We present a new approach to measure uncertainty/information applicable to theories based on convex sets of probability distributions, also called credal sets. A definition of a total disaggregated uncertainty measure on credal sets is proposed in this paper motivated by recent outcomes. This definition is based on the upper and lower values of Shannon's entropy for a credal set. We justify the use of the proposed total uncertainty measure and the parts into which it is divided: the maximum difference of entropies, which can be used as a non-specificity measure (imprecision), and the minimum of entropy, which represents a measure of conflict (contradiction).
Introduction
There are two classical theories of uncertainty, both formalized in terms of classical set theory. The older one, which is also simpler and more fundamental, is based on the notion of possibility. The newer one, which has been considerably more visible, is based on the notion of probability (Klir 2006) .
In classical possibility theory, uncertainty means that among all conceived and mutually exclusive alternatives in a given situation (predictions, retrodictions, diagnoses, crime suspects, etc.) more alternatives than one are possible. The larger the set of possible alternatives, the less specific is the identification of the true alternative. It is thus common to refer to this type of uncertainty as non-specificity.
Information is gained, and non-specificity reduced, by obtaining any evidence that allows us to reduce the set of possible alternatives. When only one alternative remains possible, we have no uncertainty. However, when none of the alternatives remains possible, then, clearly, the set of considered alternatives is not sufficient to identify the true alternative and must be properly extended.
The question of how to measure the amount of uncertainty (non-specificity) associated with a finite set of possible alternatives was addressed by Hartley (1928) . He showed that the only sound way of measuring this amount is to use a logarithm of the number of possible alternatives. Denoting the finite set of alternatives that, according to all available evidence, are possible by A, the Hartley measure of non-specificity, H, is usually expressed by the formula H(A) ¼ log 2 jAj, where jAj denotes the cardinality of A. The choice of the logarithm base 2 is a consequence of choosing bits as measurement units. One bit of non-specificity is equivalent to uncertainty regarding the truth or falsity of one elementary proposition.
The Hartley measure is applicable only to finite sets. Although its counterpart for infinite sets (subsets of the n-dimensional Euclidean space for some n $ 1), is now available as well (Klir and Yuan 1995) it is not of interest in this paper, which is restricted to finite sets.
The second classical uncertainty theory is based on the notion of classical (additive) probability measure (Halmos 1950) . It is well known that the amount of uncertainty associated with a probability distribution function, p, on a finite set X of considered alternatives is measured (in bits) by the functional SðpðxÞjx [ XÞ ¼ 2 X
x[X pðxÞ log 2 pðxÞ;
which is usually referred to as Shannon entropy (Shannon 1948) . Again, its counterpart for infinite sets is of no interest in this paper. In order to get insight into the probabilistic uncertainty, which is measured by the Shannon entropy, the previous equation can be rewritten as For each given probability distribution function p, the value p(x) expresses the degree (a fraction of the total value of one) to which alternative x is claimed to be the true alternative. Since the total value of one is distributed among the alternatives, clearly, these claims conflict with one another. One way of expressing the total conflict, c p (x), within a given probability distribution function p with respect to the claim p(x) is by using the expression
The Shannon entropy can then be expressed as
It is clear now that the Shannon entropy measures a weighted average of conflicts among the claims allocated to individual alternatives in set X by function p. It is thus common to refer to the probabilistic type of uncertainty as conflict.
It is fair to say that the probability-based uncertainty theory has been far more visible than the one based on possibility. Moreover, the fundamental distinction between the two classical theories has been concealed in the vast literature on probability-based information theory, where the Hartley measure is almost routinely viewed as a special case of the Shannon entropy. This view, which results likely from the coincidence that the value of the Hartley measure for a set of possible alternatives is the same as the value of the Shannon entropy for the uniform probability distribution on the same set, is ill-conceived. Indeed, the Hartley measure is totally independent of any probabilistic assumptions. Furthermore, given evidence expressed by a set of possible alternatives, any probability distribution on the same set, not only the uniform one, is consistent with this evidence. It is now clear that the two classical theories of uncertainty are complementary. Evidence that can be formalized in one of them cannot be formalized in the other one. Using both of them as needed allows us to deal with a broader range of situations than the range captured by either of them. Unfortunately, this broader range of situations is still rather narrow. Broadening it by generalizing the classical uncertainty theories became possible by the emergence of two important generalizations in mathematics in the second half of the 20th century. One of them is the generalization of classical measure theory (Halmos 1950) to the theory of monotone measures. The other one is the generalization of classical set theory to fuzzy set theory. Classical measures are generalized by abandoning the requirement of additivity, as was suggested first by Choquet (1953 Choquet ( -1954 . Classical sets are generalized by abandoning the requirement of sharp boundaries between sets, as was suggested first by Zadeh (1965) .
These two generalizations in mathematics expanded substantially the framework for formalizing uncertainty. This expansion is two-dimensional. In one dimension, the classical theory of additive measures is expanded to the less restrictive theory of monotone measures, within which numerous branches are distinguished for dealing with monotone measures with various special properties. In the other dimension, the formalized language of classical set theory is expanded to the more expressive language of fuzzy set theory, where further distinctions are based on various special types of fuzzy sets. A research program whose objective is to study within this two-dimensional framework the dual concepts of information-based uncertainty (uncertainty resulting from information deficiency) and uncertainty-based information (information measured by reduction of uncertainty) was introduced in 1991 under the name generalized information theory (Klir 1991) . A recent book (Klir 2006 ) is a comprehensive and up-to-date coverage of results that have emerged from this research program.
The type of uncertainty captured by classical possibility theory is non-specificity; the type of uncertainty captured by classical probability theory is conflict. When these classical theories are generalized, the two types of uncertainty may coexist. This means that we need justifiable measures of non-specificity and conflict in each generalized uncertainty theory. These measures may be obtained by generalizing the Hartley measure and the Shannon measure or they may be formulated in some other way.
The purpose of this paper is to investigate measures of non-specificity and conflict in a very general uncertainty theory that is formalized in terms of classical set theory. This is a theory that can deal with arbitrary closed and convex sets of probability distributions, which are often referred to as credal sets. All considerations in this paper are based on the assumption that we deal only with finite sets of alternatives.
The paper is organized as follows. An overview of previous efforts to generalize the Hartley measure and the Shannon entropy to some non-classical uncertainty theories is presented in Section 2. An aggregate measure of uncertainty, which captures both nonspecificity and conflict, is discussed in Section 3. Its possible disaggregations are investigated in Section 4, and Section 5 is devoted to conclusions.
Generalized uncertainty measures

Uncertainty in Dempster -Shafer theory
Early efforts to generalize the classical uncertainty theories focused on a fairly popular nonclassical theory of uncertainty that is usually referred to as Dempster -Shafer theory (DST) (Dempster 1967 and Shafer 1976) . To introduce basic concepts associated with the theory, let X denote a finite set of considered alternatives (a universal set) and let '(X) denote the power set of X.
One where R X and R Y denote projections of R on X and Y, respectively. Let us now summarize the various efforts to derive justifiable generalizations of the classical Hartley measure and Shannon entropy to DST. The Hartley measure was first generalized by Higashi and Klir (1983) to the theory of graded possibilities (a special branch of DST dealing with nested bodies of evidence) and, then, it was further generalized by Dubois and Prade (1984) to DST. This generalized Hartley measure, GH, is a functional defined for each basic probability assignment m by the formula GH ðmÞ ¼ X A#X mðAÞ log 2 jAj:
. This functional clearly characterizes the expected value of the Hartley measure for all subsets of X. It attains its minimum zero, when m is a probability distribution function, and its maximum is obtained when m(X) ¼ 1. It also satisfies all the properties (as formulated within DST) that are required for any measure of uncertainty. Its uniqueness in the theory of graded possibilities was proven by Klir and Mariano (1987) and in DST by Ramer (1987) .
Efforts to generalize Shannon entropy to DST were not as successful. Several ways of measuring conflict among evidential claims expressed by the basic probability assignment were suggested in the literature, but they all failed in the essential requirement of subadditivity. An example is the functional EðmÞ ¼ 2 X A#X mðAÞ log 2 Pl jAj;
which was suggested by Yager (1983) . The failure of E to satisfy the subadditivity requirement would have been acceptable if this essential requirement were satisfied for the sum GH þ E. Unfortunately, this was neither the case for E nor for any of the other suggested candidates for generalized Shannon entropy. A summary of these unsuccessful efforts is given in Klir and Wierman (1998) and Klir (2006) . The unsuccessful attempts to find a justifiable generalization of the Shannon entropy in DST were eventually replaced with attempts to find an aggregated measure of both nonspecificity and conflict (Harmanec and Klir 1994) . Such a measure, which satisfies all the required properties, was found around the mid 1990s by several authors (see Klir (2006) for more details). This aggregate uncertainty measure is a functional S * that for each belief function Bel in DST is defined by the maximum value of the Shannon entropy within the set of all probability distribution functions that dominate the belief function.
Formally,
where C denotes the set of all probability distributions, p, such that Bel ðAÞ # P x[A pðxÞ for all A # X.
Although functional S * is acceptable on mathematical grounds as an aggregate measure of uncertainty in DST, it does not show explicitly the two coexisting components of uncertainty: non-specificity and conflict. As a result, it is highly insensitive to changes in evidence (Klir and Smith 2001) . It is thus desirable to disaggregate it. Clearly, S * ¼ GH þ GS, where GH and GS denote appropriate generalizations of the Hartley measure (measuring non-specificity) and the Shannon entropy (measuring conflict). Since S * and GH were well established in DST, it was suggestive to define GS indirectly as the difference S * 2 GH. This disaggregation was suggested by Smith (2000) who showed that the range of GS defined in this way is [0,log 2 jXj]. The disaggregated total uncertainty measure TU, is then defined as the pair TU ¼ ðGH; GSÞ:
Now, it is guaranteed that GH þ GS satisfies all the required mathematical properties, and it does not matter whether each of the two components satisfies them as well. This is important since GS defined as S * 2 GH is not in general subadditive.
Uncertainty in credal sets
A credal set is a convex and closed set of probability distributions with a finite set of extreme points. A theory based on arbitrary credal sets is currently one of the most general theories dealing with imprecise probabilities. It subsumes DST and other well-defined uncertainty theories, such as the theory based on reachable probability intervals (Campos et al. 1994) or theories based on Choquet capacities of order k (k $ 2, finite). Efforts to generalize uncertainty measures established in DST to credal sets are thus very important since any successful generalization will be applicable in all the theories subsumed under credal sets.
In order to understand how subadditivity and additivity is defined for uncertainty measures on credal sets, we need the following definition of marginal credal sets.
A measure of non-specificity for credal sets was investigated by Abellán and Moral (2000) . As is well known, each credal set C is associated with a unique capacity function (lower probability) f C that is defined for all A [ '(X) by the formula,
This function can be converted to another set function, m C , via the formula m C ðAÞ ¼ P B#A ð21Þ jA2Bj f C ðBÞ; ;A [ 'ðXÞ; which is referred to as the Möbius transform (Grabisch 2000) . Function m C has similar properties as the basic probability assignment function in DST: m C ðYÞ ¼ 0 and P A#X m C ðAÞ ¼ 1: However, contrary to the latter, m C can be negative for some sets A. Therefore, m C is usually called a mass assignment function, since the term "probability assignment" is not appropriate on this more general level. Using function m C , Abellán and Moral (2000) defined a generalized Hartley measure for each credal set C by the formula
This functional does not distinguish between different credal sets that are associated with the same lower probability f C , but, as is argued in Abellán and Moral (2000) , this is not a problem for this type of measure. Unfortunately, it is now established that the generalized Hartley measure is not subadditive for all credal sets. We know that it is certainly not subadditive for those credal sets that cannot be represented by Choquet capacities of order two. Whether it is subadditive beyond DST is an open question (Abellán and Moral 2005a) . The aggregated uncertainty measure S * , which was initially introduced for DST, was also studied in the context of general credal sets by Abellán and Moral (2003) . To examine this aggregate measure and its disaggregation on credal sets in more detail is the subject of the next section. In the rest of this paper, we refer to the maximum entropy measures S * (C) on a credal set C as an upper entropy of C.
Upper entropy
Since the upper entropy S * , considered initially in DST, is defined in terms of a non-linear optimization problem, its practical utility was initially questioned. Fortunately, a relatively simple algorithm for computing S * in DST was developed and its correctness proven (Meyerowitz et al. 1994 and Harmanec et al. 1996) . It was initially assumed, but not proven, that the use of the algorithm can be extended for computing the upper entropy of any credal set (Klir 2003 ). However, it was shown by Abellán and Moral (2005b) that this assumption is not correct: they showed that the algorithm can be extended to credal sets associated with capacities of order two, but not to arbitrary credal sets associated with general probability intervals.
It was suggested by Abellán and Moral (2005b) and also by Klir and Smith (2001) that the upper entropy S * can be used as an aggregate measures of uncertainty not only for credal sets associated with DST, but for all creedal sets. They also developed a special algorithm for credal sets based on interval-valued probability distributions (Abellán and Moral 2003) . Moreover, it was suggested in Klir and Smith (2001) that the disaggregated total uncertainty TU ¼ ðGH; S* 2 GHÞ is also applicable to all credal sets. In this form, the lack of subadditivity of GH, which has been demonstrated for the most general credal sets, is of no consequence.
The principal aim of this section is to justify the use of the upper entropy as an aggregate measure of uncertainty (aggregate of non-specificity and conflict) for arbitrary credal sets. The issue of consistent disaggregations of the maximum entropy measure is addressed in Section 4.
In the particular case of belief functions, Harmanec and Klir (1994) have already considered that upper entropy is a measure of aggregated total uncertainty. They justify it by using an axiomatic approach. However, uniqueness of this measure has not been proven as yet. But perhaps the most compelling reason for this view is given in Walley (1991) . It is based on the logarithmic scoring rule.
We start by explaining the case of a single probability distribution p. To be subject to this rule means that we are forced to select a probability distribution q on '(X), and if the true value is x then we must pay 2 log 2 (q(x)). For example, if we say that q(x) is very small and x is found to be the true value, we must pay a lot. If q(x) is close to one, then we must pay a small amount. If our information about X is represented by a subjective probability p, then we should choose q so that E p [2 log 2 (q(X))] is minimum, where E p is the mathematical expectation with respect to p. This minimum is obtained when q ¼ p and the value of E p [2 log 2 (q(X))] is the entropy of p: the expected loss or the minimum amount that we would require to be subject to the logarithmic scoring rule. This rule is widely used in statistics. The entropy is the negative of the expected logarithm of the likelihood under distribution p. The reason for using the logarithmic function is that if we make predictions in two independent experiments at the same time, then the payment should be the sum of the payments in the two experiments.
In the case of a credal set C, we can also apply the logarithmic scoring rule, but now we choose q in such a way that the upper expected loss E p ½2log 2 ðqðX))] (the supremum of the expectations with respect to the probabilities in C) is minimum. Under fixed q, E p ½2log 2 ðqðXÞÞ is the maximum loss we can have (the minimum we should be given to accept this gamble). As we have freedom to choose q, we should select it, so that this amount E p ½2log 2 ðqðXÞÞ is minimized.
Walley shows that this minimum is obtained for the distribution p 0 [ C with maximum entropy (it is proved on the basis of the Minimax theorem, which can be found in Appendix E of Walley 1991). Furthermore, E p ½2log 2 ðp 0 ðXÞÞ is equal to S * (C), the upper entropy in C. This is the minimum payment that we should require before being subject to the logarithmic scoring rule. This argument is completely analogous with the probabilistic one, except that we change expectation to upper expectation. This is really a measure of uncertainty, as the better we know the true value of X, the less we should be paid to accept the logarithmic scoring rule.
Our approach is different from the principle of maximum entropy (Jaynes 1963 ). This principle always seeks a unique probability distribution, the one with the maximum entropy compatible with given constraints. But, here we are not saying that C can be replaced by the probability distribution with maximum entropy. We continue using the credal set to represent uncertainty. We only say that the uncertainty of the credal set can be measured by its upper entropy.
Perhaps the principal handicap to use the upper entropy as a total uncertainty are the cases where adding information does not reduce the amount of uncertainty measure by upper entropy, as we can see in the following example discussed by Kapur et al. (1995) :
Suppose that we have a six-faced dice and that we have no information about it. In this case, probabilities p i , (i ¼ 1, 2, 3, 4, 5, 6) are constrained only by axioms of probability theory:
Then, the maximum entropy probability distribution (MEPD) of the convex set of probability distributions that satisfies these constraints is the uniform one, with S * ¼ log 2 6. Now, if we add information that the mean is 7/2, the MEPD is again the uniform one, with S * ¼ log 2 6. Assume now we add, in each step, information regarding the knowledge of the moment of order j, M j ¼ P 6 i¼1 i j p i , with the following values:
Step
In all of these steps, the MEPD of the associated credal set is still the uniform one, and S * ¼ log 2 6. Kapur et al. (1995) argue, in a natural way, that the "information supplied" in each step of this example produces equal "reduction of uncertainty". They use the difference S * 2 S * , where S * denotes the lower entropy associated with each credal set, as a measure of information that produces reduction of uncertainty which is not captured by S * alone. However, the difference S * 2 S * alone does not capture total uncertainty since it is zero for each single probability distribution and, hence, it does not capture uncertainty in this case. In each step of the example, clearly, the credal set is reduced and, consequently, non-specificity is reduced as well. On the other hand, the lower entropy S * is increased in each step. Since the total aggregated uncertainty S * does not change, S * may be viewed as measuring the increasing conflict. Its maximum would be reached when a credal set with a single probability distribution is obtained. Then, S * ¼ S * and non-specificity vanishes.
A new approach
It is argued in Klir (2005) that the total aggregated uncertainty S * should be appropriately disaggregated to overcome its notorious insensitivity to changes in evidence. It is suggested that, in addition, to its disaggregation with respect to the generalized Hartley measure, first considered by Smith (2000) , other disaggregations should be explored. One particular disaggregation is suggested in Klir (2005) , which is based on the idea proposed by Abellán and Moral (2005a) that it is reasonable to use the difference S * 2 S * as a natural measure of non-specificity for credal sets. This alternative total disaggregated uncertainty, a TU, is defined as
where the first component is a measure of non-specificity and the second one is a measure of conflict. Properties of these two components are examined in the rest of this section.
Maximum difference of entropies
The difference S * 2 S * suggested in Abellán and Moral (2005a) as non-specificity measure on credal sets, is fundamentally different from the generalized Hartley measure. There are examples in which S * 2 S * . GH and examples in which the opposite happens. We have not studied the existence of a bound for the difference of these measures. Measures S * 2 S * and GH have very different behaviours. Measure GH is a measure of absolute imprecision. However, S * 2 S * quantifies in a different way the same imprecision. Assume that we have a probability distribution p and that e , min x[X p(x) and consider the credal set C e given by all the probability distributions p 0 such that max
That is, in C e a maximum of variation of e is allowed with respect to p. Then, GH(C e ) depends only on e. On the contrary S * 2 S * depends also on p: If p is close to the uniform distribution, then S * 2 S * is smaller than if p is close to a degenerate distribution. This makes sense, as the same absolute difference of probability can be more important for probabilities close to 0, than for intermediate values of probability. The following example shows numerically a particular case of this fact.
Example 2. Consider X ¼ {x 1 , x 2 } and the following two basic probability assignments: Credal sets C 1 and C 2 are examples of sets C e for e ¼ 0.005 as defined above. They are associated with different probabilities. C 1 is obtained when p is the uniform distribution, whereas C 2 is obtained for the distribution p, given by p(x 1 ) ¼ 0.995, p(x 2 ) ¼ 0.005. The value of GH is the same for these credal sets, but the maximum difference of entropies is different. It is greater in C 2 , the credal set with probabilities with values close to 0 and 1, than in C 1 , the credal set with probabilities close to the uniform distribution.
In the above example, C 1 and C 2 are also very different from the point of view of their total uncertainty: C 1 is more uncertain than C 2 . However, we also claim that C 2 may be considered as more imprecise than C 1 . There is the same absolute difference between the extreme probabilities, but in the case of C 2 this difference is more important. Credal sets such as C 2 are obtained for rare events, as for example the probability of suffering an earthquake. It is not the same whether the probability is 0.01 or 0. The risks are very different. However, C 1 appears in situations in which an event has roughly the same probability than its complementary. It can be the case of a possibly biased coin. The values for the probability of heads of 0.50 or 0.49 are not so different. Our betting behaviour is more or less the same in both situations and, therefore, imprecision has less severe consequences. The difference between the two situations is not only that an earthquake is more important than the result of a coin. It is also in the differences in the betting behaviour associated with the two extreme situations. If the probability for x 1 is 0, we will never accept a bet for this event. However, for 0.01 we would accept bets for x 1 if we receive more than 100 units for the payment of 1. In this way, we could lose a lot of money if a probability of 0.01 is estimated by us as 0. The consequences of estimating 0.50 by 0.49 are not so important. If we want to use the maximum difference of entropies on credal sets alone as a measure of uncertainty, as suggested by Kapur et al. (1995) , we can find some difficulties, as illustrated by the following example.
Example 3. Assume X ¼ {x 1 ,x 2 ,x 3 } and let m, m 0 be basic probability assignments on X given in table 1, where also the associated belief and plausibility functions are shown.
We obtain the following values of S * 2 S * ðS* 2 S * ÞðC m Þ ¼ log 2 ð3Þ 2 1:5 ¼ 0:08496; ðS* 2 S * ÞðC m 0 Þ ¼ log 2 ð3Þ 2 1:28067 ¼ 0:30429:
If the total uncertainty is measured by S * 2 S * , then the uncertainty represented by m is smaller than the one represented by m 0 :
This is contradictory. If we observe the values of Bel and Pl in table 1, we can think that there is more information in m 0 that in m. Clearly m 0 is pointed to the set {x 2 ,x 3 }, while m is totally symmetrical. For each probability distribution in C m 0 there is a probability distribution in C m whose entropy is greater than or equal, but not the other way around. Hence, we can say that m should not represent more information than m 0 , or m 0 should not represent more uncertainty than m, but the use of S * 2 S * quantifies it the wrong way. Using the total aggregated uncertainty S * in DST we obtain the same value for m and m 0 . This is less contradictory than the values produced for S * 2 S * function alone.
The following properties of the difference S * 2 S * are established in Abellán and Moral (2005a) This function is not subadditive for credal sets, but this is acceptable when it is used as one component (measuring non-specificity) in the disaggregated total uncertainty a TU ¼ (S * 2 S * ,S * ).
Lower entropy
The importance of minimum entropy probability distributions was earlier emphasized by Watanabe (1969 Watanabe ( , 1981 and Christensen (1981) . Its use has often been rejected because it is rather difficult to compute it, due to the concavity of the entropy function. Procedures for computing the minimum entropy under some special constraints are presented in Kapur et al. (1995) and Yuan and Kesaven (1998) . In Abellán and Moral (2000) , a branch and bound algorithm is presented for computing the lower entropy for any credal set that is associated with capacities of order two. Lower entropy S * on credal sets is also analyzed in Abellán and Moral (2005a) as a measure of conflict. It represents a degree of internal contradiction similarly as function E in DST. The latter was introduced as a measure of conflict in DST (Yager 1983) , and also as a part of a total uncertainty measure (Lamata and Moral 1987) . The following is its basic property.
Property 1. Let m be a basic probability assignment on a finite set X. Then E(m) ¼ 0 if and only if all focal sets have at least one common element.
This property implies that E is zero only for cases where there is no conflict. Similar property is verified for S * but, contrary to E, S * can be extended to more general theories than DST in a natural way. The extension of E to credal sets is problematic. If we want to extend it beyond DST, we need to replace the basic assignment function by the general mass assignment function and the plausibility function with the more general upper probability function. Then we can obtain examples where the values of E have no sense as we can see in the following example:
Example 4. Let C denote the credal set consisting of all probability distributions generated on set X ¼ {x 1 , x 2 , x 3 } by convex combinations of the following set of probability distributions: {ð0:5; 0:5; 0Þ; ð0:5; 0; 0:5Þ; ð0; 0:5; 0:5Þ}:
This credal set corresponds to a set of reachable probability intervals (Campos et al. 1994 According to functional E, there is no conflict in the given body of evidence. However, this is not correct since none of the elements of X is contained in all focal elements. The existence of conflict in this example is correctly recognized by S * .
If we compare these functionals, we can prove that E is a lower bound of S * in DST. To do that, we need the following Lemma. Property 2. Let m be a basic probability assignment on subsets of a finite set X and let C m denote the associated credal set. Then, E(m) # S * (C m ).
Proof. By Lemma 1,;x [ X and ;A # X; 'a A x $ 0 such that ;p [ C m it is verified that:
Now, (
It attains the interval extremes in a degenerate probability distribution and in the uniform probability distribution, respectively. (2) It is a monotone decreasing function: C # C 0 ) S * ðCÞ $ S * ðC 0 Þ:
is not always satisfied.
Conclusions
The various uncertainty measures for credal sets are examined in this paper. The main theme of the paper is the issue of how the well-established aggregate uncertainty measure, which for each credal set is expressed by its upper entropy, can be disaggregated to overcome its insensitivity to changes in evidence. Each disaggregation breaks the aggregate uncertainty into two components, a measure of non-specificity and a measure of conflict. The paper focuses on a novel disaggregation, in which non-specificity is measured for each credal set by the difference between its upper and lower entropies, while conflict is measured by the lower entropy. It is shown that this disaggregation, contrary to other conceivable disaggregations, is applicable to arbitrary credal sets. It is argued that the two components of this disaggregated total uncertainty possess properties that qualify them well for measuring non-specificity and conflict. The conclusion is that this novel measure of total disaggregated uncertainty, a TU ¼ (S* 2 S * , S * ), is at this time the best justified measure of uncertainty for credal sets.
It is conceivable that other measures of uncertainty are more appropriate within the various special theories of uncertainty. In the theory of graded possibilities, for example, the disaggregation with respect to the generalized Hartley measure appears to be more sensitive to changes in evidence than a TU. In DST, disaggregations of the form b TU ¼ (S* 2 GS,GS),
where GS denotes any of the candidates for a generalized Shannon entropy investigated in the 1980s and 1990s and referred to as dissonance, confusion, discord and strife (Klir and Wierman 1998) , should be examined and compared among themselves as well as with a TU.
These are interesting questions, but they are beyond the scope of this paper. The overall conclusion of this paper can now be summarized as follows. While various disaggregations of the aggregate measure S* may be preferable in various special theories of uncertainty, the disaggregation a TU ¼ (S* 2 S * , S * ) introduced in this paper is the best justified one when working within the most general theory of uncertainty, a theory based on arbitrary credal sets. (1981 -82) , IFSR (1980 -84) , NAFIPS (1988 -1991 ), and IFSA (1993 
