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Abstract—We propose a particle ﬁltering algorithm for
tracking continuous closed curves which form the boundary
of objects in images. This can be used for tracking moving and
deforming objects from a sequence of images. Particle ﬁltering
for continuous curves is difﬁcult since they form an inﬁnite
dimensional state space and generating Monte Carlo samples
from a very large dimensional (theoretically inﬁnite) system
noise distribution is computationally complex. Secondly, the
number of samples required for accurate ﬁltering increases with
the dimension of the system noise. But as long as the number
of dimensions of the system noise is small, even if the total state
space dimension is very large (or inﬁnite), a particle ﬁltering
algorithm can be implemented and we exploit this fact. We
propose to approximate curve deformation using a time varying
ﬁnite dimensional representation. We formulate the problem
as particle ﬁltering with unknown static parameters and use
a modiﬁcation of a particle ﬁlter that has been shown to be
asymptotically stable for tracking static parameters.
I. INTRODUCTION
Optimal ﬁltering is the problem of estimating the posterior
probability distribution of the signal Xt (also called the state
variable) given observations Y1;Y2;::Yt which are noisy and
possibly nonlinear functions of the state. The state process is
a known Markov process and the observations together with
the state form a Hidden Markov Model. In this paper we
study the problem of optimal ﬁltering for continuous closed
curves (contours), which represent boundaries of objects in
images. The application is tracking moving and deforming
objects from a sequence of images (treated as observations).
The image is a complicated nonlinear function of the contour,
and hence cannot be ﬁltered using the Kalman ﬁlter (optimal
only for linear Gaussian systems). For general nonlinear sys-
tems, one needs to either use system linearization techniques
(e.g. Extended Kalman Filter) or numerical approximation
techniques such as the quadrature ﬁlter or the particle ﬁlter
[1]. The particle ﬁlter [1], [2] is a sequential Monte Carlo
method that approximates the optimal ﬁlter by an empirical
distribution of Monte Carlo samples or “particles”. We use
the particle ﬁlter since it is the only practical technique for
state space dimensions signiﬁcantly greater than one, which
also converges to the optimal ﬁlter as the number of particles,
N, goes to inﬁnity (under certain assumptions on the state
and observation process).
Most past work on shape ﬁltering is either for shapes
formed by a ﬁnite number of landmarks[3], [4] or for
ﬁnite dimensional parametric representations of a con-
tinuous curve, such as the B-spline representation (e.g.
Condensation[5]). In [5] and its variants [6], the contour is
represented using a ﬁxed B-spline basis. The observations
(which are edges detected near the contour) are tracked using
a particle ﬁlter. Another way to represent continuous curves
is using a ﬁxed ﬁnite number of marker points uniformly
spaced on the curve. This forms the basis of the entire body
of work on deformable snakes [7] and Kalman ﬁltering using
deformable snakes[8], [9].
Any ﬁxed ﬁnite dimensional representation of shape can-
not be applied directly when objects undergo large defor-
mations (that are not afﬁne) which result in large changes
in curve length or if the curve topology changes. Hence the
need to study the optimal ﬁltering problem for continuous
curves (inﬁnite dimensional), represented either using marker
points or using the level set method [10], [11]. Now, ﬁltering
for ﬁnite dimensional state spaces has well studied solutions
both using the Kalman ﬁlter (and its extensions) and the
Particle Filter. On the other hand, there is very little work on
ﬁltering for inﬁnite dimensional spaces. In [12], Brockett and
Blake ﬁrst confronted the problem and proposed a Kalman
ﬁltering solution. To the best of the authors’ knowledge, there
is no known implementable solution to particle ﬁltering for
inﬁnite dimensional spaces. Particle ﬁltering on an inﬁnite
dimensional state space is difﬁcult for two reasons. Gener-
ating Monte Carlo samples from a very large dimensional
(theoretically inﬁnite) system noise distribution is computa-
tionally complex. Secondly, the number of samples required
for accurate ﬁltering increases with the dimension of the
system noise. But as long as the number of dimensions of the
system noise is small, even if the total state space dimension
is very large (or inﬁnite), a particle ﬁltering algorithm can
be implemented.
We propose to approximate curve deformation using a
time varying ﬁnite dimensional representation. The assump-
tion is that even though the curve is inﬁnite dimensional,
“most of its deformation” for a given period of time can be
approximated using a small number of dimensions (referred
to as the “effective basis” for contour deformation). This
notion is made precise in Section IV-D. But over time, this
approximation may no longer sufﬁce and hence we allow
the number of dimensions to change whenever the current
approximation is unable to track with sufﬁcient accuracy.
We discuss below the contributions of this work.
² We propose a novel contour deformation framework, in
which the contour deformation velocity is parameter-
ized using a ﬁnite dimensional B-spline basis, whose
dimension is allowed to change with time (is piecewiseconstant with time). This allows us to deﬁne a particle
ﬁlter with a ﬁnite number of system noise dimensions
at any time.
² We propose to treat the part of the contour that does not
change in a given time interval as a “static parameter”
and use a combination of the Monte Carlo Particle ﬁlter
[13] and the Interacting particle ﬁlter as suggested
in [14]. We discuss how the results of [14], [15] can
possibly be extended to show asymptotic stability of
the above particle ﬁlter for our problem.
² It is a known fact that the number of samples required
for accurate particle ﬁltering can be reduced by impor-
tance sampling from a distribution that depends on the
current observation. We show how an approximation to
the the optimal importance sampling distribution can be
evaluated for our problem by using the ﬁrst variation of
the Chan and Vese energy functional [16] (or in general
any Mumford-Shah energy functional).
Paper Organization: We discuss related approaches be-
low. In Section II, we give the problem deﬁnition. In Sec-
tion III, we discuss the contour deformation framework, the
observation model and the contour representation (Section
III-D). In Section IV, we describe the particle ﬁltering
method, discuss techniques for effective basis change detec-
tion and re-estimation and summarize the assumptions used.
The entire algorithm is given in Algorithm 1. In Section V,
we discuss the approximation errors and why Algorithm 1
cannot be shown to be asymptotically stable. We propose a
modiﬁcation based on ideas presented in [14] and discuss
its asymptotic stability. The algorithm is summarized in
Algorithm 2. In Section VI, we discuss the approximation to
optimal importance sampling which can be used to reduce the
number of particles required by a particle ﬁlter. Conclusions
and future directions are presented in Section VII.
A. Related Work
Our past work [17] can be understood as a special case of
this work, with the difference that we did not have contour
deformation velocity and we assumed zero system noise
being added to the contour. Hence, in theory the particle
ﬁlter could diverge [14]. The problem of tracking continuous
curves has also been addressed in [18] and [19]. In [18],
the observations were explicit measurements of the group
action and of the contour. They imposed a zero velocity
prior on the contour and a constant velocity prior on the
group action. A linear observer was used to combine the prior
with the observations. The approach is similar to running two
independent Kalman ﬁlters, one for the global motion and
one for the contour, even though the state spaces are actually
coupled. In [19], the authors deﬁned a geometric version
of [8] and proposed a novel “partial level set approach” to
solve the resulting PDEs. The state space was the contour
and contour deformation velocity deﬁned at all points on
the contour. They also used explicit observations of the con-
tour and the contour deformation velocity. The observations
were incorporated using an error injection technique. This
approach is also similar to running two independent Kalman
ﬁlters, one for the contour velocity and one for the contour.
Also, the prediction step in this approach (as also in [8] and
[9]) is obtained using the principle of least action which uses
the current image (and hence the predicted contour velocity
is correlated with the observation). This can be a problem
in case of bad observations (such as occlusions) and hence
they deﬁne a separate occlusion handling method.
II. PROBLEM DEFINITION
A contour is a continuous closed curve on a 2D plane,
i.e. it is a smooth locus of points traced out by the
mapping of the unit interval [0;1] into R2. A contour is
represented parametrically as C(p) = [Cx(p);Cy(p)] where
Cx(p);Cy(p) are functions from [0;1] to R and such that
all re-parameterizations of the parameter p (~ p = f(p), f :
[0;1] ! [0;1] is continuous and strictly monotonic) yield the
same contour [20]. Another way to represent the contour is
as the zero (or some other) level set of a higher dimensional
function, Á(x;y), i.e. the contour is the collection of all
points fx;y 2 R2 : Á(x;y) = 0g [11].
In this paper, we consider the problem of tracking contours
generated by boundaries of moving and deforming objects.
Given a sequence of images as observations, the goal is to
estimate the posterior probability distribution of the contour
and of the global motion and deformation velocity. The
image is a known noisy nonlinear function of the object
contour. The stochastic PDE governing the contour motion
and deformation is also known.
We denote the contour at t by Ct(p), the contour defor-
mation speed by ¯t(p) and the global motion parameters by
½
t. The outward normal to Ct at p is denoted by N(p).
III. SYSTEM AND OBSERVATION MODEL
A. System Model
We assume a second order Markov model on the contour
as a function of time. As discussed in [21], the total contour
movement can be split into global motion, parameterized by
a ﬁnite dimensional group action (such as Afﬁne), and local
deformation, which is an inﬁnite dimensional group. Thus
we have the following PDE:
@Ct
@t
(p) = g(Ct(p);½
t) + ¯t(p) N(p) (1)
We use g(C;½) to denote the application of the time deriva-
tive of the Afﬁne group action on the contour, for example if
g is the Afﬁne group then g(C;½) = [½3Cx+½4Cy; ½5Cx+
½6Cy]T+[½1; ½2]T. Here [½1;½2]T denote x and y translation
velocity and
·
½3 ½4
½5 ½6
¸
= _ Maffine, where _ Maffine is the
time derivative of the afﬁne transformation matrix.
The contour deformation velocity is taken to be along the
normal direction (since tangential velocity only corresponds
to a re-parametrization of the curve) [20]. Now the contour
deformation speed ¯t is a continuous function from [0;1] to
R (inﬁnite dimensional vector). But it is not unreasonable
to assume that at any given time, “most of the contour
deformation” occurs in a small number of dimensions (madeprecise in Section IV-D), which we refer to as the “effective”
basis for contour deformation. We assume here that the
effective basis is piecewise constant with time, i.e. for a time
interval [Tk;Tk+1] the effective basis is ﬁxed. At a given
time, given a set of K basis functions, bj(p) and a K-dim
speed vector, v, along basis directions, the contour speed can
be approximated as ¯t(p) ¼
PK
j=1 bj(p)vj. The effective
basis change times Tk can either be assumed to occur at ﬁxed
intervals or can be detected on the ﬂy as discussed in Section
IV-B. At every Tk, the changed basis and its dimension need
to be learnt again. This is discussed in Section IV-C.
One natural way to represent the effective basis is using
B-splines. Given the contour speed at K control points, vt,
it can be interpolated to give the speed at any point on the
curve using the cubic (order r = 3)1 B-spline interpolation
functions, bj, i.e. ¯t(p) ¼
PK+5
j=1 bj(s([x¤;y¤]t))(p)cj(vt).
Here [x¤;y¤]t with components, x¤
j;t;y¤
j;t;j = 1;2;::K + 5
denotes the knot locations (which decide the control point
locations) and the vector s with components sj;j = 1;::K+
5 is the knot sequence parameterizing the B-spline. Note that
when a cubic B-spline represents a closed curve, the last
r+2 = 5 knot locations are repeated2 to get a total of K+5
knots. Thus x¤
K+1;t;y¤
K+1;t = x¤
1;t;y¤
1;t,... x¤
K+5;t;y¤
K+5;t =
x¤
5;t;y¤
5;t. Also sj, bj, vj also repeat in a similar fashion for
j = K+1;:::K+5. To get a K+5 length vector of velocities
from the K length vector vt, we deﬁne a function, c(vt), as:
cj(v) =
½
vj 1 · j · K
vj¡K K + 1 · j · K + 5 (2)
The invertible mapping between s and [x¤;y¤] is given by
s([x¤;y¤]) with s1 = 0, and for 1 < j · K + 5,
sj = sj¡1 +
1
Lt
arc-length([x¤
j;t;y¤
j;t]T;[x¤
j¡1;t;y¤
j¡1;t]T)
(3)
where arc-length([x¤
j;t;y¤
j;t]T;[x¤
j¡1;t;y¤
j¡1;t]T) = R pj
pj¡1 jj@Ct
@p jjdp; Ct(pj) = [x¤
j;t;y¤
j;t]T [20] and Lt is
the total arc-length of the contour. The basis functions
bj are deﬁned using the Cox de Boor recursion [22]:
bj(s([x¤;y¤]))(p) = Aj;3(s([x¤;y¤]))(p) where
Aj;r(s)(p) =
p ¡ sj
sj+r ¡ sj
Aj;r¡1 +
sj+r+1 ¡ p
sj+r+1 ¡ sj+1
Aj+1;r¡1
Aj;0(s)(p) =
½
1 sj · p < sj+1
0 otherwise (4)
At t = 0, x¤
j;t;y¤
j;t are chosen uniformly spaced on the arc
length. These correspond to a uniform knot sequence s with
sj =
(j¡1)
K ;j = 1;2;:::K + 5. As the contour deforms, the
knot locations also deform by the same amount and hence
for t > 0 they are no longer uniformly spaced. Given the
knot locations on the contour at t, the knot sequence can
be evaluated using (3) and vice versa. At every effective
basis change time, the knot locations are re-allocated on the
contour as discussed in Section IV-C.
1ensures that the interpolated speed is twice continuously differentiable
2in order to ensure twice continuous differentiability at the end points
Thus, to summarize the above discussion, we assume the
following dynamics for the contour and the knot locations,
in a given time interval t 2 (Tk;Tk+1]:
@Ct(p)
@t
=g(Ct(p);½
t) +
K+5 X
j=1
bj([x¤;y¤]t)(p)cj(vt) N(p)
(5)
@[x¤
j;y¤
j]t
@t
=g([x¤
j;y¤
j]t;½
t) +
K+5 X
j=1
bj([x¤;y¤]t)(sj)cj(vt) N(p)
where c(v) is deﬁned in (2) and bj([x¤;y¤]t)(p) =
Aj;3(s([x¤;y¤]t))(p) (deﬁned by (3) and (4)).
The contour speed at the control points, vt, which is a
K dimensional vector (K changes when the effective basis
changes), and the Afﬁne velocity parameter, ½
t, which is
a 6 dimensional vector, are assumed to follow a Brownian
motion model with zero drift [23], i.e.
dvt = ºv;t; ºv;t » N(0;§v;tdt)
d½
t = º½;t; º½;t » N(0;§½;tdt) (6)
and ºv;t (and also º½;t) are independent random variables.
B. Time Discretization
The PDEs given by (5) and (6) need to be discretized
before a particle ﬁlter can be deﬁned. This is done as follows:
Note that with some abuse of notation, we use t also to
denote the discrete time instants and a unit time interval is
assumed to be of length ¢t.
vt+1 = vt + ºv;t+1; ºv;t+1 » N(0;§v;t¢t)
½
t+1 = ½
t + º½;t+1; º½;t+1 » N(0;§½;t¢t)
Ct+1(p) = Ct(p) + ¢tg(Ct(p);½
t+ 1
2
) +
¢t
K+5 X
j=1
bj([x¤;y¤]t)(p)cj(vt+ 1
2) N(p)
[x¤
j;y¤
j]t+1 = [x¤
j;y¤
j]t + ¢tg([x¤
j;y¤
j]t;½
t+ 1
2
) +
¢t
K+5 X
j=1
bj([x¤;y¤]t)(sj)cj(vt+ 1
2) N(p)
where vt+ 1
2 = vt +
1
p
2
ºv;t+1;
½
t+ 1
2
= ½
t +
1
p
2
º½;t+1 (7)
Note K piecewise constant with time, but for simplicity of
notation, we do not explicitly put a time subscript.
C. Observation Model
The observation at t, Yt is the image at t. The state
as discussed above is Xt = [Ct;[x¤;y¤]t;vt;½
t]T. We use
the Chan and Vese model [16] as the observation model.
It assumes that the object and the background have image
intensities which are Gaussian distributed with means u1 and
u2 respectively and variance ¾2
obs, i.e.
Yt(x;y) = u1ICin
t (x;y) + u2[1 ¡ ICin
t (x;y)] + wt(x;y);
wt(x;y) » N(0;¾2
obs) (8)where ICin
t (x;y) is the indicator function for the region
of the image inside the contour Ct. Here wt acts as the
observation noise. Thus based on the above model the
probability of the observation given state is
p(YtjXt) / e
¡Ecv(Ct;Yt)
2¾2
obs
4
= Ãt;Yt(Xt); where (9)
Ecv(Ct;Yt) =
Z
Cin
t
(Yt ¡ u1)2dxdy +
Z
Cout
t
(Yt ¡ u2)2dxdy
is the Chan and Vese energy functional (used very often for
image segmentation) [16].
Note that in general the object and background intensity
distributions can have different variances and may also be
non-Gaussian. Also, the spatially independent observation
noise assumption is not the most accurate and can be
replaced by more sophisticated Mumford Shah based models
[24], [25]. Also, we are assuming here that u1;u2 are
known, but in general they can be treated as unknown static
parameters, which need to be estimated. In this case, the
Monte Carlo Particle Filter described in Section V-A can be
used for u1;u2 as well. Finally, the observation may not be
the image itself, it can be the edge locations of an image
and the optical ﬂow as in [19], [9] or it can be an observed
contour as in [18].
D. Implementation Issues
In practice, the image consists of a ﬁnite number of pixels
and hence the object boundary is also represented by a ﬁnite
(but time varying) number of pixels. One way to represent
the contour is explicitly as an ordered vector of boundary
pixel locations. At t = 0, the boundary is obtained by some
segmentation technique and the K knot locations chosen
uniformly on it. For t > 0 both the contour and the knot
locations are propagated as given by the model (7) and the
particle ﬁlter applied on them.
A second way to represent the contour is implicitly as the
zero level set of a higher dimensional function, usually the
signed distance function [11], Á(x;y). At t = 0 the boundary
is obtained by some segmentation technique and Á0(x;y)
deﬁned for it. The K knot locations chosen uniformly on it.
For t > 0, Át(x;y) is propagated by the narrowband level
set method [11], using Át+1 = Át¡¢t (°¢rÁt), where ° is
the right hand side of (5) and r denotes the spatial gradient.
The knot locations are explicitly propagated as in the second
equation of (5). A routine for evaluating the contour (zero
level set of Át), and for calculating the arc-length between
two knot locations on it is required.
IV. ALGORITHM AND ASSUMPTIONS
A. Interacting Particle Filter (IPF)
The problem of optimal ﬁltering is to compute at each
time t, the conditional probability distribution, of the state at
t, Xt, given the observation sequence until t, Y1:t, ¼t(dX) =
Pr(Xt 2 dXjY1:t), referred to as the “ﬁltering distribution”
or more commonly as the “posterior state distribution”. An
intermediate step also evaluates the “prediction distribution”
¼tjt¡1(dX) = Pr(Xt 2 dXjY1:t¡1). The transition from
¼t¡1(dX) to ¼t(dX) is deﬁned using the Bayes recursion
as follows:
¼t¡1(dX) —-> ¼tjt¡1(dX) —-> ¼t(dX); where
¼tjt¡1(dX) =
R
Xt¡12E Qt(Xt¡1;dX)¼t¡1(dXt¡1)
¼t(dX) =
Ãt;Yt(X)¼tjt¡1(dX) R
Xt2E Ãt;Yt(Xt)¼tjt¡1(dXt)
where Qt(Xt¡1;dX) denotes the state transition kernel
(deﬁned by (7) in this paper). It is assumed to be absolutely
continuous w.r.t. the Lebesgue measure and its pdf is denoted
by p(XtjXt¡1). The conditional probability distribution of
the observation at t given the state at t is also assumed to be
absolutely continuous. Its pdf p(YtjXt) may only be known
upto a proportionality constant i.e. p(YtjXt) / Ãt;Yt(x)
(deﬁned by (9) in this paper).
An interacting particle ﬁlter (IPF) [1], [13] is a recursive
algorithm which produces at each time t, a cloud of N Monte
Carlo samples (referred to as “particles”) f»
(i)
t g whose
empirical measure, ¼N
t , closely “follows” ¼t. It starts with
sampling N times from ¼0 to approximate it by ¼N
0 (dX)
4
=
1
N
PN
i=1 ±»
(i)
0
(dX). Then for each time step t the Bayes
recursion is approximated as follows:
¼N
t¡1
4
=
1
N
N X
i=1
±»
(i)
t¡1
(dX)—->¼N
tjt¡1
4
=
1
N
N X
i=1
±~ »
(i)
t (dX)
—->~ ¼N
t
4
=
N X
i=1
w
(i)
t ±~ »
(i)
t (dX)—->¼N
t
4
=
1
N
N X
i=1
±»
(i)
t (dX)
where ~ »
(i)
t » p(:j»
(i)
t¡1);
~ w
(i)
t
4
= Ãt;Yt(~ »
(i)
t ); w
(i)
t
4
=
~ w
(i)
t
PN
j=1 ~ w
(j)
t
»
(i)
t » (f~ »
(j)
t ;w
(j)
t gN
j=1)
The ﬁrst step is the Importance Sampling step, the second
step is the Weighting step and the third step is the Re-
sampling step. Both ~ ¼N
t and ¼N
t approximate ¼t but the
resampling step is aimed at reducing the degeneracy of
the particles. To get ¼N
t , the samples f~ x
(i)
t g are sampled
from the discrete distribution of particles f~ x
(i)
t gN
i=1 having
a probability fw
(i)
t gN
i=1. In this step particles with very low
weights get eliminated while those with higher weights get
repeated multiple times in proportion to their weights. Thus
the particle ﬁlter maintains a good approximation of ¼t only
in the high probability regions of the posterior state space
and with a ﬁxed particle budget N.
B. Effective Basis Change Detection
We declare an effective basis change, whenever the fol-
lowing occurs for most (say 80%) of the particles: the arc-
length distance between any two consecutive knot locations
on a contour exceeds ¢max or goes below ¢min.
Note that ﬁnding more robust ways to detect effective
basis change will be a topic of future research. For example,
local tracking error (tracking error in different regions of theAlgorithm 1 Interacting Particle Filter (IPF) for Continuous Curves
GIVEN: Current time t 2 [Tk;Tk+1) (kth effective basis interval)
¼N
t¡1 = 1
N
PN
i=1
1
N±»(i)
t¡1(dX), where »
(i)
t¡1 = [v
(i)
t¡1;½(i)
t¡1;C
(i)
t¡1;[x¤;y¤]
(i)
t¡1].
For each t do
1) IMPORTANCE SAMPLING:For i = 1 to N, do
a) Generate samples º
(i)
v;t » N(0;§v;t¢t), º
(i)
½;t » N(0;§½;t¢t)
b) Evaluate ~ vt
(i); ~ ½
t
(i); ~ C
(i)
t and ~ [x¤;y¤]t
(i)
using (7)
c) Set ~ »
(i)
t = [~ vt
(i); ~ ½
t
(i); ~ C
(i)
t ; ~ [x¤;y¤]t
(i)
]. This gives ¼N
tjt¡1
4
= 1
N
PN
i=1 ±~ »
(i)
t (dX).
2) WEIGHTING: For i = 1 to N, do
a) Evaluate ~ w
(i)
t
4
= Ãt;Yt(~ »
(i)
t ) where Ãt;Yt is deﬁned in (9).
b) Normalize to get w
(i)
t
4
=
~ w
(i)
t PN
j=1 ~ w
(j)
t
. This gives ~ ¼N
t (dX)
4
=
PN
i=1 w
(i)
t ±~ »
(i)
t (dX).
3) RESAMPLING: For i = 1 to N, do
a) Sample »
(i)
t from the discrete distribution of particles f~ »
(i)
t gN
i=1 having a probability fw
(i)
t gN
i=1.
b) This gives ¼N
t (dX)
4
=
PN
i=1
1
N±»t(dX).
4) EFFECTIVE BASIS CHANGE DETECTION:
a) Detect if there is a change as discussed in Section IV-B.
b) If there is a change, then go to step 5, else t Ã t + 1 and go to step 1.
5) EFFECTIVE BASIS RE-ESTIMATION: For i = 1 to N, do
a) k Ã k + 1, Tk Ã t
b) Estimate new value of the basis dimension K as discussed in Section IV-C.
c) Choose knot locations on the contour to get [x¤;y¤]
(i);new
t as discussed in Section IV-C.
d) Re-evaluate the velocity at the new control points v
(i);new
t using (10).
6) t Ã t + 1, go to step 1.
contour) can be used to ﬁgure out if a particular region is
undergoing larger deformations than the rest of the object
and hence needs more knot locations.
We assume here that within a ﬁnite time after Tk (time
when the basis change actually happens), we are always able
to detect the change. The detection time is denoted by Td
k.
C. Effective Basis Estimation
Now at t = Td
k, one way to evaluate the new “effective
basis” is as follows: Given the total length of the contour
Lt, and the allowed arc-length separation ¢, choose K as
the least integer greater than Lt
¢ . Uniformly choose knot
locations at a distance Lt
K on the contour.
Once again, one can look for more efﬁcient approaches
for effective basis re-estimation and this will also be a topic
of future research. For example, if there is increase in local
tracking error in a particular region of the contour, then more
knot locations need to be allocated to that region only. This
will be more efﬁcient than uniformly choosing knots on the
whole contour.
In this work, we assume that within a ﬁnite time after Td
k,
the new effective basis has been estimated accurately. The
basis estimation time is denoted by Te
k.
1) Re-evaluating Control Points’ Velocity in New Basis:
At t = Te
k, the knot locations change and hence the B-spline
basis functions also change. Thus the velocity vt needs to be
projected into the new basis. This is done as follows: First
interpolate vold
t using the old basis to get the deformation
speed at all points on the contour Ct. Then using the new
basis, evaluate an MMSE estimate of the deformation speed
at the new control points as follows: Deﬁne a matrix Bnew =
[bnew
1 ;:::bnew
K+5] where K = Knew and number of rows of
Bnew are the number of points of the contour C
(i)
t . Then
vnew
t = (BnewTBnew)¡1BnewTBoldc(vold
t ) (10)
where c(v) is deﬁned in (2) and Bold = [bold
1 ;:::bold
K ] with
K = Kold.
We summarize the particle ﬁltering algorithm along with
the effective basis change detection and estimation steps in
Algorithm 1.
D. Assumptions
We summarize below the assumptions made while deﬁning
the above algorithm.1) Most of the contour deformation occurs in a ﬁnite
number of dimensions, K (“effective basis”), 8t 2
[Tk;Tk+1). To be precise, at any t 2 [Tk;Tk+1), given
a ¢ > 0, and a distance measure d between contours
(e.g. set symmetric distance[20]), there exists K large
enough and a K-dim vector v, and a 6-dim vector ½,
s.t. d(Ct;g(CTk;½) +
PK
j=1 bjvj) < ¢.
a) Stronger: All contour deformation occurs in a
ﬁnite number of dimensions, K, 8t 2 [Tk;Tk+1).
2) There is a ﬁnite delay in detecting change in effective
basis and in estimating the new effective basis.
a) Stronger: There is zero delay in detecting the
change and in estimating the new effective basis.
3) There is zero error in estimating the effective basis.
Note assumption (a) above is a stronger version of the
original assumption, which makes the error analysis of Sec-
tion V easier. We will also comment on the errors introduced
when (a) does not hold.
V. PF ERROR AND ALGORITHM MODIFICATIONS
First assume that the strong assumptions 1a, 2a and 3 given
in Section IV-D hold. Under these assumptions, the only
error is particle ﬁltering error, i.e. error due to approximating
the posterior by a ﬁnite number of particles. Now, if the
state transition kernel deﬁned by (7) was mixing [13], or at
least the unnormalized ﬁlter kernel (state transition kernel
weighted by the observation likelihood) was mixing [26],
then one could claim that the particle ﬁltering error converges
to zero as N ! 1. But in our case, this does not hold.
At any time, only a part of the contour (deﬁned by the K
dim B-spline basis) is assumed to change and so only this
part of the contour can be shown to be mixing, where as
the rest of the contour can be thought of as an unknown
“static parameter”3. In this case, the Interacting Particle Filter
(IPF) (of Algorithm 1) will not converge [14] since there is
a positive probability that particles corresponding to the best
estimate of the static part of the contour will be lost in the
resampling step. Once lost, they cannot be recovered since
there is no random sampling step for the static part.
In [14], [15], Papavasiliou has studied the asymptotic
stability of the optimal ﬁlters for systems like ours, that
are not ergodic, but whose ergodic components are actually
mixing. It has been shown that running the Monte Carlo
Particle Filter (MCPF) [27] for the static parameter and
running the IPF for the rest of the state space (which is
ergodic), is asymptotically stable under certain assumptions.
We explain this idea in the next section. We propose a
modiﬁcation of this idea for our problem in Section V-B.
The complete algorithm is summarized in Algorithm 2. In
Section V-C we state the asymptotic stability result of [14]
and give an overview of how it needs to be modiﬁed for our
problem. In Sections V-D and V-E, we discuss the errors
introduced when assumptions 1a, 2a do not hold.
3Note that the static parameter in this case is inﬁnite dimensional.
A. Particle Filter for Unknown Static Parameters [14]
In [14], the author deﬁnes an M particle Monte Carlo
Particle Filter (MCPF) [27] (the standard interacting particle
ﬁlter without the resampling step) for the unknown static
parameter. For each particle of the unknown static parameter,
they run an N particle IPF for the rest of the state space
(which is ergodic). The weight of a particle of the static
parameter is given by (11). The MCPF [27] is the only
particle ﬁlter which has been shown to converge uniformly
without any assumption on the ergodicity of the transition
kernel (since it does not resample and since the static particle
weight depends on several past observations [14]).
B. Application to Our Problem
We adapt the above algorithm to our problem as follows:
For the purpose of the algorithm, treat the entire contour as
a static parameter and run an M particle MCPF, i.e. generate
M particles Cm;m = 1;2;:::M from a prior, u, that satisﬁes
the assumptions of Theorem 5.2 of [15]. For each particle
m, run an N particle IPF (Algorithm 1) for the entire state
vector (including the contour). Weight each static contour
particle, Cm, by [27], [14]
W
m;N
(t¡q(M))+;t =
Zm
(t¡q(M))+;t
PM
m=1 Zm
(t¡q(M))+;t
; where (11)
Zm
(t¡q(M))+;t =
t Y
¿=(t¡q(M))++1
1
N
N X
i=1
Ã¿;Y¿(»
(m;i)
t )
where q(M) is a nondecreasing function, s.t.
limM!1 q(M) = 1. Thus the posterior estimate at
t, is ¼
u;M;N
t =
PM
m=1 W
(m)
(t¡q(M))+;t
PN
i=1
1
N±»t
(m;i)(dX).
In this framework, an effective basis change can be
understood as: now a different part of the state vector be-
comes an “unknown static parameter”. At the effective basis
change time, add the following step to the above algorithm
(which keeps the computational complexity constant, i.e.
total particles=MN): Resample all the MN particles of
the contour (ﬁrst sample within the mth cluster of contour
particles to generate one particle and then sample M times
from the M clusters, each with weight W
m;N
(t¡q(M))+;t). This
generates a new set of M most likely particles representing
the new “prior”, uTk, for the new static part of the contour.
We describe the complete algorithm in Algorithm 2.
C. Asymptotic Stability
We ﬁrst state the asymptotic stability result from [14].
Theorem 1: (Theorem 5.2 of [14]) If the optimal ﬁlter
with unknown static parameter, µ = ®, is asymptotically
stable w.r.t. error in the initial condition (static parameter
distribution u instead of ±®(dµ) and initial state distribution
¹0 instead of ¹), i.e.
lim
q!1
sup
t¸q
E¹;®jj¼u
t (¹0) ¡ ¼®
t (¹)jj = 0; (12)
and the IPF used to approximate the optimal ﬁlter for any
ﬁxed parameter value, converges uniformly in time, i.e.
lim
N!1
sup
t>0
jj¼
µ;N
t (¹) ¡ ¼µ
t(¹)jj = 0; 8µ 2 £ (13)Algorithm 2 Monte Carlo Particle Filter (MCPF) + Interacting Particle Filter (IPF)
GIVEN: Current time t 2 [Tk;Tk+1) (kth effective basis interval).
- Samples of the static parameter (contour) Cm
Tk » uTk(C), m = 1;2;:::M,
- For each m, »t¡1
(m;i) = [vt¡1
(m;i);½
t¡1
(m;i);Ct¡1
(m;i);[x¤;y¤]t¡1
(m;i)].
For each t, do:
1) For m = 1 to M, do
a) Do steps 1, 2, 3 of Algorithm 1.
b) WEIGHT STATIC PARTICLES: Evaluate W
(m)
(t¡q(M))+;t for each static particle Cm
Tk using (11).
2) EFFECTIVE BASIS CHANGE DETECTION:
a) Detect if there is a change as discussed in Section IV-B.
b) If there is a change, then go to step 3, else t Ã t + 1 and go to step 1.
3) EFFECTIVE BASIS RE-ESTIMATION:
a) For m = 1 to M, do step 5 of Algorithm 1
b) RE-SAMPLE STATIC PARTICLES:
i) For m = 1 to M, choose new value for Cm
Tk by sampling one particle out of fCt
(m;i);wt
(m;i)g, i = 1;2;:::N.
ii) Resample M times from fCm
Tk;W
(m)
(t¡q(M))+;tg to generate a new “prior” distribution for the static parameter.
4) t Ã t + 1, go to step 1.
then 9 an M = M(N) s.t. limN!1 M(N) = 1 and the
following holds for all continuous bounded functions f:
lim
N!1
sup
t>0
^ E¹;®j¼
u;M(N);N
t (¹)(f) ¡ ¼®
t (¹)(f)j = 0 (14)
The conditions under which (12) holds are given in Theorem
5.2 of [15]. Also, (13) will hold if we can show that for the
ergodic component of the contour, the state transition kernel
given in (7) is uniformly mixing for all t.
The above theorem needs to be modiﬁed in the following
manner, in order to apply it to our particle ﬁlter described
in Algorithm 2: (i) We need to either show that for the
ergodic component of the contour the state transition kernel
given in (7) is uniformly mixing or we need to modify the
theorem to work for mixing unnormalized ﬁlter kernels. (ii)
The unknown static parameter (part of the contour that is not
changing) now governs the unnormalized ﬁlter kernel and not
the state transition kernel. (iii) Whenever there is an effective
basis change, the “static” part of the state space changes.
At this point, we resample the entire ﬁlter and re-start the
MCPF-IPF. We need to show that at each basis change time,
the static part of the contour comes from a compact Polish
space and its prior satisﬁes the assumptions of Theorem 5.2
of [15].
D. Exact Filter Error
If assumption 2a does not hold, there is another component
of the error which occurs even if one were to use an exact
ﬁlter instead of the particle ﬁlter. This is because for the
time between Tk and Te
k, one is using a wrong exact ﬁlter
(the basis bj being used is wrong). As long as assumption 2
holds, one can use an idea similar to Theorem 1 of Chapter
2 of [4], to show asymptotic stability of this error.
E. Model Error
If assumption 1a also does not hold (only assumption 1
holds), then there is a third component of the error, due
to the fact that now the system model (7) itself is wrong.
For ¢ ! 0 (or equivalently K ! 1), i.e. in the limit of
effective basis dimension going to inﬁnity, it is easy to see
that this error will go to zero. This needs to be combined
appropriately with the above two results to show asymptotic
stability under the weaker assumptions.
Please note that, we have only discussed ideas about how
to prove asymptotic stability of the approximation errors, the
complete proofs are still being worked out.
VI. OPTIMAL IMPORTANCE SAMPLING
Now importance sampling from the state transition kernel
as in step 1(a) of Algorithm 1 is not the most efﬁcient.
It has been shown (see e.g. [28]) that the best importance
sampling density (one that minimizes the variance of the
importance weights) is given by p(XtjXt¡1;Yt). When it is
not possible to evaluate this density exactly, but it is known
to be unimodal, [28] suggests using a local linearization
of this density (which gives a Gaussian density) as the
importance density. It is suggested that the local linearization
be evaluated at the mode4 of p(XtjXt¡1;Yt), which is equal
to the mode of p(YtjXt)p(XtjXt¡1). Skipping the details,
this boils down to doing the following:
-Deﬁne l(Xt) = ¡log[p(YtjXt)p(XtjXt¡1)]. Evaluate the
mode, Xt;mode by ﬁnding the arg min of l(Xt).
-The variance of the approximating Gaussian density is given
by §t;mode = l00(Xt;mode)¡1 (double derivative of l at
4so that the linearization error is small for all points close to the mode
(high probability region)Xt;mode). This will be positive deﬁnite because Xt;mode is
a minimum. Thus the importance density q(XtjXt¡1;Yt) is
given by N(Xt;mode;l00(Xt;mode)¡1).
Now in our case, we need to ﬁnd an importance sampling
density for [ºv;t;º½;t]. Here
l(ºv;t;º½;t) =
Ecv(Ct¡1 + f(vt¡1;ºv;t;½
t¡1;º½;t);Yt)
2¾2
obs
+ºT
v;t§
¡1
v;tºv;t + ºT
½;t§
¡1
½;tº½;t (15)
where f(vt¡1;ºv;t;½
t¡1;º½;t) = Ct¡1 + ¢tg(Ct¡1;½
t¡1 +
1 p
2º½;t) + ¢t
PK+5
j=1 bj([x¤;y¤]t)cj(vt¡1 + 1 p
2ºv;t)N
and Ecv(C;Yt) is given by (9). The mode is
ºv;t;mode;º½;t;mode = argminºv;t;º½;t l(ºv;t;º½;t) which can
be evaluated using gradient descent. It turns out that the
gradient of Ecv w.r.t. ºv;j;t (jth component of ºv;t) can
be written out as a constant times the inner product of bj
with the ﬁrst variation of Ecv w.r.t. the contour (which
is a well known expression [16]). A similar expression
is also obtained for the gradient of Ecv w.r.t. º½;t. We
have skipped the details of the gradient evaluation and the
gradient descent here, due to lack of space.
Thus we replace step 1a of Algorithm 1 by sampling from
N([ºv;t;mode;º½;t;mode];§t;mode). Also step 2a is replaced
by ~ w
(i)
t = Ãt;Yt(~ »
(i)
t )
N([~ º
(i)
v;t;~ º
(i)
½;t];[ºv;t;mode;º½;t;mode];§t;mode)
N([~ º
(i)
v;t;~ º
(i)
½;t];0;§v;½;t¢t) .
Now, the minimum of (15) can be interpreted as the
value that minimizes Ecv while keeping the distance of
vt;½
t from the previous state small. Thus an approximate
solution (faster method) to ﬁnding the minimum will be
to start with [ºv;t;º½;t] = 0 (minimizer for the second
and third term of (15)) as the initial guess and run only
a few steps of the gradient descent for minimizing Ecv only.
Infact, the algorithm of [17] can also be understood as this
approximation.
VII. DISCUSSION AND FUTURE WORK
To the best of our knowledge, this work is the ﬁrst attempt
to deﬁne a particle ﬁlter for inﬁnite dimensional state spaces.
Note that the framework proposed in this paper can be ap-
plied to many other problems involving tracking in very large
(theoretically inﬁnite) dimensional spaces such as tracking
spectro-temporal receptive ﬁelds in neural signal processing.
There are of course still many open research issues. The
details of the proof of asymptotic stability of Algorithm 2,
ﬁrst under the strong assumptions and then under the weaker
assumptions of Section IV-D, need to be worked out. On the
practical side, we need to ﬁnd more efﬁcient techniques for
effective basis change detection and re-estimation, which will
be application speciﬁc. The “effective basis” will, in general,
be principal directions of change of the inﬁnite dim. state.
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