We investigate the effect of divestitures on prices and welfare following the CarlsbergPripps merger in the Swedish beer market. Both difference-in-difference estimation and simulations using a random coefficients logit model suggest that divestitures are important for dampening price increases. Prices of divested brands fall by around 3 percent and the predicted price increase for Carlsberg falls from 3 to 1.6 percent as a result of the divestitures. To guide practice on divestitures, we investigate the role of the recipient and the number and characteristics of the divested products by simulating post-merger outcomes for all relevant cases. We find that in this setting with large multiproduct firms, the competition authority's most effective means to dampen adverse post-merger outcomes is to aim for a small recipient firm and attain a large number of divested products. Enforcing larger divestitures in terms of market share and raising the average cross-price elasticity between the merging parties' divested and retained products strengthens the dampening effect further.
Introduction
Competition authorities frequently require that merging parties divest a number of brands or operations in order to clear a proposed merger. As we document below, little is known about the impact of such divestitures despite their prominent role in practice. In this paper we use the 2001 takeover of the Swedish Pripps brewery by the Danish brewer Carlsberg to examine the effect of the divestitures on merger outcomes. Our research question is twofold: Firstly, we want to provide a clean case study of the effect of divestitures on prices and welfare in this merger. Secondly, we want to systematically examine how the ex-post difference-in-difference predictions and the ex-ante structural simulation of the merger when we keep marginal costs at their pre-merger level. Efficiency gains are likely to be one contributor to the discrepancies but lacking separate evidence on product level marginal costs surrounding the merger we cannot rule out other explanations -it may be that the difference-in-difference estimates do not accurately capture the ceteris paribus impact of the merger or there may be concerns with the estimated demand system or firms may not be playing static oligopoly or fail to optimize as we discuss below. Our discussion should prove relevant for future ex-post evaluations of merger simulations. 1 Let us briefly review the previous literature on divestitures. In both the European Union and the United States a majority of mergers that are subjected to closer scrutiny are cleared subject to remedies in the form of requirements regarding structure (such as divestments) or behavior (such as length of contracts). For mergers that merit closer attention, prohibiting them or permitting as proposed are the exception -clearing subject to remedies is the rule. 2 In many jurisdictions, divestitures are the most prominent form of remedy. Indeed, the European Commission's notice on remedies states that "a general distinction can be made between divestitures, other structural remedies, such as granting access to key infrastructure or inputs on non-discriminatory terms, and commitments relating to the future behavior of the merged entity. Divestiture commitments are the best way to eliminate competition concerns resulting from horizontal overlaps." (European Commission (2008) , paragraph 17, emphasis added). Despite their importance in merger practice, the literature examining the role of divestitures in mergers is scant. Some, largely qualitative, descriptions of divestiture practice can be found in for instance Elzinga (1962 ), Federal Trade Commission (1999 and DG Competition (2005) . The latter two studies establish that in most cases the divested assets are still in operation a few years after the divestiture, and in this sense divestiture policy has been successful. These studies are silent on price reactions surrounding the mergers, however, and there are only a few detailed case studies of the price effects of divestitures. In one such study Tenn and Yun (2011) provide a before-after analysis of the merger between J&J and Pfizer and show that prices of divested brands fell post-divestiture. Pham and Prentice (2013) examine a merger in the Australian cigarette industry that involved divestitures and compare results to counterfactual simulations based on a random coefficients logit model of demand. Data limitations force them to estimate demand for a period several years before the actual merger, but their results nevertheless suggest that divestitures reduced price increases. 3 Apart from the ability to follow a large merger on a market with good data we are also attracted by the beer market having been a prominent testing ground for merger simulations right from the beginning of this literature; Baker and Bresnahan (1985) and Hausman et al. (1994) use simulations to examine prospective mergers in the US beer market, and Pinkse and Slade (2004) apply them to mergers in the UK beer market. Neither of these papers examine divestitures. 4 Ashenfelter et al. (2013) examine the role of efficiencies in the US merger between Coors and Miller and find that a predicted price increase of some two percent was largely offset by declines in marginal costs. Their paper is complementary to ours as both show how substantial concentrations in the beer industry fail to lead to the price hikes that one may ex ante have expected. Efficiencies due to more efficient transport is an important facet in their study while the evidence in our case point to an important role for divestitures. This paper is structured as follows. Section 2 provides a stylized theoretical example that illustrates the potential for downward pricing pressure when divestiture requirements are imposed on a merger. The following section describes the institutional setting, the data and the merger. Section 4 describes price developments surrounding the merger using the difference-in-difference methodology. Section 5 details our structural model and the estimation results. In Section 6 we use the structural model to examine the impact of divestitures and efficiencies on the merger in question. Section 7 contains our systematic exploration of counterfactual divestitures and in Section 8 we provide concluding remarks.
Stylized Example
To provide intuition for our findings, we adapt the concept of upward pricing pressure (UPP) as developed by Farrell and Shapiro (2010) to explore the role of divestitures in price setting. To be concise, we present a stylized example and for the purposes of exposition abstract from efficiency gains. Suppose there are only two firms, where firm M P (multiproduct) owns products 1 and 2, while firm SP (single-product) owns product 3. Let p j , mc j and s j denote price, marginal cost and market share for product j, respectively. Then, the first-order conditions of the firms' maximization problems are as follows. 5 p 1 = mc 1 − ∂s 1 ∂p 1 With product prices being strategic complements, the cross-price effect ∂s 2 /∂p 1 is (strictly) positive. In response to a price increase of product 1, a fraction of its consumers substitute away to product 2. The multi-product firm M P internalizes this effect and therefore sets higher prices for both products 1 and 2 as compared to the case when each product is owned by a separate firm. We can now think about two cases that are directly related to the Carlsberg-Pripps merger and our counterfactual merger scenarios. First, suppose that firms M P and SP merge and that no divestitures are required. The optimal post-merger prices of products 1 and 3, p 1 and p 3 , satisfy the following conditions. 4 See also Hellerstein (2008) or Rojas (2008) , who examine the beer market with similar tools as the merger simulation literature does, but focus on the pass-through of exchange rates and of excise taxes, respectively.
5 The first-order condition for product 2 is analogous to that for product 1.
We now define the instantaneous pricing pressure at the product level as the difference between the post-and pre-merger first-order conditions, ∆p 1 ≡ p 1 − p 1 . To do so, we evaluate the post-merger first-order conditions at pre-merger prices. This makes clear that UPP is an approximation to a merger simulation. We do not solve for post-merger equilibrium prices, but pin down the direction of price changes following the merger. (p 2 − mc 2 ) > 0 ∆p 1 /p 1 is the net relative price change in response to the merger and η 1 ≡ (∂s 1 /∂p 1 )p 1 is the semi-elasticity of demand for product 1 and gives the change in market share of product 1 in response to a one percent change in p 1 . The product-level pricing pressure of product 1 is driven by two components: its ownprice (semi-)elasticity and the diverted profit margin from its former competitor product 3. Only the diverted margin of the former rival matters for the instantaneous pricing pressure, because we are evaluating each firm's price response to the merger at pre-merger prices. The diversion effect stemming from products that were owned before the merger is netted out. In the absence of any divestiture requirements, we thus obtain the classic result of Deneckere and Davidson (1985) that prices increase post-merger. Note that the price adjustment of product 3 is driven by two profit diversion terms and, conditional on prices and magnitudes of the cross-price effects, the price of product 3 changes more in response to the merger than the price for product 1 does.
To shed some light on the effect of divestitures, consider a second case where firms M P and SP are cleared to merge under the condition that product 2 is divested as an independent rival firm. The pricing pressures for each of the products are then.
We first note that the price of the divested product 2 falls unambiguously. Its post-merger pricing does not take into account the diverted profit margin to product 1 and thereby its price falls. The sign of the price change for product 1, however, is ambiguous. If the diverted profits from variety 2 exceed those of the new addition to firm M P 's portfolio, product 3, the merged firm finds it optimal to reduce the price of product 1 following the merger. As before, the price of product 3 unambiguously rises post-merger, because it benefits from the diverted profit margin stemming from product 1. Thus, our example shows that properly chosen divestitures can induce falling prices for the divested varieties, and if the divestitures are sufficiently important in terms of their diverted profit margins, it is also possible that the prices of the merging parties' products fall post-merger. Finally, the example illustrates that ceteris paribus, the smaller party to a merger raises prices more strongly because it internalizes more diverted profit margins than the bigger party. How does this carry over to the demand model that we estimate below? The structural model gives us estimates of ∂s i /∂p j for arbitrary i, j. The own-and cross-price elasticities depend on our estimates of heterogeneous consumer preferences and their interplay with product characteristics. The price effects of a merger depend on the estimated elasticities 5 and on which products merge and on which products are divested. The structural demand model that we use allows for the same ambiguity as the stylized example and our findings are therefore driven by the data and not the specific assumptions placed on demand.
3 The Swedish Beer Market and the Merger
The Retail Setting and the Data
Our data set includes the monthly nationwide retail sales of all beers with a minimum alcoholic content of 3.5 percent of volume and has been provided to us by the Swedish retail monopoly for alcohol, Systembolaget. The data covers the period from January 1996 to January 2003. The merger between Carlsberg and Pripps was consummated in February 2001. We therefore have data for a post-merger period of almost two years. Sales volume per month and price per liter measured in Swedish krona (SEK) are observed at the barcode level. 6 We use the terms product and beer interchangeably to denote a beer with a certain name and certain characteristics -Guinness Draught Beer with 4.2 percent alcohol by volume is a an example of a product. Several of the products are available in different container sizes, this specific beer from Guinness is for instance available in three different containers. We use the term variety to refer to a specific product in a specific container, such as Guinness Draught Beer with 4.2 percent alcohol by volume in a 33 cl bottle. Systembolaget is wholly owned by the government and its purpose is to supply alcohol without profit motive (see www.systembolaget.se/English/ for an overview). Systembolaget's suppliers are independent profit maximizing firms and Systembolaget is monitored by the Swedish Competition Authority twice yearly on behalf of the EU to ensure that it provides a level playing field for different suppliers. The suppliers of beer to Systembolaget can be categorized as major brewers, microbreweries and pure importers. The major brewers areÅbro, Carlsberg, Kopparbergs, Krönleins, Pripps, and Spendrups. Pripps was at the time of the merger owned by Norwegian food and drinks group Orkla. Krönleins and Spendrups are family controlled domestic brewers andÅbro and Kopparbergs are independent Swedish brewers. Each of these breweries produces and sells to Systembolaget a number of its own beers, they also produce some beers on license agreements with foreign brewers and act as importers and wholesalers for still other beers. For instance, at the start of the period under review Carlsberg was the wholesaler for imported beers under the brands of Budweiser, Caffrey's, Michelob and Staropramen. Micro breweries and independent importers make up a small share of overall volume but control a large number of beers. The majority of beers and producers sell very little and as we are interested in identifying the effects of a merger between the two biggest beer producers in Sweden, we focus on the largest firms in our study. In particular we include the eight largest firms in our analysis (the six major brewers plus the next two in terms of size, see Table ( A.1) for the average market shares). These firms account for more than 95 percent of the total market volume during our sample period. 7 Apart from prices and liters sold, Systembolaget provides other useful information on 6 In November 2000, 8.62 SEK equaled one Euro and 10.08 SEK equaled one US Dollar. The average price for a liter of beer was roughly 4 Euros and 3.4 US Dollars, respectively.
7 Excluding minor brands or competitors is common in structural merger analysis. In the merger analysis of Nevo (2000a) , for instance, the data covers between 55 and 60 percent of national market shares. product characteristics in its catalogs. These catalogs are freely available online or in the retail outlets of the monopoly, so that consumers have easy access to them. The observable characteristics are presented in Table ( The retail monopoly also provides consumers with taste information. It attributes to each beer values for richness, sweetness and bitterness, which are all measured on a scale from 1 to 12, where higher values indicate a more intense taste. We also observe alcohol content and a measure of advertising expenditure. 10 During the period of study advertising of alcoholic beverages was illegal in Sweden. An exemption was made for beer with an alcoholic content below 2.25 percent of volume. These kinds of beers could be freely sold in regular supermarkets. In cases where such a low-alcoholic beer has the same name as a high-alcoholic beer sold in the outlets of Systembolaget, we expect some spillover from the advertising expenditure on the low-alcoholic version to demand for the high-alcoholic product. We observe positive advertising expenditure, defined in this way, for less than 9 percent of our observations.
Systembolaget's Pricing Policy
The retail monopoly enforces uniform pricing for each beer variety across all of its stores in Sweden. The retail monopoly applies a fixed formula when determining the prices charged to retail consumers. p
p r j and p w j are the retail and wholesale price of beer j, respectively. τ a and τ c are the alcohol excise tax and value-added tax, while mk s and d j are the markup of the retail monopoly and the deposit for the packaging of product j, respectively. x a j is the alcohol 8 The term light refers to the color of the lager not its calorific content. 9 Cans of .45 liter and .6 liter are included, but kegs of 3 liters are excluded in the demand estimation. The volume and sales share of dropped package sizes is minuscule.
10 Source: Research International/SIFO. Advertising expenditure is the estimate of the total cost of advertising for a given beer in magazines, newspapers, television and billboards based on observed advertising.
content offered by beer j. (1) is publicly known. Systembolaget does not control the alcohol excise tax, the value added tax or its own markup. Both taxes, as well as the retail markup are set by Swedish parliament. The deposit for the different kinds of packages is small relative to the retail price of the beer. Thus, when firms set wholesale prices, they are in effect directly determining the final retail price charged to consumers. This means that we, in contrast to much other work on the price effects of upstream mergers, do not need to make assumptions about unobservable retailer markups.
The Merger and the Divestiture Requirements
The takeover of Pripps by Carlsberg had an international dimension and was investigated by competition authorities in Denmark, Finland, Norway and Sweden. Carlsberg merged with Norwegian brewery Ringnes, which owned Pripps. 11 According to reports at the time of the merger, one important motivation was that Carlsberg wanted access to Baltic Beverages Holding Co., which had a strong position in the Russian beer market, and of which Ringnes owned 50 percent. Carlsberg and Pripps also sell beer with alcohol content below 3.5 percent of volume that is retailed in supermarkets as well as bottled water and carbonated soft drinks. By focusing on the market for beer with alcohol content above 3.5 percent of volume, we thereby only examine part of the merger. This part is viewed as a separate relevant market in product and geographic space by the Swedish Competition Authority. During the fall of 2000, the merger is investigated by the Swedish Competition Authority and, conditional on a number of divestitures, the authority announces that it does not challenge the merger in December 2000. The merger is consummated in February 2001. The agreed upon divestitures are implemented in two steps. In February 2001, when the merger is consummated, the merging parties divest a total of 19 beer varieties, for instance the products associated with the brands of Bass, Caffrey's and Staropramen in addition to a number of purely domestic products such as Arboga and TT. The acquirer of all these beers is the firm Galatea, which at the time of the merger captures a negligible share of the market. 12 Table ( 2) presents information about the concentration level as well as the number of beers sold and the share of total volume for the firms of particular interest in the merger. The set of beers that are divested in the consummation of the merger in February 2001 are also shown. We do not strip these beers from the pre-merger holdings of Carlsberg and Pripps. Adding all the market shares during this period across columns therefore double counts these beers. Until the merger in 2001, the concentration level in the industry falls from .24 to .21. The clearing of the merger, however, raises the Herfindahl-Hirschman Index (HHI) above .25 and thereby, according to the U.S. merger guidelines, changes the industry concentration level from moderate to high. At the time of the merger, Carlsberg and Pripps account for almost half the total volume and their combined portfolios include 50 beer varieties. The beers divested in February 2001 account for 6 percent of the total liters sold and are 11 Ringnes was itself owned by Orkla, the Norwegian food and drinks group. A joint entity was created under the name Carlsberg Breweries, with Orkla receiving a 40 percent share.
12 Almost two years later, in November 2002, the merged firm also divests two varieties of Lapin Kulta toÅbro, the by that time third largest producer in terms of market share. The beers divested at the time of the merger account for 63 percent of the volume to be divested. Because of the long period separating the merger from the Lapin-Kulta divestitures our examination focuses on the beers that are divested at the time of the merger. 1996 .24 .22, 28 .26, 26 .24, 39 .09, 11 .005, 11 1997 .23 .20, 30 .26, 26 .27, 45 .07, 11 .003, 11 1998 .22 .19, 31 .26, 27 .24, 46 .09, 13 .002, 13 1999 .23 . 23, 31 .27, 26 .20, 41 .07, 15 .003, 12 2000 .21 .29, 27 .17, 23 .19, 40 .06, 19 .003, 12 2001 .25 . controlled by Galatea in the post-merger period. Before the merger, Galatea accounts for a negligible share of the market, even though it sold 12 varieties in the outlets of the retail monopoly. Spendrups becomes the second largest producer following the merger, and accounts for roughly a fifth of total volume and sells around 40 varieties.
8

A Difference-in-Difference Analysis of the Merger's Effects
As we will see below there was little effect on prices, despite the merger of two firms that jointly control roughly half of the market. This could be the result of a limited market power effect of the merger, or it could reflect cost or demand shocks that counteract the incentives to raise price. 13 Our main interest is to assess if the divestitures associated with the merger are contributing to the muted price response post-merger. As in the ex-post evaluations of mergers in Focarelli and Pannetta (2003) , Hastings (2004) and Ashenfelter and Hosken (2010) we adopt a difference-in-difference regression approach. As argued by Angrist and Pischke (2010) , the methodology has proved fruitful in many areas of economics. While acknowledging the value of difference-in-difference estimates in describing patterns, we should also note that applying the method to major mergers in a national market is fraught with difficulty -any "control" group that we define is possibly also affected by the merger. In particular we may fear that if a merger triggers the merging parties to raise their prices others in the market will also raise their prices which may lead to a downward bias in the estimated coefficient on the price effect of the merger on the merging parties. As we discuss below, the results and robustness examinations that we perform do not indicate such a bias. Nevertheless we would like to stress that results on a merger between the two largest firms in a national market should be viewed with more 13 The two most prominent sources of market-wide changes of prices of beer in Systembolaget are changes in excise taxes and changes in Systembolaget's markups. There are no such changes during the window studied after a change in Systembolaget's markup on January 1, 2000. We have also experimented with including various cost (such as labor costs in country of production, price of barley) and demand shocks (such as disposable income) in the difference-in-difference regressions below. As many of these variables are cointegrated their individual significance is low and sensitive to what other controls are included. The merger dummies as defined below were stable across specifications however. humility than we view for instance results on the effects of class size on student achievement, where natural experiments can provide us with exogenous variation across a large number of otherwise comparable observations (see Einav and Levin (2010) for a further discussion of the relative merits of demand system estimation vs. difference-in-difference methods in merger cases). Thus, we regress the log-price of variety j in month t on several potential price shifters. Our baseline specification looks as follows. ln(p jt ) =γ j + γ t + β 1 post t * Carlsberg jt + β 2 post t * P ripps jt + . . .
γ j and γ t are product-container and month fixed effects, respectively. We therefore account for time-specific and persistent variety specific shocks to prices. post t is an indicator variable that equals one if market t is observed after the consummation of the merger and zero otherwise. Similarly, divest jt indicates whether beer j belongs to the set of beers that are divested following the merger. The firm indicators are defined analogously, where the indicators for Carlsberg and Pripps have no overlap with the divested set of beers. e is the residual term. Let us highlight two challenges in applying such a methodology to a merger between two major players on a national market. One challenge is that the mergers that are interesting for competition authorities are typically not exogenous events that come as a surprise to the affected parties. In consequence it may be difficult to make a clear distinction between before and after treatment. In our case the merger was cleared in December 2000 and consummated in February 2001, but the firms had agreed to merge already in May 2000, possibly after long negotiations. Strategic behavior to try to influence the terms of the deal may have affected prices also before May 2000. On the other hand, the earlier one defines the pre-merger period, the more other shocks due to for instance entry and exit of beers are likely to obscure the comparison. The concerns regarding timing are therefore difficult to solve in a perfectly satisfying manner, but as we illustrate below, our qualitative results are not sensitive to how event windows are defined. The other major challenge in implementing difference-in-difference evaluations of mergers regards defining a control group as already noted. Products that are faced with the same cost and demand shocks as those involved in the merger are likely to be in competition with the merging parties and thus the treatment may have an effect also on the control group. 14 To explore price developments we use Figure ( 1) which plots price trends for the merging parties, the divestitures, Galatea and our preferred control (all other products).
As seen average prices for the merging parties fall relative to the control group -one possible reason for this can be efficiencies due to the merger. We may also use estimates from an estimated demand system to inform our choice of control groups -if cross-price effects are low enough this limits the concerns that the difference-in-difference estimation will yield biased coefficients. In Section 6.2 we return with a discussion of how the estimates from the difference-in-difference estimation match up with the results from the estimation of our demand system. A requirement for an appropriate control group in a difference-in-difference framework is that the parallel trends assumption is reasonable -that the treatment and control would have followed the same developments absent treatment. One way to examine the reasonableness of the parallel trends assumption is to consider if prices move in tandem prior to the merger. We see that indeed prices of the merging parties and the control follow similar trends prior to the merger. To further examine this we have also run a regression using log-prices, where the groups that are directly affected by the merger are allowed to follow individual trends. The results are presented in Table ( A.2) in the Appendix. Overall, we find that even when a pre-merger trend is estimated to be statistically significant, its impact is so small that our results are not sensitive to it. We conclude that pre-merger trends are highly similar for the control group and the treated. Given the concerns regarding the difference-in-difference setup, we estimate specification (2) with several choices of pre-and post-merger windows as well as different control groups. Columns (1) to (3) in Table ( 3) vary the pre-and post-merger windows for our preferred choice of control group. Columns (4) and (5) vary the control group. In column (1), we define the pre-merger period to cover January-November 2000, and the post-merger period to stretch from March 2001 to January 2003. This is the longest postmerger period that our data allow. The control group is all beers that are not directly involved in the merger. The price of the divested beers are estimated to fall by about 3.2 percent post-merger. This is fully in line with our stylized example above and as can be seen from columns (2) to (5) it is robust across all of the specifications. The divestitures therefore generate downward pricing pressure in this particular merger. Moreover, Carlsberg and Pripps are both estimated to decrease their prices post-merger by 1.6 and 3.2 percent respectively. Following the logic of our stylized example, this finding suggests that the set of divested products generates sufficient pricing externalities to induce the merging parties to lower 14 One source of identification is to examine price developments in neighboring markets that are affected by the same cost and demand shocks but not by the merger per se. In our case the merger affects the whole country and using prices in neighboring countries as control group is hampered by differences in market structure, that the merger affects those nations as well and finally Sweden's floating exchange rate creates substantial noise in cross-country price comparisons. Note: Standard errors are reported in parentheses. Market fixed effects and beer variety fixed effects are included in all specifications. In columns (1) and (2) (1) and (3), while the post-merger window is shortened to January 2002 in column (2). All other specifications have the same window definitions as column (1).
In column (4) Spendrups is the control group, whereas in column (5) Bibendum, the smallest firm in the market, is the control. In all other columns the control group consists of all firms other than the merging parties and Galatea.
their prices post-merger. An alternative explanation is that the merging parties realize efficiency gains in the post-merger period that overwhelm the market power effect of the merger. Further below, we use our structural model to shed light on this question. Finally, Galatea raises prices by 2.6 percent post-merger, which also squares well with the stylized example as it takes into account the diverted profit margins to the newly acquired divestitures post-merger. In column (2) we shorten the post-merger window to February 2002, thus covering one year following the consummation of the merger. The estimated price effects are qualitatively identical and quantitatively similar. If anything, the effects are lessened marginally. This indicates that to a very limited extent the price effects build up during the post-merger period. Mostly, this applies to Galatea. In column (3), we shorten the pre-merger window to May 2000, the point at which the firms officially agree to merge, and extend the postmerger window again to January 2003. Again, the estimated price effects are qualitatively identical and quantitatively similar. The latter finding applies somewhat less to Galatea, which might simply be the case, because it had a negligible size pre-merger. This is likely to make the prices of the beers offered by Galatea somewhat more volatile. Overall, the results suggest that the specification is quite robust to the choice of pre-and post-merger window.
We next turn to the choice of control group. In column (4), we choose Spendrups, the largest rival to the two merging parties, as the control group. This is the firm for which demand and cost shocks are likely to be the most similar to those of the merging parties. We see that the estimated price effects are similar to the results in columns (1) to (3). In column (5), we choose Bibendum as the control group. This firm is somewhat larger than Galatea in terms of market share and is therefore the second smallest firm in the sample at the time of the merger. The estimated price effects turn out to be much larger in magnitude than with Spendrups as the control. Note however that Bibendum is a wholesaler that only imports and may thus face different shocks to efficiency and demand than the merging parties. Despite these quantitative differences, it is clear that the qualitative patterns are identical across the different choices of pre-and post-merger windows and control groups. In previous versions of this paper we also used various sets of micro breweries as control groups and for these as well the qualitative patterns were the same. We adopt the choices in column (1) as our preferred specification, because it covers the longest post-merger period and defines the broadest control group. We find that the merger has a negative impact on the merging parties' prices and that the prices of divested beers are predicted to fall post-merger. To analyze these findings in more detail, we turn to our structural model.
A Structural Model of the Swedish Beer Market
As in the merger simulation in Nevo (2000a), we follow the seminal work of BLP, and estimate a random coefficients logit model for demand. The BLP framework allows for very flexible substitution patterns between product varieties and thereby breaks the independence of irrelevant alternatives property that substantially restricts substitution patterns in a standard logit model. As the BLP approach is widely used and described in detail in for example Nevo (2000b) , we keep this section deliberately short and focus on our specific choices for estimating the model. Dubé et al. (2012) and Knittel and Metaxoglou (2014) raise several important issues regarding computational aspects of the estimation. We take these issues seriously in our implementation and present the relevant computational details in the Appendix.
Definition of the Relevant Market
Before estimating our structural model of demand, we need to define the relevant market. After all, if prices of all beers sold by Systembolaget were to rise, we expect demand for beer to fall so that consumers substitute towards the outside good. The volume of liters sold in the Swedish beer market follows two empirical regularities. Firstly, the annual sales cycle is strongly seasonal with peaks in summer and around Christmas time and troughs during autumn and early spring. This regular pattern can be seen in Figure ( 2). Each month's share of the annual sales volume is plotted for each of the seven years. The plot illustrates that the seasonal pattern is highly stable. Secondly, the volume of beer sold grows on average by roughly eleven percent annually. Part of this change may be driven by changes associated with more liberal attitudes to alcohol following Sweden's entry into the European Union in 1995. Changes in the share of the outside good can drive substitution patterns and we want to avoid that a hard to verify assumption on a decreasing share of the outside good is driving our results. To arrive at a stable share of the outside good, which still allows consumers to opt for not buying beer if prices rise, we follow the approach of Conlon and Holland Mortimer (2010) . We initially guess that the potential market size is ten times the actual number of liters sold. We then regress this measure of potential liters sold on a full set of month fixed effects, a linear trend and a constant. This regression explains almost 94 percent of the variation in the relevant market size. Our definition of the relevant market is then the market size predicted by this 13 regression. The resulting share of the outside good is quite stable around ninety percent, but the method still allows for substantial substitution between the inside goods and the outside good in response to large aggregate price changes. In the estimation below, we also include a full set of time fixed effects to prevent any remaining errors in our definition of the relevant market to affect the estimated coefficients.
Demand
We observe t = 1, . . . , T months with J t varieties in each. The indirect utility that a particular consumer i derives from purchasing variety j at time t is given as follows.
denotes the iid logit errors or idiosyncratic taste shocks. p jt is the price and x contains all of the observable characteristics that are presented in Table (1) . We allow for a random coefficient on price and include K = 3 additional random coefficients on the attributes sweetness, alcohol content and the constant. The latter captures heterogeneous consumer preferences for the outside good. Heterogeneity is captured by the simulated v i vector, which contains K draws from a standard normal distribution that is distributed iid across consumers. σ contains the standard deviations for the random coefficients. Thus, we have α i ∼ N (α, σ p ) and β ik ∼ N (β k , σ k ), where α and β k are the estimated means for the random coefficients on price and the observable characteristic k. The structural error term is disaggregated into several components to make the specification more flexible and ensure that the iid assumption is justified. Our main concern here is that there are unobserved branding effects in the data. 15 We allow for such effects along two dimensions. First, consumers can attach specific brand images at the firm level. This is captured by ξ f , which is a firm-level fixed effect. Second, we allow for product fixed effects. We define a product here as a beer in all its available packages; at most there are four. Advertising expenditure also accrues at this level. ξ b j is the corresponding product fixed effect. Ideally, we would allow for a full set of these product fixed effects. Due to data limitations, which we describe below in our discussion of endogeneity, we only include product fixed effects for the products that are available in each market in the sample period. These are products for which at least one of its packages is available in all 84 observed markets. There are 52 such products and they constitute on average 63 percent of volume. ι j∈I is an indicator variable that equals one if j belongs to the set of these beers and zero otherwise. ξ t is a time fixed effect and ξ jt is a demand shock that is unobserved by the econometrician. In an ideal setting we would allow for additional random coefficients and estimate a full covariance matrix for these coefficients, as this would give a more flexible demand model. We stick to four independently distributed random coefficients due to data limitations. Relevant consumer survey data, which would have allowed us to append additional micro moments to the estimation as in Petrin (2002), are not available. 16 With the retail monopolist enforcing uniform prices across all of Sweden, regional or store-level data would give us no additional price variation to exploit, but we could have included regional variation in demographics directly in the estimation. Due to the national aggregation of the data, this is not possible. Without these additional sources of observable variation, it is difficult to estimate a large number of random coefficients and their covariances. 17 This level of aggregation is not uncommon in the existing literature. BLP, Björnerstedt and Verboven (2013) , and Eizenberg (2014), for example, face similar data limitations. We believe that the demand specification that we adopt is as flexible as the data allows it to be. Moreover, note that the BLP model is typically viewed as allowing for at least as flexible substitution patterns as the nested logit model, which has been implemented in Peters (2006) and Weinberg (2011) , and multilevel demand systems as used for example in Weinberg and Hosken (2013). As we discuss in more detail below, our BLP model yields a substantially better fit of the data than a logit model and the observable product characteristics strongly affect product substitutability. Lastly, let us stress that competition authorities are likely to be faced with similar data limitations when they have to make a decision regarding the potential approval of a specific merger. We believe that our frank discussion of the challenges involved and that the results we obtain illustrate that structural demand estimation can still be a useful tool to guide decision-making in such a setting.
Supply
We assume Nash-Bertrand competition in prices between firms to model the supply side of the Swedish beer market. There are f = 1, . . . , F t firms present at date t and each firm stores. These two aspects are therefore interrelated.
16 The simple reason is that the statistical office in Sweden does not disaggregate expenditures on alcoholic beverages in sufficient detail.
17 In a specification where we only allow for firm fixed effects, we also attached a random coefficient to the foreign dummy. When including product dummies, however, this fifth random coefficient becomes insignificant.
maximizes profits for its portfolio of products F f .
M t is the market size at date t, mc jt is the marginal cost of production for beer j and C f is the fixed cost faced by firm f . We distinguish between retail and wholesale prices, because product shares and elasticities are functions of the prices charged to consumers, while firm margins directly depend on the prices charged to the retail monopoly. Knowledge of the monopoly's pricing rule, (1), allows us to precisely back out firm margins, p w jt − mc jt . We define κ t ≡ ∂p r jt /∂p w jt = (1 + τ c t )(1 + mk s t ). 18 The first-order profit maximization condition for product j ∈ F f is given as follows.
Switching to matrix notation, we collect the profit maximization conditions for all firms in the market. Let Ω denote the matrix of market share derivatives where Ω t (j, k) ≡ ∂s k,t /∂p j,t is its entry in the j th row and k th column. Moreover, we define the holding or ownership matrix, H t , whose entry in row j and column k is 1, if varieties j and k are owned by the same firm and is zero otherwise.
denotes the element wise product.
Wholesale prices, market shares, κ t and the ownership pattern are observed directly, while the elements of Ω t are functions of the estimated demand parameters. By plugging our estimates into (4), we obtain variety-level estimates of marginal costs.
Endogeneity
The unobservable product characteristic, ξ jt , has a vertical interpretation in the model. All else equal, a higher realization of ξ jt gives variety j a greater market share. As firms incorporate this into their pricing decisions, realizations of the unobservable and price will tend to be positively correlated, which in turn renders prices endogenous and biases the estimated price coefficient towards zero. Finding instruments that shift prices at the product level while not affecting demand is a challenge in differentiated product markets. One potential instrument is the (log of) the exchange rate which acts as a cost shifter for imported products. We use this as one instrument. For additional instruments we follow the instrumenting strategy of BLP. These instruments rely on the assumption that each product's location in characteristics space is exogenous. The optimal price of each product depends on its own attributes as well as the attributes 18 The monopolist's pricing rule has changed over the sample period. Until December 1999, it is given by (1). From January 2000 onwards, the retail price is p of all other rival products. Given exogeneity, any function of the observed non-price characteristics qualifies as an instrument for price. As advertising expenditure is optimally chosen by each firm, we exclude this variable from the computation of the instruments. Unfortunately, we have been unable to find a good instrument for advertising. We do note, however, that in a previous specification, where we only allow for firm-level fixed effects, the magnitude of the advertising coefficient is three times larger than the one reported below. A substantial part of advertising's effect is therefore absorbed by the product fixed effects. This limits the bias in the estimation to some extent. Moreover, due to legal restrictions at the time, advertising expenditure in the Swedish beer market is only allowed for the low-alcoholic products sold in regular supermarkets. We also note that this form of indirect advertising weakens the role of this endogeneity further. Observed changes in advertising expenditure can be caused by demand shocks for beer in supermarkets (at most 2.25 percent alcohol content) and are not necessarily driven by demand shocks for beer in the stores of the retail monopoly. The endogeneity of advertising expenditure therefore only carries over fully if demand shocks in these two markets are perfectly correlated, something which is unlikely. Anecdotal evidence suggests that consumers strongly distinguish between these two types of beer. 19 This still leaves the issue of how reasonable it is to assume that the observable characteristics are exogenous. Firms' endogenous choice of these product attributes is an important aspect, especially in industries where firms invest to frequently redesign their products to improve quality over time (see for instance Goettler and Gordon (2011) , Blonigen et al. (2013) ). Such a pattern, however, does not fit the Swedish beer market well. The characteristics of a beer remain constant once it has entered the market. This leaves the entry of new varieties and the exit of old varieties as a means by which firms can choose characteristics. Estimating an entry game with 8 players, on average 200 existing varieties and up to 9 product attributes is beyond the scope of this paper. Moreover, Figure ( A.1) in the Appendix at least indicates that there are no substantial trends in characteristics during our sample period. We therefore treat product characteristics as if they are exogenous in our setting. We instrument for the price of each product with its own characteristics, the sum of the characteristics of all other products sold by the same firm, the sum of the characteristics of all other products sold by rival firms and the average of the characteristics of all products that are available at that date. To raise the variation of the instruments, we compute them within categories. The same practice has been adopted by Bresnahan et al. (1997) . To identify the price coefficient, the instrument should vary at the product-level across markets. Except for advertising and price, however, all product characteristics are fixed once a product has entered the market. To see how this feature of the data constrains the extent to which we can include product fixed effects, consider the following hypothetical data setting. Suppose that in addition to product characteristics remaining fixed for each variety during the sample period we also would not observe any entry or exit. In that case, our BLP-type instruments would not vary either. If we include a full set of product fixed effects in such a setting, the matrix of instrumental variables becomes singular. Another way to look at this is to realize that in this setting the product dummies contain the same information in terms of their correlation with prices as do the BLP-type instruments. The data on breakfast cereals used in Nevo (2000a Nevo ( , 2001 ) is very close to this setting, which make the use of BLP-type instruments infeasible. Instead, Hausman-type instruments, average prices in other markets, are applied. For our data these alternative instruments are of no benefit, because the alcohol retail monopoly enforces uniform pricing across all of its stores. We do, however, observe plenty of entry and exit during our sample period. The number of beers varies between 157 and 213. This by itself does not solve the problem of multicollinearity between the product dummies and the excluded instruments, because the product dummy matrix tracks the entering and exiting of beers. When a new beer enters the market, this changes the values of the excluded instruments but also expands the product dummy matrix by an additional column. The multicollinearity issue remains. We therefore have to compromise to make the use of the excluded instruments feasible. Only products with at least one container size sold in each month are treated with product fixed effects. This has two redeeming features. First, given that these beers are present in all of the markets, their characteristics do not contribute to the variation of the instruments by entering or exiting the market. Second, given that these beers are available in all of the seven years in the sample period, these products are also most likely to have built up significant brand capital. The estimated fixed effects indeed suggest that this is the case: out of a total of 52 fixed effects, 44 are positive and have t-stats that are greater than 2. Only 5 have statistically significant negative values. If we include additional product fixed effects, the BLP instruments are weakened substantially and our estimator runs into many of the problems that Knittel and Metaxoglou (2014) warn about. We find that this is driven by ill-conditioning of the GMM estimator's weighting matrix. This finding is in line with simulation results reported in Conlon (2013) who notes that the problems identified by Knittel and Metaxoglou (2014) can be viewed as the result of weak instruments. The data limitations we face are not ideal, but the estimates reported below yield sensible results. The estimated mean of the price coefficient is roughly three times larger than the corresponding coefficient estimate in an uninstrumented BLP model and Table ( A.3) shows that our excluded instruments explain roughly half of the observable variation in price, while the full instrumental variable matrix explains 78 percent of the observable variation in prices. 20 Moreover, the implied demand estimates yield no inelastic demands for beer varieties so that there are no economic outliers. Finally, as we discuss in more detail below the marginal cost and markup estimates give reasonable numbers.
Estimation Results
The estimates are reported in Table (4) . Consumers on average value beers that are richer in taste, and dislike both relatively sweet, relatively bitter and high-alcoholic beer varieties. The estimates also point to a home bias. Among the five beer categories, ales and stouts are most preferred, while among the packages, the .33 liter can is most preferred. Except for the constant, all of the random coefficients are statistically significant and as the large value for the Wald statistic shows, the data strongly rejects the standard logit model against the BLP model. We find substantial heterogeneity in consumers' sensitivity to price and consumer taste for alcohol content and sweetness. Moreover, apart from being significant in a statistical sense, the random coefficients also substantially impact substitution patterns. The average cross-price elasticity is more than six times larger than the elasticity implied by the corresponding logit model. 21 The estimated price coefficient is highly statistically significant and implies an average own-price elasticity of roughly -6. This value is close to previously obtained demand estimates for beer reported in Hausman Note: Based on 16,867 observations. Standard errors are reported in parentheses. Fixed effects for products that are available in every month during the sample period, monthly fixed effects and firm fixed effects are included in the specification, but not reported. η jj , η jk are the average own-and cross-price elasticities implied by the reported point estimates and η jk,logit is the average cross-price elasticity implied by setting all the estimated standard deviations of the random coefficients equal to zero.
et al. (1996) and Slade (2004) . The point estimates imply that all variety demands are elastic.
Marginal Costs and Markups
To examine the implications of our estimates more closely, we turn to the backed-out marginal costs and markups for the firms that act as suppliers to Systembolaget, which are summarized in Table (5) . The estimated average markup of around 38 percent is close to the estimates reported by Goldberg and Hellerstein (2013) , who estimate a BLP model for beer demand in the greater Chicago metropolitan area. A potential gauge for how reasonable these implied markups are, is to compare these structural estimates with their accounting equivalents. We could find accounting data for Carlsberg and Spendrups for each year in the sample period. Using sales net of excise taxes and the reported cost of goods sold from annual reports we can calculate markup over average variable cost at the firm level as 48.6 percent for Carlsberg and 46.7 percent for Spendrups. The equivalent numbers using our structural estimates are 41.6 percent and 39 percent, respectively. We should not expect a perfect match as the accounting data are the aggregate for all product lines and both firms also produce non-alcoholic beverages. Furthermore, a long tradition of empirical work in Industrial Organization also stresses that we cannot equate accounting costs to economic costs. With these caveats in mind, it is reassuring that our structural estimates are of similar magnitude as the accounting figures.
A Structural Analysis of Divestitures on Merger Outcomes
Our estimated structural model allows us to analyze post-merger outcomes in a ceteris paribus fashion, which is not possible in the difference-in-difference approach. Due to a lack of observable cost information, we abstract from the possibility of post-merger efficiency gains throughout the counterfactuals. Instead, we hold marginal costs fixed at their pre-merger values. In a first scenario, we simulate the post-merger equilibrium without imposing any divestiture requirements. This allows us to isolate the merger's market power effect. The second counterfactual also abstracts from efficiency gains, but imposes the divestiture requirements of the actual merger. The difference in outcomes between the first and second counterfactual tells us how effective the actual divestitures are in dampening post-merger price increases and consumer welfare losses that are due to the merger's market power effect. Market equilibrium prices and quantities are determined by the system of firms' profit maximization conditions.
Given the changed ownership pattern, which is reflected in H cf t , we solve for the counterfactual prices that satisfy firms' profit maximization conditions. As is common in the literature, we fix the unobservables at their pre-merger level and we consider the case where the product offering remains constant; there is no entry and exit. Table ( 6) presents the results regarding the impact of actual divestitures on merger outcomes in detail. The price effects are reported in the top panel, while the middle and bottom panel report profit and consumer welfare effects. We first focus on columns (I) and (II), the counterfactual scenarios that do not allow for the merging parties' post-merger efficiency gains. The 95 percent confidence bounds show that all the relevant pricing effects are statistically significant. In column (I) we present the case where a merger is cleared without divestitures and without efficiency gains. The market-wide average price increase post-merger is 1.6 percent, while this figure drops by two thirds if the divestitures are implemented as shown in column (II). The divested beers themselves are predicted to raise their prices by on average almost 3.6 percent if they are owned by the merging parties post-merger. If control of these beers goes to Galatea, on the other hand, the divestitures on average lower prices by almost 4 percent. This effect is fully in line with our stylized example above and mirrors our findings in all specifications of the difference-in-difference regression of prices. The loss of the diverted profit margins makes it optimal for Galatea to charge lower prices on the divested beers. With regard to the merging parties, we can see two asymmetries. As implied by the stylized model, Pripps, the smaller party to the merger, raises prices more strongly than Carlsberg, irrespective of whether the divestitures go to Galatea or not. The second asymmetry is that the divested beers are much more effective at reducing the price increases of Carlsberg's beers. This is driven by the fact that most of the divestitures stem from the pre-merger holdings of Carlsberg. Thereby, the loss of the diverted profit margins impacts Carlsberg's pricing decisions more strongly. Finally, Galatea gains some market power by controlling the divestitures post-merger and can thereby raise the prices of the beers it owned pre-merger by on average 1 percent. The middle panel reports profit changes for each of the merging parties. Without the divestiture requirements the merger would raise profits for the merging parties. We also see in column (I) that the outsider firms benefit more strongly from the pricing externalities generated by the merger than the merging parties themselves. This is in line with the theoretical results of Deneckere and Davidson (1985) . In column (II) we note that the merger is unprofitable if the divestiture requirements are imposed. It is important however to note that this drop in profits is entirely due to the loss of revenue from the divested beers. If we only consider the beers that are sold by Carlsberg and Pripps before and after the merger, the combination of the two product portfolios is profitable. The gain in market power, however, is not sufficient to compensate for the lost profit from the divested beers. Why then do Carlsberg and Pripps merge? First, we do not know how much Galatea paid for the acquisition of the divestitures and the acquisition fee may have more than compensated for the lost profit. Second, and probably more importantly, the acquisition of Pripps' operations in Sweden is only a fraction of the merger's total volume. As noted above, Carlsberg's aim is to gain control of Baltic Beverages Holdings, which is one of the biggest producers of beer in Eastern Europe. Subsequent developments point to the importance of this motivation: during the three years from 2011 to 2013 Carlsberg's profits in the Russian market alone are roughly ten times as large as its Swedish market profits 22 . Note: In the actually observed merger, the divested beers are controlled by Galatea post-merger. The simulations are computed using the observed market outcomes in the month prior to the consummation of the merger, January 2001. 95 percent confidence bounds are reported in brackets. These confidence bounds are computed with a parametric bootstrap procedure. 1,000 draws from the estimated asymptotic covariance matrix are used.
The Observed Divestitures' Impact on Post-Merger Outcomes
It therefore seems reasonable that Carlsberg is willing to make some sacrifices to get the Swedish competition authority's approval for the merger. The bottom panel reports the merger's welfare effects. Approving the merger without divestitures yields almost 5 million SEK of welfare losses. As with prices, the divestiture requirements prove effective in dampening the adverse effects of the merger. The loss in welfare is more than halved to 2.1 million SEK as a result of divestitures.
Comparing the Predictions of the Difference-in-Difference Regression with the Structural Simulation of the Merger's Price Effects
A first point regarding a comparison of the two ways of gauging price effects is that structural demand estimates may be used to inform the choice of control group in differencein-difference estimation for ex-post evaluations of mergers. For instance, while Spendrups is likely to be the most similar to Carlsberg and Pripps in terms of cost structure and demand shocks, one may worry that its prices would be strongly affected by the merger. The results in Table ( 6) suggest that Spendrup's price response, at 0.14 percent, is low enough not to have a major qualitative impact on the difference-in-difference estimates, even if it is significantly different from 0. This supports the notion that biased results because of the treatment having an effect on the control group is not a major concern in the difference-in-difference estimates. Let us now turn to a closer comparison of the results from simulations in Table ( 6) with the difference-in-difference estimates of the merger's price effects in Table ( 3). Qualitatively the results rhyme well: Prices of divested products fall, prices for the acquirer's legacy products rise and the price effects of the merging parties are relatively minor. There are also some divergences however -quantitatively the estimates do not match fully. For instance the simulations indicate that ceteris paribus Carlsberg prices increase by 1.6 percent whereas the difference-in-difference estimates point to a fall in the price of Carlsberg products of 1.6 percent. The difference is most marked for Pripps' products. A first set of possible reasons for the divergence is that shocks after the merger affect different products in different ways. While the treated and the control group are similar, and we cannot reject parallel trends pre-merger, the possibility remains that idiosyncratic shocks may drive post-merger developments. For difference-in-difference applications in education or labor economics, where we often have a large number of treated individuals, such idiosyncratic shocks may be expected to wash out. In contrast we are here analysing results for no more than four firms. Key potential shocks are due to i) costs, ii) demand shocks that affect a particular product or iii) entry and exit whose effect will differ across products. As regards costs it is clear that efficiencies are a key part of the motivation for a typical merger. Assuming zero efficiencies, as we do inTable (6), is therefore likely to overstate the price effect of the merger. One way to explore this is to back out the cost savings that are consistent with the estimated demand system and post-merger prices, as we do in Table (7) . Such an exercise suggests substantial efficiencies -around 5 percent for Carlsberg and around 10 percent for Pripps. We lack exogenous information on marginal costs in these firms so we cannot draw conclusions about the extent to which efficiencies drive observed price developments. What we can say, however, is that efficiencies will drive down observed differences between the simulations and the difference-in-difference estimates and that marginal cost savings of 10 percent for Pripps and 5 percent for Carlsberg would be sufficient to bring them more or less fully in line. One way to explore if idiosyncracies are driving results is to use the structural model to make ex-post comparisons under different scenarios. We have also performed counterfactual simulations where we include the observed post-merger estimates of demand shocks, ξ's, in the simulation, but found these to have a minor impact on the simulated price effects. Moreover, we have investigated the role of entry and exit by simulating post-merger outcomes where we correctly anticipate observed changes to product selection. As with demand shocks, observable entry and exit has a minor impact. Another potential reason for divergences is of course that the structure we impose -a logit model with four random coefficients coupled with static Bertrand competition is at odds Note: The pre-and post-merger windows are defined identically to column (1) Table ( 3). The control group is made up of the beers sold by Bibendum. Choosing the same control group as in column (1) of Table  ( 3) yields somewhat lower post-merger efficiency gains for Carlsberg and Pripps of respectively roughly 4 and 10 percent. Standard errors are reported in parentheses. Market fixed effects and beer variety fixed effects are included.
with reality. If we had even richer data and a setting with regional price variation we could have estimated additional random coefficients and perhaps captured substitution patterns even better. We do note, however, that the market level prices and quantities that we use are a common type of data when mergers are evaluated. While any demand system imposes some structure on cross-price effects, also note that the random coefficients logit model that we use is typically seen as allowing for at least as rich substitution patterns as is common in applications and in published work evaluating merger review (nested logit in Peters (2006) , Weinberg (2011) or multilevel demand systems (AID system) in Weinberg and Hosken (2013)). As to firm behavior it may be that firms are more sophisticated (playing a dynamic game) or less sophisticated (using crude estimates of demand sensitivity or being subject to behavioral biases) than what we assume. We argue that the reasonable size of coefficients and of the backed out markups, as well as the relatively close match with the difference-in-difference estimates point to that the structural model performs sufficiently well for counterfactual analysis to be of interest. We also have to concede that any evaluation of "close enough" is likely to partly be in the eye of the beholder.
A Structural Analysis of Divestitures -The Role of Recipients and of Products
We have now seen that in this case divestitures were of a sufficient magnitude to have a substantial effect on prices. This is supportive for the use of divestitures by competition authorities. Let us in the following use our structural model to examine if we can offer some advice to competition authorities on how to select recipients and which products to require for divestment. We consider different recipients first before turning to the role of products and an overall discussion.
Varying the Recipient for a Given Set of Products
In the actual merger the control of the divestitures goes to Galatea that accounts only for .3 percent of the volume of liters sold pre-merger. To pin down to what extent the particular choice of recipient affects post-merger prices and consumer welfare changes, we simulate the remaining 6 counterfactual merger cases. We only consider "pure" cases: all of the divestitures go to one recipient firm. Table ( A.5) presents the simulated postmerger changes to prices and consumer welfare including 95 percent confidence bounds. All price changes that are of interest and all consumer welfare changes are statistically significant. Taking into account the confidence bounds, Galatea or Bibendum, the two smallest firms in the market are ideal candidates to receive control of the divestitures following the merger between Pripps and Carlsberg. The worst possible choice, excluding the case of no divestiture requirements, is Spendrups, the second largest firm following the merger. By either picking Galatea or Bibendum instead of Spendrups, the average post-merger price increase falls by almost 51 percent, while the loss in consumer welfare is reduced by 40 percent. These effects are economically substantial and underline that the choice of recipient firm can have an important impact on post-merger outcomes. Table ( 8) boils down the large amount of information to the noteworthy patterns. Our aim is to arrive at results that are also likely to be applicable in other merger cases. We therefore abstract from the specific composition of each firm's portfolio and instead focus on the following attributes of each counterfactual scenario: the inside market share accounted for by the recipient firm, S r = j∈Fr s j , the number of varieties in the recipient firm's holdings, J r , and the average cross-price elasticity between the divested beers and the beers owned by the recipient, η DIV,r . These attributes can either be observed directly or are easy to compute in a demand model. Inspection of Table (8) points to that postmerger price hikes and consumer welfare losses are greater, the bigger the recipient firm in terms of market share and the larger the number of varieties in its product portfolio. Moreover, the better substitutes the divestitures are for the beers owned by the recipient, the higher are post-merger price increases and welfare losses. All of these observations are fully in line with our stylized example above. The diverted profit margins between the divestitures and the recipient firms' beers are greater if these two sets of beers are more substitutable, account for a larger share of the market and if the number of varieties controlled by the recipient firm is higher. We cannot infer a causation in this setting, because these three attributes move in lockstep for the counterfactual scenarios we consider. Apart from the fact that we only have 7 observations, this strong comovement makes it impossible to identify each attribute's effect. Our observations here, however, do carry over to the following section, where we consider a very large number of different sets of divestitures and can thereby estimate the effect of each attribute.
Varying the Set of Divested Products
We next consider how the composition of the divestitures themselves affects post-merger outcomes -for this analysis we keep Galatea as the recipient. To arrive at realistic counterfactual sets of divestitures, we require that all container sizes of a product are divested to the same recipient. It is easy to show that we cannot follow the same approach here as we do when varying the recipient of the set of divested beers. Enumerating all possible sets of divestitures and then simulating the post-merger equilibrium for each of these sets leads to a prohibitive computational burden. In the actual merger, K D = 12 products are Note: ∆p is the average post-merger price change in percent, ∆CW is the change in consumer welfare, Sr is the recipient firm's share of market volume measured in liters sold, Jr is the number of varieties sold by the recipient firm and η DIV,r is the average cross-price elasticity between the divestitures and the recipient firm's beers.
divested, while the merging parties jointly control N D = 44 products pre-merger. 23 Moreover, there are N R = 6 potential recipient firms. Let N S denote the number of different sets of divestitures with K D members each that have been sampled without replacement from the merging parties' pre-merger holdings. Then, the total number of unique sets of divestitures is given as follows.
Setting N R = 1, as in the actual merger, this gives roughly 21 billion unique sets of divestitures. This vast number illustrates that negotiating remedies is not an easy task for a competition authority if the merging parties hold large portfolios of products. This is also the case, when a realistic structural demand model is available.
To tackle this problem, we use a simple approach that approximates the entire distribution of post-merger outcomes with divestiture requirements. We want to modify the composition of the divestitures and still be able to compare the simulated outcomes to the actual outcomes in a meaningful way. To do so, we impose a market share constraint on each counterfactual set of divestitures. Let S i denote a specific set of beers to be divested. We impose the constraint that the total market share of the divested beers should lie within a symmetric 20 percent window of the market share that the actually divested beers account for:
Instead of enumerating all possible sets of divestitures and selecting those that conform to our market share criterion, we compose the counterfactual sets by randomly selecting beers from the merging parties' pre-merger holdings subject to our market share target. The details of our heuristic approach are presented in the Appendix, where we also describe our use of the two-sample Kolmogorov-Smirnov (KS) test to infer if the sample size is sufficiently large. For each of these constructed sets, we simulate the post-merger equilibrium. If we draw a sample of {S i } that is sufficiently large, we cover all relevant cases and can thereby approximate the entire distribution or population of potential sets of divestitures subject to our market share target. Having computed the counterfactual equilibria for each of these relevant sets, we obtain the distributions of all post-merger outcomes of interest. We focus on welfare losses and average price changes. Figure ( 3) plots the post-merger distributions for consumer welfare and average price changes that we obtain. The vertical line indicates the simulated outcome of the actual merger without efficiency gains. The large range of attainable outcomes for both price and welfare changes underlines that the composition of divested beers has an economically important impact on post-merger outcomes. Relative to the divestiture requirements of the actual merger the post-merger price increase can be reduced to only .03 percent. The loss in consumer welfare can be reduced to roughly 1.6 million SEK from more than 2.6 million SEK. Given that these effects are sizable, we next determine which attributes make the counterfactual sets of divestitures successful in dampening post-merger price increases and consumer welfare losses.
Guidelines for Structuring Divestiture Requirements
The counterfactual exercise allows us to pinpoint the set of divestitures that minimizes total consumer welfare losses. Given that we find substantial heterogeneity in consumer preferences for beer attributes, it is not surprising that there are several sets of divestitures that yield consumer welfare losses very close to this minimum, but which show limited overlap with the minimizing set. To illustrate this, we can look at the divestiture sets yielding the ten lowest welfare losses. The greatest relative difference among these sets is roughly 2.8 percent in terms of welfare loss. These cover cases from 11 to 18 divested products. This tells us that welfare losses among consumers with specific preferences can be compensated by welfare gains among other consumers with different tastes for beer attributes. Analyzing this issue in detail will not give us results that are likely to carry over to other merger cases, because it is specific to our estimates of taste heterogeneity. Instead, we focus on our findings that should prove relevant to other merger cases. We estimate a log-log specification below to describe patterns in the simulated divestitures. Let i index the counterfactual set of divestitures and let y stand in for one of the two , while the 99 percent confidence intervals for these coefficients are plotted using thin lines. Given the large number of observations and the clear patterns in the simulated data, the confidence intervals are difficult to distinguish from the point estimates.
outcome measures, post-merger increases in average prices, ∆p, and losses in consumer welfare, ∆CW . We relate these outcomes to the number of divested beer varieties (N DIV ), the market share of the divestitures (s DIV ) and the average cross-price elasticity between the divested beers and the merging parties' remaining holdings (η DIV,M P ).
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Our measure of the divestitures' market share is already expressed as a fraction, so we include it in levels instead of in logs. To consistently estimate the elasticity of the outcome variable with respect to η DIV,M P , we allow γ 3 to vary for each observed value of N DIV . The left panel of Figure ( 4) illustrates why this is necessary. The number of divested beers and their substitutability vis-á-vis the merging parties' remaining products strongly depend on each other. Each circle in the scatter plot represents one counterfactual divestiture scenario. Thus, for cases between 10 and 20 divested beer varieties, there are no sets that attain values for η DIV,M P greater than .034. Similarly, for values of N DIV between 20 and 30, there are no observations of η DIV,M P below .026. The strong association between these two factors is driven by the underlying discreteness of the problem. There are only 44 products to choose from and each divestiture set has to satisfy our market share target. It is simply not possible to compose sets that fill the space in the scatter plot. This introduces a selection effect. We can still consistently estimate the coefficients by allowing γ 3 to vary with each observed number of divestitures. This conditions on N DIV and uses the remaining observable variation in η DIV,M P to identify the elasticity. Finally, there is no strong comovement between s DIV and N DIV . Table ( 9) presents our results in detail. We focus on columns (2) and (4), which present the consistent estimates. γ 1 gives us the semi-elasticity of the average price change and the consumer welfare loss with respect to these shares. In case of welfare loss, the unit of measurement for γ 1 is millions of SEK. Raising s DIV has a large negative and highly statistically significant impact on both ∆p and −∆CW . Raising the number of varieties by 1 percent reduces the average post-merger price increase by almost 3 percent and lowers the aggregate loss of consumer welfare by almost 2.7 percent. The share of liters sold that the counterfactual sets of divestitures account for lies between 6 and 7.4 percent. The right panel of Figure ( 4) plots the point estimates of γ
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along with 99 percent confidence bounds for the price and welfare regressions. Each point estimate is highly statistically significant and shows that raising the substitutability between the divested beers and the remaining holdings of the merging parties dampens both post-merger price hikes and consumer welfare losses. All of these effects are economically important and reiterate our findings thus far: divestiture requirements prove effective in reducing both price increases and welfare losses following the consummation of a merger. Summing up we find that ceteris paribus postmerger increases in average prices, ∆p, and losses in consumer welfare, ∆CW , are lower
• if the market share of the divestitures, s DIV , is higher, and
• if the number of divested beer varieties, N DIV , is higher,
• if the average cross-price elasticity between the divested beers and the merging parties' remaining holdings, η DIV,M P , is higher.
Qualitatively these results are hardly surprising but a comparison of their relative effects and the algorithm used to simulate the effects may be of interest to competition authori- ties. The estimated elasticities in Table ( . This plot tells a very different story. In fact, the histograms have almost no overlap and a larger number of divestitures yields substantially lower post-merger price increases. Due to the strong association between N DIV and η DIV,M P , repeating the exercise for the latter yields a very similar figure. The fact that N DIV has the greatest impact on both outcome measures has a simple arithmetic reason. If the merging parties control N varieties pre-merger, there are N (N − 1) diverted profit margins that yield market power. If one of the varieties is divested, this number falls to (N − 1)(N − 2) or for N DIV divested varieties it falls to (N − N DIV )(N − N DIV − 1). This gives a higher than linear rate at which the number of diverted profit margins that remain in the merging parties' holdings falls with N DIV . At the extreme, where the merging parties keep only one product post-merger, the last divested beer still eliminates two diverted profit margins. As can be seen in Table ( A.1) the Swedish beer market is populated by multiproduct firms with a minimum number of 10 products and 13 varieties in their holdings. This explains why we find N DIV to be so important in our setting. In markets where firms' portfolios of products are smaller, it is likely the case that the two remaining attributes become relatively more important. Unless diverted profit margins depend to a large extent on a single product, competition authorities should therefore resist the temptation to require the divestiture of the best-selling product or few large products. This becomes more relevant, the larger the number of products offered by the merging parties. Divesting a larger number of varieties with smaller market shares will then tend to be more effective in reducing post-merger price increases and welfare losses.
Conclusion
In the Carlsberg and Pripps case the two largest firms in a concentrated market merge and the divestitures required by the competition authority are substantial, accounting for roughly 6 percent of market volume. In addition institutional factors allow access to barcode level data on wholesale and consumer prices for the entire market. We first explore how divestitures affect prices using a UPP framework along the lines of Farrell and Shapiro (2010) . One prediction is that prices of divested products fall and that divestitures have a disciplining effect on the price increases that we expect on products controlled by the merging parties throughout. These effects are consistent with what we observe in a difference-in-difference analysis. Our simulations, building on a BLP demand model, show that the effects of divestitures on prices are substantial. Varying the recipient and the set of divested brands, we find that the recipient and the number of divested products are important aspects for a competition authority that wants to use divestitures to limit the price increase associated with a merger. Overall, we believe that the evidence in this paper stresses the role of merger simulations in guiding what divestitures competition authorities should pursue. The implicit focus in much discussion of the pros and cons of merger simulations is that they should be used to determine which mergers to block and which to allow (see for instance Angrist and Pischke (2010) and Einav and Levin (2010) ). It has also been noted that even carefully executed merger simulations are difficult to bring into the court-room. We suggest that the greatest value for merger simulations may lie in the ability to evaluate different divestiture arrangements. For such purposes, merger simulation can form the basis for a discussion with the merging parties and explaining the intricacies of demand estimation to lawyers is less of an issue. 
Appendix
Firms in the Sample
As we are interested in the impact of the merger of the two biggest beer producers in Sweden, we include the eight largest firms in our sample and leave out smaller firms such as micro breweries. Table ( A.1) presents each firm's average share of the volume of liters sold for the pre-and post-merger periods. It also shows how many beer varieties and beer products each firm offers on average during the entire sample period. Recall, that we define a variety as a specific package of a specific beer, whereas a product can be available in at most four different packages. The substantial impact of the divestitures on Galatea's market share is apparent. We also note that each firm offers more than 10 products and at last 13 varieties during our sample. The Swedish beer market is therefore made up of multiproduct firms with large product portfolios. We also report each firms share of inside sales for the full sample containing all firms in brackets. You can see that the shares for the restricted and full sample are very close. On average we drop less than five percent of total sales volume by only including the eight largest firms in our sample. 
Pricing Trends Pre-and Post-Merger
We explicitly test for statistically significant differences in pre-merger trends. Table (A.2) presents the results for two windows. Column (2) corresponds to the pre-merger window of our preferred difference-in-difference specification. We can see that except for the divestitures, all pre-merger trends are statistically significant but close to zero. Taken at face value this would be cause for concern. Column (1), however, demonstrates that this pattern is not stable. Lengthening the window slightly to November 1999, changes the results. The trend for Pripps becomes insignificant and the trend for Carlsberg flips sign. Similarly, the statistical significance of the trends for Galatea and the divestitures weakens. This instability also occurs when lengthening the window further. Different trends pop in and out of statistical significance. As another robustness check, we have repeated the regression in Column (1) of Table ( 3) using the pre-merger window that is lengthened to November 1999. The estimated coefficients barely move. This underlines our finding that even if some of the trends are statistically significant, their quantitative impact is small and does thereby not substantially bias the difference-in-difference estimates reported in Table ( 3). 
The Observable Characteristics over Time
As we are assuming that the observable characteristics are exogenous, we also check whether there seem to be important trends in these beer attributes. We focus here on the taste information richness, bitterness and sweetness as well as the alcohol content. There are systematic differences in taste characteristics between the five beer types: ales, dark and light lagers, stouts and wheat beers. Figure ( A.1) plots the evolution of the observable characteristics within the ale and light lager types. These two types account on average for almost 91 percent of all observations. We can see in both plots that overall the characteristics are quite stable over time. For ales, sweetness is trending downwards over the sample period, but stays within a rather tight range of 2.4 to 2.8. Recall that the scale for all taste characteristics ranges from 1 to 12. Similarly for light lagers the alcohol content is trending slightly upwards. Over the seven years in our sample, it increases by less than 6 percent. The vertical line in both plots indicates the month immediately preceding the consummation of the merger. The merger itself does not seem to affect the evolution of the characteristics in a substantial manner. 
Estimation Details
Our estimation algorithm follows the nested fixed point approach (NFP). The NFP algorithm consists of an outer and inner loop. In the outer loop, an optimization algorithm determines the minimum of the GMM estimator's objective function.
W is the weighting matrix and Z is the matrix of instrumental variables. The GMM objective function can be expressed solely in terms of the standard deviations of the random coefficients, σ, because the means of the random coefficients are a function of σ (see Nevo (2000b) ). For each candidate value of σ, the inner loop solves for the mean utilities, δ, that equate the observed market shares, S, with those implied by the model, s(δ; σ), by iterating over the following contraction mapping.
In our case, mean utilities are given as follows.
H is the number of iterations required to attain convergence of successive iterates within the chosen tolerance level of the inner loop, tol . Dubé et al. (2012) and Knittel and Metaxoglou (2014) demonstrate potential pitfalls in the NFP approach. We take lessons from both papers in the setup of our estimation algorithm. Dubé et al. (2012) show that a loose tolerance for the inner loop can cause the optimization in the outer loop to fail to converge or converge to a point that is not a minimum. We address this issue by setting a tight tolerance level of tol = 10 −14 . 24 In a similar vein, Knittel and Metaxoglou (2014) emphasize that different initial guesses for σ can converge to different candidate minima. We therefore use 100 randomly generated starting values 25 for σ to arrive at a set of candidate minima. Following the recommendations in McCullough and Vinod (2003) and Dubé et al. (2012) , we verify that each of the candidate minima is indeed a local minimum. We discard a candidate minimum if the Hessian is not positive definite or if the Hessian is ill-conditioned. Given the set of candidate local minima, we adopt the estimate with the lowest value as the global minimum and base all our computations on this value for σ. Finally, to simulate the heterogeneous tastes for product characteristics, we use 350 random draws that we generate using modified latin hypercube sampling. Hess et al. (2006) find this method to perform somewhat better than Halton sampling.
First-Stage Regression of the Instruments on Price
In total, we use 12 excluded instruments. 11 of these are computed using the method of BLP and Bresnahan (1997) . The remaining instrument, z 12 , is the log of the exchange rate. More than 42 percent of all observations cover beer varieties that are brewed abroad. It is therefore intuitive to see that exchange rate changes are quite strongly correlated with prices. To avoid that our results could partly be driven by weak instruments, we require that each of the instruments attains a correlation with price that is at least .15 in magnitude. Moreover, we also require that the matrix of instruments is well conditioned, which simply means that we drop nearly collinear instruments. In the right-most column of Table ( A.3), we report each instrument's correlation with price. These range from .19 to .54 in magnitude. The excluded instruments jointly explain 49 percent of the observed variation in prices and are jointly highly statistically significant as the F-statistic indicates. Moreover, 11 of the 12 excluded instruments are individually statistically significant at the 99 percent confidence level. The first-stage regression therefore demonstrates that our excluded instruments qualify as relevant. We also repeat this regression with the full instrumental variable matrix. 78 percent of the observable variation in price is explained. The included instruments do not drive out the excluded ones, as 9 excluded instruments are still 24 We actually set tol = 10 −16 , but we lose roughly two digits of precision by applying the exponential function to the contraction mapping, (9). This speeds up the contraction considerably, however (see Nevo 2000b) . 25 We use modified latin hypercube sampling to generate the different starting values. statistically significant at the 99 percent level. Again, the F-statistic indicates that the instruments are jointly highly statistically significant. We note that the full instrumental variable matrix consists of 169 columns, 143 of which are fixed effects. The latter can only help explain the level of prices, but not changes over time. This could explain the drop in the F-statistic.
Approximating the Distribution of Post-Merger Outcomes With Divestiture Requirements
Our approach for approximating the distributions of post-merger outcomes with divestiture requirements consists of two steps. First, we construct eligible counterfactual sets of divestitures by randomly selecting from the merging parties' pre-merger holdings. We implement the following algorithm to construct counterfactual set i. Let S D denote the set of candidate divestitures. Initially this set is identical to the pre-merger beer holdings of the merging parties. Let s DIV,actual denote the market share that the actually observed divestitures account for. This is s DIV,actual = .0668 of the inside market volume. Thus, we consider divestitures that account for between 6 and 7.4 percent of the total liters of beer sold.
1. Draw beer j from S D and add it to the candidate set S i .
2. If j∈S i s j < .9 * s DIV,actual , remove j from S D and return to Step 1. Note: For each subsample size 100 random splits are used to implement the KS-test. Thus, the number of rejections is out of 100. For the variety-level price change, ∆pj, we compute the average number of rejections for each of the 100 randomly generated splits.
3. If j∈S i s j > 1.1 * s actual , discard draw j from S i and return to Step 1. Here S D is not reduced by an element.
4. If j∈S i s j ∈ [.9, 1.1] * s actual , the counterfactual set of divestitures S i is complete.
Given that we consider a wide range of market shares, we split the 20 percent window into 4 subintervals and draw an equal number of counterfactual sets in each subinterval. This prevents us from drawing a sample that is skewed towards the low end of the market share target range. The above algorithm is then simply applied to each subinterval. The second step of the approach infers whether the number of counterfactual sets that we draw is sufficient to approximate the whole distribution of post-merger outcomes with divestiture requirements that conform to our market share constraint. For a given number of counterfactual sets of divestitures, we randomly split this sample into two equally sized subsamples. We then use the two-sample Kolmogorov-Smirnov test to assess if the two subsamples are in fact generated by the same empirical distribution function. If the KS-tests fail to reject this null hypothesis, we conclude that our sample of counterfactual divestiture sets is sufficiently large. If the KS-test rejects the null, it must be the case that one of the samples contains information that the other does not. We then return to
Step 1 and raise the number of counterfactual sets of divestitures. This procedure is continued until
Step 2 is passed. To address the possibility that we get a lucky random split of the sample that gives us a KS-test result that fails to reject the null hypothesis, while the alternative hypothesis is true, we repeat
Step 2 for each given number of counterfactual sets 100 times. If the number of rejections is below 5, we pass Step 2. Table ( A.4) illustrates this procedure for several numbers of counterfactual sets of divestitures. With only 2,000 sets, which gives us a subsample size of 1,000, the KS-test rejects the null in 10 cases, while this number drops to 5 if we raise the number of counterfactual sets to 10,000. As should be the case, the number of rejections drops with the number of counterfactual sets. With a subsample size of 100,000 sets, the null hypothesis is rejected only twice out of a 100 random splits of the sample. In the main text, we combine both subsamples and use the full 200,000 sets to analyze the effect of the divestitures' composition. Finally, the right-most column shows the results of the KS-test procedure if we test the equality of the empirical distribution functions at the level of individual beer varieties. For each of the 100 random splits of the sample, we therefore conduct 200 KStests, because there are 200 varieties available in January 2001. The average number of rejections over the 100 splits tends to fall with the number of counterfactual sets, but this pattern is somewhat less clear cut than for the average post-merger price increase in the market. Some of the tails of the variety-level price change distributions are volatile, which produces this pattern. We find, however, that this does not impact our results reported in Table ( 9) in a material way. To drive the average number of rejections at the variety level close to zero, up to a million counterfactual sets are needed. With such a large number of counterfactual scenarios, we found a full-blown merger simulation no longer to be feasible, because of the high computational burden. For such a large number of counterfactual scenarios, we recommend switching to an approximation to merger simulation, such as UPP. As this aspect does not impact our results in a material way, we stick to the more precise merger simulation with only 200,000 counterfactual sets.
