Abstract. The quadratic assignment problem arises in a variety of practical settings. It is known to be among the hardest combinatorial problems for exact algorithms. Therefore, a large number of heuristic approaches have been proposed for its solution. In this article we introduce a new, large set of QAP instances that is intended to allow the systematic study of the performance of metaheuristics in dependence of QAP instance characteristics. Additionally, we give computational results with several high performing algorithms known from literature and give exemplary results on the influence of instance characteristics on the performance of these algorithms.
-hard optimization problem [17] . It is considered as one of the hardest optimization problems since the largest instances that can be solved today with exact algorithms are limited to instances of size around p A q [1, 13] : the largest, non-trivial instance from QAPLIB [12] , a benchmark collection for the QAP, solved to optimality has 36 locations [3] . In practice, the only feasible way to solve large QAP instances is to apply heuristic algorithms which find very high quality solutions in short computation time. Several such algorithms have been proposed which include algorithms like simulated annealing [6] , tabu search [2, 18, 22] , genetic algorithms [10, 16, 8] , GRASP [14] , ant algorithms [11, 15, 21, 20] , and scatter search [7] .
Previous research results show that the characteristics of the QAP instances strongly influence the relative performance of the various algorithmic techniques for the QAP [23, 11, 21, 19] . Based on the input data, two measures were identified that have significant influence on the relative performance of metaheuristics, the (flow) dominance that corresponds to the variation coefficient, i.e. the standard deviation of the (flow) matrix entries divided by their average value, and the sparsity of the matrix, i.e. the fraction of zero entries [16, 21] . Similarly, the performance of metaheuristics for the QAP has been related to search space characteristics like ruggedness and fitness distance correlations [16, 21] . However, currently there is still a strong lack of (i) a complete understanding of how exactly the relative performance of different metaheuristics depends on instance characteristics, (ii) knowledge of how input data characteristics of QAP instances and search space features relate one to each other, and (iii) even the relative performance of algorithms is not clear because of the different hardware and implementation details used in the various researches. Our goal is to improve this situation through the introduction of a new, large set of benchmark instances that offers a range of instances with different sparsities and flow dominances and using these instances for a systematic analysis of metaheuristic implementations that are as much as possible based on the same data structures. In this paper, Section 2 describes the set of new benchmark instances and Section 3 exemplifies the analysis of the influence of QAP instance characteristics on the relative performance of various metaheuristic implementations. We conclude in Section 4.
Benchmark Instances

Instances from QAPLIB
It is known that the particular type of a QAP instance has a considerable influence on the performance of heuristic methods [23] . For example, the instances available from QAPLIB have been classified by Taillard into four classes. Despite the fact that QAPLIB comprises about 130 instances, there are several disadvantages associated for experimental analysis. First, many of the QAPLIB instances are too small to pose a real challenge to the best available metaheuristic algorithms for the QAP and only a small number of instances of a size with
and only one instance of this size exists). 1 Second, with a small number of instances, one may introduce a strong bias when solving these instances with metaheuristics due to overfitting effects. Third, the instances in QAPLIB do not vary systematically in their characteristics and therefore their utility is very limited for analyzing the performance of metaheuristics in dependence of instance characteristics.
Other, new instances that were designed to be hard were proposed by Taillard and Drezner [9] . Taillard's instances are available at http://ina.eivd.ch/collabo rateurs/etd/problemes.dir/qap.dir/qap.html and Drezner's instances are available at http://business.fullerton.edu/zdrezner/programs. htm. However, these instances have very particular features and the instance characteristics of the two new classes of instances are rather similar, limiting the scope of experimental studies. Nevertheless, these instances are interesting for studies that examine, for which type of instances metaheuristic instances may fail.
New Random QAP Instances
Because of the limitations associated with the instances from QAPLIB and those of other sources, we generated a large number of instances with varying characteristics. The set of instances was generated in such a way that (i) instance characteristics are systematically varied and (ii) that it is large enough to allow systematic studies on the dependence of the performance of metaheuristics on instance characteristics. These instances were also used in the experimental evaluation of several metaheuristics in the Metaheuristics Network (see also www.metaheuristics.net) and are available at URL www.intellektik.informatik.tu-darmstadt.de/˜tom/qap. html.
Instance generation
The instance generation is done in such a way that instances with widely different syntactic features concerning the flow dominance values of the matrix entries (the dominance value is the variation coefficient of the matrix entries) and the sparsity of the matrix entries (which measures the percentage of zero matrix entries) can be generated. These two measures strongly influence the characteristics of the QAP instances and are conjectured to also have a strong influence on metaheuristics' performance. As a second important parameter we considered two different ways of generating the distance matrix, which allows to generate distance matrices with different structures. In particular, for the distance matrix we applied two different ways of generating the distance matrix.
Euclidean distances:
In a first approach the distance matrix corresponds to the Euclidean distance between ¤ points in the plane. These points are generated in such a way that they fall into several clusters of varying size. The characteristics of the cluster (location, number of points) are generated as follows -generate a random number according to a uniform distribution in qW The reasons for the choice of the different distance matrices are the following. Instances based on Euclidean distances will have most probably only one single optimal solution and by different parameter settings for the generation of the distance matrices, the clustering of locations often encountered in real-life QAP instances can be imitated. Instances with a distance matrix based on the Manhattan distance of points on a grid have, due to symmetries in the matrix, at least four optimal solutions which are at a maximum distance possible from each other 2 . Moreover, the distance matrices show a much lower clustering. Additionally, some real-life instances have distances derived from points on a grid.
Different ways of generating the flow matrix are also considered. The flow matrix for all instances are asymmetric and have a null diagonal. Here, in particular, we generate instances which have a strongly varying flow dominance and sparsity. For the generation of the flow matrix we considered two different cases: (i) the flow entries are randomly generated, (ii) flow entries are structured in the sense that clusters of objects exist which have a significant interaction. , the instances with larger exponent tend to have higher flow dominance. Structured flows: In real applications, groups of objects tend to have typically a large interaction, while the interaction among different groups tends to be smaller. Instances with structured flow matrix entries take these properties into account. This is done in an indirect way as follows: We generate ¤ points (objects) randomly according to a uniform distribution in a square of dimension
. In the flow matrix a flow between two objects while for "far" objects the flow is zero. The non-zero flow entries are generated like in the random flow case as
. Note that the threshold value has a strong influence on the sparsity (the smaller , the less objects will exist which exchange flow) and the flow dominance of the flow matrix. Structured flows plus: In the flow generation of the structured flows, distant objects will not exchange any flow. In a straightforward extension, we generate with a small probability flows between objects for which the associated points have a distance larger than the threshold d. The non-zero flow entries are generated like in the random flow case as
Benchmark instances
We distinguish among six different classes of instances that differ in the way different variants for the distance matrix and the flow matrix are combined. The class identifiers are RandomRandom: Random distance matrix and random flows; RandomStructured: Random distance matrix and structured flows; RandomStructuredPlus: Random distance matrix and structured flows with connections among clusters of objects; GridRandom: Grid-based distance matrix and random flows; GridStructured: Grid-based distance matrix and structured flows; GridStructuredPlus: Grid-based distance matrix and structured flows with connections among clusters of objects.
For each of the six classes we have randomly generated instances of different sizes with
For each class a number of instances differing in the above defined parameters for generating the matrix entries were generated resulting in a total of 644 new benchmark instances.
To give an impression of the variety of the instance characteristics within these instances, in Figure 1 we indicate the variation of the flow dominance and the sparsity of the instances across all the 136 instances of size 50. In that plot four different curves are visible. This pattern is due to the influence of the parameters and " on the generation of the flow matrix. In general, the plot shows that there is a strong, non-linear relationship between the flow dominance and the sparsity. Similarly, we investigated properties like autocorrelation length and the number of improvement steps for reaching a local optimum; these measures give some hint on the ruggedness of the search landscape.
Experimental results
As said, the set of new instances is intended to allow the study of the performance of metaheuristics in dependence of instance characteristics. In this section we give an example of the experimental results and insights that can be obtained using the set of new instances. Here, we limit our analysis to instances of size 50 and give performance results for six different algorithms. In particular, we run robust tabu search (RoTS) [22] , a simulated annealing (SA) algorithm [6] ,
Ant System ( ¢ AS) [21] , two iterated local search (ILS) variants, a population-based one (ES-ILS) and a nonpopulation based one (ILS) [19] , and fast ant system (FANT) [24] . All the algorithms were using the parameter settings as proposed by their original authors. The choice of these algorithms was based on the desire to have different types of metaheuristics known to perform well for specific classes of instances. (In an extended version of this article we will include a number of additional algorithms including most of the current well known state-of-the-art algorithms.)
All these algorithms were implemented in C based on the same underlying local search procedure and using the same data structures as much as possible. Each algorithm was run 10 times on each of the instances for 150 seconds on a Pentium III 700 MHz processor under SUSE Linux 7.1. Note that the stopping criterion of 150 seconds was chosen in such a way that RoTS can do about U QX q A q C ¤ iterations on our computer, where ¤ is the instance size. The experimental analysis was based on ranking the results returned by the algorithms. For every algorithm the best solution achieved in each single trial was saved and then all these values were ranked. Since each of the six algorithms was run ten times, this results overall in 60 possible ranks. Based on the ranks achieved by each algorithm, we used boxplots to visualize the results achieved. In the boxplots, the central box shows the data between the two quartiles, with the median being represented by a line. "Whiskers" extend to the most extreme data point which is no more than U X Y¢ times the interquartile range from the box. If there are data points further away than the extensions of the whiskers, these data are indicated by small circles.
In Figure 2 we give a summary of the results when ranking across all the 136 instances of size 50 (hence, each box is based on 1360 data points), when stopping the algorithms after 150 seconds (left side) and when stopping the algorithms after 1.5 seconds (right side). The plots suggest that there are significant differences among the algorithms, which is confirmed by using Friedman rank sum tests that rejects the null hypothesis that says that all the results are equal. (We applied the Friedman rank sum test to all the data presented in the following figures; in all cases this test indicates that there exist significant differences in the performance of the algorithms.) In fact, for the largest computation times, ES-ILS appears to be the best performing algorithm followed by ¢ AS and ILS. The worst performing algorithms are FANT and SA. The ranking of the algorithms is different, however, if only short computation times are allowed. In fact, when allowing only 1.5 seconds of computation time, ILS gives the best results followed by ES-ILS, ¢
AS, and RoTS and FANT. The reason that ILS is now much better performing than either ES-ILS or
¢ AS is that the latter two algorithms are population-based algorithms and with short computation times, they were only able to run few iterations. Differently, ILS uses only one single solution at each step and therefore it is also quicker in identifying high quality solutions early in the search. It is also noteworthy that FANT is now, relative to the other algorithms, much better performing than for longer trials. In fact, FANT was designed to achieve good solutions quickly [24] .
Further analysis was done to investigate the dependence of the relative performance of the algorithms on the type of instances and on features like the flow dominance. In Figure 3 we give results for the six different instance classes for the 150 seconds time limit (see page 5 for a description of the six classes). The results show that the class of instances can have significant influence of the relative performance of the metaheuristics tested here. For example, on the instances with random distance matrix, FANT catches up in performance with RoTS, while it is significantly worse than RoTS on instances with Grid distance matrix. Similarly, ¢ AS catches up with ES-ILS on the instances with random distance matrix, while on the instances with grid distance matrix ES-ILS appears to be superior to ¢ AS. In Figure 4 we present the results in dependence of the flow dominance values of the various instances. In particular, we divided the range of observed flow dominance into six intervals from 
Conclusions
In this paper we introduced a new set of QAP instances that is intended for the systematic analysis of the performance of metaheuristics in dependence of instance characteristics. We exemplified the use of these classes exemplifying the performance differences of six well known metaheuristic implementations using an analysis based on ranking procedures. Currently we are extending the scope of this analysis strongly by (i) including a larger number of metaheuristics into the performance analysis, (ii) applying the algorithms also to the larger instances and to all QAPLIB instances, and (iii) examining the dependence of the algorithms' performance on measures based on search space characteristics (instead of pure syntactic features of the instance date) like fitnessdistance correlation, the ruggedness of the search spaces, or the occurrence of plateaus in the search space. The ultimate goal of this research is to deepen our understanding of the performance of different metaheuristics on the QAP and, more in general, to learn about the relation between metaheuristic performance and search space characteristics of the problem under solution.
