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Abstract The integer least squares problem is an important problem that arises
in numerous applications. We propose a real relaxation-based branch-and-bound
(RRBB) method for this problem. First, we define a quantity called the distance
to integrality, propose it as a measure of the number of nodes in the RRBB enu-
meration tree, and provide computational evidence that the size of the RRBB
tree is proportional to this distance. Since we cannot know the distance to inte-
grality a priori, we prove that the norm of the Moore-Penrose generalized inverse
of the matrix of coefficients is a key factor for bounding this distance, and then
we propose a preconditioning method to reduce this norm using lattice reduction
techniques. We also propose a set of valid box constraints that help accelerate the
RRBB method. Our computational results show that the proposed preconditioning
significantly reduces the size of the RRBB enumeration tree, that the precondi-
tioning combined with the proposed set of box constraints can significantly reduce
the computational time of RRBB, and that the resulting RRBB method can out-
perform the Schnorr and Eucher method, a widely used method for solving integer
least squares problems, on some types of problem data.
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1 Introduction
Given a real matrix A ∈ Rm×n with full column rank and a real vector y ∈ Rm,
the integer least squares (ILS) problem has the following form:
min
x∈Zn
‖y −Ax‖22 . (1)
In lattice theory, the lattice generated by A is defined as L(A) = {Ax : x ∈ Zn}
and A is referred to as a lattice basis matrix. The ILS problem is to find the closest
vector in L(A) to y. This is why the ILS problem is often referred to as the closest
vector problem, see e.g. [5]. ILS problems arise from many applications including
GPS, communications, cryptography, lattice design, bioinformatics, and finance
(see e.g. [5,23,38]). Unlike the real least squares (RLS) problem, the ILS problem
is known to be NP-hard [11].
There are four main families of approaches to solving ILS problems: the Voronoi
approach [33,32], the approximation approach [6,7], the semidefinite programming
approach [25,37] and the discrete search approach [21,24]. However, the Voronoi
approach is known not to be computationally efficient, and the approximation and
the semidefinite programming approaches only compute suboptimal solutions.
The most common method for solving the ILS problem to optimality in practice
is the discrete search approach. This approach finds the solution by enumerating
the integer points in a bounded region, see e.g. [21,24,35]. Different discrete search
methods are compared in [5]. When applying the discrete search approach, one usu-
ally performs lattice basis reduction, such as the well-known LLL lattice reduction
[30], to transform the given ILS problem (1) into a new one for which the search
process in more efficient, see e.g. [5,16]. Given a lattice, the lattice basis matrix is
not unique. The goal of lattice basis reduction is to find a new lattice basis matrix
whose columns are shorter according to some criteria. The recent tutorial [20] and
book [12] provide an introduction to the theory and algorithms of lattice basis
reduction.
Lattice basis reduction has been extensively applied to integer linear program-
ming. For the integer feasibility problem that consists of determining whether there
is an integer point inside a bounded set defined by linear inequalities, Lenstra [30]
applied lattice basis reduction techniques to the set of inequalities to reduce the
problem to a small number of subproblems with smaller dimensions. Since then
a number of lattice-based approaches have been proposed for integer linear pro-
gramming problems, see e.g. the surveys [3,1] and the recent papers [26,4,34,31,2]
among many others. Recent research has also considered convex quadratic objec-
tives (as is the case for the ILS problem), see e.g. [13], and extensions to quadratic
indefinite forms, see e.g. the survey chapter [36]. For the ILS problem, the Schnorr
and Euchner search strategy [35] is still considered the most efficient one.
We consider an alternative approach to compute an optimal solution to (1).
This approach is based on the branch-and-bound paradigm commonly used in
mixed-integer optimization; we call it the real relaxation-based branch-and-bound
(RRBB) method. The commercial mixed-integer programming solver CPLEX [18]
provides a function that implements this approach for general integer convex
quadratic programming problems, and it also provides a function for solving an ILS
problem by converting it to an integer convex quadratic programming problem.
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The RRBB method follows the standard branch-and-bound paradigm. It starts
by solving subproblem P0, the real relaxation of (1):
min
x∈Rn
‖y −Ax‖22 , (2)
to obtain the RLS solution xR. Then the method chooses i ∈ {1, . . . , n} such that
xRi /∈ Z, creates two subproblems P1 with added constraint xi ≤ bxRi c, and P2 with
xi ≥ bxRi c+ 1, and iterates on the subproblems. Thus the RRBB process forms a
binary tree. To help reduce the size of the tree, i.e., the number of subproblems,
subproblem Pj is not branched on if the norm of the residual vector of the real
solution to Pj is larger than the norm of the residual vector of the best known inte-
ger solution. By exploring the entire tree, the RRBB method is guaranteed to find
the optimal solution of (1). In practice, for instance as implemented in CPLEX,
this approach is typically uncompetitive with the discrete search approach.
This paper is concerned with improving the peformance of the RRBB method
for solving the ILS problem. Specifically, we investigate how to incorporate the
lattice reduction technique into RRBB to make it faster, and we show that the
resulting approach can be competitive with the discrete search approach in terms
of efficiency. The results in this paper are based on the work in [27].
This paper is structured as follows. First, we define in Section 2 a quantity
called the distance to integrality and propose it as a measure of the number of
nodes in the RRBB enumeration tree. To support this proposal, we provide com-
putational evidence that the size of the RRBB tree is proportional to this distance.
Since we cannot know the distance to integrality before actually solving (1), we
next show in Section 3 that ‖A†‖2, where A† denotes the Moore-Penrose gener-
alized inverse of the matrix A in (1), is a key factor for bounding this distance;
we refer to it as the conditioning factor of the ILS problem. In Section 4 we give
a preconditioning method to reduce ‖A†‖2 using lattice reduction techniques. In
Section 5 we propose a set of valid box constraints that can help accelerate the
RRBB method. Finally, in Section 6 we show computational results supporting the
claims that by preconditioning to reduce ‖A†‖2 before applying RRBB, the size
of the RRBB tree can be reduced significantly; that the preconditioning combined
with the proposed set of box constraints can significantly reduce the computa-
tional time of RRBB; and that the resulting RRBB method can outperform the
Schnorr and Eucher method [35], a widely used discrete search method, on some
types of problem data.
2 Distance to Integrality and Size of the BB Tree
Let xR denote the optimal solution to the RLS problem (2) and xI the solution to
the ILS problem (1). We define the distance to integrality as the Euclidean distance
between the real and integer optimal solutions to the ILS problem:
d(xR,xI) =
∥∥xR − xI∥∥
2
.
We are interested in the distance to integrality because it is a useful predictor
of the size of the BB tree explored by CPLEX. The following computational results
support this claim by showing that for ILS problems, as the root node xR is closer
to the leaf node xI, then the size of the RRBB tree is generally smaller.
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All numerical experiments were performed on a Macbook 2.26GHz Intel Core
2 Duo machine with 4GB memory running Mac OS X 10.6.6 with one thread.
For the RRBB method, we call CPLEX 12.5 from matlab 7.7.0 via the matlab
toolbox of CPLEX Optimization Studio v12.5. All CPLEX settings are set to their
defaults.
We randomly generate instances using the commonly used linear model
y = Ax+ v, (3)
where the noise vector v ∈ Rn is randomly generated by σ ∗ randn(m,1), the
coefficient matrix A ∈ Rm×n is randomly generated in two different ways (see the
next paragraph), and x ∈ Zn is randomly generated by 10 ∗ round(rand(n,1)).
Here randn(m,1) is the matlab function that returns an m-dimensional vector
containing pseudorandom values drawn from the standard normal distribution
N(0, 1), rand(m,1) is the matlab function that returns an m-dimensional vector
containing pseudorandom values drawn from the standard uniform distribution on
the interval (0, 1), and round(x) is the matlab function that rounds the elements
of x to the nearest integer.
We considered two different types of randomly generated coefficient matrices:
1. Type 1: A = rand(n,n), n = 2 : 2 : 38, σ = 0.05 : 0.05 : 1 (380 instances in
total);
2. Type 2: A = randn(n,n), n = 2 : 2 : 40, σ = 0.05 : 0.05 : 1 (400 instances in
total),
where we use matlab notation for loops; for example, n = 1 : 2 : 5 is equivalent to
n = 1, 3, 5, i.e., n ranges from 1 to 5 in steps of 2. The slightly different numbers
of instances for each type is due to the matlab memory limit.
Figure 1 gives the graphs of the number of nodes of the search tree versus the
distance to integrality for both types of instances (logarithmic scales are used for
both axes). The experimental correlations between the two quantities in logarith-
mic scales are:
Type 1: 0.69 and Type 2: 0.75.
These results lead us to propose ways to bound, and hence to reduce, the
distance to integrality for ILS problems.
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Fig. 1 Number of branch-and-bound nodes versus distance to integrality
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3 An Upper Bound on the Distance to Integrality
In this section we give a theoretical upper bound on d(xR,xI) and show how it
provides a means to reduce the distance to integrality.
3.1 Upper Bound
Using A†, the Moore-Penrose generalized inverse of A, we can write xR = A†y
and A†A = I. Therefore
d(xR,xI) = ‖xR − xI‖2 = ‖A†y − xI‖2 = ‖A†(y −AxI)‖2,
leading to
d(xR,xI) ≤ ‖A†‖2‖y −AxI‖2, (4)
where the equality holds if y −AxI lies in the space spanned by the left singular
vectors of A corresponding to the smallest singular value of A.
Let us first consider the term ‖y −AxI‖2. Recall that a square integer matrix
is said to be unimodular if its determinant equals ±1, and that the inverse of a
unimodular matrix is an integer matrix. If U ∈ Zn×n is unimodular and z = U−1x,
then the ILS problem (1) is equivalent to
min
z∈Zn
‖y −AUz‖22, (5)
and the RLS problem (2) is equivalent to
min
z∈Rn
‖y −AUz‖22. (6)
Let the solutions to (5) and (6) be denoted by zI and zR, respectively. Then
zI = U−1xI, zR = U−1xR, and analogously to (4):
d(zR,zI) ≤ ‖(AU)†‖2‖y −AUzI‖2. (7)
Since ‖y−AxI‖2 = ‖y−AUzI‖2, this means that the second term in the upper
bound (4) is unaffected by unimodular transformations U of x to z. However,
‖(AU)†‖2 6= ‖A†‖2 in general, therefore it is in principle possible to improve
the bound on the distance to integrality by using a unimodular transformation
U . In other words, it may be possible to decrease the distance to integrality by
transforming the problem using a unimodular matrix U that minimizes ‖(AU)†‖2.
We provide a practical method to find a good U in Section 4.
Because the term ‖A†‖ becomes key to bounding the distance to integrality,
we call it the conditioning factor of the ILS problem, and the process of using
the unimodular transformation to reduce the conditioning factor is referred to as
preconditioning.
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3.2 Numerical Illustration
We illustrate the relationship between d(xR,xI) and the tree size using a 2-dimensional
example, a basic branch-and-bound algorithm with depth first search, and the least
feasible variable selection strategy for branching.
Consider the following data for the example:
A =
[
8.2279 5.4482
8.4560 5.5348
]
, y =
[
16.4771
17.2832
]
, U =
[
21 2
−32 −3
]
.
Then ‖A†‖2 = 26.6411 and ‖(AU)†‖2 = 3.0627, hence the unimodular transforma-
tion U reduces ‖A†‖2 significantly. (We explain how U was computed in Section
4.)
Fig. 2 is the RRBB tree for the original ILS problem, where the root node is
the real LS solution xR = [5.5,−5.4]T and the leaf node with the star sign is the
ILS solution xI = [4,−3]T . Thus d(xR,xI) = 2.8302. In this example, we first add
the constraint x2 ≥ −5 and get the solution [5.3,−5]T , whose second entry satisfies
the equality x2 = −5. Then we add the constraint x1 ≤ 5 and get the solution
[5,−4.5]T , whose first entry satisfies x1 = 5. Subsequently we add x2 ≥ −4, x1 ≤ 4,
x2 ≥ −3, x1 ≥ 4 and get solutions that have similar behavior along the branch we
traverse from xR to xI.
Fig. 3 is the RRBB tree for the reduced problem, where zR = [65.1,−5.9]T and
zI = [65,−6]T . In this case, d(zR,zI) = 0.1414 < d(xR,xI), and we see that only
two constraints (z1 ≤ 65 and z2 ≤ −6) are added along the branch leading to the
ILS solution.
Our computational results in Section 6 show a similar impact for larger in-
stances of ILS.
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Fig. 3 The RRBB tree for the reduced ILS problem.
4 Preconditioning to Reduce the Conditioning Factor
We now explain our technique to reduce the conditioning factor ‖A†‖2 using a
unimodular transformation U . Since it is much simpler to compute the Frobenius-
norm of a matrix than its 2-norm, and since ‖A†‖2 ≤ ‖A†‖F ≤
√
n‖A†‖2, we
choose to reduce ‖A†‖F instead. The computational results reported in Section 6
show the impact of this preconditioning.
First we recall the well-known Lenstra-Lenstra-Lova´sz (LLL) lattice reduction
[29]. Given a lattice basis matrix B which has long column vectors, lattice reduc-
tion looks for a unimodular matrix Z such that the columns of the new basis matrix
BZ are short. The best-known lattice reduction is the LLL reduction, which can
be described as a matrix factorization:
QTBZ =
[
R
0
]
, (8)
where Q ∈ Rm×m is orthogonal, R is upper triangular and its elements satisfy
|rij | ≤ |rii|/2, δr2ii ≤ r2i,i+1 + r2i+1,i+1, j = i+ 1, . . . , n, i = 1, . . . , n− 1, (9)
where δ is a parameter satisfying 1/4 < δ ≤ 1. In (9), the first and second in-
equalities are referred to as the size-reduce condition and the Lova´sz condition
respectively. If B is an integer matrix and δ 6= 1, it can be shown that the LLL
algorithm is a polynomial-time algorithm [29].
We use the LLL reduction to reduce A†. For a unimodular matrix U ∈ Zn×n,
it is easy to verify that ((AU)†)T = (A†)TU−T . Thus in order to minimize
‖(AU)†‖F , we perform the LLL reduction on (A†)T and obtain a unimodular
matrix Z. Then we take U = Z−T and solve the ILS problem (5) by branch-and-
bound. The unimodular matrix U used in the example in Section 3.2 was obtained
in this way.
A remark about the lattice reduction is in order here. When one solves the
ILS problem (1) by the discrete search approach, typically one performs a lattice
reduction (usually LLL) on A, while here we perform a lattice reduction on (A†)T .
In lattice theory, L((A†)T ) is referred to as the dual lattice of L(A). If the LLL
reduction algorithm is used in the discrete approach, it was shown in [39] that the
size-reduce condition (i.e., the first inequality in (9)) is not necessary for the off-
diagonal entries above the supradiagonal entries. In fact only the diagonal entries
of R affects the search speed. The size-reduce condition for the supradiagonal
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entries of R should be met if it can result in changes in the diagonal entries.
However, in our RRBB approach we perform size reductions fully in applying the
LLL reduction algorithm to (A†)T because we want to reduce all entries of (A†)T .
In the remainder of this section, we explain in detail how we compute the uni-
modular matrix U . We first compute the QL factorization of A using the minimum
column pivoting strategy (see [15, Sec. 3]):
QTAP =
[
0
L
]
, (10)
where Q = [ Q1
m−n
,Q2
n
] ∈ Rm×m is orthogonal, P is a permutation matrix (and thus
unimodular), and L is lower triangular. Specifically, in the first step we find a
column of A with the minimum 2-norm and interchange it with the last column.
Then we perform a Householder transformation to zero A(1 : m − 1, n). In the
second step, we find the column in the remaining matrix A(1 : m − 1, 1 : n − 1)
with the minimum 2-norm and interchange the whole column in A with the 2nd
to the last column of A. Then we perform a Householder transformation to zero
A(1 : m− 2, n− 1). We repeat these steps until we obtain (10).
Now it follows from (10) that
QT (A†)TP =
[
0
L−T
]
. (11)
Since ‖QT (A†)TP ‖F = ‖L−T ‖F , we only need to reduce ‖L−T ‖F . Thus we com-
pute R˜ = L−T , and then apply the LLL reduction algorithm to R to obtain
Q˜
T
R˜Z = R, (12)
where Q˜ ∈ Rn×n is orthogonal, Z ∈ Zn×n is unimodular and R is upper triangular
satisfying the LLL reduced conditions in (9).
We conclude with an explanation of the computational benefits of using the QL
factorization (10) with minimum column pivoting. Note that R˜ in (12) is already in
upper triangular form. Thus, when we apply the LLL reduction algorithm, the QR
factorization of R˜, which is usually the first step of the algorithm, is not needed.
The LLL algorithm tries to move large diagonal entries of R˜ to the bottom right
corner and small diagonal entries to the upper left corner by column permutations
(cf. (9)) . The minimum column pivoting strategy used in computing (10) helps
this process, i.e., it reduces the cost of the LLL algorithm by decreasing the number
of permutations in the reduction process.
5 Box Constraints
In order to further reduce the size of the RRBB tree, we show how to compute
box constraints that reduce the feasible set of the ILS problem while preserving
the optimal solution.
Suppose that the QR factorization of AU is
[Q¯1, Q¯2]
TAU =
[
R¯
0
]
,
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where [Q¯1
n
, Q¯2
m−n
] ∈ Rm×m is orthogonal and R¯ is upper triangular, then with
y¯ = Q¯
T
1 y, the ILS problem (5) is transformed to the equivalent ILS problem:
min
z∈Zn
∥∥y¯ − R¯z∥∥2
2
. (13)
Suppose that the solution of the new ILS problem (13) satisfies the following
inequality for some β: ∥∥y¯ − R¯z∥∥2
2
≤ β2. (14)
It is easy to show that (14) is a hyperellipsoid with center R¯
−1
y¯ by applying the
singular value decomposition to R. The value of β is chosen as
β = ‖y¯ − R¯zB‖2
where zB ∈ Zn is the so-called Babai point [9]:
zBn = by¯n/rnne, zBk =
⌊(
y¯k −
n∑
j=k+1
rkjz
B
j
)
/rnn
⌉
, k = n− 1, . . . , 1.
While any integer point can be used, the Babai point can easily be computed and
is often used as an approximate solution to the ILS problem [9,5].
To derive an upper and a lower bound on z satisfying (14), observe that we
can write the k-th entry of z as
zk = e
T
k R¯
−1
(R¯z − y¯) + eTk R¯−1y¯.
Then by the Cauchy-Schwarz inequality and (14), we have
−β‖R¯−T ek‖2 + eTk R¯−1y¯ ≤ zk ≤ β‖R¯−T ek‖2 + eTk R¯−1y¯.
In other words, we have
l ≤ z ≤ u, (15)
where
lk = −
⌈
β‖R¯−T ek‖2 + eTk R¯−1y¯
⌉
, uk =
⌊
β‖R¯−T ek‖2 + eTk R¯−1y¯
⌋
, k = 1, . . . , n.
Note that here R¯
−T
ek can easily be obtained by solving a lower triangular linear
system. Using the approach in [14], we can show that the box (15) is the smallest
box that includes the hyperellipsoid (14) and whose edges are parallel to the axes of
the coordinate system. Thus we may add the constraint (15) to the ILS problem
(13) when we solve it with RRBB. When including these box constraints, we
tighten them by rounding up the lower bounds and rounding down the upper
bounds.
We conclude this section by pointing out that while [14] provides a method
to compute the box, the problem solved there is different from the ILS problem
considered in this paper, and the box computed there is for a complete different
purpose. Furthermore, the approach proposed in [14] is an enumeration approach,
which enumerates integer points within a region, and it is different from the branch
and bound approach considered in this paper. Thus, using box-constraints to ac-
celerate convergence of the branch and bound approach in the ILS context is a
new idea.
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6 Computational Results
We present three sets of computational results. All the test instances were gen-
erated randomly in the same way as in Section 2 using σ = 0.05 and σ = 0.4,
where σ is the standard deviation of each entry of the random noise vector v in
the linear model (3). This gives four types of randomly generated instances to test
the algorithms.
We considered 50 instances of size 100× 100 for each type of randomly gener-
ated entries. We imposed a time limit of 1000 sec for each run. All the computa-
tions were performed with the same computer and setup as described in Section
2. Computational time statistics are reported in Table 1; these are total compu-
tation times for performing all the computations needed for each algorithm. We
observe that the computational costs of the preconditioning and the box constraint
computation are negligible; the times required is essentially spent in the branch-
and-bound process. For each of the four types of instances, the lowest average
computation time is indicated in bold in Table 1. The number of instances that
were not solved by a particular algorithm within the time limit are reported as
“dnt” (did not terminate) in Table 1.
min (sec) average (sec) max (sec)
50 rand instances with σ = 0.05
No preconditioning 0.344 0.882 7.108
Preconditioning 0.198 0.350 0.592
No preconditioning + box constraints 0.272 0.950 7.108
Preconditioning + box constraints 0.178 0.379 0.765
50 randn instances with σ = 0.05
No preconditioning 0.166 0.455 1.683
Preconditioning 0.168 0.303 0.465
No preconditioning + box constraints 0.059 0.314 1.364
Preconditioning + box constraints 0.004 0.014 0.077
50 rand instances with σ = 0.4
No preconditioning 103.7 625.6 1000 (15 dnt)
Preconditioning 50.4 256.0 851.8
No preconditioning + box constraints 106.1 569.3 1000 (11 dnt)
Preconditioning + box constraints 50.4 245.6 881.9
50 randn instances with σ = 0.4
No preconditioning 1.1 21.1 520.6
Preconditioning 0.7 4.3 29.2
No preconditioning + box constraints 0.7 14.2 191.0
Preconditioning + box constraints 0.8 4.4 30.6
Table 1 Total Computational Time Statistics (dnt stands for “did not terminate”)
We first examine the impact of the preconditioning on ‖A†‖ and on the dis-
tance to integrality. The results in Figures 4 and 5 correspond to σ = 0.05 and
σ = 0.4 respectively. We see that the preconditioning is consistently successful at
significantly reducing the norm of ‖A†‖, and that this reduction in ‖A†‖ translates
into a smaller distance to integrality.
The next question is whether the preconditioning and the box constraints have
a positive impact on the computational cost for solving the ILS problems. Figures
6 and 7 report, in the form of performance profiles [19], and for the same instances
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Fig. 4 Results over 100 randomly generated instances (50 rand and 50 randn) with σ = 0.05
as in Figures 4 and 5, the impact of preconditioning and/or of the box constraints
on the performance of RRBB in terms of the CPU time and of the number of
nodes in the enumeration tree.
We observe from Figure 6 that for σ = 0.05 preconditioning alone generally
improves the computation time and the number of nodes for the rand instances;
on the other hand, its impact on solving randn instances is limited. While the
impact that the box constraints have by themselves is limited, the combination of
preconditioning and box constraints is always competitive and often offers the best
performance both with respect to computation time and to the number of nodes.
In particular, for the randn instances, the preconditioning together with the box
constraints reduce the feasible set to a single point in all 50 instances, thus clearly
outperforming the other combinations. This is particularly observable in Table 1
for “preconditioning + box constraints” for randn instances with σ = 0.05: the
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Fig. 5 Results over 100 randomly generated instances (50 rand and 50 randn) with σ = 0.4
times reported are consistently one order of magnitude lower than those of the
other three combinations.
For the instances with σ = 0.4, Figure 7 shows that the box constraints have no
significant effect, but that preconditioning (with or without box constraints) can
reduce both the computation time and the number of nodes. The benefits from
preconditioning for the instances with σ = 0.4 are also clearly seen in the bottom
half of Table 1 where the average times for the approaches using preconditioning
are consistently and significantly lower than those for the other two approaches.
Moreover, the approaches using preconditioning were able to solve all the instances
within the 1000-second time limit, while for the rand instances, the approaches
without preconditioning failed to solve 26 of the 100 such instances.
The last set of results is reported in Figures 8 and 9. These results are for two
additional sets of randomly generated instances of sizes 100 × 100 and 200 × 200
respectively. The purpose of these experiments is to compare RRBB with the com-
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Fig. 6 Results over 100 randomly generated instances (50 rand and 50 randn) with σ = 0.05
bination of preconditioning and box constraints with the discrete search approach
of Schnorr and Euchner [35] that is generally considered among the most efficient
methods of this kind [5]. The LLL reduction algorithm was applied to A before
applying this discrete search method. For a fair comparison, the implementation
of the discrete search method (including the LLL reduction) was done in C code
called from matlab. For a matlab implementation of the method, see [17].
We again use 50 instances for each type of randomly generated entries. We
only report results for instances with σ = 0.4 because for σ = 0.05 both RRBB
and the discrete search approach solved all the instances we tried within 1 sec.
The time limit remained set to 1000 seconds. The results are summarized in the
performance profiles of Figures 8 and 9.
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Fig. 7 Results over 100 randomly generated instances (50 rand and 50 randn) with σ = 0.4
The results differ significantly between the rand and randn instances. While
the discrete search approach is clearly superior for the randn instances, the RRBB
approach outperforms it consistently for the rand instances. We conclude that the
proposed RRBB approach can offer a significant improvement over the well-known
discrete search approach on some types of problem data.
7 Conclusion
We proposed an improved RRBB method for the ILS problem and implemented
it using CPLEX. After defining a quantity called the distance to integrality and
providing evidence that the size of the RRBB enumeration tree is proportional
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Fig. 8 Performance profiles using 100 randomly generated instances (50 rand and 50 randn)
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Fig. 9 Performance profiles using 100 randomly generated instances (50 rand and 50 randn)
with σ = 0.4
to it, we proved that the norm of the Moore-Penrose generalized inverse of the
matrix of coefficients of the least-squares problem is a key factor for bounding this
distance. We then proposed a preconditioning method to reduce this norm using
lattice reduction techniques. We also derived a set of valid box constraints that
help accelerate the RRBB method. Our computational results showed that the
preconditioning significantly reduces the size of the RRBB enumeration tree, that
the preconditioning combined with the proposed set of box constraints can sig-
nificantly reduce the computational time of RRBB, and that the resulting RRBB
method can offer, for some types of problem data, a significant improvement over
the discrete search approach, a widely used method for solving ILS problems.
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