Abstract. In this study, the stable difference schemes for the numerical solution of Bitsadze-Samarskii type nonlocal boundary-value problem involving integral condition for the elliptic equations are studied. The second and fourth orders of the accuracy difference schemes are presented. A procedure of modified Gauss elimination method is used for solving these difference schemes for the two-dimensional elliptic differential equation. The method is illustrated by numerical examples.
Introduction. Fourth-order of the accuracy difference scheme
Many problems in fluid mechanics, dynamics, elasticity and other areas of engineering, physics and biological systems lead to partial differential equations of elliptic type. The importance of nonlocal problems appears to have been first noted in the literature by Bitsadze-Samarskii. The problem studied in these papers constitutes a direct generalization of the classical boundary value problems [1] - [2] . Methods of solutions Bitsadze-Samarskii type nonlocal boundary-value problems for elliptic differential equations have been studied extensively by many researchers [6] - [22] . Furthermore investigations of the difference schemes for the approximate solution of boundary-value problems were carried out in [23] - [27] . In the present paper, we consider the Bitsadze-Samarskii type nonlocal boundary-value problem with integral condition, iii; u(t) satisfies the equation and nonlocal boundary conditions (1.1).
The fourth order of the accuracy difference scheme
(
f (t k+1 )−2 f (t k )+ f (t k−1 ) τ 2 + A f (t k )), t k = kτ, 1 ≤ k ≤ N − 1,
ρ (t 2k−1 ) u 2k−1 + 2
for the approximate solution of (1.1) is presented. The stability and almost coercive stability estimates for the solution of this difference scheme are established. For applications, the stability and the almost coercive stability estimates for solutions of difference schemes for approximate solutions of nonlocal boundary-value problems for elliptic equations are obtained. Since A is a self-adjoint positive definite operator, we have that C = 4 + C and is defined on the whole space H is a bounded operator. Here, I is the identity operator. Namely, the stability estimates of solution of difference scheme (1.2) is established under the assumption:
The Bitsadze-Samarskii Type Nonlocal Boundary Value Problem with the Integral Condition for Elliptic Difference Equations
Firstly, let us give lemma that will be needed below. Lemma 2.1. The following estimates hold [5] :
Lemma 2.2. Suppose A is the positive operator in Hilbert space H. Then the following estimate holds [5] :
where M does not depend on τ.
Lemma 2.3. The operator
has an inverse
and the following estimate is satisfied under the assumption (1.3)
Theorem 2.1. For any ϕ k , 1 ≤ k ≤ N − 1, the solution of the problem (1.2) exists and the following formula holds:
ρ (t 2k−1 ) (I + τB) (2I + τB)
Here,
Proof. The difference scheme
has a solution and the following formula holds [5] :
The fourth order of the accuracy difference scheme can be written as,
Applying formula (2.5) and the nonlocal boundary condition, we obtain
ρ (t 2k−1 )
Since the operator
has an inverse G τ , it follows that
(2.6) 
The nonlocal boundary-value problem (1.2) is said to be stable in
Theorem 2.2.
The solution of the difference scheme (1.2) satisfies the stability estimate with the assumption (1.3)
where M does not depend on ϕ τ , ϕ, ψ and τ. Proof. We have that
for the solution of difference scheme (2.4). The proof of (2.7) is based on (2.8) and on the estimate
Using the formula (2.6), the estimates (2.1), (2.3) and the triangle inequality, we get
So, Theorem 2.2. is proved. 
Here M does not depend on τ, ψ, ϕ and
Proof. The proof of this theorem is based on the estimate
and on the estimate
for the solutions of difference scheme (1.2). Using the formula (2.6), and A = B 2 R we obtain
where
To this end (1.2) suffices to show that
and
The estimate (2.10) follows from the estimates (2.1), (2.3). Using the estimates (2.1), (2.3), (2.2) and under the assumption (1.3) we obtain
Hence, from the estimates (2.11) and (2.10), it follows (2.9). Theorem 2.3. is proved. Secondly, we will give the application of Theorems 2.2. and 2.3. We consider the mixed boundary-value problem for elliptic equation
where a(x), ϕ(x), ψ(x) and f (t, x) are given sufficiently smooth functions and a(x) ≥ a > 0, a(1) = a(0), δ = const > 0. The discretization of problem (2.12) is carried out in two steps. In the first step, let us define the grid space
To the differential operator A generated by the problem (2.12) we assign the difference operator A x h by the formula , we arrive at the nonlocal boundary-value problem
for an infinite system of ordinary differential equations. In the second step, equation (2.14) is replaced, by the difference scheme found next:
Theorem 2.4. Let τ and h be sufficiently small positive numbers. Then under the assumption (1.3), the solution of the difference scheme (2.15) satisfies the following stability and almost coercivity estimates:
Here, M 1 and 
and on the symmetry properties of the difference operator A x h defined by the formula (2.13) in L 2h .
Let Ω be the unit open cube in R n (x = (x 1 , · · ·, x n ) : 0 < x k < 1, 1 ≤ k ≤ n) with boundary S, Ω = Ω ∪ S. In [0, 1] × Ω, the Dirichlet-Bitsadze-Samarskii type mixed boundary-value problem for the multidimensional elliptic equation
is considered. We will study the problem (2.17) under the assumption (1.3). Here, a r (x), (x ∈ Ω), ψ(x), ϕ(x) (x ∈ Ω) and f (t, x) (t ∈ (0, 1), x ∈ Ω) are smooth functions and a r (x) ≥ a > 0. The discretization of problem (2.17) is carried out in two steps. In the first step let us define the grid sets
To the differential operator A generated by the problem (2.17), we assign the difference operator A x h by the formula , we arrive at the nonlocal boundary-value problem for an infinite system of ordinary differential equations
In the second step, (2.19) is replaced, by the difference scheme (1.2), and we obtain the fourth order of accuracy difference scheme 
Here, M 4 and M 5 independent on τ, h, ψ h (x), ϕ h (x) and ϕ h k (x), 1 ≤ k ≤ N − 1. The proof of Theorem 2.5. is based on Theorems 2.2. and 2.3., on the estimate (2.16), on the symmetry properties of the difference operator A x h defined by the formula (2.18) in L 2h , along with the theorem on the coercivity inequality for the solution of the elliptic difference problem in L 2h [4] .
Numerical Results
We consider the Bitsadze-Samarskii type nonlocal boundary-value problem for the elliptic equation
The exact solution of this problem is u (t, x) = exp(−t) sin (πx) .
In the present part for the approximate solutions of the Bitsadze-Samarskii type nonlocal boundary-value problem (3.1), we will use the second and fourth orders of the accuracy difference schemes with grid intervals τ = 
Applying the second order of the accuracy difference scheme from [16] for the approximate solutions of the problem (3.1), we get
We have (N + 1) × (M + 1) system of linear equations in (3.2) and we will write them in the matrix form. We can rewrite this system as the following form
We denote
, and D is an (N + 1) × (N + 1) identity matrix, and
, where s = n − 1, n, n + 1. Then, (3.3) can be written as
So, we have a second order difference equation with respect to n with matrix coefficients. To solve this difference equation we have applied a procedure of modified Gauss elimination method for difference equation with respect to n matrix coefficients [3] . Hence, we seek a solution of the matrix equation in the following form
where α n (n = 1, · · ·, M) are (N + 1) × (N + 1) square matrix and β n (n = 1, · · ·, M) are (N + 1) × 1 column matrix.
Here
For the solution of difference equations, we need to find α 1 and β 1 . We can find them from U 0 =0 = α 1 U 1 +β 1 . Thus, we have
.
For the first step, using formulas (3.6), (3.7) we can compute α n+1 and β n+1 , 1 ≤ n ≤ M − 1. Thus, using formula (3.5) and U M =0, we can compute U n , 1 ≤ n ≤ M − 1. Applying the fourth order of the accuracy difference scheme (1.2) for the approximate solutions of the problem (3.1), we obtain
(3.8)
We have (N + 1) × (M + 1) system of linear equations in (3.8) and we will write them in the matrix form. We can rewrite this system as the following form
We denote 
, E = A,
, where s = n − 2, n − 1, n, n + 1, n + 2. Then, (3.9) can be written as
For the solution of the last matrix equation, we use the modified Gauss elimination method. We seek a solution of the matrix equation by the following form:
Here, α n , β n (n = 1, · · ·, M) are (N + 1) × (N + 1) square matrix and γ n -s are (N + 1) × 1 column matrix. 
For the second step, using formulas (3.11), (3.12) and (3.13) we can compute α n+1 , β n+1 , and γ n+1 , 1 ≤ n ≤ M − 1. Thus, using formulas (3.10) and U M =0, we can compute U n , 1 ≤ n ≤ M − 1. Now, we will give the results of the numerical analysis. In order to get the solution of (3.2) and (3. .2) 6.245e-004 1.562e-004 3,906e-005 Fourth order DS (3.8)
1.326e-004 2.906e-005 7.158e-006
Conclusion
In this paper, the fourth order of the accuracy difference scheme for the approximate solution of the Bitsadze-Samarskii type nonlocal boundary-value problem with integral condition for elliptic equations is presented. Theorems on the stability estimates, almost coercive stability estimates for the solution of difference scheme for elliptic equations are proved. The theoretical statements for the solution of this difference scheme are supported by the results of a numerical example. As can be seen from Table 1 , the fourth order of the accuracy difference scheme is more accurate than the second order of the accuracy difference scheme.
