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Lista de Símbolos 
Neste trabalho utilizaremos com freqüência a seguinte notação: 
X: um espaço normado não trivial sobre R. 
X*: o dual topológico de X. 
X**: o dual topológico de X*; X** = (X*)*. 
xA: a função característica do conjunto A; xA(x) = { ~ :: 
dim X: a dimensão de X. 
{xn}: uma seqüência em X, ou {xn};::',!_-
[xn]: o subespaço gerado por {xn). 
A é fechado: A é fechado na norma . 
. 4: o fecho de A na norma. 
_Aw: o fecho fraco de A. 
Aw*: o fecho fraco * de A C X*. 
Sx: a esfera unitána de X. 
Bx(x,r) = {y E X, IIY- xll <r} 
Bx: a bola unitária fechada de X; Bx = Bx(O, 1). 
Topologia fraca *= a topologia fraca estrela. 
xj'A 
xEA 
J(A): a imagem de A pela aplicação J: x E X>-> lx E X", onde lx: 'P E X'>-> <p(x) E R. 
N: {1,2,3, ... ,n, ... } 
lJl 
lV Lista de Símbolos 
L.I: linearmente independente. 
KerT: o núcleo de transformação linear T: X--+ Y; KerT = {x E X, T(x) = 0} . 
.C( X, Y): o espaço vetorial das transformações lineares contínuas de X em Y, onde X e Y 
são espaços normados. 
IITIIL(X,YJ = sup"ex{IIT(x)[l, llxll :S 1}. 
T* : Y"--+ X*: o operador dual de T: X -t Y; T*(t.p) = t.p o T para cada rp E Y*. 
eo: o espaço vetorial das seqüências que convergem a zero. 
fp (1::; p < oo): o espaço vetorial das seqüências tais que :E~=1 IxniP < oo. 
V'[O, 1] (1 :S p < oo): o espaço vetorial das classes de equivalência de funções Lebesgue men-
suráveis tais que 
llf(x)l' dx < oo. 
[A]: o subespaço gerado por A c X. 
11 ·llx: a norma considerada em X. 
X\ Y: a diferença entre X e Y; X\ Y = {x; x E X e x cf. Y}. 
Xn--+ x: a seqüência {xn} C X converge a x; também denotaremos por limn---+ooXn = x; 
liiDnXn =X. 
p ~ q: '!J implica q ". 
I :X -->X: a função identidade, I(x) = x, llx E X. 
sinal f ( x): o sinal da função real f aplicada a x; 
. al f( ) { 1, se f(x) >O Slll X = 
-1, se f(x) <O. 
a(X*, X): a topologia fraca estrela de X*. 
(X\a(X*,X)): X* está munido da topologia fraca*· 
fliron Xn: o limite fraco da seqüência {xn}· 
f .:::; 7: a topologia 'T tem mais abertos que a topologia f. 
{0,1}N: o conjunto das funções f: N--+ {0,1}. 
conjunto 7-aberto (fechado): conjunto aberto (fechado) na topologz·a T. 
Prefácio 
Um elegante princípio combinatório, conhecido como Teorema de Ramsey, tem tido um 
forte impacto na teoria dos espaços de Banach, a partir dos anos setenta. Pela expressão 
Teoremas de Ramsey nos referiremos tanto ao teorema original de Ramsey [38], quanto às 
diversas generalizações obtidas por vários autores. Veja, por exemplo, Nash-Williams [33], 
Silver [45], Galvin-Prikry [17] e Ellentuck [12]. 
Um famoso problema devido ao próprio Banach, e que esteve em aberto por muito tempo 
é o seguinte: se todo espaço de Banach de dimensão infinita tem subespaços isomorfos a Co 
ou a fp, para algum 1 ::; p < oo. Uma solução negativa para este problema foi dada por 
Tsirelson, em 1974, quando construiu exemplos de espaços de Banach reflexivos não contendo 
cópias de C1) ou I!P, para 1 :::; p < oo. 
O passo seguinte foi encontrar critérios, para que um dado espaço de Banach contenha 
cópia de algum dos espaços mencionados. Para o caso do espaço f 1 temos resultados par-
ticularmente profundos, devidos fundamentalmente a Rosenthal Um destes resultados, for-
mulado de fonna a sugerir a presença dos teoremas de Ramsey nos seus fundamentos, é 
o seguinte: seja { Xn} uma seqüência limitada num espaço de Banach X, então, { xn} tem 
uma subseqüência {xn1J, que satisfaz uma das duas seguintes alternativas, que se excluem 
mutuamente: 
i). {xn.J é equivalente à base de Schauder canônica de f 1 , 
ii). {xn1J é uma seqüência fracamente de Cauchy. 
O primeiro a aplicar um teorema de Ramsey à teoria dos espaços de Banach foi Farahat 
[16], que utilizou um teorema de Ramsey devido a Nash-williams [33], para provar o famoso 
teorema f 1 de Rosenthal [39]. A partir de então, vários autores passaram a aplicar os 
teoremas de Ramsey à teoria dos espaços de Banach. Veja, por exemplo, Stern [47], Odell 
[34, 35], Elton e Odell [13], Knaust e Odell [25, 26] e Terenzi [48]. 
Neste trabalho, apresentaremos uma exposição sistemática dos teoremas de Ramsey e 
desenvolveremos, detalhadamente, algumas aplicações destes teoremas à teoria dos espaços 
de Banach. 




• Bases de Schauder. Seqüências básicas. Teorema de Mazur sobre a existência de 
seqüências básicas. Princípio de seleção de Bessaga e Pelczynski. Espaços de Banach 
contendo subespaços isomorfos a Co· 
• Topologias na coleção dos subconjuntos infinitos de N. Famílias de Ramsey. Teorema 
de Ramsey. Teorema de Nash-Williams. 
• Espaços de Banach contendo subespaços isomorfos a f 1 . Teorema de Rosenthal. 
Elementos de Topologia Geral e Análise Funcional são assumidos como familiares ao 
leitor. Além disso, muitos teoremas da Teoria de Espaços de Banach são bem conhecidos 
e acessíveis em vários livros, por exemplo [5, 11, 22] e [27]. Suas demonstrações não são 
incluídas aqui, mas, alguns resultados são mencionados no Apêndice. Este trabalho também 
tem o propósito de dar urna visão de resultados interessantes e importantes da teoria dos 
espaços de Banach e, simultaneamente, introduzir muitas técnicas básicas usadas nesta área. 
No primeiro capítulo, introduzimos as noções de bases de Schauder e seqüências básicas. 
No segundo capítulo, apresentamos um critério que garante a existência de seqüências 
básicas: o Princípio de Seleção de Bessaga-Pelczynski. Posteriormente, uma versão mais 
sofisticada deste princípio, permite localizar seqüências básicas de blocos. 
No capítulo três, caracterizamos os espaços contendo subespaços isomorfos a Co· 
No capítulo quatro e cinco, concentra-se a parte principal deste trabalho: os teoremas de 
Ramsey e algumas de suas aplicações. 
Finalmente, a autora se responsabiliza por todos os erros, matemáticos ou de outra 
natureza, que ocorrerem neste trabalho. 
Jaqueline Borges Nicolau 
Campinas, Fevereiro de 1999 
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Ao longo deste capítulo trataremos de seqüências básicas, um conceito que é muito impor-
tante, pois nos permitirá realizar muitas das mais interessantes construções da Teoria de 
Seqüências e Séries em Espaços de Banach. 
No Capítulo II, mostraremos como Mazur provou a existência de seqüências básicas em 
qualquer espaço de Banach de dimensão infinita. Este resultado trouxe idéias novas, que 
foram utilizadas por Pelczynski para obter uma prova diferente do teorema de Eberlein-
Smulian [9]. O princípio de seleção de Bessaga-Pelczynski será uma conseqüência. No 
Capítulo III, após uma breve discussão de seqüências fracamente somáveis, este princípio 
será aplicado para caracterizar espaços contendo subespaços isomorfos a Co-
Por simplicidade, só consideraremos espaços normados reais. 
1 Bases de Schauder 
As noções de base algébrica em um espaço vetorial de dimensão finita e de base ortonormal em 
um espaço de Hilbert são essenciais para o estudo destes espaços. No entanto, se desejamos 
investigar a estrutura de um Espaço de Banach qualquer, é natural encontrar um conceito 
correspondente, já que a base algébrica não dá informações relacionadas à topologia do 
espaço. Com relação à base algébrica, somente o conceito de decomposições finitas é usado. 
Aqui trabalharemos com decomposições enumeráveis. 
Definição 1.1 Uma seqüência { en} em um espaço normado X é dita uma base se, para 
cada x E X, existe uma única seqüência de escalares {An}, tal que x = L:~~ 1 ÀnCn, onde a 
séne converge em norma. 
Os elementos em { ..\n} dependem linearmente de x e eles são chamados de funcionais 
coeficientes da base { en}-
l 
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Definição 1.2 (Bases de Schauder) Uma base que tem funcionais coeficientes contínuos 
é chamada de base de Schauder. 
Definição 1.3 (Seqüência Básica) Uma seqüência básica em um espaço normado X é 
uma seqüência {en} que é base para [en]-
Os funcionais coeficientes 
e as projeções 
00 
e~ : L À; e; E X -----7 Àn E R 
j;;=l 
oo n 
Sn : L À; e; E X ----+ L À; e; E X 
j;;=l j;;=l 
são evidentemente lineares e o seguinte resultado de Banach [1, pg. lll], mostra que também 
são contínuos, quando X é um espaço de Banach. 
Proposição 1.4 Seja { en} uma base para o espaço de Banach X. Então, existe uma cons-
tante k 2 1, tal que IISn(x)ll S kllxll e le~(x)l S 2kllxll/llenll, para todo x E X e n E N. 
Prova: Seja Y o espaço vetorial sobre R de todas as seqüências y = {)..}, Àn E R, para 
as quais 1iiDnLj=1 À;e; existe. Claramente, supnll:Lj=1 À;e;[[ < oo, para cada y E Y e, 
portanto, a função IIYII sobre Y, dada por IIYII = sup. 11 L:j~1 À;e;ll, define uma norma sobre 
Y. Assim, Y é um espaço vetorial nonnado. 
Agora, seja T : Y ---t X a transformação linear definida por T(y) = 2:~1 À;e;, onde 
y = { Àn}- Desde que qualquer x E X tem uma expansão única da forma x = L~1 À;e;, pois 
{en} é base, então T, é bijetiva. Como 11 L;~1 À;e;ll S sup. 11 L:J'~1 À;e;ll, então, IIT(y)ll S 
IIYII e segue que T é contínua. 
Mostraremos adiante que Y é completo e, conseqüentemente, é um espaço de Banach. 
Portanto, pelo Teorema da Aplicação Aberta, y-t : X -+ Y é contínua. Mas, 
T-'(x) = {e~(x)}. Assim 
n m 
IIS.(x)ll = :Lej(x)e; S sup :Eej(x)e; = ll{ej(x)}ll = llr'(x)ll S IIT-'IIIIxll e 
j=l m j""l 
Provaremos que Y é completo. 
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De fato: seja {yp} uma seqüência de Cauchy em Y (cada Yp define uma seqüência 
{Àpn} c R). Como, para todo n, 
m 
IÃpn- Àqnlll•nll S 2sup 2::(.\p; ->.,;)e; = 2IIYp- y,ll, 
m j~l 
então, { Àpn} é de Cauchy e, sendo R completo, existe uma seqüência { Àn} c R, tal que 
lilllp Àvn = Àn· Além disso, {Yp} é de Cauchy. Portanto, para cada ê > O, existe um índice 
r, tal que IIYp- Y,ll < e/3 parap,q? r. Assim, 
n E 
L(Àpj- Àqj)ej < - , para todo p, q?: r e todo n. j~l 3 
Tomando o limite sobre p, depois o supremo sobre nem (I), obtemos 
n 
sup 11 2::(>-;- >.,;)e;ll S E/3, para todo q? r. 
n j=l 
Por outro lado, Yr E Y e existe um índice nn dependendo de r, tal que 






L: .\,;e; I 
j=n+l 
m n m 
2::(>.;- .\,;)e;- 2::(>.;- À,;)e; + L: .\,;e; 
j=l j=l j=n+l 
m n m 
"(>. - .\ ·)e. LJJ TJJ + 2::(>.;- .\,;)e; + 
i=l j=l 
n m 
2sup 2::(.\;- >.,,)e; + L: Àrjej 
n j~l j=n+l 
2E E 




Conseqüentemente, y = {.\.} é um elemento de Y . Por (II), para q? r, IIY- y,ll S E/3, 
logo Yq ~ y e Y é completo. • 
Corolário 1.5 Em um espaço de Banach X, toda base é base de Schauder. 
A partir de agora, X denotará, sempre, um espaço de Banach e não faremos distinção 
entre base e base de Schauder. 
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2 Exemplos de Bases de Schauder 
Toda seqüência ortonormal completa em um espaço de Hilbert separável é base de Schauder. 
Um espaço, que tem base de Schauder, é separável. Além disso, os espaços separáveis 
são os que, geralmente, têm base de Schauder. No entanto, encontrar base de Schauder para 
um determinado espaço, mesmo que muito conhecido, é, sempre, tarefa difícil. 
No caso dos clássicos espaços separáveis CtJ e fp(I :S p < oo ), a seqüência { en} de vetores 
coordenados unitários en = (0, O, ... , 1, O, ... ) é uma base de Schauder. No caso de c, o 
espaço de seqüências convergentes, a seqüência constante I = (I, I, ... , I, ... ), juntamente 
com os vetores { en}, formam uma base para c. As demonstrações destes fatos são simples e 
por isso serão omitidas. 
Agora é bem conhecido que existem espaços de Banach separáveis sem base. Per Enfio [14] 
foi o primeiro a encontrar um tal espaço. Procurou dentro de Co e respondeu negativamente 
a pergunta, levantada por Banach, sobre a possibilidade de que todo espaço de Banach 
separável pudesse ter base de Schauder. Coro relação a espaços de funções, obter bases de 
Schauder se torna algo muito complicado. Schauder [42, 43], foi quem introduziu a noção 
de base de Schauder, provando que o sistema de Schauder(veja exemplo 2.4) é uma base 
de Schauder para C[O, I], enquanto que o sistema de Haar(veja exemplo 2.5) é uma base 
de Schauder para L"[O, 1], quaildo 1 <: p < oo. Estes resultados de Schauder podem ser 
provados a partir do seguinte critério, que pode ser encontrado no artigo de R. James [23]. 
Teorema 2.1 (Nikolskii) Seja { en} uma seqüência de vetores não nulos em um espaço 
de Banach X. Então, { en} é uma seqüência básica se, e somente se, existe uma constante 
k > O, tal que, para toda seqüência de escalares P•n} e todo inteiro m < n, 
= n 
2: .\;e; <: k L .\;e; . 
j=l i=l 
Prova: (=>)Consideremos M = [enl· Suponhamos que {en} é base paraM e definamos 
oo n 
Sn: LÀ;e; EM --t LÀ;e; EM. 
j=l j=l 
Já vimos que cada Sn é um operador linear limitado e que cada funcional coeficiente é 
contínuo. Além disso, para todo x EM, temos que x = limn-+oo Sn(x). Lembrando queM 
é espaço de Banach, segue do Teorema de Banach~Steinhaus que 
k = sup IISnll < oc. 
n 
Conseqüentemente, dada uma seqüência {.\n}, sem< n ex= Lj=1 >.;e; E X, então 
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n 
< IISmll L À;e; 
j=l 
n 
< sup IISnll L À;e; 
n j=I 
(-ç,::) Observemos que a existência de k 2: 1, tal que 
f >.;e; s; k :Ê À;e; I , 
j=l j=l l 
(N) 
para quaisquer À1o ... , Àn em R e m < n em N, implica que o conjunto de vetores { en} é 
L.I. De fato, se L;j=1 À;e; =O, entáo ll>-1e111 s; kdl L;j=1 À;e;ll = k1.0 = O'* À1 = O. Da 
mesma forma, ll>-1e1 +>.,e, II s; k,ll L;j=1 À;e;ll = k,.O =O'* >.,=O. Raciocinando assim, 
sucessivamente, provamos que À;= O, para J. = 1, ... , n. 
Deste modo, podemos definir 
m 
e~ : L À; e; E [<n] ---+ Àn E R e (V) 
j=l 
m n 
Sn : L À; e; E [en] ---+L À; e; E X. (VI) 
j=l j=l 
De (IV), (V) e (VI) obtemos IISn(xJII s; kllxll e le~(x)l s; 2kllxll/llenll, para todo x EM 
e n E N. Como [en] = M, então, pelo teorema 3 do Apêndice, obtemos que cada e~ e cada 
Sn tem uma única extensão contínua paraM. 
Provaremos que x = I:~=l e~(x)en, para todo x E M. De fato, sejam x E M e c > O 
dados. Como [en] = M, ou seja, [en] é denso em M, encontramos y = 2:j=1 À3e3 E [enJ, tal 
que llx- Yll :5 c. Se n 2m, entáo, 
llx- Sn(xJII < llx- Yll + IIY- Sn(Y)II + IISn(Y)- Sn(xJII 
- IJx- Yll + IIY- Yll + JISniiiiY- xll 
- (1 + IISniiJIIx- Yll 
< (1+ k)llx- Yll 
< (1 + k)c. 
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Logo, x = limx-HXJ Sn(x) = limn-+oo I:j=1 ej(x)eJ = E:1 ej(x)eJ· 
:\1ostraremos que tal representação é única, ou seja: se E~=l Ànen = O, então, Àn = O, 
para todo n. Com efeito, dado e> O, existe no E N, tal que li E}=rÀJeill :::; e, para todo 
n 2: no. De (IV), obtemos III:;1 À;e;ll :S ke, para todo mE N. Logo, IÀmlll<mll :S 2ke, 
para todo m E N e e > O, o que completa a prova. • 
Podemos, portanto, formular o seguinte resultado: 
A seqüência {en}, de vetores não nulos em X, é base de Schauder, se, e somente se, as 
seguintes condições são satisfeitas: 
1. O subespaço gerado por { en} é denso em X, 
2. Existe uma constante k 2: 1, tal que li I:;"= r À; e; li :S kll I:j=1 À;<; li, para todo À r, ... , Àn E 
Rem< nem N. 
Veremos, agora, algumas conseqüências importantes deste teorema: 
Corolário 2.2 Se {en} é uma base de Schauder para X, então, {e~} é seqüência básica em 
x·. 
Prova: Como {en} é base de Schauder, então, dado x E X, temos x = E~rÀJei escrito 
em forma única. Assim, podemos considerar as projeções Sn(x) = Ej=1 ej(x)ei, para todo 
xEX,nEN. 
o operador dual é dado por s;(x') = I:'J=l x'(e;)ej, para todo x' Ex·, e IISnll = us;ll, 
para todo n E N. Pela proposição 1.4, existe k 2: 1, tal que IIS;II = IISnll :S k, para todo n. 
Observemos que, se x* = E'J=rÀJej, então, x*(ek) = Ej=1 Àjej(ek) = Àk, para 








k I f x'(e;)ej 
b=l 
n 
= k L:>.Jej 
j=l 
Agora, podemos usar o teorema 2.1 e obter nosso resultado. • 
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Corolário 2.3 Se { Xn} é uma base de Schauder de um espaço de Banach reflexivo X, então, 
{ x~} é uma base de Schauder para X*. 
Prova: Para X E X e x" E x·) temos 
x'(x) 
X= Jim Sn(X) e 
HOO 
- x' ( lim s.(xl) 
HOO 
lim x' (S.(x)) 
HOO 





P.....ssim, a seqüência (L:j=1 x*(ei)ej) converge a x*, no sentido da topologia fraca*· Ou 
seja, X* = [e~t·. Como X é reflexivo, então, o fecho fraco * coincide com o fecho fraco e 
estes coincidem com o fecho na norma, logo X*= [e~]- Pelo corolário anterior, X* tem base 
de Schauder. • 
Exemplo 2.4 A seguinte seqüência em C[O, 1] (sistema de Schauder) é base de Schauder 
para C[O, 1]' 
x0 (t) = 1, para t E [0, 1] 
o 1 
x 1(t) = t, para tE [0, 1] 
o 1 
x (t) = { 2t, para tE [0, 1/2] 
2 2- 2t, para tE [1/2, 1] 
o 1/2 I 
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O 1/4 112 I 
O 1/2 3/4 I 
{ 
4t, para t E [0, 1/ 4] 
x3 (t) = 2- 4t, para t E [1/4, 1/2] 
O, para tE [1/2, 1] 
{ 
O, para tE [0, 1/2] 
x4 (t) = 4t- 2, para tE [1/2,3/4] 
4- 4t, para tE [3/4, 1] 
Exemplo 2.5 O sistema de Haar, que é dado por 
x1(t) = 1, 
{ 
l, se tE [(2j- 2)z-n-t, (2j -1)z-n-1] 
x2"+;(t) = -1, se tE ((2j -1)z-n-1,2j,z-n-l] 
O, nos demais casos, 
onde n 2 O e j = 1, 2, ... , 2n, é base de Schauder para LP[o, 1], 1 ::=; p < oo. 
Mais explicitamente, temos, 
tn 






x (t) = { l, para tE [0, l/2] 
2 
-1, para tE (l/2, 1] 
{ 
l, para tE [0, 1/4] 
x3 (t) = -1, para tE (l/4, l/2] 
O, para tE (l/2, 1] 
{ 
1, para tE [l/2, 3/4] 
x4 (t) = -1, para tE (3/4, l] 
O, para tE [O, l/2) 
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Observação: Se integramos o Sistema de Haar, obtemos a seqüência {yn} dada por 
y,(t) = 1, Yn(t) = [ Xn-l(x)dx, n > 1, 
que é, exatamente, o Sistema de Schauder. 
Ciesielski e J. Domsta [8] e S. Schone!eld [44] provaram a existência de uma base 
em Ck(Jn) (=o espaço de todas as funções reais f(t1 ~ t 2 , ... , tn), ti E [0, 1], que são conti-
nuamente diferenciáveis até a ordem k, com a norma usual). S. V. Botschkariev [4] provou a 
existência de uma base para o espaço consistindo de todas as funções f(z), que são analíticas 
sobre lzl < 1 e contínuas sobre lzl :5 1, com a norma do sup. 
Exemplo 2.6 Nos artigos mencionados anteriormente, o leitor poderá encontrar o chamado 
Sistema de Franklin. O sistema de Franklin consiste da seqüência de funções {fn(t)}, sobre 
[0, 1], que é obtida, a partir do sistema de Schauder, por uma aplicação do processo de 
ortogonalizru;;ão de Gram-Schmidt (com relação à medida de Lebesgue sobre [0, 1]). O sistema 
de Franklin é uma seqüência ortonormal, que é base de Schauder para C[O, 1]. 
3 Existência de Bases de Schauder 
Uma aplicação do teorema 2.1 mostra que todo espaço de Banach de dimensão infinita 
contém um subespaço com uma base. A prova deste fato, baseada nas idéias de Mazur, foi 
publicada por Pelczynski [37]. Começaremos com o seguinte lema: 
Lema 3.1 SejaM um subespaço de dimensão finita de um espaço de Banach X de dimensão 
infinita e seja O < é < 1. Então, existe y E X, tal que [[y[[ = 1 e 
[[x + Ày[[ ~ (1- <)[[x[[, (VII) 
paratodoxEM eÀER. 
Prova: Sabemos que SM é compacto e, portanto, totalmente limitado. Assim, existem 
x1, ... , Xn E SM, iais que SM C Uj=1 B(xj,E). 
Por um corolário do Teorema de Hahn-Banach, existem rp 1 , ... , 'Pn E X*, tais que 
'P;(x;) = [[x;[[ = 1, para j = 1, ... , n. 
Como X é de dimensão infinita, podemos encontrar y E X, tal que [[y[[ = 1 e 'P;(Y) = O, 
para j = 1, ... , n. Com efeito, consideremos a aplicação linear T : X --+ F, dada por 
T(y) = ('!'1 (y), ... , 'Pn(Y)). Se ker T = {0}, então, T é injetiva e, conseqüentemente, 
dimX ~ n, o que nos dá uma contradição. Logo, ker T =F {0}. 
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Dado x e SM, existe j E N, I S j S n, tal que llx- x;ll Se. Então, para cada À E R, 
temos 
llx + ÀYII > llx; + ÀYII-IIx;- xll 
> 'P;(x; + Ày)- llx;- xll 2 1- é. 
Notemos que, para x = O, a desigualdade (VII) é trivialmente satisfeita. Suponhamos, 
então, que x #O, x EM qualquer. Então, x/llxll E SM e é claro que 'P;(Y/IIxll) =O. Assim, 
11:11 + ll~llyl 2 ]-é. 
Portanto, para todo x E M e >. E R, 
llx + ÀYII 2 (!- é)llx!l- • 
Teorema 3.2 Todo espaço de Banach de dimensão infinita tem um subespaço fechado de 
dimensão infinita com base de Schauder. 
Prova: Seja X um espaço de Banach e seja E> O. Escolhemos uma seqüência {En}, tal que 
O< én <I e TI:;"=,(!- én) 2 (!-é). 
Tomemos e1 E Sx. Pelo lema anterior, existe<>, E Sx tal que llx + Àe,ll2 (1- ét)IJxJI, 
para todo x E [et]. SejaM o subespaço gerado por e1 e e2. Assim, podemos encontrar 
e3 E Sx, tal que llx + Àe3ll ?: (1- êz)l)xll, para todo x EM e>. E R. Podemos repetir 
esse raciocínio, de modo indutivo e obter a seqüência { en}, que é base de Schauder para o 
subespaço [en!- De fato, 
n n-1 m 
LÀ;e; > Il(I-e,) LÃ;<; 
j=l k=m j=l 
00 m 
> II (!-é,) LÀ;e; 
k=m j=l 
m 
> (!-é) LÀ;e; 
j=l 
para todo >. 1 , ... , Àn em Rem< nem N. • 
O leitor poderá conhecer mais acerca da teoria de bases, consultando [3], [4], [8], [24], 
[30], [37], [44], [46], [49] e [50]. 
00 00 00 
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O Princípio de Seleção de 
Bessaga-Pelczynski 
Nesta seção, serão estudados certos tipos de seqüências básicas, muito importantes para a 
análise de subespaços isomorfos a Co ou fp. Bessaga e Pe1czynski estabeleceram um critério 
fundamental para localizar um tipo especial de seqüências, que chamaremos de seqüências 
básicas de blocos1 • Para começar, uma nova noção é introduzida: a de equivalência de bases. 
4 Equivalência de Bases 
Sejam X e Y espaços de Banach e suponhamos que { en} e {fn} são bases para X e Y, 
respectivamente. 
Definição 4.1 Dizemos que {en} e {fn} são equivalentes se, para toda seqüência {>.n} de 
escalares, a série L:~! Àjej converge se, e somente se, a série Lf=1 ÀjfJ converge. 
Teorema 4.2 As bases { en} e {fn} são equivalentes se, e só se, existe um isomorfismo entre 
X e Y, que leva {en} em {Ín}· 
Prova: ( <=) É trivial. 
(::::})Podemos supor que os termos das seqüências {en}, {fn} têm norma 1. 
Consideremos X munido da norma lllxlll = supm IIL~ 1 Àjejll e as transformações lineares 
Tk : X ~ Y, dadas por Tk (L~1 Àjej) = 2:}=1 -'ih· Pela proposição 1.4, os funcionais 
1Em particular, utilizaremos a teoria de bases, para mostrar que cada subespaço complementado de 
dimensão in:finita de um espaço de seqüências clássico X é linearmente isomorfo a X e que cada subespaço 
fechado de dimensão ín:linita de X contém um subespaço complementado de dimensão infinita. 
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Lb,1 À;e; -+ À; são contínuos, e, daí, cada Tk é contínua. Então, a transformação linear 
T: X -+ Y, dada por T (L~1 À; e;) ;;:: L~1 À;fJ = limk-+oo Tk (L~1 À;e;) é contínua, pelo 
Teorema de Banach-Steinhaus. Além disso, T(en) ;;:: fn e T é bijetiva, já que {xn} e {fn} 
são bases. Portanto, T é um isomorfismo entre X e Y. • 
Definição 4.3 Seja { Xn} uma seqüência. Dizemos que a seqüência { Xn} é fracamente nula, 
se {xn} converge fracamente a zero, e, {xn} é dita normalizada se Jlxnll = 1, \fn E N. 
5 Princípio de Seleção de Bessaga-Pelczynski 
(Versão 1) 
Teorema 5.1 (Princípio de Seleção de Bessaga-Pelczynski) Seja {xn} uma seqüência 
fracamente nula e normalizada em um espaço de Banach. Então, {xn} admite uma sub-
seqüência, que é seqüência básica. 
Prova: Seja {én} uma seqüência de números positivos, tal que O < En < 1, 'Vn E N, e 
rr;:;,, (l - fn) > 1 - 'o-
Provaremos o fato usando indução: 
Sejam Xn, = x1 e Y(1) = [x,]. Claramente Y(1) é de dimensão finita. Logo SY(l) é 
compacto, e, portanto, totalmente limitado. Assim, existem z1, •.. ,zm em SY(I), tais que 
cada y E SY(l) dista c1/3 de algum z;. 
Por um corolário do Teorema de Hahn-Banach, existem zi, ... , z;,. em Sx·, tais que 
[zj(z;)[ = 1, para cada j = 1, ___ ,m (!). 
Por hipótese, {xn} é fracamente nula. Então, para cada x* E X*,limn-+x*(xn) =O. 
Assim, para cada zj, temos liiDn-+oo zj(xn) ;;:: O. Portanto, para é > O, existe n; E N, tal 
que, para n ~ nh jzj(xn)l < ê. 
Seja é = ctf3. Tornando n0 = max1~;~m{n;} e escolhendo rL:2 > n0 , ternos 
[zj(xn,)[ < E1/3, para j = 1, ... ,m (11). Assim, para todo y E SY(l) e À E R, temos 
[[y + Ãx.,[[ 2 (1- f,)[[y[[- Com efeito: 
Caso 1: Se [>.[2 2, então, [[y + Ãx.,[[2 [Ã[[[x.,[[-[[y[[2 2-1 2 (1- ,,)[[y[[-
Caso 2: Se [ÃI < 2, utilizando (I) e (11), obtemos 
[[y+Ãx.,[[ > [zj(y+Ãxn,)[ 
[zj(y+z;- z; + Ãx.,)[ 
- [zj(z;) + zj(y- z;) + zj(Ãx.,)[ 
> [zj(z;)!- [zj(y- z;)[- [>.llzj(x.,)[ 
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> 1- IIY- z; li - 2e!/4 
> l- e1/3- 2ed3 = 1- e1 
- (l- el)IIYII· 
Supondo que já encontramos Xn 1 , Xn2 , • •• , Xnk, com n 1 < n2 < 
seja Y(k) = [xnpXn2 , ••• ,xn,,J 
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Pelo mesmo argumento feito anteriormente, podemos tomar ZIJ ••. , Zm em SY(k)• tais que 
cada y E SY(k) dista Ek/3 de algum Zj, e, z~, ... , z~ em Sx·, tais que jzj(zj)l = 1, para cada 
j =1, ... ,m. 
Como liiDn-l-oox*(xn) = O, para cada x* E X*, então, podemos encontrar Xnk+ 1 , com 
nk+l > nk, tal que lzj(xnk+JI < ek/3, para j = 1 ... , m. Além disso, para todo y E SY(k) e 
À E R, IIY + Àxn,., 112 (1- ék)IIYII· 
A mesma demonstração usada no teorema 3.2 prova, então, que { Xnk} é uma seqüência 
básica. • 
Teorema 5.2 Sejam X um espaço de Banach e { en} uma seqüência básica em X, com 
seus funcionais coeficientes {e~}. Se {In} é uma seqüência de elementos não nulos em X e 
Lf=1 llej- !JIIIIejll =a< 1, então, {In} é uma seqüência básica equivalente a {en}· 
Prova: Seja À1, ... , Àn+m uma seqüência finita de escalares. Então, 
e 
n n 
I; À;e; +I; À; (f;- e;) 
j=l j=l 











ln+m ~~ À1 (e;+f1 -e;) 
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n+m 
> L À;e; 
j=l 
n+m L À;(f;-e;) 
j=l 
n+m 
> I "f À;e; 
I i=l 
- L IÀ;III!;- e; II 
i=l 
> n+m (lln+m I ) 
-E ~ À•e• llejllll!;- e; II 
n+m 
> (1 -a) L À; e; (IV). 
j=l 
Se k é a constante do teorema 2.1 para {e.}, então, por (III) e (IV) temos 
n I n n+m (1 + a)k n+m 
"Àf· < (I+ a) I" À ·e· < (1 + a)k " À ·e· < " À I L.JJ- L.JJ- L.JJ-1-a L.JJ 
.i=l i=l j=l j=l 
Pelo teorema 2.1, {!.}é seqüência básica. Por (III) e (IV), { en} e{!.} são equivalentes. • 
Teorema 5.3 (Bessaga-Pelczynski) Seja X um espaço de Banach e suponhamos que 
{ en} é uma seqüência básica em X, com funcionais coeficientes {e~}- Suponhamos que 
exista uma projeção linear limitada P: X-+ [e.]. Se{!.} é uma seqüência em X, tal que 
IIPII2:J,:1 IIejlllle;- !;li< I, então, {!.} é uma seqüência básica equivalente a {en} e [fn] é 
complementado em X. 
Para provarmos este teorema, precisamos do seguinte lema: 
Lema 5.4 Seja TE L:(X,X), com IITII < 1. Então, I- T é um isomorfismo e 
(I- T)-' = 2:::"~oT". 
Prova: Desde que 
oo oo I f, IIT"II ~f, IITII" = 1 _ IITII, 
segue que S = 2:::'~o T" E L:(X, X). Além disso, 
Sn =I +T+T2 +···+T\ 
Sn o T = T + y2 + ... + yn+l e 
S.o(I-T) =f-r+'. 
Fazendo n ---+ oo, obtemos que S o (I - T) = I. De forma análoga, se prova que 
(I- T) oS= I. • 
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Prova: Seja Q: X--+ X, definida por Q(x) = x- P(x) + L~1 ej(P(x))J,. Claramente, Q 
é linear. Notemos que) dado x E X) P(x) E [en]· Como {t;J é base de Schauder para [en], 
então, P(x) = L~1 ej(P(x))e;. 
O operador Q é lirnitadojá que 
IIQ- I[[ sup {[[Q(x) - x[[; [[x[[ :S 1} 
sup { [IP(x)- t,ej(P(x))e; + t, ej(P(x))(e;- !;)[[; llxll :<:; 1} 
sup{[[t,ej(P(x))(e;-!;)11; llxll:õ: 1} 
00 
< IIPII L iiejiille;- !;li< 1. 
j:=ol 
Pelo lema 5.4, Q é um isomorfismo de X em si mesmo e Q~1 = }:~=0 (1- Q)n. Além 
disso, 
00 
Q(en) e,- P(en) + Lej(P(en))f; 
j=l 
00 
en- en + Lej(e,)f; 
j=l 
fn· 
Se tomarmos n = QPQ-1 , obtemos que n' = QPQ- 1QPQ-1 = QPPQ-1 = Q'PQ-1 = n, 
e Im'R = [fnl· Isso prova que [f.] é complementado em X. 
Finalmente) corno Pé uma projeção, com imagem não trivial) IIPII 2 1, então) 
00 00 
L ile;- MlleJII :õ: IIPII L lle;- t;lllleJII < 1. 
j=l j=l 
Pelo teorema 5.2, {fn} é seqüência básica equivalente a { en}· • 
Teorema 5.5 Sejam {en} uma seqüência básica em X, {Pn} e {qn} seqüências de números 
naturais, tais que p 1 ~ q1 < p2 ::::; q2 ..• , e {An} uma seqüência de escalares. A seqüência 
{fn}, definida por fn = }:j~" Àjej, é uma seqüência básica em X. 
Prova: Aplicando o teorema 2.1, resulta que 
n qi 
L"; L ;..e. 
j=l k=pj 
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n qj 
L L a;>.,e, 
jo:l ko:.pj 
n+m qi 
< k :E L a;>.,e, 
jo:l k=pj 
n+m Qj 
k L "'; L >.,e, 
j=l k=Pi 
n+m 
- k :E a;f; . • 
j=l 
Definição 5.6 Dizemos que a seqüência {f.,}, definida no teorema anterior, é uma seqüência 
básica de blocos da seqüência básica {e.,}. 
6 Princípio de Seleção de Bessaga-Pelczynski 
(Versão 2) 
Teorema 6.1 (Princípio de Seleção de Bessaga-Pelczynski) Seja { en} uma base para 
X e suponhamos que {e~} é a seqüência de funcionais coeficientes. Se{/.,} é uma seqüência 
em X, satisfazendo inf., 11! .. 11 >O e lim.,ej(f .. ) =O, para todo j, então, existe uma sub-
seqüência básica de {f.,}, que é equivalente a uma seqüência básica de blocos a respeito de 
{e.}. 





S k L À;e; 
j=l 
Como infn llfnll >O, então, podemos assumir que !lfnll = l, para todo n. 
Desde que {e.,} é base para X, h admite uma expansão 
00 
j 1 = Lej(j1)e;. 
j=l 
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Desde que liiDn ej Un) = O, para cada j, existe um P2 > 1 = PI, tal que 
Novamente, como { er.} é uma base para X, também jp2 admite uma representação 
00 
!., = I>;up,)e;. 
j=l 
Daí, exite q2 > q1, tal que 
00 L ej(f.,)e, 
j=q2+1 




S . "''"+>'(f) Ob d eJa 9n = új=qn l ei Pn+l ej. servan o que 
1 ]]!p,.,]] = (f> I:' + f ) ej(fP•+•)e; 
J=l J""Qn+l J:::Qn+t+l 
< (f+ f ) ej(fp .. .)ei + IIYnll ~=l J=qn+l+l 
1 1 
< 4k2n+3 + 4k2n+3 + IIYnll, 
segue que IIYnll? 1/2, para todo n (V). 
A seqüência {gn} é uma seqüência básica de blocos a respeito de { en} e, para m < n, 
Por (V), obtemos que os coeficientes funcionais de {gn} satisfazem 119~11 ::; 4k. 
Além disso, 
00 00 
z= IIY~IIIIYn- JP•+• li < 4k z= IIYn- JP•+' li 
n=l n=l 
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Pelo teorema 5.2, {!Pn+J é uma seqüência básica equivalente a {gn}· • 
Os próximos dois teoremas são válidos tanto para f.P como para eo, mas faremos as provas 
baseadas em f.p- Considere { en} como sendo a base canônica para estes espaços. 
Usaremos a letra X para representar lp ou Co· 
Teorema 6.2 Seja {fn} uma seqüência de vetores não nulos em X, tal que existe uma 
seqüêncza crescente {Pn} de números naturais com Ín = L;:,t~+l NJej. Então, 
(1) Un} é seqüência básica, 
(2) [fn] é isometricamente isomorfo a X e 
(3) [fn] é complementado em X. 
Prova: 
(1) Pelo teorema 5.5, {in} é uma seqüência básica. • 
(2) Seja { an} uma seqüência de escalares. Então, 
k Pn+l 
L L o:n>.jej 
n=l j=pn+l 
Segue que :2::=1 a.Jn/llfnll converge se, e só se, L:=1 ]an]P < oo. 
SejaS definida por S( {<>n}) =I:::'~ r <>nfm/llfnll, para {<>n} em e,. Então, Sé isometria 
linear de R.P sobre [fnl· • 
(3) Seja Xn = [ePn+l• ... , epn+1]. Então, fn E Xn e existe um f~ E X~, tal que 
f~Un) = 1 e 11!~11 = 1/ll!nll- Seja X= L~r a;e; em e •. Definimos p: e.--+ lfnL por 
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P(x) = I::~=l f~(I::}~;~+l ajeJ)fn· P está bem definida, pois 
Como Un} é base para [fn] e P(fn) = fn, para todo n, P é projeção de C, em [fn]-
Mais ainda, [[P(x)ll :S: llxl[, para todo x em C,. • 
O próximo teorema é urna aplicação do princípio de seleção de Bessaga-Pelczynski. 
Teorema 6.3 Seja Y um subespaço fechado de dimensão infinita de X. Então Y tem um 
subespaço complementado em X e isomorfo a X. 
Prova: Desde que Y é subespaço fechado de dimensão infinita de X, é possível encontrarmos 
uma seqüência crescente {Pn} de números naturais, tal que 
00 
in= L x;ej E y ll!nll = 1, j=Pn+l 
para n = 1, 2, .... Com efeito, consideremos a aplicação f : Y --7 RP, definida por 
00 L À1e1 E Y .-+ (.\1, À2, ... , Àp)· 
j=l 
Tal aplicação é linear e não é injetiva, já que dimY é infinita e dimRP = p < oo. Logo, 
kerT f- {O} e podemos encontrar uma seqüência de escalares {>.n}, tal que 
O# 2:}:,1 >.;e; E Y, satisfazendo /(2:';1 >.;e;)= (0, O, ... , 0). 
Como liiDn ej(fn) = liiDn >.j = O, então, pelo princípio de seleção de Bessaga-Pelczynski 
(versão 2), existe uma subseqüência de {fn}, digamos {fn.J, equivalente a uma seqüência 
básica de blocos com relação a {en}· Pelo teorema 6.2, [fn,.] é isometricarnente isomorfo a 
X e [fn,J é complementado em X. • 
00 00 00 
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Caracterizações de Espaços contendo 
Subespaços Isomorfos a c0 
Finalmente, vamos investigar que tipo de espaços de Banach contém esse espaço de seqüências. 
Para isto, introduziremos a noção de seqüência fracamente somável e as diversas caracteri-
zações desse conceito. 
7 Seqüências Fracamente Somáveis 
Definição 7.1 Uma seqüência {en} é fracamente somável (fs), se, para cada x* E X*, 
Ej;1 jx•(ej)j < oc. 
O seguinte teorema apresenta caracterizações básicas de seqüências fracamente somáveis. 
Teorema 7.2 As seguintes condições, a respeito de uma seqüência { e,J em um espaço de 
Banach, são equivalentes: 
1. {en} é js. 
2. Existe uma constante k > O, tal que, para cada seqüência P•n} E fcm 
3. Para toda seqüência { Àn} E Co, L~1 Àjej converge. 
20 
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4- Existe uma constante k > O, tal que, para todo subconjunto finito .6.. de N e toda 
seqüência {t::n}, com E:n = ±1, 
Prova: (1 '* 2) Definamos T: X'--+ C1 , dada por T(x') = {x'(e.)}. Como {e.} é fs, 
então, I;~ 1 lx'(e;)l < oo e {x'(e.)} E C1 . Portanto, Testá bem defimda e é obviamente 
linear. 
Sabemos que X* e f 1 são espaços de Banach e, usando o teorema do gráfico fechado, 
provamos que T é contínua. 
Disto resulta que, para toda seqüência P•n} E Be.,., e todo x* E Bx·, 






< ~ IÀ;IIx'(e;JI 
j=l 
n 
< ~sup IÀmllx'(e;)l 
j=l m 
n 
sup IÀml ~ lx'(e;)l 
m j=l 
n 
< ~ lx'(e;)l 
j=l 
00 




< IITIIJix'il ~ IITII· 
Logo SUPx•Ex•jx* (Lj=1 >.iei) j :$: IITII, mas, por um corolário do Teorema de Hahn-Banach, 
llx"ll::9 
= ~up. x' (:t À;"j) ~ li Til 
x EX j=l 
llx*ll$1 
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:o; IITII sup IÀnl· 
n 
(2::::} 3) Seja {Àn} E Co Ç frxn então, para n E N, temos, por hipótese, que 
m n 
L ÀjCj - L ÀjCj 
i=l j=l 
:o;k sup IÀ,I-+0 
n+l:::;J:::;m 
(3 ,_ 4) Suponhamos válida a condição 3 e consideremos a transformação linear T: c,-+ X, 
dada por T({.\n}) = E~1 .\1e1 , a qual está bem definida, pois, sendo {.\n} E Co, então, Ef=-1 .\1e1 converge. Pelo teorema de Banach-Steinhaus, T é contínua. 
Seja Ll. um subconjunto finito de N e seja {en}, tal que ên = ±1. Vamos provar que 
EjEd e1e1 é uniformemente limitada. De fato, note que podemos definir uma seqüência { &n}, 
da seguinte forma 
Claramente { ó"n} E Co e, portanto, 
ên, para n E .6. 
O, para n !f. t.. 
00 
LÓjCj = IIT({ón})ll 
< IITII sup l6nl = IITII· 
n 
(4::::} 1) Finalmente, se vale 4, então, para todo x* E Bx•, 
L t:,x·(e,) 
jE.ó. 
= x• (2:: t:jej) 
JEl> 
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< x' (L <;e;) 
JEl> 
< llx'll LEiei 
jEl:!. 
:S Leiei :S k. 
jEl:!. 
Para {In}, definida como segue 
ternos, para x* E Bx·, 
_ { 1 se para n E L'.; x'(en) 2 O 
In- -1 se para n E D.: x"'(en) <O, 
L lx'(e;)l ~L h•;llx'(e;)l ~L "YJx'(eJ) :S k 
jEl:!. jE!J. jE!J. 
e: portanto, para todo n E N, 
n L lx'(e;)l :S k e 
j=l 
00 L lx'(e;)l < oo. • 
i=l 
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Corolário 7.3 Uma seqüência básica {fn}, tal que infn llfnll >O e Un} é !s, é equivalente 
à base de vetores unitários de Co· 
Prova: Se {fn} é seqüência básica e L~1 >.i fi é convergente, então, {Lj=1 ÀJfJ} é uma 
seqüência de Cauchy. 
Fazendo n -t oo, a seqüência 
n n-1 
IAnlllfnll = L À; f;- L Àjjj 
j=l j=l 
Disto e do fato de que infn llfnll > O, segue que { Àn} E en. 
Seja { en} a base de vetores unitários de Co· Assim, 
= ll{>.n}ll., < 00 
j=l 
e 2:~1 >.iei converge. 
Por outro lado, suponhamos 2:;1 >.iei convergente. Então, da mesma forma, {>.n} E 
Co· Corno {in} é uma seqüência básica e {fn} é fs, então, 2:;,1 ÀJfJ converge, para cada 
{>.n} E Co, graças ao teorema 7.2, parte 3. • 
Definição 7.4 A série 2:~1 Xj é dita incondicionalmente convergente, se, para toda permu-
tação 1r dos números naturais, a série I:f=1 X'~~'(i) converge. 
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8 O Teorema de Orlicz-Pettis 
Obteremos o famoso Teorema de Orlicz-Pettis a partir de alguns resultados de Bessaga-
Pelczynski, demonstrados na seção anterior deste capítulo. Vale comentar que este impor-
tante teorema foi originalmente provado, utilizando-se recursos da Teoria de Medida Vetorial 
[9]. 
Teorema 8.1 (de Orlicz-Pettis) Sejam X espaço de Banach e L~1 h uma série em 
X, tal que, para cada seqüência crescente {kn} de números naturais, fliiDnLj= 1 fkJ existe. 
Então, para cada seqüência crescente { kn} de números naturais, liiDn L:j=-1 fki existe. 
Prova: Consideremos a seqüência crescente { kn} de números naturais, tal que 
flim, I:j=1 f,, = x. É fácil verificar que {h"} é f s. 
Suponhamos, por absurdo, que 2:~1 fkj não seja convergente. Deste modo, a seqüência 
de sornas parciais dessa série não é convergente. Assim, existem c > O e n 1 < n2 < n3 < ... , 
tais que li L;~nq+l fkj li 2: c, para p # q. Seja 9np = L;~~~+I fkj para cada p. Evidentemente 
a seqüência {gnp} é f s e infp ll9n" 11 > O. Pelo Princípio de seleção de Bessaga-Pelczynski, 
{gn"} admite uma subseqüência, que denotaremos {hn"}, que é básica. Graças ao corolário 
7.3, {hn"} é equivalente à base de vetores unitários {en} de Co· 
Observamos que {hn"} é fracamente somável e, como é equivalente à base de vetores 
unitários de eo, então, a seqüência {l::::j=-1 ej} deveria ser fracamente convergente. Diga-
mos que e = (Àt, ... ~ Àn, .. . ) seja seu limite fraco. Então, para 'ITi : Co --t R, dada 
por 7ri({>.n}) = Ài, temos ni(Lj=1 ej) = n1 ((1,1, ... ,1,0, ... )) = 1, para 1.:::; i:::; n e 
1Ti(e) = 'ITi ((>.1 , ... , Àn, .. . )) = Ài. Como n é qualquer, vem que Ài = 1, para todo iENe 
e= (1, 1, .. _, 1, ... ) f/. Co· Isto fornece uma contradição. Assim, limn Lj=-1 Ai existe. • 
9 Espaços contendo Subespaços Isomorfos a c0 
Teorema 9.1 Se} a X um espaço de Banach. Então, as seguintes condições são equivalentes: 
1. Existe uma seqüência {fn}, que é fs, e a série Lf==-1 fi não é incondicionalmente 
convergente {em norma). 
2. Existe uma seqüência {fn}, que é fs, tal que infn llfnll >O. 
3. X contém um subespaço isomorfo a Co· 
Prova: (1 =? 2) Suponhamos que a seqüência {fn} satisfaz (1). Assim, L:f==-1 fi não é in-
condicionalmente convergente e, portanto, para alguma permutação { kn} de índices, Lj:1 fki 
não converge. Disto resulta que existe uma seqüência crescente { qn} de índices, tal que 
infn li I:j~~;+l fk, li > O. 
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00 L lx'(gn)l 
n=l 
~ x' (I/•,) 
oo 1 '1n+l ]; 12~+1 (x'(!k;)) 
00 qn+l 
< L L lx'(f,;)i 
n=lj=qn+l 
00 
< L lx'(f;)l < oo, 
j=l 
e satisfaz (2). 
(2 :? 3) Seja Un} uma seqüência f s, tal que infn ll!nll = o > O. Então, Un} é fraca-
mente nula. Com efeito: para cada x"' E X* e 6 > O, como ~~1 jx*(!j)l < oo, então, 
existe n0 E N, tal que para n > n0 , ~~o+llx"'(fj)! < 6. Deste modo, para n > n0 , 
lx'(fn)l :S I:_i';no+llx'(f;)l <e e x'(fn)-> O. 
Por outro lado, infn llfnll = o > O e podemos supor que a seqüência {fn} esteja norma-
lizada. Utilizando o Princípio de Seleção de Bessaga-Pelczynski (versão 1), vemos que {!.} 
admite uma subseqüência {fn.,J, que é S€X.J.Üência básica. Claramente {fnk} também e f s 
e inf 11/., li > O. Pelo corolário 7.3, UnJ é equivalente à base de vetores unitários de Co· 
Portanto, vale (3). 
(3:::;} 1) Consideremos a seqüência {en} de vetores unitários de Co· Esta seqüência é f s, pelo 
teorema 7.2, pois, sendo { en} base de Schauder para eo, então, para cada { Àn} E Co, ~~1 Àjej 
converge. Mas, ~~~ ej não é incondicionahnente convergente, já que 
2:_1'; 1 e; = (1, l, ... ) i< Co· • 
Corolário 9.2 Seja X um espaço de Banach. Então, para que cada seqüência {fn} fs seja 
incondicionalmente convergente, é necessário e suficiente que X não contenha uma cópia de 
Co· 
Prova: O resultado segue diretamente do teorema 9.1. • 
Utilizando o princípio de seleção de Bessaga-Pelczynski, provaremos o seguinte resultado: 
Teorema 9.3 As seguintes condições são equivalentes: 
1. X* contém uma cópia de Co. 
2. X contém uma cópia complementada de 21 . 
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3. X* contém uma cópia complementada de /!.00 . 
Prova: (3 =} 1) É óbvia. 
Antes de provar (2:;;;} 3), precisamos de alguns lemas: 
Lema 9.4 Sejam X, Y espaços de Banach, SE .C(Y, X) e TE .C(X, Y), tais que 
To S(y) = y, 
para cada y E Y. Então, Y é isomorfo a um subespaço complementado de X. 
Prova: Sejam M = S(Y) c X e P = S o TE .C(X, X). Então, 
P(X) = S o T(X) c S(Y) = M 
e 
P 2 = (S o T) o (S o T) = S o (ToS) o T = S o T = P. 
Além disso, S : Y ~ M é isomorfismo, pois To S(y) = y, para cada y E Y, e 
P(x) = SoT(x) = SoToS(y) = S(y) = x, para todo x EM, x = S(y), com y E Y. • 
Lema 9.5 Seia T : X ~ 1!.1 um operador linear limitado e sobreietivo. Então, X 
contém um subespaço complementado isomorfo a i 1 . 
Prova: Como T : X ~ P1 é contínuo e sobrejetivo, então, pelo teorema da aplicação 
aberta, T é aberto e, deste modo, T(Bx(O, 1)) é aberto em P1 . Portanto, existe € >O, 
tal que B,JO,e) c T(Bx(0,1)). A seqüência {en} de vetores unitários de R1 está em 
B,, (0, 2) = G) B,, (0, e) c G) T(Bx(O, 1)) 
e portanto existe uma seqüência {xn} C Bx(O,r), tal que T(xn) = en, para todo n, 
com r= 2/€. Consideremos o operador linear S: 1\ --t X, que leva en em Xn, isto é: 
00 00 
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00 
= r LÀjej 
j=;l 
o operador sé limitado e Tos: cl --+ cl satisfaz To S(x) = x, para cada X E cl. 
Pelo lema anterior, X contém um subespaço complementado isomorfo a f 1 . • 
(2 =; 3) Por (2), existem S E .C(e1 , X) e T E .C(X, e,), tais que T o S = I. Daí, 
T" E .C(f00 , X*), S" E .C(X", fac) e S* o T* = /. Pelo lema 9.4, concluímos que X* contém 
uma cópia complementada de C00 • 
(1 => 2) Seja T: Co --+X* um isomorfismo sobre sua imagem, e denotemos por {en} a 
base de Schauder de eo. 
Consideremos T* : X** --+ f 1 e seja S = T* o J : X --+ f1. Para x E X, Sx 
(Te,(x), Te,(x),, . . ). De fato: 
Seja Sx = {~.} = Lj:;,1 ~.!., onde fn é base de Schauder de e,. Assim, Sx(Ç) -
T' o Jx(Ç) = lx(T(Ç)) = TÇ(x). 
Se Ç E Co,~ E C, então, ~(Ç) = Lj:;,1 (;~;· Assim, ~(e.) é igual a~ •. Deste modo, se 
Sx = {7Jn}, então, fJn = Sx(en) = Ten, isto é 
Sx = {Te.(x)} E e,. 
Desde que T é um isomorfismo e I : T( Co) --+ X' é a inclusão, então, por Habn-Banach 
e observando que 
concluimos que T* é sobre. 
Através do seguinte diagrama de funções contínuas e por Goldstine (Apêndice, teorema 7), 
u(X, X*) ~ a(X**, X*) r- u(f1, eo), concluímos que 
existe E: > O, tal que 
B1, (0, e) c T'Bx··(O,l) 
c T' JBx(O, l)"(x .. ,x•) 
c T*JBx(D, 1) (lt,co) 
-
SBx(O, 1) 1''·"') 
Portanto, existe uma seqüência {xn} C Bx(D, 1), tal que 
e j(Sx.-efn)(e•)l < 2n' 
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ISxn(e,)l < ;n' para k < n =} 
ê 
ISx (e,) -el <- · 
n 2n 
Pelo princípio de seleção de Bessaga-Pelczynski, {Sxn} tem uma subseqüência básica 
{ S Xnk}, que é equivalente a uma seqüência básica de blocos a respeito da base canônica de 
e,. 
Para simplificar a notação, escreveremos {Sxn} no lugar de {Sxnk}. 
Pela proposição 6.2, [Sxn] é complementado em 1!.1 e [Sxn] é isomorfo a 1!.1 . 
Sejam Q : f 1 ---t [Sxn] uma projeção, R : [Sxn] ---t .€1 um isomorfismo e U = R o Q o S. 
Então, U E L(X,.€1) e é sobrejetiva. Pelo lema anterior, X contém uma cópia complementada 
de e,. 
00 00 00 
Capítulo IV 
O Teorema de Rarnsey 
Neste capítulo apresentaremos o elegante Teorema de Ramsey e também as diversas generali-
zações obtidas por vários autores. Com este princípio combinatório surgiu uma nova técnica 
matemática que permitiu solucionar alguns problemas, que estiveram em aberto por muito 
tempo. Em especial, o teorema f1 de Rosenthal [39] que será abordado no capítulo 5. 
10 O Teorema de Ramsey 
Seja M C N um subconjunto infinito. Denotaxemos por [M] o conjunto de todos os 
subconjuntos infinitos de M, [M]F o conjunto de todos os subconjuntos finitos de M e 
[M]k = {(m1,m2, ... ,mk): 1nj EM para 1:::; i:::; k e m1 < m2 < ... < mk}- Sempre 
escreveremos M = {mi} E [N], quando m1 < m 2 < m3 < .... 
O clássico Teorema de Ramsey di2 o seguinte (ver rei. [38]): 
Teorema 10.1 (Ramsey) Seja A c [Nj,. Então, existe M E [N], tal que [M], c A ou 
[M], c [Nj, \A. 
Prova: Seja m 1 E N qualquer. Escolhemos M1 E [N], tal que (m1,m) E A, para todo 
mE M1 , ou (m1 , m) <f. A, para todo mE M1 . 
De fato existe tal conjunto, pois, colocando A= {(k1 , f 1 ), (k2 , f 2 ), •.• com ki < eü i E N}, 
se m 1 = ki, para infinitos j, então, podemos tomar os ei correspondentes para formar o 
subconjunto infinito M1, tal que para cada m E M1, (m1, m) E A. Da mesma forma, se 
m1 = kj, para apenas um número finito de j, então, o conjunto M1 , dos fi correspondentes 
aos demais ki, será um conjunto infinito, tal que, para todo mE M1 , (m1 , m) rJ_ A. Dizemos 
que (mi> MI) é bom, no primeiro caso, e ruim, no segundo. 
Seja m2 E };/1, m2 > m1 . Aplicando o raciocínio anterior a A n [M1]2 , vemos que existe 
M2 E [MI], tal que, (m2 , M2 ) é bom ou ruim. Continuando o processo, se I E [N] é tal 
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que (mi, Mt)iEI são todos bons ou todos ruins, tomemos M = { mi,iE/ }. Então, pela própria 
construção de M, [M], c A, se (m;, M;);EI forem bons e [M], C [N], \A, se (m;, M;)iEI 
forem ruins. • 
Um argumento similar mostra que: 
Teorema 10.2 Dado A C [N]., existeM E [N], tal que [M]k C A ou [M]k C [N]k \A. 
11 Famílias de Ramsey 
Definição 11.1 Uma famüia A C [.N] é dita Ramsey, se, para todo subconjunto L E [N], 
existeM E [L], tal que [M] c A ou [M] c [N] \A. 
É claro que A c [N] é Rarosey, se, e só se, [N] \A é Rarosey. 
Contra-exemplo 11.2 O axioma da escolha garante que o conjunto [N] pode ser 
bem ordenado. Denotemos por < tal ordem e consideremos a família de conjuntos 
A= { M E [N] : M > M', para algum M' E [M]}. 
Provaremos que A não é Ramsey. Mais precisamente, não existe M E [N], tal que 
[M] c A ou [M] c [N] \A. Seja M E [N] e seja Mo o primeiro elemento de [M]. Então, 
M 0 < L, para todo L E [ M] e, claramente, Mo 'i A. Isto mostra que [ M] r/. A. Fal-
ta provar que [M] r/. [N] \A. Com efeito, coloquemos M = {m,m2,m3 , ••• }. Para 
i E N, consideremos o conjunto Mi = {m2,m4 , ... ,m2i,m1,m3,m5 , ... }. É claro que 
M1 c M2 C M3 C ... c M. Além disso, cada Mi está em [MJ. Agora, seja Mio = miniEN Mi. 
Então, Mio < Mio+l• Mio C Mio+l e Mio+l E A. Portanto, [M] t/. [N] \A 
12 Topologias na Coleção de Subconjuntos Infinitos 
deN 
Definição 12.1 Dados X, Y c N, escreveremos X < Y, se x < y, para cada x E X e 
y E Y. Dados A E [N]F eM E [N], seja [A,M] ={L E [N],A c L c AUM,A <L \A}. 
Observemos que [0, M] = {L E [N]; 0 c L C 0 UM, 0 < L\ 0} = {L E [N]; L c 
M} = [M], para todo ME [N]}. 
Proposição 12.2 Os conjuntos da forma [A, M], onde A E [N]F e M E [N], formam uma 
base para uma topologia sobre [N]. Denotaremos tal topologia por T. 
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Prova: Desde que [N] ~ [0,N], então, [N] ~ U{[A,M];A E [N]F eM E [N]}. 
Além disso, se N E [A1, Mt] n [A2 , M2], então N E [A1 U A2 , N]. Como 
A, c N c A2 u M2 , 
então, para L E [A1 U A2, N], temos que 
A2 c L c A1 U A2 U N ~ N c A, U M,, 
e A1 <L\ A.1, A2 <L\ A2, já que L c N e A1 < N \ A.1, A2 < N \ A.2 . Portanto, 
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Identificando cada conjunto M E [N] com sua função característica xM : N --+ {0, 1}, 
podemos pensar que [N] é um subconjunto do produto {0, 1 }N. Denotaremos por i a 
topologia induzida em [N] pela topologia produto. 
Proposição 12.3 A função ME [N] -'4 xM E {0, lY é contínua. 
Prova: SejaM= {m;} E [N]. Uma base de vizinhanças abertas de M em {O,lY é um 
conjunto da forma Uk = { {On} E {0, l}N: Bn = 1, quando 1 ::; n:::; k e n = mi para algum 
j}. Se colocarmos, A = { mj; mi ::; k}, então, como [A, N] = 'lj;- 1 (Uk), ternos ?jJ contínua no 
ponto M. • 
Corolário 12.4 f ::; T. 
13 Teorema de Nash-Williams 
Definição 13.1 Consideremos umafamflia A c [N]. Sejam A E [N]F e L E [N]. Dizemos 
que L aceita A, se [A, L] c A1 e L rejeita A, se nenhum M E [L] aceita A, ou seja, se 
[A, M]C/. A para todo M E [L]. 
Lema 13.2 Sejam A E [N]F eM E [N]. 
1. Suponhamos queM aceita A. Então, cada N E [M] também aceita A. 
2. Suponhamos que M rejeita A. Então, cada N E [M] também rejeita A. 
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Prova: 
1. Como M aceita A, então [A, M] c A. Por outro lado, N E [M] implica que N c M. 
Portanto, [A, N] c [A, M] c A. o 
2. Suponhamos que algum N E [ M] não rejeita A. Deste modo, por definição, existe 
P E [N] que aceita A. Desde que P E [N] c [M], então, existe um conjunto em [M], 
que aceita A, o que é uma contradição, pois M rejeita A. • 
Proposição 13.3 Dado L E [N], exíste M E [L], tal que 1'11 aceita cada um de seus sub-
conjuntos finitos ou rejeita cada um de seus subconjuntos finitos. 
Prova: 
Caso 1: ExisteM E [L], que aceita o conjunto 0. Então, [M] = [0, M] c A. Portanto, para 
todo A E [M]F, temos 
[A,M]- {LE[N];ACLCAUM, A<L\A} 
{LE[N]; AcLcM, A<L\A}c[M]cA. 
Segue que M aceita todos os seus subconjuntos finitos. 
Caso 2: Suponhamos que nenhum M E [L] aceita o vazio, ou seja, L rejeita o conjunto 0. 
Para provar o que desejamos, deveremos mostrar, primeiramente, dois lemas importantes: 
Lema 13.4 Existem M1 E [L] e m 1 E M11 tais que M1 rejeita {m1}. 
Prova: Suponhamos falso o lema e sejam N 1 E [L] e n 1 E N 1 • Corno N 1 não rejeita 
{nr}, existe N2 E [N1] que aceita {ni}· Seja n2 E N2, com n2 > n 1. Então, existe 
N3 E [N2 ] que aceita {ft2}. Se continuamos o processo, obtemos L :J N1 ::) N2 :J 
N3 ::) ... e n 1 < n 2 < n 3 ... , tais que nj E Nj e [{nj}, NHI] C A, para j 2:: 1. 
Tornando N = {n11n2,n3, ... }, então, [N} C Uj:,1[{nj}, NHd C A. Deste modo, N 
aceita o conjunto 0, uma contradição. • 
Prova: Suponhamos faJso o lema e sejam N2 E [M1] e ~ E N2, n2 > m1. Desde que 
N2 não rejeita algum A2 C {m1,m2}, existe N3 E [N2], que aceita A2 . Seja ns E Ns, 
n3 > n2 . Então, existe N4 E [N3], que aceita algum A3 C {m1, n3}. Se continuamos o 
processo, obtemos M1 ::) N2 ::) N3 :::) ... , m1 < n2 < n3 ... e Aj C {mb nj}, (j 2: 2), 
tais que nj E Nj e [Aj, Nj+l] C A, para j 2: 2. Como NH1 C M1 e M1 rejeita 0 e 
{m1}, então, nj E A1, para todoj 2:2. Segue que Ai= Bj U {nj}, com Bj C {m1}, 
para todo j 2: 2. Passando a uma subseqüência, se necessário, podemos assumir que 
Bj = B, para todo J. 2: 2. 
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Segue que [B U {n;}, N;+l[ C A, para todo j 2: 2. Se pomos N = {n1 , n2 , n3 , .. . }, 
então, é fácil verificar que 
00 
[B,N] c UIBU{n;}, N;+J] c A. 
j=2 
Deste modo N aceita B, o que é uma contradição, já que N c M1 e M1 rejeita 0 e 
{m!}. • 
Se continuamos este processo, obtemos L ::> M1 ::> M 2 ::> M3 ::> ... e m1 < m2 < 
m3 < ... , tais que miE M1 e Mi rejeita todo A c {m1, ... ,m1}. 
SejaM = {m1,m2,m3 , ... }. Provaremos queM rejeita todos os seus subconjuntos 
finitos. Suponhamos que isso seja falso. Então, existem A C {m1, ... ,m1} e N E [M] tais 
que [A, N] c A. Logo, [A, NnM;] c [A, N] c A e NnM; aceita A, o que é uma contradição, 
já que todo subconjunto de M1 rejeita todo A C { m11 .•. , m1}. • 
Depois de alguns resultados obtidos por Nash-Williams em [33] e outros, Galvin e Prikry 
[17] provaram que todo conjunto r-Borel é Ramsey. J. Silver [45] mostrou, com um argumento 
meta-matemático, que todo conjunto r -analítico é Ramsey. Mathias [31] deu uma outra prova 
disto e Ellentuck [12] deduziu este resultado em um artigo de três páginas, usando somente 
noções clá.'lsicas e alguns lemas de [17]. 
Neste trabalho apresentaremos o seguinte resultado devido a Nash-Williams, que é de 
grande importância na prova do teorema f 1 de Rosenthal. 
Teorema 13.6 Os conjuntos r-abertos em [N] formam uma famflia de Ramsey. Conseqüen-
temente, os conjuntos r-fechados formam uma famüia de Ramsey. 
Prova: Seja A c [N] um conjunto r-aberto e seja L E [NJ. Pela proposição anterior, existe 
M E [L], tal queM aceita todos os seus subconjuntos finitos ou M rejeita todos os seus 
subconjuntos finitos. No primeiro caso, M aceita o conjunto 0. Assim, [M] = [0, M] c A. 
No segundo caso, vamos mostrar que [M] c [N] \A. Suponhamos que [M] <t [N] \A. 
Então existe N E [M] nA. Pela proposição 12.2, podemos encontrar A E [N]F, tal que 
N E [A,Nj c A. Logu, [A,N] c [A,NJ c A e N aceita A. Mas N c Me M rejeita todos 
os seus subconjuntos finitos, temos uma contradição. Conseqüentemente [M] C (N] \A. a 
Definição 13.7 A C [N] é completamente Ramsey se, para cada A E [N]F e cada L E [N], 
existir M E [L], tal que [A, M] C A au [~4, M] c [N] \A. 
Teorema 13.8 (Nash-Williams) Os conjuntos r-abertos de [N] formam umafamz'lía com-
pletamente Ramsey. Conseqüentemente, os conjuntos r-fechados formam uma famflia com-
pletamente Ramsey. 
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Prova: Sejam A C [N] um conjunto T-aberto, A E [N]F eM E [N]. 
Tomemos f3 : N ----+ M, uma função bijetiva crescente. f3 induz uma função contínua f 
de [N] em [N], por: f(L) = j3(L), para todo L E [N]. 
Mostraremos que f é T-contínua. Sejam L E [N], A2 E [N]F e M 2 E [NJ tais que 
f(L) c [A2 , M2]. Escolhendo A1 = j3- 1(A2 ), M1 = j3- 1(M2 ), obtemos que 
L E [A,,Mi] c r'([A,,M,]). 
Definimos g: [N] --> [NJ por g(L) =LU A. A função g é contínua, pois, se L E [N], 
A2 E [N]F, M2 E [N] são tais que g(L) E [A2, M2], então, definindo A1 = A2 \(A\ L), 
M1 = M2 , obtemos L E [A, M1] C g- 1([A2 , M2]). 
Desde que (g o f)~ 1 (A) é r-aberto, então, pelo teorema 13.6, ele é Ramsey. Assim, existe 
X E [N], tal que [X] C (g o f)-1(A) ou [X] C [N] \ (g o f)-'(A). Pondo Y = f(X) E [M], 
temos [YJ c g-1(A) ou [YJ c [NJ \ g-1(A). 
ou 
Observemos que [A, Y] C {A UM; ME [N], M C Y} c g([Y]). Logo 
[A, Y] c g([Y]) c A 
[A, Y] c g([NJ \ g-1(A)) {A U L; L E [N] \ g-1 (A)} 
{AUL; LE[N], AuLj"A} 
c [N]\A. 
Isto completa a prova. • 
Para finalizar, demonstraremos o caso geral do Teorema de Ramsey de forma diferente 
da que foi sugerida na Seção 10. 
Teorema 13.9 (de Ramsey) Dado A c [N], existe M E [NJ tal que [M], c A ou 
[M], c [N], \A 
Prova: Seja j,: [N]--> [N]., a função restrição f({n1,n,, ... }) = {n1 , ... ,n,}, onde 
n1 < nz < .... 
Notemos que, se A E [N]k e L E [N], então, j,(X) =A, para todo X E [A, L]. 
Tomando M = U{[A, L] : A E A, L E [N]}, então, M é T-aberto e, portanto, ful.msey. 
Deste modo, existeM E [N], tal que [M] C M ou [M] C [N] \ M. Aplicando a função j,, 
temos [M], c A ou [M], c [NJ, \A • 
00 00 00 
Capítulo V 
Aplicações dos Teoremas de Ramsey à 
Teoria dos Espaços de Banach 
Um resultado importantíssimo de Eberlein-Smulian diz o seguinte: de uma seqüência limi-
tada em X podemos extrair uma subseqüência fracamente convergente, se, e somente se, X é 
um espaço de Banach reflexivo. Exigindo menos, ou seja, se de uma seqüência limitada em 
X pudermos extrair urna subseqüência fracamente Cauchy ( {xn} é fracamente Cauchy, se, 
para cada x* E X*, a seqüência de escalares x*(xn) é convergente), o que podemos afirmar 
a cerca do espaço de Banach X? A condição suficiente (refl.exividade) está garantida pelo 
teorema de Eberlein-Smulian. No entanto, se X é um espaço de Banach separável (reflexivo 
ou não), com X* também separável, então, cada seqüência limitada em X tem subseqüências 
fracamente Cauchy. 
Neste capítulo, o teorema f\ de Haskell P. Rosenthal, que será demonstrado utilizando-se 
dos teoremas de Ramsey e suas generalizações1 serve de contra-exemplo para a condição 
necessária no teorema de Eberlein-Smulian. 
Começaremos aplicando os teoremas de Rarnsey para encontrar espaços de Banach con-
tendo Co· 
14 Espaços de Banach contendo c0 
Teorema 14.1 Seja { en} uma seqüência básica normalizada em um espaço de Banach X. 
Então, { en} satisfaz uma das seguintes alternativas, que se excluem mutuamente: 
1. Existe uma subseqüência básica {fn} da seqüência {en}, que é equivalente à base de 
Schauder canônica de Co. 
2. Existe uma subseqüência {gn} da seqüência { en}, tal que supP IJ L~=l 9ni IJ = oo, para 
toda seqüência estritamente crescente {ni} em N. 
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Prova: Para O < c< oo, seja A= {N = {n;} E [N[; sup, 11 I:)~ 1 eni li :S 2c}. É importante 
notar que, eventualmente, a coleção Ac pode ser vazia. 
Afirmamos que a coleção Ac é T - fechada em [ N]. 
De fato: seja N = {ni} E Ac e consideremos a vizinhança de {nJ}~-1 , dada por 
Up = [A,,N], onde A,= {n1 ,n2 ,n3 , ... ,n,}. É claro que Ap c {n;}~1 C A,UN. Se 
M = {m;} E A n [A,,N], então, 
p 
sup 11 L::Cmi li :S 2c e 
p j=l 
{ni,~,n3,---,nq} c M c AqUN. 
Conseqüentemente, para j :::; q, temos 
m 
< sup Lemi :::; 2c, 
m ,i=l 
para todo q. Logo, sup, li I:)~1 e,.i li :S 2c e N = { n;} E A,. Segue que A, é 7-fechada e é 
Ramsey, para todo c. 
Deste modo, existe N1 E [N], tal que [N1] c A1 ou [Nd C [N] \ A1. 
Tarobém podemos encontrar N2 E [N!], tal que N2 c A2 ou N2 c [N] \ A2 . Proce-
dendo de forma indutiva, escolhemos N :J N1 :J N2 :J N3 :J ... tais que [N;] c A; ou 
[N;] c [NJ \A;, para cada j E N. 
Primeiramente, assumimos que [N;] c [N] \A;, para cada j E N. Seja N; = { n;,}, 
para todo j, e seja N = {nkk} a seqüência diagonal. Corno Ni :J Ni+l :J N;+2 ::J ... , então, 
N \ {{n .. }; k < j} E [N;] C [N] \A;, para todo j. Além disso, para cada j, vai existir 
P; > j, tal que li I:~;, i en., li > 2j. Portanto, 
Pi Pi j-1 
li E""" li L enkk + L enkk 
k=l k=j k=l 
Pi j-1 
> L enl<k - L en,.h 
k=j k=l 
> 2j- (j- 1) = j + 1. 
Logo, 
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Fazendo 9k = en,.,., para cada k, então, está demonstrado que sup11 li 2:1=1 9kll = oo. 
O mesmo argumento mostra que supP li L~= i 9kt 11 :;::::: oo, para cada seqüência estritamente 
crescente {ke} em N. 
Por outro lado, se assumirmos que [Nj] c Ai, para algum j E N, provaremos que a 
seqüência { enik} é equivalente à base de Schauder canônka de Co· 
Dados À1 , ... , Àp E R, escolhemos 'P>. E X*, II'P>.II = 1, satisfazendo 




L; Àk'P>(<n,.) +L; Àk'P>(en1,) 
kEA kEB 
< max I.\• I (L; 'P>(en1,) + L; 'P>(en,.J) 
kEN kEA kEB 
< max I.\• I ( 'P> (L: en,.) + 'P> (L: en,.) ) 
kEN kEA kEB 
< max I.\•III'P>II ( L: en,. + L:'"'' ) 
kEN kEA kEB 
- 4jmaxl.\kl 
kEN 
Deste modo, se 2:~1 Àje; converge, então, {Àn} e c0 , isto é, Àn ---tO. Assim, 
Reciprocamente, se ):~ 1 Àkeni,. converge, então, Àn -+ O e I:f=1 À;e; converge. Assim, 
{ eni,.} é uma seqüência equivalente à base de Schauder canônica de Co· • 
15 Sistemas Independentes 
Definição 15.1 Uma seqüência de subconjuntos (An, Bn) de um conjunto fixo S, com 
An n Bn = 0 para cada n E N, é chamada um sistema independente, se, para cada n-upla 
(et. ... , en), com Ei = ±1, para todo j = 1, ... , n, tivermos nj=1 e;A; #0, onde c;Ai =A;, 
se E;:;::::: +1 e E;A; = B;, se Ej = -1. 
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Exemplo 15.2 Um sistema independente (An, Bn) em [0, 1] é dado por An = {t; rn(t) = 1} 
e Bn = { t; r n ( t) = -1}, onde {r n} são as funções de Rademacher. A primeira função é dada 
por, r 1(t) = 1, para todo tE [0, 1]. A segunda, r 2 , é 1, sobre o intervalo [0, 1/2), e -1, sobre 







x1(t) = 1, para tE [0, 1] 
x (t) = { 1, para tE [0, 1/2) 
2 
-1, para tE [1/2, 1] 
x3 (t) = { 1, para tE [0, 1/4) U [1/2, 3/4] 
-1, para tE [1/4, 1/2) u [3/4, 1] 
A seqüência de funções {rn} é uma seqüência básica em Lp([D, 1]) (1:::; p < oo), equiva-
lente à base canônica de R.1 • 
Proposição 15.3 Seja {xn}~=l C X. Se existem b >a> O, tais que 
n n n 
a L]>.;]::; L >.1x1 ::; b L j>.1 j, 
j=l j=l j=l 
para todo ). 11 ... , Àn E RenE N, então, {xn} é uma seqüência básica em X equivalente à 
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base canônica de f! 1· 
Prova: Seja T: .€1 --+ X, definido por 
00 
T: {.\;}~1 E fl--+ LÀ;X; E X. 
j=l 
Da desigualdade da direita, segue que Testá bem definido e é contínuo. Da desigualdade 
da esquerda, segue que T é um isomorfismo entre f.1 e [xn]· Além disso, Ten = Xn, para cada 
n. Logo, T é uma base de [xn] equivalente a { en}· • 
Proposição 15.4 Seja {fn} uma seqüência uniformemente limitada de funções reais sobre 
um conjunto S. Sejam r E R e 5 >O, An = { s E S; fn(s) >r+ 5} e Bn = {sE S; fn(s) < 
r}. Se (An, Bn) é um sistema independente, então, {fn} é uma seqüência básica em foo(S), 
que é equivalente à base canônica de f 1 . 
00 00 





Pela proposição anterior, é suficiente provar que 11 Ljd À;f;ll 2 (5/2) L'J~1 IÀ;I, para lfn. 
Sejam F= {j E N; À; 2 O} e G = {j E N; À;< 0}. 
Corno o sistema (An, Bn) é independente, podemos tomar 
s, tE ( n An) n ( n sn) . 
nEF nEG 
Corno s, t estão em cada An e em cada Bn, temos 
n 
LÀ;f;(s) L À;f;(s) +L À;f;(s) 
j=l jEF 
L IÀ;If;(s)- L IÀ;I!;(s) 
jEF jEG 
> L IÀ;I(r+ó)+ L IÀ;I(-r) 
jEF jEG 
L IÀ;I(r + 5) +L I À; Ir (!) 
jEF jEG 
40 J.B. Nicolau -Aplicações dos Teoremas de Ramsey à Teoría dos Espaços de Banach 
e 
n 
-L, À;f;(t) L, l;.;l!;(t)- L, l;.;l!;(t) 
j=l jEG jEF 
> L, jÀ;j(r + 8)- L, j).;jr. (II) 
jEG jEF 
Adicionando (I) e (II), temos 
n n 
L, À;(f;(s)- !;(t)) 2: 8 L I;.; I+ 8 L, I;.; I= 8'L, 1;.;1-
j=l jEF iEG j:l 
Segue que 
n n n n 
L, À;f;(s) + L À;f;(t) > 'L,À;f;(s)- LÀ;f;(t) 
j:l j=l j=l j=l 
Assim, 
max(~À;f;(s), ~À;f;(t)l) 2:~~IÀ;I 
Deste modo, para todo n E N, 
n 
L À; f; 
,j=l 
16 Teorema de Rosenthal sobre Espaços de Banach 
contendo fl1 
Um dos mais bonitos teoremas na teoria dos espaços de Banach é devido a H.P. Rosenthal 
[39] (veja L. Dor [lDL para o caso complexo). A prova original de Rosenthal não utiliza o 
teorema de Ramsey, mas Farahat [16] mostrou que o teorema de Ramsey pode ser aplicado 
num ponto chave do argumento. Na verdade, a demonstração feita por Rosenthal contém 
muito dos elementos necessários para se obter o teorema de Rarnsey. 
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Teorema 16.1 (1\ de Rosenthal) Seja {xn} uma seqüência limitada em um espaço de 
Banach X. Então, {x .. } tem uma subseqüência {x .. k}, que satisfaz uma das duas seguintes 
alternativas, que se excluem mutuamente: 
1. {x .. k} é uma seqüência básica equivalente à base de Schauder canônica de f 1. 
2. { Xnk} é uma seqüência fracamente Cauchy. 
Prova: A idéia da prova deste teorema está em mostrar que, se { Xn} não tem uma sub-
seqüência fracamente Cauchy, então, ela contém uma subseqüência, cujos termos são pare-
cidos com as funções de Rademacher sobre um determinado conjunto. Mais precisamente, 
ela contém uma subseqüência, que satisfaz a hipótese da proposição 15.4. 
Suponhamos que { xn} é uma seqüência limitada em um espaço de Banach X e que { Xn} 
não tem subseqüência fracamente Cauchy. 
Considerando o mergulho canônico J, temos x E X~ Jx E X*" C foo(Bx-,R). Deste 
modo, um elemento x E X pode ser visto como um elemento de f.00 (Bx·, R). Neste 
caso, {xn} não ter seqüência fracamente Cauchy equivale a dizer que Jxn não tem sub-
seqüência pontualmente convergente, pois, x*(x .. ) converge, para cada x* E X", se, e só se, 
J,,(x')(= x'(xn)) converge, para cada x' E X'. 
Para simplificar a notação 1 trabalharemos com a seqüência { xn} em lugar da seqüência 
{Jxn}, mediante aquela identificação. 
Provaremos que { Xn} tem uma subseqüência básica equivalente à base de vetores unitários 
de f.1. 
De fato: 
Seja I a coleção enumerável de todos os pares (Cj, Di) de bolas abertas de R (ou se-
ja, intervalos), cujos centros e raios são racionais e satisfazem diam Ci = diam Di ::; 
(1/2)d (C;, D;)· Aqui diam C; é o diâmetro do intervalo C; e d(C;, D;) é a distância entre 
cj e Dj· Fazendo cj = (rj- Ój, Tj + Ój) e Dj = (sj- Ój, Sj + Ój), com rj, Sj E Q, Tj < Sj, se 
66; < s;- r;, é fácil verificar que diam C;= diam D; S (1/2)d(C;, D;). 
Lema 16.2 Existem k E N e L E [N], tais que, para rodaM E [L], existe xM em 
Bx·, para o qual {xm(xM)}mEM tem pontos de acumulação em ambos Ck e Dk. 
Prova: Suponhamos falso o lema, ou seja, para cada k E N e cada L E [N], existirá 
um conjunto ME [L], tal que, para todo x* E Bx•, a seqüência {xm(x'")}mEM não 
tem pontos de acumulação em cada Ck e Dk. Em particular, existe um conjunto 
~'411 E [N], tal que para cada x* em Bx·, a seqüência {xm(x")}mEM1 não tem pontos 
de acumulação em C1 e D1 . Da mesma forma, existe M2 E [M1], tal que, para cada 
x" E Bx·, a seqüência {xm(x*)}mEM2 não tem pontos de acumulação em C2 e D2. 
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Por indução, encontramos uma seqüência {Mi}~-1 de subconjuntos Mi+l E [Mi], tal 
que: dado n E N, se x* E Bx·, a seqüência {xm(x*)}mEM,. não tem pontos de acu-
mulação em Cn E Dn. Seja P = {Pn} E [N], tal que Pn E Mn, para cada n. Podemos 
assumir que {pn} é estritamente crescente. Lembremos que nenhuma subseqüência 
de {xn} converge pontualmente sobre Bx·· Deste modo, existe xô E Bx·, tal que 
a seqüência {xpn(x~)} não é convergente. Mas {xp,(xQ)} é uma seqüência limita-
da. Lembremos o resultado: Dados uma seqüência { Xn} C X (espaço topológico) e 
x E X. Se cada subseqüência de {xn} possui uma subseqüência que converge a x, 
então, Xn-+ x. Então, temos que {xPn(x(j)} com pelo menos dois pontos de acumu-
lação. Digamos que c e d sã os pontos de acumulação para { xPn (x(j) }. Podemos supor 
c< d. Escolha O< ó, < (d- c)/6 e r,,s, E (1, satisfazeodo 
Para cadaj 2:: 1, a seqüência {xPn (xõ)}n>j tem c e d como pontos de acumulação. Ain-
da mais, é uma subseqüência de {xm(xf)}mEMj· Deste modo, para j = k, temos que 
{xpJx~)}n;:-:k tem c e d como pontos de acumulação. Isto implica que {xm(xô)}mEMk 
tem c e d como pontos de acumulação em Ck e Dk, contrariando a definição dos Mi. • 
Consideraremos {xn}neL como sendo {xn}, Ck =C e Dk :::: D, para simplificar a notação. 
Temos, até este momento, que {xn} é uma seqüência limitada em X, sem uma sub-
seqüência que seja pontualmente convergente sobre Bx·. C e D são intervalos disjuntos de 
mesmo diâmetro e ~eparados por, pelo menos, duas vezes o diâmetro. Dado um subconjunto 
ME [N], existe um xM em Bx·, tal que {xm(xM)}meM tem pontos de acumulação em C e 
D. 
Sejam os conjuntos An, Bn definidos por 
A, {x' E Ex-; Xn(x') E C}, 
E, {x' E Ex·; x.(x') E D}. 
Lema 16.3 A seqüência (An, Bn) tem subseqüência, que é um sistema independente. 
Prova: De fato: Denotaremos por -Ai o conjunto Bi· Assim, para cada k, seja Ak 
a coleção 
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Identificaremos cada subconjunto de N com um ponto em {0, 1 }N e alegamos que 
n~,A, é um subconjunto fechado de [Nj, com relação à topologia de {0, l}N e, 
portanto, fechado em [N]. De fato, seja { nJ} E A; e consideremos a vizinhança 
básica U de { n;}, dada por 
U={{n;}E[N]; n;=nJ para lsjsk). 
Claramente UnA oF 0 (basta ver a definição de A,) e, portanto, existe { n)} E A,, 
tal que 
Assim, 
{nJ} E A,. 
Fazendo A= n~1Ak, então, também A é fechado. Pelo teorema 13.6, A é Ramsey e 
existeM E [N], M = {m,}, tal que [M] C A ou [M] C [N] \A. Sabemos que, dado 
A1 E [NJ, existe um xM em Bx-, tal que {xm(xM)}mEM tem pontos de acumulação 
em ambos C e D. Assim, existe um subconjunto N E [M], N = {m.,q}, tal que, se q 
é ímpar, Xm,q(xM) E C, ao passo que, se q é par, então, XmPq(xM) E D. Ou ainda, 
para q ímpar, xM E Am,q e, para q par, xM E Bmpq. Logo, para todo q, 
x~ E (-l)'A,.,,, 
o que mostra { m,,} E A, e descartamos a possibilidade de que [ M] c N \ A. Segue 
que [ M] c A. Podemos dizer que { mp} é uma seqüência estritamente crescente de 
números naturais, tal que uma subseqüência {m~} de {mp} satisfaz 
k n (-1)' Am~ oF 0 para todo k E N 
p=;;l 
Lembrando que -Aj = Bj, temos na verdade que, para qualquer subseqüência 
{m~} E [M], se interceptamos Bm~ com Am~ com Bm~ com ... (um número fini-
to deles), então, o conjunto resultante é não vazio. Tomemos O E [ M], tal que 
O= {1n2p}· Dado qualquer subseqüência {m~p} E [0], a intersecção de um número 
finito de A e B indexados por {rrS,,} é do tipo A..,.' nA ' . Essa intersecção contém 2p ~"'=il(p+l) 
Am~p n Bmk n Am'2(p+lh onde k é um natural qualquer, tal que m~P < mk < m~(p+t)· 
De forma análoga, se prova que se dois Bm~l' ocorrem um após o outro, digamos 
Bmj n Bmp então, essa intersecção contém Bmi n Amk n Bmn onde j < k < l. Portan-
to, a seqüência (Am2p, Bm2p) é uma seqüência independente de subconjuntos disjuntos 
de Bx·· • 
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Pelo lema 16.3, (An, Bn) tem uma subseqüência que é um sistema independente e, pela 
proposição 15.4, {xn} tem uma subseqüência básica equivalente à base canônica de .€1. • 
Outras aplicações do teorema de Ramsey podem ser encontradas em [39-46]. 
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Apêndice 
Alguns Resultados Importantes 
Apresentaremos aqui alguns resultados fundamentais [5, 9], que podem ser considerados, de 
certa forma, corno pré-requisitos para a compreensão deste trabalho. 
Teorema 1 (da aplicação aberta) Sejam X e Y dois espaços de Banach e seja T um 
operador linear contínuo e sobrejetivo de X sobre Y. Então, existe uma constante k > O, tal 
que 
T(Bx(D, 1)) :::J By(O, k) 
Corolário 1 Sejam X e Y dois espaços de Banach e seja T um operador linear contínuo e 
bijetivo de X sobre Y. Então, r-1 é contínuo de Y em X. 
Teorema 2 (Banach-Steinhaus} Sejam X e Y dois espaços de Banach. Seja (1i)iEI uma 
jamüia (não nece.ssariamente enumerável) de operadores lineares contínuos de X em Y. 
Suponhamos que 
sup IIT;(x)ll < oo Vx E X, 
iEl 
então, 
sup IIT;IIc(X,Y) < oo 
i E/ 
Dito de outro modo: existe uma constante k, tal que IIT,(x)ll S kllxll, Vx E X, Vi E I. 
Corolário 2 Sejam X e Y dois espaços de Banach. Seja {Tn} uma seqüência de operadores 
lineares contínuos de X e Y, tal que para cada x E X, T .. (x) converge, quando n --t oo, a 
um denotado por T(x). Então, se tem 
(a) sup IIT.Ikix.Y) < oo, 
(b) TE .C( X, Y), 
(c) IITII"(X,Y) S J!m, inf IIT.II"IX,Y)· 
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Teorema 3 Seja M subespaço de um espaço vetorial normado e Y um espaço de Banach. 
Se T : M --t Y é transformação linear contínua, então, existe, uma única i : M -7 Y 
linear contínua. 
Teorema 4 (Hahn-Banach, forma analítica) Seja p: X ->R uma aplicação, que ver-
ifica 
(a) p(>.x) = >.p(x) Vx E X e V>.> O 
(b) p(x+y)Sp(x)+p(y) Vx,yEX 
Sejam, também, Y C X um subespaço vetorial e g : Y -+ 'R uma aplicação linear, tal que 
g(x) < p(x), Vx E Y. Então, existe uma forma linear f definida sobre X que estende g, isto 
é, g(x) = f(x), Vx E Y e f(x) S g(x), Vx E X. 
Obs.: Neste teorema, X é apenas um espaço vetorial. 
Corolário 3 Para todo xo E X, existe f E X', tal que 11!11 = 1 e f(xo) =lixo li· 
Teorema 5 (do Gráfico Fechado} Sejam X e Y dois espaços de Banach. Seja T uma 
transformação linear de X em Y. Suponhamos que o gráfico de T, G(T), é fechado em 
X x Y. Então, T é contínua. 
Teorema 6 (Eberlein-Smulian) Um subconjunto de um espaço de Banach é relativa-
mente fracamente compacto, se, e somente se, é relativamente fracamente sequencialmente 
compacto. Em particular, um subconjunto de um espaço de Banach é fracamente compacto, 
se, e só se, é fracamente sequencialmente compacto. 
Teorema 7 (Goldstine) Para todo espaço vetorial normado X, J(Bx) é fraco* denso em 
Bx·· e J(X) é fraco * denso em X**. 
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