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Abstract
It is well established that all languages undergo change. Such changes have 
been seen in the Russian language in a relatively short period of time, 
particularly in the area of morphosyntax. In order to quantify and examine such 
changes data from the Russian language was used (the Barentsen Corpus). 
The aim of his thesis is to quantify change in Russian predicate adjective usage 
over a two hundred year period, 1801 -  2000, and improve upon the statistical 
analyses of corpora. A Russian predicate adjective may take one of three forms; 
the short form (SF), the long form nominative (LF-N) and the long form 
instrumental (LF-I). It is widely recognised that short form usage is declining in 
Russian. This study set out to determine how and where this decline was taking 
place over the two hundred year period. This was done through examination of 
examples taken from the Barentsen Corpus, which were then divided according 
to pre-decided criteria and analysed statistically. The results were divided 
according to the specific grammatical element examined; verbs, nouns and 
adjectives. Overall, it was found, as expected, that the short form is in decline. 
Statistical analysis enabled the nature and time of the change, including its 
statistical significance, to be identified within the time period examined. Through 
the statistical analysis used in this study it was shown that specific areas of 
change were identified. For example, the increasing occurrence of the LF-I with 
semi-copula verbs was observed, and that different rates of change were 
observed in the time period examined depending on grammatical features and 
some lexical items (a group of adjectives favouring the SF). Therefore, the 
methods used in this study allowed the quantification of changes in choice of 
predicate adjective form, building upon previous work by Benson, Gustavsson 
and Bazenova.
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Chapter 1. 
Introduction.
1.1 OVERVIEW AND CONTEXT
The PhD forms part of the AHRC-funded project “Short term morphosyntactic change in 
Russian” (grant number RG/AN4375/APN18306), which was conducted at the Surrey 
Morphology Group, University of Surrey, from September 2004 to May 2008. The stated 
aim of the project was to “provide a detailed picture of how a linguistic system can realign 
functions while leaving the forms intact” (where inflections remain constant, but their usage 
changes). All languages go through changes, and it was felt that not only would data from 
Russian help to understand the process, but also that Russian had undergone significant 
changes in a relatively short period of time in the sphere of morphosyntax, particularly in 
the following areas:
• The form of predicate adjectives
• Case government under negation
• Case government with numerals 2-4
• Agreement in conjoined noun phrases
• The case of predicate nominals
• Number in quantified expressions
The overall aim of the project was to “fill in the gaps” left by previous research into these 
areas, with the PhD thesis testing the final hypotheses on a “discrete system"1 in one 
particular area -  the development of the predicate adjective in the period 1800-2000.
1.1.1 Overview of the thesis
The aim of his thesis is to quantify change in Russian predicate adjective usage over a two 
hundred year period, 1801 -  2000. This was done through examination of examples taken
1 Quotations in this paragraph are from the original grant proposal (grant number RG/AN4375/APN18306).
2
from the Barentsen Corpus, which were then divided according to pre-decided criteria and 
analysed statistically.
A predicate is a portion of the clause, excluding the subject, which makes a declaration or 
denial about the subject. It may occur with an adjective phrase (AP), noun phrase (NP) or 
prepositional phrase (PP). A copula verb -  such as the verb to be -  joins the subject to the 
predicate. In Russian, a predicate adjective can take one of three forms -  the short form 
(SF), the long form nominative (LF-N) or the long form instrumental (LF-I). However, if the 
adjective occurs as part of a predicate noun phrase, the short form may not be used, as the 
adjective in this case will be standing in the attributive position. All three possibilities for the 
predicate adjective in Russian will agree in gender and number with their subject.
The changes examined in this study involve the choices made between the three possible 
adjectival forms. Further, the changes in the adjective form according to the verb type are 
examined by considering the differences which occur with subject noun phrases headed by 
different nouns -  concrete, abstract, animate and inanimate. Concrete nouns are things 
which can be experienced in a sensorial, physical, way, while an abstract noun is 
something which cannot be experienced in such a manner. An animate noun is, for 
example, a person or an animal, specific or general, including proper nouns for names, and 
inanimate nouns relate to things which physically exist, such as a table or a chair, and may 
also incorporate abstract nouns, such as those given above. In addition, with regards to 
animacy and inanimacy, animate subjects will also automatically be concrete. With regard 
to the SF as a marker of a temporary state, it could reasonably be expected that this form 
would occur more frequently with animate subjects than inanimate, since animacy implies 
that an object is more easily changeable. However, Israeli (2007) suggests that the 
instrumental form is now employed in marking a temporary state, as the nominative is used 
in marking a quality which is inherent.
Finally, it has been suggested that case government properties of the verb will influence 
the choice of adjective form. Predicate adjectives occur with the copula and semi-copula 
verb, and semi-copulas typically govern the instrumental, so that semi-copula status would 
be expected to favour the LF-I. Verbs were further divided according to tense, aspect and
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reflexivity. This was done in order to see if any of these favoured one form of the adjective 
over the others. If it was found to be the case that one form of the verb favoured either SF, 
LF-N or LF-I then the analysis conducted would enable the nature of this change to be 
characterised, particularly if this was spreading to other forms or if it was simply an 
anomalous occurrence.
This thesis focuses on developing and validating statistical methods that can be used to 
quantify language change, and to use these methods in conjunction with qualitative 
linguistic methods in order to better understand the process of language change in the 
context of corpus linguistics. Therefore, statistical analyses on how the frequency of 
adjectival forms change over the two hundred year time period which we are examining 
has been employed in investigating the Corpus.
The constructions under investigation are, and always have been, sensitive to both 
semantic and syntactic factors. However, as has been shown previously in a related study 
on case and predicate nouns (Krasovitsky et al., 2008), semantics played only a subsidiary 
role in the diachronic changes, supporting variation only at some stages, particularly in the 
first half of the 19th century. A semantically-based choice of nominative or instrumental was 
ultimately replaced by a single rule of instrumental case marking on predicate nouns. The 
shape of the shift from nominative to instrumental appeared to suggest that contemporary 
Russian is at an early stage in moving from a semantically-conditioned to a syntactically- 
determined model for predicate nouns. It is one aim of this study to determine whether 
similar trends in the adoption of the instrumental are observed using the Barentsen corpus. 
Further, nouns were paired into concrete and abstract, and animate and inanimate, in order 
to examine what, if any, effect they might have on the choice of form. This aspect was 
deemed important since previous studies, as mentioned above, had shown that, in certain 
contexts, a SF was preferred for use with abstract objects. Finally, it has been suggested 
that the adjective form will be decided according to a particular component of the noun, 
such as concreteness or animacy, particularly as one of the main facets of the SF is that it 
is associated with temporality which, as pointed out above, may be associated with these 
semantic features.
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In looking at individual adjectives, we have a number of issues to consider. First, we know 
from previous work and anecdotal evidence that there are a number of lexical items which 
now favour the SF, seemingly regardless of some of the factors deemed necessary for it. 
Previously, a group of adjectives has been identified as favouring the SF in the predicate 
position (i.e. Svedova, 1962). This group has been examined in the current study, and 
attention has been paid to those adjective classes that cannot, for example, take the SF. 
Also, searches were carried out regarding adjective class and for stress patterns, to see if 
either of these aspects could offer an explanation as to the perceived decline of the SF.
1.2 HISTORICAL LINGUISTICS
The understanding that linguistic change may be observed as it happens is only a recent 
phenomenon. For most of the twentieth century it was considered that language changed 
at such a slow rate that it could not be measured at the time; rather, it was thought that 
language changed could be measured only by comparing a point from the past with a point 
in the future, and mapping any changes. Indeed, Bloomfield (1933) stated that "the process 
of linguistic change has never been directly observed -  we shall see that such observation, 
with our present facilities, is inconceivable.” Such an opinion was held for the next thirty 
years with, for example, Hockett (1958) claiming that change could only be observed 
indirectly, via its consequences, and not directly.
However, Aitchison (1991: 18) commented that it was not so much that language change 
was unobservable, but knowing where to look, and what for, was of greater importance. In 
particular, researchers looked in the wrong direction as they uncritically employed 
methodological guidelines that were inappropriate for the purpose intended, providing 
oversimplified distinctions in the study of language. Such an example is the separation of 
synchronic (the study of the state of a language at a particular time) and diachronic (the 
study of language change) linguistics. A comparison of both methods was made by de 
Saussure, who commented that their separation was “absolute and allows no 
compromise". He employed the analogy of a tree trunk to compare the methods. A 
horizontal cut through the tree trunk allowed examination at a particular time (synchronic)
5
or a cut was made vertically, allowing the development over time to be addressed 
(diachronic). Usually, diachronic studies were composed of the results of synchronic 
studies, which were then compared to assess changes in the synchronic states over time.
While such an approach appears, superficially, to be logical, it does make the assumption 
that the data collected in synchronic studies is suitable for diachronic studies. It is entirely 
possible that they leave out the facts that are important for language change, thus 
inadvertently limiting their value to diachronic studies. Clearly, for example, language 
variation and language fuzziness are two such facts. Such issues impact further onto 
aspects of geographical, social and stylistic variations in a language. In addition, the nature 
of such changes is continuous in nature and therefore more amenable to analysis by 
suitable methods, such as the probabilistic approach to analysis of language change. The 
methods employed in this study will be further discussed in Chapter 2.
1.3 PREDICATES IN RUSSIAN
The predicate position in Russian allows three different forms of the adjective to occur -  
the short form (SF), the long form (nominative) (LF-N), and the long form (instrumental) 
(LF-I). Table 1 gives the forms for the adjective gotov ‘ready’ in the predicate position.
Table 1.1. Examples of the predicate position in Russian. 
Note: there are two forms given here for the feminine LF-I. 
The —oju ending has not been found in the Corpus after 1890.
SF LF-N LF-I
Masc. gotov gotovyj gotovym
Fem. gotova gotovaja gotovo j/oju
Neut. gotovo gotovoe gotovym
PI. gotovy gotovye gotovy mi
In addition, the example below relates to the SF with a present tense verb, which illustrates 
that the SF is not only found with a zero copula in the present tense:
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1a.
CTapbie atoflw 6biBaioT nofl03pnTenbHbi.
Star-ye ljudi byva-jut podozritel'n-y
Old-NOM.PL people tend to be-3PL suspicious-SF.PL
‘Old people tend to be suspicious' (Karamzin)
Further, examples of each of the three forms in the predicate position are shown below, 
where: 1a and 1b relate to the short form, 2a and 2b to the long form nominal, and 3a and 
3b to the long form instrumental.
1b.
HeT, Haianba neipoBHa; Bbl He3flOpOBbl,
Net, Natal’ja Petrovna; vy nezdorov-y,
No Natal1 ja Petrovna 2PL unwell- SF.PL
nocMOTpuTe Ha ce6n.
posmotr-ite na sebja
IOOk-PRES.2PL at yourself
‘No, Natalia Petrovna, you are unwell, look at yourself. ’ (Turgenev)
(Note -  vy is the polite plural form of “you” in Russian)
1c.
R flyMaio, hto Topr 3flecb HeyMecTeH.
Ja duma-ju, cto torg zdes' neumesten.
1SG think-PRES.iSG that haggling here inappropriate.SF.MASC
' I think that haggling here is inappropriate. ’ (Veller)
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2a.
M36a 6bma 
Izba by-l-a 
hut be-PST-FEM
TecHaa,
tesn-aja,
cramped-NOM.FEM
ManeHbKaa,
malen'k-aja,
small-NOM.FEM
HO HMCTaa.
no cist-aja
but clean-NOM.FEM
'The hut was cramped, small, but clean’ (Gor’kij)
2b.
Bom
Boj
Battle
SyfleT cepbe3Hbiti
budet ser’ezn-yj
be.3SG.FUT severe-NOM.MASC
1The battle will be severe.1
3a.
... X<M3Hb ee He 6 bin a T3K0M
... zizn ' ee ne by-l-a takoj
life her not be-PST-FEM so
oahhokom, ronofi.
odinok-oj, gol-oj.
lonely -INST.FEM miserable-lNST.FEM
(Svarc)
'... her life was not so lonely, miserable. ’ (Gor’kij)
3b.
H TorAa 6bin ManeHbKHM
Ja togda by-l malen 'k-im
1SG then be-PST.MASC small - INST.MASC
‘I was small then’ (Cexov)
8
There is a large body of literature given to describing the short form in syntactic terms, to 
the elements governing the choice of adjective after a copula verb (particularly byt), to 
lexical differences between the long and short form, and so on. Corpus studies have been 
carried out previously (Gustavsson (1976), Benson (1954), Bazenova (1993) for Russian 
since 1800, Grannes (1984) and Larsen (2002) for earlier periods) in various aspects of the 
predicate adjective in Russian, including its use in highly specialised texts (Bazenova) and 
a diachronic study from Puskin to the 1950s (Benson). These works will be discussed in 
greater detail in the literature review (Section 1.4.2).
The aim of this research is to examine the development of the predicate adjective in 
Russian over the period 1800 -  2000. Major changes in the predicate adjective had 
occurred in Russian before this, leading to a major change in use between the long and 
short forms (Table 1.2).
Table 1.2. Comparison of the use of long and short form in prehistoric Slavic and modern 
Russian (modified from Larsen, 2002).
Prehistoric Slavic Modern Russian
Attributive adjectives Long and short form Long form only
Predicate adjectives Short form only Long and short form
As Larsen points out in Table 1.2, the long form spread at the expense of the short form, 
restricting the latter to the predicate position, and even there not as the exclusive form. 
This dramatic change happened, as Larsen describes in some detail, over a period of 
approximately 1000 years. The developments examined in this research cover a later -  
and much shorter -  period. Nevertheless, it is proposed that the changes in the Russian 
predicate adjective have been no less dramatic.
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1.3.1 The influence of literary style
Stylistics is described by Simpson as "a method of textual interpretation... interested in 
language as a function of texts in context, and it acknowledges that utterances... are 
produced in a time, a place, and in a cultural and cognitive context.” (2004: 3) Therefore, it 
is the study of the linguistic forms and techniques used by an author in order to -  in the 
broadest sense -  “tell a story”.
Abstract storyline Represented storyline Domain in
stylistics
PLOT DISCOURSE Textual medium
Sociolinauistic mode
Characterisation 1: actions &
events
Characterisation 2: Doints of
view
Textual structure
Intertextuality
Table 1.3. A model of narrative structure, adapted from Simpson (2004, p.20). My underlining.
Table 1.3, above, illustrates a model of narrative structure. The points underlined in the 
column “Domain in stylistics” are the ones which most concern us in the present study. The 
textual medium can also be described as the genre, which for the purposes of this study 
has been divided into Fiction, Non-Fiction and Drama. The underlined points are those 
considered to be of the most interest in our analysis. The sociolinguistic mode applies to 
the social and historical setting of the text, both internal and external. Characterisation 1 
describes the mechanisms of the plot, actions of the characters and the events in which 
they find themselves. Characterisation 2 is of particular interest, in that it describes the
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mode of narration, such as first person. As Simpson states “The perspective through which 
a story is told constitutes an important stylistic dimension not only in prose fiction but also 
in many types of narrative text...” Of particular importance is the character of the narrator, 
be it first (homodiegetic) or third person (heterodiegetic) (second person occurs less 
frequently), as this can have a great effect on the question of animacy in the text.
The Barentsen Corpus contains nearly 1000 texts, written by a collection of over 100 
authors, covering a variety of genres such as memoirs, novels, plays or journalism. This 
allows those using the Corpus for research to take a broad selection of different styles into 
consideration during their searches. However, this can in itself present a problem, as 
differing styles mean differing uses of language. As we have seen, previous literature on 
the topic of the Russian predicate adjective has suggested that the short form is 
considered to be “bookish” (along with the instrumental), while the long form is considered 
more “colloquial”. This being the case, it would be reasonable to assume that non-fiction 
texts would have a higher percentage of short form adjectives than fiction. Works of fiction 
are written in a number of styles and registers, and the proportion of direct speech within a 
text can also affect this style. For example, a memoir written in the first person may not use 
such formal language as a history of Russia written in the third person.
The question of the differences in style will be examined in this thesis through the 
partitioning of texts not only in terms of the dates at which they were written, but also 
through genre, in as far as they will be headed “Fiction”, “Non-Fiction” and “Drama”. These 
divisions should allow us to examine the different levels of usage of the three forms of 
predicate adjective in varying contexts. However, this also presents a problem. Table 1.4, 
below, lists the short form adjective counts for a selection of non-fiction texts from the 
Corpus.
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Table 1.4. Table of usage of SF adjectives in non-fiction texts.
Time Author Animate Inanimate
Period Masculine Feminine Neuter Plural Masculine Feminine Neuter Plural
1801 - 
1850
LazeCnikov 3 3 0 2 3 0 8 4
1801 - 
1850
Glinka 34 0 0 24 10 17 14 23
1901 -  
1950
Averdenko 4 0 0 2 2 2 1 2
1901 -  
1950
ll'f and 
Petrov
35 18 0 23 21 27 16 14
1951 - 
2000
Mandlel'Stam 45 27 0 28 22 15 17 18
1951 -  
2000
Paudtovskij 4 4 0 3 2 2 3 1
1951 - 
2000
Terc 9 7 0 6 4 11 4 5
1951 -  
2000
Pelevin 22 9 0 9 14 16 5 5
Note: There is a strong bias toward fiction texts (approximately 75% of all examples) in the first half (19,n century) of the 
Corpus, meaning that any non-fiction analysis results will be skewed by the available data. Measures will be taken in the 
statistical analyses to deal with this.
Particular attention is drawn to two of the authors, Glinka and Mandel'stam, particularly in 
the “Animate” section of the table. The figures for Glinka show a count of 34 examples of 
short form adjectives with masculine animate nouns, but none with feminine animate 
nouns. Mandel'stam shows 45 for masculine animate and 27 for feminine animate. If these 
two texts were taken in isolation, one could be forgiven for thinking that short form usage 
with feminine animate nouns did not become a possibility until the second half of the 20th 
century, particularly if the gender and animacy of the noun were considered important 
factors. However, it is important in this case to consider the nature of the two texts -  
Glinka’s is about the Napoleonic Wars, and Mandelstam's her memoirs. When we look at 
the “ Inanimate” part of the table, we can see that there are more examples of Mandel'stam 
using the short form with masculine inanimate nouns than there are in Glinka's work, but 
the two are almost equal (17 and 15 examples respectively) with feminine inanimate 
nouns. Again, the nature of the texts must be considered: Glinka, in writing about war, uses 
many items of military vocabulary, including vojna (war), linija (line), pozicija (position) and 
so on.
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For example:
1a.
no3ML4M?i BopoflMHCKaa 6bina flnnHHa n LuepLuaBa
Pozicija Borodinskaja by-la dlinn-a i  sersav-a
Line-FEM Borodin-NOM-FEM be-PST-FEM long -SF.FEM and rough -SF.FEM
‘The Borodin Line was long and rough’
The lack of feminine animate examples can be explained by the subject and historical 
placement of his work. By comparison, Mandel'stam’s memoirs contain many references to 
friends and family, and the short form is often used to describe them:
1b.
yBepeHa, HTO 5a6enb xoflun K HeMy He
Ja uveren-a, cto Babel' xodi-l k nemu ne
1SG convinced-SF.FEM that Babel' gO-PST.MASC to him.DAT not
U3 TpyCOCTM, a 143 riKibonbiTCTBa...
iz trusosti, a iz Ijubopytstva...
from cowardice but from curiosity...
7 am confident, that Babel went to him not from cowardice, but from 
curiosity...’
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1c.
Jlapuca
Larisa
Larisa
6 b in a  cnoco6Ha Ha MHoroe,
by-l-a sposobn-a na mnogoe..
be-PST-FEM capable-SF.FEM of much
‘Larissa was capable o f much more...’
1d.
A
A
And
T mxohob Bcerfla BepeH cebe
Tixonov vsegda veren sebe
Tixonov always loyal.SF.MASC self
m Aeny,
/' delu,
and work
KOTOpOMy
kotor-omu
which-DAT
cny>xm.
sluz-it.
serve-3SG.PRES
‘And Tixonov is always loyal to himself and his vocation, which he 
serves. ’
1e.
A
A
And
cbafleeB
Fadeev
Fadeev
6  bin 
by-l
be-PST.MASC
HyBCTBHieneH.
cuvstviteien.
perceptive.SF.MASC
‘And Fadeev was perceptive.'
It might be expected that drama, made primarily of characters talking to each other, might 
contain a lower number of “bookish” short forms. However, it appears that this may not to 
be the case, as shown in Table 1.5, below.
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Table 1.5. Table of SF usage in drama texts.
Time
Period
Author Animate Inanimate
Masculine Feminine Neuter Plural Masculine Feminine Neuter Plural
1801 - 
1850
Griboedov 38 6 0 12 11 8 11 9
1851 - 
1900
Turgenev 29 23 0 11 4 4 8 4
1851 - 
1900
Cexov 13 11 0 19 3 4 6 2
1901 -  
1950
Gorkij 16 6 0 3 7 4 11 1
1901 -  
1950
Svarc 18 8 0 14 6 0 6 4
1951 -  
2000
Petrusevskaja 8 11 0 9 7 3 8 1
1951 - 
2000
Veller 18 1 0 8 4 10 3 5
Despite the fact that we might expect a more colloquial form of writing, drama also shows a 
substantial number of short forms for animate nouns. In this instance, it is the temporary 
element of the short form which is being employed by the author, particularly with such 
adjectives as gotov ‘ready’, zdorov ‘healthy’, scastliv ‘happy’, bolen ‘ill’ and so on. However, 
a division of the analysis, along the lines of that performed above, would exclude such 
forms from the second count and may show very few short form adjectives at all.
Initially, the analysis of the Corpus was divided into Fiction, Non-Fiction and Drama in order 
to look at the differences between colloquial and bookish language. However, it soon 
became obvious that, in the case of some playwrights, this was not the case. For example, 
Gor'kij’s characters often use a declamatory style of speaking which could not really be 
described as razgovornaja r e c However, drama does provide us with plenty of examples 
of the use and distribution of the predicate adjective with animate nouns, so the distinction 
has been maintained rather than amalgamating Drama into the general category of Fiction.
In depth examinations of the use of the predicate in works of literary fiction have been 
produced - The Function of the Predicate in the Fables of Krylov by H Hamburger (1981), 
for example, relating specifically to its stylistic use. Nichols (1981) points to the differences
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in style between Rasputin, writing in “colloquial" style, and Bulgakov’s deliberately bookish 
language, and the differences in predicate usage to be found in this. However, a broad 
stylistic analysis of the texts lies beyond the scope of the present study but will, as far as 
possible, be taken into consideration.
1.4 PREVIOUS WORK
The Russian predicate adjective presents a number of problems for linguistics, in terms of 
morphology, syntax and semantics. One of the most active debates surrounds the status of 
the short form adjective and the so-called “category of state" (the second of these two 
issues will be dealt with in greater detail in Chapter 5). It is therefore not surprising that a 
substantial literature exists on the topic, covering these issues from a number of 
perspectives, including corpus studies.
1.4.1 Usage
There are a number of sections in Russian grammars given over to the use of the SF (i.e. 
Offord 1996, Timberlake 2004, among many others), and these largely agree on the usage 
and semantics of the SF, as opposed to the LF-N or LF-I in predicate position.
Svedova (1952) examined the use of the long and short form adjective in modern literary 
Russian, particularly the opposition of LF-Ns and SFs regarding grammatical and lexical 
conditions, and which factors favoured the LF-N or the SF. She found that the main 
differences in usage were previously stylistic, in that the SF was favoured in the more 
bookish, formal styles of writing, and the LF-N was favoured in the more colloquial, less 
formal style. However, she concluded that these divisions are diminishing. Firstly, there 
was a dispersal in grammatical and lexical form, between the SF and the LF-N. Secondly, 
this was followed by a gradual encroachment of the LF-N into syntactic territory once 
occupied by the SF, therefore weakening the position of the SF, as it could occupy no 
position other than the predicate. Svedova states that this is a continuing process. The SF
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is no longer used in clauses containing verbs of physical motion in fiction texts, and is also 
rarely used in the temporal sense. Since the SF lost so much ground syntactically, it 
became less flexible and was reduced to a relatively minor role, becoming a “category of 
state". In contrast, the LF-N has more freedom in where and how it can function, and is 
therefore growing in usage. Finally, Svedova stated that the traditional stylistic distinction 
between the SF in non-fiction and the LF-N in fiction is also declining, as the LF-I is also 
taking over in non-fiction, “bookish” texts. The system is still functioning, but the status of 
the SF is being weakened.
Mjasnikov (1970) examined the differences between the long and short forms. He 
determined that the long form was the predicate form most used in spoken Russian and 
has been steadily replacing the short form in this function, although no timeframe was 
given for this change. This was accompanied by an expansion of lexico-semantic meaning 
and syntactic properties of long form adjectives. Mjasnikov also commented that the short 
form in spoken Russian is insignificant, as it is made up from forms which have lost their 
links with the long form, such as rad, dolzen, nuzen, and so on. He concluded that the long 
and short forms can be freely interchanged without change in meaning, and that the short 
form was not developing in spoken Russian but that its use and development was mainly 
restricted to the literary form.
Borras and Christian (1971) gave an overview of the Russian adjective as a whole, 
including the predicate. They claimed that the instrumental was widely used in the 
predicate position with a semi-copula verb -  particularly in the present tense - and that “ In 
this respect there is a marked difference between nineteenth and twentieth century usage.” 
(p.79). They also stated that the instrumental form in this position took the meaning of a 
quality at a particular time, making it the logical choice to replace the short form. In terms of 
the status of the predicate and its usage, Borras and Christian believed that in sentences of 
the type A/a nebe bylo pasmurno -  The sky was dull, “dull” is an adverb, not a predicate 
adjective. They acknowledged that the “state is a temporary one and not necessarily 
characteristic of a person or object.” (p.94) and that this was defined by other researchers 
as a “category of state”. Category of state was used as a means of describing those 
instances where there was no overt subject, for example in the English phrase “It is
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raining”, the “it” does not stand in place of a noun -  the phrase merely describes a general 
state. Therefore, the argument would be that as no noun is being described, the use of an 
adjective of any form is inappropriate. The status of the adjective/adverb has been -  and 
continues to be -  debated in sentences without an overt subject.
Groen (1998) presents an overview which takes into account the major factors which 
determine or influence the choice between the use of short and long form adjectives in 
particular contexts. Firstly, the lexical meaning of the adjective stays the same in either the 
long or short form. Usually, the general meaning of the short form is that, in any given 
example of its usage, there are specific restrictions -  these are usually temporal, spatial, 
conditional or subjective measures of a particular situation. However, the presence of such 
a restriction does not ensure that the adjective is of the short form. Groen highlighted 
situations where the short form’s use was required, which included the matter of reciprocity 
of the subject, the idea of oversize, and the expression of the amount or intensity 
associated with the quality mentioned. In particular, the short form found wide usage when 
the degree of something, or its intensity, were to be emphasised.
There is a significant lexical difference between the use of the long and short form, and a 
blurred boundary between the lexical meanings and polysemy. Groen uses the example of 
“distinguished, prominent” (LF-N) and “visible, conspicuous" (SF) and relates their 
meanings (i.e. visibility) with their abstract meanings (i.e. prominency) as a means of 
exemplifying the non-arbitrary nature of classifications, particularly at the boundaries of 
different groupings. Groen, however, does not make the distinction between “meaning” and 
“abstract meaning” absolutely clear.
1.4.2 Historical and corpus studies
Corpus studies have previously been used to look at the usage -  and changes of usage -  
in the short form adjective. Two of the studies discussed in the following paragraphs -  
Benson’s thesis on the use of the predicate adjective from Pushkin to the mid-twentieth 
century, and Bazenova’s paper (1993) on the use of short form adjectives in Russian
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scientific texts -  cover all or a large part of the period to be analysed in this thesis, and are 
both diachronic. Gustavsson’s work on predicate adjectives with byt' covers a shorter 
period.
Larsen’s study of the evolution of the long and short form adjectives in Russian (2002) 
takes data from four Chronicle texts in order to trace the development of the SF/LF-N 
distinction. She finds that, initially, the SF held the stronger position of the two, in that it 
could be used both predicatively and attributively, where the LF-N could be used only in the 
attributive position. There was also a distinction between those adjectives used in definite 
and those used in indefinite constructions, although the usage is ambiguous in such 
constructions. Over a period of approximately 1000 years, the roles went through a major 
change, although the definite/indefinite dichotomy remains unclear. Larsen also raises the 
issue of the definite/indefinite opposition and development actually being one of 
predication/attributivity.
Grannes (1984) examined the change in short form adjectives and participles as facultative 
objective predicatives (those which modify a direct object -  “facultative” is non-permanent, 
and “obligatory” is permanent) in 18th century Russian. He used a corpus to show a decline 
in the use of short forms (i.e. SF/LF) from 40.49 to 32.68%. In general, his corpus shows 
that the ratio between short forms and long forms is approximately 1:3. He compares his 
work to Glinkina’s (1968), whose approach includes long forms which have no 
corresponding short forms. Grannes found that, in the 18th century texts from which his 
corpus was composed, the use of short form adjectives and participles as FOPs 
(Facultative Objective Predicative) had declined substantially by comparison with the 
previous century. However, they were more widely used in 18th century literary language 
than had been previously supposed, and cannot be wholly attributed to the “high style 
prose of Russian Classicism” which saw substantial use of the short form up until the 19th 
century. It is proposed that, in essence, the use of short or long form appears to be 
influenced by a stylistic criterion, or “style-marker”, a claim which the author substantiates 
due to the absence of the short form in Karamzin.
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Grannes also indicates that these findings help to establish a continuing downward trend 
for the SF, which had been stronger in the 16th and 17th centuries, as the 18th century ratio 
is approximately 1 (LF):1.5 (SF) which, he states, “represents a radical regress of the SFs.”
Hence, the nature of the Corpus and its sub-sections (i.e. literary sources) have to be 
carefully considered and contextualised when corpus studies are conducted, including the 
range of source material and the range of the test time period.
Benson (1954) investigates the development of predicate adjective usage in Russian 
literary prose from Puskin’s time to the 1950s. He finds that a significant change in usage 
occurred during this period. The research material upon which his study is based is 
subdivided into three parts; the classical (1828 -  1880), middle (1880 -  1917) and Soviet 
(1917 -  1952) periods. Short predicate adjective usage was widespread during the 
classical period (81% usage), which Benson attributes to the retention of Karamzin’s 
“traditional” style by the majority of major writers (i.e. Puskin, Gogol', Turgenev). The 
middle period saw this usage drop from 81% to 63%, reflecting a stylistic variance and the 
elimination of what Benson perceives as outmoded syntactic features. The gradual 
increase of long-form adjective usage (from 12% in the classical period to 25% in the 
middle period) he attributes to the decreasing influence of the “aristocratic” style of 
classical authors and the vernacularisation of Russian literature. Instrumental usage rose 
from 7% in the classical period to 12% in the middle period. Interestingly, Benson finds that 
these changes continued into his “Soviet” period. However, while the trends show 
directional changes from each of his periods, they are less pronounced in the Soviet 
period. For example, short form usage decreases from 81% in the classical period, to 63% 
in the middle period, to 59% in the Soviet period. Long form (LF-N) usage increases from 
12% in the classical period, to 25% in the middle period and then to 28% in the Soviet 
period. This is mirrored by an increase in Instrumental usage, which increases from 7% in 
the classical period, to 12% in the middle period and then to 13% in the Soviet period. In all 
cases, there is a large jump in form usage between the classical and middle periods, 
followed by -  again, in all cases -  an incremental increase from the middle to the Soviet 
periods. Statistical tests were not performed on these data to determine significant 
differences between occurrences in each of the time periods.
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The subjective nature of the author’s "period" selection may influence the trends observed, 
and a realignment of these three periods (possibly mapped with different descriptors) may 
yield results of differing significance. In his analysis, Benson arbitrarily selects three strata 
into which his dataset is split. These are based on historical and sociological parameters, 
the most obvious of which are the early traditional style (to 1880) and the Soviet style 
(1917 onwards). His three strata are unequal in their length and possibly in their total 
number of literature sources -  the latter being difficult to define as this information is not 
presented in Benson’s study, as percentages are used, rather than the total number of 
examples. His “middle” stratum is essentially undefined and may be attributed to a change 
in literary style that is not quantitative but empirical. However, the historical periods defined 
for the strata did mark logical points in Russian literary history at which changes could be 
expected to emerge. In essence, given the proximity of two numbers in each analysis, it 
may be argued that his dataset could be split into pre-1880 and post-1880 strata. For 
example, Benson suggests that short-form usage changes from 81% in his classical 
period, to 63% in his middle period and then to 59% in the Soviet period. His analysis of 
long form and instrumental usage also shows a similar distribution, with usage in both 
cases rising from the classical period and reaching a plateau in his middle and late periods. 
It is clear that short form usage is in decline; however, Benson’s data, particularly his use 
of three statistical strata, would suggest that the decline is less after 1880, and the decline 
observed may not even be significantly different in statistical terms. Benson’s analysis of a 
range of literature from Puskin to the middle of the 20th century shows that a significant 
change had occurred in the predicate adjective in Russian, and that this change is not 
complete. Benson concludes that the understanding of these changes allows the 
complications that arise in descriptive studies to be addressed.
Gustavsson’s (1976) work is an attempt to establish rules for the choice of adjectival form 
with the copula verb byt' ‘be’, and looks in particular at contextual factors: in certain 
contexts, all three forms are possible (oxota byla udacna-udacnaja-udacnoj). Gustavsson 
aimed to establish rules for the choice of form, paying attention to contextual factors. The 
clauses investigated all have various forms of the copula byt'.
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The study was based on searches of a corpus containing both fiction and non-fiction texts. 
The Corpus spanned the period 1964 -  1971 and encompassed 67 texts. There was an 
approximate balance between fiction and non-fiction. This is not a diachronic study, in that 
Gustavsson was not so much examining change in the use of the short form, but looking at 
the distinction between which form of the adjective -  instrumental, long or short form -  was 
favoured in various constructions using the copula byt'.
His hypothesis -  as with others, including Benson -  is that the short form is “bookish" or 
“oratorical”, and the long form typically colloquial or vernacular. To this end, he claims a 
clear distinction between the two styles in the choice of adjectival form. Gustavsson also 
states that, while the choice of form can have stylistic value, this is not the case in all 
contexts. Searches throughout his corpus found that both the instrumental and nominative 
long form adjectives were favoured in most cases, but the short form was typically used in 
the following:
1. phrases with v ‘in' plus locative case
2. non-fiction texts rather than in fiction
3. when the substantive in the previous context is known or given (the long form
and instrumental form are used when this substantive is new or unknown).
Further, the short form was also used with abstract subjects, which have a higher 
percentage of both short forms and the instrumental than concrete and animate subjects. 
This combination is not surprising, as abstract nouns are typically “bookish”. The short form 
was also affected by word-class membership (as eto -  it is; vse - all, to -  that, this; cto -  
what; the relative pronoun k o to ry j-  which, what; and the infinitive have a high percentage 
of short forms). Also there are certain groups of subjects which tend to use one form more 
than the others (for example, words denoting times of the day use the long form) and used 
with expressions of place -  v + locative has a high percentage of short form. Gustavsson 
considered the point thus: “Style surely plays an important part here, for subjects of this 
type are characteristic of bookish language, not colloquial language”.
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Clauses in which the subject has one or more adjuncts have a higher percentage of short 
and instrumental forms than those without. The author suggests that the percentage usage 
increases with the grammatical complexity of the adjunct. Clauses where the subject has 
an adjunct are typical of a “bookish” style. Clauses where the subject is a substantive used 
in a preceding context exhibit a high percentage of long forms, i.e. if the information is 
previously known to both speaker/writer and recipient. They are usually used where the 
preceding context is new or unknown, and the short form used when it is given or known. 
Gustavsson indicated that "...the category definiteness seems to be reflected here in 
choice of form." Therefore, Gustavsson argues, definiteness has more impact on the 
adjective form than the clause type.
The case of animate nouns seems surprising as -  in the semantic sense -  one of the 
primary functions of the short form is -  supposedly -  to denote a temporary state. So, while 
the long form seems logical for concrete nouns, why is this also the case with animates? 
The findings listed above, and especially those relating to animate nouns, will be re­
examined through searches in the Barentsen Corpus in Chapter 2 to 5.
Bazenova (1993) examined the long and short form as used in scientific texts from 1800­
2000. The usage of both forms in literary Russian was defined and then compared with 
scientific usage, to see if the latter complied. It was found that although the use of the short 
form decreased during this period, its occurrence in relation to long forms was still higher in 
scientific texts than in general language usage. The function and frequency of various 
semantic groups of short adjectives were studied, as it was considered that they would 
perform significant functions in specialist texts. The most significant difference between 
general language and scientific writing was found in the functioning of the short form as a 
marker of a continuous quality, which in other forms of literary Russian was usually 
conveyed by the long form.
The choice of texts in this case reflects the particular nature of scientific writing, in that 
there is a very strict academic convention for the authors of these articles, and that the 
language used can definitely be described as “bookish”. Bazenova is particularly
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concerned with the necessity to express both precision and abstractness, and how these 
terms can be used in conjunction with the need for evaluative language. The Corpus used 
contained 58 texts from different branches of science (geology, physics, chemistry and so 
on). The analysis showed that there was a greater frequency of short forms in scientific 
texts (13.1%) than in both business (2.5%) and arts (1.9%) writing (these figures are given 
as comparison with long forms -  therefore 86.9% in business writing would have been long 
forms, and so on).
One of the most interesting findings of Bazenova’s research is the use of the short form in 
the case of “evaluative semantics” (1993, 139), for example “Bpeivm Heu3MeHHo" Vremja 
neizmenno -  ‘Time is invariable’. In this instance, the use of the short form is shown to 
increase from around 26% in the 19th century, to 53% in the twentieth, doubling its 
frequency. This is at odds with the received wisdom that the form is declining, but must -  in 
this instance -  be attributed to the peculiarities of scientific writing. The author equates this 
with the disappearance of the short form from texts including “significant emotional 
evaluation" (possibly referring to psychology texts). Unfortunately, Bazenova gives only 
percentages for her findings (and there are very few percentages given), making it 
impossible to run a separate statistical analysis or comparison with our own data. However, 
these findings cannot be considered insignificant, as they show the definite influence of 
written style in short form usage. This work is based on a very formal, prescriptive and 
academic use of language, which is being used for a specific purpose. Therefore, it would 
be inappropriate to use this one quantitative example to say that the short form is not 
decreasing -  indeed, it is increasing. Although this example accounts for only a small 
number of adjectives within a highly specialist area of writing, it would be wrong to discount 
it completely.
Ueda (1992) used a small corpus of eleven texts, all memoirs, in his study, which found 
1457 examples of predicate adjectives either with an overt form of byt', or as part of a 
clause. Predicate adjectives in the present tense were not considered, nor were those with 
eto, to, etc., those with specific suffixes that disallowed a short form, and subordinate 
clauses of the type “Uderzat' ego bylo nevozmozno" (“Keeping him back was impossible.’’). 
The relatively small sample of works, along with the strict adherence as to what should and
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should not be included, allows Ueda to analyse in great detail the status of the predicate 
adjective in clause-level constructions. However, in using such a restricted selection of 
resources, in that all were not only non-fiction, but of the same type of non-fiction, Ueda is 
unable to compare his findings across genres, or even to estimate the effect that third- 
person narration might have, as opposed to the first-person used within memoirs.
1.4.3 Semantics
Timberlake (1986) -  examining only the long forms - suggested that the predicate 
complement can appear either in the instrumental or nominative cases, and that the choice 
between these cases is correlated with a difference in the interpretation of the state 
described by the predicate complement. He divided the LF and instrumental predicate 
complements into three categories -  descriptive nominative, temporal instrumental and 
modal instrumental. The descriptive nominative is explained in terms of the state described 
being “independent of the particular circumstances of the narrated world” (p.139), and 
which has existed previous to the beginning of the action being described.
V odn-o 
In one-NEUT 
rasstroenn-yj, 
distraught -SG.MASC 
Jugo prikljucil-as' 
Hugo happen-PST
utro Eljuar priS -el
morning Eluard come-PST.MASC
skaz-al, cto s
say -PST.MASC that
neprijatnost'
unpleasant
with
ko mne
to me. DAT
Zan -om
Jean-DAT
‘One morning Eluard came to me distraught, and said that something 
unpleasant had happened to Jean Hugo.’
(Example from Erenburg 9.716, in Timberlake 1986, p. 140)
The action here takes place “one morning”, however we can assume that Eluard was 
distraught before the action of the sentence takes place, and that he may have continued 
to be for some time afterwards. In such examples, Timberlake states that “to the extent that
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it is clear that a given sentence is the onset of an episode [...] the preference for the 
nominative is quite strong and the instrumental is virtually excluded.” (p.140)
The temporal and modal instrumental categories relate to, in the first case (temporal) a 
state beginning near to the time of the narration, and the second (modal) associated with 
negative adjectives or those which could be understood to be negative within a certain 
context. For example, the temporal instrumental:
Stepan, mesjac provaljav-sis’ v bol'nic -e; vernu -Isja zdorovym.
Stepan month loll -pst in hospital-LOC return-PST healthy-lNST
‘Stepan, having lolled around the hospital for a month, returned healthy.’
(Example from Stadnjuk 119, in Timberlake 1986, p.142)
The original circumstances (being ill) have been changed by subsequent circumstances 
(being in hospital) to reach the state which the adjective now describes (being healthy). 
This change in situation necessitates, according to Timberlake, the use of the instrumental. 
Finally, the modal instrumental:
Cerez peredn-ij kraj protivnika oni pros-li
Through front -nom line enemy-GEN they pass-PST.PL
nezamecennym-y 
unnoticed -nom .pl
‘They passed through the front lines of the enemy unnoticed.’
(Example from Birjukov 25, Timberlake p.140)
In this example, the state does not change -  they were unnoticed throughout the action of 
the sentence. Timberlake goes one step further in claiming that the use of the instrumental
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takes into account the fact that there may have been another outcome, where another form 
(nominative) may have been purely descriptive of that particular moment.
The differences in the two cases are that the nominative suggests a state where there is no 
departure from the expected state of affairs, whereas the instrumental does. Timberlake 
suggested that, in temporal terms, the state has typically held for “some time” prior to the 
narrated time. The nominative implies that the state is independent of the particular 
circumstances in its world -  the state may or may not be valid under different 
circumstances. By contrast, the instrumental begins near the narrated time, at which time 
the matrix predicate occurs. This use of the instrumental suggests the beginning of the 
state, as well as a departure from the circumstances of the previous state. The modal 
instrumental shows a strong affinity for lexical adjectives that are, or can be implied to be, 
negated, i.e.; nevredimyj -  unharmed and nezamecennyj - unnoticed. Essentially, it is 
suggested that the difference in the nominative and instrumental in the predicate 
complement construction examined lies in a different relationship between the actual 
reported state and the possible expected states. Timberlake further builds on the temporal 
theme in Flier and Brecht (1985), in which he again turns attention to the varying factors 
involved in the choice of the predicate, and how temporal, semantic, morphological and 
aspectual influences combine. In doing this, Timberlake attempts to find a model which will 
allow us to look at all possible outcomes from a given state, according to the choice of 
predicate form.
Petterson (1972) proposes that the difference between verbs and adjectives in Russian is 
not formal but is based on a syntactic distinction, almost suggesting the passive or active 
possession of a particular property -  for example, “whiteness” in the following example:
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Bel -et parus odinok-ij 
Whiten-PRES sail lonely -NOM 
‘A lonely sail is shining white.’ (Lermontov)
Parus beI -yj 
Sail white-NOM 
The sail is white.’
(Petterson 1972: 43)
For certain adjectives which have no short form, it is the case that they are derived from 
underlying non-activity verbal predicates, hence the absence of a short form. He also 
comments that the short form was used as if “in time” whereas the long form was used as it 
was timeless, or “outside time”. Another distinction proposed between the long and short 
forms is that the former is concerned with the quality of an object, whereas the latter is 
concerned with its state. Further, the predicative use of a long form results in a connection 
between an object (or phenomenon) and the abstract notion of the object’s quality, similar 
to its use in an attributive sense. The “property” beholden of the object may be temporary 
or permanent, a general property that is both permanent of and independent from the 
object in question. In the case of a short form, the property of the object is permanent or 
temporary, but in a predicative sense the property always belongs to the object, and it is 
always a property sought in the particular object -  it is the essence of the object, and is 
inseparable from it. This difference is defined as the fundamental difference between the 
long and short forms of an adjective in the predicate, and may be viewed as a 
“morphological device” for expressing the difference between the active and non-active in 
an object.
1.4.4 Syntax and Agreement
Most work in this area has concentrated on the distinction between the long and short form 
adjective, again using a number of methods but with many being based on -  or inspired by
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-  transformational grammar and x-bar theory. In terms of agreement, Corbett in particular 
has published a number of papers concerning the issue.
Corbett (1979) has examined the question of predicate agreement in some detail. This 
work is split into two parts -  the first deals with predicate agreement with unspecified noun 
phrases, and the second with predicate agreement with incompletely specified noun 
phrases. He argues that subjects which have no specification for gender or number are 
neuter by default, and that this “neutral” form must be distinguished from the SF. In 
syntactic terms, Corbett argues, the SF is losing ground to the LF, but in constructions 
requiring the “neutral” form, the seemingly SF form remains rather than being replaced. 
The second part deals with alternative agreement in the predicate, along with “almost 
specified” forms (such as otec s synom -  father with son), which is done by setting up a 
“squish” (“a continuum along which lexical items can be placed” Crystal (2003)) for the 
predicate. It was shown that agreement with forms such as kto - who could be handled 
within syntax, and that predicate agreement could be best understood if all types, not only 
verbal, were analysed together.
Corbett also looked (in an earlier paper -  1975) at scitat nuznym constructions and 
proposed a “more complex” structure to allow for an analysis of instrumental usage. This is 
an area which had received little previous attention, but which Corbett points out Galkina- 
Fedoruk (1957) and Chvany (1970) had discussed previously. This was achieved by 
syntactically deriving the NP, and resulted in the observation that one could avoid nuznym 
being derived directly from the short form.
In Hierarchies, Targets and Controllers, Corbett dealt with the predicate hierarchy and its 
implications for Russian predicate agreement.
finite verb - participle - adjective - noun
(The Predicate Hierarchy, taken from Corbett 1983)
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Corbett points out that the further to the right we move, so the chance of semantic 
agreement increases. However, the honorific “vy" in the Slavonic languages provides a 
problem, as it is also used for “you” piural. This is examined in great detail with a number of 
examples from the Slavonic languages, and the statistical evidence provides a strong 
argument for the hierarchy, showing that semantic agreement does increase as we 
progress to the right of the hierarchy. In combining target hierarchies (p.173) Corbett 
illustrates the relationship between predicate and agreement hierarchies, showing the point 
of contact as being the verb predicate. He shows that they can be successfully combined 
once certain differences between the two have been isolated, “controller factors counteract 
the effect of the Predicate Hierarchy, so that the different factors must first be isolated to 
demonstrate their individual effect.” (p.174)
Babby’s “Transformational Grammar of Russian Adjectives” (1975: 32) was based on 
Chomsky’s Aspects Model (1965), which further developed the ideas in his earlier 
Syntactic Structures theory (Chomsky, 1957). He suggests that both the short form and the 
long form are surface structure categories, both coming from the same deep structure 
category V (verbal):
“The long form appears to function as the active participle of the short form... 
the passive participle has both a long form and a short form, i.e. behaves 
syntactically just like an adjective, while the active participle has only a long 
form; when the subject vy’ ‘you (polite)’ refers to one person, the predicate 
long form must be in the singular, and in the short form must be in the plural.”
Babby suggests that long form nominative adjectives are, in fact, short form adjectives 
which have been marked for case. Therefore, if we accept Babby’s argument, that the 
short form is not declining at all, but merely being more usually marked for case, the 
question is raised of those adjectives that do not have short forms. Babby’s argument 
would appear to suggest that certain adjectives could exist only once they have been 
marked for case. However, this would constitute the vast majority of adjectives, meaning 
that the rule itself would be the exception to the rule. In a later paper (1998), Babby
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proposes a syntactic explanation of “the complementarity of LFs and SFs” in that they do 
not occur in the same positions and therefore “have different syntactic structures." He 
argues that a point made previously -  that “SFs are never NP constituents while LFs are 
always NP-interna!” was incorrect in the second part, which could not account for 
sentences such as:
On vernu -Isja dom -oj golodn-yj
He return-PST home-lNST hungry -nom
‘He returned home hungry.’
The adjective in this sentence can no longer occur in the SF, meaning that the LF must 
take the position outside the NP.
Siegel (1976) attempts to analyse the Russian long and short forms within the framework 
of Montague Grammar, presenting the two forms as “members of two distinct underlying 
categories”. Montague Grammar links semantic and syntactic considerations -  “The syntax 
and semantics work side by side in such a way that any two expressions that are the same 
syntactically will be the same semantically, though not necessarily vice versa” (p.299).
Siegel points out that “Scientific laws and similar statements invariably contain short-form 
adjectives or verbs, and not long-form adjectives, in the predicate position” (which may give 
further support to Bazenova’s findings). The example she gives, “Prostrantsvo 
beskonecno<" -  Space is infinite -  would appear to be at odds with the previously stated 
use of the short form as being for temporary states. While the temporary/permanent 
dichotomy between short and long forms would be extremely useful in scientific writing, it 
appears that -  in this example at least -  the opposite is occurring. The short form is used 
to describe a permanent state -  the endlessness of space. Also, in this particular example, 
“space” cannot be compared to anything else; it cannot be endless in comparison to 
another “space” elsewhere (as opposed to the example Siegel gives on p.297 of 
"studentka umna" - the student is intelligent in an absolute sense, and “studentka umnaja” 
-  the student is intelligent compared to the other students).
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Siegel attempts to find an explanation for how the long form can appear in both predicate 
and pronominal position, when short forms occur only in the predicate. She differentiates 
the long and short forms, describing the long form as nouns in inflection and agreement 
and in not taking infinitive complements. Short forms are, by comparison, like verbs in 
inflection, agreement and their ability to take infinitive complements. Short forms are 
categorised in the same manner as verbs and are said to follow verb rules. Further, long 
forms cannot appear in most imperatives with byt', whereas short forms can, as the kind of 
dyf'that appears with short forms is a transformationally inserted “dummy support” used for 
tense and mood. Bailyn (1994) used X-Bar theory to build a syntactic argument around 
Siegel’s work, appearing to justify the distinctions between the long and short forms. He 
combined syntactic and semantic considerations (following Montague grammar) to explain 
the differences between long and short form and, according to Toman’s (1996) review, 
raises a perennial problem in the mapping of syntax and semantics, “Either we differentiate 
adjectives in their predicative and attributive use as members of two different categories, or 
we do not differentiate these two uses and fail to provide for a consistent mapping between 
syntactic categories and semantic types.” (p.595) This question is central to the definition 
of the status of the Russian predicate adjective, as both syntactic and semantic aspects 
have to be considered.
Franks (1995) work is developed within the framework of Chomsky’s Government and 
Binding Theory (1981). Franks examines the conditions affecting case agreement between 
primary and secondary predicates and their antecedents and discusses an account of the 
case that arises when agreement is blocked, and proposes that the solution to the latter 
issue be formulated in terms of control theory. Short form adjectives are formally caseless. 
As secondary predicates they are usually marginal and possibly also stylistically marked. 
Their usage also depends on the particular adjective of interest. Franks states that “a 
secondary predicate takes an adjunct predication of some item in the sentence, auxiliary to 
the main subject-predicate relation” and continues to give the three possibilities:
32
• agree with this NP in all pronominal features, including case
• agree with this NP in all features except case, receiving instead a default case 
by some other mechanism, or
• agree with this NP in all features except case but not receive a default case, 
appearing instead as a caseless short form (p. 221)
It is the instrumental which is the predicate adjective’s most common -  and stylistically 
preferred -  form.
Richardson (2001) states that case agreement suggests that the predicate adjective is non- 
eventive. The instrumental case suggests that the secondary predicate is eventive and that 
a discrete change of state occurred at or around the event time of the primary predicate 
(agreeing with Timberlake, 1986). Richardson suggests that case features in Russian may 
be eliminated from syntax and that case is linked to interpretable tense and aspect 
features.
Pereltsvaig (2005) presents an overview of the distinction between short and long form 
adjectives in Russian, and attempts to propose a lexical alternative to Bailyn’s syntactic 
account (Bailyn, 1994). It is proposed that long form adjectives are specified for case and 
features pertaining to animacy, which are not present in the short form, and that short 
forms are simply “shortcuts for bundles of primitive features”. Pereltsvaig reviews the 
properties of short and long forms in Russian and summarises the tests used to determine 
in which category an adjective should sit; meaning, distribution and morphology. The 
categorical features of lexical items are deemed insufficient to determine by themselves 
morphological and syntactic issues, so other properties -  such as specification for 
particular morphological features -  should be considered when categorising adjectives. 
These issues are contextualised by Pereltsvaig in the wider sense of examining diachronic 
change across Slavonic languages, although this change is described as “gradual” and no 
time period for this change is specified.
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1.4.5 Summary of previous research
Previous research into Russian predicate adjectives is broadly divided into four areas -  the 
syntactic nature of the predicate adjective, the semantic nature of the predicate adjective, 
predicate adjective usage in Russian and corpus studies. This substantial amount of 
research has produced a varied set of ideas and results, the majority of which will inform 
the present study and, in the particular case of the historical and corpus studies, provide a 
dataset against which to test and compare my own.
Through the examination of predicate adjective usage, most researchers (Svedova, 
Mjasnikov and others) have agreed that the SF is the formal, or “bookish” form, and the LF 
(both forms) more colloquial or vernacular. Flowever, Svedova argued that the SF was 
declining and that the differences between it and the LF were diminishing. Mjasnikov stated 
that the SFs most used in spoken Russian { ra d -  glad, etc) were insignificant as they had 
lost -  or were losing -  their connection to their LF. He also argued that SF and LF could be 
interchanged and used in place of the other without any loss of meaning. Groen found that 
the SF still held in particular constructions, and was used particularly in the emphasis of 
degree or intensity. He also stressed the lexical differences between the SF and LF, 
showing that the forms were not interchangeable (as Mjasnikov had stated).
Larsen’s study of early Russian showed that the SF had originally been the predominant 
form, standing in both predicate and attributive positions, but that the LF had become 
stronger over time. Grannes noted a decline in the SF in the 18th century, by the end of 
which the ratio of SF to LF was approximately 1:3, and argued that this was due to 
stylistics. Benson’s diachronic study over a 150-year period also showed a decline in the 
SF, and argued that this was due again to stylistics and the vernacularisation of Russian. 
Gustavsson’s synchronic study was an attempt to establish the rules regarding predicate 
adjective choice in Russian. Again, the SF was identified as the “bookish” form, but he 
identified a number of areas in which the SF was the favoured choice. Bazenova’s 
diachronic study of scientific texts over a 200-year period (1800-2000) found something of 
an inversion of the previous use of the SF as a marker of temporality, in that it was being
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used for continuous quality (space is infinite). She also found that there was a higher 
percentage of SF usage in such texts, as opposed to other non-fiction texts.
The place of the present research in this context is two-fold: firstly, it will involve examples 
derived from a larger and more diverse corpus than has been used previously and, 
secondly, will involve statistical analysis designed to track the various elements affecting 
the morphosyntactic changes in the predicate adjective over the 200-year time period, and 
assess their effects on each other. To these ends, the present study seems a logical 
progression in the study of the Russian predicate adjective. In addition, this research will 
show the value of statistical analysis in measuring the stages of language change and will 
offer a method by which linguists can tell the point of progression of a particular change.
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Chapter 2 
Methodology
2.1 INTRODUCTION
2.1.1 Issues in Corpus Design
Rather than being simply a random collection of texts -  perhaps even words -  a corpus 
seeks to be representative of a language. Of course, such design is subjective and 
perhaps, in the statistical sense of random sampling, it may even be inappropriate for it to 
be anything other than a simple and random collection of texts. However, the content and 
design of a corpus really depends on what it is intended to represent -  specific types of 
texts, such as plays, novels, scientific publications, or a general collation of works of all 
kind in a language. The representative nature of the Corpus therefore determines not only 
the nature of the research questions which are used to interrogate the Corpus, but the 
range and applicability of the findings of any such investigation. Therefore, the issue of 
representative samples relates as much to the content of the Corpus as to any 
mathematical or statistical treatment of the results, including sampling of the Corpus. It also 
limits the contextualisation available by comparison with previous studies which, while they 
may use the same methodologies to examine the Corpus, may be working with different 
corpora. Hence, comparisons with previous studies, as described in Section 1.4, and their 
findings should be discussed and compared in the knowledge that constraints may be 
imposed upon both their differences and commonalities.
Appropriate sampling of the Corpus is central in valid study design. This is discussed in 
Section 2.4. Proportional sampling, such as that used in opinion polling for political 
purposes, may not be wholly appropriate to corpus studies. Rather than the results 
proportional sampling would produce, corpus studies are interested in the range of 
linguistic variants that occur in a language, or in describing one variety of a language that is 
relative to another variety of the same language. In this case, it is therefore important that 
the Corpus covers all the varieties of the language. Even those documents that are seldom 
read by the vast majority of a population, such as legal documents or scientific research 
papers, should be included in some way in order to ensure that the Corpus is 
representative of all aspects of a language. This may also be extended to written and 
spoken forms of the language. Therefore, a corpus should seek to include the range of
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linguistic variation present in a language but not the proportions of variation. This stratified 
approach, which should be characterised, is representative of categories that in some 
cases have been subjectively decided and which may not match apparently similar 
categories in other languages.
Hence, diversity is an important aspect of corpus design. Different lexical, grammatical and 
discourse features exist across different varieties of a language, and each register may 
have its own pattern of use. Any corpus, therefore, that is interested in variation of 
language of any type should consider the diversity of texts that it includes. Such diversity 
should also include register variation and subject matter. The latter is particularly important 
for lexicographic studies as word frequency may vary with the subject matter.
In Table 2.1, the numbers of examples in the Corpus, which have been used in this study, 
are listed by time period only. While this stratification is essential in the analysis of this 
study, only focusing on the total number of words is not always appropriate. In essence, 
the number of texts from different categories may need to be considered. Inclusion of small 
numbers of particular types of texts may skew the Corpus and any analysis thereof. 
However, it may also be argued that, if such texts do exist in such small numbers, their 
inclusion at such levels is valid and representative. The methods employed in this study 
are outlined in Section 2.3, and discussed thereafter. It should also be noted, as discussed 
in Chapters 3, 4 and 5, that a lack of examples returned from a search of the Corpus can 
be considered to be either unrepresentative due to low numbers, introducing skew or 
undue overemphasis to the results, or that such a return more realistically reflects the 
occurrences of particular items more widely in a language, assuming that the Corpus is 
itself a representative sample of that language. This latter case is important for 
lexicographic studies, which require large corpora due to the infrequent occurrence of 
words and collocations often returned in such studies. While this may be the case for 
lexicographic studies it should be noted that diversity is as important as size in many 
corpus studies.
Finally, other considerations may also affect corpus quality and relevance. These include 
the use of materials for which permission has been obtained -  more importantly, it should
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consider those materials not included for this reason. Consistent methods for collection and 
inclusion of data -  such as consistent methods of transcription or, if relevant, 
transliteration, must be considered. While many considerations such as those described 
above may improve corpus design, it is imperative to appreciate that a researcher can only 
really compare like with like; different corpora have different compositions for different 
reasons and extrapolations between studies should carefully and fully consider the nature 
of the Corpus design -  and its original intended purpose -  before drawing conclusion from 
different studies, even studies using the same statistical methodology.
The above discussion relates to synchronic studies. In the case of diachronic studies, the 
parameter of time has to be considered in addition to size and diversity of register. Further, 
a paucity of historical texts may create difficulties for equality of sampling, and 
representative sampling, across all time periods. This also depends on the nature of the 
historical enquiry, which may be as simple as examining the works of one author, or 
examining one form (i.e. the novel) across a defined time, or it may be extremely 
complicated, investigating a series of authors and different forms across a wide time 
period, as in this study. The Helsinki Corpus (http://www.ling.helsinki.fi/uhlcs/) and 
ARCHER Corpus (now based at the University of Manchester - 
http://www.llc.manchester.ac.uk/research/projects/archer/archer3_1/) were designed for 
this purpose, as was the Barentsen Corpus, employed in this study. Such corpora may 
have structural and inclusion criteria; for example, the ARCHER Corpus contains at least 
ten texts in each fifty year period, which are mostly chosen at random.
Inclusion of registers is an issue, particularly for diachronic studies. For example, they may 
represent a wide range of the types of writing found in each historical period; they may be 
speech-based registers (court documents or plays); or they may include registers that 
exhibit a continuous history across all time periods, if indeed it is possible to find registers 
that do sit across all time periods; in cases where such registers change, such as the 
presentation of medical research from case-based to experimental-based works, the 
analysis of the Corpus should highlight what, in effect, requires subjective interpretation. A 
truly random corpus may include some or all of the above, and certainly contain elements 
of personal styles of communication (diaries, journals and letters, for example), fiction
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prose, popular exposition such as newspaper prose, specialist registers such as those 
associated with legal, medical and scientific prose, speech-based registers (such as face- 
to-face communications, and monologues such as sermons). Some of these examples, 
such as sermons and prose from plays are often idealised written representations of 
speech and should be used carefully. However, a corpus may be designed for a specific 
purpose and therefore its construction might be more specific. As language changes over 
time, issues such as tagging might be difficult, as such practices may change. Therefore, 
where possible, a like-for-like comparison might be the ideal solution, but it may not 
necessarily be possible to fully achieve.
The method of analysis may also be considered to be subjective and cannot be assumed 
to be standardised. For example, computational methods may differ in their codification 
and as such they may search a corpus differently. The use of concordancing packages 
may be useful in standardising methodologies for corpus searching, particularly if a 
particular programme is widely used and established in the field. While writing one’s own 
programmes is often more specific and suited to a particular study, optimising the output 
from that study, it is limited by the lack of transparency associated with such approaches, 
as programmes of this type often remain unpublished, allowing no one else to use such 
software. This limits the validation for such programmes and for the findings of particular 
studies.
2.2 HISTORICAL AND STYLISTIC INVESTIGATIONS
2.2.1 Stylistic and historical studies
Computational techniques have been applied to the study of language databases since the 
1960s, initially to investigate the style of authors, genres and historical periods and thence 
to examine historical language databases, particularly diachronic text corpora, which have 
allowed a wide range of investigations, including examining stylistic (by focusing on a 
particular author) lexicographic, grammatical and discourse matters, to be carried out on 
their contents. Such progress from the previous methods of textual analysis was inevitable
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given the technological advances. Indeed, they continue to progress and develop rapidly, 
and as such the techniques available today should not be considered as a panacea to all 
the requirements of the field. Technological and methodological improvements will continue 
to be made, and they will keep ensuring that more rapid and streamlined methods of 
corpus analysis are available.
The value of corpora, and the increasingly rapid methods that permit their interrogation, is 
shown in the development and use of the Helsinki Corpus. Although developed as recently 
as 1984, well in excess of four hundred academic works have been published exploring the 
Corpus. Indeed, in another more recent measure, an internet search for this corpus returns 
over twenty thousand hits. Such a diachronic corpus is a valuable resource for many 
researchers, providing a large collection of varied texts from across a wide time range, a 
number of texts from different registers and the ability to undertake rapid, quantifiable and 
repeatable searches for a number of lexical and grammatical constructions.
Biber et al. (1998) outlined an example of how the Helsinki Corpus has been used. It 
considers the parallel development of modal and semi-modal verbs marking 
obligation/necessity. In such a semantic domain, two modal verbs -  must and sh o u ld -a re  
employed as they mark a strong sense of personal obligation or logical necessity in the 
case of the former, and which are more weakly represented in the latter. For example:
Marking obligation:
(a) Now we must look to the next stage of development (News)
(b) You shouldn’t go to bed too early (Conversation)
Marking logical necessity:
(a) As Sherlock Holmes said, “When you have eliminated the impossible, whatever 
remains, however improbable, must be the truth" (Academic prose)
(b) He is able to specify a rule for what that amplitude should be. (Academic prose)
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Semi-modals such as have to, got to and need to may be used to mark similar distinctions 
in meaning; in this case, in the strength of the sense of personal obligation associated with 
the above phrases, relative to weaker expressions which include ought to and supposed to:
Marking obligation:
(a) You haveXo protect your eyesight. (Fiction)
(b) I’ve got to tell him. (Fiction)
(c) I need to stay here. (Fiction)
(d) Maybe 1 ought to call them now. (Fiction)
(e) You were supposed to leave (Fiction)
Marking logical necessity:
(a) We know that the transmitted beam has to have its polarisation in this 
perpendicular direction. (Academic prose)
(b) There ought to be little difficulty in teaching these things. (Academic prose)
(c) This is supposed to be a respectable hotel. (Fiction)
Modal verbs such as must and should have a long history in English, from before the tenth 
century. Semi-modal verbs marking obligation/necessity occur more recently, compared to 
modal verbs (ca. 1400). Historical duration of a verb does not indicate productivity, but 
extent of use can be readily determined by employing a corpus-based approach. In this 
case, Biber et al. examined frequency of modals and semi-modals in texts across four 
centuries. They used a range of sources, including the ARCHER Corpus, the Longmann- 
Lancaster Corpus and the British National Corpus. They plotted the relative frequency of 
modal and semi-modal occurrence over their chosen time periods for all three registers 
used. They found that, overall, modals were more common than semi-modals over the 
found hundred years of their study, but that the frequency was changing over time as semi- 
modals increased in popularity, being concomitant with a slight decrease in the occurrence 
of modals. Semi-modals had, by 1990, become as frequent as modals in news, slightly less 
in fiction texts but of greater frequency in conversation.
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Adopting a lexicographical reading of these findings indicates that they do not follow the 
same patterns of use. The most common forms of modals have changed across the time 
periods of the study, for example, whereas the forms of semi-modals have remained 
reasonably constant over the same period. However, this must be taken in the context of 
the relative starting positions of modals and semi-modals, suggesting that such a change in 
semi-modal use might follow that observed for modal verb use. They were able to highlight 
specific usage, and suggested that this methodology could be developed to analyse the 
corpora in more detail by, for example, examining the specific contexts in which certain 
forms are used and mapping this context to frequency or by studying grammaticalisation.
2.2.2 The historical evolution of written and speech-based registers
Corpora can be used to track changes in various registers over time periods, allowing the 
analysis of a written language over time to assess, for example, literacy, or to quantify 
improved academic achievement. Such analyses provide an understanding of the changes 
to written language, and provide a good counterpoint for analysis of changes in speech. 
One issue in comparing the spoken and written forms is that the former is usually 
transcribed and is, in effect, not speech but speech-based and therefore an example of 
indirect evidence. This is expounded upon by Biber et al., (1998) who used the ARCHER 
Corpus to compare the changes in medical research articles and drama texts using four 
sampling intervals over a period of 350 years. These registers were chosen as they were 
generally regarded as opposites in style, the former being a formal written record, and the 
latter a fictional representation of various conversations (usually face-to-face, in the 
majority of examples) which provides an approximate representation of the spoken form. 
Comparison of two such registers therefore allowed the authors to compare, or infer, 
changes in the written and spoken registers across their chosen time period.
They compared two major dimensions of register variation, “ Involved versus informational 
production” (including private verbs, present-tense verbs and second-person pronouns, for 
example) and “Non-impersonal versus impersonal style” (defined by passive constructions 
in both main and dependant clauses).
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Their results showed that both registers were very similar in the seventeenth century, with 
literature in particular being characterised as impersonal compared to the latter parts of the 
study, but digressed thereafter with the dramatic prose becoming less impersonal and the 
medical text becoming more impersonal. No comparative statistical analysis was 
conducted across the time periods, so it is not possible to state, in a statistical sense, 
whether the changes observed are significant or not. In the case of drama texts, the 
twentieth-century texts have developed more of the involved characteristics and 
progressed to a near-absence of passive constructions. Medical prose progressed in the 
opposite direction, where information became increasingly dense and formal and 
increasingly passive in its constructions. This is in contrast to the colloquial style of medical 
texts from the seventeenth century, which were often letters written to editors for
publication with little modification. A general contrast between medical writing of these
eras, highlighted below with suitable examples, is the change from a style which could be 
understood by a non-medical reader, to a style which is explicitly technical and which 
requires substantial subject-specific knowledge to understand.
The first example is the title of a medical letter, written by Brown in 1685, entitled “A 
Remarkable Account of a Liver, appearing Glandulous to the Eye”, and appearing in the 
Philosophical Transactions o f the Royal Society of London. Such a text is characterised by 
a combination of passive and involved examples, combining the use of very involved 
features with a vocabulary comprised of relatively dense, or verbose, nouns and other 
features. The use of the words “appearing” might suggest a degree of passive or subjective 
observation in the construction. Such historical writings were compared by Biber et al. to 
more recent works, such as that taken from the New England Journal of Medicine in 1985:
During the sequential activation of the complement components of the 
alternative pathway by a variety of surfaces, such as new cuprophane 
membranes or yeast-cell walls, peptides are split from the third (C3) and 
fifth (C5) components of compliment. These peptides are designated
C3a and C5a, respectively, and the latter has the capacity to induce
leukopenia and pulmonary leukostasis in vivo and to aggregate
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granulocytes in vitro. The carboxyl terminal amino acid arginine, of both 
peptides C3a and C5a, is rapidly cleaved by carboxypeptidase N of the 
blood, and the resultant stable peptides are designated C3a desArg and 
C5a desArg, respectively.
Comparisons of both the texts discussed, among many others, would simply not be 
possible without a properly constructed and representative diachronic corpus. Such a 
corpus clearly demonstrates the enormous changes that can occur over time. In the case 
of the two examples used above, it should be noted that the latter example is extremely 
technical and reflects not only the change in language but in the understanding and 
complexity of biomedical processes. One example of this is the abbreviation of arginine, a 
peptide, to the suffix -Arg; this is a common shorthand description of proteins and peptides 
whose use is specific to particular biomedical fields. Hence, while the Corpus seeks to 
characterise evolution of language it may be able to do this in the context of the evolution 
of the aspects of a register which are essentially external to the Corpus, a phenomenon 
that may both contextualise the findings of the Corpus in a field outside linguistics but 
which should be taken into account when comparing registers from different fields where 
rates of progress and evolution may differ markedly.
2.2.3 The Barentsen Corpus
The short term morphosyntactic change project uses a corpus approach, in order to be 
able to use similar data from a 200 year time period. For obvious reasons, the Corpus has 
had to be compiled using written texts, as any recorded, spoken language would only allow 
us to study examples from approximately 1920 onwards. It also allowed those compiling 
the Corpus to include texts of similar genres for different time periods, allowing a more 
accurate comparison of data. This is essential in the compilation process, as one of the 
four main characteristics of a modern corpus (listed by McEnery and Wilson 2006) is 
“sampling and representativeness”, meaning that a corpus should include as wide a range
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of authors, styles and genres as possible, which would be “maximally representative of the 
variety under consideration.”2
This research used a corpus, provided by Dr Adrian Barentsen of the University of 
Amsterdam, as the raw material for the investigation. It was already machine readable and 
therefore ready to be searched using the appropriate program. The Corpus contains 
approximately 30 million tokens, which we initially divided into 20-year time slots. The 
number of texts contained within each of these time slots is shown in Table 2.1.
Ease of availability is an obvious factor in the Corpus containing more texts for the 
twentieth century, particularly for the last forty years. There is also a greater variety of 
texts, in that there are more examples of both drama and non-fiction in the second half of 
the Corpus.
The Barentsen Corpus is a corpus of texts collected over approximately twenty years. It 
was initially intended to provide a basis for collecting examples of temporal conjunctions, 
with particular attention to tense and aspect, for Dr Barentsen’s research. The latter, 
“Basic", corpus, was designed specifically to study changes in temporal conjunctions over 
a 200 year period, and particularly “adhortative" expressions (see Barentsen 2003a and 
2003b for his findings and analysis). The concept was to build a corpus of four roughly 
equal parts, divided into 50-year periods, with each subset containing approximately 1.5 
million tokens. Barentsen included as wide a range of authors and styles as possible, 
although his choices were often limited by their availability in electronic form3. The lack of 
nineteenth century non-fiction texts can be attributed to their lack of availability. The 
collection of the texts was helped by developments in technology allowing texts to be taken 
from the internet (lib.ru.net), where earlier they would have required an OCR (Optical
2 Also listed are “finite size, m achine-readable form  and a standard reference” .
3 “The main factor was the availability in electronic form. Because m ost o f the texts w ere gathered from  text-collections on the 
Internet, there has been a kind o f  natural selection. M ost o f the earliest texts clearly belong to the literary "canon". But I have made 
som e special effort to include som e representative authors, that are less known today. For instance, I scanned and OCR-ed som e texts 
o f  Bestuzhev-M arlinskij. W hen I had the possibility to choose, I tried to include com parable am ounts o f  writers with rather different 
styles. 1 also tried to include in any subset at least som e m aterial from  plays” . A.A. Barentsen, personal communication, 27.11.06.
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Character Recognition) program or, as with the first example in the Corpus, would have 
been typed in manually.
Table 2.1. A breakdown of the number of texts contained within particular time 
periods in the Bartensen Corpus (note: total word count = 31,585,550).
Period No. of
texts
Total for 
century
No. of 
words
Total for 
century
1801-1820 24 896,758
1821-1840 137 3,367,414
1841-1860 88 2,070,487
1861-1880 107 5,405,059
1881-1900 78 2,084,380
434 13,824,098
1901-1920 39 643,589
1921-1940 114 4,545,601
1941-1960 47 1,376,313
1961-1980 135 5,278,639
1981-2000 225 5,917,310
560 17,761,452
2.3 DERIVATION OF DATA FROM THE CORPUS
Data were taken from the Corpus using the Dialing Concordance program. The program 
allows the researcher to search for various morphological forms of defined phenomena, 
such as short form adjectives. The program searches the text, and gives the results in the 
context of the sentence in which they appear, allowing for analysis of the sentence 
structure as a whole. Several examples are shown below, in Figures 2.1 and 2.2, together 
with information about their location on the researcher's filespace. These examples also 
show that the searches did not always return the exact data requested.
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C:\Documents and SettingsYLI StafFvMv Documents\Literature\Baientsen 
Coipus\Additions BarCorp Ru\19 2\Turgenev\derevnvamonth.txt
Bcpa AjieKcaimpoBna em,e o n e iib  niojiofla; b h  ee 3anyraTb M o w e re ...
C:\Documents and SettingsVLI StaffXMv Documents\Literature\Barentsen 
Corpus\Additions BarCorp Ru\19 2\Turgenev\derevnvamonth.txt
Bnepa a 6 m He co 3Haaaci> b to m , h to  a  B im o B a T a  n ep ea  BaMH...
Figure 2.1. Examples returned in a search for “SF adjectives 
with feminine animate nouns”
C:\Documents and SettingsVLI Staff\Mv Documents\Literature\Barentsen 
Corpus\Additions BarCorp Ru\19 l\Lazhechnikov\Novobranec.txt
Cepflue M oe p a f lo c T H o  6 h jio c b  n p i i  oflHOtt M b ic jm , h t o  a C K o p o  o n o a u iy c b  m ch o m  h
K p y n i io  n o ro B o p io  c  H en pH axe jicM  aa o 6 h ^ i,i MoeMy O Te n e cTB y.
C:\Documents and Settines\LI StafFvMv Documents\Litei'ature\Barentsen
CorpusVAdditions BaiCoip Ru\19 l\Lazhechnikov\Novobranec.txt
B B o f m y  12 - r o  r o a a , h c t i i h h o  n a p o A n y ra , n a T p i i o n u M  BO cna a\ien aji h  c ra p n e a , h
IOHOUieH.
Figure 2.2 An example returned for the search “SF adjectives with inanimate neuter 
nouns”. Please note this example of the search shows adverbs, not SFs.
These results were then manually disambiguated, as the program would often return some 
forms which were not short form adjectives (e.g. adverbs, forms of irregular verbs, 
particularly in the past, and plural forms belonging to other word classes). Figure 2.2 
illustrates this problem. The program would also return adjectives which were part of a 
predicate noun phrase, where the adjective itself was an attributive modifying the noun 
heading the phrase. Once disambiguated, the results could then be analysed in terms of 
sentence structure, noun class, adjective type, and so on. This process provided whole-
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number, quantitative data, and the numerical results were analysed using a number of 
appropriate statistical tests.
2.4 STATISTICAL ANALYSIS
2.4.1 Populations and Sampling
Statistical analysis of the Corpus allows a systematic differentiation of linguistic change, 
within the parameters and limitations of the chosen statistical tests. In consideration of an 
appropriate method of statistical analysis the nature of the variables within the population 
and selection of suitable statistical samples are paramount.
The Corpus is described in Sections 2.1.1 and 2.2.3. An understanding of its structure is 
essential in selecting the correct mode of analysis. Effectively, in using a corpus, the study 
involves a defined method of sampling from a population of fixed size in order to 
extrapolate those results to the language as a whole (the basic tenet of statistical analysis). 
This is analogous to an opinion poll of one thousand people whose opinions are intended 
to reflect those of the country as a whole.
In discussing statistical analyses, notation (or terminology) is important. At this point, we 
need to define, and differentiate between, the terms population and sample. The population 
is considered to be the entire number of observations that constitute a particular group. 
The sample is a relatively small number of observations from a larger, defined, population. 
Therefore, using the above example of an opinion poll, the statistical population is the 
entire population of the country, and the sample is the number of people polled as being 
representative of this population.
In the absence of defined sample data, the mode of sampling is one of the most important 
parts of the statistical test and depends on, in this case, the structure of the Corpus. 
Therefore, appropriate selection of the texts from the Corpus is essential in avoiding bias
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and the drawing of subsequently inappropriate conclusions. For example, random sampling 
ensures that each member of the population has an equal chance of being sampled, and 
removes the possibility of bias from the sample. On the other hand, stratified sampling 
involves subdivision of the population into groups, often called strata. In the case of the 
Barentsen Corpus, this means that it is partitioned at fifty year intervals. Stratified sampling 
reduces natural bias in selection of the sample and is essential in a diachronic study. 
Therefore, a sample in any study should always involve results from more than one 
member of a group, if appropriate subdivisions exist. In this study, arbitrary fifty-year 
stratum have been utilised. It should be noted that, within each defined strata, the sampling 
is wholly random in nature. This does not mean that the selection is lacking in all order, but 
that every example -  in this case, within the defined stratum -  has an equal probability of 
being selected. The nature of the random sample is, in some ways, analogous to the 
nature of the population, in that there will always exist a probability that a level of bias, 
however small, has been introduced into the sample. Selection of the sampling frames -  in 
this study, the fifty-year strata -  have been chosen for a range of reasons, including the 
volume of data returned from the Corpus. In some cases, apparent in this, and subsequent, 
chapters, there exist very few examples for analysis. Twenty-year timeframes were 
considered, and have indeed in some cases been analysed in initial exploratory studies. 
However, overall, there were insufficient examples to allow appropriate statistical testing 
and as such fifty year samples were convenient as they provided strata that could 
potentially return meaningful results from a statistical analysis.
In this study, the sampling has been random to try to remove any bias in the sample at all. 
In discussing this, the nature of probability must be considered. In the most common 
example, the tossing of a coin presents us with two options -  heads and tails. The 
probability that either heads or tails will be selected is based on the ratio of each different 
option, divided by the total number of options available. In the case of a coin toss, the 
probability of either heads of tails is 0.5, or 50%. To extend this, one might consider ten 
balls, numbered one to ten. The probability of any one ball being selected is one in ten, or
0.1 (10%). Further, if the first three balls were coloured red, the next three green, and the 
remaining four blue, the probability of selecting a red ball or a green ball would be three out 
of ten (0.3, or 30%), and the probability of selecting a blue ball would be four out of ten
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(0.4, or 40%). As discussed later in this chapter, the frequency of selection is also an issue, 
particularly when comparing small (i.e. finite) or large (i.e. infinite) frequencies. The 
proportion of colours actually drawn, or heads or tails observed, may vary depending on 
the frequency; if the frequency is small then the proportion drawn may not reflect the 
occurrence of a particular colour in the population.
Another important point relates to the proportion of coloured balls, as opposed to the total 
number. In some ways, the latter is not relevant whereas the former is. For example, if a 
population of ten balls contained three red balls, this would be the same as a population of
3,000 red balls in a total population of 10,000. Woods et al (1986) expand such an example 
to consider a larger frequency of sampling -  in their example, it relates to a number of 
people (42) selecting coloured discs up to 100 times each. In doing this, they show that, 
while the proportion of red discs is fixed at 30%, they see that the proportion of red discs 
drawn varies from 20 to 39%. However, the average for the whole study is 29.95%, very 
close to the actual number of red discs in the population. This demonstrates clearly how 
the nature of the sample, population and sampling frequency can all impact on the results 
of the study.
It is also important to consider the statistical independence of the sample. Usually, this 
means that one variable does not give information about another. However, this is not 
always the case and, in a study of this nature where SF, LF-I and LF-N are being 
compared, and where there exist conditions that mean some particular forms cannot be 
adopted, independence of the data is not possible. This may impose some form of 
conditional probability, where the probability that an event will occur (i.e. in this study, that 
an SF might be selected) may be reflected in the event that other events have occurred 
(i.e. such as the classification of LF-I and LF-N).
Random sampling is not haphazard or without method. Rather, selection of a truly random 
sample is only achieved by following a defined protocol. For example, if we were to select 
three members of a population whose total size is eight then we must ensure that each 
member of the population has an equal chance of being selected. If we label each member 
of the population A to H, then we can calculate the total number of possible options
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available, i.e. ABC, ABD, ABE, ABF, ABG, and so on. The total number of options is 56. In 
this case, there is a one in fifty-six probability that a particular three-digit combination will 
be chosen. While this clearly produces a wholly random selection, its problem is that, very 
quickly, the number of different options available grows exponentially, so that a sample of 
four taken from a population of fifty would yield approximately 250,000 possible 
combinations. This process is simplified by separating each member of the population, as 
opposed to all the possible options. A more rapid method is to use random number tables 
or the generation of random numbers by a calculator or via a software package. The latter 
method was employed in this study, so that fully random sampling from the results of 
corpus searches was possible.
Within the samples selected, there are several important parameters that we want to 
analyse. Of particular interest are the different types of texts within the Corpus, namely; 
fiction, non-fiction and drama texts. Where this is not possible, due to the texts not being 
available within the Corpus itself, additional texts have been used from the Russian 
National Corpus. This allows for any stylistic “eccentricities” that a particular author might 
have, and helps to avoid any subsequent skewing of the data. Again, this method of source 
selection should help to ensure randomness in sample selection.
Therefore, in order to analyse the Corpus in a statistically viable manner, it was decided at 
this stage to choose three texts (one of each of the types listed above) from each of the 
time periods for disambiguation and analysis. Within these bounds of strata and type of text 
the sampling is entirely random.
2.4.2 Statistical methods of analysis
The nature of the statistical test used in this study is dependent upon the structure and 
content of the Corpus. For example, the x-squared (or Chi-squared or x 2) test is used as it 
is a test that examines frequencies, and not scale data. It is the aim of this study to 
determine frequency data for two categorical variables -  time period and form. In other 
words, if the data being examined are quantised measurements and not continuous, then
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ANOVA would be inappropriate, and other tests, such as the Friedman or % -s q u a re d , would 
be more suitable. In this case the %2 test is chosen as the method of analysis as it is 
suitable to analyse the Corpus data for changes in form over the time periods measured. 
The x2, or chi-squared test, is a non-parametric statistical test used to determine if a 
distribution of observed frequencies (in this case, the occurrence of SF, LF-I and LF-N) 
differs from theoretical, or expected frequencies (in this case, the null hypothesis that 
occurrence of form does not alter significantly over time). The test therefore determines the 
discrepancies between the expected and actual outcomes, and whether or not any such 
differences are statistically significant.
The x2 test may also be used to determine whether, for example, changes between time 
periods, or changes between two different grammatical forms (i.e. perfective and 
imperfective) differ significantly within the same time frames. In the former case, for 
example, the null hypothesis proposed would be that the frequency of grammatical form 
(i.e. SF, LF-N or LF-I) would be evenly distributed over time periods. However, this test 
may be limited -  as would a number of alternative statistical tests -  if the size of the 
dataset is insufficient for a reasonable analysis to be carried out. For example, a x2_ 
squared test cannot be used if the expected number of observations in a particular group is 
less than five. This, for example, would be the case for the long form nominative and 
instrumental forms (see Chapter 3). However, in such cases, aggregation of the data into 
two forms instead of three may be possible, that is, comparison of the short form versus 
the aggregated data for long form (LF-N + LF-I). This would result in a 2 x 2 matrix (two 
time periods, two forms), and as such would require the use of Fisher's exact probability 
because of the reduced degree of freedom. In SPSS, the result for Fisher's exact test will 
appear automatically if you enter a 2 x 2 data matrix. Therefore, the x2 test will be used in 
order to assess the statistical nature of the dataset.
In conjunction with the x2 test the result for Cramer’s V is also presented where it is 
appropriate. This statistic measures the strength of association, or interdependency, 
between two categorical variables (for example, time period and form, in the current study). 
While the x2 test tells us whether or not a statistical relationship is significant, it does not
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inform us of the degree of significance -  this information is provided, post-test, by the 
Cramer’s V statistic. The result of Cramer’s V test is a number between 0 and 1; a result 
close to zero suggests little association between the variables, while a value close to one 
indicates a strong association.
The texts were divided into three types: fiction, non-fiction and drama, due to possible 
stylistic differences. Each of these was processed individually, and texts for each were 
chosen from each of the time periods4. Therefore, change was measured both within the 
types, in terms of diachronic results, and also in comparison with the others.
2.4.3 Examples of Statistical Analysis from Initial Searches
The following tables and graphs represent some initial statistical analysis of the first data 
searches carried out for this research project. These were used primarily to test the 
usefulness of the various forms of analysis for this particular aspect of linguistic research. A 
group of fifteen adjectives was used in this initial study:
6oneH bolen sick
BI/lHOBaT vinovat guilty
TOTOB gotov ready
AaneK dalek far
flOBoneH dovolen satisfied
flonx<eH dolzen necessary/must
flOCTOMH dostoin worthy
HaiviepeH nameren intend
Hy>KeH nuzen necessary
noxo>« poxoz similar
npaB prav correct
CBobofleH svoboden free
CKDOHeH sklonen inclined
cornaceH soglasen agreeable
cnocobeH sposoben capable
4 W here the Corpus allowed. A lthough fiction texts w ere available across the two centuries, non-fiction and -  especially -  dram a were 
not always covered in every fifty-year slot in the Corpus.
Figure 2.3, below, shows the difference in the results when the group of fifteen adjectives 
usually found in the SF in the predicate position are removed from the dataset. The red 
squares show the original points and the black dots the amended ones.
Scatterplot of % . vs Period.
Treetment. 
•  Am*nd«d 
■  O rig inal
Period.
Figure 2.3. Scatterplot of short forms before and after removal of 15 adjectives
We can see that, after taking the "fossilized” forms out of the equation, the SF continues to 
fall to the end of the twentieth century. However, the most interesting point is that, with the 
twelve adjectives in question, there appears to be a rise in SF usage, compared with the 
previous time period, suggesting that it is these particular SFs which are making the 
difference in terms of the changing occurrence of form over time. Also, by maintaining their 
status as SFs in the predicate position, these particular adjectives appear to be “bucking 
the trend” of being replaced by the long nominative or instrumental forms in this position. 
Performing a statistical test (using SPSS® v.14) on this data (for example, a two-way 
ANOVA test) shows us that time period is highly significant (p = 0.003) with regard to the 
first time period when it is compared to the other three time periods. This is shown on the 
graph by the drop between the first and second halves of the 19th century. In the amended 
data the continued decline in SF is very significant. The correlation coefficient, R2 (adj.)
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would be 100% for a perfect fit, whereas in Figure 2.4 it is 96.8%, which is an extremely 
high value (and an accurate) fit for what is real data collated from the Corpus.
Fitted Line Plot
Amend % = 0.1747 - 0.08349 Period 
♦ 0.01086 Period* *2
Period
Figure 2.4. A fitted line plot showing the decline of the SF over the time periods examined in this study.
This suggests that time is the most important factor in this change, rather than it being a 
matter of chance. It should also be noted that this is a preliminary investigation of the data, 
and that, overall, given the nature of the data, a number of statistical tests will be assessed 
for suitability with this data.
2.5 DISCUSSION
In considering the overall corpus, or available dataset, it may not always be essential to 
analyse every single data point; rather, a representative sample, or target sample, can be 
used which should, within particular confidence levels, be representative of the overall 
dataset -  in essence, a representative sample population taken from a larger body (i.e. 
sampling from the Corpus in this study) should, within the defined limits of the study, be 
statistically representative of all possible values within the larger population. The removal
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of insignificant or significant data can be observed by sequentially removing defined 
subsets (i.e. individual verbs) to see if they impact upon the overall nature of the collated 
data. This is a wholly qualitative process and would require sound linguistic reasons to so 
proceed. It also relates to the size of the overall dataset, and can be validated by removing 
every subset of data (in a “leave-one-out” approach1’) which may be present in such small 
quantities that it does not affect the overall nature of the data.
An example of how a representative sample size is used in normal life is an opinion poll. 
Pollsters will question a representative sample of the population and produce an estimate, 
valid within certain boundaries of confidence, which reflects the overall opinions of a larger 
population. In essence, statistically relevant sampling can mean that a small sample can be 
used to reflect the trends of a larger population. A more pertinent linguistic example might 
relate to the vocabulary of 6 -  7 year old children (Woods et al., 1986). The variable 
employed in determining the vocabulary of this group is the score of a comprehension test 
for vocabulary size, and the population is all the words that the 6 -  7 year olds know, which 
give all possible values of this variable.
Sample size relies on two key parameters, the confidence interval and the confidence 
level, which must be understood when interpreting any data resulting from such analysis. 
The use of a point estimator, where a single point in the data is used to represent the 
overall population, is clearly limited as the use of a different point will invariably produce a 
different value. The confidence interval describes the range within which the data is 
accurate. For example, a confidence interval of 3 would suggest that the value obtained 
from a sample of the population is accurate in the following manner: if the value obtained 
was 34%, and the confidence interval was 3, then the result would be between 31 and 37,
i.e., 34 + 3. The confidence level is a widely used statistical parameter that provides an 
indication of how often the population is within the bounds of the confidence interval. For 
example, the commonly used 95% confidence level means that you have 95% certainty 
that your answer lies within the confidence interval. Similarly, a confidence interval of 99% 
means that you have 99% certainty in the data lying within the confidence interval. In 
essence, reporting of data sampled from a larger population normally requires that both the 
confidence interval and confidence level are stated.
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Three factors will determine the confidence interval at a defined confidence level: the 
sample size, percentage and the size of the overall population. Selecting an efficient 
sample size will save time and resources when analysing a large population. The minimum 
sample size required to yield a representative sample can be determined from the 
population mean, p. In this study, the population mean would represent the mean number 
of, for example, short forms in the dataset. This will differ from the sample mean, x, and the 
size of this difference is essentially seen as an error between the sample and overall 
population. In such a case the margin of error (E) represents the maximum difference 
between the observed sample mean and the population mean, i.e., the difference between 
p and x. Rearranging this formula, we can solve for the sample size necessary to produce 
results accurate to a specified confidence and margin of error:
n = (Equation 1)
where:
Zo/2 is the critical value, being the positive z value that is at the vertical boundary
for the area of a/2 in the right tail of the standard normal distribution;
gis the standard deviation of the population; in the case of this study that
represents the distribution of SF and LF occurrence for each verb;
and
n is the sample size.
In general, the mean of the sample will be similar to, if not the same as, the mean of the 
entire population. The latter, for reasons explained above, will never be estimated directly. 
However, the use of a sample, within certain confidence limits, allows us to estimate the 
mean within a particular, defined range. Overall, “on average”, the results will be the same; 
that is to say, the mean of an infinitely large number of sample means would represent the 
mean of the population. This suggests that the sample mean is a consistent estimator of 
the population mean. Given the criteria for accuracy described above, the sample mean is
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likely to be closer to the true mean if the sample size is larger, reducing the confidence 
limits in the results.
If you use a larger sample then you can have greater confidence that this sample will be 
truly representative of your overall population. Equally, a smaller sample will ensure that 
you may have a sample that is less representative of the overall population. This 
relationship is not linear, as the distribution of data is seldom linear in most cases. This 
means that doubling the sample size will not result in a halving of the confidence interval. 
The accuracy of the sample will be affected by the percentage of data that falls into a 
particular category. For example, if -  in a survey -  99% of respondents say “yes” and 1% 
say “no”, the chances of error are remote, irrespective of sample size. This impacts 
differently on different types of data and is not directly relevant to the current study. Of 
substantial importance is the overall population size. In terms of probability, the overall size 
of the population is in most cases irrelevant. For example, the opinions of 1,000 voters can 
often accurately reflect the opinions of 50 million -  sample sizes of approximately 1,000 are 
commonly used by electoral opinion pollsters. Population is only relevant when the 
population size is small. In these cases, such as the number of verbs which appear 
infrequently in the current analysis, the data may be unrepresentative. For example, 
comparison of the graphs (for example, Figures 5.18 to 5.32, on pages 192 to 202) clearly 
shows the impact that population size can have on data analysis and reliability. This means 
that, if less than one hundred examples are found for an example then the above figures 
suggest that any analysis of this data may be unreliable, as it may not contain enough data 
points to allow a representative analysis to occur. The figure of one hundred as “boundary” 
is a wholly qualitative estimate, based subjectively on interpretation of the data in this 
study, which appear in the above figures to hold as a general rule. Such a boundary may 
be different for another study. Those figures which have more than one hundred examples 
show a clear distribution of form and reasonable trends, as opposed to occasionally 
random data and trends where less than one hundred examples are present.
This, therefore, provides a significant issue with regard to the statistical analysis of the 
current study, which is addressed in Section 3.5. As a general point, it may be considered 
that quantitative statistical analysis of the Corpus at this point is not fully possible due to
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the occurrence of examples returned from searches. Low returns from some searches 
would affect others, in that they may not permit a fully quantitative comparison of the data 
to be made. This matter is referred to in Chapters 3, 4 and 5. In addition, such analysis 
may only be representative of the type and nature of texts which comprise the Corpus, and 
the relevance of this to work outside the Corpus would be limited. Use of statistical 
methods for sampling is problematic with the Corpus dataset. Can, for example, a 
representative sample be found without knowing the size of the whole sample (for 
example, all SF occurrences in the Corpus)? The infrequency of occurrence would also 
suggest that few, if any, specific adjectives could be used individually as a representative 
sample. This may also depend on the linguistic nature of the “data” being examined, which 
may assume certain behaviour. Section 3.5 discusses this matter further in the context of 
examples that cannot adopt particular forms.
The categorical nature of language is a fundamental concept in its linguistic interpretation. 
Words, not numbers or statistics, are important. This has led linguists to classically 
consider language in discrete, quantised categories and not as a continuum. This further 
suggests little or no opportunity for grammatical gradients across categories and suggests 
absolute points of difference -  and/or change -  associated with a categorical approach. 
This has been the case for the categorisation of linguistic phenomena, such as 
morphological or phonological items. Bod et al (2003) commented that, while language is 
largely defined in a categorical sense, it is also increasingly seen as displaying evidence of 
continua and gradient behaviour. They further commented that psycholinguistic 
experiments demonstrated that speakers' choice of words and sentences were very well 
predicted by the combined probabilities of their subparts.
The analysis of the data in this study would suggest the occurrence of a continuum, despite 
the arbitrary selection of discrete time periods for analysis. It is therefore difficult to use a 
generative approach to define an end period to capture the end of one linguistic 
occurrence, and to then observe the beginning of the next. This is clearly observed 
throughout the literature, where time periods are often chosen for statistical purposes, 
sociological purposes or socio-historical reasons (i.e. Benson, 1953). In this study, for 
example, the use of stratified sampling has been discussed previously. This has resulted in
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the consideration of fifty and twenty year strata, with the use ultimately of fifty year strata 
due to the low frequency of some examples through the analysis. Within such a statistically 
valid model it may be difficult to ascertain endpoints. However, that is not the aim of this 
study -  as the results shown in this, and other, chapters clearly demonstrate, the change in 
occurrence of the short form is not specific to a particular time period, and that different 
lexical items show different changes throughout the 200 year sampling period of this study. 
It would therefore be appropriate to consider a wholly gradient, and therefore non- 
categorical, approach to assessing morphological change. Indeed, it may be argued that 
such an approach is more revealing of language change as it considers the whole time 
period and not simply the end of one discrete part of a dataset and the start of another.
Probabilistic, or stochastic, analysis may describe a wide range of probabilistic linguistic 
phenonema, including morphological alternations, syntactic well-formedness and 
sociolinguistic variation, among others. The aim of probabilistic language modelling is to 
characterise the sample being analysed in terms of a probability distribution over all 
possible options available. The probabilistic approach may be employed in circumstances 
where, for example, several options exist for the arrangement of words into a sentence, in 
which case the probability of the most likely combination can be modelled. Further, it may 
be extended to characterising how similar or different two different languages are or, in the 
case of corpus linguistics, how accurately the data in the Corpus might represent the 
language (Stolcke, 1994). It is a technique that has also found application in fields such as 
speech recognition, has formed the basis of machine-based translation and spelling 
correction, among other applications (Chen, 1996), and which has been employed to 
develop understandings of language acquisition (Seidenberg, 1997) as part of its use in the 
wider field of cognitive sciences.
Probabilistic processing has recently been shown to have significance in human cognition 
(Bod et al., 2003; Chater et al., 2006; Chater and Manning, 2006; Oaksford and Chater, 
2001). In the context of linguistics, it is clear that language changes over time, and that this 
echoes synchronically over time across different age groups. Zuraw (2003) suggests that 
probabilistic reasoning could explain the maintenance of lexical regularities over time. 
Further, Bengio et al. (2003) discussed a probabilistic approach to statistical language
61
modelling by developing a model that can learn the joint probability function of sequences 
of words in a language. This goal was complicated by the dimensionality of language, 
where different word sequences may have the same meaning, something which is 
extremely difficult to model as the output of the model is usually a single option. However, 
Bengio et al developed a model that learns a ‘distributed representation for word usage', 
which allows each training set of their model to output more than one option by training the 
model to understand similar options for a sentence. Their model was able to learn a 
distributed representation, as opposed to a single representation, of each word. It was also 
able to estimate the probability of each sequence of words in a sentence. It was defined as 
an artificial neural network. This means that a sequence of words that the model has not 
met previously is given a high probability of occurrence if it is constructed from words that 
are similar to those words already encountered by the model. While their model presented 
a reasonable degree of accuracy, they used two relatively small corpora as the time taken 
to train the model was substantial.
Inherently, knowledge of language variation is a key part of individualistic language 
acquisition and competence. Indeed, it is suggested that production patterns of particular 
languages can vary widely across individuals (Bates and MacWhinney, 1987; Mendoza- 
Denton et al., 2003). This may be seen in the use of specific variants by individuals, both in 
terms of frequency and context. They further suggest that the knowledge of variation must 
involve knowledge of frequency.
It has been suggested that frequency is important in the probabilistic understanding of 
language (Bod et al., 2003). Frequent words are often recognised more quickly than less 
frequent words, and ambiguous words are often recognised or interpreted in terms of their 
most frequent meanings (MacDonald, 1994; Townsend and Bever, 2001; Jurafsky, 2003). 
Frequent words lead leniting changes and are more prone to reduction in speech 
(Mendoza-Denton et al., 2003). Frequent combinations of phonemes and structures are 
seen as being more grammatically correct than infrequent combinations (Pierrehumbert, 
2003). Further, Baayen (2003) commented that the relative frequency of derived words and 
their bases affected the morphological decomposability of complex words. While the above 
are only a few examples of how frequency is both a probabilistic phenomena, and how it
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affects language processes, it is important to demonstrate how frequency -  an implicitly 
probabilistic part of language and language variation -  can impact on morphological 
change in language. This can clearly exert an influence on the results of any corpus study, 
based on the words chosen and their frequency not only in the Corpus but in normal use. 
For example, if we take four examples from the list in Section 5.1; 6oneH bolen -  ‘sick’; 
AOBoneH dovolen -  ‘satisfied’; flonweH dolzen -  ‘necessary’; cxnoHeH sklonen -  ‘inclined’. 
These words are not chosen randomly, but reflect the extremes of occurrence in the 
Corpus. If frequency indeed plays a role in language change then it is reasonable to 
postulate either that infrequent words (should they appear often enough to warrant a 
statistically relevant analysis) would change less than frequent words (again, assuming a 
similar statistical relevance), or that greater frequency results in an increased stability and 
less change (Pagel et al., 2007). With the four examples chosen above, it is clear that 
neither situation occurs, and no clear trend can be discerned. In particular, reference 
should be made to Figures 5.34, 5.38, 5.39 and 5.47. These figures each show the change 
in occurrence of SF, LF-N and LF-I over the four time periods examined in this study. They 
show various trends, described in more detail in Chapter 5. However, the point of 
abstracting these examples based only on their frequency of occurrence in the Corpus 
(indicated by the number of examples returned from searches, relative to other examples 
listed in Section 5.1) is important in terms of the randomness of sampling and the absence 
of bias from such analysis.
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Chapter 3
The influence of the verb in the choice of predicate adjective
form.
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3.1 INTRODUCTION
In the previous chapter we discussed the methodological issues in both corpus design and 
statistical analysis relevant to our purpose of determining the degree and nature of change 
in Russian predicate adjective forms over time. We now proceed to apply the methods 
discussed to determine the extent to which the choice of verb has an influence on the form 
of the predicate adjective.
The verb to be has either a copula or existential/locational function. In the example below, 
the use of the copula with the noun phrase (NP) brilliant footballer means that Paul is 
treated as belonging to the set of brilliant footballers, while the verb be with the 
prepositional phrase (PP) has a different function, namely to make an assertion about 
existence or location in a place. As is well known, this distinction has a number of 
grammatical effects in Russian, in particular in relation to negation.
Paul is a brilliant footballer. (NP)
Paul is in the stadium. (PP)
The verb to be can also be used in a copula function with adjectival phrases (AP).
Paul is short. (AP)
Semi-copula verbs, such as to become or to seem, because they can stand in place of the 
verb be in its copula function, can therefore be used with NPs and APs but not with PPs:
The castle seemed an impenetrable fortress. (NP)
The castle seemed formidable. (AP)
*The castle seemed in the eastern part of the county. (PP)
In Russian, a predicate adjective may take one of three forms -  the short form (SF), the 
long form nominative (LF-N) and the long form instrumental (LF-I). This is the case only for 
predicate adjectives -  if the adjective occurs as part of a predicate noun phrase, the short
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form may not be used, as the adjective in this case will be standing in the attributive 
position. All three possibilities for the predicate adjective in Russian will agree in gender 
and number with their subject. For example, in the case of gender:
Kino by-lo nov-o /nov-oe /nov-ym
Cinema be-PST.NEUT new-SF/new-NOM/ new-iNS 
‘The cinema was new’ (SF/LF-N/LF-I)
Kompjuter by-l nov /nov-y j /nov-ym
Computer be-PST.MASC new.SF/new-NOM/new-lNS 
The computer was new’ (SF/LF-N/LF-I)
Masina by-la nov-a /nov-aja /nov-oj 
Car be-PST new-SF/new-NOM/new-iNS 
‘The car was new’ (SF/LF-N/LF-I)
Sobak-I by-li sumn-ye 
Dog -PL be -PST.PL noisy-PL 
‘The dogs were noisy’
The following are examples of predicate adjectives with copula and semi-copula verbs, 
taken from the Corpus:
CocToaHne JlMTBi/iHOBa Qbino nopaflo^Hoe...
Sostojanie Litvinov-a by-l-o porjadocn -oe...
Status Litvinov-GEN be-PST-NEUT considerable-NOM.NEUT
‘Litvinov’s fortune was considerable... ’
(Turgenev)
66
Torfla >KeHa ero flenanacb MpaMHOK),
Togda zena ego dela-la-s' mracn-oju,
Then wife his become-PST-REFL sullen-FEM.lNS
Then his wife became sullen...'
(Somov)
Oh AOJDKeH n pn 6b iTb c Hacy Ha nac.
On dolzen priby-t' s cas-u na cas.
3SG.NOM should.SF.MASC arrive-iNF from hour to hour
'He should arrive any moment now. ’
(A Tolstoj)
Oho
Ono
3SG.NOM
HMKorfla He 
nikogda ne 
never not
6b iB aeT
byva-et
be-3SG.PRES
CnOKOMHbIM,
spokojn-ym,
peaceful-lNS
Mope
more
sea
B
v
in
HaiuMX i<paax.
nas-ix kra-jax.
our-PL.LOC parts-PL.LOC
‘The sea in these parts is never inclined to be peaceful. '
(Aksenov)
67
3.2 AIMS
The aim of this chapter is to analyse, by an appropriate statistical test, or combination of 
tests, the change in the occurrence of SF, LF-I and LF-N over a two hundred year period 
which is divided into four parts. As the copula byt'allows us to examine all three predicate 
adjective forms, this provides a suitable starting point for the current study. From here, we 
will continue through predicate adjective usage with semi-copula verbs, full verbs and the 
zero copula (present tense of byt). Further, we consider the potential influence of the 
aspect of the verb (perfective or imperfective), reflexive versus non-reflexive verbs, and 
tense. Through this, we may explore the role played by the verb type in the choice of 
predicate adjective form.
3.3 METHODS
In this chapter we examine the development of the predicate adjective according to its 
verb. The analysis is divided into the following groups:
Verb
Copula 
Semi-copula 
Full verb
Reflexive (reflexive here refers to those verbs with the -s/a ending denoting state, 
appearance or manner, rather than the so-called true reflexives, denoting an action 
performed by oneself, on oneself, such as 6ptrrbc?i (brit'sja) -  to shave)
Non-reflexive
Aspect
Perfective
Imperfective
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Tense
Past
Present
Future
Infinitive (although tense in this case is marked on another verb, or is taken as 
present, for example in phrases such as “You need to be strong”)
Imperative 
Conditional
We first analyse the forms -  SF, LF-N and LF-I -  within each of these sub-groups, to track 
any change over the period 1800 -  2000. We then compare across the verb types, in order 
to examine the differences in adjective-type choice made within each. In doing this, we can 
show what influence the verb-type has in the choice of adjective form in the predicate 
construction.
For the copula verb byt', which provides far more examples than any other predicate 
construction in the Corpus, the sample was taken from the following texts:
1801 -1850:
Bestuzev -  AMManaT-6ex (Ammalat-bek), M3MeHHUi< (Izmennik), 3aMoi< SCteeH 
(Zamok Ejzen), J Is th m k  (Latnik)
Glinka -  Ili/icbMa pyccKoro ocjDupepa (Pis'ma russkogo oficera)
Puskin -  noBecTw noxofiHoro HBaHa neipoBMMa 5enxw-ia (Povesti pokojnogo Ivana 
Petrovica Belkina), KanuTaHcxas flOMxa (Kapitanskaja docka)
Durova -  KaBanepucT-fleBuua (Kavalerist-devica)
Gogol' -  MepTBbie flyiuu (Mertvye dusi)
Nareznyj -  Poccumcxwm >Knn6na3 (Rossijskij Zilblaz)
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1851 -1900:
Turgenev -  flbiM (Dym), Oiqbi u fleTM (Otci i deti)
Tolstoj -  AHHa KapeHUHa (Anna Karenina)
Cexov -  Tpu rofla (Tri goda), Cynpyra (Supruga), 5enono6bi£i (Belolobyj) ApuaflHa 
(Ariadna), y 6nwcTB0 (Ubijstvo), AHHa Ha mee (Anna na see), floM c Me30HMH0M 
(Dom s mezoninom), Moa >KU3Hb (Moja zizn'), MywwKH (Muziki), B poflHOM ymy (V 
rodnom uglu), fleneHer (Peceneg), Ha noflBOfle (Na podvode), LLlynbc (Sul'c)
Kuprin -  HyflecHbiiTi a o k t o p  (Cudesnyj doctor), f lo 3HaHwe (Doznanie), Hoarier 
(Nocleg), Oneca (Olesja), lilTa6c-KanmaH PbiSHMKOB (Stabs-kapitan Rybnikov), 
CHHaa 3Be3fla (Sinjaja zvezda), Koneco BpewieHM poMaH (Koleso vremeni roman)
1901 -1950:
Gorki] -  MaTb (Mat'), fleTC TB o (Detstvo), Ha flHe (Na dne)
Kaverin - f le a  Kani/rraHa (Dva kapitana)
Bulgakov -  Macrrep u MaprapuTa (Master i Margarita)
Bunin -TewiHbie anneu (Temnye allei), TaHbKa (Tan'ka)
Giljarovskij -  MocKBa w m o c k b m h u  (Moskva i moskvici)
Sergeev-Censkij -  Bana (Vaija)
1951 -2000:
Mandel'stam -  BocnoMMHaHwa (Vospominanija)
Salamov -  KonbiMCKwe paccKa3bi (Kolymskie rasskazy)
Simonov ->KnBbie m MepTBbie (Zivye i mertvie)
Strugackie -  riHKHMK Ha o6oMHHe (Piknik na obocine), lloHeflenbHUK HaawHaeTca b 
cy66oTy (Ponedel'nik nacinaetsja vsubboty), TpyAHO 6biTb 6oroM (Trudno byt' 
bogom), BoriHbi racaT BeTep (Volny gasjat veter), XpwcTonioAi/i (Xristoljudi)
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Dovlatov -  KoMnpoMMCC (Kompromiss), Cono Ha yHflepByfle (Solo na undervude) 
>KM3Hb KopoTKa (Zizn' korotka), Haixin (Nasi), HHOCtpaHKa (Inostranka)
In order to examine any changes occurring in predicate adjectives with semi-copula verbs, 
we took the following list of 20 from Akademiceskaja Grammatika 1970, and searched the 
Corpus for examples:
6blB3Tb byvat' to be, be present, frequent
AenaTbcs delat'sja to become, get, grow
c fle n a T b c s sdelat'sja to become, get, grow
Ka3aTbca kazat'sja to seem, appear (to be)
noKa3aTbcs pokazat'sja to appear
noi<a3biBaTbCfl pokazyvat'sja to appear
OKa3blBaTbCS okazyvat'sja to be found, proved (to be)
OKasaTbca okazat'sja to be found, proved (to be)
ocTaBaTbcn ostavat'sja to remain, stay
OCTaTbCH ostat'sja to remain, stay
nonyMaTbcs polucat'sja to prove, to turn out (to be)
nonyMMTbcs polucit'sja to prove, to turn out (to be)
npeflCTaBnsTbca predstavljat'sja to occur, seem
npeflCTaBHTbCH predstavit'sja to occur, seem
npuSbiBaTb pribyvat' to arrive
npn6biTb pribyt' to arrive
CTaHOBMTbCH stanovit'sja to become, grow
CTaTb stat' to become
SBJlSTbCS javljat'sja to appear
HBMTbCS javit'sja to appear
As there were likely to be far fewer examples of this particular construction than had been 
the case with the copula verb byt', it was decided that a search of the whole of the 
Barentsen Corpus used in this study would be necessary in order to acquire enough 
examples for analysis.
The paucity of examples available for the majority of these verbs rendered the distinctions 
between fiction, non-fiction and drama usage both impractical and impossible. Therefore, 
the statistics presented here take into account all three groups, but maintain the time 
periods in order to represent any change in usage.
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Using the data for the verb delat'sja (AenaTbcn) graphical representations have been 
shown in two different ways, in order to illustrate what was done with the whole group of 
data, and to highlight the implications of these manipulations. The first (Figure 3.1) shows a 
graph plotted according to whole numbers, i.e. the actual number of examples found per 
time period. It should be noted that the y-axis is therefore a number scale (a count of the 
examples returned from the search) and not a percentage scale. The second (Figure 3.2) 
shows the numbers as percentages of the total predicate adjective count for each time 
period. The comparative value of each method is discussed in Chapter 2. In all cases 
comparisons are made between percentage occurrences for outputs of all searches.
160 i
18 01 -185 0  1851 -1900  19 01 -195 0  1951 -2000
Time Period
Figure 3.1. Change in occurrence with flenaTbca delat 'sja 
(154 total examples; 15, 36, 16 and 87 in each time period).
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100 1
1 8 0 1 - 1 8 5 0  1 8 5 1 - 1 9 0 0  1 9 0 1 -1 9 5 0  1 9 5 1 -2 0 0 0
Time Period
Figure 3.2. Percentage change in occurrence with flenaTbca delat'sja 
(154 total examples; 15, 36, 16 and 87 in each time period).
(Note: this data is also presented in Chapter 5, as Figure 5.19)
A further graphical representation (Figure 3.3) shows the result of a linear regression 
analysis applied to the data shown in Figures 3.1 and 3.2 (for SF only). It can be seen that 
the blue diamonds, representing the distribution of occurrences of examples returned from 
the search of the Corpus presents a very different distribution of data compared to the red 
squares, which show the change in percentage occurrence. Very different regression 
coefficients are obtained -  0.04 and 0.99, respectively, indicating a poor fit in the case of 
the numerical data, and an excellent fit in the case of the percentage data. A high 
regression coefficient (0.99, when a “perfect fit” of points plotted to a regression line would 
be 1.0) indicates a clear linear change in the occurrence of the SF with delat'sja. This is 
discussed further in Chapter 5. However, the aim of illustrating these graphs and 
highlighting differences at this point is to clarify how the data is manipulated and how it is 
represented in this, and subsequent, chapters.
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Time Period
Figure 3.3. Comparison of the change in occurrence, as numerical (total occurrences) and percentage 
values, for occurrences of SF delat’sja returned from a search of the Corpus. This plot clearly illustrates the 
differences in distribution of data depending upon any manipulations carried out on them, and the need not 
just to clearly state how the data has been treated, but to treat all data in the same manner.
The type of analysis discussed above expands on how results from previous studies of 
corpora have been interpreted statistically. As discussed in Chapter 1, there have been 
previous corpus studies in Russian predicate adjectives -  for example, by Benson (1954) 
and Gustavsson (1976). Benson (1954) examined the predicate adjective from Puskin to 
the mid-twentieth century in a diachronic study encompassing some 50 texts. Gustavsson 
carried out a synchronic study of the predicate adjective with byt 'in  texts spanning 7 years. 
Later, Bazenova (1992) considered the use of predicate adjectives in scientific papers over 
a 200 year period (1800 -  2000).
A full description and validation of the methodology can be found in Chapter 2. A range of 
texts were searched using Dialing Concordance. The results were manually disambiguated 
and analysed according to form and tense of the verb. The results were then collated and 
analysed using an appropriate statistical test, or combination of tests. Initially, results were 
analysed by a two-way ANOVA, and subsequently changes in frequency of occurrence 
were analysed by the Chi-squared test. Statistical analysis was carried out using either 
MiniTab® (v.12) or SPSS® (v.14). In some cases, particularly for the Chi-squared test, 
where insufficient examples were returned from a search of the Corpus, data could not in
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these cases be statistically analysed. An alternative was to collate together the data (i.e. 
LF-N + LF-I) if it was appropriate to do so, in order to provide sufficient examples for 
analysis of the general change from SF to LF. In some cases SPSS® automatically 
performed such corrections, in carrying out, for example a Fisher's Test.
In carrying out Chi-squared tests in SPSS®, three variables were defined: time period 
(1801 -  1850, 1851 -  1900, 1901 -  1950 and 1951 -2000 ), form (SF, LF-N and LF-I) and 
frequency. Labels were added to the column headers in order to make the results more 
readily comprehensible. For example, forms were coded as follows: 0 = SF, 1 = LF-N and 2 
= LF-I. Data was entered in three columns: time, period and frequency. The frequency is 
the number of examples returned from the search of the Corpus, and which have been 
classified after the process of manual disambiguation. Data was examined by weighting it 
by frequency, by using the “Weight Cases” function in SPSS®. The Chi-squared test was 
carried out by using the “Crosstabs” function in the Descriptive Statistics section in the data 
analysis menu. The time period was moved to the “Row” box, and the form to the “Column” 
box. The Chi-squared test was selected and the analysis conducted. Example outputs are 
shown later in this chapter.
The texts used in this study represent fiction (e.g. novels, short stories), non-fiction (e.g. 
memoirs, journalism, history) and drama, from four time periods -  1800 -  1850, 1851 -  
1900, 1901 -  1950 and 1951 -  2000. This study does not consider “direct speech” acts in 
texts as being representative of the spoken language. The grouping for drama is justified 
as being a very particular, and specialised, form of literature likely to exhibit different 
characteristics to other works of fiction.
3.4 RESULTS
Initial analysis of the data was carried out by ANOVA. This showed that clear, and 
statistically significant, trends were apparent in the occurrence of form over time. However, 
as discussed in Chapter 2, it was decided that both parametric and non-parametric 
statistical testing would be necessary in order to properly analyse the results, both in terms
75
of measuring variables in deciding predicate adjective form, and in attempting to track the 
rate of change across the two centuries. Therefore, the focus of the statistical analysis of 
the data collected for this study was on the use of the Chi-squared (%2) test, as it is a test 
that examines frequencies, and not scale data.
Essentially, the analysis carried out compares the frequency of form in a time period. This 
means that the distribution between SF, LF-I and LF-N is compared between two time 
periods. These results are summarised in Table 3.1, and are represented graphically in 
Figures 3.4 to 3.14 (as percentage occurrence of forms). Differences, significant or not, are 
based on frequency and distribution across the two time periods. Measurement of 
significant differences is between the same forms but in different time periods, and not 
between the occurrences of different forms in the same time period. Statistical analysis 
was conducted with the null hypothesis being that different forms would be evenly 
distributed across each different time period. This means that a p-value greater than 0.05 
would confirm this hypothesis -  such cases are highlighted in bold in the rightmost column 
in Table 1. If the p-value for a comparison is greater than 0.05 this means that that 
particular comparison suggests that there is no significant difference between the data 
being compared; that is, it is evenly distributed between the two time periods. Conversely, 
p-values less than 0.05 indicate that the null hypothesis is rejected, and that the data being 
compared are significantly different.
For example, the first row in Table 3.1 shows quite clearly that the null hypothesis cannot 
be rejected and that there is no significant difference between the first two time periods. 
The first row, where the distribution of forms from 1801 to 1850 is compared to the 
distribution of forms from 1851 -  1900, returns a value of 0.402. This is greater than 0.05, 
and thus agrees with the null hypothesis -  distribution is the same across these two time 
periods. Row two, where the distribution of forms from 1801 to 1850 is compared to the 
distribution of forms from 1901 -  1950 returns a p-value of 0.000 (to three decimal places). 
In this case, the null hypothesis is rejected and the results are significantly different from 
each other. This suggests that there is a significant difference in distribution of forms 
between these two time periods. This is illustrated graphically for all the examples later in 
this chapter where sufficient examples exist to allow a statistical comparison to be made.
76
Copula verbs have been analysed by including present tense zero copula examples. All 
comparisons are significantly different, indicating significant differences between 
distributions in all time periods, except when the first two time periods (1801 -  1850 vs. 
1851 -  1900) are compared. Analysis without the present tense zero copula examples 
returned the same results. In all cases, when semi-copula verbs are examined, the null 
hypothesis is rejected -  with one exception (the comparison of time periods 1901 -  1950 
and 1951 -  2000). This means that different forms are not evenly distributed except when 
this final comparison is carried out, so the null hypothesis is accepted, where the %-squared 
test suggests that there is an even distribution between semi-copula verbs in the periods 
1901 -  1950 and 1951 -  2000. In all other cases, there is a significantly different 
distribution of forms across the time periods (p = 0.384).
Exactly the same trend is observed for non-reflexive verbs as for copula and semi-copula 
verbs. The distribution of forms is significantly different in all cases, except when the time 
periods 1901 -  1950 and 1951 -  2000 are compared. In this case, the p-value is 0.757, 
greater than 0.05 and the null hypothesis is accepted, i.e., there is no significant difference 
between the distribution of forms across these time periods. This trend is also observed for 
the perfective and imperfective verbs, where, again, distribution of the forms is significantly 
different (p < 0.05 in all cases) except when the 1901 -  1950 and 1951 -  2000 time periods 
are compared (p = 0.188 and 0.361, for, respectively, perfective and imperfective verbs). 
For reflexive verbs, the situation is slightly different in that there are significant differences 
between all but two of the sets compared. In this case, the null hypothesis is accepted for 
comparisons between 1801 -  1850 and 1851 -  1900 (p = 0.250) and 1901 -  1950 and 
1951 -2 0 0 0  (p = 0.110).
This means that the distributions of forms in the first two time periods is the same, as is the 
distribution of forms across the last two time periods. Distribution of forms across all other 
time periods is significantly different (i.e. p < 0.05 in all cases, and the null hypothesis (that 
the different forms would be evenly distributed across all time periods) is rejected. 
Examples of the past tense copula show significant differences in all cases, except where 
the first two time periods are compared (p = 0.103). For the past tense semi-copula
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examples, distribution is significantly different across all time periods. The same trend was 
also identified for the present tense semi-copula. In addition to the %2 test, in one case a 
low occurrence of examples (LF-N, 1801 -  1850: only two examples were found in the 
Corpus) meant that a Fisher exact test was carried out on a 2x2 matrix of SF vs. combined 
LF (LF-N + LF-I). The result, discussed in Chapter 2 and generated automatically by 
SPSS®, was that there was still a significant difference in the occurrence of SF and, in this 
case, combined LF across the time periods.
Due to a small number of examples analyses of the present tense zero copula, and the 
infinitive copula, were carried out by comparing SF with the combined LF, as described 
above and in Chapter 2. Examples were all in agreement with the null hypothesis, and no 
significant differences were observed with the data in either case.
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Table 3.1. Statistical comparison, by x-squared test, for predicate adjectives with copula and semi-copula verbs:
Type Tim e Period Comparison X-squared Cramer's V
Time Form Result
SF LF-N LF-I p-value
Copula verbs 1801 -  1850 413 39 13 1801 - 1 8 5 0  vs. 1851 - 1 9 0 0 0.402 0.430
(includes present- 1851 -  1900 435 52 19 1801 -  1850 vs. 1901 -1 9 5 0 0.000 0.130
tense zero copula 1901 -  1950 418 89 12 1801 -  1850 vs. 1951 -2 0 0 0 0.000 0.157
verbs) 1951 - 2 0 0 0 376 67 41 1851 - 1 9 0 0  vs. 1901 -1 9 5 0 0.003 0.106
1851 - 1 9 0 0  vs. 1951 -2 0 0 0 0.002 0.118
1901 - 1 9 5 0  vs. 1951 -2 0 0 0 0.000 0.141
Semi-copula 1801 -1 8 5 0 222 19 187 1801 -  1850 vs. 1851 - 1 9 0 0 0.002 0.086
verbs 1851 -1 9 0 0 576 119 516 1801 - 1 8 5 0  vs. 1901 - 1 9 5 0 0.000 0.247
1901 -  1950 244 97 554 1801 - 1 8 5 0  vs. 1951 -2 0 0 0 0.000 0.286
1951 -2 0 0 0 210 89 598 1851 -  1900 vs. 1901 -1 9 5 0 0.000 0.210
1851 - 1 9 0 0  vs. 1951 -2 0 0 0 0.000 0.255
1901 - 1 9 5 0  vs. 1951 -2 0 0 0 0.102 0.050
Non-reflexive 1801 - 1 8 5 0 83 2 21 1801 - 1 8 5 0  vs. 1851 - 1 9 0 0 0.000 0.258
verbs 1851 - 1 9 0 0 230 57 22 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0.000 0.312
1901 -1 9 5 0 93 40 49 1801 -  1850 vs. 1951 -2 0 0 0 0.000 0.389
1951 -2 0 0 0 80 54 61 1851 - 1 9 0 0  vs. 1901 - 1 9 5 0 0.000 0.290
1851 -  1900 vs. 1951 -2 0 0 0 0.000 0.369
1901 - 1 9 5 0  vs. 1951 -2 0 0 0 0.140 0.102
Reflexive verbs 1801 - 1 8 5 0 139 17 166 1801 -  1850 vs. 1851 -1 9 0 0 0.250 0.048
1851 -1 9 0 0 346 62 494 1801 - 1 8 5 0  vs. 1901 - 1 9 5 0 0.000 0.240
1901 -  1950 151 57 549 1801 - 1 8 5 0  vs. 1951 -2 0 0 0 0.000 0.246
1951 - 2 0 0 0 142 35 537 1851 - 1 9 0 0  vs. 1901 - 1 9 5 0 0.000 0.202
1851 -  1900 vs. 1951 -2 0 0 0 0.000 0.214
1901 -  1950 vs. 1951 -2 0 0 0 0.110 0.055
Past tense copula 1801 - 1 8 5 0 248 30 1 1801 -1 8 5 0  vs. 1851 - 1 9 0 0 0.103 0.089
1851 - 1 9 0 0 245 39 6 1801 -1 8 5 0  vs. 1901 - 1 9 5 0 0.000 0.198
1901 - 1 9 5 0 237 79 7 1801 - 1 8 5 0  vs. 1951 - 2 0 0 0 0.000 0.249
1951 - 2 0 0 0 217 58 29 1851 - 1 9 0 0  vs. 1901 - 1 9 5 0 0.002 0.140
1851 - 1 9 0 0  vs. 1951 -2 0 0 0 0.000 0.184
1901 - 1 9 5 0  vs. 1951 -2 0 0 0 0.000 0.165
Past tense semi­ 1801 - 1 8 5 0 158 15 113 1801 -  1850 vs. 1851 -  1900 0.023 0.086
copula 1851 -  1900 350 72 305 1801 - 1 8 5 0  vs. 1901 - 1 9 5 0 0.000 0.171
1901 -1 9 5 0 281 83 397 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0.000 0.131
1951 - 2 0 0 0 302 50 390 1851 - 1 9 0 0  vs. 1901 - 1 9 5 0 0.000 0.155
1851 -  1900 vs. 1951 -2 0 0 0 0.000 0.110
1901 - 1 9 5 0  vs. 1951 -2 0 0 0 0.012 0.076
Present tense 1801 -  1850 40 2 17 1801 -1 8 5 0  vs. 1851 -1 9 0 0 0.010 0.188
semi-copula 1851 - 1 9 0 0 107 39 54 1801 - 1 8 5 0  vs. 1901 - 1 9 5 0 0.000 0.319
1901 -  1950 37 16 50 1801 - 1 8 5 0  vs. 1951 - 2 0 0 0 0.000 0.428
1951 -2 0 0 0 46 43 146 1851 - 1 9 0 0  vs. 1901 - 1 9 5 0 0.001 0.217
1851 - 1 9 0 0  vs. 1951 -2 0 0 0 0.000 0.385
1901 -  1950 vs. 1951 -2 0 0 0 0.006 0.175
Present tense 1801 -  1850 121 5 0 1801 - 1 8 5 0  vs. 1851 - 1 9 0 0 0.230 0.061
zero copula* 1851 -1 9 0 0 138 10 0 1801 -1 8 5 0  vs. 1901 - 1 9 5 0 0.447 0.026
1901 -1 9 5 0 161 5 0 1801 - 1 8 5 0  vs. 1951 -2 0 0 0 0.356 0.040
1951 - 2 0 0 0 132 8 0 1851 - 1 9 0 0  vs. 1901 - 1 9 5 0 0.099 0.088
1851 - 1 9 0 0  vs. 1951 - 2 0 0 0 0.453 0.022
1901 - 1 9 5 0  vs. 1951 -2 0 0 0 0.189 0.067
Perfective 1801 - 1 8 5 0 146 14 91 1801 -  1850 vs. 1851 -1 9 0 0 0.000 0.150
1851 - 1 9 0 0 209 49 231 1801 - 1 8 5 0  vs. 1901 - 1 9 5 0 0.000 0.315
1901 - 1 9 5 0 90 44 196 1801 - 1 8 5 0  vs. 1951 - 2 0 0 0 0.000 0.355
1951 -2 0 0 0 86 40 245 1851 -  1900 vs. 1901 -  1950 0.000 0.158
1851 - 1 9 0 0  vs. 1951 - 2 0 0 0 0.000 0.208
1901 - 1 9 5 0  vs. 1951 -2 0 0 0 0.188 0.069
Imperfective 1801 - 1 8 5 0 76 5 96 1801 - 1 8 5 0  vs. 1851 - 1 9 0 0 0.000 0.138
1851 - 1 9 0 0 367 70 285 1801 -  1850 vs. 1901 -  1950 0.000 0.164
1901 - 1 9 5 0 154 53 358 1801 - 1 8 5 0  vs. 1951 -2 0 0 0 0.000 0.200
1951 -2 0 0 0 124 49 353 1851 - 1 9 0 0  vs. 1901 -1 9 5 0 0.000 0.249
1851 - 1 9 0 0  vs. 1951 - 2 0 0 0 0.000 0.287
1901 - 1 9 5 0  vs. 1951 - 2 0 0 0 0.361 0.043
Infinitive copula 1801 - 1 8 5 0 13 1 11 1801 -  1850 vs. 1851 -1 9 0 0 0.940 0.047
1851 - 1 9 0 0 17 1 12 1801 -  1850 vs. 1901 - 1 9 5 0 0.400 0.217
1901 -  1950 8 2 4 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0.279 0.244
1951 - 2 0 0 0 6 0 12 1851 - 1 9 0 0  vs. 1901 - 1 9 5 0 0.364 0.214
1851 -1 9 0 0  vs. 1951 - 2 0 0 0 0.176 0.269
1901 -  1950 vs. 1951 - 2 0 0 0 0.053 0.429
•Fisher’s Exact Test used ( 2 x 2  matrix)
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In the case of future tense semi-copula, infinitive semi-copula, verbal adverb semi-copula, 
imperative and imperative semi-copula, insufficient examples were available after 
searching the Corpus to allow statistical tests to be carried out. These results are 
summarised in Table 3.2. They are not represented graphically due to the lack of examples 
returned by searches. Again, the reader is referred to the Methodology section of this 
thesis (Chapter 2) where this subject is discussed in more detail. It is also discussed 
qualitatively, where a minimum total count of 100 examples is referred to -  again, in a 
wholly qualitative sense -  as providing a reasonable limit to allowing statistical testing of 
the dataset. This, again, is highlighted by the restrictions of the x2 test, where a minimum 
count of 5 in each cell is required to perform a statistically valid analysis. The examples 
discussed herein did not occur in sufficient quantities in the Corpus to allow a combination 
of LF to be compared against SF. In most cases, insufficient examples were present to 
allow any statistical analysis via SPSS®. Therefore, it is difficult to draw any tangible 
conclusions from trends (if any) observed with these verbs. Such an analysis might only be 
possible with a larger corpus and a larger dataset from which to carry out an analysis 
similar to that conducted here.
Table 3.2. Results from corpus searches for types that were returned in 
insufficient numbers for statistical analysis to be carried out.
Type Tim e Period
Time Form
SF LF-N LF-I
Future tense semi 
copula
1 8 0 1 -1 8 5 0 3 0 7
1851 - 1 9 0 0 0 3 3
1901 - 1 9 5 0 0 1 9
1 9 5 1 -2 0 0 0 0 0 8
Future tense 
copula
1801 -  1850 24 2 0
1851 -1 9 0 0 25 0 1
1901 -  1950 9 1 0
1951 - 2 0 0 0 14 1 1
Infinitive semi 
copula
1801 -  1850 0 0 15
1851 -  1900 5 0 25
1901 -  1950 3 1 13
1 9 5 1 -2 0 0 0 3 0 18
Infinitive copula 1801 -  1850 13 1 11
1851 -  1900 17 1 12
1901 -  1950 8 2 4
1951 - 2 0 0 0 6 0 12
Verbal adverbs 
semi copula
1801 -  1850 0 0 2
1851 -  1900 1 0 10
1901 -  1950 0 0 13
1951 -2 0 0 0 1 0 5
Verbal adverbs 
copula
1801 -  1850 1 0 0
1851 -  1900 0 0 0
1901 -  1950 0 0 1
1951 -2 0 0 0 0 0 0
Imperative copula 1801 -1 8 5 0 16 0 0
1851 -  1900 3 0 0
1901 -  1950 2 0 0
1951 -2 0 0 0 4 0 1
Imperative semi 
copula
1801 -  1850 0 0 2
1851 -  1900 0 0 4
1901 -  1950 0 0 0
1951 - 2 0 0 0 3 0 3
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These results are reasonably clear in their interpretation. When comparisons are made 
across time periods, most of these analyses result in significant differences between the 
forms in these different time periods (Table 3.1). There are, however, exceptions where 
there is an even distribution across two time periods. Comparison of copula verbs indicates 
that significant differences are not observed when the first two time periods (1801 -  1850 
and 1851 -  1900) are compared (p = 0.402). For semi-copula verbs, there is no significant 
difference in distribution between the third and fourth time periods (1901 -  1950 and 1951
-  2000; p = 0.384). The former point is true of reflexive verbs (p = 0.250) whereas the latter 
point is also true of both reflexive (p = 0.110), non-reflexive (p = 0.757), perfective (p = 
0.188) and imperfective verbs (p = 0.361). In general, comparisons are only compliant with 
the null hypothesis when the first and second time periods, or the third and fourth time 
periods, are analysed. This would suggest that there is a certain degree of consistency in 
the results, and would suggest a certain degree of consistency in the data.
Clear trends can be observed in Figures 3.4 to 3.14. On each of the subsequent pages, 
appropriate pairs of graphs have been coupled for easier comparison. For example, Figure
3.4 and 3.5 show the different frequencies of form for copula (Figure 3.4) and semi-copula 
(Figure 3.5) verbs. Clear differences are apparent; whereas copula verbs are dominated by 
the SF, a clear rise in LF (both LF-N and LF-I) is apparent. While there is, comparatively, a 
greater occurrence of LF-N than LF-I, the former increases from the first time period (1801
-  1850) to the third (1901 -  1950), decreasing thereafter whereas the latter shows little 
change over the first three time period, but increases significantly in the fourth time period 
(1951 -  2000). it is also clear that the distribution, or frequency, of forms is different 
between each time period, confirming qualitatively the statistical findings summarised in 
Table 3.1. In Figure 3.5, not only is the SF seen to decline across the four time periods, but 
the LF, particularly LF-I, has a greater occurrence and, while LF-N increases slightly after 
the first time period, it plateaus, suggesting that the comparative changes between SF and 
LF are really those where the LF-I is replacing the SF in usage.
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Figure 3.4. Frequency of distribution of SF, LF-N and LF-I across the four time periods for copula verbs.
1801-1850 1851-1900 1901-1950 1951-2000
Time Period
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1 8 0 1 -1 8 5 0  1 8 5 1 -1 9 0 0  1 9 0 1 -1 9 5 0  1 9 5 1 -2 0 0 0
Time Period
Figure 3.5. Frequency of distribution of SF, LF-N and LF-I across the four time periods for semi copula verbs.
A similar trend is observed for non-reflexive and reflexive verbs, shown in Figures 3.6 and 
3.7, respectively. Again, for non-reflexive verbs the SF initially dominates and is then seen 
to decrease. In this case, the increase in LF is due to an increase in both LF-N and LF-I,
unlike the changes observed overall for the copula and semi-copula verbs (Figures 3.4 and 
3.5). However, changes in reflexive verbs are again based on an increase in LF-I only, at 
the expense of a decreasing frequency of SF.
100.00
%
80.00 -
60.00
40.00
20.00
0.00
1 8 0 1 -1 8 5 0  1 8 5 1 -1 9 0 0  1 9 0 1 -1 9 5 0  1 9 5 1 -2 0 0 0
Time Period
Figure 3.6. Frequency of distribution of SF, LF-N and LF-I across the four time periods for non-reflexive
verbs.
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Figure 3.7. Frequency of distribution of SF, LF-N and LF-I across the four time periods for reflexive verbs.
Figures 3.8 and 3.9 show, respectively, past tense copula and semi-copula verbs. In the 
case of past tense copula verbs the SF decreases slightly, but in this case it is the LF-N 
that increases substantially across the time periods. While LF-I increases significantly in 
the final time period, it makes a small overall contribution to the occurrence of these verbs. 
The picture is significantly more complex in Figure 3.9, where no clear trends are observed 
for the change of semi-copula verbs. The significant differences for these occurrences 
(listed in Table 3.1) are most likely due to the different distributions that can be observed in 
Figure 3.9. Specifically, LF-N increases from the first to the second time period, remains 
constant in the third, and then decreases again in the final time period. LF-I increases 
slightly over all four time periods, and SF shows a decrease across the first two time 
periods, and then a slight increase. Clearly, there is no similar frequency of distribution in 
these particular results and the distribution of these forms within the Corpus is clearly 
inconsistent. One clear difference between past tense copula and semi copula verbs is in 
the occurrence of LF-I, which is almost non-existent for past tense copula verbs, with 14 
examples being found (Table 3.1) compared to past tense semi-copula verbs, where over 
one thousand examples were returned after a search of the Corpus.
18 0 1 -1 8 5 0  1 8 5 1 -1 9 0 0  1901 -1 9 5 0  1 951 -2000
Time Period
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Time Period
Figure 3.8. Frequency of distribution of SF, LF-N and LF-I across the four time periods for past tense copula
verbs.
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Figure 3.9. Frequency of distribution of SF, LF-N and LF-I across the four time periods for past tense semi
copula verbs.
For present tense zero semi-copula (Figure 3.10) and present tense copula (Figure 3.11) 
comparisons are difficult as the latter did not have any examples of LF-l after searching the 
database (as was to be expected). Further, the SF and LF-N remain reasonably constant 
and no trends are apparent. This is seen in the results of the %2 test, where the results are 
in agreement with the null hypothesis in most cases. The present tense semi-copula 
(Figure 3.10), by comparison shows clear trends. The SF decreases significantly across 
the four time periods, LF-N increases to a plateau and then tails off, and LF-I again shows 
a large increase across the time periods. Similar trends are observed for the perfective 
(Figure 3.12) and imperfective verbs (Figure 3.13) although the trend for LF-I is not as 
clear, initially decreasing before increasing again -  this is mirrored by an initial increase, 
between the first two time periods, in the SF, which decreases thereafter. Infinitive copula 
verbs (Figure 3.14) show an increase in LF-N up to the third time period, which is followed 
by a sharp decrease. While SF and LF-I decrease and increase, respectively, these trends 
are neither consistent nor clear. This may be due to the small number of examples 
returned from searches of the Corpus (Figure 3.4), such as the example below:
3e.
Bee 6 y fle T  t o t o b o  k  y ip y
Vse bu-det gotov-o k utr-u.
All be-3SG.FUT ready-SF.NEUT to morning-DAT
‘Everything will be ready by morning. ’
(Dovlatov)
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Figure 3.10. Frequency of distribution of SF, LF-N and LF-I across the four time periods for present tense
semi copula verbs.
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Figure 3.11. Frequency of distribution of SF, LF-N and LF-I across the four time periods for present tense 
zero copula verbs. Note: examples of LF-I cannot occur with present tense copula byt'.
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Figure 3.12. Frequency of distribution of SF, LF-N and LF-I across the four time periods for perfective verbs.
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Figure 3.13. Frequency of distribution of SF, LF-N and LF-I across the four time periods for imperfective
verbs.
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Figure 3.14. Frequency of distribution of SF, LF-N and LF-I across the four time periods for infinitive copula
verbs.
Figure 3.4 shows the distribution of the three adjectival forms with the copula byt' across 
the four time periods for 1801 -  2000. This figure indicates that there is hardly any decline 
at all in SF usage, with the trend in LF-N showing an increase up until the third time period 
before falling off slightly in the fourth. The LF-I barely registers until the final time period, at 
which point it begins to catch up with the LF-N. These trends suggest that predicate usage 
with the copula byt' favours the SF throughout the periods studied. In the case of these 
particular examples, this would seemingly contradict predictions of the demise of the SF; 
while there is a decline in SF usage it is from approximately 85% to 75%. Therefore, we 
need to examine other conditions under which the predicate adjective occurs in order to 
find those under which the SF decreases. We begin with semi-copula verbs, shown in 
Figure 3.5. Here, we see that the SF is not as dominant as under the previous condition, 
and shows a steady decline throughout the four time periods; in fact, its usage decreases 
by more than half. The LF-I is the form of choice, with the LF-N hovering at 10% after 1851. 
Many of the semi-copula verbs examined take an instrumental object, and while a 
predicate adjective could in no way be described in such terms, there could be a possibility
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that the case normally used by the verbs in question has been extended to predicate 
adjective constructions. •
None of these match the description of a true reflexive verb, ie. one whose semantic 
subject and object are the same. Again, many reflexive verbs take the instrumental, 
therefore it is reasonable to assume that this is being extended to the SF, and that such an 
assumption would constitute logical usage. While this may be the case, it is clear from 
Figure 3.6, for example, that SFs are again declining, but no clear form emerges as the 
predominant choice- SF, LF-N and LF-I are more or less equal (especially when one 
considers the boundaries of error, + 5%). Thus, for the final time period we may assume 
that something other than the verb decides the adjectival form.
The lack of clarity presented in specific, rather than overall trends, is shown by the 
reflexives (Figure 3.7) where we find that they have a very clear trend towards the LF-I 
(indeed, they have a clear and increasing tendency to adopt LF-I throughout all the time 
periods examined), with SF declining until reaching a plateau in the 20th century, the LF-N 
showing very little (if any) change, and the LF-I accounting for almost 80% of the examples 
analysed. Therefore, we can conclude that a reflexive verb is most likely to occur with an 
LF-I. We may also be able to infer that the reflexive verb preferentially, and increasingly, 
adopts LF-I. In Figure 3.8, above, we do not see much difference in past tense as opposed 
to all examples with copula verbs, suggesting that tense, in this instance, is not a deciding 
factor in adjective form.
Comparisons were also made between verb types in each of the four time periods. These 
results are summarised in Table 3.3, and shown graphically in Figures 3.15 to 3.34. This 
table, below, shows comparisons between, for example, copula and semi-copula verbs, 
and the occurrences of each form are shown next to each other in the “Form” columns. 
These comparisons indicate that there is, in almost all the cases analysed, a significant 
difference between these pairs across all time periods. The two cases where no significant 
difference is observed (i.e. the results are in agreement with the null hypothesis) are where 
infinitive copula is compared with infinitive semi copula for the time period 1951 -  2000 (p = 
0.159), and where perfective is compared with imperfective for the time period 1901 -  1950
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(p = 0.171). Clearly, such cases are exceptions to the trend observed in the remainder of 
the data -  that is, significant differences are apparent in virtually all the comparisons made. 
Inspection of the data would appear to suggest that significant differences are 
predominately the results of the differences observed for the LF-I form and, in the 
comparison of the infinitive copula with the infinitive semi copula (1951 -  2000) the 
differences are most likely due to the small sample size found in the Corpus.
Table 3.3. Statistical comparison, by x-squared test, of pairs of verbs, in each 
_______ of the time periods, and the statistical significance of trends._______
Comparison Form X-squared
Result
Cramer’s
V
Time Period SF LF-N LF-I p-value
Copula (left) vs. semi­
copula verbs (right)
1801 -1 8 5 0 413 222 39 19 13 187 0.000 0.490
1851 -1 9 0 0 435 576 52 119 19 516 0.000 0.227
1901 -1 9 5 0 418 244 89 97 12 554 0.000 0.595
1951 -2000 376 210 67 89 41 598 0.000 0.572
Non-reflexive verbs 
(left) vs. Reflexive 
verbs (right)
1801 -1 8 5 0 83 139 2 17 21 166 0.000 0.304
1851 -1 9 0 0 230 346 57 62 22 494 0.000 0.423
1901 -1 9 5 0 93 151 40 57 49 549 0.000 0.375
1951 -2000 80 142 54 35 61 537 0.000 0.412
Past tense copula 
(left) vs. past tense 
semi copula (right)
1801 -1 8 5 0 248 158 30 15 1 113 0.000 0.489
1851 -1 9 0 0 245 350 39 72 6 305 0.000 0.393
1901 -1 9 5 0 237 281 79 83 7 397 0.000 0.473
1951 -2000 217 302 58 50 29 390 0.000 0.406
Present tense zero 
copula (left) vs. 
present tense semi 
copula (right)
1801 -1 8 5 0 121 40 5 2 0 17 0.000 0.465
1851 -1 9 0 0 138 107 10 39 0 54 0.000 0.445
1901 -1 9 5 0 161 37 5 16 0 50 0.000 0.683
1951 -2000 132 46 8 43 0 146 0.000 0.731
Infinitive copula (left) 
vs. infinitive semi 
copula (right)
1801 -1 8 5 0 13 0 1 0 11 15 0.000* 0.537
1851 -1 9 0 0 17 5 1 0 12 25 0.001* 0.415
1901 -1 9 5 0 8 3 2 1 4 13 0.028* 0.411
1951 -2000 6 3 0 0 12 18 0.159* 0.225
Perfective (left) vs. 
imperfective (right)
1801 -1 8 5 0 146 76 14 5 91 96 0.001 0.181
1851 -1 9 0 0 209 367 49 70 231 285 0.017 0.082
1901 -1 9 5 0 90 154 44 53 196 358 0.171 0.063
1951 -2000 86 124 40 49 245 353 0.770 0.024
indica tes analysis of SF vs. (LF-N + LF-I), Fisher's Exact Test, due to small sample size.
Examination of the graphs indicates several interesting changes to the occurrence of forms 
across the time periods. For example, in the comparison of copula and semi copula verbs, 
the semi copula SF can be seen to decrease significantly, whereas its copula counterpart 
decreases only slightly, remaining reasonably static across the sampling intervals. Copula 
LF-N increases over time, whereas semi copula LF-N appears to only increase from the 
first time period, whereafter it reaches a plateau. By contrast, semi copula LF-I appears to 
increase in the second half of the sampling period, whereas copula LF-I -  whose 
occurrence is limited across the dataset -  demonstrates a rise in the last time period only.
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Comparisons between reflexive and non-reflexive verbs show a similar distribution, when 
both form and type are qualitatively compared (Figure 3.19 to 3.22). For both types, SF 
decreases with time, LF-N (non-reflexive) increases significantly in its occurrence over 
time, whereas LF-N (reflexive) does not appear to show any significant trends. LF-I shows 
a substantial increase in occurrence of the reflexive, and a small increase in occurrence of 
the non-reflexive, over time.
Form
Figure 3.15. Comparison of percentage occurrence of SF, LF-N and LF-I for 
copula vs. semi copula verbs in the time period 1801 - 1850.
Form
Figure 3.16. Comparison of percentage occurrence of SF, LF-N and LF-I for 
copula vs. semi copula verbs in the time period 1851 - 1900.
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Figure 3.17. Comparison of percentage occurrence of SF, LF-N and LF-I for 
copula vs. semi copula verbs in the time period 1901 - 1950.
20.00
0.00
SF LF-N
Form
LF-I
Figure 3.18. Comparison of percentage occurrence of SF, LF-N and LF-I for
copula vs. semi copula verbs in the time period 1951 - 2000.
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Figure 3.19. Comparison of percentage occurrence of SF, LF-N and LF-I for 
non-reflexive vs. reflexive verbs in the time period 1801 - 1850.
SF LF-N LF-I
Form
Figure 3.20. Comparison of percentage occurrence of SF, LF-N and LF-I for 
non-reflexive vs. reflexive verbs in the time period 1851 - 1900.
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Figure 3.21. Comparison of percentage occurrence of SF, LF-N and LF-I for 
non-reflexive vs. reflexive verbs in the time period 1901 -1950.
SF LF-N LF-I
Form
Figure 3.22. Comparison of percentage occurrence of SF, LF-N and LF-I for 
non-reflexive vs. reflexive verbs in the time period 1951 - 2000.
Figures 3.23 to 3.26 show the changes in past tense copula and semi copula verbs with 
time. They indicate that, in both cases, SF decreases over time whereas LF-I and LF-N 
both increase. The largest increases are found for LF-I. Changes in the relative occurrence 
of copula and semi copula verbs follow similar trends. Initially, and across all time periods, 
there is a significant difference in the proportion (as a percentage) of examples that are of 
a particular form. In particular, LF-I is more frequent in the semi copula than the copula. 
This is also the case for the above examples (Figures 3.15 to 3.22), and usually occurs to 
the relative detriment of the SF. As Figures 3.23 to 3.26 show, however, the trends for both 
forms, although differing in their proportions, are similar in that the SF decreases while LF- 
N and LF-I increase. However, the increase in LF is different depending on the verb type. 
For the past tense copula verb the decrease in the SF results in an increase predominately 
in the LF-N, whereas the decrease in the semi copula SF results in an increase 
predominately in the LF-I. Similar trends are apparent in the above examples (copula vs. 
semi copula, and reflexive vs. non-reflexive, shown in Figures 3.15 to 3.22) they are not as 
clear as the changes observed in the past tense examples.
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Figure 3.23. Comparison of percentage occurrence of SF, LF-N and LF-I for
past tense copula vs. past tense semi copula verbs in the time period 1801 - 1850.
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Figure 3.24. Comparison of percentage occurrence of SF, LF-N and LF-I for 
past tense copula vs. past tense semi copula verbs in the time period 1851 -1900.
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Figure 3.25. Comparison of percentage occurrence of SF, LF-N and LF-I for 
past tense copula vs. past tense semi copula verbs in the time period 1901 - 1950.
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Figure 3.26. Comparison of percentage occurrence of SF, LF-N and LF-I for 
past tense copula vs. past tense semi copula verbs in the time period 1951 - 2000.
Similar trends are not seen for the comparisons of the present tense copula and semi 
copula verbs (Figures 3.27 to 3.30). The first issue with these data is that the LF-I is absent 
for the present tense semi copula. So, no clear trends are observed for semi copula 
examples, with the occurrences across each time period being almost similar, as the 
decrease in SF, and the resultant increase in LF-N, is relatively small and not significant. 
For present tense copula examples, the SF decreases significantly and, in the third and 
fourth time periods, is less prevalent than the LF-I, which increases to the detriment of the 
SF. Increases in the LF-N are also observed, but they are not as large as those seen for 
LF-I, and they plateau and stabilize after the second time period.
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Figure 3.27. Comparison of percentage occurrence of SF, LF-N and LF-I for 
present tense zero copula vs. present tense semi copula verbs in the time period 1801 - 1850.
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Present tense semi copula
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Figure 3.28. Comparison of percentage occurrence of SF, LF-N and LF-I for 
present tense zero copula vs. present tense semi copula verbs in the time period 1851 - 1900.
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Figure 3.29. Comparison of percentage,occurrence of SF, LF-N and LF-I for 
present tense zero copula vs. present tense semi copula verbs in the time period 1901 - 1950.
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Figure 3.30. Comparison of percentage occurrence of SF, LF-N and LF-I for
present tense zero copula vs. present tense semi copula verbs in the time period 1951 - 2000.
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When comparing perfective and imperfective verbs (Figures 3.31 to 3.34), the initial 
situation (in the first time period examined, 1801 -  1850) is that the predominant forms are 
SF and LF-I, for both the perfective and imperfective. Changes in the perfective over time 
result in a decrease in SF which is minimal across the first two time periods, but then drops 
dramatically, from just over 40% in 1851 -  1900, to 25% in the third time period, and to just 
over 20% in the final time period. While the LF-N increases slightly over these time periods, 
the decrease in the SF is mostly at the expense of the LF-I. While a dramatic decrease is 
also seen over the last two time periods for the imperfective, the trend is not as clear, as 
SF actually increases from the first to the second time period, and decreases sharply 
thereafter. As with the perfective, this is mirrored by an increase in LF-I, while LF-N only 
increases significantly from the first to the second time period, and plateaus thereafter.
Therefore, while the changes in copula and semi copula occurrences can be examined 
statistically, one of the key outcomes of this study is that, even in a qualitative sense, 
examination of particular types provides substantially more information on the changes in 
form over time. Clearly, analysis of this kind will not determine why such forms have a 
particular tendency to change in the manner that they have, but it does show the clear 
issues with how the data are analysed, even prior to any interpretation.
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Figure 3.31. Comparison of percentage occurrence of SF, LF-N and LF-I for 
perfective vs. imperfective verbs in the time period 1801 - 1850.
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Figure 3.32. Comparison of percentage occurrence of SF, LF-N and LF-I for 
perfective vs. imperfective verbs in the time period 1851 - 1900.
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Figure 3.33. Comparison of percentage occurrence of SF, LF-N and LF-I for 
perfective vs. imperfective verbs in the time period 1901 - 1950.
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Figure 3.34. Comparison of percentage occurrence of SF, LF-N and LF-I for 
perfective vs. imperfective verbs in the time period 1951 - 2000.
A more detailed statistical examination of the data may be conducted. For example, when 
comparing the total copula and semi copula verbs, changes in short form may, in this case 
be compared to those in the combined long form over all four time periods. Alternatively, 
the long forms only can be compared, and the short form ignored. In addition to %2 tests 
symmetrical and directional measures may be looked at. In essence, a symmetric measure 
is akin to a correlation coefficient and a value of 0.3 or above suggests a reasonable 
strength of correlation, but does not carry the positive or negative association of that test, 
whereas a directional measure shows the strength and significance of the predictive power 
of each variable examined (i.e. time period or form). One limitation of the symmetric 
measures tests that follow is that one descriptor, Phi, is relevant only for a 2x2 matrix, so it 
is not relevant to the majority of tests carried out in this particular study. This is shown 
below, in Figures 3.35 to 3.37. Figure 3.35 shows the output from the SPSS® statistical 
software, and shows the counts of each form for copula and semi copula verbs. It is 
consistent in layout to the outputs that yielded the results discussed above.
Figure 3.36 examines the effect of symmetrical measures testing on these data. Firstly, for 
the data analysed, the term Phi is not, in this case, relevant as its relevance relates to a
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2x2 matrix only, whereas this study is predominately on a 2x3 matrix. It shows that the 
Cramer’s V and the Contingency Coefficient are analogous to a correlation coefficient 
between the two variables being examined. The results of these tests, 0.326 and 0.418, 
respectively (Figure 3.36) show a good, and significant, correlation between time and form. 
However, only the magnitude, and not the direction of the change, is returned as a result. 
Thus, the test does not tell us whether or not a particular form is increasing or decreasing 
with time, only if it is changing significantly relative to the time period and other forms.
Figure 3.37 shows the output from the directional measures analysis, and the “reduction in 
misclassification” of data. In essence, this test is telling us what the chances of success are 
if one was to guess what the form of the adjective was, based on the time period, or the 
time period based on the type of a verb. For example, according to the Goodman and 
Kruskal Tau (Figure 3.37), if one was to guess what form a adjective was, the chances of 
making a mistaken guess would be reduced by 10.2% if one knew what the time period 
was. Similarly, if one knew the grammatical form of the adjective, one would reduce the 
chances of guessing the incorrect time period by 7.1%. All these effects are returned as 
highly significant. However, the percentage reduction in error is roughly equal between 
time and form for most measures examined.
In terms of further interpretation, the potential uses of directional measures are quite 
conceptually difficult to interpret. For example, if one considers that the overall frequency of 
LF-N was 63.2% and LF-I was 36.8%. If one were asked to "guess" what the grammatical 
form of an adjective chosen at random was, one would be “better off” guessing LF-I, as one 
would be wrong 36.8% of the time, compared to 63.2% of the time if one “guessed” LF-N. 
Essentially, the directional measures tell you the reduction in error that would result if one 
knew the time period. If the directional measure in this study, e.g. Goodman and Kruskal's 
Tau in Figure 3.37 had a value of 0.102, is considered, this means that the chances of 
guessing incorrectly would be reduced by 10.2% if the time period was known. In essence, 
the directional measures provide a way of determining the predictive ability of the two 
variables, time period or form.
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Time * Form Crosstabulation
Form
TotalShort form Lonq form
Long from 
instrumental
Time 19-1 Count 564 50 44 658
Expected Count 463.7 130.7 63.6 658.0
% within Time 85.7% 7.6% 6.7% 100.0%
% within Form 51.6% 16.2% 29.3% 42.4%
% of Total 36.4% 3.2% 2.8% 42.4%
19-2 Count 220 84 19 323
Expected Count 227.6 64.1 31.2 323.0
% within Time 68.1% 26.0% 5.9% 100.0%
% within Form 20.1% 27.3% 12.7% 20.8%
% of Total 14.2% 5.4% 1.2% 20.8%
; 20-1 Count 194 122 5 321
Expected Count 226.2 63.7 31.0 321.0
% within Time 60.4% 38.0% 1.6% 100.0%
% within Form 17.7% 39.6% 3.3% 20.7%
% of Total 12.5% 7.9% .3% 20.7%
20-2 Count 115 52 82 249
Expected Count 175.5 49.4 24.1 249.0
% within Time 46.2% 20.9% 32.9% 100.0%
% within Form 10.5% 16.9% 54.7% 16.1%
% of Total 7.4% 3.4% 5.3% 16.1%
Total Count 1093 308 150 1551
Expected Count 1093.0 308.0 150.0 1551.0
% within Time 70.5% 19.9% 9.7% 100.0%
% within Form 100.0% 100.0% 100.0% 100.0%
% of Total 70.5% 19.9% 9.7% 100.0%
Chi-Square Tests
Value df
Asymp. Sig. 
(2-sided)
Pearson Chi-Square 328.7033 6 .000
Likelihood Ratio 293.317 6 .000
N of Valid Cases 1551
a' 0 cells (.0%) have expected count less than 5. The 
minimum expected count is 24.08.
Figure 3.35. Cross tabulation output and results of %2 tests from SPSS® (v.14) 
for copula and semi copula verbs.
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Not appropriate for a 2x3 table, only a 2 x 2 matrix
Symmetric Measures
/ Value Approx. Sig.
Nominal by ( ^ i ) .460 .000
.000
.000C  Contingency Coefficient) 
N of Valid C a se s -------
(418 )
T5S\
a- Not assuming the null hypothesis
b- Using the asymptotic standa(d error assuming the null 
hypothesis.
These two values are 
analogous to a correlation 
coefficient between the two 
variables
These two values show a 
reasonable (and highly 
significant) correlation 
between time and form
Figure 3.36. Annotated output from the Symmetric Measures test, using SPSS® (v.14). The three boxes
highlight the key issues with interpreting this data.
These values show the “reduction in misclassification” if e.g. you were to "guess" 
what the form of a verb was, knowing what the time period was, or vice versa.
Directional I asures
/Value
. Asymp. 
Std. Erro7 Approx. f 1 Approx. Siq.
Nominal by Lambda Symmetric /  .081 \  .012 6.457 .000
Nominal Time Dependent .123 \  .018 6.457 .000
Form Dependent .000 .000 0 c
Goodman and Time Dependent .071 .008 ,000d
Kruskal tau Form Dependent .102 .012 .000d
Uncertainty Coefficient Symmetric .090 / .010 8.651 ,000e
Time Dependent V .072 .008 8.651 ,000e
Form Dependent \  .119 /  .013 8.651 .000e
a- Not assuming the null hypothesis.
t>. Using the asymptotic standard error assuming the null hypothesis.
c. Cannot be computed because the asymptotic standard error equals zero.
d. Based on chi-square approximation
e. Likelihood ratio chi-square probability.
Figure 3.37. Annotated output from the Directional Measures test, using SPSS® (v.14).
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A similar analysis was carried out by comparing only the long form examples. These 
results are summarised in Figures 3.38 and 3.40. These data show differences in the LF-I 
and LF-N over the different time periods. Again, assuming that the null hypothesis defined 
earlier in this chapter is true, the results show significant differences from the expected 
ratios. Further, these results indicate that, although both the time period and the form are 
significantly (i.e. they show a statistically significant change with time) the Goodman and 
Kruskal Tau and Uncertainty Coefficient (Figure 3.39) indicate that, when form is the 
dependant variable this results in a stronger power in predicting the LF-I or LF-N. The Tau 
shows that the chances of making an incorrect prediction of the grammatical form are 
reduced by 25% if you know the time period. Figure 3.39 shows that the “directionless” 
measure of correlation shows stronger correlation between time period and form, than for 
either long versus short or for the entire dataset. These values suggest that the most 
important correlations -  in terms of magnitude -  are between time period and LF-N versus 
LF-I, although all effects are significant.
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timeperiod * form Crosstabulation
form
TotalNominative Instrumental
timeperiod 19-1 Count 50 44 94
Expected Count 63.2 30.8 94.0
% within timeperiod 53.2% 46.8% 100.0%
% within form 16.2% 29.3% 20.5%
% of Total 10.9% 9.6% 20.5%
19-2 Count 84 19 103
Expected Count 69.3 33.7 103.0
% within timeperiod 81.6% 18.4% 100.0%
% within form 27.3% 12.7% 22.5%
% of Total 18.3% 4.1% 22.5%
20-1 Count 122 5 127
Expected Count 85.4 41.6 127.0
% within timeperiod 96.1% 3.9% 100.0%
% within form 39.6% 3.3% 27.7%
% of Total 26.6% 1.1% 27.7%
20-2 Count 52 82 134
Expected Count 90.1 43.9 134.0
% within timeperiod 38.8% 61.2% 100.0%
% within form 16.9% 54.7% 29.3%
% of Total 11.4% 17.9% 29.3%
Total Count 308 150 458
Expected Count 308.0 150.0 458.0
% within timeperiod 67.2% 32.8% 100.0%
% within form 100.0% 100.0% 100.0%
% of Total 67.2% 32.8% 100.0%
Chi-Square Tests
Value df
Asymp. Sig. 
(2-sided)
Pearson Chi-Square 115.0973 3 .000
Likelihood Ratio 129.726 3 .000
N of Valid Cases 458
a. 0 cells (.0%) have expected count less than 5. The 
minimum expected count is 30.79.
Figure 3.38. Cross-tabulation output from SPSS® (v.14) for analysis of LF-I and LF-N.
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Directional Measures
Value
Asymp. 
Std. ErroP Approx. Approx. Sig.
Nominal by Lambda Symmetric .211 .040 5.063 .000
Nominal timeperiod Dependent .216 .036 5.478 .000
form Dependent .200 .069 2.611 .009
Goodman and timeperiod Dependent .093 .014 .000c
Kruskal tau form Dependent .251 .035 .000°
Uncertainty Coefficient Symmetric .141 .021 6.680 ,000d
timeperiod Dependent .103 .016 6.680 .000d
form Dependent .224 .033 6.680 .000d
a. Not assuming the null hypothesis.
b. Using the asymptotic standard error assuming the null hypothesis. 
c- Based on chi-square approximation
d- Likelihood ratio chi-square probability.
Symmetric Measures
Value Approx. Siq.
Nominal by Phi .501 .000
Nominal Cramer's V .501 .000
Contingency Coefficient .448 .000
N of Valid Cases 458
a- Not assuming the null hypothesis.
b. Using the asymptotic standard error assuming the null 
hypothesis.
Figure 3.39. Output from the directional (top) and symmetric (bottom) measures analysis of the 
LF-I and LF-N data for copula and semi copula verbs.
Similarly, the combined LF was compared to the SF. Analysis by the %2 test indicated a 
significant difference (p = 0.000). The directional measures are different for the Lambda (A,) 
variable, compared to the other tests. The Goodman and Kruskal Tau and Uncertainty 
Measures both show significant values for time period and grammatical form, with time 
period being slightly more predictive than form, i.e. when form is the dependent variable. In 
addition, the symmetric measures show a reasonable correlation between time period and 
form (Figure 3.40).
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Directional Measures
Value
Asymp. 
Std. Error Approx. t Approx. Sig.
Nominal by Lambda Symmetric .044 .020 2.165 .030
Nominal Timeperiod Dependen .045 .017 2.655 .008
Form Dependent .041 .034 1.205 .228
Goodman and Timeperiod Dependen .042 .006 .000°
Kruskal tau Form Dependent .103 .015 .000°
Uncertainty Coefficien Symmetric .055 .008 6.635 ,000d
Timeperiod Dependen .040 .006 6.635 .000d
Form Dependent .087 .013 6.635 .000d
a- Not assuming the null hypothesis.
b. Using the asymptotic standard error assuming the null hypothesis.
Based on chi-square approximation 
d- Likelihood ratio chi-square probability.
Symmetric Measures
Value Approx. Sig.
Nominal by Phi .322 .000
Nominal Cramer's V .322 .000
Contingency Coefficient .306 .000
N of Valid Cases 1551
a- Not assuming the null hypothesis.
b- Using the asymptotic standard error assuming the null 
hypothesis.
Figure 3.40. Directional (top) and symmetric (bottom) measures 
for a comparison of SF versus combined LF.
This type of analysis, however, does demonstrate the potential of statistical methods to not 
only characterise the occurrences of predicate adjectives in the Corpus, but also to predict 
future trends in occurrence. Further, while it may be outside the remit of this particular 
study, it shows how the dataset may be employed and developed in future studies. The 
results of the symmetric and directional measures analyses tell us, in effect, that both time 
period and form show reasonable predictive power for SF versus the LF, but that the time 
period is highly predictive of the form when nominative and instrumental forms are
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analysed (i.e. while all effects of time are significant, there is a stronger association 
between time period and form when the long form instrumental and nominative data are 
analysed alone). Also, time period is better at predicting form in this latter dataset than 
form is at predicting time period.
3.5 DISCUSSION
The application of parametric statistical tests may be limited by the nature of the data being 
analysed. In particular, it has been observed that the use of parametric tests is valid when 
the samples are derived from normally distributed populations, where the samples possess 
similar variances and where the data have been measured in at least an interval scale of 
measurement. If such conditions cannot be assured, one must seek alternative approaches 
to analyse the data. This usually involves the use of non-parametric tests, although the use 
of parametric tests may still be valid in situations where there are only moderate deviations 
from the above assumptions (for example, this might be where the data may not possess 
equal variances and the populations from which the data have been sampled may deviate 
from normality). In addition, the nature of the data measurement is an important 
determinant in the choice of statistical test. Parametric tests are usually associated with 
data that can undergo arithmetic manipulations (i.e. a mean value and variance). 
Therefore, the data must be measured on either an interval or ratio scale. If the data is 
nominal or ordinal -  as is the case in this study -  then non-parametric tests should be 
employed to evaluate compliance, or otherwise, with the null hypothesis.
The x2 test is one of a number of non-parametric tests that can be employed to analyse 
data, given the criteria discussed above. Other tests include the Friedman’s test and the 
Kruskal-Wallis test. The conditions for the use of each of these tests are quite specific, and 
they are used as alternatives to parametric test methods. For example, when data have 
been measured on a scale the Kruskal-Wallis and Friedman’s tests are the equivalent of 
the one-way and two-way parametric analysis of variance tests, and are used when the 
assumptions of ANOVA are not valid. Therefore, where ANOVA has been applied in this 
study it is with the inference that the data meets the criteria, above, for parametric
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distribution of data. Quite often, the label “ANOVA” is used where it actually refers to its 
non-parametric equivalent, the Friedman’s test, which is commonly used for three or more 
populations. In a similar manner to ANOVA for parametric data, the Kruskal-Wallis and 
Friedman’s tests simply show acceptance or rejection of the null hypothesis and do not 
show the origins of the suggested differences. In these cases, appropriate post-hoc tests 
should be carried out. Where such analysis has resulted in unsatisfactory or unclear 
results, non-parametric tests have been used. In this case, the %2 test has been used, as 
the data being analysed can be considered to have been measured as discrete categories 
within an ordinal scale of measurement. It compares the actual values recorded with those 
expected according to the null hypothesis. Therefore, in this study the actual frequency of 
forms returned from searching the Corpus is compared with the null hypothesis, which 
states that frequency of form will be the same across each pair of time periods compared.
Data collected and analysed by a %2 test is normally presented as frequencies in discrete 
categories -  in this case, this represents the occurrence of form in each time interval. While 
a range of tests have been used -  from 2 x 2 to 2 x 3 matrices -  to analyse data by the %2 
test, the underlying principles of the test are the same. In all cases, the expected number of 
observations per cell (defined by the null hypothesis, which states that the frequency of 
form occurrence over time is the same) is compared to the recorded number of 
observations. From the difference in these cases the %2-statistic is calculated, and the 
significance, or otherwise of a comparison is recorded (i.e. Tables 3.1 and 3.3).
While the %2 test has many advantages, it is limited by the amount of data required for its 
correct use -  generally, a frequency of five or more is required for analysis. In most cases 
in this study such a criterion is not an issue, given the size of the dataset employed and the 
number of examples returned from the Corpus. In a small number of cases, however, the 
frequency is too low to allow analysis. Consideration therefore is given to how the data has 
been subdivided, and whether there is any possibility that the data can be grouped 
differently -  for example, it might be appropriate to collate LF-I and LF-N together and 
compare then directly against the SF. Nevertheless, if such an option is not viable the %2 
test can be carried out with less than the expected frequency. Generally, this produces a 
test statistic that is larger than might normally be expected when the null hypothesis is true,
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increasing the chance of a type 1 error. Conversely, if all the cells with small expected 
values have an observed frequency very similar to that which is expected they will 
contribute little to the overall deviance in the results and it is unlikely that the results will be 
distorted or inaccurate. (Woods et al., 1986: 145). While Woods et al commented that this 
is something infrequently carried out in linguistics analysis, in all cases where the 
frequency of samples has been too low to allow a full %2 analysis to be carried out this has 
been described in the relevant tables, or should be apparent from the related figures.
The use of such quantitative statistical methods may be viewed as an attempt to develop 
previous qualitative and semi-quantitative studies, such as the studies conducted by 
Benson (1954) and Gustavsson (1976). Such studies were qualitative in design and their 
results should be viewed in this context. They therefore provide an excellent counterpoint 
to the stratified and quantitative nature of the current study. For example, Gustavsson 
(1976) made a synchronic study of predicate adjectives with the copula byt' in a corpus of 
67 texts spanning a period of seven years, encompassing fiction and newspapers sources, 
in an attempt to determine the rules of adjectival form choice. In this study, he found that, 
"Sentence or clause type does not appreciably affect choice of form." This would infer that 
something else instigates the choice of adjectival form. In the present study, this would be 
verb type. As Gustavsson considered only the copula byt' in his work, we cannot, 
therefore, make a direct comparison between the two. For example, he did not consider 
semi-copula verbs, three examples of which are shown below:
3f.
Ho OH ocTancs HenpeKOOHeH w
No on osta -I -sja nepreklon-en /'
But he remain-PST-REFL inflexible-SF and
ero He nocMenn ocnywaTbCH
ego ne posme-l -i oslus -at'-sja
him not dare -pst-pl disobey-iNF-REFL
‘But he remained inflexible, and they did not dare to disobey him. ’
(Bunin)
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Ha A pyrow  A^H b o h  h b m j ic h  Becb  6neA HbiM
Na drugoj den' on javi -Isja ves' bledn-yj
On next day 3SG.MASC appear-PAST.MASC entirely pale-NOM.MASC
3g.
'Next day he appeared completely pale. ’
3h.
Ee
Ee
3SG-POSS
ni/iqo noi<a3anocb
litso pokaza-l-os'
face seem-PST-REFL
eiviy
emu
(Gogol')
nenanbH-biM
pecal'n-ym
3SG.DAT morose-INST.NEUT
'Her face seemed to him to be morose.'
(Turgenev)
The general trends apparent in the data discussed above is that the SF decreases and, in 
most cases, this is associated with an increase in the LF-I. LF-N also increases across the 
time periods examined. However, the changes observed for LF-N are not as large as those 
for LF-I, and they often do not result in specific trends. In most cases, as shown earlier in 
this chapter, changes in LF-N usually increase from one time period to the next, and 
thereafter do not change, but plateau at a “steady-state”. This is, to a certain degree, a 
generalisation, and specific changes are discussed in Section 3.4, above. However, in 
most cases there are statistically significant differences between the frequencies of 
occurrence of forms across the different time periods.
Figures 3.4 and 3.5. show, respectively, that changes observed in form occurrence over 
time are more significant for the semi copula examples than for the copula examples. 
However, if the occurrence of SF is decreasing, it is logical that the occurrence of another 
form must be increasing. It may be considered that they are due to the aspect of the verb; 
In essence, it is proposed that the aspect is undertaking the role of temporality associated 
previously with the SF. Thus, instead of temporality being marked by the SF adjective, it is 
being marked by the aspect of the verb. Further, because a perfective is used in cases
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where “something" is done and finished, or will be done and finished, this will not apply to 
the present tense. This is in contrast to an imperfective, which is essentially a continuing 
state or a repeating state. For example, if we consider Figures 3.12 and 3.13, we can see 
that there is a steady decrease in the occurrence of the SF with the perfective verbs 
(Figure 3.12) whereas, for imperfective verbs (Figure 3.13) we see what may be described 
as a “bimodal” distribution -  essentially, this means that the first two time periods are 
reasonably consistent with each other, and so are the last two, but these two pairs are 
different from each other. This may suggest that the temporality function previously 
attributed to the SF adjective is now being partly taken over by the perfective aspect.
An important issue to consider is that, with semi copula verbs, LF-I is possible in the 
present tense, whereas for the copula verbs, where we have a zero occurrence, it is not. 
Therefore, in the most common predicate constructions there are no examples of the LF-I. 
This will also possibly skew any statistical analysis, or make analysis difficult due to fewer 
occurrences, it would therefore seem logical that we may see a greater change within the 
semi copula verbs as there is a greater scope for change, i.e., the possibility of the LF-I 
occurring with all forms of the verb. So, if we see a decline in SF and no possibility of this 
transforming into LF-I usage, does this then result in a concomitant increase in LF-N to 
compensate for the decrease in SF? If we refer to Figure 3.11, we have a case where the 
LF-I is not possible. In this case, there is no significant decrease in the SF over time, and 
nor does the LF-N increase by an appreciable amount. Hence, in this case it may be 
suggested that, if the grammatical structure does not permit the existence or formation of 
the LF-I, then the decrease in the SF does not occur. Although this is observed in one set 
of results in the whole analysis, a certain degree of validation may be drawn from a much 
wider examination of verb occurrence from the Corpus. Such a qualitative analysis 
provides us with interesting support for the concept that the decrease in SF occurrence is 
controlled by the ability of the form to change from SF to, specifically, LF-I, and not to LF-N. 
This inference is reinforced in Figures 3.31 to 3.34, where the percentage occurrence of 
form is compared across the time periods for perfective and imperfective verbs. In these 
examples the trends discussed above are clearly observed. Indeed, such trends are 
prevalent in all other examples of the data.
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The occurrence of LF-N is substantially less than SF or LF-I across all examples examined. 
It might be proposed that LF-N is a grammatical form that would appear to be incompatible 
with semi copula verbs. The nominative case is used for the subject of a sentence. 
Therefore, it is logical to assume that this would not be the most obvious object for a semi 
copula verb. Therefore, the trends observed in this chapter might relate only to semi 
copula, rather than copula, verbs. Extrapolation of the findings of this study outside the 
“data space” should be conducted with caution, possibly employing both qualitative and 
quantitative methods of analysis. Thus, in Figures 3.6 and 3.7, we see that reflexive verbs 
show an increase in LF-I usage over time, whereas non-reflexive verbs do not show the 
same trend, remaining reasonably static over the time periods examined. This may be an 
indication that the reflexive semi copula verbs are following the same trend as verbs such 
as cuvstvovat' sebja (to feel), in that they are taking the instrumental form, and are 
following a pattern set by other reflexive verbs.
In summary, the results presented in this chapter suggest that the SF is declining 
significantly, and is being replaced by an increasing occurrence of the LF-I, where the LF-I 
is a valid option for the verb to take. Where this is not the case, the SF does not change 
significantly. The most dramatic changes are observed with semi copula verbs. Such 
changes may be because these verbs have an overt present tense form with which an LF-I 
can be used (clearly, so can the LF-N, but it can be used elsewhere, for example with a 
zero copula verb) which is not the case with byt'. We have also seen a difference between 
reflexive and non-reflexive semi copula verbs, suggesting that reflexive verbs are more 
likely to take the LF-I, possibly to draw it into line with other reflexive verbs.
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Chapter 4
The influence of nouns in the choice of predicate adjective form.
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4.1 INTRODUCTION
In Chapter 3 we have examined how the adjective form has changed according to the verb 
type. In this chapter we consider the differences which occur with subject noun phrases 
headed by different nouns, namely: concrete, abstract, animate and inanimate. Concrete 
nouns are things which can be experienced in a sensorial, physical, way. For example, the 
sky cannot be touched, but it can be seen, hence it is a concrete noun. An abstract noun is 
something which cannot be experienced sensorially, such as democracy, depression, or 
love -  although love or depression, for example, can be experienced in terms of the 
emotions relating to either, but they are merely indirect correlates of the named abstraction. 
For example, love may be manifested through dilation of pupils or physical expressions, 
but such concrete manifestations are only indirect symptoms rather than something in its 
entirety. An animate noun is, for example, a person or an animal, specific or general, 
including proper nouns for names. Inanimate nouns relate to things which physically exist, 
such as a table or a chair, and may also incorporate abstract nouns, such as those given 
above. If we consider that the short form is marking a temporary state (e.g. he is cold), it 
would be logical to assume that the short form would be more prevalent with animate 
nouns. However, Bazenova’s work showed that, in scientific texts, the short form is used 
not only with animate subjects but also when the issue of temporality was not important, for 
example, “space is infinite” (“Prostrantsvo beskonecno"). This is obviously not a temporary 
state but something inherent in the nature of space which in other examples would be 
expressed by the long form nominative.
Further, with regards to animacy and inanimacy, animate subjects will also automatically 
be concrete. Therefore, an understanding of such matters is important when statistical 
tests are employed to assess language change. This has been discussed extensively in 
Chapters 2 and 3. Taken in combination, these techniques indicate the value of using both 
qualitative and quantitative approaches to examining language change.
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In the following pages we have conducted statistical analyses on how the frequency of 
occurrence of choice of adjectival form changes over time, according to the nature of the 
noun and how this changes over the two hundred year time period which we are 
examining.
4.2 AIMS
The aims of this chapter are to analyse, by an appropriate statistical test, or combination of 
tests, the change in the occurrence of SF, LF-I and LF-N over the two hundred year period 
which is divided into four parts. This is similar in approach to the work carried out in 
Chapter 3 except, where Chapter 3 related to verbs, this chapter focuses on the choice of 
predicate form according to the type of noun phrase.
4.3 METHODS
The methods employed in this chapter are the same as those used, and described, in the 
previous two chapters. The Corpus was searched for predicate adjectives as before -  the 
same dataset of examples were used as in Chapter 3, except that, in this study, nouns 
were examined in order to see if there was a correlation between noun type and adjective 
type. As before, the texts used in this study represent fiction (e.g. novels, short stories), 
non-fiction (e.g. memoirs, journalism, history) and drama, from the four time periods -  1800 
to 1850, 1851 to 1900, 1901 to 1950 and 1951 to 2000.
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4.4 RESULTS
Analysis of the Corpus, through examination of the choice of adjectival form with various 
kinds of nouns (concrete/abstract, animate/inanimate) showed a significant difference. In 
general, the pattern followed by the nouns investigated was similar to that of the verbs, that 
is, the SF is increasingly being replaced, in particular by the LF-I.
The majority of examples returned from searches of the Corpus were present in sufficient 
quantities to allow statistical analysis. The exception to this is the occurrence of the zero 
copula byt'examples, which were not found in sufficient quantities to allow analysis. The 
results for occurrences of nouns that could be analysed statistically are presented in Figure
4.1. In general, these results show statistically significant trends in the majority of cases, 
suggesting that occurrence of form changes over time from SF to LF-I. This is also shown 
graphically in Figures 4.1 to 4.14. As observed in Chapter 3, results show that the majority 
of cases where no significant difference is observed predominately occur when the first and 
second, or the third and fourth, time periods are compared. This suggests that the major 
change occurred between the second and third periods (spanning 1850-1950).While this 
rule does not necessarily hold for all the data examined in this study, it does hold in a 
statistically significant number of cases.
The first group of nouns examined was the combined total of those occurring with the semi 
copula and copula verbs (Table 4.1). For both concrete and abstract nouns, comparisons 
of all time periods indicate that the frequency of adjectival form is significantly different in all 
cases, except where the final two time periods are directly compared (p = 0.088 and 0.795, 
respectively). Trends for animate and inanimate nouns are not so clear. In the case of the 
former, comparisons for all time periods are significantly different, except when the first 
two, and the last two, time periods are compared (p = 0.078 and 0.254, respectively). In the 
latter case all occurrences of inanimate nouns are significantly different when all time 
periods are compared, except for the comparison between the second and third time 
periods (p = 0.527). Interestingly, the same trend, and lack of statistical significance, is also
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observed for the occurrence of the concrete inanimate nouns (p = 0.060 when the second 
and third time periods are compared). This would infer that the linguistically significant 
change in occurrence of forms takes place at the turn of the 20th century. By comparison 
occurrences of the concrete animate nouns appear to fit the expected pattern observed 
with most examples, where the significant difference are found in all comparisons except 
those between the first and second, and the third and fourth, time periods (p = 0.210 and 
0.275 for comparisons of 1801 -  1850 with 1851 -  1900 and 1901 -  1950 with 1951 -  
2000, respectively).
These results are also shown graphically in Figures 4.1 to 4.6. Figure 4.1 (concrete nouns) 
shows that the SF decreases and is replaced predominately by LF-I. LF-N increases, but 
only slightly, and then plateaus. This is the same for abstract nouns, as shown in Figure
4.2, except that the SF is less prevalent at the start (in the first time period, 1801 -  1850) 
and the LF-I increases more rapidly, reaching a plateau by the third time period. LF-N 
increases from the first (1801 -  1850) to the second (1851 -  1900) time period but 
decreases thereafter. Figure 4.3 shows that the frequency of occurrence of animate nouns 
decreases, but does so in a non-linear manner; the first two time periods (1801 -  1900, 
combined) show similar occurrences, as do the third and fourth time periods (1901 -  2000), 
but the latter group shows a significantly lower occurrence of SF than the former. As with 
the previous examples (Figures 4.1 and 4.2) LF-N increases then decreases again. It may 
also be suggested that LF-I replaces the SF in most cases. This again reinforces the 
suggestion that significant linguistic change appears to occur predominately at turn of the 
20th century. However the trends are not very clear, as they increase overall after a slight 
decrease in the second time period (1851-1900). Figure 4.4 shows clear trends for the 
frequency of occurrence of inanimate nouns, as SF decreases markedly and is replaced 
mostly by LF-I. LF-N again increases from the first to the second time periods, and then 
falls away. Similar trends are observed for concrete inanimate examples, shown in Figure 
4.5. Trends for change in occurrence of concrete animate examples (Figure 4.6) are not as 
clear as previous examples, particularly when compared to Figure 4.5 (inanimate nouns). 
Distribution of the SF is again bimodal, as described above with animate nouns (and 
shown in Figure 4.3).
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1801-1850 1851-1900 1901-1950 1951-2000
TimePeriod
Figure 4.1. Frequency of distribution of SF, LF-N and LF-I across the four time periods for copula verbs (total
copula + semi copula) CONCRETE NOUNS.
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Figure 4.2. Frequency of distribution of SF, LF-N and LF-I across the four time periods for copula verbs (total
copula + semi copula) ABSTRACT NOUNS.
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Figure 4.3. Frequency of distribution of SF, LF-N and LF-I across the four time periods for copula verbs (total
copula + semi copula) ANIMATE NOUNS.
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Figure 4.4. Frequency of distribution of SF, LF-N and LF-I across the four time periods for copula verbs (total
copula + semi copula) INANIMATE NOUNS.
123
Indeed, Figures 4.5 to 4.8, inclusive, suggest by their varied nature the issues associated 
with predicting linguistic change, either in the past or in the future, and serve as a 
representative example of how the implications of this study can be interpreted. These 
issues are discussed in detail in the following paragraphs. By reference to Chapter 2, and 
the discussion therein regarding both the probabilistic nature of language change and 
ability to predict past or future language occurrence based on a particular dataset, these 
four Figures serve as a reasonable example of how the implications of this study can be 
interpreted. It also highlights some of the issues and pitfalls in this process. It should be 
noted that any other Figures from this chapter would hopefully serve the points below just 
as well.
In Figure 4.5 the trends are clear; for the total copula verbs shown the frequency of 
occurrence of the SF decreases significantly. Plotting this trend and generating a simple 
regression analysis suggests that the percentage occurrence of SF drops from 
approximately 55% (in the 1801 -  1850 time period) to approximately 8% in the final time 
period examined (1951 -  2000). This trend is linear (with the regression coefficient, r2, 
being 0.97, an excellent “fit” of the regression line to the data). The trend for change is 
clearly linear.
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Figure 4.5. Frequency of distribution of SF, LF-N and LF-I across the four time periods for copula verbs (total
copula + semi copula; concrete inanimate).
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Figure 4.6. Frequency of distribution of SF, LF-N and LF-I across the four time periods for copula verbs (total
copula + semi copula; concrete animate).
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Figure 4.7. Frequency of distribution of SF, LF-N and LF-I across the four time periods for byt (concrete).
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Figure 4.8. Frequency of distribution of SF, LF-N and LF-I across the four time periods for byt (abstract).
Extrapolation of this line outside the range of the data provides two interesting predictions. 
Firstly, in predicting “backwards” to the preceding time period (1751-1800, which is not 
examined in this study), such a regression would suggest a 67.3% occurrence of the SF in 
this time period. It should be noted that such a linear extrapolation will eventually lead to a 
100% occurrence of the SF. This is somewhat hypothetical and is dependent on the slope, 
or gradient, of the line of best fit. Further, as the accuracy of fit diminishes the further one is 
removed from the data points, error may be introduced into the prediction. The occurrence 
of LF-I and LF-N have not been modelled or predicted, ostensibly due to the non-linear 
nature of change observed for LF-N in this example. Change in the SF is measured by 
extrapolating the straight line backwards until it reaches the time period corresponding to 
1751 -  1800, or by solving the equation of the line produced by software packages such as 
Microsoft Excel for the y  term. This seems qualitatively reasonable and sits comfortably 
with the data collected from the Corpus. However, extrapolating forward to predict future 
occurrence of the SF is not so simple. In doing this one finds that the regression line will 
pass through the x-axis at approximately 2025. This implies that, for copula verbs, the SF 
will cease to exist in approximately 15 years. If this is true one simply has to wait to have it 
confirmed. However, this is highly unlikely in a linguistic sense and serves to highlight the 
limitations of such modelling on the data. It should also be noted, given the general 
discussion in Chapter 2, that such predictions are made within suitable bounds of error and 
most likely occur within a probabilistic distribution rather than having an absolute 
occurrence.
At this point it is interesting to carry out regression analysis for the last three time periods 
only: 1851-1900, 1901-1950 and 1951-2000. While a regression analysis with only three 
points is quite weak and, in some ways, statistically insubstantial, it is an interesting semi- 
empirical exercise to model these three time periods, and then to try to predict the 
occurrence of short form in the first time period, which we already know to be 
approximately 55%. In doing such analysis, we are given the prediction for short form in the 
1801 -  1850 time period of 44.7%. Using the same “leave-one-out" technique for the final 
time period results in a prediction of SF occurrence of 3.7%, again substantially different 
from the 8% found in the Corpus. These simple, and statistically limited, examples 
demonstrate how weak such predictions can be, particularly when they are compared to
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“real” data. Therefore, any predictions thus made, particularly in the light of extrapolating 
across so few data points, should be treated with caution. It should also be noted that they 
relate to only one subset of the data analysed in this study, but nevertheless serve the 
purpose of illustrating the point. Such trends and predictions might be more accurate if they 
are modelled using twenty, instead of fifty, year time periods, should sufficient data be 
available.
A further point of interest is the gradient of the straight line. A gradient, or slope, is 
determined by dividing the change in the y-axis term (in this case, percentage occurrence 
of SF) by the change in the x-axis term (year). Consequently, the units of change will be 
percentage change per year. In this example, the change in occurrence of the SF is 
approximately 0.3% per year. While the above example predicting SF extinction shows the 
potential and limitation of such modelling, the determination of rate of change is at least 
relevant within the range of data analysed and can provide some indication of how 
dramatic such changes are.
A visual inspection of the SF data presented in Figure 4.5 would suggest that, possibly, an 
exponential regression is a more appropriate fit -  this follows from the appearance of the 
data, particularly in the second time period, that there might be a possible non-linear trend. 
Therefore, performing the same analysis as before but replacing linear regression with an 
exponential term does produce a good line of fit, but one whose r2 value is slightly less, at 
0.95, than that found for the linear regression. While the linear regression does provide a 
better fit to the data such a strong exponential fit is interesting to examine further, from a 
linguistic point of view.
Compared to the linear regression model, an exponential curve has two interesting 
features. The first is that extrapolation backwards in time suggests that the occurrence of 
the SF was, in the time period 1751 -  1800, close to 90%. This is in contrast to the 
prediction of approximately 67% found when using the linear model. It also shows a flatter 
progression beyond the final (1951 -  2000) time period and suggests, possibly more 
realistically, that the SF will not completely disappear if modelled in such a fashion and that 
it will undergo classical exponential decay, characterised by a long, flat asymptote. Also, in
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this case the gradient is not constant and will normally be represented by a differential 
function (i.e. dP/dt, the change in percentage occurrence over time) which will be different 
at each point unless the data is re-drawn on a log scale, which will introduce linearity to the 
data. Again, in the context of the discussion in Chapter 2, this would suggest a more 
dynamic and less rigid interpretation of how the language changes over time. It is also, 
conceptually, more in line with a graduated dataset and would lend itself, as does the 
analysis of sigmoidal language change, to linguistic interpretation in the same manner. 
Hence, one key point would be to define the beginning and end of the “change event", and 
where the sampling window (in this study, 1801 -  2000) fits into that. The non-linear 
modelling is quite controversial, in that it has been cynically commented upon by various 
authors that anything can be made to fit to a non-linear curve. Indeed, experimenting with 
Microsoft Excel and the “polynomial” regression function will eventually lead to the 
production of a model for which a perfect correlation is obtained. While this is clearly both 
an issue and a facetious and cynical misinterpretation of non-linear modelling, the use of 
such techniques has value if used in the correct manner. For example, in Rasmussen and 
William’s work (2006) they clearly advocate the use of the right method for the right set of 
data. In the case of non-linear models, such as their use of stochastic Gaussian 
Processes, they underpin the selection of the correct mathematical treatment of their data 
by the use of associated data modelling techniques, such as principal component analysis 
(PCA). PCA is a data minimisation technique that can simplify a complex dataset. On one, 
very rudimentary level, it can determine whether the inherent nature of a dataset is or is not 
linear. It also identifies the relative significance of each parameter encountered in a 
complex model. Hence, it can be used as a guide to support the use of linear or non-linear 
methods as being appropriate for a particular dataset.
Clearly, both models provide useful and interesting interpretations of how the occurrence of 
SF is changing for this group of criteria. They give no indication of the mechanism of 
change. However, it is important, as shall be discussed below, to put these comments into 
context for Figures 4.6 to 4.8, inclusive. It should be noted that the above discussion 
relates purely to the change associated with the data in Figure 4.5, the distribution of 
adjectival forms with copula verbs (concrete inanimate nouns) across the four time periods 
examined. By comparison, the change in the SF of the forms of total copula verbs
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(concrete animate) does not show a linear decrease. Rather, a bimodal trend is observed 
which, if analysed statistically, shows a relatively poor fit to linear regression (r2 < 0.8) and 
other, various simple methods of analysis. Clearly, therefore, the analysis of concrete 
inanimate and concrete animate nouns with copula verbs will be different, and this 
demonstrates differences in the rate of change and in any predictions that may be made 
from such data. As has been described in Chapter 2, and is further described below, one 
must also be clear that it is more than possible, given what is known about the history of 
Slavonic (for example, Larsen, 2005), that the sampling period, as large as it is, may still 
represent only a fraction of the overall change observed, as Shi (1989) observed in his 
examination of change in the Chinese language over a one thousand year period. Such an 
issue will always be relevant when extrapolating outside the range of a dataset.
This may be seen by the use of a simple interactive Gaussian model 
(http://www.rainsoft.de /projects/gausspro.html). A Gaussian Process may be defined as an 
infinite dimensional Gaussian Distribution (see Chapter 2) which is normally defined by 
both a mean and covariance. However, using Gaussian Processes for non-linear 
regression generally only involves the choice of such a covariance function. Such 
processes are stochastic and probabilistic in nature and are gaining more widespread use 
in a variety of fields. In terms of linguistics and the current discussion, such a process 
provides two useful points. Firstly, the confidence intervals associated with a particular 
dataset increases significantly the further removed one is from the majority of the data 
points. This can be modelled on this website for any data a user inputs. Further, the non­
linear nature of the Gaussian Process, as well as its use of a probability density function 
might suggest that it is suitable for analysing complex, multivariate processes in language 
change, such as the different trends in change associated with different word groupings in 
this study.
However, further consideration of our examples leads us to Figures 4.7 and 4.8. In these 
examples we see yet again different trends from those observed in Figures 4.5 and 4.6. In 
Figure 4.7, the SF decreases slightly but effectively remains around 70 -  80%. Also, LF-I is 
absent from several of the time periods in Figures 4.7 and 4.8. While this may be an artifact 
of the paucity of such examples in the Corpus it might also reflect true trends in
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occurrence. Without a larger dataset it is not possible to state definitively whether or not 
this is the case. Such occurrences and absences may skew interpretation and 
extrapolation of data and should always be considered when interpreting data such as that 
presented in this study.
Therefore, the four examples chosen highlight a range of positive and negative issues 
regarding modelling of data, both for the sake of attempting to understand changes and 
trends, and in the consideration of predictive modelling. Each of the four examples showed 
distinctly different trends. Another four examples could be chosen and they may show 
different trends again, or they may show similar trends. Any selection of examples would 
serve the purpose of this discussion. Collation of data into larger groups may obscure 
some trends and homogenise the nature of a dataset, or it may have no effect as all the 
collated examples may exhibit the same propensity for change over time. While a 
representative sample has, where available, been used, it is clear that the nature of the 
data available may change, both in volume and overall occurrence, if a different dataset is 
used, or if the Corpus used for this study is in any way modified or added to. Simplistic 
modelling by regression analysis should be used with caution, as different methods can 
give very different results for the same data, and these results can have widely varying 
interpretations. Nevertheless, underpinning any statistical method with a sound rationale 
should ensure that any interpretations are clearly made in a very specific context. From the 
range of trends observed in the data collected in this study, it is clear that individual 
grammatical groups should be examined in isolation in order to best model change in those 
groups, unless more complex mathematics may be employed to solve such issues. 
However, a universal interpretation is also required in order to map, for example, the total 
decrease of SF across as many examples as possible. Finally, the use of novel methods is 
recommended for the future as it may allow such complexity to be modelled without losing 
the individual character of important data subsets, and “machine learning” methods such 
as the Gaussian Processes described above should allow models to be trained and 
modified by the inclusion of new data. Such models, including the stochastic Gaussian 
Processes, underpin the probabilistic nature of the dataset and its inherent fluctuations 
across the time periods examined.
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Therefore, prediction of linguistic change, as discussed in Chapter 2, is a possibility but 
such predictions need to be modelled and interpreted correctly. Hence, the model should 
remain as only part of the analysis as qualitative interpretations of change are still clearly 
required.
Examples of by t' have been shown in Tables 4.1 and 4.2, and also graphically in Figures 
4.7 to 4.10. As can be seen from Table 4.2, too few examples of the zero copula were 
found in the literature to allow a valid statistical analysis to be performed. These results 
have not been shown graphically. However, an inspection of Table 4.2 shows that, as the 
LF-I form is one which the byt' zero copula cannot adopt, there are too few examples, 
particularly of LF-N, to compare with the SF. Also, in common with the findings of Chapter 
3, the grammatical unavailability of the LF-I results in little or no change between the SF 
and the LF-N, suggesting again that, mechanistically, change from SF is not to the LF in 
general, but to LF-I in particular.
For examples of byt', the predominant trend is for SF to be replaced by LF-N and not by 
LF-I, as in most other examples. Figure 4.7 (concrete) shows that the SF decreases, but 
not significantly. It is replaced by the LF-N, which increases across the first three time 
periods, and decreases thereafter. Occurrences of LF-I are infrequent, and disappear 
altogether in the third time period, increasing again in the fourth time period. However, 
overall occurrence of LF-N and LF-I are rare, in comparison to the occurrence of SF. The 
same trend is observed for the occurrence of abstract nouns (Figure 4.8), except that even 
fewer examples of LF-I were found upon searching the Corpus -  it is absent completely 
from the first two time periods and then increases sharply from the third to fourth time 
periods (from 12.5% to 25%). No real trend is observed for the change in occurrence of the 
animate (Figure 4.9). In general, SF predominates, oscillating by 5% (from 82.29% to 
87.23%) across all four time periods. Changes are compensated for by increases or 
decreases in the LF, either LF-I or LF-N, as no clear trend is observed among the three 
forms. As with other examples of byt', occurrences of LF-I are rarer than occurrences of 
LF-N. When compared to Figures 4.7 to 4.9, Figure 4.10 (inanimate) provides a significant 
contrast in that the LF (mostly LF-N) is substantially more prevalent than for concrete, 
abstract or animate examples. SF decreases across the first three time periods,
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equilibrating somewhat in the final time period. LF-N increases from the first to second time 
period and plateaus thereafter. LF-I is absent from the first two time periods and increases 
slightly across the third and fourth time periods.
100.00 n
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Tim ePeriod
Figure 4.9. Frequency of distribution of SF, LF-N and LF-I across the four time periods for byt (ANIMATE
NOUNS)
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Figure 4.10. Frequency of distribution of SF, LF-N and LF-I across the four time periods for byt (INANIMATE
NOUNS).
The small number of samples available may have influenced the analysis of the byt' 
(copula and semi copula, Table 4.1) examples. In all cases trends are not clear and this 
may be due to the small numbers of examples returned from an examination of the Corpus, 
rather than the result of a particular trend in noun occurrence. In these cases the LF was 
pooled and compared in a 2x2 matrix, as insufficient examples were found to allow a 2x3 
statistical analysis of the Corpus, as was the case with other nouns. These results are 
perhaps best interpreted qualitatively, or by a combination of quantitative and qualitative 
methods, and these results are shown in Figures 4.7 to 4.10. It should also be commented 
that making any specific linguistic conclusions from such results may be somewhat 
premature in the absence of a greater number of examples to analyse.
ST
■  ir-n
■  LF-I
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Table 4.1. Statistical comparison, by x-squared test, for nouns: comparison of frequency of occurrence
across each time period, and the statistical significance of trends.
Type Time Period Comparison X-squared Result Cramer's V
Time Form
SF LF-N LF-I p-value
Total (semi 1801 -1 8 5 0 171 18 75 1801 -1 8 5 0  vs. 1851 -1 9 0 0 0.000 0.169
copula + copula) 1851 -1 9 0 0 274 59 67 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0.000 0.304
1901 -1 9 5 0 117 66 150 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0.000 0.340
Concrete 1951 -2 0 0 0 118 63 206 1851 -1 9 0 0  vs. 1901 -1 9 5 0 0.000 0350
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0.000 0.411
1901 -1 9 5 0  vs. 1951 -2 0 0 0 0.088 0082
Total (semi 1801 -  1850 85 15 40 1801 -1 8 5 0  vs. 1851 -1 9 0 0 0.000 0.272
copula copula) 1851 -1 9 0 0 83 52 119 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0 000 0 456
1901 -1 9 5 0 29 26 115 1801 -1 8 5 0  vs 1951 -2 0 0 0 0.000 0.480
Abstract 1951 -2 0 0 0 30 27 139 1851 -1 9 0 0  vs 1901 -1 9 5 0 0.000 0.211
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0 000 0 246
1901 -1 9 5 0  vs. 1951 -2 0 0 0 0.795 0.035
Total (semi 1801 -1 8 5 0 141 11 60 1801 -1 8 5 0  vs. 1851 -1 9 0 0 0.078 0094
copula copula) 1851 -1 9 0 0 241 38 89 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0.000 0 294
1901 -1 9 5 0 77 41 64 1801 -1 8 5 0  vs 1951 -2 0 0 0 0 000 0 254
Animate 1951 -2 0 0 0 104 40 98 1851 -1 9 0 0  vs 1901 -1 9 5 0 0.000 0 230
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0.000 0.222
1901 -  1950 vs 1951 -2 0 0 0 0.254 0.080
Total (semi 1801 -1 8 5 0 118 22 60 1801 -  1850 vs. 1851 -1 9 0 0 0.000 0 209
copula + copula) 1851 -1 9 0 0 116 73 89 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0.000 0.259
1901 -1 9 5 0 66 51 64 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0.000 0.370
Inanimate 1951 -2 0 0 0 44 50 98 1851 -1 9 0 0  vs 1901 -1 9 5 0 0.527 0 053
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0.000 0.217
1901 -1 9 5 0  vs. 1951 -2 0 0 0 0.004 0.174
Total (semi 1801 -1 8 5 0 32 7 20 1801 -1 8 5 0  vs 1851 -1 9 0 0 0 046 0.020
copula + copula) 1851 -1 9 0 0 33 21 41 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0 000 0 284
1901 -1 9 5 0 37 25 88 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0 000 0 497
Concrete 1951 -2 0 0 0 14 23 119 1851 -1 9 0 0  vs. 1901 -1 9 5 0 0.060 0.152
Inanimate 1851 -1 9 0 0  vs 1951 -2 0 0 0 0.000 0 362
1901 -1 9 5 0  vs 1951 -2 0 0 0 0.001 0.221
Total (semi 1801 -1 8 5 0 128 12 54 1801 -  1850 vs 1851 -1 9 0 0 0.210 0074
copula + copula) 1851 -1 9 0 0 241 38 89 1801 -  1850 vs. 1901 -1 9 5 0 0.000 0.273
1901 -1 9 5 0 77 40 63 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0.000 0.241
Concrete Animate 1951 -2 0 0 0 104 40 98 1851 -1 9 0 0  vs 1901 -1 9 5 0 0 000 0 225
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0.000 0.225
1901 -1 9 5 0  vs 1951 -2 0 0 0 0.275 0.073
b y t' 1801 -1 8 5 0 94 10 12 1801 -  1850 vs. 1851 -1 9 0 0 0.041 0.020
1851 -1 9 0 0 85 18 4 1801 -  1850 vs. 1901 -1 9 5 0 0.012 0 381
Concrete 1901 -  1950 41 24 0 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0.05 0.235
1951 -2 0 0 0 52 19 4 1851 -1 9 0 0  vs. 1901 -1 9 5 0 0.005 0.248
1851 -1 9 0 0  vs 1951 -2 0 0 0 0.298 0.115
1901 -1 9 5 0  vs. 1951 -2 0 0 0 0.074 0.193
b y t' 1801 -1 8 5 0 49 12 0 1801 -1 8 5 0  vs. 1851 -1 9 0 0 0.040 0.195
1851 -1 9 0 0 27 16 0 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0 001 0 430
Abstract 1901 -1 9 5 0 10 11 3 1801 -1 8 5 0  vs 1951 -2 0 0 0 0.000 0477
1951 -2 0 0 0 6 3 3 1851 -1 9 0 0  vs 1901 -1 9 5 0 0.032 0.321
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0 003 0.455
1901 -1 9 5 0  vs. 1951 -2 0 0 0 0.451 0.163
by t' 1801 -  1850 79 5 12 1801 -1 8 5 0  vs. 1851 -1 9 0 0 0.368 0.040
1851 -1 9 0 0 75 9 4 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0.512 0.018
Animate 1901 -1 9 5 0 25 6 0 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0.309 0 063
1951 -2 0 0 0 41 4 2 1851 -1 9 0 0  vs. 1901 -1 9 5 0 0.366 0 05 5
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0.484 0.027
1901 -1 9 5 0  vs. 1951 -2 0 0 0 0.316 0089
b y t' 1801 -1 8 5 0 64 17 0 1801 -1 8 5 0  vs. 1851 -1 9 0 0 0.010 0.210
1851 -1 9 0 0 37 25 0 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0.000 0 369
Inanimate 1901 -1 9 5 0 26 29 3 1801 -  1850 vs. 1951 -2 0 0 0 0.000 0.415
1951 -2 0 0 0 17 18 5 1851 -  1900 vs. 1901 -1 9 5 0 0.074 0 206
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0.010 0 301
1901 -  1950 vs 1951 -2 0 0 0 0.492 0 132
Concrete semi 1801 -1 8 5 0 77 8 63 1801 -1 8 5 0  vs 1851 -1 9 0 0 0.065 0.104
copula 1851 -1 9 0 0 189 41 126 1801 -  1850 vs. 1901 -1 9 5 0 0.000 0 251
1901 -  1950 76 42 150 1801 -  1850 vs. 1951 -2 0 0 0 0.000 0.316
1951 -2 0 0 0 66 44 202 1851 -1 9 0 0  vs 1901 -1 9 5 0 0 000 0 249
1851 -1 9 0 0  vs 1951 -2 0 0 0 0.000 0.334
1901 -1 9 5 0  vs 1951 -2 0 0 0 0.077 0.094
Abstract semi 1801 -1 8 5 0 36 3 40 1801 -  1850 vs. 1851 -1 9 0 0 0 001 0.223
copula 1851 -1 9 0 0 56 36 119 1801 -  1850 vs 1901 -1 9 5 0 0.000 0.366
1901 -1 9 5 0 19 15 112 1801 -  1850 vs. 1951 -2 0 0 0 0.000 0.363
1951 -2 0 0 0 24 24 136 1851 -1 9 0 0  vs. 1901 -1 9 5 0 0.000 0 265
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0.001 0.192
1901 -1 9 5 0  vs 1951 -2 0 0 0 0.736 0 043
An m ate semi 1801 -1 8 5 0 62 6 48 1801 -  1850 vs 1851 -1 9 0 0 0.051 0.123
copula 1851 -1 9 0 0 166 29 85 1801 -1 8 5 0  vs. 1901 -1 9 5 0 0.000 0 270
1901 -1 9 5 0 52 35 64 1801 -  1850 vs 1951 -2 0 0 0 0.000 0244
1951 -2 0 0 0 63 36 96 1851 -  1900 vs. 1901 -1 9 5 0 0.000 0 250
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0 000 0 266
1901 -1 9 5 0  vs. 1951 -2 0 0 0 0.386 0.074
Inanimate semi 1801 -1 8 5 0 54 5 65 1801 -  1850 vs. 1851 -1 9 0 0 0.000 0 209
copula 1851 -1 9 0 0 79 48 162 1801 -1 8 5 0  vs 1901 -1 9 5 0 0.000 0 309
1901 -1 9 5 0 40 22 200 1801 -1 8 5 0  vs. 1951 -2 0 0 0 0.000 0 403
1951 -2 0 0 0 27 32 241 1851 -  1900 vs 1901 -1 9 5 0 0.000 0.214
1851 -1 9 0 0  vs. 1951 -2 0 0 0 0.000 0.273
1901 -1 9 5 0  vs. 1951 -2 0 0 0 0.060 0.100
Note: where too few examples occur, and where it is linguistically sensible to do so, for the test (n < 5) samples have both been pooled and 
compared (SF vs. LF-N + LF-I), or the Fisher test performed. This is detailed, where relevant, throughout Section 4.4.
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Concrete, abstract, animate and inanimate nouns with a semi copula are also shown in 
Table 4.1 and in Figures 4.11 to 414. They follow the same trends as the previous 
examples (with the exception of byt) in that significant differences in occurrence are 
observed across all time periods, with the exception of either the first and second time 
periods, and the third and fourth time periods. More specifically, occurrence of LF-I is 
significantly greater for these examples than for those reported above, in addition, while 
LF-N occurrence is comparatively low compared to the other forms, it is substantially more 
prevalent for these examples than for those above.
Figure 4.11 (concrete) shows that the occurrence of the concrete sees a decrease in SF 
and a concomitant increase in LF-l -  both trends are bimodal, with change occurring in 
“blocks" as described above for the first two and final two time periods. This is similar to the 
trends seen for change in the LF-N which shows a small overall increase over the first two 
time periods and which plateaus thereafter.
A similar trend is observed for animate examples, shown in Figure 4.13. Figure 4.12 
(abstract) shows a similar general trend for LF-l to replace SF, except that the decrease in 
SF is consistent across the first three time periods, steadying thereafter. While most of the 
decrease in SF is accounted for by an increase in LF-I, LF-N also exhibits a large increase 
between the first to second time periods, but decreases thereafter. This is also reflected by 
a similar change in inanimate examples, shown in Figure 4.14.
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Figure 4.11. Frequency of distribution of SF, LF-N and LF-I across the four time periods for semi copula
(concrete).
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Figure 4.12. Frequency of distribution of SF, LF-N and LF-I across the four time periods for semi copula
(abstract).
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Figure 4.13. Frequency of distribution of SF, LF-N and LF-I across the four time periods for semi copula
(animate).
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Figure 4.14. Frequency of distribution of SF, LF-N and LF-I across the four time periods for semi copula
(inanimate).
Collectively, the results in Table 4.1 indicate that nouns are, in general, following the same 
trend in change from SF to LF (and in particular to LF-I) that was seen with verbs in 
Chapter 3, suggesting that the primary agent of change is the verb rather than the noun. It 
also shows, in the case of byt 'examples, the issue of interpreting results where a relatively 
small number of examples are present. In common with the qualitative findings of Chapter 
2, it might be proposed that, for quantitative results to be valid, any such analysis will 
require a “threshold” of occurrences below which statistical analysis is not accurate. In 
addition, it also indicates the value and importance of a qualitative evaluation of all data so 
analysed. This is also the case with the examples of byt'(zero  copula) shown in Table 4.2. 
While a large number of examples exist for SF (particularly for concrete and animate 
examples), the lack of examples of LF-N -  as well as the complete absence of LF-I -  
ensure that statistical analysis of these data is problematic. While it may be commented 
that, in the absence of LF-I as a form which the adjective can take, SF does not 
significantly change (as has been argued in Chapter 3), such a point is substantially 
stronger when examining verbs due to the number of examples returned from searches. In 
the Corpus searches for nouns (in this case, examples of zero copula byt), while the same 
trend may be observed, the relatively smaller number of examples would suggest that the 
same conclusions cannot be reached with as much certainty as in Chapter 3.
Table 4.2. Results from corpus searches for types that were returned in 
insufficient numbers for statistical analysis to be carried out.
Type Time Period
Time Form
SF LF-N LF-I
byt 'zero
copula
concrete
1801 -  1850 114 2 0
1851 -1 9 0 0 132 9 0
1901 -1 9 5 0 144 4 0
1951 -2 0 0 0 112 6 0
byt'zero
copula
abstract
1801 -  1850 7 0 0
1851 -  1900 8 2 0
1901 -  1950 8 0 0
1951 -2 0 0 0 19 4 0
byt 'zero
copula
animate
1801 -1 8 5 0 111 2 0
1851 -1 9 0 0 130 8 0
1901 -1 9 5 0 135 3 0
1951 -2 0 0 0 109 6 0
byt'zero
copula
inanimate
1801 -  1850 9 1 0
1851 -  1900 10 3 0
1901 -  1950 9 1 0
1951 -2 0 0 0 22 4 0
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Table 4.3, below, summarises the statistical results of comparing frequency of occurrence 
of different types of nouns in the same time period. As in Chapter 3, statistically significant 
trends are found in particular groups. For example, comparisons of nouns with the copula 
and semi copula (concrete vs. abstract and animate vs. inanimate) show that significant 
differences are observed in all cases, except where comparisons are made in the first time 
period. This would suggest that the frequency of occurrence initially conforms to the null 
hypothesis (i.e. that frequency of occurrence is the same across all measured pairs) but 
then changes significantly, suggesting a divergence of form across, in this case, time. This 
also applies to comparisons in Table 4.3 of concrete animate with concrete inanimate and 
for semi copula animate and inanimate nouns. The opposite is therefore the case for 
comparisons of byt' (concrete vs. abstract), where there are significant differences in 
occurrence in all cases, except for those in the final time period (1951-2000). This would 
suggest that there is no significant difference in the frequency of occurrence between the 
adjectival forms in the final time period, compared to the divergence seen in the examples 
discussed above. In addition, the semi copula (concrete vs. abstract) examples show no 
significant differences when compared in the first (1801-1850) and last (1951-2000) time 
periods. This would suggest that the occurrence of these forms were initially the same, 
diverged and have, in the last time period, converged again.
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Table 4.3. Statistical comparison, by x-squared test, of pairs of verbs, in each
_______ of the time periods, and the statistical significance of trends._______
Comparison Form X-squared
Result
Cramer's V
Time Period SF LF-N LF-I p-value
Total (semi copula 1801 -18 50 171 85 18 15 75 40 0.379 0.069
plus copula): 1851 -19 00 274 83 59 52 67 119 0.000 0.369
concrete (left) vs. 1901 -19 50 117 29 66 26 150 64 0.094 0.102
abstract (right) 1951 - 2000 118 30 63 27 206 139 0.000 0.182
Total (semi copula 1801 -18 50 141 118 11 22 60 65 0.055 0.118
plus copula): 1851 -19 00 241 116 38 73 89 162 0.000 0.324
animate (left) vs. 1901 -1950 77 66 41 51 64 203 0.000 0.280
inanimate (right) 1951 - 2000 104 44 40 98 98 246 0.000 0.363
byt’ concrete (left) 1801 -18 50 94 49 10 12 12 0 0.006 0.241
vs. abstract (right) 1851 -19 00 85 27 18 16 4 0 0.015 0.236
1901 -19 50 41 10 24 11 0 3 0.007 0.333
1951 - 2000 52 6 19 3 4 3 0.062 0.253
byt’ animate (left) 1801 -18 50 79 64 5 17 12 0 0.000 0.327
vs. inanimate (right) 1851 -19 00 75 37 9 25 4 0 0.000 0.370
1901 -19 50 25 26 6 29 0 3 0.004 0.351
1951 - 2000 41 17 4 18 2 5 0.000 0.476
Concrete inanimate 1801 -18 50 49 177 9 19 40 96 0.175 0.095
(left) vs. concrete 1851 -19 00 56 407 33 67 82 174 0.000 0.247
animate (right) 1901 -19 50 58 129 32 74 176 126 0.000 0.277
1951 -2000 17 167 31 76 236 194 0.000 0.405
Semi copula: 1801 -18 50 77 36 8 3 63 40 0.486 0.080
concrete (left) vs. 1851 -  1900 189 56 41 36 126 119 0.000 0.259
abstract (right) 1901 -19 50 76 19 42 15 150 112 0.000 0.209
1951 - 2000 66 24 44 24 202 136 0.057 0.107
Semi copula: 1801 -18 50 62 54 6 5 48 65 0.230 0.111
animate (left) vs. 1851 -19 00 166 79 29 48 85 162 0.000 0.323
inanimate (right) 1901 -19 50 52 40 35 22 200 241 0.000 0.116
1951 -2000 63 27 36 32 96 241 0.000 0.340
Figures 4.15 to 4.18, below, compare concrete and abstract nouns, and show the change 
in percentage occurrence of form over the four time periods of the study. This indicates that 
the SF, in both cases, decreases, but the rate of decrease is substantially different, with the 
concrete showing a decrease in the third time period, whereas occurrences of the abstract 
lessen in the second time period (1851-1900). While it oscillates slightly, LF-N is generally 
reasonably stable, increasing in the second time period and remaining reasonably constant 
thereafter. LF-I appears to replace SF in the majority of cases, and the increase in LF-I 
mirrors the decrease in SF.
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Figure 4.15. Comparison of percentage occurrence of SF, LF-N and LF-I for 
concrete vs. abstract nouns (the total of semi copula and copula) in the time period 1801-1850.
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Figure 4.16. Comparison of percentage occurrence of SF, LF-N and LF-I for 
concrete vs. abstract nouns (the total of semi copula and copula) in the time period 1851-1900.
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Figure 4.17. Comparison of percentage occurrence of SF, LF-N and LF-I for
concrete vs. abstract nouns (the total of semi copula and copula) in the time period 1901-1950.
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Figure 4.18. Comparison of percentage occurrence of SF, LF-N and LF-I for 
concrete vs. abstract nouns (the total of semi copula and copula) in the time period 1951-2000.
Figures 4.19 to 4.22 compare animate and inanimate nouns, and show the change in 
percentage occurrence of form over the four time periods of the study. As with the concrete 
and abstract nouns (Figures 4.15 to 4.18), the general trend is for the SF to be replaced by
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LF-I. This trend is less prevalent for the animate than the inanimate, where the SF 
decreases from 59% to 13%. While LF-N increases it does so only slightly, and the change 
reaches a plateau and varies only slightly, compared to the changes seen for SF and LF-I. 
Figures 4.21 and 4.22 would appear to indicate that the animate has reached equilibrium 
and settled into a steady representation of form by the third time period, where the ratio of 
4:2:4 (SF:LF-N:LF-I) appears and then recurs in the fourth time period. While the 
differences in SF and LF-N are not so clear, a similar trend is not seen for the variation of 
the inanimate over time, which continues to change across all four time periods, with, for 
example, LF-I increasing from 32% to 72% occurrence from the first to the fourth time 
periods.
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Figure 4.19. Comparison of percentage occurrence of SF, LF-N and LF-I for 
animate vs. inanimate nouns (the total of semi copula and copula) in the time period 1801-1850.
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Figure 4.20. Comparison of percentage occurrence of SF, LF-N and LF-I for
animate vs. inanimate nouns (the total of semi copula and copula) in the time period 1851-1900.
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Figure 4.21. Comparison of percentage occurrence of SF, LF-N and LF-I for 
animate vs. inanimate nouns (the total of semi copula and copula) in the time period 1901-1950.
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There are also marked differences for the change in concrete animate and concrete 
inanimate nouns over time (shown in Figures 4.23 to 4.26, below). While SF decreases 
over time for both concrete animate and concrete inanimate, it drops to almost zero for the 
former, while the decrease in the latter stabilises at approximately 40% from 1901 
onwards. Again, similar trends are not observed for LF-N, which initially increases slightly 
and then decreases again in the fourth time period (1951 -  2000). The majority of the 
decrease in SF is replaced by an increase in LF-I. However, while the increase for the 
concrete animate is gradual (from 41% in 1801 -  1850 to 83% in 1951 -  2000) the 
increase for concrete inanimate is less pronounced (from 33% to 27%, 38% and 44% 
across the four time periods examined) and is compensated for by a larger increase in LF- 
N as observed for the concrete animate.
Figure 4.22. Comparison of percentage occurrence of SF, LF-N and LF-I for
animate vs. inanimate nouns (the total of semi copula and copula) in the time period 1951-2000.
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Figure 4.23. Comparison of percentage occurrence of SF, LF-N and LF-I for 
concrete animate vs. concrete inanimate nouns in the time period 1801-1850.
Form
Figure 4.24. Comparison of percentage occurrence of SF, LF-N and LF-I for 
concrete animate vs. concrete inanimate nouns in the time period 1851-1900.
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Figure 4.25. Comparison of percentage occurrence of SF, LF-N and LF-I for
concrete animate vs. concrete inanimate nouns in the time period 1901-1950.
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Figure 4.26. Comparison of percentage occurrence of SF, LF-N and LF-I for 
concrete animate vs. concrete inanimate nouns in the time period 1951-2000.
Figures 4.27 to 4.34 show the change in occurrence of form of byt'(concrete, abstract, 
animate and inanimate) over the four time periods examined. Bearing in mind the caveats 
raised above regarding the size of the available examples for analysis, certain trends are 
clear. For example, Figures 4.27 to 4.30 show the comparative change in concrete and
abstract nouns over time. Occurrence of SF halves across the four time periods for both 
concrete and abstract, following similar trends. In this case, most of the increase in LF is in 
the nominative form. However, while LF-N increases up to the third time period, it 
decreases sharply thereafter. In the case of the abstract, this may be due to the 
appearance of LF-I -  absent from the first two time periods but which grows to 25% of all 
abstract forms present by the fourth time period, compared to SF (50%) and LF-N (25%) in 
the final time period (1951 -  2000). LF-I occurrence decreases for the concrete noun over 
the first three time periods, and increases in the fourth time period. These results should be 
considered in the context of sample size and total LF occurrence. In the case of the former, 
as shown in Table 4.2, the are comparatively few examples of byt 'for zero copula abstract 
nouns, which may affect the quality of the analysis. More important, however, is the trend 
shown in Figures 4.27 to 4.30. While this shows a significant increase between the first 
(1801 -  1850) and second (1851 -  1900) time periods, occurrences of LF plateau 
thereafter, if LF-I and LF-N are collated. The specific increase in LF-N is clear across the 
first three time periods, and is characterised by a split in LF occurrence, which results in a 
decrease, from the third to fourth time periods, in LF-N occurrence and a concomitant 
increase in LF-I occurrence rather than a reoccurence of the SF.
Form
Figure 4.27. Comparison of percentage occurrence of SF, LF-N and LF-I for 
byt’ (concrete vs. abstract) nouns in the time period 1801 -1850.
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Figure 4.28. Comparison of percentage occurrence of SF, LF-N and LF-I for
byt’ (concrete vs. abstract) nouns in the time period 1851-1900.
Figure 4.29. Comparison of percentage occurrence of SF, LF-N and LF-I for 
byt’ (concrete vs. abstract) nouns in the time period 1901-1950.
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Figure 4.30. Comparison of percentage occurrence of SF, LF-N and LF-I for 
byt’ (concrete vs. abstract) nouns in the time period 1951 -2000.
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Figure 4.31. Comparison of percentage occurrence of SF, LF-N and LF-I for 
byt (animate vs. abstract) nouns in the time period 1801-1850.
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Figure 4.32. Comparison of percentage occurrence of SF, LF-N and LF-I for 
byt (animate vs. abstract) nouns in the time period 1951-2000.
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Figure 4.33. Comparison of percentage occurrence of SF, LF-N and LF-I for 
byt (animate vs. abstract) nouns in the time period 1951-2000.
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Figure 4.34. Comparison of percentage occurrence of SF, LF-N and LF-I for 
byt (animate vs. abstract) nouns in the time period 1951-2000.
However, while these trends clearly represent the data returned from the search of the 
Corpus, the overall low number of data points, compared to other data examined in this 
chapter, suggests that the results of the change in these nouns should be treated with 
caution.
This is also the case for the by t '(animate and inanimate) examples shown in Figures 4.31 
to 4.34. Clear trends are observed, in that SF declines, being replaced initially by LF-N 
and, in the final time period (1951 -  2000) by LF-I. However, changes in the animate are 
often neglible -  for example, SF (animate) actually increases in its occurrence from 83% to 
87% across the time periods. This example is in contrast with the inanimate, which 
decreases from 79% to 43% over the same interval, and is replaced initially by LF-N up to 
the third time period (1901 -  1950) and, increasingly, by LF-I in the final time period, where 
the occurrence of LF-I rises to 12.5% of the total form count despite its complete absence 
from the first two time periods examined. Again, such sharp changes and unexpected 
trends may be a result of the sample size and its potential to skew the data examined.
Krasovitsky and colleagues (2008) commented that the instrumental had already become 
firmly established by the nineteenth century as a predicate case in copular constructions, 
appearing consistently under certain structural and semantic conditions, specifically:
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Structural conditions:
• Copula in the infinitive
• Copula in the future
• Copula in the non-indicative mood
Lexical semantics:
• Inanimate nouns
• Certain animate nouns which clearly denote temporary states (e.g.
ceudemenb ‘witness’)
Sentence or contextual semantics:
• Temporal phrase:
(from Krasovitsky et al., 2008).
They further commented that, until the middle of the 20th century, variation in case marking 
on predicate nouns with the copula byt' ‘to be’ was mostly conditioned by semantic and 
syntactic factors. The second half of the 20th century then saw the spread of the 
instrumental to domains previously occupied by the nominative, in doing so replacing 
multiple rules of variation with a single overall rule. This finding is repeated in this study, 
and is shown in Figures 4.27 to 4.30 (occurrence of SF, LF-N and LF-I for byt' (concrete 
vs. abstract) nouns). In these four figures, the change in occurrence of LF-I and LF-N can 
be clearly seen to follow the change described by Krasovitsky and colleagues. In Figure 
4.29, which represents the period 1901 -  1950, occurrences of the LF are predominately in 
the nominative. However, in Figure 4.30, representing the period 1951 -  2000, the 
occurrence of the LF is split between the instrumental and the nominative, in agreement 
with Krasovitsky’s findings. It may also be the case that the current study also provides 
examples, such as those discussed above, of where similar rules of variation operate. 
While changes may occur at different rates in certain lexical classes, such as nouns of 
nationality, changes may occur more slowly than in the language in general. They 
concluded that semantics played only a peripheral role in this morphosyntactic process and
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was ultimately replaced by a single rule, that of instrumental case marking on predicate 
nouns.
Trends in frequency of occurrence with semi copula examples are shown in Figures 4.35 to 
4.42. These result in clearer trends than the examples above. For example, Figures 4.35 to
4.38 compare the change in percentage occurrence of concrete and abstract nouns with a 
semi copula over the four time periods examined. They show that SF is generally more 
prevalent for the concrete than for the abstract, and that occurrence decreases (after 
initially increasing slightly for the concrete) steadily over time, although the decrease in the 
abstract slows substantially from the third time period (1901 -  1950) onward. In both 
concrete and abstract occurrence of LF-N increases, across the four time periods, from 
approximately 5% to 15% in both cases, despite the trends being quite different -  whereas 
concrete occurrence increases steadily and then reaches a plateau from the third time 
period onwards, abstract occurrence increases sharply from the first to the second time 
period, and then decreases to the third before increasing again in the final time period. It 
should be noted that these trends are, overall, relatively small due in comparison to the 
percentage occurrence of SF and LF-I. The general trend for LF-I is upwards, replacing SF 
over time, despite a small decrease for the concrete examples in the second time period 
that mirrors the slight increase seen in SF. This is similar to the trends observed for the 
change in occurrence of the semi copula animate and inanimate nouns, shown in Figures
4.39 to 4.42. Generally, SF decreases and is replaced by a combination of LF-N and LF-I, 
but mostly LF-I. However, the magnitude of the trends is substantially less than for other 
examples. For example, the SF animate decreases only by 11% across the four time 
periods examined, whereas LF-I increases only by 8%. Further, as Figures 4.39 to 4.42 
illustrate, the change is not as a result of a linear increase or decrease in form occurrence, 
but rather an increase or decrease that effectively splits the four time periods into two 
distinct parts; in the first two time periods, SF is generally the same; it is also the same in 
the third and fourth time periods. However, the occurrences in the third and fourth time 
periods are significantly less than those in the first two time periods. Such a distribution, 
which is effectively (statistically) bimodal, has been discussed above, and in other 
chapters, and is clearly the case with the semi copula examples discussed within the 
timefame of this study. It is also apparent that changes in LF-N are of a lower magnitude
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than those for LF-I, which appears to predominately replace SF, and that changes to LF-N 
are more variable and follow less clear trends than those for SF and LF-I.
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Figure 4.35. Comparison of percentage occurrence of SF, LF-N and LF-I for 
nouns (concrete vs. abstract) with a semi copula in the time period 1801-1850.
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Figure 4.36. Comparison of percentage occurrence of SF, LF-N and LF-I for
nouns (concrete vs. abstract) with a semi copula in the time period 1851 -  1900.
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Figure 4.37. Comparison of percentage occurrence of SF, LF-N and LF-I for 
nouns (concrete vs. abstract) with a semi copula in the time period 1901-1950.
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Figure 4.38. Comparison of percentage occurrence of SF, LF-N and LF-I for 
nouns (concrete vs. abstract) with a semi copula in the time period 1951-2000.
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Figure 4.39. Comparison of percentage occurrence of SF, LF-N and LF-I for 
nouns (animate vs. inanimate) with a semi copula in the time period 1801 -  1850.
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Figure 4.40. Comparison of percentage occurrence of SF, LF-N and LF-I for 
nouns (animate vs. inanimate) with a semi copula in the time period 1851-1900.
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Figure 4.41. Comparison of percentage occurrence of SF, LF-N and LF-I for 
nouns (animate vs. inanimate) with a semi copula in the time period 1901-1950.
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Figure 4.42. Comparison of percentage occurrence of SF, LF-N and LF-I for 
nouns (animate vs. inanimate) with a semi copula in the time period 1951-2000.
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4.5 DISCUSSION
This chapter has examined the role of different kinds of subject noun in relation to 
predicate adjectives. The results presented in this chapter can be summarised quite 
simply. In essence, they show the same general trends in frequency of occurrence as was 
observed in Chapter 3. This means that the SF decreases over time and is replaced by a 
combination of LF-N and LF-I. Specifically, we have seen in this chapter that concrete and 
animate examples are bimodal in their patterns of change. This change is usually 
characterised by a decrease in SF, which is replaced by an increase in LF, predominately 
LF-I. By contrast, abstract and inanimate examples show a linear change over all four time 
periods. This suggests that these findings are not an artifact of the sampling methods or 
nature of the Corpus, but are linguistically valid, particularly given the size of the sample 
analysed. Such modes of change may be due to the fact that the type of the noun is not the 
dominant factor in the choice of the predicate adjective form.
However, in most cases, except those semi-copula examples highlighted in the previous 
section, SF is replaced by LF-I. Where the change from SF to LF-I is not possible, some 
change from SF to LF-N is observed. However, change from SF to LF-N is minimal and 
often inconsistent, generally reaches a plateau by the second time period (1851 -  1900) or 
does not occur at all. In some cases where change to LF-I is not possible, little or no 
change from SF to LF-N is observed. This is an interesting result, as SF can freely change 
to LF-N in other cases -  clearly, one must consider why it does not change in these cases, 
particularly as it is the only option for change. In such cases, the form remains as the SF 
and does not change to LF-N. The only option other than SF in zero copula examples is 
LF-N. In such constructions LF-I cannot occur. This is summarised in Table 4.2, where the 
distribution of form is presented. This table shows that the LF-I is absent, but that the SF 
does not change to the LF-N, even though it has the option to do so.
It is interesting that, where LF-N is the only option for change, the vast majority of forms 
remain as SF. This may be because the verb cannot take nominative objects. This is
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acceptable for SF as it is not a regular nominative, but rather a highly specialised form of 
the nominative. This is interesting in the context of findings by Krasovitsky and colleagues 
(2008), suggesting that the spread of the instrumental that they described, and the 
associated replacement of multiple rules with a single overall rule, may not be possible, or 
be limited, in cases where the nominative is the only long form that the adjective can adopt. 
Change to LF-I is not possible for zero copula (i.e. present tense semi copulas, discussed 
above); if there was an overt form of the verb by f'in  the present tense in Russian one can 
assume that we would be seeing the change towards LF-I est'. This is in contrast to other 
literature that shows the SF decrease being mapped by an increase in LF-N. This has been 
discussed extensively in Chapter 1, and may relate to the construction and analysis of 
different copora. For example, this study has examined the Barentsen Corpus, which 
contains approximately 31,000,000 words. In Chapter 1, the corpora used were smaller in 
size, often by a number of orders of magnitude compared to the Barentsen Corpus. They 
were also subjectively compiled -  while this may also be said of the Barentsen Corpus, this 
might be offset by the size of the Corpus, whereas in smaller corpora studies the size and 
scale of the examples available to the researcher may inadvertently skew the data and any 
conclusions drawn from it. However, as discussed in Chapter 1, it should be made clear 
that the Barentsen Corpus was assembled independently of this project without input from 
researchers in this project. Therefore, the Corpus should be free from the bias, intentional 
or otherwise, of researchers on this project. It should also be noted that this corpus was 
compiled in order to investigate changes in the Russian language over the period 1800 -  
2000 but not specifically morphosyntactic change.
Bazenova, for example, examined scientific texts only. Scientific papers are written in an 
overtly formal manner, often incorporating examples of subject-specific meta-language 
which may be grammatically eccentric in that it is comprehensible to a small audience but 
whose meaning, particularly the use and context of certain words, may not be clear to a 
wider readership. Examples of such language are discussed in Section 2.2.2. The use of a 
resource as large and varied in input sources as the Barentsen Corpus removes any such 
issues from analyses carried out upon it. In such cases, compiling a corpus from such texts 
alone may not result in an analysis of form that is consistent with other sources, even 
though they may clearly illustrate differences in language use, as shown in Section 2.2.2.
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This argument may, for example, relate to computer terminology, where the quality and 
nature of the output is dependent upon the quality and nature of the data input, or on which 
the study is based. Similarly, if a corpus is constructed from one type of text, conclusions 
into wider, more holistic language change, cannot be made or validated. This is a widely 
applicable principle common to many fields and, again, may define the limitations present 
in some previous corpus studies. On the other hand, collation of all types of data into one 
large corpus may itself present an issue. Specifically, inconsistencies and seemingly 
different trends may be due to the different effects, including weightings, within a corpus 
which may skew the results. So, smaller studies can be important, whether quantitative or 
qualitative, as they can focus on a specific area, whereas a large corpus study, such as 
this one, can return generalised trends. However, it should be noted that taking 
representative samples from a larger dataset can mean that some of the more interesting 
individual examples may not be found purely because they have fallen outside the sample 
set. Hence, careful sampling of a suitable population is the key to consistent and valid 
quantitative or qualitative results.
The above point on sample size relates to the description and discussion of form change 
observed in Figures 4.7 to 4.10. While these results are linguistically interesting, and 
possibly counter-intuitive in terms of adoption of LF-N and not LF-I, the nature of the 
samples examined is such that no definitive conclusion can be drawn. This may be a 
definite trend in language change, or it may be an artifact of availability. In these examples, 
relating to byt\ LF-N is seen to increase substantially more than LF-I. This, as briefly 
described above in Section 4.4, may be a realistic reflection of change but it may also be 
due to a relatively small set of examples being returned from a search of the Corpus. 
These examples were statistically analysed by combining the LF-N and LF-I together, as 
there were insufficient examples, particularly of LF-I, to conduct the same statistical 
analysis as with the other examples.
Bimodality of the change in occurrence of form is often observed. Again, one must consider 
the points raised above in terms of the veracity of such change, as it may be an artifact of 
the sample, or a specific linguistic event. However, examination of Figures 4.1 to 4.4, and 
Figures 4.11 to 4.14 show the same trends are apparent. In essence, and in a qualitative
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sense, concrete and animate examples are bimodal in their patterns of change (usually a 
decrease in SF, which is replaced by an increase in, predominately, LF-I) whereas abstract 
and inanimate examples show linear change over all four time periods. This suggests that 
these findings are not an artifact of the sampling methods or nature of the Corpus, but are 
linguistically valid. This is supported by the inter-relationship of the pairs described above. 
This is an important point in the validation of statistical methods for analysis of the Corpus.
Clearly, there is a different rate, and style, of language change for these examples. Such 
trends are also observed in Chapter 3, but are not as consistent or clear as those in this 
chapter. However, the perceived bimodality may be due to the rate of language change, 
and such descriptions are qualitative and relate to empirical observations of the data. In the 
case of the predicate adjective with concrete plus abstract examples, the rate of change 
may be occurring more slowly than for those that show a linear change in frequency of 
occurrence of different forms. In essence, this suggests that the four time periods are, 
effectively, only two periods (19th century versus 20th century) and that a true comparison 
with the other examples might require analysis over a longer time period. This is illustrated 
in Figure 4.43, below, which compares schematic examples of bimodal and linear 
decreases in occurrence of form, and suggests that the bimodal trend may be indicative of 
the sampling period. In effect, while the reasons for defining clear strata into which the time 
period of this study (1801-2000) has been divided, it must be remembered that the data -  
and trends -  may not automatically fit such compartments. It should also be noted that the 
changes observed in this study might represent a small fragment of a larger change 
occurring over a longer period of time, as discussed above in the context of the Slavonic 
languages. Thus, any trends described might only be a small part of a larger trend and may 
or not be representative of that larger phenomena -  it is simply impossible to determine 
this without conducting a larger study.
With this in mind, therefore, Figure 4.43, below, shows several ways in which the data may 
vary across the time period of this study. It does not represent how the data may change 
beyond the boundaries of this study, although a certain amount of extrapolation, both pre- 
1801 and post-2000, is statistially viable but may well result in an increased variance and 
reduced confidence in the accuracy of any predictions made outside the time period of this
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study. The trendline drawn through each of the bar charts represent different ways in which 
the occurrence of forms have been shown to change in this study. Part (a) shows a linear 
decrease, where the gradient would allow a rate of change (with the units of percentage 
occurrence per year, for example) to be estimated. Part (b) shows a bimodal distribution of 
the data. Such a non-linear change is more difficult to model and use for predictive 
purposes. Part (c) shows a hybrid of (a) and (b) where a certain degree of bimodality is 
combined with a general decrease in occurrence. This demonstrates a possible limitation 
of fitting trendlines to such data. It should also be noted that the x-axis in part (c) is based 
on a hypothetical 400-year sample, wheres (a) and (b) are based on 200-year samples. 
Such consideration is important when discussing the implications of studies of this nature, 
particularly in the extrapolation and contextualisation of results outside the range 
examined.
Therefore, in conclusion, clear trends in occurrence of forms have been observed. The SF 
decreases and is replaced by, in most cases, the LF-I. Where the LF-N is the only option 
for change the form in most cases does not alter, although a slight increase in LF-N has 
been inconsistently observed. Occurrence of form -  either as a decrease or an increase -  
appears, in a qualitative sense, to be either linear or bimodal, although the latter may be an 
artifact of the sampling period. This may be due to the fact that the type of the noun may 
not necessarily be the dominant factor in the choice of predicate adjective form.
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Figure 4.43. Schematic representation of proposed types of language change. Part (a) shows a typical linear 
decrease in occurrence, whereas part (b) shows the bimodal decrease. Part (c) shows how, if examined over 
a longer time period, the biomdal trend may in fact be part of a larger linear decrease in occurrence.
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Chapter 5
The influence of lexical item in the choice of predicate adjective form.
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5.1 INTRODUCTION
In work carried out on predicate nouns within the Short Term Morphosyntactic Change 
project, Krasovitsky et al (2008) used a corpus-based approach to investigate the change 
in predicate nouns in Russian. They found that semantics played only a subsidiary role in 
the morphosyntactic process. It was found to only support variation at some stages, 
particularly in the first half of the 19th century. Ultimately, it was being replaced in favour of 
a single rule which saw instrumental case marking on predicate nouns. The shape of the 
nominative-instrumental shift indicated that Russian is moving from a semantically- 
conditioned to a syntactically-determined model for predicate nouns, and that this change 
is at an advanced stage in the contemporary language. This has been discussed in 
Chapter 4, particularly where similar trends in the adoption of the instrumental were 
observed.
In the previous chapters of this thesis, we have examined predicate adjectives with regard 
to verbs and subject nouns. It has been observed, and discussed in Chapter One, that 
there is a group of adjectives which favour the short form in the predicate position:
6oneH bolen sick
BWHOBaT vinovat guilty
rOTOB gotov ready
flanex dalek far
flOBoneH dovolen satisfied
Aon>KHeH dolzen necessary/must
flOCTOMH dostoin worthy
3AOPOB* zdorov healthy
HawiepeH nameren intend
Hy>xeH nuzen necessary
noxo>K poxoz s im ila r
npaB prav correct
CBobofleH svoboden free
cxnoHeH sklonen inclined
cornaceu soglasen agreeable
cnoco6eH sposoben capable
CMacmuB* scastliv happy
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(in the above list, an asterisk denotes adjectives added for the purpose of this 
study to lists given in previous works. All adjectives are given here in the 
masculine short form.)
In addition, as the adjectives zdorov and scastliv have been added as a result of empirical 
observation of texts in the Corpus, rather than listed in previous works and dealt with in a 
systematic or consistent manner, we might expect these particular adjectives to have a 
more flexible predicate form. These examples might need to be analysed separately, or 
they may skew a larger dataset if they are present in a large enough number. Alternatively, 
they could be analysed in a simple, qualitative manner.
5.2 AIMS
The adjectives listed in Section 5.1 are those that commonly take the SF. Therefore, the 
aim of this study is to determine if those adjectives have increased in their use of SF, to the 
detriment of LF-N and LF-i. Therefore, results of searches from the Corpus were analysed, 
by an appropriate statistical test, or combination of tests, in order to assess any significant 
change in the of occurrence adjectival forms (SF, LF-N and LF-I) over the two hundred 
year period which is divided into four parts. This is similar in approach to the word carried 
out in Chapters 3 and 4 except, where Chapter 3 related to verbs and Chapter 4 to subject 
nouns, this chapter focuses on the choice of predicate form according to its adjective class.
5.3 METHODS
The methods employed in this chapter are the same as those used, and described, in the 
previous two chapters. The Corpus was searched for predicate adjectives as before -  the 
same dataset of examples was used as in Chapter 3 in order to see if there was a 
correlation between the trends in noun type and adjective type. Analysis was carried out 
by collating all adjectives found in the search, as well as individually analysing changes in
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each adjective separately. As before, the texts used in this study represent fiction (e.g. 
novels, short stories), non-fiction (e.g. memoirs, journalism, history) and drama, from the 
four time periods -  1800 to 1850, 1851 to 1900, 1901 to 1950 and 1951 to 2000, including 
the list in 5.1 above.
5.4 RESULTS
5.4.1 Preliminary studies and findings from a qualitative analysis of adjective class 
and predicate form
It is believed that the predicate adjective class may be splitting, in that certain lexical items, 
such as gotov, zdorov and so on, may now be favouring the short form in the predicate 
position, where other adjectives still require a certain element of choice. Rather than 
concentrate on individual lexical items, it was thought necessary to see if this split was 
occurring along the lines of the adjective classes described in Dixon and Aikenvhald 
(2004), and the classes are given as follows:
1. Dimension (big, small)
2. Age (old, new, young)
3. Value (good, bad, important)
4. Colour
5. Physical Property (hard, strong, sick, tired)
6 . Human Propensity (jealous, happy, clever)
7. Speed
8 . Difficulty
9. Similarity
10. Qualification
11. Quantification
12. Position
13. Cardinal Numbers, and “first" and “last".
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The above classes are listed in each of the pie charts on the following pages. Dixon 
identifies the first four, Dimension, Age, Value and Colour, as being the “four core semantic 
types” (p. 3), which can be found in most languages. Physical Property, Human Propensity 
and Speed are described as “peripheral", but are still substantial groups in their own right. 
The remaining six are listed as “being associated with large adjective classes in some 
languages” (p. 5).
In order to test the hypothesis, a search was made of predicate adjectives in drama texts. 
All predicate adjectives found were then extracted and collated into Table 5.1, below.
Table 5.1. Examples, taken from drama texts, of the tables compiled for adjective classes.
Example SF LF IF Adjective
Class
Translation
6ernbift (beglyi) 1 7 quick, fluent
6eflHa (bedna) 1 3 poor
Qenbie (belye) 1 4 white
6ecMBeTHbii5i (bescvetnyj) 1 5 colourless
SoCiKoe (bojkoe) 1 6 smart, sharp
6neflHoe (blednoe) 1 5 pale, pallid
6oraTbie (bogatye) 1 3 rich
Once the items had been grouped according to the classes 1-13 above, a count was made, 
firstly of the total number of predicate adjectives and, secondly, the numbers in each of the 
classes. These were further divided according to time period and form of the adjective.
Figure 5.1, below, shows the overall comparison of predicate adjectives for the four time 
periods. The SF is the favoured form, showing only a small decline in the period 1901­
1950, but dropping sharply (by over 20%) in the second half of the twentieth century. LF-I 
usage remains fairly constant, but LF-N usage shows a sharp increase in the final quarter 
of the two centuries. This result is in line with previous studies which have suggested the 
decline of the SF, in particular with regard to its replacement by the LF-N.
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Figure 5.1. Comparison of predicate adjectives from 1801-2000 in drama texts.
Below, in Figures 5.2 to 5.9, the results of dividing the adjectives according to the classes 
defined by Dixon are shown in more detail. First, the relative proportions for each of the 
classes in predicate usage were examined. There are two pie charts for each period. The 
first shows the proportion for each adjective class according to the total number of tokens 
used (for example, if molod ‘young’ has been used 3 times in the SF, it is counted as three 
items in class 2). The second shows the proportion based on the individual lexical items 
used (in this case, molod, even if used three times, will only be counted once in class 2). In 
calculating the proportions in this way, we should see if adjective class usage is skewed by 
the use of particular lexical items which belong to those classes.
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Figure 5.2. Relative proportions (%) of predicate adjectives according to class for Griboedov,
representing the block 1801-1850.
Figure 5.3. Relative proportion (%) of lexical items according to adjective class for Griboedov,
representing the block 1801-1850.
Figures 5.2 and 5.3, above, show the results from Griboedov. A small difference occurs 
between the two charts in that the proportion of class 6 adjectives has decreased (from 
45% to 41%), showing that more of the items belonging to that class are being used more 
than once. For class 5, however, the proportion has increased from 12% to 20%,
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suggesting that fewer of its members are being used more than once. There is little -  if any 
-  change in the proportions for the other classes.
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Figure 5.4. Relative proportions (%) of predicate adjectives according to class for Turgenev,
representing the block 1851-1900.
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Figure 5.5. Relative proportion (%) of lexical items according to adjective class for Turgenev,
representing the block 1851-1900.
For the second half of the nineteenth century there is something of a reversal, as the 
proportion of class 6 adjectives increases (from 40% to 44%) and those of class 5 
decrease (from 19% to 15%) (Figures 5.4 and 5.5). Once again, the proportions for the
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remaining classes remain reasonably stable, although each of the smallest (classes 1, 2 , 8 , 
9 ,10) all increase slightly, by 1% each.
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Figure 5.6. Relative proportions (%) of predicate adjectives according to class for Gor'kij, 
representing the block 1901-1950.
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Figure 5.7. Relative proportion (%) of lexical items according to adjective class for Gor'kij,
representing the block 1901-1950.
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By the beginning of the twentieth century, Figures 5.6 and 5.7, we see that the classes 3, 5 
and 6 still dominate in terms of numbers of predicate adjectives, but the differences 
between figures 19 and 20 are barely noticeable -  in fact, the proportion of adjectives in 
class 6 does not change, being 32% in each case. From this, we can conclude that there is 
a greater number of lexical items being used as predicate adjectives, and that these are 
not being repeated as frequently as those in the previous two time periods (1801-1850 and 
1851-1900).
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Figure 5.8. Relative proportions (%) of predicate adjectives according to class for Petrusevskaja,
representing the block 1951-2000.
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Figure 5.9. Relative proportion (%) of lexical items according to adjective class for Petrusevskaja,
representing the block 1951-2000.
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Finally, in the second half of the twentieth century, Figures 5.8 and 5.9, we see that -  once 
again -  there are changes in classes 5 (from 44% to 33%) and 6 (from 32% to 40%), but 
these occur alongside a change in class 3 adjectives more significant than in the previous 
three time periods (from 10% to 16% in the second half of the twentieth century).
In conclusion, adjective classes 3, 5 and 6 show the most change regarding the number of 
lexical items in each class as measured against the frequency of the usage of each item, 
while the other adjectives types show little or no change. However, it should be 
remembered that classes 5 (Physical Property) and 6 (Human Propensity) in particular 
represent a large number of potential members -  certainly more than, for example, class 2 
(Age) and class 7 (Speed).
Figure 5.10 to 5.13, below, represents the percentage usage of SF, LF-N and LF-I in the 
predicate, in each of the adjective classes, over the four time periods. As with the previous 
pie charts, each of the percentages calculated are taken from the total number of predicate 
adjectives, not from the total number of lexical items in the texts used.
Number of predicate adjectives (%)
Adjective Class
Figure 5.10. Distribution of SF, LF-N and LF-I for each adjective class. Taken from Griboedov,
representing the block 1800-1850.
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Figure 5.10 shows the dominance of the SF in the first half of the nineteenth century. The 
majority of predicate adjectives take the SF in this period, with few appearing in the LF-I 
and no examples for LF-N. The dominant adjective classes are 3 (Value) and 6 (Human 
Propensity), representing 37% and 54% of the total number of predicate adjectives, 
respectively. There are no examples of predicate adjectives in classes 1 (Dimension), 4 
(Colour), 8 (Difficulty), 10 (Qualification) and 13 (Cardinal Numbers).
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Figure 5.11. Distribution of SF, LF-N and LF-I for each adjective class. Taken from Turgenev,
representing the block 1851-1900.
In the second half of the nineteenth century, shown in Figure 5.11, classes 3 and 6 still 
dominate, but class 5 adjectives now account for 20% of predicate adjectives. The LF-I 
appears only in class 6 , and the LF-N appears in class 3. The SF remains the dominant 
predicate adjective form. However, there is little substantial change regarding the predicate 
adjective in this period as compared to 1801-1850.
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Figure 5.12. Distribution of SF, LF-N and LF-I for each adjective class. Taken from Gor’kij,
representing the block 1901-1950.
By the first half of the twentieth century, shown in Figure 5.12, a substantial change has 
occurred. The SF is no longer the dominant form in any of the adjective classes, and has 
been overtaken by the LF-N. Predicate adjectives appear in more classes, with only 
classes 7 (Speed) and 13 (Cardinal Numbers) lacking any examples. The LF-N is now the 
most popular form, appearing in 9 of the 11 classes containing predicate adjectives. The 
LF-I is also becoming more popular, appearing in classes 1, 2, 3, 5 and 6 , accounting for 
an equal percentage with the SF in class 2 (1%). The SF appears most frequently of the 
three forms in class 3 (18%) and has equal status with the LF-N in class 6 (21%). Such 
trends continue to evolve, and are shown for the second half of the 20th century in Figure 
5.13.
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Figure 5.13. Distribution of SF, LF-N and LF-I for each adjective class. Taken from Petrusevskaja,
representing the block 1951-2000.
The above graphs give some evidence to suggest that adjective class is an important 
consideration in the choice of the predicate form. However, it must be noted that the data 
were taken from a small group of drama texts, and that the same examination of fiction and 
non-fiction texts would give different results. For example, the LF-I does not feature 
particularly strongly in any of the results, but we would expect to find a far greater number 
of them within non-fiction texts, due to their more “bookish” style. Therefore, the results not 
only provide some indication of the importance of adjective classes, but also show the 
need to compare results across genres and to look at those results as a whole.
5.4.2 Qualitative analysis of the Corpus: Predicate adjectives with copula and semi­
copula verbs
In this section the nature of the data returned from searching the Corpus is explored. Prior 
to developing or considering quantitative statistical methods of analysis, the nature of the
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data is examined. This relates as much to the prevalence of form as to the way in which it 
is examined, and how conclusions are drawn. In investigating predicate adjectives with 
copula and semi-copula verbs, it was found that, while there were plenty of examples with 
the copula byt', and many with the semi-copulas sta t' and kazat'sja, many other semi­
copulas returned very few results -  certainly not enough with which to carry out a statistical 
analysis. Therefore, the results from the copula byt' have been divided along genre lines, 
and the semi-copulas have not. This has been done in order to give as much uniformity to 
the presentation of the results as possible.
Therefore, the aim of this section is to track any changes which have occurred in predicate 
adjective usage with copula and semi-copula verbs over the period 1800 -  2000 , and to 
consider the particular elements which may have affected this change. This section will 
also be used to show how corpus data can be analysed, and the potential issues 
associated with either qualitative or quantitative analysis.
The data examined below relates to occurrences of twenty verbs returned from searches of 
the Corpus, following the process described above. These occurrences have been collated 
and are presented, as percentage of total occurrence, in Figures 5.18 to 5.37. Tables 5.2 to
5.4 present the counts of each item returned from the searches of the Corpus, and Table
5.5 summarises some simple regression tests carried out on the data, in order to establish 
whether or not any significant trends were observed.
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Table 5.2. Summary of occurrence of SF for each verb in the Corpus.
Verb Verb
translation
Time Period
1801 -1 8 5 0 1851 -1 9 0 0 1901 -1 9 5 0 1951 -2 0 0 0
6blB3Tb
byvat'
to be, be present 45 181 52 58
flenaTbcn
delat'sja
to become, get 8 9 4 5
cflenaTbca
sdelat'sja
to become, get, 
grow
5 0 4 2
Ka3aTbcn
kazat'sja
to seem, appear 
(to be)
24 6 11 5
noKa3aTbcn
pokazat'sja
to appear 1 10 0 0
noKaabiBaTbca
pokazyvat’sja
to appear 0 0 0 1
OK33blB3TbCB
okazyvat'sja
to prove (to be) 0 5 1 2
OKa3aTbCB
okazat'sja
to prove (to be) 3 1 3 6
OCTaBaTbCfl
ostavat'sja
to remain, stay 8 8 4 1
OCTaTbCB
ostat'sja
to remain, stay 9 12 0 9
nonynaTbCH
polucat'sja
to prove, to turn 
out (to be)
0 0 0 1
nonyMMTbca
polu&t'sja
to prove, to turn 
out (to be)
0 1 0 4
npeflCTaB/iBTbCB
predstavljat'sja
to occur, seem 0 0 0 0
npeflCTaBMTbCB
predstavit'sja
to occur, seem 0 0 0 1
npn6biBaTb
pribyvat1
to arrive 0 0 0 1
npnbbiTb
pribyt'
to arrive 0 2 3 7
CTaHOBMTbCB
stanovit'sja
to become, grow 15 34 6 23
CT3Tb
stat'
to become 2 0 0 6
BBJlBTbCB
javljat'sja
to appear 0 0 0 0
BBMTbCB
javit’sja
to appear 0 0 1 0
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Table 5.3. Summary of occurrence of LF-N for each verb in the Corpus.
Verb Verb
translation
Time Period
1801 -1 8 5 0 1851 -1 9 0 0 1901 -1 9 5 0 1951 -2 0 0 0
6blBdTb
byvat'
to be, be present 3 47 21 47
AenaTbCfl
delat'sja
to become, get 1 8 1 2
cflenaTbCfl
sdelat'sja
to become, get, 
grow
1 0 4 1
Ka3aibca
kazat'sja
to seem, appear 
(to be)
0 0 3 3
noKa3aTbcs
pokazat'sja
to appear 0 0 0 0
noKa3biBaTbca
pokazyvat'sja
to appear 0 1 2 0
OKa3blBaTbCB
okazyvat'sja
to prove (to be) 0 4 1 11
OKa3aTbCS
okazat'sja
to prove (to be) 0 1 2 3
OCTaBaTbCB
ostavat'sja
to remain, stay 0 0 5 0
OCTaTbCB
ostat'sja
to remain, stay 0 5 0 1
nonyMaTbcs
polucat'sja
to prove, to turn 
out (to be)
1 2 6 23
nonymiTbCfl
poludit’sja
to prove, to turn 
out (to be)
0 1 11 46
npeflCTaBnsTbCfl
predstavljat'sja
to occur, seem 2 0 0 0
npeflCTaBMTbCB
predstavit'sja
to occur, seem 1 5 1 1
npn6biBaTb
pribyvat'
to arrive 0 0 3 0
npu6biTb
pribvt'
to arrive 0 2 2 3
CTaHOBMTbCfl
stanovit’sja
to become, grow 0 2 0 5
CTaTb
stat'
to become 0 0 0 0
HB/lSTbCS
iavljat’sia
to appear 0 1 0 0
SBMTbCH
javit'sja
to appear 0 0 1 2
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Table 5.4. Summary of occurrence of LF-I for each verb in the Corpus.
Verb Verb
translation
Time Period
1801 -1 8 5 0 1851 -1 9 0 0 1901 -1 9 5 0 1951 -2 0 0 0
6blB3Tb
byvat'
to be, be present 1 6 14 34
flenaTbCH
delat'sja
to become, get 6 19 11 50
cflenaTbca
sdelat'sja
to become, get, 
grow
6 0 7 12
Ka3aTbCH
kazat'sja
to seem, appear 
(to be)
9 13 200 69
noKaaaTbcs
pokazat'sja
to appear 7 13 6 0
noKasbiBaTbcs
pokazyvat'sja
to appear 0 0 0 0
OKaabiBaTbcs
okazyvat'sja
to prove (to be) 1 36 7 9
0Ka3aTbc«
okazat'sja
to prove (to be) 10 21 2 5
OCTaBaTbCfl
ostavat'sja
to remain, stay 18 4 15 8
OCTaTbCB
ostat'sja
to remain, stay 6 25 0 4
nonynaTbcs
polucat'sja
to prove, to turn 
out (to be)
0 0 1 15
noayHMTbca
poluiit'sja
to prove, to turn 
out (to be)
0 0 4 25
npeACTaBnsTbcs
predstavljat'sja
to occur, seem 1 10 3 25
npeflCTaBMTbcs
predstavit'sja
to occur, seem 0 2 2 1
npn6bisaTb
pribyvat'
to arrive 0 0 0 0
npn6blTb
pribyt'
to arrive 0 0 0 2
CTaHOBMTbCS
stanovit'sja
to become, grow 9 43 28 127
CTaTb
stat'
to become 2 0 0 18
HBJlBTbCS
javljat'sja
to appear 1 0 1 2
SBMTbCS
javit'sja
to appear 1 0 1 1
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Time Period
Figure 5.14. Overall percentage changes in SF, LF-N and LF-I usage across 
the four time periods investigated.
Time Period
Figure 5.15. Overall percentage changes in SF and combined LF (LF-N + LF-I) usage across
the four time periods investigated.
Figures 5.14 and 5.15, above, show the general trends for all twenty verbs examined in this 
particular study. Figure 5.14 shows the trends for SF, LF-N and LF-I, whereas Figure 5.15 
combines LF-N and LF-I to compare the trends between SF and total LF. Clearly, in the 
latter case, as percentage change is being examined, there is an inverse relationship 
between the SF and LF verb. Figure 5.14 provides more information, decoupling LF-N and 
LF-I, and shows the differences in appearance, over the time period examined, of these
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verbs. In Figure 5.14, it is clear that appearance of LF-I is more pronounced than LF-N. 
Therefore, the overall trend across the time period is to see a decrease in the usage of SF 
verb, which mirrors a concomitant increase in LF, particularly LF-I, usage.
The data was examined in two ways. Firstly, the occurrence of ten verbs (see Tables 5.2, 
5.3 and 5.4, above) was found by examining the entire corpus. Secondly, the occurrence of 
a different ten verbs was found by sampling the Corpus randomly. These results were 
combined to show general trends (Figures 5.14 and 5.15). Both of these subsets of the 
data were examined individually, and the results are shown in Figures 5.16 and 5.17.
Time Period
Figure 5.16. Changes in SF, LF-N and LF-I usage for verbs where the whole corpus 
was searched (a total of ten different verbs).
Figure 5.17. Changes in SF, LF-N and LF-I usage for verbs where a subset of the Corpus was searched (a 
total of ten different verbs, mutually exclusive from those shown in Figure 5.16).
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The trends apparent in Figure 5.16 are consistent with those observed in Figure 5.14. In 
this particular case, LF-N and LF-I occurrence are more different than for the overall 
dataset (i.e. compare the relative positioning of the red and green lines in Figures 5.14 and
5.16) but the same general trends are again observed. However, while Figure 5.17 
generally shows comparable trends, the occurrence of LF-N does not significantly change 
throughout the time period examined. Therefore, both sets of results (Figures 5.16 and
5.17) demonstrate that occurrence of SF decreases significantly across the time periods 
examined, with a particularly significant transition taking place between the 1851 -  1900 
and 1901 -  1950 time periods. Essentially, the 1801 -  1850 and 1851 -  1900 time periods 
are statistically similar, as are the 1901 -  1950 and 1951 -  2000 time periods. These two 
groups are significantly different from each other. Such trends are more readily apparent 
for SF and LF-I, whereas occurrences of LF-N appear to change less over the time periods 
examined. They also suggest that the exact changes seen may be dependent upon the 
occurrence of particular verbs in the dataset. In such circumstances, the nature of the 
sample taken for analysis is of considerable importance.
In practical terms, it is impossible to examine every single example of an adjective in the 
Corpus. This is impractical and time-consuming. Therefore, appropriate methods of 
sampling, which at their core are based on random selection of examples, are vitally 
important in developing a robust quantitative or semi-quantitative approach to corpus 
analysis. Therefore, anecdotal usage of the Corpus is inappropriate. For example, if a 
researcher is aware that a particular verb has a particular occurrence, and the researcher 
decides to include this information in the “random" sample, then the sample is potentially 
skewed. Such practice may compromise the methodology used, where the selection of a 
representative and random sample is key to the successful analysis of the data. In 
information technology, the phrase “garbage-in, garbage-out” links the poor quality of data 
input to the model with poor results and potentially misleading conclusions. Therefore, 
validation of the methodology is vital before any linguistic conclusions can be drawn from 
this corpus study.
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For the results shown in Figures 5.16 and 5.17, a combination of LF-N and LF-I, plotted 
against SF, simply gives a mirror-image of the trend shown by SF. Therefore, these trends 
are not shown beyond Figure 5.14.
Regression analysis of the trends obtained for SF and LF-I show clear trends in the data 
across the four time periods examined (Table 5.5, below). However, when estimating the 
lines of best fit, it is not clear if changes observed best fit linear or exponential models, as 
the correlation coefficients are similar, at around 0.95 in all cases. For LF-N, the changes 
appear to fit best to a logarithmic model; in such cases, the r2 value is 0.95, compared to 
0.86  for the next best fit (linear).
Table 5.5. Summary of regression coefficients for different types of line-fitting.
Type of analysis
Adjective Type
Short Form Long Form 
Nominative
Long Form 
Instrumental
Exponential 0.84 0.80 0.55
Linear 0.85 0.87 0.56
Logarithmic 0.81 0.89 0.51
2na Order Polynomial 0.85 0.88 0.56
Power 0.79 0.87 0.47
In general, the results shown in Figures 5.14 to 5.17 clearly show step-wise changes in the 
occurrence of SF and LF adjective. Specifically, SF occurrence decreases significantly 
after 1900, whereas LF, and in particular LF-I, shows a significant increase across the 
same time period and at the same point as changes are observed in SF. Changes in the 
specific verbs examined are shown, and discussed, below.
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Figure 5.18 Percentage change in occurrence with GbiBaTb byvat" to  be, be p resent' 
(509 total examples; 49, 234, 87 and 139 in each time period).
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Figure 5.19. Percentage change in occurrence with flenaTbca delat'sja 'to become, get’ 
(124 total examples; 15, 36, 16 and 87 in each time period).
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Figure 5.20. Percentage change in occurrence with npn6brrb pribyt' ‘to arrive’ 
(21 total examples; 0, 4, 5 and 12 in each time period).
Figures 5.18, 5.19 and 5.20 are best viewed initially as a set, as a significant contrast can 
be made between their trends based purely on the size of the available data subsets. 
These are listed in the legends for each Figure. When a sufficient number of verb 
examples are present, clear trends are obtained. Figure 5.18 is constructed from a total of 
509 examples which were found after searching the whole corpus. Similarly, Figure 5.19 
shows a similar general trend to Figure 5.18, although the trend for LF-N is not as distinct 
as in Figure 5.18. This, however, could be considered to map to the generalized trends 
shown in Figures 5.14 to 5.17. Figure 5.20, on the other hand, is constructed fromt 21 
examples. No clear trends are observed, and one whole time period (1801 -  1850) did not 
have any examples for SF, LF-N or LF-I, despite the whole corpus being searched. The 
lack of available data would therefore make any comments about changes with this 
particular verb difficult to substantiate. Therefore, this data would suggest that obtaining a 
minimal number of examples to allow a full and representative analysis is vital.
All three of these Figures were constructed after a full search of the entire corpus. Clearly, 
the available data can significantly affect the results obtained, and the trends extrapolated.
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In essence, the composition of the Corpus will decide the results obtained. They would also 
suggest, in a wholly qualitative sense, that a minimum number of examples is required 
before a consistent, reproducible trend can be ascertained.
Figure 5.21 is similar to Figure 5.20, in that a small sample size (14 examples) yields data, 
and subsequent trends, that are incomplete and unrepresentative of the overall dataset. 
This would suggest that the sample size of these verbs is too small in the Corpus to allow 
individual analysis. However, given the overall trend for the whole dataset, it might be 
suggested that, were more examples present in the Corpus, then results and trends in 
occurrence similar to those observed in Figures 5.18 and 5.19 might begin to emerge. It 
should also be noted that Figure 5.20 is comprised of data from the whole corpus, whereas 
the data in Figure 5.21 is from a sample of the Corpus. Both have similar sample sizes, 
and both are equally unrepresentative of the overall trends observed. Therefore, as will be 
seen subsequently, sample size, and taking a representative sample for analysis, is central 
to producing a meaningful and valid analysis.
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Figure 5.21. Percentage change in occurrence with npeflCTaBMTbca predstavit'sja ‘to occur, seem’ 
(14 total examples; 1, 7, 3 and 3 in each time period).
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Figure 5.22. Percentage change in occurrence for Ka3aTbca kazat'sja ‘to seem, appear (to be)’
(426 total examples; 65, 19, 214 and 128 in each time period).
However, the results in Figure 5.22 would suggest that the generalizations discussed 
above are not wholly representative. In Figure 5.22, the verb was found 426 times after a 
partial search of the Corpus. A more detailed examination of Tables 5.2, 5.3 and 5.4 
suggest that the data for this verb is not evenly distributed. For example, in the second time 
period (1851 -  1900) there are only 19 examples, compared with 214 in the next time 
period (1901 -  1950). This would suggest that, in order to obtain representative data for 
individual verbs, it is important to have as even a distribution of data as possible, as well as 
a minimum threshold of data available.
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Figure 5.23. Percentage change in occurrence for OKa3aTbca okazat'sja ‘to prove (to be)’ 
(57 total examples; 13, 23, 7 and 14 in each time period).
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Figure 5.24. Percentage change in occurrence for 0Ka3biBaTbca okazyvat'sja ‘to prove (to be)’ 
(77 total examples; 1, 45, 9 and 22 in each time period).
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Figure 5.25. Percentage change in occurrence for ocTaBaTbca ostavat'sja 'to remain, stay’
(71 total examples; 26, 12, 24 and 9 in each time period).
Again, Figures 5.23, 5.24 and 5.25 illustrate the absence of both evenly distributed data, 
and a sufficient volume of data. Both verbs have less than 100 examples (including that 
shown in Figure 5.23, which followed a search of the whole corpus), and some time 
periods where few, or no, examples, were found. Consequently, no clear trends are 
discernible. This is also independent of whether or not the whole corpus was searched; for 
example, Figure 5.23 is comprised of a search of a fragment of the Corpus, whereas 
Figures 5.24 and 5.25 are constructed from data obtained after full searches of the Corpus.
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Figure 5.26. Percentage change in occurrence for ocrraTbce ostat'sja 'to remain, stay’ 
(98 total examples; 15, 42, 27 and 14 in each time period).
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Figure 5.27. Percentage change in occurrence for CTaTb s ta f 'to  become' 
(126 total examples; 36, 40, 26 and 24 in each time period).
Figures 5.26 and 5.27 are therefore notable for having a reasonable distribution of data 
and in having in excess of 100 examples of each verb. They also show trends that, while 
not entirely in agreement with the overall picture of verb change, are broadly suggestive of
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such trends. Compared to Figures 5.23, 5.24 and 5.25, for example, Figures 5.26 and 5.27 
provide a significant improvement in the distribution of data. Again, this is suggestive of the 
importance of the size of the dataset in achieving a realistic understanding of changes in 
verb occurrence throughout the Corpus.
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Figure 5.28. Percentage change in occurrence for no/iyHHTbCfl poludit'sja ‘to prove, turn out (to be)’
(92 total examples; 0, 2, 15 and 75 in each time period).
Figure 5.28 also exhibits an uneven distribution of data, making it difficult to discern any 
clear trends for adjective occurrences in this case. Figure 5.29 shows a similar lack of 
discernible trend with a similarly sized data set (92 for nonyuuTbcs polu6it'sja, and 99 for 
noKa3aTbca pokazat'sja).
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Figure 5.29. Percentage change in occurrence for npe,qcTaBJiflTbCfl predstavljat'sja 'to occur, to seem’ 
(142 total examples; 3, 98, 16 and 25 in each time period).
npeflCTaBrmTbCH predstavljat'sja (Figure 5.29, and Tables 5.2, 5.3 and 5.4) is an example 
of where the distribution of data is as important as the sample size. While a total of 142 
examples, derived from a search of the whole corpus, would appear to be sufficient, 92 of 
these (approximately 65% of the dataset for this verb) relate to examples of LF-I in the time 
period 1851 -  1900 only. This lack of evenly distributed data also makes the estimation of 
any clear trends in the data difficult. In clear contrast, Figure 5.30 - cflenaTbca sdelat'sja - 
shows clear trends in verb occurrence. This may be due to the sample size -  217 -  and the 
reasonably even distribution, compared to examples above, of data across the four time 
periods -  51, 6 8 , 71 and 27 examples, respectively. This example also shows a clear 
difference in the changing occurrence of LF-N and LF-I across the time period examined. 
Similar results are also obtained for CTaHOBMTbca stanovit'sja, shown in Figure 5.31. The 
only issue with stanovit'sja is the relatively low number of examples of LF-N, although clear 
trends for SF and LF-I are apparent. Figure 5.32, by way of contrast, shows again similar 
issues to earlier examples, where the sample size and distribution appear to be insufficient 
across the whole time period being examined.
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Figure 5.30. Percentage change in occurrence for cflenaTbcn sdelat'sja 'to become, get, grow’ 
(217 total examples; 51, 68, 71 and 27 in each time period).
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Figure 5.31. Percentage change in occurrence for CTaHOBMTbca stanovit'sja ‘to become, grow’ 
(294 total examples; 26, 79, 34 and 155 in each time period).
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Figure 5.32. Percentage change in occurrence for HBnflTbca javljat'sja ‘to appear’ 
(294 total examples; 26, 79, 34 and 155 in each time period).
Verbs noKaabiBaibCR pokazyvat'sja, ABi/ubca javit'sja and npn6biBaib pribyvat' were 
present in such low numbers that graphs are not shown for them. Tables 5.3, 5.4 and 5.5 
summarise the occurrences of these verbs. In addition, while nonynaTbCfl poludat'sja had a 
reasonable number of examples, their distribution was such that no clear trends could be 
established. Again, the entire corpus was searched for this verb, and reference should be 
made to Tables 5.3, 5.4 and 5.5 for the distribution of these data.
Therefore, in summary, clear qualitative trends in the changing occurrence of SF, LF-I and 
LF-N verbs are discernible across the twenty verbs examined. Collectively, clear trends are 
apparent, with decreases in SF being matched by increases in LF, notably LF-I, while LF-N 
increases by a relatively smaller amount, and in some cases decreases. Changes in 
individual verbs are more difficult to discern due to the frequency and distribution of 
examples in the Corpus, and the absence of examples from particular time periods may 
skew the data in a manner that is not reflected when the data for all verbs is collated. 
However, where these factors are adequate (generally, a dataset subset for each verb of at 
least 150 -  200 example, evenly distributed across the four time periods of the study), 
trends in verb occurrence may be predicted.
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5.4.3 Initial Search of the Corpus -  Analysis of Collated Adjectives
The aim of this particular study was to determine if the usage of common SF adjectives, 
listed above in Section 5.1, has increased over the last two hundred years. Therefore, a 
search of the Corpus was carried out for each of these adjectives in the manner described 
earlier in this thesis. The output of examples was processed as before and collated into a 
single dataset and analysed statistically (x2-test, p = 0.05) by the methods described in 
Chapters 3 and 4. The results are given below in Table 5.6, and presented graphically in 
Figure 5.33.
Table 5.6. Summary of statistical tests for predicate adjectives where the complete 
dataset was analysed by collating all the selected adjectives together.
Time Period Comparison X-squared
Result
Cramer's V
Time Form
SF LF-N LF-I p-value
1801 -  1850 96 2 5 1801 -18 50  vs. 
1851 -1900
0.041 0.083
1851 -19 00 725 76 31 1801 -18 50  vs. 
1901 -1950
0.003 0.181
1901 -19 50 235 24 2 1801 -18 50  vs. 
1951 -20 00
0.117 0.096
1951 -20 00 316 27 15 1851 -19 00  vs. 
1901 -1950
0.005 0.074
1851 -19 00  vs. 
1951 -2000
0.635 0.028
1901 -1 9 5 0  vs. 
1951 -2000
0.030 0.106
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Figure 5.33. Percentage change in adjective occurrence for SF, LF-N and LF-I over time, based on the data
presented in Table 5.6.
Figure 5.33, above, presents the change in adjective form over time (as a percentage), and 
shows that there is virtually no significant change in occurrence across the four time 
periods examined. Table 5.6 does, however indicate that statistically significant differences 
were observed across most time periods (where p < 0.05 in Table 5.6) except when both 
the first and fourth, and the second and fourth time periods were examined. Generally, this 
would indicate that there is little consistent trend to change for these examples as we have 
seen for nouns and verbs in previous chapters. While this may be an effect of the number 
of samples returned from the search, particularly in the occurrence of LF-I in two cases and 
LF-N in one, it is, given the overall size of the dataset examined, likely to be due to a 
linguistic issue, and not a sampling issue or a statistical anomaly. For example, if particular 
adjectives favour the short form -  the list of adjectives examined in this study are those that 
have been shown to favour the SF, and the data presented in Table 5.6 would therefore 
suggest that this is the case -  and if these adjectives are fossilising into the SF then it 
should be expected that the percentage occurrence of the short form would increase or 
remain reasonably constant, and this would be mirrored by a concomitant decline, or 
stasis, in LF-N and LF-I usages. However, given the nature of the statistical significance of
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the results, as described above, the usage of SF does appear to decrease significantly in 
some cases.
There are advantages and disadvantages to separating all adjectives examined in this 
study and analysing them individually. However, it was discussed in Section 4.6 that any 
detailed information may be skewed or invalidated by the number of occurrences returned 
from the search. In Table 5.6 it is apparent that this would certainly be an issue for the long 
form if the total count, as the data presented in Table 5.6, subdivided for each of the twenty 
adjectives, returns very few examples for the long form (both nominative and instrumental) 
and in some cases returns no examples at all. Therefore, evaluation of such small subsets 
may be limited qualitatively (as discussed in Chapter 2) or quantitatively (as discussed in 
Chapters 3 and 4). Hence, further examination may simply result in information that 
provides incomplete or inaccurate information on the change of form over time, and should 
be treated cautiously as it may result in inferences being drawn that cannot be fully 
substantiated. Such an analysis is summarised in Table 5.7, and illustrated in Figures 5.34 
to 5.50, where the change in occurrence of each adjective analysed in this study is 
presented.
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Table 5.7. Summary of predicate adjective occurrence in the Corpus.
Adjective Time Period Comparison
X-squared Result (or, Fisher 
Exect Test, if required)
Cramer's V
Time SF LF-N LF-I p-value
1801 -  1850 5 2 3 1801 -  1850 vs 1851-1900 • •
Oden 1851 -  1900 80 5 1 1801 -1850 vs 1901 -1950 0 000 0455
SK* 1901 -  1950 66 8 1 1801 -1850 vs 1961 -2000 0 005 0 423
1951-2000 39 9 1 1851 -  1900 vs 1901 -  1950 0.525 0089
1901- 1950 vs 1951-2000 0.445 0114
■ MMOirr 1801 -  1850 5 0 0 1801 -  1850 vs 1851 -  1900 0.716 0 046
vino vat 1851 -  1900 269 12 24 1801 -  1850 vs 1901 -  1950 0.818 0 094
guilty 1901 -  1950 37 1 2 1801 -1850 vs 1961-2000 0.621 (0.795) 0060
1951 -  2000 61 0 3 1851 -  1900 vs 1901-1950 0.721 0044
1851 -  1900 vs 1951-2000 0.170 0098
1901 -  1950 vs. 1951 -2000 0.444 0 125
roros 19
go!o» 1851 -  1900 249 1 1801 -1850 vs 1901 -1950 ...............  'v?r» ‘ • 0216
1901 -  1950 76 20 3 1801 -  1850 vs 1951 -2000 0103
1951 -  2000 137 7 v 1851 -  1900 vs 1901 -  1950 0004 0172
1851 -1900 vs 1951 -2000 0 002 0 168
1901 -1950 vs 1951 -2000 0 001 0245
1801 -  1850 7 2 0 1801 -1850 vs 1851- 1900 0.149 0 169
dale« 1851 -  1900 114 7 3 1801 -  1850 vs 1901-1950 0.466 0 186
1901 -  1950 31 1
1951-2000 80 2 0 1851 -  1900 vs 1901 -  1950 0.806 0052
1851 -1900 vs 1951-2000 0.191 0127
1901 -  1950 vs 1951-2000 0.095 0201
AoaonaH 1801 -  1850 15 2 1 _ . ■........... -• 0.628 0061
oovden 1851 -  1900 178 47 9 1801 -1850 vs 1901-1950 . k .: 0 192
satis'ied 1901 -  1950 _ 23 2 0 1801 -  1850 vs 1951 -2000 0.115
1951 -  2000 20 10 0 1851 -1900 vs 1901 -  1950 0.179 0115
............ -r- ! -  i • - 0.163 0117
1901 -  1950 vs. 1951-2000 0.024 (0 024) 0305
aon*H«M 1801 -  1850 62 l 0 1801 -  1850 vs 1851 -  1900 0.311 0050
doUen 1851 -  1900 884 3 2 1801 -1850 vs 1901 -  1950 0852
necossarymust 1901 -  1950 256 3 1 1801 -1850 vs 1951 -2000 0512(0.448) 0031
1951 -  2000 392 3 0 1851 -  1900 vs 1901-1950 0.249 0 049
0 039
1901 -  1950 vs 1951 -2000 0.408
1801 -  1850 6 1 ■ 1801 -  1850 vs 1851 -  1900
Oostotn 1851 -  1900 16 4 1801 -  1850 vs 1901 -  1950
worthy 1901 -  1950 ' 1 0 1801 -1850 vs 1951-2000 0.942
1951 -  2000 10 1 3 1851- 1900 vs 1901-1950 0.349 0252
• •• .. . -  • - ; V .  ........ .. 0127
1901 -  1950 vs 1961 -2000 - 0899
1801 -  1850 4 1 1 0 061
rtorov 1851 -  1900 118 43 14 1801- 1850 vs 1901-1950 0.455 0833
healthy 1901 -  1950 20 2 1 1801 -  1850 vs 1951-2000 0.648 0129
1951 -  2000 38 4 4 1851 -1900 vs 1901 -  1950 0.155 0137
: ■: • 0.063 0158
1901- 1950 vs 1951-2000 0.805 0079
MHiepeH 1801 -  1850 3 0 0 1801 -  1850 vs 1851-1900
oameten 1851 -  1900 24 0 ............ : 1801 -  1850 vs 1901- 1950
1951 -  2000 7 0 0 1851 -  1900 vs 1901 -  1950
fa*i no ••ampres found for LF-N and LF-I. these 1851- 1900 vs 1951-2000
tramples not bo sta tis treaty analysed) 1901 -  1950 vs 1951 -2000
Hymn 1801 -  1850 27 6 2 1801 -1850 vs 1851-1900 0 000 0196
nuien 1851 -  1900 471 • 24 1801 -  1850 vs 1901-1950 0037 0168
necessary 1901 -  1950 178 11 6 1801 -  1850 vs 1951-2000 0000 0248
1951 -  2000 339 7 10
0.300 0053
1901 -  1950 vs 1951 -2000 0866 0 099
no row 1801 -  1850 11 4 3 1801-1850 vs. 1851 -1900 0.346 0 068
poxol ______ 1 . . .  _....... . . . . 218 172 . . ___ _ ____  1 *........: . 0870 0 134wilier 1901 -  1950 54 51 24 __________ .. 0.535 0110
■ ■ 83 13 9 1851 -  1900 vs 1901-1950
1851 -1900 vs 1961-2000 0193
1901 -  1950 vs 1961-2000 0 000 0 320
npat 1801 -  1850 7 1 o 1801 -1850 vs 1851-1900 0005 0237
Drav 172 1 ' 0162
correct 1901 -  1950 59 2 3 1801 -  1850 vs 1961 -2000 0.464 0.130
• 78 3 2 1851 -  1900 vs 1901 -  1950 0844 0 106
.1900 vs u*5i - : w 0.160 0118
1901 -1950 vs 1951 -2000 0.745 0063
c»o6o4«h 1801 -  1850 0 1801 -1850 vs 1851-1900
svoooden 1851 -  1900 78 13 16 1801-1850 vs. 1901-1900 0.578 0185
Iree 1901 -  1950 23 2 2 1801 -1850 vs 1961 -2000 0876 0243
1951 -  2000 15 5 8 1851 -1900 vs 1901-1950 0.411 0115
1851 -  1900 vs. 1951-2000 0.131 0 173
1901 -1950 vs 1961-2000 0 038 0 345
•htonari 1851 - 1300 4 ' 2
indinod 1901 -  1950 1 0 0 1801 -  1850 vs 1951 -2000 0250
1951-2000 3 1 0 1851 -1900 vs 1901 -1950 0.495 (0.714) 0258
1851 -1900 vs. 1951-2000 0.778 (0.667) 0089
1901 -1950 vs 1951 -  2000 0.576 (0.800)
corneceH 1801 -  1850 11 0 0 1801 -1850 vs 1851-1900 0044
sogloeen 1851 -  1900 101 2 0 1801 -1850 vs 1901-1950 0152
agreeable 1901 -  1950 31 l 2 1801 -1850vs 1961-2000
1951 -  2000 37 ... . . . _ ... . . . . .  . :. ... 0043 0214
insufficient examples of all farms exist so a# combinations 1851 -  1900 vs 1951-2000 0.393 0072
or statistical lasts could not bo performed) 1901 -  1950 vs 1951-2000 0.182 0219
cnocoStH 1801 -  1850 4 2 3 1801 -  1850 vs 1851-1900 0020 0 329
sposoben 1851 -  1900 51 8 1801 -1850 vs 1901 -  1950 0.115 0465
capable 1901 -  1950 7 4 0 1801 -1850 vs 1951 -2000 0.755 0.122
17 5 7 1851 -  1900 vs 1901 -  1950 0.117 0841
1851 -1900 vs 1951-2000 0274
1901 -1950 vs 1951-2000
.
.................... r-'M  . . 0316
CHicrnus 1801 -  1850 31 1801 -1850 vs 1851-1900 0801 0 093
•Casllv 1851 -  1900 251 39 49 1801 -1850 vs 1901- 1950 0.632 0121
happy 1901 -  1950 23 2 2 1801 -1850 vs 1951 -2000 0.196 0805
1951 -  2000 29 5 7 1851 -1900 vs. 1901-1950 0.432 0068
1851 -1900 vs 1951 -2000 0.887 0025
1901 -1950 vs 1951 -2000 0876 0170
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5.4.4 Analysis of change for individual adjectives
Figure 5.34 shows the changes over time in the occurrence of 6 oneH bolen ‘sick’. The main 
change observed is that the occurrence of SF increases significantly between the first and 
second time periods (1801 -  1850 and 1851 -  1900), and remains relatively high -  and 
significantly different -  compared to the first time period. A concomitant drop in LF-N and 
LF-I is observed across the four time periods, although LF-N decreases in the second time 
period (1851 -  1900) and increases thereafter, from approximately 5% of all occurrences to 
approximately 18%, almost reaching the level observed in the first time period (20%). It 
should be noted that the sample size returned from the search of the Corpus is, for LF-N 
and LF-I, relatively small, and any results should be interpreted quantitatively with this 
limitation in mind.
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Figure 5.34. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective 5oneH bolen ‘sick’.
Figure 5.35 shows the changes over time in occurrence of BwnoBaT vinovat ‘guilty’. Again, 
while quantitative interpretation might be hampered by the shortage of examples, 
particularly of the LF-N, it is clear that the majority of the examples returned from the
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search of the Corpus are for the SF, which is responsible for between 88 and 100% of all 
occurrences across the four time periods examined in this study. While LF-N and LF-I 
therefore occur only rarely, it should be noted that, after no examples were returned from a 
search of the first time period (1851 -  1900), LF-N and LF-I then contribute to a total of 
approximately 12% of the all occurrences in the second time period (1851 -  1900). While 
their occurrence decreases thereafter, it should be noted that such a trend may be an 
artifact of the Corpus, in terms of its content or size, or it may be a true reflection of the 
change in occurrence of vinovat. Table 5.6 also indicates that the occurrences of forms are 
not significantly different between any of the time periods.
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Figure 5.35. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective b h h o b 3 t  vinovat ‘guilty’.
This is similar in some way to the trends in the occurrence of totob gotov “ready’, shown in 
Figure 5.36. SF is responsible for most occurrences and while this dips slightly in the 
second and third time periods (1851 -  1900 and 1901 -  1950) it increases again in the final 
time period (1951 -  2000), being replaced predominately by LF-N. Again, a wholly 
quantitative interpretation of these results may be limited due to the small number of 
samples returned from the search of the Corpus.
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Figure 5.36. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective t o t o b  gotov ‘ready’.
A slightly different trend is observed with flanex dalek ‘far, distant’, shown in Figure 5.37. 
While SF again predominates, in this case by increasing to a plateau by the second time 
period (1851 -  1900), the occurrence of LF-N is, at approximately 20%, substantial in the 
first time period. It decreases thereafter, often appearing in the second and third time 
periods with LF-I, which has the lowest occurrence. LF-I is also absent from the first and 
fourth time periods examined in this study. By contrast, occurrences of flOBoneH dovolen 
‘satisfied, content’, shown in Figure 5.38, show an opposite trend, in that SF decreases 
slightly in the final time period from a plateau and is replaced by an increase in LF, 
particularly LF-N which is the only long form present in the final two time periods. Such 
differing trends are unlikely to be due to the volume of examples returned from the search 
(250 and 307 total examples for dalek and dovolen, respectively) and therefore may be an 
artifact of the small samples returned for LF-N and LF-I, or to a particular linguistic 
phenomena.
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Figure 5.37. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective naneK dalek ‘far, distant'.
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Figure 5.38. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective AOBoneH dovolen ‘content, satisfied’.
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Another wholly different trend is shown in Figure 5.39, where AonweH dolzen ‘should’ is 
shown to be present predominately as the SF. Either long form is present rarely, if at all, 
being comprised of approximately 0.8% of all occurrences of dolzen. While this trend may 
not be due to a lack of examples -  the search of the Corpus having returned 1607 
examples in total, it may be related to their distribution. For example, there are very few 
occurrences of LF-N and LF-I, as is clear from an inspection of Table 5.6 or Figure 5.39, 
and approximately half of all examples relate to examples of the SF from just one time 
period (1851 -  1900). Indeed, Figure 5.10 (occurrences of HaiwepeH nameren ‘intend’) is 
beset with similar issues. In this case, however, the complete absence of any examples of 
LF-N or LF-I ensures that, other than reporting the relative occurrences of SF, LF-N and 
LF-I, any further analysis is impossible.
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Figure 5.39. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective flonweH dolzen ‘necessary’.
A very different trend is observed for changes in the occurrence of a o c t o m h  dostoin 
‘worthy, deserving’, shown in Figure 5.40. SF appears to be less dominant than it is for the 
other adjectives examined, compared to LF-N and, in particular, LF-I, which is present in
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three time periods at up to approximately 20%. Overall, SF increases from approximately 
60% of occurrences to 80% in the third time period, and decreases thereafter. The long 
form is represented in all time periods, and mostly by the instrumental form, which is more 
prevalent than the nominative form, where it is present at all (i.e. in all time periods except 
the third, 1901 -  1950). However, no significant differences in frequency of occurrence are 
found from the x2 test (Table 5.6). This may be due to the overall small sample size -  56 -  
which was returned form the search and analysed. Interestingly, a similar trend is observed 
for occurrences of 3flopoB zdorov ‘healthy’, in Figure 5.41. A similar trend to that observed 
for dostoin is shown. In the case of zdorov the return of a total of 250 examples from the 
search of the Corpus, compared to 56 for dostoin may suggest that the statistical 
interpretation of the observed trends is more substantive than for dostoin. Similar trends 
are observed for zdorov as for dostoin. However, in the latter case examples of LF-N and 
LF-I are more prevalent, and LF-N is, in all four time periods, greater than or equal to LF-I 
in its occurrence. As is shown in Table 5.6, there are no significant differences observed in 
the frequency of occurrence across all four time periods.
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Figure 5.40. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective aoctomh dostoin ‘worthy, deserving'.
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Figure 5.41. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective 3flopoB zdorov 'healthy’.
1801-1850 1851-1900 1901-1950 1951-2000
Figure 5.42. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective HaiwepeH nameren ‘intend’.
A similar trend is also found for Hy>xeH nuzen ‘necessary’, shown in Figure 5.43. In this 
case, 1094 examples were returned from the search of the Corpus, and show a similar 
trend in occurrence across the time periods to dostoin and zdorov. In the case of nuzen LF-
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N is, in three of the four time periods, more prevalent than the LF-I. In addition, the 
frequency of occurrence in the first time period (1801 -  1850) is significantly different to all 
other time periods. This can be clearly seen in Figure 5.43, particularly in the decrease in 
LF-I but, more prominently, in the decrease in LF-N, particularly between 1801 -  1850 and 
1851 -  1900. In comparing the trends for dostoin (Figure 5.40), zdorov (Figure 5.41) and 
nuzen (Figure 5.43), while they are broadly -  in a qualitative sense -  similar, it is 
interesting to observe how this is reflected in their statistical analysis (Table 5.6). When the 
qualitative analysis of such data was described in Chapter 2, sample size was considered 
to be an important issue, particularly in the emergence of clear, representative trends from 
what otherwise might be considered to be the background noise of a small and 
unrepresentative sample. In the three examples compared above, similar trends are 
observed in frequency of usage across the four time periods, and this begins to show 
statistical significance when the sample size is at its largest. This may, therefore, indicate 
the importance of sample size in such analyses, and highlights the limitations of examining 
each of the adjectives examined in this study individually, as opposed to collectively 
(shown in Figure 5.33). Therefore, it can be argued that what is developing is a fossilization 
of the form, in that these particular lexical items have shown a definite tendency to adopt 
the SF -  a process which has precedents in the Slavonic languages, as both Polish and 
Czech have a small number of short form adjectives for specific lexical items. In this 
instance, the vast majority of adjectives in Polish and Czech no longer have the possibility 
of taking a SF, but maintain some frequently used lexical items in this form (interestingly, 
the word for ‘glad’ takes a SF across most Slavonic languages).
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Figure 5.43. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective HyweH nuzen ‘necessary’.
It is also, therefore, interesting that analysis of a reasonably large sample of 673 
occurrences of noxo>K poxoz ‘similar’, shown in Figure 5.44, returns a very different result 
to those described above. In the case of poxoz, LF-N and LF-I are far more dominant than 
for most of the other adjectives examined. In some cases, such as the middle two time 
periods, the total occurrence of both long forms is greater than the SF, something that only 
occurs rarely in the rest of this particular dataset (i.e. the first time period (1801 -  1850) for 
the adjective cnoco6eH sposoben ‘talented, capable’, shown in Figure 5.17). Indeed, the 
only significant differences in occurrence are found between the second time period and 
the third (1851 -  1900 and 1901 -  1950) and between the second time period and the 
fourth (1851 -  1900 and 1951 -  2000). This is interesting because the distribution shown in 
the fourth time period for poxoz is, generally, that which dominates the rest of the dataset. 
This might suggest that poxoz behaves differently to the other adjectives examined in this 
study, or it may suggest that its rate of change, or that the timing of its change is not the 
same as the other adjectives examined. It might also be observed that poxoz appears to 
“settle”, or reaches a point of equilibrium in its tendency to change, in the final time period 
into the same frequency of occurrence as the other adjectives. It finally demonstrates, for
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example, the type of distribution across forms exhibited by npaB prav ‘right, correct’ and 
comaceH soglasen ‘agreeable’, shown in Figures 5.45 and 5.47, respectively, across all 
four time periods. In the case of prav, for example, the relatively small sample size -  
particularly for LF-N and LF-I -  makes any further analysis difficult. It also shows an 
opposite trend to CBoSofleH svoboden ‘free’, shown in Figure 5.46. In this case, the relative 
stability of the first three time periods is replaced with a greater divergence of form, with the 
SF contributing approximately 50% of occurrences in this time period. While the %2 test 
suggests that only the third and fourth time periods exhibit significantly different 
distributions, this may be due to the gradual but small decrease in both LF-N and LF-I from 
the first time period to the third, as well as the complete absence of LF-I from the first time 
period. It may also, again, reflect the total sample size (167) returned from the analysis of 
the Corpus and the veracity of any conclusions thus drawn. Such an issue is also relevant 
to CKnoHeH sklonen ‘inclined’, shown in Figure 5.47. The total sample size of thirteen 
makes any analysis of frequency of occurrence, or any other phenomena, impossible. 
Similarly, no clear trend is observed for the change in occurrence of cnoco6 eH sposoben 
‘capable’, shown in Figure 5.49. Although the sample size is larger than for sklonen (112 
compared to 13) no clear trends can be discerned, with all forms showing increases and 
decreases throughout the four time periods examples. While such trends may represent 
non-linear change in usage, they do not fit the overall trends observed for adjective 
occurrence and, without a larger sample, it is difficult to substantiate such a claim without a 
larger dataset. If the trends for sposoben are compared to c<HacT.nnB scastliv ‘happy’, 
shown in Figure 5.50, it may be suggested that the larger sample size is responsible for 
apparently removing any skew from the data. Scastliv shows similar trends to many of the 
examples above (Figures 5.34 to 5.49) and is in broad agreement with the general trend, 
which suggests that the SF remains the dominant form across all four time periods, 
changing only for specific adjectives, whereas occurrences of LF-N and LF-I are 
comparatively minor and, similarly, show no specific trend across the time periods.
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Figure 5.44. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective noxoxr poxoz ‘similar’.
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Figure 5.45. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective npaB prav ‘right, correct’.
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Figure 5.46. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective CBo6oAeH svoboden ‘free’.
100 00
80.00
60.00
40 00
20.00
0.00
1801-1850 1851-1900 1901-1950 1951-2000
Figure 5.47. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective CKnoHeH sklonen ‘inclined’.
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Figure 5.48. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective comaceH soglasen ‘agreeable’.
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Figure 5.49. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective cnoco6eH sposoben ‘capable’.
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Figure 5.50. Occurrence, as percentages, of SF, LF-N and LF-I across the four time periods of this study for
the adjective CHacmnB s6astliv ‘happy’.
We have considered the details of Figures 5.44 to 5.50 and seen that the SF is still strong 
with these lexical items, although a small decrease can be seen in some (sdastliv, 
sposoben) while others barely change throughout the 200 years (soglasen, prav). This may 
be attributed to the ability of the adjective to stand in the attributive position -  happy and 
capable can both be used attributively:
cnoco6HbiM CTyfleHT 
sposobn-yj student
capable -nom  student
CHacmnBbM pe6eHOK
scastliv -yj rebenok
happy -nom  child
However, the LF-N of prav has a different meaning, and would, in the attributive position, 
generally mean “right" as in “right-hand side”, whereas the SF means “right" as in “correct”. 
The logical position for the SF’s meaning is with a copula verb, as something or someone 
has to be correct.
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The first striking feature of the analysis presented in Table 5.7, particularly if compared to 
Tables 3.1 and 4.1, is the large number of examples that exist in such small numbers that a 
full statistical analysis is not possible. In the case of verbs, Table 3.2 was constructed to 
show the examples that could not be analysed due to small number of occurrences in the 
Corpus. The treatment of adjectives in this chapter is slightly different. This is because the 
adjectives being chosen are those that have been shown to prefer the SF, and as such the 
occurrences of LF-N and LF-I should be expected to be less, particularly if the SF is 
thought to increase in usage to the detriment of LF-N and LF-I. Table 5.7 also includes the 
results from the Fisher Exact Test, generated automatically by SPSS® software and which 
is used in cases where too few examples exist for analysis by the %2 test.
With regard to the data itself, Table 5.7 and Figures 5.33 to 5.50 show some consistent 
trends, particularly upon inspection in a qualitative sense. Compared to the results -  and 
the trends observed -  in Chapters 3 and 4, such substantial trends are not observed in 
respect of changes to adjectival form. In most cases the general trend is that, summarised 
across all time periods, SF is the dominant form (accounting for 82.22% of all examples of 
adjectives returned from searches of the Corpus), with LF-N (11.40% of all examples) and 
LF-I (6.38% of all examples) contributing smaller proportions of the total number of 
examples. Therefore, to generalise, most examples returned from a search of the Corpus 
show the same trend over the four time periods used in this study. The general trends are, 
in most cases, statistically similar, indicating a lack of any real trends over time. This is 
perhaps not surprising given the predominant role of the SF in such adjectives. However, 
given the size of the overall sample size and compared to the verbs and nouns explored in 
Chapters 3 and 4, the absence of any real trend, whether it be migration to the SF or to 
either LF, is surprising. Of course, the caveat to the above is the overall sample size 
examined, and the lack of examples across parts of the dataset, particularly for LF-N and 
LF-l.
Therefore, the change in adjective usage observed in this study is minimal over the time 
period examined. This is consistent with expectations and differs substantially from the 
trends in verb and noun form occurrence over the same time period.
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5.4.5 Stress and stress alternation in the SF
In order to check the effects of stress alternation (that is to say that the LF-N and SF have 
different stresses; there is no implication that one changes to or from the other) on 
adjective choice -  or, more accurately, to see if there was any correlation in written 
Russian -  a sample of 402 individual adjectives the final quarter (1951-2000) was 
selected, and the stress patterns checked using Borunova’s pronunciation dictionary 
(Borunova et al, 1983), as it is a specific stress-pattern dictionary. This was done by 
identifying all possible combinations of stress patterns for the SF, giving the 16 variations 
listed below:
1 m+ f+ n+ P+
2 m+ f+ n+ P-
3 m+ f+ n- P-
4 m+ f- n- P-
5 m+ f- n+ P-
6 m+ f+ n- P+
7 m+ f- n+ P+
8 m+ f- n- P+
9 m- f- n- P-
10 m- f- n- P+
11 m- f- n+ P-
12 m- f- n+ P+
13 m- f+ n- P-
14 m- f+ n+ P-
15 m- f+ n+ P+
16 m- f+ n- P+
In the above table, m+ represents a change in stress from the LF-N for masculine forms of 
adjectives, f+ for feminine, n+ for neuter and p+ for plural. Conversely, m- represents no 
change in stress for masculine forms, f- for feminine, n- for neuter and p- for plural. Table 
5.8, below, gives full examples of this with adjectives which commonly take the short form. 
Although, mathematically, there are 16 possible combinations, not all of these were found 
to exist with the adjectives in the sample. Results taken from the Barentsen Corpus, are 
given below for individual tokens:
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Possible stress pattern 
combinations
No. of 
examples
%
1 m+ f+ n+ P+ 1 1.00%
2 m+ f+ n+ P- - -
3 m+ f+ n- P- - -
4 m+ f- n- P- - -
5 m+ f- n+ P- - -
6 m+ f+ n- P+ 1 1.00%
7 m+ f- n+ P+ 1 1.00%
8 m+ f- n- p+ - -
9 m- f- n- p- 77 75.0%
10 m- f- n- p+ - -
11 m- f- n+ p- - -
12 m- f- n+ p+ 1 1.00%
13 m- f+ n- p- 14 13.0%
14 m- f+ n+ p- - -
15 m- f+ n+ p+ 6 6.00%
16 m- f+ n- p+ 2 2.00%
TOTAL 103 100%
As is clear from the table above, the majority of the adjectives maintaining their SF in the 
second half of the 20th century -  75% - have the same stress in both LF-N and SF. This 
strongly suggests that maintenance of a familiar stress pattern may be key to a lexical item 
keeping its SF.
However, there is one further group of adjectives which cannot be included in the above 
table. This group does not have a single fixed stress pattern, in that one or more of the 
genders may have two possible stress patterns. 49 of these adjectives had two possible 
stress positions for the plural of the SF, 9 for the neuter, and 2 each for the masculine and 
feminine. Therefore, a stress alternation for the plural SF is, according to this sample, more 
than five times more likely than for the neuter, and nearly 25 times more likely than for both 
the masculine and feminine SF.
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This may be due to the relatively low usage of plural SFs. As shown in the figure given 
from the Corpus study presented in this thesis, plural SFs occur relatively rarely, 
suggesting that the low frequency of usage for such forms has led to a divergence in 
possible stress.
402 individual adjectives were sampled from the final quarter of the Corpus. Of these, 146 
occurred in the SF in the second half of the 20th century. The rest occurred only as LF-N or 
LF-I. This is not to suggest that the SF of the other adjectives could or would not be found 
either within the Barentsen Corpus or any other, but it does suggest that there is still some 
variation in lexical usage. We could perhaps infer from this that few -  if any -  SFs are 
actually dropping out of “possible" usage; that is to say, it is still possible to use the SF of 
many adjectives, even though these forms may have dropped out of fashion. Similarly, 
those found may simply have “re-emerged” as SFs of choice.
We can see from the above table that the majority of adjectives found predominantly in the 
SF in the predicate position have a fairly stable stress pattern -  only bol'noj, dalekij, 
dolznyj, nuznyj, pravyj and sklonnyj have a change in stress, along with scastlivyj, which is 
alone in changing the stress uniformly throughout the genders and number. Only in bol'noj 
and scastlivyj does the stress change in the masculine, while all the others have a change 
at least in the feminine. Even when the stress does change, it is a move from first to final 
vowel, (with the exception of scastlivyj, which goes from second to first), making the 
change in stress fairly simple. The greatest amount of stress change occurs in the 
adjectives found most often in the Corpus -  dalekij, dolznyj and nuznyj, suggesting that 
frequency of usage has allowed the embedding of these forms into the language without 
much difficulty. The hypothesis, therefore, would be that an adjective occurring less often 
than dalekij, dolznyj and nuznyj and which does not change its stress pattern between LF- 
N and SF is more likely to maintain its SF. In order to test this hypothesis, we now look at 
the other adjectives occurring at the end (1951-2000) of the Corpus. Therefore, from a 
possible 68 changes of stress, we find that there are only 14 changes.
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Table 5.8. Common Group Adjective stress.
LF-N SF Gender Stress pattern
Sick bonbHOfl boCnoj bo/ibeH boTen masculine Stress to first
bonbHoa bornaja oonbHa borna feminine Stress to final
GonbHoe bornoe Sonbho borno neuter Stress to final
bonbHwe bornye ConbHbi borny plural Stress to final
Guilty BMHOBaTbJW vinovatyj BMH0B3T vinovat masculine No alteration
BHHoeaTaa vinovataja BMH0B3T3 vinovata feminine No alteration
BMH083T0e vinovatoe BMH0B3T0 vinovato neuter No alteration
BHHOB3Tbie vinovatye BMHOBaTW vinovaty plural No alteration
Ready TOTOBbia gotovyj rOTOB gotov masculine No alteration
roTOBaa gotovaja roToaa gotova feminine No alteration
roToeoe gotovoe rOTOBO gotovo neuter No alteration
roTOBwe gotovye rOTOBbl gotovy plural No alteration
Far AaneKMtf dalekij Aanen dalek masculine Stress does not move
AaneKaa dalekaja Aanexa daleka feminine Stress moves to final vowel
Aanexoe dalekoe Aanexo daleko neuter Stress moves to final vowel
AaneKne dalekie AanexM daleki plural Stress moves to final vowel
Need AonxHbii* dolinyj A0HX6H dolien masculine No alteration
AonxHaa dolinaja AonxHa dolina feminine Stress to final
AonxHoe dolinoe AonxHO dolino neuter Stress to final
AOJixHbie doKnye AonxHw doliny plural Stress to final
Satisfied AOBOnbHblH dovol'nyj AOBoneH dovolen masculine No alteration
AoaonbHaa dovornaja A0B0HH3 dovolna feminine No alteration
AOBOJIbHOe dovol'noe AOBOnHO dovolno neuter No alteration
AOBonbHbie dovol*nye AOBOOHbl dovolny plural No alteration
Worthy AOCTOliiHblM dostojnyj AOCTOMH dostojn masculine No alteration
AOCTOMHaa dostojnaja AOCTOMHa dostojna feminine No alteration
AOCTOMHOe dostojnoe AOCTOMHO dostojno neuter No alteration
AOCTOaHbie dostojnye AOCTOMHbl dostojny plural No alteration
Healthy 3AOpOBblM zdorovyj 3Aopoe zdorov masculine No alteration
aAopoeaa zdorovaja aAopoea zdorova feminine No alteration
3AOPOBOQ zdorovoe 3Aopoeo zdorovo neuter No alteration
SAOpOBbie zdorovye 3AOpOBbl zdorovy plural No alteration
Intend HaMepeHHbiM namerennyj HaMepeH nameren masculine No alteration
HaMepeHHaa namerennaja HaMepeHa namerena feminine No alteration
HaMepeHHoe namerennoe HaMepeHO namereno neuter No alteration
HaMepeHHbie namerennye HaMepeHbi namereny plural No alteration
Necessary Hyxwbia nuinyj HyxeH nulen masculine No alteration
HyxHaa nuJnaja HyxHa nulna feminine Stress to final
HyxHoe nu2noe HyXHO nulno neuter No alteration
HyxHwe nuinye HyXHbl nuiny plural Stress to final
Similar noxoxwtf poxoJyj noxox poxo2 masculine No alteration
noxoxaa poxoiaja noxoxa poxoia feminine No alteration
noxoxoe poxoioe noxoxo poxoio neuter No alteration
noxoxue poxoiye noxoxbi poxoiy plural No alteration
Right npaBbia pravyj npaa prav masculine No alteration
npaBaa pravaja npasa prava feminine Stress to final
npaBoe pravoe npaeo pravo neuter No alteration
npaeue pravye npaabi pravy jilu ra l No alteration
Free CBObOAHbJM svobodnyj C8060A6H svoboden masculine No alteration
ceobdAHaa svobodnaja CBObOAHa svobodna feminine No alteration
CBObOAHOe svobodnoe CBObOAHO svobodno neuter No alteration
caoboAHbie svobodnye CBObOAHbl svobodnyj plural No alteration
Agreeable cornacHwa soglasnyj cornaceH soglasen masculine No alteration
cornacHaa soglasnaja cornacHa soglasna feminine No alteration
cornacHoe soglasnoe cornacHO soglasno neuter No alteration
comacHue soglasnye cornacHbi soglasny plural No alteration
Susceptible (to) CKJIOHHbIM sklonnyj CKnOHBH sklonen masculine No alteration
Inclined (to) ocnoHHaa sklonnaja cxnoHHa sklonna feminine Stress to final
CKHOHHOe sklonnoe CKnOHHO sklonno neuter No alteration
cxnoHHbie sklonnye CKnOHHbl sklonny plural No alteration
Capable CnOCObHbiH sposobnyj cnocobeH sposoben masculine No alteration
cnocobHaa sposobnaja cnocobHa sposobna feminine No alteration
cnocobHoe sposobnoe cnocobHO sposobno neuter No alteration
cnocobHwe sposobnye cnocobHbi sposobny plural No alteration
Happy caacrnMBbia sCastlivyj CMacmMB sCastliv masculine Stress to first
csacr/MBaa stastlivaja CMacTnnaa sfcastliva feminine Stress to first
CMacrnnBoe sCastlivoe cwacTnMBO stastlivo neuter Stress to first
CNacmMBbje sCastlivye CMaCTPMBbl stastlivy plural Stress to first
In summary, difficulty in knowing where the stress occurs in the SF may account for its 
decline. With adjectives such as those listed above, many of which occur frequently 
throughout the Corpus, we may surmise that frequency of usage has led to familiarity with 
stress pattern, therefore allowing no confusion as to where the stress may lie.
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5.5 DISCUSSION
In this study the total number of SF, LF-N and LF-I adjectives have been analysed, along 
with a representative sample of the data. When sampling a population it is often impossible 
or impractical to sample every individual data point. Equally, a sample that is too small may 
be highly irrelevant and, at worst, lead to theories and explanations that have little or no 
sound basis. More frequently, a representative sample of the overall dataset is analysed. It 
is once more worth emphasising the analogy with sampling techniques for opinion polls, 
which is probably the most widely known example of sampling a population, and is 
discussed below.
The SF is declining overall, however we can see no clear patterns emerging regarding 
adjective class. As would be expected, the larger classes (3 and 5) contain the largest 
numbers of examples, and so we cannot be certain that the propensity for SF in these 
classes is purely related to the fact that they have a greater number of possible lexical 
items, rather than being a specific area for SFs. With regard to the group of adjectives 
favouring the SF, there is no clear decline in usage, suggesting that a process of 
fossilization of the form may be occurring.
In examining the above graphs, for specific changes to the occurrence of particular verbs, 
several clear trends are apparent. Where each individual adjective is analysed, trends in 
SF, LF-N and LF-I changes are variable. This appears to be dependant upon the sample 
size or, in the case of this study, the number of each adjective returned after searching. For 
example, inspection of Figures 5.18, 5.19, 5.30 and 5.32 shows, in most cases, clear 
trends which map onto the overall summation of results. Such results also indicate with 
greater confidence that the absence of any forms from a particular category would strongly 
suggest that it is absent as it is not present in the Corpus, and not because it was the 
results of a limited search or a limited pool of examples. In the case of these verbs, they all 
have in excess of 100 examples -  509, 124, 217 and 294 examples, respectively. In 
several cases, such as Figures 5.24, 5.25, 5.26 and 5.28, where there are 77, 71, 98 and 
92 examples, respectively, the trends are not as pronounced but are beginning to show the 
trends expected from previous examinations of the Corpus. In all other cases, where the
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numbers of examples are even lower, no clear trends are discernable. These larger 
subsets may of course “skew” the overall results, but it is more likely that they are more 
representative of the overall change in verb usage, as a percentage of the dataset, than 
some of the verbs where very few examples were found. Therefore, in the determination of 
trends or change in usage, by quantitative or semi-quantitative methods, the sample size 
available is essential in helping the researcher to obtain a representative sample of the 
dataset, and in drawing valid conclusions about the data.
It is also clear from an inspection of the Corpus that not all the examples have been 
analysed in this study. There are clearly cases where very few examples of particular 
adjectives have been used in this study. This is due to their occurrence in the dataset 
chosen for investigation in this study. Other examples exist. However, it is not necessary to 
investigate the usage of these verbs in their entirety. Once a representative sample has 
been analysed and validated, the same trends -  within reasonable bounds of accuracy 
which will be determined by the chosen methodology -  should be apparent. This has been 
validated by removing what may be considered representative and unrepresentative 
samples from the overall dataset, and then re-analysing the data.
Following on from the discussion in Section 2.6, the sample size is central in understanding 
and quantifying the output from such an analysis. Generally, if the sample size is small 
then the standard deviation of the population can be substituted with the standard deviation 
of the sample, and the same equation used. This usually means less than 30, although the 
representative data subsets in this study appear to be significantly larger (greater than 100, 
in Figures 5.19, 5.20, 5.23 and 5.28 to 5.32). Equation 1 (p. 58) will allow the determination 
of sample size when the standard deviation of the population or sample is known. If the 
sample size is less than or equal to 30, the population must be normally distributed and the 
population standard deviation must be known in order to use Equation 1, which is 
presented and discussed in Section 2.5.
An underlying assumption to the theory of population sampling is that the data analysed is 
a genuinely representative and random sample. For example, in election polling a 
reasonable cross-section of the population is usually picked. If, for example, pollsters
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confined their sampled population to a particular subset of the overall population (e.g. by 
gender, age, salary, etc.) then an unrepresentative sample would be produced and this 
would yield flawed and possibly skewed results. Therefore, in selecting examples from the 
Corpus to be analysed, it is appropriate to sample randomly and not base sampling on 
previous studies, particularly if they are qualitative in nature. Analysis of Tables 5.2, 5.3 
and 5.4 would suggest that the data in this study is randomly distributed, although large 
parts of the available data reside with a small number of specific verbs. This should be 
considered in the context of the caveats discussed in the previous section.
By taking one verb as an example it is possible to see if Equation 1 (p. 58) is relevant, and 
if a particular sample size can be used instead of the whole population of verb occurrences 
from an analysis of the Corpus. Using the data presented in Figure 5.18, which has a total 
of 509 occurrences, it is estimated that a representative sample would consist of 219 data 
points, given a confidence interval of 5% and a confidence level of 95%. Analysing this 
subset results in exactly the same trends for SF, LF-N and LF-I change over the time 
periods examined, within the confidence limits stated.
Nevertheless, the current analysis of 20 verbs has indicated that qualitative or, at best, 
semi-quantitative estimates of change in usage can be estimated with reasonable 
accuracy. The most significant parameter would appear to be the sample size, where 
approximately 100 data points are required in order to yield representative results. This, 
however, might be better estimated through a quantitative sampling method in future 
studies. Further, the changes observed in SF, LF-N and LF-I usage over the time period of 
the study indicate that a step-change in usage occurs between the second and third time 
periods (1851 -  1900, and 1901 -  1950). Regression analysis suggests that these data do 
not fit common models and that a more complex statistical approach might be required in 
order to discern future changes within this dataset. These qualitative comments should be 
fully contextualised by the next chapters, which statistically analyse the data returned from 
searches of the Corpus.
The nature of this study has involved the statistical analysis of discrete forms - SF, LF-I and 
LF-N -  and has used in its description terms of variance, such as the confidence interval.
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This, while working with discrete words or forms, indicates that there is a certain amount of 
variance in how the change occurs, or a certain degree of error implied within confidence 
limits of that change (i.e. a 95% confidence interval suggests a 95% chance of the answer 
being within a given range). This study does not overtly examine the mechanism of 
change; that is, how the form changes, but rather it examines the trends in that change. 
Implicit in this last point is the possibility of predicting future change -  a simple way to do 
this would be to “predict” the occurrence of form from a period for which the data is known. 
For example, the “leave-one-out” approach to validation would indicate that the occurrence 
of form in the first time period (i.e. 1801 -  1850) could be predicted by extrapolation from 
later data (i.e. 1951 -  2000). However, the limits of validity would be an issue, as would the 
lack of a single trend observed in the change from SF to LF-I or LF-N. In other words, a 
simple interpretation or prediction of trends may be misleading or may only be applicable to 
each particular word, meaning that inferences from one word cannot be extrapolated onto 
another, as the manner of change (see Chapters 3 and 4) itself cannot be predicted.
Nevertheless, one underlying feature of this work is that variance is stated clearly as part of 
the results. There are no discrete results, rather a mean and a standard deviation or level 
of confidence suggesting a “range” in which a result can sit, or the probability that change 
is statistically significant is carried out within bounds of error. While such variance is 
relatively simplistic compared to that which underlies the probabilistic approaches to 
language change, it originates from the same principles and therefore shares common 
concepts.
However, by randomly taking adjectives from this list and examining how their occurrence 
changes over time, no clear trend is apparent with respect to frequency. In the case of the 
two infrequent examples chosen (6oaeH, bolen, ‘sick’ and cxnoHeH, sklonen, ‘inclined to’) 
the trends are rather similar, showing an increase in SF in the middle periods of the study, 
which declines thereafter. However, by taking these examples in isolation it is difficult to 
determine whether or not this is a significant trend or an artifact associated with the small 
sample sizes. The examples exhibiting large sample sizes (flOBoneH, dovolen, ‘satisfied’ 
and flon>KeH, dolzen ‘necessary’) show no clear trend. Therefore, by taking these four 
examples it is clear that frequency may not play a role in the change of form examined in
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this study. Rather, as discussed below, other issues, such as the likelihood of change 
being a gradient function or, simply, the nature of the dataset and examples chosen, may 
impact on such generalised comments. Whether such trends are artifacts of the sample 
size may be an important. The size of the sample examined, as discussed earlier in this 
chapter in the context of whether or not sufficient data have been returned from searching 
the Corpus to allow a viable comparison of data to be made, is also an important issue in 
ensuring that such samples are representative and can be reasonably compared.
This may be further contextualised by, for example, Corbett et al. (2001), who investigated 
frequency and the emergence of linguistic structure. They examined the relationship 
between frequency and irregularity, suggesting that, while clear links appeared to exist, 
there was little statistical evidence to support such claims. They commented that the 
relationship was complex, and was related to the type of frequency and the degree of 
irregularity observed. In terms of frequency, absolute refers to the lexeme itself, and should 
include all different forms of the word, whereas relative refers only to the parts that are 
changed. In the current study, that would suggest that absolute frequency relates to the 
ratio of LF-I, LF-N or SF with the total of LF-I, LF-N and SF. Rather than the degree of 
irregularity (except in the case of degrees of regularity, when the stress changes between 
LF and SF, for example), as used by Corbett et al. (2001) the degree of variance is more 
appropriate for adjectives. For example, with dolzen and nuzen, these occur predominately 
in the SF in the predicate position. And with 890 examples returned from a search of one 
time period (1851 -  1900) such frequency of its usage -  relative to other time periods and 
to the other words that the search comprised of -  would expect to lead to a more 
standardised form in the predicate position. This reflects the comment made above, that 
knowledge of variation must involve knowledge of frequency, which in turn may impact on 
the morphological changes observed in this study.
It should also be noted that frequency is only one part of language change that supports a 
probabilistic approach, a subject discussed in Chapter 2. Another factor, for example, is 
gradience. When considering a gradient-based approach members of categories at the 
boundaries may exhibit behaviour that ensures an ambiguous classification, at best. This is 
a phenomena not only found in linguistics, but which is commonly associated with a myriad
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of fields where such classification and analysis are considered. Again, in a very general 
sense, the use of statistical analysis allows us to set an arbitrary boundary, usually 
demarcated by the confidence interval, p, which allows classification of trends as being 
statistically different or not different. The methodology of employing strata (very much in 
opposition to the methods of Benson (1953) and Gustavsson (1971), for example, although 
the latter study was synchronic in design, not diachronic), to classify change is well justified 
statistically, but may not be so clear in sociological or related fields. In a very simple 
example, this is illustrated in Figure 4.43. In this sense, the comment that phoneme 
membership is gradual and not discrete relates to their continuous distribution across a 
particular phonetic space (Pierrehumbert, 2003). It should be noted that more peripheral 
members of a “group” may overlap with another group, resulting in shared membership or 
boundaries where there are not clear examples of discrete classification. Manning (2003) 
elaborates on this point by suggesting that it may allow modelling of syntactic category 
membership, a phenomena in which gradience is also apparent. He cites “marginal 
prepositions" (i.e. concerning, considering, following) as examples that range from being 
fully verbal to fully prepositional. This would suggest a distribution of space for words within 
a group -  a group that usually overlaps with adjacent groups -  where words on the 
boundaries merge with one another but those at the core remain discrete from 
neighbouring groups. Thus, categories in linguistics are central to the subject, but 
categorisation does not assume that categories need to be categorical. A probabilistic 
approach replaces the discrete quanta of categories with distributions, in which 
membership is overlapping and gradient. Clearly, therefore, change between any 
groupings, whether linguistic categories or those groupings assigned for the estimation of 
morphosyntactic change (as in this project), is gradual and not discrete. In essence, while 
this might statistically suggest that there are fewer or greater occurrences of the SF in one 
group (i.e. that representing the time period 1801 to 1850) caution should be exercised in 
interpreting such data, particularly at the boundary of different groups.
It was also commented that corpus searches do not usually take into account the 
grammatical nature of the examples returned but instead result in a cline of well- 
formedness, where some grammatical forms are more common than others (Manning, 
2003; Chater and Manning, 2006). However, in the present study such matters were
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considered through the process of manual disambiguation of examples returned from 
searches of the Corpus. Further, these examples were then analysed according to various 
grammatical criteria (e.g. tense, aspect, etc.). While this is essentially an issue of 
grammatical frequency, Manning commented that the distinction between grammatical and 
ungrammatical is often found in the middle of such a cline and removes the ungrammatical 
from consideration due to lack of frequency. However, such a process is gradual and not 
discrete and the distinction between what is grammatical and what is ungrammatical is 
often subjective and arbitrary. Again, a probabilistic approach to language assessment 
should allow a description of the full continuum between what is, and what is not, 
grammatically acceptable. Manning also suggested that the gradualness observed in 
corpus searches is related to grammatical judgments, where speakers readily assign 
degrees of acceptable grammar, an essentially gradient, and not categorical, classification. 
This echoes Pierrehumbert’s findings that phonological well-formedness of novel words is 
a gradient function that could potentially be predicted as a function of the probability of the 
words’ subparts (Pierrehumbert, 2003).
Morphological productivity and decomposition have been discussed extensively by Baayen 
(2003) and Pierrehumbert (2003). For example, it is accepted that some affixes are 
productive in the sense that they can give rise to new words (e.g. interested and 
disinterested) whereas other, despite being present in the same form do not. Not all affixes, 
as Baayen concluded, are equally productive, and are clearly a gradient function. 
Therefore, classifying affixes as “productive” or “unproductive” is not wholly representative 
of the words and their productivity, particularly at boundaries. At morpheme boundaries 
such change is itself gradient and will vary from one word, or affix, to another. This is due 
to the role of decomposition in speech perception, where more complex words that 
decompose are represented with strong morphological boundaries, and those that seldom 
decompose are associated with weak boundaries.
It is interesting how such works relate to this study. It may reflect how able a particular form 
is to change, phenomena which relates both to the old word and the new word into which it 
may change. Hence, it may be as much a case of the likelihood of form acquisition as 
much as disappearance of form. On a wider scale, the ability to change may relate to the
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relative natures of SF, LF-I and LF-N in being able to change to another form. For example, 
glad (rad) cannot exist as LF-1 or LF-N, whereas wooden (derevjannyj) can be either LF-I 
or LF-N but cannot exist in the SF. No such words were included in this study, as they 
would clearly introduce bias. However, an analogy to Baayen’s study of affixes may be 
made. Consideration of the middle ground between, for example, the extremes of glad 
(rad) and wooden (derevjannyj) does not necessarily have to reflect an arbitrary ability to 
accept a particular form; rather, a degree of gradience might exist between these two 
extremes where words have a different probability of change in form, rather than a simple 
“yes" or “no” that will confirm or deny that such a change is possible. Therefore, the 
likelihood that a word may adopt a form, or the rate at which such a change occurs, is not 
necessarily quantized, and may be different for different words. While there is little direct 
evidence for such phenomena in this study, there is a suggestion of it in the different rates, 
and modes, of change apparent in Chapters 3, 4 and 5, where unclear trends are observed 
across word classes and where different words show distinct trends in change. The 
variance in how individual words change their form might be explained by the nature of the 
individual words and their innate predilection to each change form. Such change is, 
however, multi-factorial and not readily quantified in a study of this nature. Manning (2003) 
further blurs the argument/adjunct distinctions by defining them as being gradient in nature. 
He suggests that dividing verbal dependents into freely occurring adjuncts and 
subcategorised arguments is often difficult, suggesting that subcategories can be modelled 
as “a probability distribution over argument frames, with different verbal dependents 
expected to occur with a verb with a certain probability”.
Pierrehumbert (2003) determined that negative inference based on sample size was also 
an important part of the acceptability of gradience. As a sample size increases, so too does 
the evidence in support of, or against, a particular theory. This is demonstrated by a series 
of results that show how the acquisition of phonemes and phonological generalisations are 
continually and gradually changed as the sample increases, suggesting the continual 
updating of probability distributions based on sample size. While Pierrehumbert outlined 
such conclusions linguistically, they are commonly associated to others in a wide range of 
fields. However, the implications for the findings in this study are significant, as they would 
be in any field. The current study does not represent a definitive conclusion to the question
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of short-term morphosyntactic change of predicate adjectives in Russian; rather, it 
suggests that, with the current methodology and corpus, the results are consistent and 
validated by the linguistic and statistical methods used. However, there are clear 
exceptions. In some cases -  presented variously across this chapter as well as Chapters 3 
and 4 -  where there are too few examples of a particular lexical item to evaluate 
statistically, the work and its conclusions are clearly limited in scope. Only qualitative 
inferences can be reached from such data. However, it is not outside the realms of 
possibility that the Corpus will be expanded or that an entirely different corpus becomes 
available at some point in the future. In these cases a re-analysis of those datasets might 
yield the same or different conclusions. However, purely in terms of “gradience” of analysis 
and linguistic endeavour, such improvements are likely to be incremental rather than 
revolutionary. As was commented on earlier in this chapter, the improvement in methods of 
searching and disambiguation, and the computerisation of the databases generated from 
searches will speed up this process, resulting in an iterative improvement to the models 
developed. In a sense, the very nature of the analysis conducted is gradient.
Now, this is not to dismiss classical linguistics. Rather, the understanding of a probabilistic 
approach to, in this case, morphosyntactic change, may enhance classical understandings 
of language change. For example, probabilities also operate at the morpheme level. As 
discussed above, some affixes are more productive than others (i.e. the probability of use 
varies) and this forms part of the linguistic knowledge of the speaker. The choice among 
individuals to use particular affixes that are available will demonstrate a strong bias 
towards the most probable one, which is itself measured by patterns of occurrence in 
related words (Baayen, 2003). Hence, the choice of affixes is probabilistic. This is echoed 
in lexical frequency, where the most frequently chosen words are more likely to change, 
become irregular or become set in a new form. Hence, word representations, including 
those between word pairs, are also probabilistic. Finally, this may also relate to syntactic 
structures, where frequently encountered sentences (or fragments of sentences) are more 
easily processed than infrequently processed ones. Listeners and readers are influenced 
by the chance of occurrence of a word or a fragment based on previous exposure. This 
may influence processing time and understanding, and is involved in disambiguation. 
Hence, sentence structure is probabilistic.
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Therefore, at almost all levels language, and language change, exhibits evidence of 
probabilistic occurrence rather than occurrence in discrete categories. While such 
categories are clearly defined, their boundaries are not isolated and their distribution is 
probabilistic and, in certain cases, bound to overlap. This has clear implications for 
language change and the statistical methods employed to characterize them.
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Chapter 6 
Conclusions
The main findings of this study occur in two areas. Firstly, the development and validation 
of quantitative statistical analysis of linguistic data. Study design, suitable stratification of 
data and adequate sample size are all essential in order to produce valid results. Secondly, 
the findings of the study itself. There can be little doubt that the SF is declining. In Chapter 
3, we saw that semi-copula verbs are increasingly favouring the LF-I, but choices for the 
copula verb still diverge. It was also interesting to note that, where the LF-I was not 
possible (the present tense of the verb to be), the SF was not automatically replaced by the 
LF-N. Israeli’s work (2007) suggests that the instrumental form is now taking on the role of 
marking a temporary state, therefore where this cannot happen, it would seem that the SF 
maintains its position. In Chapter 4, we saw that noun type has little bearing on the choice 
of predicate adjective form, although in Chapter 5, where a specialised group of adjectives 
were seen to favour the SF, many of that particular group were found predominantly with 
animate nouns. Chapter 5 also showed that adjectives maintaining their SFs were more 
likely to share the stress position with their LF-N counterparts.
It has been suggested by previous research that the short form has been decreasing in 
usage in the Russian language. Therefore, this study focused on corpus-based methods to 
characterise changes in the Russian predicate adjective over a two hundred year period. In 
doing so, it used more robust methods than the previous studies. Corpus searches, 
followed by manual disambiguation of examples returned from those searches, along with 
appropriate statistical methods, provided a clear indication of patterns of change. This 
indicated that the short form was decreasing in certain areas, dependent upon the ability of 
a lexical item to adopt the long form instrumental. This study also demonstrated that the 
methodology was central to producing valid and linguistically meaningful results. It 
demonstrated that substantial and statistically significant linguistic (in this case, 
morphosyntactic) change can occur over a relatively short time period.
Corpus searches are time-consuming and associated manipulations are largely manual in 
nature. This presents the possibility of errors in the data. It is also a rate-limiting step, along 
with manual disambiguation, to the analysis of the Corpus. It is recommended that work be 
undertaken to streamline the operation of the software. This will save substantial amounts
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of time and result in more efficient and speedy searches of the Corpus, allowing for more 
detailed analysis -  qualitative and quantitative -  to be undertaken.
Qualitative analysis, as shown in Chapter 2, is extremely useful and should not be 
dismissed; nor should statistical methods used subsequently be considered a panacea. 
Rather, a combination of both techniques can provide a comprehensive understanding not 
only of language change, but of the validity of the results obtained. This is particularly 
important with regard to sample size.
Chapter 3 examined verbs using statistical methods. Significant trends were observed, and 
the range of available statistical tests was discussed. In general, significant changes in 
frequency of occurrence of forms were observed. In most cases (i.e., where there exist 
sufficient examples to allow a statistical test to be performed) SF decreases and is 
replaced by LF-I. This is echoed in Chapter 4, where nouns were examined, and similar 
trends are observed. Where LF-N is the only option for change from SF, little change is 
seen, suggesting that changes in LF-N and LF-I are different, and the nature of LF-N 
makes it less conducive to change than LF-I. It is not clear why this is the case, but may be 
due to restriction of type. Trends are different (bimodal or linear) and seem to depend on 
the types examined.
SF is essentially a special form of nominative which has adapted to the predicate position. 
There may be a greater overlap or similarity between LF-N and SF than the three 
demarcations used in this study tell us, and even that comparisons should be made 
between SF/LF-N versus LF-I, rather than SF versus LF-N/LF-I. So, in terms of future work, 
one might wish to re-analyse the statistics in this study in such a different context. It should 
be remembered, however, that some adjectives are used largely in the SF, some have no 
SF but no adjective has SF and LF-N but no LF-I.
With semi copula verbs the instrumental is becoming the form of choice -  exact rate and 
frequency of occurrence depends on specific examples, shown in each chapter.
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The results of this work clearly demonstrate that the relative occurrence of form changes 
throughout the time period examined. Given a wider background and context -  that 
language changes -  these results are not a surprise. However, the current study has 
identified and quantified particular aspects of language change, and therefore seeks to 
understand the specific change in language usage, not the mechanism of change. For 
example, if the frequency of one form changes, or predominates, over another this is not a 
discrete change but a probabilistic and gradual change. The increase in frequency of 
words, or forms of words, may result in a distribution of use that differs from its previous 
incarnation. This is clearly demonstrated by the gradual change in occurrence of form 
shown in Chapters 3, 4 and 5. This may mirror the probabilistic incremental updating of 
grammars and lexicons associated with language change. When the frequency of a word 
or form increases within a population this will happen across a range of individuals, this will 
be best described by a probabilistic modelling of language change or use. Such a 
mechanism allows the modelling of different generations (perhaps represented in the 
current study by different time periods) in a comparative sense, where, for example, one 
generation uses new variants or forms 10% of the time, and a different (later or earlier) 
generation uses the variation 50% of the time. Such a model is reasonable in the context of 
this study, as SF, LF-I and LF-N are always comparatively represented as percentages, 
suggesting migration of use in a gradual manner rather than an absolute, or quantised, 
manner.
Use of synchronic variation allows the identification of language change, whether within 
one language or in a comparative sense with a related language. Once a change has been 
identified, by whatever means (i.e. comparison of vocabulary or statistical analysis), it can 
be mathematically analysed to ensure that changes are not random and due to chance. 
Hence, the use of the somewhat arbitrary p-value of 0.05 in this study (as in many others) 
to demonstrate compliance or otherwise with the null hypothesis. Ringe (1992) suggests 
that, even though the possibility of a particular change happening by chance is unlikely, it 
may actually be representative of a larger series of events, one or more of which are 
relatively more likely to occur. However, the size of the Corpus examined in this study, and 
the range of adjectives explored, would suggest that such chance occurrences are not 
seen as artifacts in this study.
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In general, the changes observed in form in this study are consistent and are highly 
unlikely to be the result of chance. For example, Ringe uses the example of words in two 
different languages that have the same meaning; the probability of similar occurrences is 
calculated by multiplying their frequencies (as percentages) together. In the current study, 
such a technique, while not directly applicable in the form described above, would suggest 
that the probability of all forms changing (in a gradual sense) from SF to LF as a matter of 
chance is highly unlikely. This is consistent with language change, which takes place 
gradually and where innovations (new words, new meanings, new forms) are used at 
different rates in differing social contexts, suggesting that change overall is gradual, and 
may occur over various time periods, from years to centuries. An examination of the 
historical record -  as, in this study, by examination of the Corpus -  results in changes in 
observed probabilities being quantified. Further examination of specific changes (in this 
study, the change from SF to LF) may provide evidence for the manner in which language 
change is initiated and propagated.
The constant rate hypothesis has been expounded by Kroch (1989), who commented that, 
as changes occur at the level of abstract grammatical parameters, they change at the 
same rate in every context. This is independent of whether or not all forms have, at the 
start of the sampling period, similar distributions; rather, depending on the nature of the 
starting points the changes may all occur at the same rate, but from different “starting 
points” in all cases. This, again, is another possible issue with the selection of strata in the 
data set.
Kroch and co-workers have tested their hypothesis by examining sigmoidal changes in 
language. Sigmoidal, or S-shaped, trends in language change are well established and 
understood, and have been discussed previously (cf. Chapter 1). Kroch used the function:
1
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where P is the occurrence of a particular form and t is time; a logarithmic conversion 
removes the exponential function and results in a linear function:
p
Ere-—— = ft 4- st
where s is the gradient, or slope of the line, and k is the intercept. This function relates the 
change in form over time and allows the changes observed to be quantified; it also allows -  
within reasonable bounds -  extrapolation beyond the range of the current dataset. This is a 
technique used in many fields, most notably physics, and allows the potential for 
reasonable predictions of language change to be made. This point should be considered in 
the context of the simplified example of extrapolation presented previously, in Chapter 4. 
The slope of the line also allows the rate of change to be estimated, in units of percentage 
occurrence per unit time. Such a regression is rather simplistic, and does not take into 
account the complex nature of the Corpus and the examples therein. Thus, different 
weightings and parameters can be added to make such equations more realistic. However, 
qualitative examination of the data presented in Chapters 3, 4 and 5 would suggest that 
such an approach is not suited to all the examples examined in this study. The range and 
complexity of the changes observed (which, while they can be simplified as “the short form 
decreases in occurrence”) may require more complex modelling in order to consider the 
different trends observed for different examples. Hence, Figures 4.1 to 4.4 show the 
changes in frequency of distribution of SF, LF-N and LF-I across the four time periods for a 
range of examples. In all cases, simple sigmoidal changes are observed, but not 
consistently. Changes observed, not just in the four Figures mentioned but more broadly in 
this study, appear to be linear, bimodal or even exponential in nature. This may be an 
artifact of the data used, and the number of examples -  which is inconsistent due to the 
nature of the Corpus searches -  but in the majority of cases the datasets used are larger 
than those employed by Kroch. This does not suggest that Kroch’s analysis is incorrect -  
indeed, it is clear that Kroch and colleagues have validated their studies across a range of 
languages including Old English, British English, Yiddish and Portuguese (references, 
page 149) but that the model of S-shaped language change may be language, or form, 
specific. It does, however, suggest that statistical analysis can be used effectively to
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characterise the nature of language change and even to predict future language change. 
This may indeed be more useful than trying to determine the mechanism of change from 
such data sets.
Tabor (1994) has developed a network model of morphosyntactic change that connects 
words. Words will connect to similar words and will also be loosely grouped into gradient 
classical categories, such as verb, noun, or adjective. The relative strengths of syntactic 
behaviour are therefore dependent on associated words and their proximity in groups or 
clusters. Clearly, this is related to the nature of the dataset employed and is prone to 
change, or shift, if the dataset (in this case, the Corpus) is changed or modified. This will 
result in a gradual adjustment of the model to compensate for the changing nature of the 
data entered. This is an important consideration as the Corpus is added to and is 
significant in how the results of this study can be interpreted -  highlighting the Corpus as 
the source of the analysis and its conclusions might seem obvious, but less obvious is that 
different conclusions -  substantially different or only slightly different -  may be observed if 
a different dataset is interrogated. This also has implications for Tabor’s model, as it may, 
for example, ensure that the connections and clusters formed in one model, based on a 
particular dataset, will differ if the dataset is changed, changing the relationships within the 
connectionist network, suggesting frequency-related linkage effects, where a change in 
one aspect of the language will result in changes in other aspects being made. This is 
particularly relevant to the current study, and consideration of the changes observed in 
form.
Irrespective of whether or not language change is sigmoidal over time, such non-linear 
changes of whatever trend (observed in this study or elsewhere) are important to consider 
in a wider context. For example, if language change over a particular period is sigmoidal, 
then it suggests that the change, or changes, begin slowly, accelerate and then decrease 
towards the end of a particular period. Can one also ensure that the beginning of the 
sampling period, or of particular strata within the sampling period, occur at the start, middle 
or end of a particular response curve, S-shaped or otherwise? This point has been 
considered in Chapter 4, and indeed is relevant to the findings of Chapters 3, 4 and 5. 
Periodicity in sampling is clearly an issue in such matters -  how can one be sure that the
238
sometimes arbitrary starting point is the “correct” place to start? Do ail the studies 
undertaken by Kroch see an even S-shaped change in language? If the change in 
language occurs at different times in different studies, or at different rates, then the trend 
observed may not always be sigmoidal.
Bloomfield (1933) considered that language change will vary from speaker to speaker and 
will depend on the number of interactions between speakers of the old and new variants. In 
the early stages of a new language variant coming into existence the rate of change will be 
small, due to the small number of speakers using the new variant. As time passes, the 
number of speakers of the new variant will slowly increase, increasing interactions between 
the old and new variants, at which point the frequency of change will increase. The rate of 
language change will increase thereafter, reaching a “steady state” when the balance 
between old and new variants is relatively constant. After this point the rate of change will 
decelerate, as the frequency of old variants interacting with new variants will decrease as 
fewer old variants will exist. In time, the frequency should tail off until such a point that 
stasis, or equilibrium occurs, or the old variant disappears altogether.
This is a classical and somewhat theoretical description of the process of language 
change. While it expounds a sigmoidal pattern in the rate of change it is relatively simplistic 
and fails to take into account several key issues. For example, the assumption about the 
“starting point”, discussed above, appears to rely on a point in time where the old variant is 
present 100% of the time. This fails to consider gradual increments in variation and ties the 
S-shaped pattern of change into an arbitrary function. As the results of this study have 
shown, language does change but it does not necessarily change in an exclusively 
sigmoidal shape within particular sampling intervals. Rather, the consideration of lag times 
in change, as well as different shapes of change, simply reflects the variance and gradation 
of change from lexical item to lexical item. Shi (1989) examines language change in 
Mandarin over a 1,000 year period. Over this period, the majority of the change was 
contained within a 200 year window. This was attributed to the maintenance of classical 
styles in the literature, which potentially suppressed or slowed the common acquisition of 
the new variant. Such apparent punctuated evolution of change could present itself as a 
sigmoidal change in language. Further reductions in the rate of change towards the end of
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the time period examined are attributed by Shi as authors' attempts to emulate the 
classical style. Normalisation against the occurrence of a variant in the classical form (for 
example, 8 occurrences of ye per 1,000 words) suggests a different trend -  a sharp rise is 
observed in usage from the tenth to the twelfth centuries, and no change is observed 
thereafter. Shi (1989) concludes that conservatism in the written form may mask the 
gradation, or sharpness, of certain changes in usage by ensuring that change is gradual. 
This work should be compared to the current study, where the sampling period began at 
1800, mapping the widespread introduction of the printing press in Russia. This provides a 
suitable sociological point at which to begin sampling in this study, and removes a number 
of concerns discussed above from the current study.
However, Manning (2003) suggests that the Stochastic Optimisation Theory proposed by 
Boersma and Hayes (Boersma, 1998; Boersma and Hayes, 2001) can evaluate such 
changes in a predominately sigmoidal model. This model assumes that one constraint in 
the system changes (rises or falls) at a constant rate throughout the grammar. In their 
theory, surface forms are chosen based on the satisfaction of constraints whose rankings 
are normally distributed. Change is therefore slow at the edges of the normal distribution 
and faster at the centre.
Niyogi and Berwick (1995) derived a model that has different members of the population 
using different grammars. Learners should decide which grammar to adopt, an assumption 
that predicts no variation within individuals. Learners draw randomly two utterances by 
members of the population. Selection of either utterance is based on the support in a 
particular setting. If the utterances conflict -  that is, if they are ambiguous -  the more 
recent utterance prevails. The case was simulated by the use of three parameters 
governing the constituent order, yielding 2n, or in this case 23, being eight, possible 
grammars. They found that the relationship was in some cases logistic (S-shaped) but that 
variations in steepness, or the rate of change, were observed. However, in other cases 
change occurred immediately, while in others it took longer to begin changing. The end 
was observed as being either the drop-off from a curve or a conventional asymptotic 
decay. However, even the definition of an “end point” may be subjective and depends on 
the nature of any stratification in the sample.
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This model was then applied to changes observed between Old French (verb-second, V2) 
to Modern French (VSO) after the criteria established by Clark and Roberts (1993), where 
five binary parameters are employed, resulting in 25, or 32, possible grammars. Change 
and loss of V2 depends on the criteria employed at the start of the test. Specifically, if small 
numbers of VSO speakers are used from the start of the test language change is faster 
than if none were initially employed.
The model proposed by Niyogi and Berwick is deterministic in nature and is based on an 
infinite population of agents and generations that do not overlap. Briscoe (2000) extended 
the model to a scenario where the population was small and finite. In doing so, 
substantially different results were found between both models. If two competing grammars 
are initially equally distributed and yield equal proportions of ambiguous sentences, then in 
the infinite population model of Niyogi and Berwick equilibrium between both grammars will 
occur, with half the learners adopting one grammar and the other half adopting the other 
grammar. By contrast, in a finite and smaller population such equilibrium will be difficult to 
achieve as the probability is low that exactly half the population will adopt one grammar. 
Such a scenario will see one grammar predominate over the other. In this case it becomes 
increasingly unlikely that the dominant grammar can maintain its advantage. For example, 
if a grammar containing a reasonable proportion of unambiguous sentences is used by 
100% of the population, this will eventually see some members of the population use the 
other grammar. Depending on the degree of ambiguity, the language will eventually settle 
into a pattern where usage oscillates from one grammar to the other.
The above examples try to fit the proposed sigmoidal response to language change. In 
most cases they do so in specific cases where a small number of words are used, or where 
clear assumptions are established prior to any modelling. Such approaches sit apart from 
the findings of the current study, ostensibly due to the mode of analysis and the scope of 
this study. The scope of this study is larger than those discussed above, particularly when 
considering the number of words changing. This is interesting as the results in Chapters 3, 
4 and 5 clearly demonstrate that some forms are changing in a sigmoidal manner, but that 
others are changing in linear or bimodal manners. While exact classifications of change are
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arbitrary and relate to the sampling interval of the study as much as anything else, it is 
clear, particularly from Shi’s work, that the changes observed in usage are not necessarily 
sigmoidal.
it is important therefore to analyse in detail the nature of the dataset, the type of analysis, 
the nature of any stratification and the range of examples being studied. All may have an 
effect on the nature of change. For example, a wide range of examples are considered in 
this study. Some show S-shaped change, some do not. If language change is S-shaped, 
then its absence in these cases may relate to the size of the sample, the size of the time 
period examined and, consequently, may reflect on the rate of change; specifically, that the 
rate of language change differs for each example used and that this is reflected in 
observing merely a snapshot of the overall picture. While Shi examined a one thousand 
year period and saw rapid change over a two hundred year period but little else, it is not 
unrealistic to suggest that the opposite may be the case for some words examined in this 
study. In essence, such an argument implicitly returns to the fundamental subjectivity of the 
analysis of each study, and the analysis of particular words. It may suggest that the 
establishment of an arbitrary sampling period suits some lexical items more than others, 
i.e. the special group of adjectives analysed in Chapter 5 (those most frequently occurring 
in the SF) and those words described by Pagel et al. (2007) as being more or less 
susceptible to change based on frequency of usage), in terms of discerning linguistically 
plausible trends. While Manning commented that a “realistic and complete model of how 
changes spread remains to be implemented” it should be considered that such a goal -  a 
holistic model for all language change -  simply may not be possible as it may not reflect 
the nature of the grammars being modelled.
Interestingly, such change has also been considered in the context of available grammars. 
For example, Richards (1997) examined changes in the Australian language Lardil (as Old 
Lardil and New Lardil). He investigated changes that were not just lexical, but grammatical. 
Lardil is being replaced by English in everyday use. However, Richards comments that the 
changes are not due to the presence of English but due to the absence of Old Lardil to 
compete with New Lardil. This under-transmission of morphosyntax is dependent on the 
syntactic sensitivities of the changes that would not be expected if Lardil was simply
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adopting English morphosyntax. Therefore, the presence or absence of an old form of the 
grammar may have as significant a role in its evolution as the presence of an entirely new 
language.
The modelling of language change, in this study and in the work of others described above, 
may lead to a mechanistic understanding of how language changes. They shed light on 
learning mechanisms as well as the social function of the language. As the application of 
probabilistic methods in language change are applied the models developed can provide 
validation, within the framework of the model and the data used, of particular linguistic 
theories, such as the S-shaped pattern associated with language change. Adding to such 
models by addition of probabilistic methodologies enhances their realism and applicability, 
and allows the selection of models -  including particular aspects of probabilistic behaviour 
-  based on their accuracy to existing qualitative information. Hence, a model or a 
methodology that fits the “facts” very well is preferred to those that do not. From such 
approaches reasonably predictive models will be developed, potentially allowing the 
prediction of language change.
The consideration of probability in structuralist and generative theories of morphology is 
something that has only recently grown in interest. This is in contrast to statistical research 
in language variation which has been widely explored. Baayen (2003) reviews the 
background to this change in detail, and in particular considers how linguistics research 
has been changed by improvements in computing power. He focuses on connectionist past 
tense artificial neural network (ANN) models of McClelland and Rumelhart (1987, cited in 
Baayen, 2003) and their ability to predict the present tense.
Such models were widely criticised, possibly due to the concern regarding the prediction of 
future language change by the imposition of an often rigid and potentially limited 
mathematical theory. For example, Pinker and Prince (1988) suggested that the 
McClelland and Rumelhart ANN was massively flawed in its predictions of regular and 
irregular forms. They suggest that the ANN model has no explicit form, that the model lacks 
any specific rules and contains only a set of neuron-style units which represent trigrams of 
phonetic features of the stem, a set of units which stands for triagrams of phonetic features
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of the past form and an array of connections between the two sets of units whose strengths 
are modified during learning. Pinker and Prince suggest that McClelland and Rumelhart’s 
assertion that linguistic rules are nothing more than “approximate fictions” and that the real 
causal processes in language use and acquisition must be characterised as the transfer of 
activation levels among units and the weights of their connections. Pinker and Price 
analysed McClelland and Rumelhart’s model and found that, in their analysis, it could not 
represent certain words or learn many rules (or, indeed, learn rules not found in any human 
language). Further, it cannot explain morphological and phonological regularities, nor can it 
explain the differences between regular and irregular forms. It incorrectly explains 
development phenomena proposed by McClelland and Rumelhart and, finally, it fails to 
predict the tenses at all. Pinker and Prince’s article is one of many in this field (i.e. 
MacWhinney and Leinbach, 1991; Seidenberg and Hoeffner, 1998; Juola and Plunkett, 
2000) and it serves to highlight a key issue in modelling -  the limitations of the model may 
very much depend on the input, which will clearly influence the output. Pinker and Prince’s 
analysis of the ANN model clearly demonstrates this by suggesting that the model is limited 
in scope. The interpretation of the output and accuracy of the model is another issue, but 
any model is clearly only as good as the data input and the method used for analysis. 
Evolution of models may be reflected in a change in Pinker’s stance; for example, in early 
responses to the connectionist ANN studies (Pinker and Prince, 1988; Pinker, 1991) the 
connectionist approach was completely dismissed. Later (Pinker, 1997, 1999) his position 
is modified by suggesting the possibility of storage of irregular verbs in associative memory 
while maintaining his “words and rules" claim. Marcus (2001) is more accepting of 
connectionist models, but highlights their clear limitations as they cannot explain particular 
datasets associated with revealing the apparently symbolic nature of human language 
processing.
The above studies suggest one possible future for linguistics. The current study, while 
adopting some of the above methodology has as much as anything else utilised the 
concepts of gradience and probabilistics in language change. Sound and validated 
methodology clearly underpin any corpus study of value, and such investigations should 
encompass techniques from fields such as statistics in order to enhance and develop the 
knowledge gained from corpus studies. In the case of this study, specific elements of
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morphosyntactic change have been identified, as has the ability to observe dramatic 
language change over a relatively short period of time.
This study is linked with several similar studies cited throughout this document, particularly 
those by Benson (1953) and Gustavsson (1976). While the current study has made 
methodological improvements over the previous works it is part of the continuum of corpus 
studies. Therefore, this work may in the future be viewed in a similar context. Rapid 
changes in computational resources and the application of statistics to this field will 
enhance the ability of researchers to achieve faster results with larger numbers of 
examples. Therefore, while technology has, and will continue, to shape how corpus 
linguistics develops as a field the focus will be placed more into linguistic understanding 
than method development. For example, this would allow researchers the ability to focus 
in more detail on changes within, and across, specific genres.
Further, the ability of certain words to adopt particular forms is an area of interest, 
especially in the context of where such change might be limited -  this study has shown that 
under certain conditions the SF does not decrease if the only option is the LF-N (i.e. the 
LF-I is not possible, for example with a zero copula). Finally, while the initial predictive 
studies in this document were reasonably promising but showed the potential pitfalls of 
such methods, substantial work needs to be conducted in this field in order to fully evaluate 
the potential for prediction of language change.
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