Abstract. This work elucidates the measure-theoretical entropy and dimensions of a unimodal map with a horizontal gap.
Introduction
This study addresses a special family of maps, called gap maps, which arise in the communication with chaos in cellular neural networks. (Readers should refer to [BHL] ). Such maps, are constructed by cutting a gap into a given unimodal map f .
The most interesting invariants to be considered in determining whether a map is chaotic are topological entropy, measure-theoretical entropy, dimensions and Lyapunov exponents. In [BZ] , the authors examined such maps and observed the devil's staircase structure of the entropy function with respect to the gap size. Then in .
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Definition 3. Given a continuous map f , for t ∈ [0, 1], the gap cutting by t is denoted by U t = {x | f (x) > t} and the gap map F t (x) with respect to f (x) is defined by
Furthermore,
The box dimensions are defined as follows. In particular, the lower and upper box dimension of C(t) for t ∈ (0, 1) are defined
respectively.
Definition 5. Let X be a metric space with metric d. For x ∈ X and ρ > 0, let
The diameter of a cover κ of X is sup{diamA: A ∈ κ}. Then the Hausdoff dimension of X is defined by
The definition of topological entropy is defined as follows.
Definition 6. Let f : X → X be uniformly continuous on the metric space X. For
denote the minimum cardinality of a set which
Here, some well-known theorems concerning topological entropy presented without proof. Proof. Ref [ALM] .
Theorem 1. If f is a continuous map, then
The measure-theoretical entropy is defined as follows. 
Then the limit h µ (f, α) = lim m→∞ (1/m)H m (α) exists and one defines
The well-known theorem that relates the topological and measure-theoretical entropy is stated as follows. 
The main results in the the work of [BHL] and [M1] are included. 
Furthermore, there existt ∈ ∂V such that for all t ∈ V ,
where
is the minimum length of the elements in C n (t), andε n (t) is the maxmum length of the elements in C n (t).
In addition, if f is a tent map with slope λ > 1, the inequality is actually eqaulity;
that is,
Moran-Like Geometric Constructions
In this section, we recall the Moran-like geometric construction given by Y.Pesin and H.Weiss [P] , [PW] , and some theorems are stated without proof.
The most basic geometric construction is considered first. Starting from p arbi-
where the basic sets on the n−th step of the geometric construction, ∆ i 0 ,··· ,i n ,
In 1996 [PW] , Pesin and Weiss estabilished the following geometric construction whose basic set satisfy the following conditions:
Let (Q, σ) be the dynamical systems generated by the above construction, where
p is a compact shift invariant set and σ is shift map. Pesin and Weiss were able to prove following results for F and (Q, σ), [PW] and [P] .
Theorem 4. Let F be the limit set for a geometric construction ((i)-(iv) ) modeled by a symbolic dynamical system (Q, σ). Then 
Theorem 5. Let F be the limit set for a geometric construction ((i)-(iv) ) modeled by a symbolic dynamical system (Q, σ). Then
Proof of the Main Theorem
This section presents detailed proofs of the Theorem A and Theorem B . And f is assumed throughout to be a unimodal map with positive topological entropy.
We first prove (iv) of Theorem A . (1) Take p = 2, and let ∆ 1 = C 1,1 = C 1,1 (t) be the left part and ∆ 2 = C 1,2 = C 1,2 (t) be the right part of [0, 1] \ U t , where C m,i are the elements of C m . Now Thus for such a measure µ λ defined in Theorem 4, and by applying Theorem 5
we have
Note that Q = Q(t) and then
Therefore we obtain
The result follow by applying Theorem 3 to h top (t). The proof is complete.
Next, (iii) of Theorem A is proven.
Lemma 7. If f is a tent map with slope λ > 1, then the lower and upper box dimension and Hausdoff dimension of the gap map F t form devil's staircase functions
with respect to t. Furthermore, these three dimensions are equal.
Proof. By Theorem 5 and the proof of Lemma 6, we have
and from the definition of F t , λ is independent of t. The results follow.
Next, we prove (i) of Theorem A.
Proof. We only prove the lemma for dim B (t), dim B (t) and dim H (t) can be treated analogously. If s < t, C(s) ⊆ C(t) is easily checked. If κ is a cover of C(t) with diamκ = ε, then κ is also a cover of C(s), and a subcoverκ of κ can be chosen (t) , and the proof is completed.
To prove (ii) of Theorem A, we need to introduce the kneading sequence K(t)
of t ∈ I with respect to F t .
Definition 8. Let f be an unimodal map with turning point c. (i) The itinerary of x with respect to f , defined by I(x) is the sequence
N is defined as follows. 
Moreover, K(t) = KF t ≡ I(f (t)), and K(t) is called even(odd) if τ n−1 (K(t)) is even(odd).
We need some lemma from [BHL] .
Lemma 9. If f is a continuous unimodal map, and F t is induced by f and t ∈
[0, 1] is a periodic point of f with period n; that is, f n (t) = t, then there exists a
Proof. Ref [BHL] .
and dim H (t))of the gap maps is dense in parameter space.
Proof. The lemma is proven by contradiction. Suppose that there exists an open interval K of I such that for all s, t in K, and
First, we may assume 0 < h top (s) ≤ h top (t) for some s, t in K, and s < t , thus there exist a periodic orbit p ∈ (s, t) with periodic n. We assume K(p) is even(odd), then there exists a neighborhood V p ⊂ K of p from Lemma 9 with p is the left (right) end point of
, this leads a contradiction. dim B (t) and dim H (t) can be treated analogously.
Combined with results of Lemmas 6, 7, 8, 9 and 10, the proof Theorem A is complete.
We first prove the first part of Theorem B.
Lemma 11. If V is a maximal interval of the constant part of h top (t), then V is a maximal constant part in dim B (s), dim B (t) and dim H (t).
Proof. Let t ∈ [0, 1] , and V t be such that h top (t) is constant in V t . V t is assumed to be maximal; that is ∃t ∈ [0, 1] such thatt is a periodic point of period n, and if K(t) is even(odd), thent is the left (right) end point of V t by Lemma 9, thus we have
It implies dim B (s) = dim B (t), ∀s ∈ V t . Similar arguments can apply to dim B (t)
and dim H (t) , the proof is complete.
To prove the second part of Theorem B, we need following lemmas. 
where N n (t) is the cardinality of the maximal interval of C n (t).
Proof. Ref [M1]
Lemma 13. If f is a unimodal map, and F t are the family of gap maps induced by f, we have
Furthermore, if f is a tent map with constant slope λ > 1, then we have
Proof. By the definition of C n (t), F n t | Cn(t) is a homeomorphism; Then, by the mean value theorem, for each A ∈ C n (t), there existst ∈ A such that
where µ is Lebesgue measure of [0, 1].
Let k 1 = min{µ(C 1,1 ), µ(C 1,2 )} and k 2 = max{µ(C 1,1 ), µ(C 1,2 )}), thus we have
By the definition, 0 <ε n ≤ µ(A) for all A ∈ C n , this implies
Since k 1 is constant independent of n and ∩ n≥1 C n = C. Taking n → ∞, then (4.1)
holds.
If f is tent map with slope λ > 1, then
where k 3 is a constant independent the choice of A, B and n. Hence,
This implies
Since k 1 , k 2 and k 3 are constants independent of the subcover of C n , and 
Proof. Since C n is a cover of C with diamC n =ε n , thus we have
If f is tent map with slope λ > 1, as in Lemma 13, we havê
Thus we have
Since k 3 is independent of n, letting n → ∞, implies dim B (t) ≥ lim inf n→∞ log N n log(ε n ) −1 ≥ dim B (t), the result follows. The proofs of Hausdoff and upper box dimensions are similar.
To complete the proof of Theorem B. Given ε 1 > 0, choose n 1 ∈ Z + such that log N n (t) logε −1 n (t) ≥ dim B (t) + ε 1 whenever n ≥ n 1 . Given ε 2 > 0, choose n 2 ∈ Z + such that log N n n ≤ h top (F s ) − ε 2 whenever n ≥ n 2 . Given ε 3 > 0, choose n 3 ∈ Z + such that
whenever n ≥ n 3 . Let N = max{n 1 , n 2 , n 3 }, as n ≥ N , dim B (t) + ε 1 ≤ log N n (t) logε
Since ε 1 , ε 2 and ε 3 are arbitrary, now letting n → ∞ yields lim n→∞ ( logε
If f is tent map with slope λ > 1, sincē
where k 3 is defined in the proof of 
, see [M2] .
