On counting orbits in root systems by Spice, Loren
ar
X
iv
:1
30
8.
40
56
v1
  [
ma
th.
RT
]  
19
 A
ug
 20
13
ON COUNTING ORBITS IN ROOT SYSTEMS
LOREN SPICE
Abstract. The computation of the characters of supercuspidal representa-
tions of a p-adic group [1] involves some 4th roots of unity whose values are
defined in terms of orbits of the Galois group of a p-field on a root system.
The part of the definition that is of interest in the verification of stability of
character sums [8] involves just the parity of the number of Galois orbits. In
this paper, we re-cast the definition (nearly) in terms only of the abstract ac-
tion of a pair of automorphisms on a root system, and compute it by a series
of reductions in all cases.
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1. Introduction
In the computation of characters of supercuspidal representations of p-adic groups
[1, Theorem 7.1], there arise, in addition to some now reasonably well understood
positive constants [8, Lemma 5.37], certain somewhat mysterious 4th roots of unity.
Loosely speaking, these roots of unity have a ‘ramified part’, of order dividing 4,
which is not expected to change across a supercuspidal L-packet, and an ‘unram-
ified part’, of order dividing 2, which is expected to give stability when summing
the characters in a supercuspidal L-packet. See [8, Definition 5.18] for definitions,
and [8, Theorem 6.5] for a verification of these expectations for the positive-depth,
‘unramified’ supercuspidal L-packets constructed by Reeder [11, §6.6]. Our goal,
here and in [15], is to understand the unramified part in order to make progress
towards a construction of ‘ramified ’ supercuspidal L-packets.
The definition of the unramified part is stated in a way that seems to involve
the power of the Bruhat–Tits machinery [5,6] in an essential way; but, in fact, one
may re-cast the definition so that it involves only the theory of a finite group of Lie
type (thought of as reductive quotients of p-adic groups [21, §3.5]) equipped with
an algebraic automorphism θ (reflecting the action of the inertia subgroup of the
Galois group). A similar point of view is evident in [12, §1, p. 1126] and [13, §4.1];
I thank Tasho Kaletha for suggesting that it might be useful here. Further, it
turns out that the definition almost does not even involve the ambient group at
all, only the problem of counting the orbits for a certain action on its root system.
The caveat ‘almost’ comes from the fact that we are not dealing with the full root
system, but rather with a subset Rθ associated to the automorphism θ.
Even this caveat does not arise if we work with automorphisms θ that act by an
elliptic automorphism w of the root system. In this case, though we must still use
a choice of θ to define Rθ, the actual choice does not matter, and so we obtain a
set Rw depending only on w. Once this definition has been made, the remainder of
the sign computation takes place entirely in the abstract setting of a group action
on the root system.
Although the original statement of the problem involves counting orbits on Rθ,
it turns out to be more convenient to consider the sign of a certain permutation of
a quotient of Rθ. This is closely related to the orbit-counting problem (see Lemma
2.1.2), but more amenable to calculation because it is a ‘multiplicative question’,
in an appropriate sense.
In this paper, we carry out this abstract computation as follows. There is a
case-by-case computation at the heart of our work (see §§5 and 6), but, before
getting there, we need to reduce to a manageable number of cases. We begin
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by discussing generalities on permutations in §2.1, particularly the permutation
arising by multiplication by a unit on Z/nZ, which is used in the classical-group
computations of §4. See Proposition 2.1.5. Next we recall some generalities on
root systems and their automorphisms in §§2.2–§2.3; particularly, we discuss ‘Levi
descent’ for automorphisms of root systems. See Corollary 2.3.6.
In §3.2, we define the set Rθ (Definition 3.2.1) and discuss some of its properties;
see particularly Definition 3.2.4 and Lemma 3.2.6.
In §3.3, we define the sign (σ / θ) (Definition 3.3.1), and show that its computa-
tion may be reduced to the case where θ acts by an elliptic (Proposition 3.3.14) au-
tomorphism of an irreducible (Remark 3.3.5) root system of 2-power order (Lemma
3.3.12). As a preliminary example, we compute it in case θ acts by −1 on the root
system; see Proposition 3.3.9. The computation for all the classical root systems
can be handled almost uniformly; we do so in §4. See in particular (4.1)–(4.3).
Finally we have reduced to a manageable number of cases, namely, the elliptic
conjugacy classes of automorphisms of exceptional root systems of 2-power order.
See Remark 3.3.16. For G2, the only such automorphism is −1, which is handled
(in a uniform way) in Proposition 3.3.9. We handle the possibilities for F4 in §5,
and for En in §6. The results are summarised in Tables 1–5.
It is a pleasure to thank Jeff Adler, Stephen DeBacker, Kyle Petersen, and John
Stembridge for many useful conversations.
2. Preliminaries
2.1. Permutations. The notation sgn, with a single subscript, will occur in two
different ways in this paper (see Definition 2.2.2); we rely on context to distinguish
them.
Definition 2.1.1. If X is any finite set, then we write SX for the symmetric group
on X , and sgnX for the unique homomorphism SX → 〈−1〉 that takes the value
−1 at any transposition. We usually abbreviate SZ/nZ to Sn, and sgnZ/nZ to sgnn.
The following lemma is easy, but crucial to the main computational tool of this
paper, which is to replace an orbit-counting problem by the problem of computing
the sign of a permutation.
Lemma 2.1.2. For all finite sets X and all w ∈ SX , we have that
sgnX(w) = (−1)
#X(−1)#〈w〉\X .
Proof. Both sides equal
∏
(−1)#ω−1, where the product runs over the orbits ω of
w on X . 
In our computation of signs associated to Galois actions on classical root systems
(see §4), we shall often have occasion to compute the sign of permutations arising
by multiplication.
Definition 2.1.3. If n and q are relatively prime integers and ε ∈ {±1}, then we
denote the multiplication-by-q map on 〈ε〉\Z/nZ again by q, and put sgnεn(q) =
sgn〈ε〉\Z/nZ(q).
The homomorphisms sgn±n turn out to be closely related to the Jacobi symbol
(· / n) when n is odd. We begin with a reduction result that computes sgn±n in some
special cases, then apply it in Proposition 2.1.5 to compute sgn±n in all cases.
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Proposition 2.1.4. Suppose that n and q are relatively prime integers.
(1) If p is an odd prime, k ∈ Z≥0, and n = pk, then
sgn+n (q) =
(
q
n
)
and sgn−n (q) =
{
(q / n), p ≡ 1 (mod 4)
1, p ≡ 3 (mod 4).
(2) If k ∈ Z≥0 and n = 2k, then
sgn+n (q) =
{
(−1)(q−1)/2, k > 1,
1, otherwise
and sgn−n (q) =
{
(n / q), k > 1,
1, otherwise.
(3) If m ∈ Z is relatively prime to n and q, then
sgn+mn(q) = sgn
+
m(q)
n sgn−n (q)
m
and
sgn−mn(q) = sgn
+
m(q)
⌈(n−1)/2⌉ sgn−m(q)
n sgn+n (q)
⌈(m−1)/2⌉ sgn−n (q)
m.
Proof. We begin by proving (1) and (2). Suppose that ε ∈ {±1}, k ∈ Z>0, and p
is any prime, and put n = pk and n′ = pk−1. Then (Z/nZ)× and pZ/nZ form a
partition of Z/nZ into ε- and q-stable subsets, and p : Z/n′Z→ pZ/nZ is an ε- and
q-equivariant bijection. Thus,
sgnεn(q) = sgn
ε
n′(q) sgn〈ε〉\(Z/nZ)×(q).
By Lemma 2.1.2,
sgn〈ε〉\(Z/nZ)×(q) = (−1)#〈ε〉−#〈q,ε〉,
where we have written #G for the index in (Z/nZ)
× of a subgroup G.
If
• p is odd and
– ε = 1 or
– p ≡ 1 (mod 4), or
• p = 2 and
– ε = 1 and k = 2 or
– ε = −1 and k > 2,
then the group 〈ε〉\(Z/nZ)× has a unique index-2 subgroup, so q 7→ (−1)#〈ε〉−#〈q,ε〉 =
(−1)#〈q,ε〉 is its unique non-trivial quadratic character. That is,
• if p is odd, and ε = 1 or p ≡ 1 (mod 4), then
(−1)#〈ε〉−#〈q,ε〉 =
(
q
p
)
=
(
q
n
)(
q
n′
)
;
• if p = 2, ε = 1, and k = 2, then
(−1)#〈ε〉−#〈q,ε〉 = (−1)(q−1)/2;
and
• if p = 2, ε = −1, and k > 2, then
(−1)#〈ε〉−#〈q,ε〉 =
(
2
q
)
=
(
n
q
)(
n′
q
)
.
If
• p is odd, ε = −1, and p ≡ 3 (mod 4), or
• p = 2 and
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– ε = 1 and k = 1 or
– ε = −1 and k ≤ 2,
then the group 〈ε〉\(Z/nZ)× has odd order, so that #〈ε〉 and #〈q, ε〉 are both odd,
whence (−1)#〈ε〉−#〈q,ε〉 = 1. In particular, if p = 2, ε = −1, and k = 2, then
(−1)#〈ε〉−#〈q,ε〉 = 1 =
(
4
q
)
.
By the preceding three paragraphs, (1) and (2) now hold by induction on k (the
results being obvious if k = 0).
Next we prove (3). We use the ring isomorphism
(∗) Z/mnZ ∼= Z/mZ⊕ Z/nZ.
Since the desired equalities are symmetric in m and n, and multiplicative in q, it
suffices to prove them for q ∈ (Z/mZ)×. The natural projection Z/mnZ→ Z/mZ
is a q-equivariant map with fibres of cardinality n, so
sgn+mn(q) = sgn
+
m(q)
n = sgn+m(q)
n sgn+n (q)
m.
Now fix a ∈ Z/mnZ. If n | 2a, i.e., if (∗) carries a into Z/mZ⊕ (Z/nZ)[2], where
R[2] denotes the ring of 2-torsion elements of R, then 〈−1〉 ·qia 7→ 〈−1〉 · (qia+mZ)
is a bijection between the q-orbit through 〈−1〉 · a ∈ 〈−1〉\Z/mnZ and the q-orbit
through 〈−1〉 · (a + mZ) ∈ 〈−1〉\Z/mZ. Otherwise, 〈−1〉 · qia → qia + mZ is
a bijection between the q-orbit through 〈−1〉 · a ∈ 〈−1〉\Z/mnZ and the q-orbit
through a + mZ ∈ Z/mZ. That is, the cycle type of q on 〈−1〉\Z/mnZ is the
union of #〈−1〉\Z/nZ − #(Z/nZ)[2] copies of the cycle type of q on Z/mZ, and
#
(Z/nZ)[2] copies of the cycle type of q on 〈−1〉\Z/mZ; so
sgn−mn(q) = sgn
+
m(q)
#〈−1〉\Z/nZ−#(Z/nZ)[2] sgn−m(q)
#(Z/nZ)[2]
= sgn+m(q)
#〈−1〉\Z/nZ−#(Z/nZ)[2] sgn−m(q)
#(Z/nZ)[2] ×
sgn+n (q)
#〈−1〉\Z/mZ−#(Z/mZ)[2] sgn−n (q)
#(Z/mZ)[2].
(3) follows upon observing that
#〈−1〉\Z/aZ = ⌈12 (a+ 1)⌉ and #(Z/aZ)[2] ≡ a
(mod 2) for a ∈ Zr {0}. 
Proposition 2.1.5. If n and q are relatively prime integers, then
sgn+n (q) =

(−1)(q−1)/2, n ≡ 0 (mod 4),
(q / n), n ≡ 1, 3 (mod 4),
1, n ≡ 2 (mod 4)
and
sgn−n (q) =

(n / q), n ≡ 0 (mod 4),
(q / n), n ≡ 1 (mod 4),
1, n ≡ 2, 3 (mod 4).
Remark 2.1.6. By quadratic reciprocity, for q odd, we have the more nearly uniform
expression
sgn−n (q) =
{
(n / q), n ≡ 0, 1 (mod 4),
1, n ≡ 2, 3 (mod 4).
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Proof. By Lemma 2.1.4(1, 2), the formulæ are correct when n is a prime power.
By Lemma 2.1.4(3), ifm,n ∈ Z are odd and relatively prime, then, on (Z/mnZ)×,
we have that sgn+mn = sgn
+
m sgn
+
n , and that sgn
−
mn is given by the following table:
m ≡ 1 (mod 4) m ≡ 3 (mod 4)
n ≡ 1 (mod 4) sgn−m sgn−n sgn+n sgn−m sgn−n
n ≡ 3 (mod 4) sgn+m sgn−m sgn−n sgn+m sgn+n sgn−m sgn−n .
We may then prove by induction on the number of distinct prime factors of n that
• the formula for sgn+n is correct when n is odd,
• sgn−n = sgn+n when n ≡ 1 (mod 4), and
• sgn−n = 1 when n ≡ 3 (mod 4).
These three facts together show that the formula for sgn−n is correct when n is odd.
Again by Lemma 2.1.4(3), if k ∈ Z>0 and n ∈ Z is odd, then, on (Z/2knZ)×, we
have that sgn+
2kn
= sgn+
2k
, and that sgn−
2kn
is given by the following table:
k = 1 k > 1
n ≡ 1 (mod 4) sgn−2 sgn−2k sgn+n
n ≡ 3 (mod 4) sgn+2 sgn−2 sgn+2k sgn−2k sgn+n .
This shows that the formula for sgn+n is correct for all n ∈ Z; and upon noting that,
by what we have already shown and quadratic reciprocity [14, Theorem I.I.3.3.6],
we have for k > 1 and n ≡ 3 (mod 4) that
sgn+
2k
(q) sgn−
2k
(q) sgn+n (q) = (−1)(q−1)/2
(
2k
q
)(
n
q
)
= (−1)(q−1)(n−1)/4
(
2k
q
)(
n
q
)
=
(
2kn
q
)
,
also that the formula for sgn−n is correct for all n ∈ Z. 
2.2. Root systems. For this section and §2.3, fix a root system R. (All root
systems are assumed to be reduced [3, §VI.1.4].) For α ∈ R, we write sα for the
reflection in the root α; we will view this as a transformation of RR or of its dual
space, as appropriate. Write W =W (R) for the Weyl group of R, and A = Aut(R)
for the group of automorphisms of R. See [3, Chapter VI] for details, especially
[3, §VI.1.1] for basics on root systems.
If ∆ is a system of simple roots in R (i.e., a base of R, in the terminology of
[3, De´finition VI.1.5.2]), then we write Aut(R,∆) = stabAut(R)(∆). Then
(2.2.1) A =W ⋊Aut(R,∆)
[3, Proposition VI.1.5.16]. If we wish to emphasise the choice of ∆, then we shall
refer to (2.2.1)∆ rather than just to (2.2.1).
Remember that we have already written sgnX for the sign character of a sym-
metric group (Definition 2.1.1). We also write sgnR for a different character, defined
below.
Definition 2.2.2. Let ∆ be a system of simple roots in R. By [3, The´ore`me
IV.1.5.2(vii)], there is a unique homomorphism sgnR from A = W ⋊ Aut(R,∆) to
〈−1〉 that is trivial on Aut(R,∆), and sends sα to −1 for each α ∈ ∆.
In fact, we can refine slightly the restriction of sgnR to W . This will be useful
in Proposition 3.3.9.
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Definition 2.2.3. Suppose that R is irreducible. For α ∈ R, define
ǫα, long =
{
−1, R is simply laced, or α is long
1, R is not simply laced, and α is short
(where, as usual, an irreducible root system is said to be simply laced if all roots
have the same length; see [3, Proposition VI.1.4.12(ii)]) and ǫα, short = −ǫα, long.
Write ∗ for ‘long’ or ‘short’. Fix a system ∆ of simple roots for R. By [3, VI.1.3,
p. 148, 1)–11)], especially [3, VI.1.3, p. 148, 4)–7)], we have that
(ǫα, ∗ǫβ, ∗)
m(α,β) = 1 for all α, β ∈ ∆,
where, as usual, m(α, β) is the order of sαsβ; so, by [3, De´finition IV.1.3.3 and
The´ore`me VI.1.5.2(vii)], there is a unique homomorphism sgnR, ∗ :W → 〈−1〉 such
that sgnR, ∗(sα) = ǫα, ∗ for all α ∈ ∆.
If R is reducible, then we define sgnR, ∗ in the obvious way, as the product over
all irreducible components R′ of R (with multiplicity) of the characters sgnR′, ∗.
Remark 2.2.4. By [3, The`ore`me IV.1.5.2(i) and Proposition VI.1.5.15], sgnR is
trivial on any element of A that fixes a system of simple roots in R, and
sgnR(sα) = −1 and sgnR, ∗(sα) = ǫα, ∗ for all α ∈ R.
In particular, sgnR and sgnR, ∗ do not depend on the choice of ∆.
Note that sgnR = sgnR, long sgnR, short. If R is not simply laced, then sgnR, long
and sgnR∨, short are identified by the natural isomorphism W (R)
∼=W (R∨), where
R∨ is the dual root system to R [3, §VI.1.1, p. 144].
2.3. Parabolic subgroups of automorphism groups. As in §2.2, R is a root
system with Weyl group W and automorphism group A.
Definition 2.3.1. If ∆ is a system of simple roots in R, and Θ is a subset of ∆,
then we write
RΘ = R ∩ ZΘ, WΘ = 〈sα |α ∈ Θ〉, and AΘ⊆∆ =WΘ ⋊ stabAut(R,∆)(Θ).
A subsystem of R of the form RΘ is called a Levi subsystem. A subgroup of W of
the formWΘ, or of A of the form AΘ⊆∆, is called parabolic; and an element w ∈W
(respectively, w ∈ A) is called elliptic if it belongs to no proper parabolic subgroup
of W (respectively, of A).
Remark 2.3.2. We use the notation of Definition 2.3.1.
(1) A subset R′ of R is a Levi subsystem if and only if RR′∩R = R′. The ‘only
if’ direction is clear; for the ‘if’ direction, see [3, Proposition VI.1.7.24].
(2) The restriction mapWΘ →W (RΘ) is an isomorphism, and the sets {α ∈ R | sα ∈WΘ}
and {α ∈ R | sα ∈ AΘ⊆∆} both equalRΘ [3, The´ore`me IV.1.8.2(i) and Corol-
laire V.3.2].
(3) By (2) (and [3, §VI.1.1 and Proposition VI.1.5.15]), a parabolic subgroup
WΘ of W , or AΘ⊆∆ of A, is proper if and only if Θ 6= ∆.
(4) The intersection AΘ⊆∆∩W isWΘ. In particular, by (3), an element w ∈W
is elliptic (when considered as an element of W ) if and only if it is elliptic
when considered as an element of A.
Remark 2.3.3. Parabolic subgroups of automorphism groups of root systems are less
well behaved than parabolic subgroups of Coxeter groups. For example, the group
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AΘ⊆∆ can depend on ∆, not just on Θ; and the restriction map AΘ⊆∆ → Aut(RΘ)
need not be injective or surjective.
For example, let R = A3, and use the notation of [3, Planche VI.I]. Write α0 =
−(α1+α2+α3) for the lowest root of R (with respect to ∆). Put ∆ = {α1, α2, α3}
and ∆′ = {α0, α1, α2}, and let w0 be the non-trivial element of Aut(R,∆).
Restriction furnishes an order-2 covering A{α2}⊆∆ → Aut(R{α2}) = W (R{α2}),
with kernel generated by w0, but an isomorphism A{α2}⊆∆′
∼= Aut(R{α2}).
Since the unique element w0sα1sα2sα3 of A that swaps α1 and α2 does not belong
toA{α1,α2}⊆∆ orA{α1,α2}⊆∆′ , neither surjects onto Aut(R{α1,α2})
∼=W (R{α1,α2})×
Z/2Z. (In fact, both map isomorphically onto W (R{α1,α2}).)
As for Weyl groups, there is a geometric interpretation of the notion of an elliptic
automorphism of a Weyl group.
Proposition 2.3.4. An element of A is elliptic if and only if it has no non-0 fixed
vectors in RR.
Proof. For the ‘if’ direction, suppose that
• ∆ is a system of simple roots for R,
• Θ is a proper subset of ∆, and
• w ∈ AΘ⊆∆,
and let w = w′⋊w0 be the decomposition (2.2.1)∆. If ω is an orbit of w0 on ∆rΘ,
then
∑
α∈ω α, hence also its projection χ on the orthogonal complement Θ
⊥, is
w0-fixed; and χ belongs to
∑
α∈ω α+RΘ, hence is non-0. Since w
′ is generated by
reflections in elements of Θ, it fixes Θ⊥ (pointwise), hence also χ.
For the ‘only if’ direction, suppose that χ ∈ RR is a non-0 vector fixed by w.
Choose a chamber C in RR, in the sense of [3, §VI.1.5], whose closure contains χ
[3, The´ore`me VI.1.5.2(ii)]. Let w = w′⋊w0 be the decomposition (2.2.1)∆, where ∆
is the system of simple roots defined by C [3, De´finition VI.1.5.2]. By [3, The´ore`me
VI.1.5.2(vi)], we have that w0χ lies in the closure of C. Since w
′w0χ = wχ = χ,
another application of [3, The´ore`me VI.1.5.2(ii)] gives that w0χ = χ. Now put
Θ = {α ∈ ∆ | 〈α, χ〉 = 0}. Since w0χ = χ, also w0Θ = Θ. By [3, Proposition
V.3.3.1], w′ ∈WΘ. That is, w ∈ AΘ⊆∆. Since χ 6= 0, we have that Θ 6= ∆, so that
AΘ⊆∆ is a proper parabolic subgroup of A. 
Our goal in this paper is to compute the sign (σ / θ) (see Definition 3.3.1) in
general. In order to make this computation feasible, we need to reduce, in an
appropriate sense, to elliptic automorphisms of Weyl groups. The next two results
allow us to do so.
Proposition 2.3.5. The intersection of two parabolic subgroups of A is again a
parabolic subgroup.
Proof. We mimic the proof of [9, Theorem 2.1.12].
Suppose that ∆ and ∆′ are two systems of simple roots in R. By [3, Remarque
VI.1.5.4], there exists u ∈ W so that u∆ = ∆′. Thus, it suffices to show that,
for any two subsets Θ,Ω ⊆ ∆, the intersection AΘ⊆∆ ∩ Int(u)AΩ⊆∆ is a parabolic
subgroup of A. We may, and do, further assume that u is of minimal length (with
respect to ∆; see [3, The´ore`me VI.1.5.2(vii) and De´finition IV.1.1.1]) in WΘuWΩ.
Now suppose that v ∈ AΘ⊆∆ and w ∈ AΩ⊆∆ satisfy v = Int(u)w. Let v = v′⋊v0
and w = w′ ⋊ w0 be the decompositions (2.2.1)∆, so that v
′ ∈ WΘ, w′ ∈ WΩ, and
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v0 and w0 lie in Aut(R,∆) and stabilise Θ and Ω (setwise), respectively. Then
comparing the components of vu = uw in the decomposition (2.2.1)∆ shows that
(∗) v′v0uv−10 = uw′
and v0 = w0.
Since v0 = w0 stabilises ∆, Θ, and Ω (setwise), it preserves lengths (with respect
to ∆) and normalises WΘ and WΩ; so v0uv
−1
0 is again of minimal length in WΘ ·
v0uv
−1
0 ·WΩ.
By [9, Propositions 2.1.1 and 2.1.7], we have that v0uv
−1
0 = u, hence, by [9,
Theorem 2.1.12] and (∗), that v′ = Int(u)w′ ∈ WΘ ∩ Int(u)WΩ = WΘ∩uΩ. Finally,
v0 = Int(u)w0 ∈ stabAut(R,∆)(Θ ∩ uΩ), so
v = v′ ⋊ v0 ∈ WΘ∩uΩ ⋊ stabAut(R,∆)(Θ ∩ uΩ) = AΘ∩uΩ⊆∆. 
Corollary 2.3.6. Suppose that w ∈ A.
(1) There is a unique smallest parabolic subgroup P of A containing w.
(2) If ∆ is a system of simple roots in R, and Θ is a subset of ∆, such that P =
AΘ⊆∆, then the restriction of w to RΘ is an elliptic element of Aut(RΘ).
Proof. (1) is an immediate consequence of Proposition 2.3.5 (and the fact that A is
finite). To show (2), adopt the notation of the statement, and suppose that Θ′ is a
system of simple roots in RΘ, and Ω
′ a subset of Θ′, such that the restriction w of
w to RΘ lies in Aut(RΘ)Ω′⊆Θ′ . By [3, The´ore`me IV.1.8.2(i)] and Remark 2.3.2(2),
there is v ∈WΘ such that vΘ = Θ′. Put Ω = v−1Ω′.
Let w = w′⋊w0 be the decomposition (2.2.1)∆. Then, with the obvious notation,
w = w′w0vw
−1
0 v
−1 ⋊ vw0v
−1 is the decomposition (2.2.1)Θ′ .
• w′w0vw−10 v−1 ∈ W (RΘ)Ω′ , so v−1w′w0vw−10 ∈W (RΘ)Ω. Since WΩ ⊆WΘ
surjects onto W (RΘ)Ω, we have by Remark 2.3.2(2) again that WΩ is the
full preimage of W (RΘ)Ω in WΘ; in particular, that v
−1w′w0vw
−1
0 ∈WΩ.
• vw0v−1, hence also vw0v−1, stabilises Ω′, so w0 stabilises Ω.
It follows that v−1wv ∈ AΩ⊆∆, hence that w ∈ AΩ′⊆v∆. By construction, AΘ⊆∆ ⊆
AΩ′⊆v∆. By Remark 2.3.2(2) once more, we have that RΘ ⊆ RΩ′ . The reverse
containment being obvious, we have equality. Since dimRΘ =
#Θ =
#
Θ′ and
dimRΩ′ =
#
Ω′, we have that Ω′ = Θ′, hence that Aut(RΘ)Ω′⊆Θ′ = Aut(RΘ). 
Remark 2.3.7. With the notation of Corollary 2.3.6, we have by Remark 2.3.2(2)
that NA(〈w〉) ⊆ NA(P ) ⊆ stabA(RΘ).
3. Sign changes in Weyl groups
For the remainder of this paper, let F be a separably closed field. For this
section, let G be a connected, reductive, F-group, and T a maximal torus in G.
Write Lie(G) and Lie(T ) for the Lie algebras of G and T , respectively. Put R =
R(G, T ) [18, §7.4.3, p. 125] and W (G, T ) = NG(T )/T , and write W = W (R) and
A = Aut(R). Recall that W (G, T ) ∼= W [18, §7.4.1]. Write Lie(G)α for the root
subspace of Lie(G) associated to a root α ∈ R, i.e., for the space on which T acts
by α.
Definition 3.0.1. An algebraic automorphism of (G, T ) is an algebraic automor-
phism of G that preserves T . A twisted automorphism of (G, T ) is the composition
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of an algebraic automorphism of (G, T ) with the action of some element of Gal(F/f),
where F/f is a Galois extension and both T and G are defined over f.
Note that the group of algebraic automorphisms is a normal subgroup of the
group of twisted automorphisms.
3.1. The Tits group. Since the definition of Rθ is sensitive to the choice of θ,
not just the automorphism w := θ by which it acts on R, we might wonder if
there is a canonical choice of θ, given w. This is not quite the case in general,
but there is a next best thing. Namely, Tits defines an ‘extended Weyl group’
W˙ = W˙ (R) associated to R [20, De´finition 2.2], which comes equipped with a
surjection W˙ → W with kernel an elementary Abelian 2-group [20, The´ore`me 2.5],
and shows that, if G is simply connected, then the choice of a system ∆ of simple
roots and ‘realisation’ of R in G (in the sense of [18, §8.1.4]) furnishes an embedding
of W˙ (R) in NG(T ) over W ∼= W (G, T ) [20, The´ore`me 4.4] (see also the definition
of the category N ′′ in [20, §3.2]). In general, by factoring through the simply
connected cover of the derived group of G, the same data furnish an embedding of
a quotient, which we call W˙ (G, T ) (and which is calledW in [18, Exercise 9.3.4(2)]),
of W˙ (R) in NG(T ) over W . Note that the kernel of W˙ (G, T ) → W is a quotient
of the kernel of W˙ → W , hence still an elementary Abelian 2-group. Although we
do not have a canonical embedding of W˙ (G, T ) in G, the various choices involved
affect it only up to conjugacy in NG(T ).
There is quite a lot that can be said about the group W˙ (G, T ), but all that we
need to know is that it consists of elements that act by ‘semi-pinned’ automor-
phisms, in the sense of the next definition.
Definition 3.1.1. An algebraic automorphism θ of (G, T ) is called semi-pinned if,
whenever α ∈ R and e ∈ Z are such that θeα = α, then θe acts on Lie(G)α by
multiplication by +1 or −1.
Remark 3.1.2. If θ is semi-pinned and e ∈ Z is such that θe = 1, then θ2e = 1. In
particular, a semi-pinned automorphism automatically has finite order.
Lemma 3.1.3. Every element of W˙ (G, T ) induces a semi-pinned automorphism
of G (by conjugation).
Proof. Since W˙ (G, T ) is a group, it suffices to show that, if w˙ ∈ W˙ (G, T ) fixes
α ∈ R, then w˙ acts on Lie(G)α by multiplication by +1 or −1.
Remember that the construction of W˙ (G, T ) involves a choice of a system ∆ of
simple roots for R. By [3, Proposition VI.1.5.15], there is v ∈ W so that vα ∈ ∆. By
[18, Proposition 9.3.5], in the notation of [18, §9.3.3], the element u˙ := φ(vwv−1) ∈
W˙ (G, T ) fixes Lie(G)vα (pointwise); and, by [18, Exercise 9.3.4(2)], if v˙ is any lift
of v to W˙ (G, T ), then t = u˙−1v˙w˙v˙−1 is a 2-torsion element of T . Thus t, hence
also v˙w˙v˙−1 = u˙t, acts on Lie(G)vα by multiplication by the scalar α(t) ∈ {±1}; so
w˙ acts on Lie(G) by the same scalar. 
Thus, the extended Weyl group provides a source of semi-pinned automorphisms
lifting all elements of the Weyl group. We would like to be able to lift arbitrary
automorphisms of the root system, whether or not they lie in the Weyl group, and
we can nearly always do so.
Proposition 3.1.4. Suppose that w ∈ A, and
ON COUNTING ORBITS IN ROOT SYSTEMS 11
• w ∈W , or
• G is simple, adjoint, or simply connected.
Then there is a semi-pinned automorphism θ of (G, T ) such that θ = w.
Remark 3.1.5. For our purposes, the conditions of the proposition are not as re-
strictive as they seem; for, if G is arbitrary, then we may simply pass to its adjoint
quotient, which does not affect its root system R.
Proof. We have already handled the case where w ∈ W in Lemma 3.1.3.
Suppose that we have proven the result for all simple groups. Note that we may
write w = w′w0, where, for each irreducible component R
′ of R,
• the element w0 stabilises R′ (setwise), and
• the element w′ fixes R′ (pointwise), or carries it to a different irreducible
component of R.
Now suppose that G is adjoint or simply connected, so that it is the product of its
simple subgroups, all of which are adjoint, or all of which are simply connected.
(See [18, Theorem 8.1.5].) If G′ and G′′ are simple subgroups of G, corresponding
to irreducible components R′ and R′′ of R such that R′′ = w′R′, then G′ and G′′
are isomorphic [18, Theorem 9.6.2]. We piece together all such isomorphisms to
obtain an automorphism θ′ of G. Next we piece together, for each simple subgroup
G′ of G, a semi-pinned lifting of w0 to an automorphism of G
′, and call the result
θ0. Then θ = θ
′θ0 is a semi-pinned automorphism of G such that θ = w.
Thus, it suffices to handle the case where G is simple. By Lemma 3.1.3, it suffices
to show that we may find
• a connected, reductive F-group J˜ ,
• a maximal torus T˜ in J˜ ,
• a subgroup G˜ of J˜ containing T˜ , and
• a central subgroup Z˜ of the derived subgroup DG˜ of G˜,
such that
• there is an isomorphism DG˜/Z˜ ∼= G that restricts to an isomorphism
DG˜ ∩ T˜ /Z˜ ∼= T , so that R may be naturally identified with the subset
R(DG˜,DG˜ ∩ T˜ ) of R(J˜ , T˜ ), and
• stabW (J˜ ,T˜ )(R) contains a set of representatives for A/W .
Fortunately, there are only a few cases where A 6=W . In each case, we find a root
system R˜ of which R is a Levi subsystem (in the sense of Definition 2.3.1), and take
J˜ to be the derived group of the simply connected group with root system R˜, and
G˜ to be an appropriate Levi subgroup. We will label root systems as in [3, Planches
VI.IV–VI], and use the notation LI of [18, §15.4, p. 264] for Levi components of
‘standard’ parabolic subgroups.
If R is of type An−1 with n > 2, then we take R˜ = Dn and L = L{α1,...,αn−1}.
The element
⌈n/2⌉−1∏
i=1
sα1+···+αn−i−1+2αn−i+···+2αn−2+αn−1+αn ∈ NW (Dn)(W )
acts as an outer automorphism of R.
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If R is of type Dn with n > 4, then we take R˜ = Dn+1 and L = L{α2,...,αn+1}.
The element
sα1sα1+2α2+···+2αn−1+αn+αn+1 ∈ NW (Dn+1)(W )
acts as an outer automorphism of R.
If R is of type D4, then we take R˜ = E6 and L = L{α2,...,α5}. The elements
s 0 0 1 1 1
1
s 0 1 1 1 1
0
, s 1 1 1 0 0
1
s 1 1 1 1 0
0
∈ NW (E6)(W )
act as outer automorphisms of R that are not congruent modulo inner automor-
phisms.
If R is of type E6, then we take R˜ = E7 and L = L{α1,...,α6}. The element
s 0 1 2 2 2 1
1
s 1 2 2 1 1 1
1
s 1 1 2 2 1 1
1
∈ NW (E7)(W )
acts as an outer automorphism of R. 
3.2. A set of roots attached to an algebraic automorphism. We continue
with the notation established at the beginning of §3. Until §3.3, let θ be an algebraic
automorphism of (G, T ) (Definition 3.0.1).
Loosely speaking, one may motivate the next definition by thinking of the
case in which CG(T
θ) = T . Then restriction defines a bijection of 〈θ〉\Rθ with
R((Gθ)◦, (T θ)◦).
Definition 3.2.1. Put
Rθ = {α ∈ R | θe fixes Lie(G)α pointwise whenever θeα = α}.
It is easy to construct examples where Rθ depends on θ, not just on θ; but the
next two results show that this cannot happen if θ is elliptic.
Lemma 3.2.2. If w ∈ Aut(R) is elliptic and G is semisimple, then Tw is finite
and T = (1− w)T .
Proof. By Proposition 2.3.4, the element w has no non-0 fixed vectors in RR =
X∗(T )⊗Z R, hence also none in the dual space X∗(T )⊗Z R; so
X∗(T
w)⊗Z R = X∗(T )w ⊗Z R ∼=
(
X∗(T )⊗Z R
)w
= 0,
whence Tw contains no non-trivial subtori. By [18, Corollary 3.2.7(ii)], this means
that Tw is finite, hence that dim(Tw) = 0. Since 1 − w : T/Tw → (1− w)T is
an isomorphism, this means that dimT = dim(1 − w)T . Since T is connected, it
follows that T = (1− w)T . 
Corollary 3.2.3. If θ is elliptic, and θ′ is an algebraic automorphism of (G, T )
such that θ′ = θ, then θ′ = Int(s)θ Int(s)−1 for some s ∈ T (F).
Proof. We may write θ′ = Int(t)θ for some t ∈ T (F) [17, Proposition 2.5(ii)]. Since
Int(t) ∈ Int(T )(F) = ((1−w) Int(T ))(F) = (1−w)(Int(T )(F)) by Lemma 3.2.2, the
result follows. 
Definition 3.2.4. If w ∈ A is elliptic, then we put Rw = Rθ, where θ is any
algebraic automorphism of (G, T ) such that θ = w. By Corollary 3.2.3, the set Rw
does not depend on the choice of θ.
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Remark 3.2.5. The set Rθ need not be a root system. For example, put G = GL6,
and let T be the subgroup of diagonal matrices, with roots
α1 : diag(t0, . . . , t5) 7→ t0t−11 and α2 : diag(t0, . . . , t5) 7→ t1t−12 .
Put β = sα1(α2). Let w be the permutation matrix corresponding to the permuta-
tion (1 3)(2 4 5), and put θ = Int
(
w · diag(−1, 1+5)). Then
• θeα1 = α1 if and only if 2 | e, and θ2 = Int(w2) acts trivially on Lie(G)α1 ,
so α1 ∈ R(G, T )θ;
• θeα2 = α2 if and only if 6 | e, and θ6 = 1 acts trivially on Lie(G)α2 , so
α2 ∈ R(G, T )θ; but
• θ3β = β and θ3 = Int(w3 ·diag(−1, 1+5)) acts on Lie(G)β by multiplication
by −1, so β 6∈ R(G, T )θ.
Despite Remark 3.2.5, it is clear that −Rθ = Rθ, and, further, that Rθ ⊆ Rθn
for all n ∈ Z. We can do better in some cases.
Lemma 3.2.6. If θ is semi-pinned (see Definition 3.1.1) and n is odd, then Rθ =
Rθn.
Proof. Suppose that α ∈ R, and e ∈ Z is such that θeα = α. Then θe acts on
Lie(G)α by multiplication by ε ∈ {±1}; so (θn)e acts on Lie(G)α by multiplication
by εn = ε. If α ∈ Rθn , then (θn)e must fix Lie(G)α pointwise, so that ε = 1. Since
e was any integer such that θeα = α, this means that α ∈ Rθ. 
3.3. A sign associated to a pair of automorphisms. We continue with the
notation established at the beginning of §3. As in §3.3, we let θ be an algebraic
automorphism of (G, T ). Now let also σ be a twisted automorphism of (G, T )
(Definition 3.0.1) that normalises 〈θ〉, so that σ stabilises Rθ (setwise).
As described in §1, we are interested in the number (or at least its parity) of
orbits of 〈σ, θ〉 on R, but it turns out to be better to use Lemma 2.1.2 to re-phrase
this computation in terms of the sign of a certain permutation—because the sign
is multiplicative in σ, whereas the count of the number of orbits need not be.
Definition 3.3.1. We write
(
σ
θ
)
R
or (σ / θ)R for the sign of the permutation of
〈θ〉\Rθ induced by σ. We may omit the subscript R if it is clear from the context.
If w := θ is elliptic, then (by Corollary 3.2.3) the sign (σ / θ) depends only on w,
so we may, and do, denote it by (σ /w).
Lemma 3.3.2. (σ / 1) = sgnR(σ).
Remark 3.3.3. One may view Lemma 3.3.2 as saying that the two meanings of sgnR,
as a character of SR (Definition 2.1.1) and of Aut(R) (Definition 2.2.2), agree on
Aut(R).
Proof. Obviously, R1 = R. Let ∆ be a system of simple roots in R. Put v = σ.
It suffices to show the result in case v stabilises ∆, or v = sα for some α ∈ ∆.
In the former case, v has no symmetric orbits on R, so that (σ / 1) = 1 = sgnR(v).
In the latter case, by [3, Corollaire VI.1.6.1], v has exactly one symmetric orbit on
R (namely, {±α}), so (σ / 1) = −1 = sgnR(v). 
Remark 3.3.4. Since #R is even, we have by Lemma 2.1.2 that (σ / 1) = (−1)#〈σ〉\R.
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Remark 3.3.5. The computation of the symbol (σ / θ)R in general may be reduced
to its computation in case R is irreducible, i.e., G is simple.
To see this, put Γ = 〈σ, θ〉 and N = 〈θ〉.
If R′ is an irreducible component of R, then write eR′ for the least positive
integer e such that θe stabilises R′ (setwise), and fR′ for the least positive integer
f such that σf stabilises N · R′. Put θR′ = θeR′ , and write σR′ for any element
of N · σfR′ that stabilises R′ (setwise). Put NR′ = 〈θR′〉 = stabN (R′) and ΓR′ =
〈σR′ , θR′〉 = stabΓ(R′). Then θR′ preserves the group G′ generated by T and the
root subgroups of G corresponding to roots in R′, which has root system R′; and
we have that R′ ∩ Rθ = R′θR′ . Note that eR′ (hence θR′) and fR′ depend only
on the 〈σ, θ〉-orbit of R′. We have that N\N · (R′ ∩ Rθ) is naturally in bijection
with NR′\R′θR′ , and Γ\Γ · (R′ ∩ Rθ) with ΓR′\R′θR′ . Finally, the set of irreducible
components of Γ ·R′ falls into precisely eR′ orbits under N .
By Lemma 2.1.2, we have that(
σ
θ
)
R
= (−1)#N\R−#Γ\R.
The above discussion shows that we may write(
σ
θ
)
R
=
∏
(−1)eR′ ·#NR′\R′−#ΓR′\R′
=
∏
(−1)#NR′\R′−#ΓR′\R′(−1)(eR′−1)·#〈θR′〉\R′ ,
where the product runs over the Γ-orbits of irreducible components R′ of R. By
Remark 3.3.4 (and Lemma 2.1.2 again), this may be re-written as(
σ
θ
)
R
=
∏(σR′
θR′
)
R′
·
(
θR′
1
)eR′−1
R′
.
Remark 3.3.6. It is clear that (σ / θ) depends only on v := σ (and θ), so we will
sometimes denote it by (v / θ).
Note, however, that the set Rθ need not be stable under NA(〈θ〉), or even CW (θ).
This puts some constraints on the possible ‘numerators’ v in a symbol (v / θ); but
see Proposition 3.3.8 below.
For example, put G = GL3, and let T be the subgroup of diagonal matrices,
with roots
α1 : diag(t0, t1, t2)→ t0t−11 and α2 : diag(t0, t1, t2)→ t1t−12 .
Put θ = Int(diag(1, 1,−1)). Then sα2 commutes with θ = 1, but does not stabilise
Rθ = {±α1}; so there is no abstract automorphism σ such that σ normalises 〈θ〉
and σ = sα2 .
Further, (σ / θ) may depend on θ (and σ), not just on θ. For example, put
G = GL2, and let T be the subgroup of diagonal matrices. Let σ be the inverse-
transpose map on G, so that σ = −1. If θ = 1 and θ′ = Int(diag(1,−1)), then
θ = θ′; but Rθ = R, so (−1 / θ) = −1, and Rθ′ = ∅, so (−1 / θ′) = 1. If w := θ
is elliptic, then this issue does not arise, so that we may write (v /w) in place of
(σ / θ).
The next two results show that the possible obstruction to defining (v / θ) men-
tioned in Remark 3.3.6 does not arise if θ is elliptic.
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Lemma 3.3.7. An f-structure on T may be extended to an f-structure on G if and
only if the action of Aut(F) on X∗(T ) is by automorphisms of R.
Proof. The ‘only if’ direction is obvious.
For the ‘if’ direction, note that, if fsep is the separable closure of f in F, then
T is fsep-split for any f-structure, so that Aut(F/fsep) acts trivially on X∗(T ) [18,
Proposition 13.1.1(ii) and 13.2.2(i)]; so we may, and do, assume that F = fsep. We
shall write GF and TF instead of G and T when we wish to emphasise that we are
viewing these objects as groups over F.
Now let
• ϕ : Gal(F/f)→ A be the action map for the chosen f-structure on T ,
• ∆ be a system of simple roots in R, and
• ϕ0 be the composition of ϕ with the projection A → Aut(R,∆) along
(2.2.1)∆.
By [18, §16.4.7], there is a (quasisplit) f-structure (Gqs, Tqs) on (GF, TF) for which
ϕ0 is the action map on X
∗(T ). By [10, Theorem 1.1], there is a 1-cocycle c on
Gal(F/f) with values in NGqs(Tqs) such that, for all σ ∈ Gal(F/f), the element cσ
is a preimage in NGqs(Tqs) of ϕ(σ)ϕ0(σ)
−1 ∈ W ∼= W (Gqs, Tqs). The cocycle c
naturally gives rise, via the interior action, to cocycles with values in Aut(Gqs) and
Aut(Tqs), so we may construct the corresponding twists G and T of Gqs and Tqs,
respectively [18, §11.3.3]. We have that T is f-isomorphic to the chosen f-structure,
so that G is the desired f-structure on GF. 
Proposition 3.3.8. Suppose that
• F/f is a procyclic Galois extension,
• Frob is a progenerator of Gal(F/f),
• w ∈ A is elliptic,
• v ∈ A and q ∈ Z satisfy vwv−1 = wq, and
• θ ∈ Aut(G, T ) satisfies θ = w.
Then there is an f-structure on (G, T ) such that
• Frob acts on X∗(T ) by v, and
• Frob θFrob−1 = θq.
Proof. As in the proof of Lemma 3.3.7, we shall write GF and TF instead of G and
T when we wish to emphasise that we are viewing these objects as groups over F.
By Lemma 3.3.7, there is some f-structure (G0, T0) on (GF, TF) for which Frob
acts on X∗(T ) by v. For emphasis, we shall denote the action of Frob according to
this structure by Frob0.
By Corollary 3.2.3, there is an element s ∈ T0(F) such that
(∗) Frob0 θ Frob−10 = Int(s)θq Int(s)−1.
Choose a positive integer d so that θ commutes with, and s is fixed by, Frobd0. Then
conjugating (∗) repeatedly by Frob0 gives
θ = Int(t)θ Int(t)−1 = Int((1 − w)t)θ,
where t =
∏d−1
i=0 Frob
i
0 s ∈ T0(f). Then (1 − w)t = 1, i.e., t ∈ T0(f)w = Tw0 (f). By
Lemma 3.2.2, the group Int(T0)
w(F) has finite order, say N ; so
Int
(Nd−1∏
i=0
Frobi0 s
)
= Int
(N−1∏
j=0
Frobj0 t
)
= Int(t)N = 1.
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That is, there is a 1-cocycle c on Gal(F/f) with values in Int(T0) ⊆ Aut(G0) such
that cFrob = Int(s)
−1. Let (G, T ) be the twist of (G0, T0) by c. 
We have already computed (· / 1) (see Lemma 3.3.2). The next result nearly
computes (· /−1), and Remark 3.3.10 finishes the job.
Proposition 3.3.9. If R is irreducible and v ∈ W , then(
v
−1
)
= sgnR, long(v)
g sgnR, short(v)
g∨ ,
where sgnR, ∗ is as in Definition 2.2.3, and g and g
∨ are the dual Coxeter numbers
[19, (1), p. 148] of R and its dual root system, respectively.
Proof. By [4, Proposition VIII.4.4.5], we have that R−1 = R. It suffices to assume
that v = sα for some α ∈ R.
Choose a system ∆ of simple roots that includes α [3, Proposition VI.1.5.15].
Since sα permutes the (∆-)positive roots other than α [3, Corollaire 1 to Proposition
VI.1.6.17], the fixed points of sα on R˙ := 〈−1〉\R are precisely {±α} and each
{±β}, where β ∈ R is a root perpendicular to α. By [19, Proposition 1], if α is
long (respectively, short), then there are 4g − 6 (respectively, 4g∨ − 6) roots not
perpendicular to it, hence 2g − 4 (respectively, 2g∨ − 4) non-fixed points of sα on
R˙. Since sα acts as an involution of R˙, it must therefore be a product of g − 2
(respectively, g∨ − 2) transpositions, so(
v
−1
)
= (−1)g−2 = sgnR, long(v)g = sgnR, long(v)g sgnR, short(v)g
∨
(respectively, (v /−1) = sgnR, short(v)g
∨
= sgnR, long(v)
g sgnR, short(v)
g∨ ). 
Remark 3.3.10. Since (v /−1) = 1 for v = −1, Proposition 3.3.9 completely deter-
mines (· /−1) except for R of type Dn with n even. If v is an involutive automor-
phism of Dn that stabilises (setwise) a system of simple roots, then, after relabelling
if necessary, we have that v acts on RDn =
⊕
i∈Z/nZ Rεi by fixing εi for i 6= 0, and
negating ε0. Then v acts on 〈−1〉\R by the product of the n − 1 transpositions
swapping 〈−1〉 · (ε0 − εi) and 〈−1〉 · (ε0 + εi) for i 6= 0; so(
v
−1
)
= (−1)n−1.
Remark 3.3.11. In light of Proposition 3.3.9, it is helpful to have the following
chart of dual Coxeter numbers. Note that, for a simply laced root system, the dual
Coxeter number is just the Coxeter number.
type of R dual Coxeter number
An−1 n
Bn 2n− 1
Cn n+ 1
Dn 2(n− 1)
G2 4
F4 9
E6 12
E7 18
E8 30
In particular, by Remark 3.3.10, the kernel of (· /−1) is
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• A if R is of type An−1 with n even, Dn with n odd, G2, or En with n ∈
{6, 7, 8},
• ker sgn
An−1
×〈−1〉 if R = An−1 with n odd,
• W (Dn) if R is of type Bn or Cn, or R = Dn with n > 4 even,
• the unique index-2 subgroup of A containing W if R = D4, and
• ker sgnF4 if R = F4.
Recall that our goal is to reduce the computation of (σ / θ) in general to a
manageable case-by-case computation. The next result allows us to reduce some
computations to the case where θ has 2-power order. Note that Lemma 3.2.6 gives
conditions under which the hypothesis on Rθ is satisfied.
Lemma 3.3.12. If n is an odd integer and Rθ = Rθn, then (σ / θ) = (σ / θ
n).
Proof. Put w = θ.
For any v ∈ NA(〈w〉)∩stabA(Rθ) and any ω ∈ 〈v, w〉\Rθ, we have that 〈w〉/〈wn〉
acts transitively on 〈v, wn〉\ω; in particular, that #〈v, wn〉\ω divides #〈w〉/〈wn〉 =
n, hence is odd. Thus,
(∗) #〈v, wn〉\Rθn =
∑
ω∈〈v,w〉\Rθ
#〈v, wn〉\ω
≡
∑
ω∈〈v,w〉\Rθ
1 =
#〈v, w〉\Rθ (mod 2Z).
Now use (∗) twice (once with v = 1 and once with v = σ) and Lemma 2.1.2 to
conclude that(
σ
θ
)
= (−1)#〈w〉\Rθ−#〈v,w〉\Rθ = (−1)#〈wn〉\Rθn−#〈v,wn〉\Rθn =
(
σ
θn
)
. 
For the reduction result Proposition 3.3.14, we need the notion of the rank of a
group relative to a twisted automorphism.
Definition 3.3.13. If T is a maximal torus and ξ is a twisted automorphism of
T , then we define rkξ T to be the dimension of the space of fixed points of ξ in the
character lattice of T . If H is a connected, reductive F-group and ξ is a twisted
automorphism of H , then we define rkξH to be the maximum value of rkξ T over
all ξ-stable maximal tori T in H .
Proposition 3.3.14 ([15, Corollary 3.3 and Proposition 3.4]). If M is a σ- and
θ-stable Levi component of a θ-stable parabolic subgroup of G, then(
σ
θ
)
R(G,T )
= (−1)rkσ(Gθ)◦−rkσ(Mθ)◦
(
σ
θ
)
R(M,T )
.
Remark 3.3.15. With the notation of Corollary 2.3.6 and [18, §15.4, p. 264], we
may take M = LΘ in Proposition 3.3.14. Notice that, under the conditions of the
proposition, the groups Gθ and Mθ are σ-stable, even though σ and θ may not
commute.
Remark 3.3.16. Finally, we are in a position to reduce to a small number of cases.
By Remark 3.3.5, we may assume that R is irreducible. Let θ be any automorphism.
By Proposition 3.3.14 and Remark 3.3.15, we may replace R by a Levi subsystem
on which θ acts as an elliptic automorphism. By Proposition 3.1.4 and Corollary
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Table 1. An−1
Conjugacy class of w ker (· /w) Details
Coxeter, n ≡ 0, 3 (mod 4) CA(w)⋊ {ηAn−1,q | sgn+n (q) = 1} §4.1
Coxeter, n ≡ 1, 2 (mod 4) CW (w)⋊ {±ηAn−1,q | sgn+n (q) = ±1} §4.1
−1, n even A Remark 3.3.11
−1, n odd ker sgnAn−1 ×〈−1〉 Remark 3.3.11
3.2.3, upon passing to the adjoint quotient of G if necessary, we may assume that
θ is semi-pinned; so, by Lemma 3.3.12, we may replace θ by an odd power, and so
assume that θ has 2-power order. However, θ may now no longer be elliptic, so we
may use Proposition 3.3.14 again to reduce to the case where θ is both elliptic and
of 2-power order.
In the notation of [7, p. 41], an element w ∈ W is elliptic if and only if W 1 =W .
By [7, Table 3], an element w ∈ W has 2-power order if and only if every
admissible diagram [7, §4, p. 7] attached to it, in the sense of [7, p. 6], has only
components of the forms A2r−1, B2r = C2r , D2r+1, D2r+2s(a2s−1), and D2s+1(b2s−1)
(which is the same as D2s+1(a2s−1)) with r ≥ 0 and s > 0.
We handle the possibilities for the classical groups nearly uniformly in §4. By
[7, Tables 7–11], the elliptic conjugacy classes of 2-power order in the exceptional
Weyl groups are:
• A1 × A˜1 = −1 in type G2;
• A41 = −1, A3 × A˜1, D4(a1), and B4 in type F4;
• A71 = −1, A23 × A1, and A7 in type E7;
• A81 = −1, A23 × A21, A7 × A1, D4(a1)2, and D8(a3) in type E8.
There are none in W (E6). Since Aut(E6) = W (E6) × 〈−1〉, a conjugacy class in
Aut(E6) is elliptic if and only if it consists of elements of the form −w, where w ∈
W (E6) has no eigenvalue of order −1. By [7, Table 3] again, the only way that this
can happen for w of 2-power order is if every admissible diagram attached to w has
only components of the forms B2r+1 = C2r+1 , D2r+2s(a2s−1), and D2s+1(b2s−1) =
D2s+1(a2s−1) with r ≥ 0 and s > 0. Thus, by [7, Table 9] again, the only elliptic
conjugacy classes in Aut(E6) of 2-power order are −1 and −D4(a1).
Our calculations (see particularly Remark 4.9) show that, whenever R is irre-
ducible and θ is elliptic and of 2-power order, we have that Rθ = R, except if R is
of type Cn, or R is of type F4 and w is of type A3 × A˜1 (see §5.1. We summarise
the calculations for types An−1, F4, and En in Tables 1–5. The results for Bn, Cn,
and Dn are slightly more complicated to state; see §4.2. For G2, the one possibility
has already been discussed; see Remark 3.3.11.
4. Classical groups
As in §3, we let F be a separably closed field.
We follow essentially the notation of [3, Planches VI.I–IV], except that we find
it useful to use 0- (rather than 1-) based indexing. Thus, we realise Bn, Cn, and
Dn as root systems in an n-dimensional Euclidean space E
n with orthonormal basis
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Table 2. F4
Conjugacy class of w ker (· /w) Details
−1 ker sgnF4 Remark 3.3.11
A3 × A˜1
(〈(0)〉 × 〈(1)〉 × 〈(2 3)〉)⋊ 〈(0 1)ηB2+1+2 ,−1〉 §5.1
D4(a1) NA(〈w〉) §5.2
B4 CA(w) ⋊ 〈ηB4,−1〉 §5.3
Table 3. E8
Conjugacy class of w ker (· /w) Details
−1 A Remark 3.3.11
A
2
3 × A21 CA(w) §6.1
A7 × A1 CA(w)⋊ 〈ηD4+2+1+2 ,3〉 §6.2
D4(a1)
2 NA(〈w〉) §6.3
D8(a3) CA(w)⋊ 〈ηD4+2 ,−3〉 §6.4
Table 4. E7
Conjugacy class of w ker (· /w) Details
−1 A Remark 3.3.11
A
2
3 × A1 CA(w) §6.1
A7 CA(w)⋊ 〈ηD4+2,3〉 §6.2
Table 5. E6
Conjugacy class of w ker (· /w) Details
−1 A Remark 3.3.11
−D4(a1) CA(w) §6.1
{εi | i ∈ Z/nZ}. We define ε˜i for i ∈ Z/2nZ by putting
ε˜i =
{
εi, 0 ≤ i < n
−εi−n, n ≤ i < 2n,
and then reading subscripts of ε˜ modulo 2n. Then Cn and Dn consist of the vectors
ε˜i − ε˜j with i, j ∈ Z/2nZ such that (for Cn) i 6= j and (for Dn) the images of i and
j in Z/nZ are distinct; and Bn = Dn ∪ {ε˜i | i ∈ Z/2nZ}. We also realise An−1 in a
subspace of En as the set {εi − εj | i, j ∈ Z/nZ and i 6= j}. We regard elements of
W (An−1) as orthogonal transformations of E
n by letting them act trivially on the
(1-dimensional) orthogonal complement of An−1.
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We identify W (An−1) with Sn (so that sgnn = sgnAn−1), W (Bn) =W (Cn) with
〈−1〉⊕Z/nZ ⋊Sn, and W (Dn) with ker sgnBn, short = ker sgnCn, long. Explicitly,
W (Dn) =
 ⊕
i∈Z/nZ
ǫi ⋊ σ
∣∣∣∣∣∣
∏
i∈Z/nZ
ǫi = 1
.
It is also helpful to identify W (Bn) with the group of permutations of Z/2nZ that
commute with i 7→ i+n. Namely, (εi)i∈Z/nZ⋊w is identified with the permutation
that, for i = 0, . . . , n − 1, sends i to wi and i + n to wi + n if εi = 1, and that
sends i to wi + n and i + n to wi if εi = −1. Suppose that j1, . . . , jr ∈ Z/2nZ
are r distinct elements such that {j1, . . . , jr} ∩ {j1 + n, . . . , jr + n} = ∅. Then,
following [7, §7, p. 25], we abbreviate (j1 . . . jr j1 + n . . . jr + n) to (j1 . . . jr), and
call it a negative cycle; and, by abuse of notation and terminology, abbreviate
(j1 . . . jr)(j1 + n . . . jr + n) to just (j1 . . . jr), and call it a positive cycle.
Note that A1, B1, and C1 are isomorphic; D1 is empty; and D2 is isomorphic to
A1 ⊔ A1.
Now we construct some special elements of the classical Weyl groups, and lifts
to the classical Lie groups, that will be useful in our calculations below.
Definition 4.1. Let ηAn−1,q (for q ∈ (Z/nZ)×) be the unique element of W (An−1)
such that ηAn−1,qεi = εqi for all i ∈ Z/nZ; and let ηCn,q (for q ∈ (Z/2nZ)×) be the
unique element of Aut(Cn) such that ηCn,q ε˜i = ε˜qi for all i ∈ Z.
If λ = m0+ · · ·+mt is a partition of n, then Cλ := Cm0 ⊔· · ·⊔Cmt sits naturally
inside Cn, and furnishes an embedding of W (Cλ) =
⊕t
i=0W (Cmi) in W (Cn). If q
is odd and relatively prime to all parts of λ, then we write ηCλ,q for the image of⊕t
i=0 ηCmi ,q in W (Cn). (Strictly speaking, these notations are defined only up to
W (Cn)-conjugacy, but the ambiguity should cause no confusion.) When convenient,
we will also write ηBλ,q when we view this transformation as an element of W (Bn),
or ηDλ,q when we view it as an element of Aut(Dn).
Remark 4.2. Every element of Bn and Cn (hence of An−1 and Dn) lies in QR
′⊕QR′′
for some irreducible components R′ and R′′ of Cλ.
Now let V = VAn−1 be an n-dimensional vector space, say with (ordered) basis
(vi)i∈Z/nZ. We write TAn−1 for the maximal torus in GL(VAn−1) that acts on each
vi by scalar multiplication.
Definition 4.3. Let w˙An−1 be the element of GL(VAn−1)(F) that sends vi to vi+1 for
i ∈ Z/nZ. Then w˙An−1 normalises TAn−1 , and projects to a Coxeter element wAn−1
of W (GL(VAn−1), TAn−1)
∼=W (An−1) for which ηAn−1,qwAn−1 = wqAn−1ηAn−1,q.
Write VBn , VCn , and VDn , respectively, for the spaces V ⊕ gl1 ⊕ V ∨, V ⊕ V ∨,
and V ⊕V ∨, respectively, given the natural symmetric, alternating, and symmetric
pairing, respectively, 〈·, ·〉 such that 〈v∨, v〉 = v∨(v) for all v ∈ V and v∨ ∈ V ∨
(and, for type Bn, so that gl1 is orthogonal to V ⊕V ∨, and carries the multiplication
pairing). If we need to emphasise the type of the pairing, then we shall write 〈·, ·〉R
instead of just 〈·, ·〉, where R is Bn, Cn, or Dn.
Let (v∨i )i∈Z/nZ be the basis of V
∨ such that
v∨i (vj) =
{
2, i = j
0, i 6= j for all i, j ∈ Z/nZ,
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and write e for 1, viewed as an element of gl1 ⊆ VBn . Write TDn = TBn for the
maximal torus in Spin(VDn) ⊆ Spin(VBn) consisting of those elements that (via the
natural action on VDn ⊆ VBn) act on each vi and v∨i by scalar multiplication.
Definition 4.4. Write
w˙Dn =
v0 − v∨0
2
√−1 ·
v0 − v1 + v∨0 − v∨1
2
√
2
· v0 − v1 − v
∨
0 + v
∨
1
2
√−2 × · · · ×
vn−2 − vn−1 + v∨n−2 − v∨n−1
2
√
2
· vn−2 − vn−1 − v
∨
n−2 + v
∨
n−1
2
√−2
∈ Pin(VDn)(F) ⊆ Pin(VBn)(F)
and
w˙Bn = w˙Dn · e ∈ Spin(VBn)(F).
(Here we are thinking of the pin group of a quadratic space V as generated by prod-
ucts in the Clifford algebra of unit vectors V . See, for example, [2, §3], particularly
Theorem 3.11 loc. cit.) The element w˙Dn depends on the choice of
√−1 if n is odd,
but not on that of
√
2 (since it appears an even number of times).
The elements w˙Dn and w˙Bn normalise TDn = TBn , and their common image in
W (Bn) is a Coxeter element there (not in W (Dn)!).
Definition 4.5. If n = m′ +m′′, then, via the natural embedding of Pin(VDm′ )×
Pin(VDm′′ ) in Pin(VDn), the element w˙Dm′ × w˙Dm′′ is carried into Spin(VDn)(F). We
denote its image there (which no longer depends on a choice of
√−1!) by w˙Dm′+m′′ .
If λ = λ′+m′+m′′ is a partition of n, then we embed Spin(VBλ′ )× Spin(VDm′+m′′ )
naturally in Spin(VBn), and Pin(VDλ′ )×Spin(VDm′+m′′ ) in Pin(VDn), and write w˙Bλ
and w˙Dλ for the corresponding images of w˙Bλ′ × w˙Dm′+m′′ and w˙Dλ′ × w˙Dm′+m′′ ,
respectively.
Remark 4.6. When viewed as transformations of VDn(F) and VBn(F), respectively,
w˙Dn and w˙Bn both send vi to vi+1 and v
∨
i to v
∨
i+1 for i 6= n− 1, and send vn−1 to
v∨0 and v
∨
n−1 to v0. To determine completely the action of w˙Bn on VBn , we need
only observe that it negates e.
In particular, if ζ2n = 1, then the ζ-eigenspaces of w˙Dn in VDn(F) and of w˙Bn
in VBn(F) both contain eζ :=
∑n−1
i=0 (ζ
−ivi + ζ
−nv∨i ). They are in fact equal to the
span of this vector, except that the −1-eigenspace of w˙Bn is spanned by e−1 and e.
In particular, if SBn is the torus in SO(VBn) (not the spin group) consist-
ing of those elements that act on each eζ by scalar multiplication, and ζ2n is
a primitive 2nth root of unity in F, then w˙Bn ∈ SBn(F), and there is a basis
{ε0, . . . , εn−1 | o} f the character lattice of SBn such that εi(w˙Dn) = εi(w˙Bn) = ζi2n
for i ∈ {0, . . . , n− 1}. (Note that w˙Bn is just the extension of w˙Dn to the map on
VBn = VDn ⊕ gl1 that acts by negation on gl1.)
Definition 4.7. Let w˙Cn be the element of Sp(VCn)(F) that sends vi to vi+1 and
v∨i to v
∨
i+1 for i 6= n− 1, and sends vn−1 to v∨0 and v∨n−1 to −v0.
Then w˙Cn normalises the maximal torus TCn in Sp(VCn) consisting of those el-
ements that act on each vi and v
∨
i by scalar multiplication, and it projects to a
Coxeter element of W (Sp(VCn), TCn)
∼=W (Cn).
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Definition 4.8. If λ = m0+ · · ·+mt is a partition of n, then we write w˙Cλ for the
image of
∏t
i=0 w˙Cmi under the natural embedding of
∏t
i=0 Sp(VCmi ) in Sp(VCn).
The images of w˙Bλ , w˙Cλ , and w˙Dλ in W (Bn) = W (Cn) ⊆ Aut(Dn) are all the
same element wBλ = wCλ = wDλ , and satisfy ηCλ,qwCλ = w
q
Cλ
ηCλ,q.
Remark 4.9. Let (G, T ) be (GL(VAn−1), TAn−1), (SO(VBn), TBn/{±1}), (Sp(VCn), TCn),
or (SO(VDn), TDn/{±1}). ThenNG(T ) consists of generalised permutation matrices
with respect to the basis given above for the underlying space VR. The following
claims are easily verified.
The stabiliser of εi − εj in NG(T ) consists of those generalised permutation
matrices whose (vi, vi) and (vj , vj) entries are non-0 and equal.
The stabiliser of εi+ εj in NG(T ) (for R of type Bn, Cn, or Dn) consists of those
generalised permutation matrices for which the product of the (vi, vi) and (vj , vj)
entries is 1.
The stabiliser of εi in NG(T ) (for R of type Bn) consists of those generalised
permutation matrices for which the (vi, vi) and (e, e) entries are equal. (Note that
the (e, e) entry must be +1 or −1.)
The stabiliser of 2εi in NG(T ) (for R of type Cn) consists of those generalised
permutation matrices for which the square of the (vi, vi) entry is 1.
It follows from the above that (An−1)w˙An−1 = An−1 and (Dn)w˙Dλ = Dn. Once
we note that w˙e
Bλ
can fix a root of the form εi only when 2 | e, it also follows
that (Bn)w˙Bλ = Bn. The situation for type Cn is a bit more complicated. Namely,
(Cn)w˙Cλ = Cλ, where λ is the partition of n that arises by lumping together all
parts of λ with the same 2-adic valuation. To be more precise, if λ = m0+ · · ·+mt,
then we put λ = m0 + m1 + · · ·, where mj is the sum of all parts mi of λ with
2-adic valuation j. (For example, m0 is the sum of all odd parts of λ.)
Remark 4.10. We shall frequently use the fact that, if α and β are orthogonal
vectors in a Euclidean space V , then sαsβ = sα+βsα−β . In particular, consider the
admissible diagram Dn(as) in Dn. With the notation of [3, Planche VI.IV], put
α′ = αs+1+2αs+2+ · · ·+2αn−2+αn−1+αn. We wish to find the conjugacy class
CDn in W (Dn) attached to the admissible diagram
αs+1
❍❍
❍❍
❍❍
❍❍
❍
α1 · · · αs
②②②②②②②②
❊❊
❊❊
❊❊
❊❊
αs+2 · · · αn−1.
α′
✈✈✈✈✈✈✈✈
Put β = 12 (αs+1 + α
′) and β′ = 12 (αs+1 − α′), so that β, β′ ∈ Bn. Then sαs+1sα′ =
sβsβ′ , so CDn is contained in the conjugacy class CBn in W (Bn) attached to the
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admissible diagram
β
α1 · · · αs
⑥⑥⑥⑥⑥⑥⑥⑥
αs+2 · · · αn−1
β′
③③③③③③③③
of type Bs+1 × Bn−s−1. This is attached to the product of the Coxeter classes
in Bs+1 and Bn−s−1, i.e., the conjugacy class of wBλ , where λ is the partition
(s + 1) + (n − s − 1) of n. By [7, Proposition 25], we have that CBn is a W (Dn)-
conjugacy class, so CDn = CBn .
Remark 4.11. Fix w ∈ W (Cn). We will temporarily say that an element of RCn is
w-unbalanced if the sum of the elements of its w-orbit is non-0. If w preserves a
root system R ⊆ RCn, then the image of w in Aut(R) is elliptic if and only if there
are no w-unbalanced roots in R.
If i belongs to a positive cycle of w, then ε˜i ∈ Bn and 2ε˜i ∈ Cn, and (if n > 1
and j 6= i, i+ n is arbitrary) ε˜i + ε˜j ∈ Dn, are w-unbalanced.
If w ∈ W (An−1) and i and j belong to different cycles of w (on Z/nZ), then
εi − εj is w-unbalanced. If w = −σ ∈ −W (An−1), and i belongs to an even-length
cycle of σ, then εi − εσi is w-unbalanced.
4.1. Type An−1. The results of this section are summarised in Table 1.
Put R = An−1, W = W (R), and A = Aut(R). Let w be an elliptic element of
A.
By regarding w as an element of W (Bn), we see from Remark 4.11 that it is a
Coxeter element in W , or else of the form w = −σ, where σ ∈ W has odd order. In
the latter case, if w has 2-power order, then w = −1, and we may use Proposition
3.3.9.
Suppose that w = wR. Then
CA(w) = 〈w〉 × 〈−1〉 and NA(〈w〉) = CA(w)⋊
{
ηR,q
∣∣ q ∈ (Z/nZ)×}.
There are n− 1 orbits of w on R, each of size n, and each containing exactly one
vector of the form ε0 − εj. The element ηR,q sends ε0 − εj to ε0 − εqj , so, by
Definition 2.1.3, (
ηR,q
w
)
= sgn+n (q).
Since −ηR,−1 stabilises every w-orbit,(−1
w
)
=
(
ηR,−1
w
)
= sgn+n (−1).
4.2. Types Bn, Cn, and Dn. Suppose that R is one of Bn or Cn (the ‘non-simply
laced cases’) or Dn (the ‘simply laced case’). Put W = W (R) and A = W (Bn).
Then A = Aut(R) unless R = D4. In this case, every conjugacy class in Aut(R)
either intersects A, or has order divisible by 3; and A has index 3 in Aut(R),
which means that, for any w ∈ A, the subgroup NA(〈w〉) of NAut(R)(〈w〉) has index
dividing 3, hence that (· /w) is determined by its restriction to NA(〈w〉).
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Let w be an elliptic element of A. By Remark 4.11, every cycle of w is negative.
That is, there is a partition λ of n such that w = wCλ ; so CA(w) =
⊕∞
i=1 〈wCi〉⊕λi⋊⊕∞
i=1Sλi , and
NA(〈w〉) = CA(w) ⋊
{
ηCλ,q
∣∣ q ∈ (Z/eZ)×},
where e is the order of w.
By Remark 4.9, if R is of type Bn or Dn, then Rw = R; whereas, if R is of type
Cn, then Rw = Cλ, where λ = m0 +m1 + · · · is as in that remark. In the latter
case, we have that NA(〈w〉) =
∏∞
j=0NW (Cmj )(〈w〉) and(⊕
vj
w
)
R
=
∞∏
j=0
(
vj
w
)
Cmj
.
Thus there is no loss of generality in replacing Cn by an irreducible component
of Cλ, or, in other words, of assuming that all parts of λ have the same 2-adic
valuation. Upon doing so, we once again have that Rw = R.
Let R′ be an irreducible component of Cλ, of type Cr′ , say, and choose labels so
that R′ =
{
ε˜′i − ε˜′j
∣∣ i, j ∈ Z/2r′Z and i 6= j}. Recall that there is associated to R′
a Coxeter element wR′ = wCr′ . Then w has r
′ orbits on R∩QR′ in the non-simply
laced cases, and r′ − 1 orbits on R ∩QR′ in the simply laced case, each of size 2r′;
they are parameterised by sets of up to two mutually inverse, non-0 (and non-r′, in
the simply laced case) elements of Z/2r′Z, and the roots of the form ε˜′0 − ε˜′i lying
in the orbit corresponding to {j,−j} are precisely those for which i ∈ {j,−j}.
The element wR′ fixes pointwise the orthogonal complement of R
′, and the orbits
of w on QR′. The element ηCλ,q sends ε˜
′
0 − ε˜′j to ε˜′0 − ε˜′qj , hence, by Proposition
2.1.5, acts on the space of orbits in R′ as a permutation of sign (2r′ / q) if r′ is
even, and of sign 1 if r′ is odd. (This is true even in the simply laced case, since
multiplication by q fixes r′.)
Let R′′ be a different irreducible component of Cλ, of type Cr′′ , say, and choose
labels so that a typical vector of R′′ is of the form ε˜′′i − ε˜′′j . (We may have r′ = r′′.)
The elements of R ∩ (QR′ ⊕ QR′′) that do not lie in QR′ or QR′′ are precisely
those of the form ε˜′i − ε˜′′j . If r and r are the greatest common divisor and least
common multiple of r′ and r′′, respectively, then there are 2r orbits of such roots,
each of size 2r; they are parameterised by elements of Z/2rZ, and the roots of the
form ε˜′0 − ε˜′′i lying in the orbit corresponding to j are precisely those for which
i ≡ j (mod 2r). The element wR′ sends the orbit (in R ∩ (QR′ ⊕ QR′′), but not
in QR′ or QR′′) parameterised by j to the one parameterised by j − 1, hence acts
on the orbits in R ∩ (QR′ ⊕ QR′′) that are not in QR′ or QR′′ by a 2r-cycle; in
particular, by an odd permutation. The element ηR′,q sends ε˜
′
0 − ε˜′′j to ε˜′0 − ε˜′′qj ,
hence, by Proposition 2.1.5, acts on the same set of orbits as a permutation of sign
(q / 2r). In particular, if r is odd (i.e., if r′ or r′′ is odd), then the action is by an
even permutation; and, if r is even (i.e., if both r′ and r′′ are even), then it is by a
permutation of sign (−1)(q−1)/2.
If r′ = r′′, then there is a unique involution v = vR′,R′′ ∈ CA(w) that fixes
pointwise every irreducible component of Cλ other than R
′ and R′′, and satisfies
vε˜′i = ε˜
′′
i for all i ∈ Z/2r′Z. This involution sends the orbit (in R ∩ (QR′ ⊕QR′′),
but not in QR′ or QR′′) parameterised by j to the one parameterised by −j.
In particular, its fixed points in this space of orbits are precisely the orbits of
ε˜′0− ε˜′′0 = ε′0−ε′′0 and of ε˜′0− ε˜′′r′ = ε′0+ε′′0 . Since it has no fixed points in the spaces
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of orbits in R∩QR′ or R∩QR′′, it acts on the space of orbits in R∩ (QR′⊕QR′′)
by 12 (r
′+ r′ +(2r′− 2)) = 2r′− 1 transpositions in the non-simply laced cases, and
by 12 ((r
′ − 1) + (r′ − 1) + (2r′ − 2)) = 2r′ − 2 transpositions in the simply laced
case, hence as an odd, respectively even, permutation.
Now let R′′′ be a third (still different) irreducible component of Cλ. Then the
fixed points of the action of v on the space of orbits in R∩ (QR′⊕QR′′⊕QR′′) lie
in QR′ ⊕QR′′ or QR′′′.
We have shown that(
wR′
w
)
= (−1)s−1,(4.1) (
vR′,R′′
w
)
=
{
−1, in the non-simply laced cases,
1, in the simply laced case,
(4.2)
and (
ηCλ,q
w
)
= (−1)s′(s′−1)(q−1)/4
∏
rkR′=r′
r′ even
(
2r′
q
)
(4.3)
where s is the number of irreducible components of Cλ, s
′ is the number of those
components of even rank, and the product in (4.3) runs over the components R′ of
even rank r′. In particular,
CW (Dn)(w) ⊆ ker
( ·
w
)
if and only if Cλ decomposes with multiplicity 1, or R = Dn; and
CA(w) ⊆ ker
( ·
w
)
if and only if, in addition, s is odd, i.e., w 6∈W (Dn).
Recall that, if R = Cn, then all parts of λ are odd, so s
′ = 0 and(
ηCλ,q
w
)
= 1;
or all parts of λ are even (hence also n is even).
5. Type F4
The results of this section are summarised in Table 3.3.
The root system F4 contains a copy of B4. If GF4 is the semisimple group whose
root system (with respect to some maximal torus TF4) is of type F4, then, since
GF4 is simply connected, its subgroup generated by TF4 and the root subgroups
corresponding to roots in B4 is also simply connected, hence of type Spin(VB4).
If (α1 = ε0 − ε1, α2 = ε1 − ε2, α3 = ε2 − ε3, α4 = ε3)
α1 α2 α3 +3 α4
is a system of simple roots in B4, in the ordering of [3, Planche VI.II], then(
α2, α3, α4,
1
2 (α1 − α3 − 2α4)
)
α2 α3 +3 α4
1
2 (α1 − α3 − 2α4)
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is a system of simple roots for F4, in the ordering of [3, Planche VI.VII]. Put
F
⊥
4 = F4 r B4.
Put A =W =W (F4), and let w be an elliptic element of F4.
5.1. A3 × A˜1. The element w := wB2+1+2 = (0)(1)(2 3) ∈W (B4) is attached to the
admissible diagram
ε0 ε1 α3 α4
of type B2 × B˜21, but also, since sε1sα4 = sε1−ε3sε1+ε3 , to the admissible diagram
ε0 ε1 − ε3 α3 ε1 + ε3
of type A3 × A˜1. By Remark 4.6 and the explicit description of F4 in [3, Planche
VI.VIII], the element w˙B2+1+2 acts on Lie(GF4)/spin(VB4 ) with eigenvalues precisely
the primitive 8th roots of unity, each occurring with multiplicity 4. In particular,
(F4)w r (B4)w is empty, so (F4)w = (B4)w = B4 by Remark 4.9.
The group CW (B4)(w) is(
(〈(0)〉 × 〈(1)〉)⋊ 〈(0 1)〉)× 〈(2 3)〉,
which has order 32. By [7, Table 8], it equals CW (F4)(w); so also NW (F4)(〈w〉) =
CW (F4)(w) ⋊ 〈ηC2+1+2 ,−1〉 = NW (B4)(〈w〉). Thus, (· /w)F4 = (· /w)B4 .
5.2. D4(a1). By Remark 4.10, the element w := wB2+2 = (0 1)(2 3) ∈ W (B4) is
attached to the admissible diagram
α2
❍❍
❍❍
❍❍
❍❍
❍
α1
✈✈✈✈✈✈✈✈✈
❍❍
❍❍
❍❍
❍❍
❍
α3
ε1 + ε2
✈✈✈✈✈✈✈✈✈
of type D4(a1). By Remark 4.6, the element w˙B
2+2
acts on Lie(GF4)/spin(VB4 ) with
eigenvalues precisely the 4th roots of unity, each occurring with multiplicity 4. In
particular, by dimension counting (since each orbit of w in (F4)w contributes 1 to
the dimension of the space of w˙B2+2 -fixed points in Lie(GF4)/spin(VB4 )), we have
that
#〈w〉\((F4)w r (B4)w) = 4. The element w has 4 orbits on F⊥4 , each of which
is symmetric and has 4 elements. Thus, since (B4)w = B4 by Remark 4.9, we have
(F4)w = F4. Put B˙4 = 〈w〉\B4 and F˙⊥4 = 〈w〉\F⊥4 .
The group CW (B4)(w) is
(〈(0 1)〉 × 〈(2 3)〉)⋊ 〈(0 2)(1 3)〉,
which has order 25. By [7, Table 8], it is a Sylow 2-subgroup of CW (F4)(w). (In fact it
has index 3 in CW (F4)(w), and the full centraliser has a 3-Sylow subgroup generated
by an element of NW (F4)(D4)rW (B4).) The element (0 1) acts transitively on F˙
⊥
4 ;
whereas the element (0 2)(1 3) has 1 orbit of size 2, and 2 orbits of size 1 (namely,
those through 12 (α1 ± α3)). Thus, both act with sign −1 on F˙⊥4 . By (4.1) and
(4.2), they also act with sign −1 on B˙4. Thus, each of a set of normal generators
of CW (B4)(w), which is a Sylow 2-subgroup of CW (F4)(w), acts with sign 1 on F˙4;
so every element of CW (F4)(w) acts with sign 1 on F˙4.
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The group NW (F4)(〈w〉) is the semi-direct product of CW (F4)(w) and the group
generated by ηB
2+2
,−1 = (1)(3) ∈ W (B4). Since ηB
2+2
,−1(0 2)(1 3) acts trivially on
F˙
⊥
4 , the element ηB2+2 ,−1 acts with sign −1 on F˙⊥4 . By (4.3), it acts with sign
(−1)2(2−1)(−1−1)/4
(
2 · 2
−1
)2
= −1
on B˙4, hence with sign 1 on F˙4.
5.3. B4. The element w = wB4 = (0 1 2 3) ∈ W (B4) is a Coxeter element of B4;
in particular, it is attached to an admissible diagram of type B4. By Remark
4.6, the element w˙B4 acts on Lie(GF4)/spin(VB4) with eigenvalues precisely the 8th
roots of unity, each occurring with multiplicity 2. In particular, by dimension
counting,
#〈w〉\((F4)w r (B4)w) = 2. The element w has 2 orbits on F⊥4 , each of
which is symmetric and has 8 elements; namely, those through 12 (α1 + α3) and
1
2 (α1 + 2α2 + α3). Thus, since (B4)w = B4 by Remark 4.9, we have (F4)w = F4.
Put B˙4 = 〈w〉\B4 and F˙⊥4 = 〈w〉\F⊥4 .
The group CW (B4)(w) is generated by w [16, Corollary 4.4], hence has order 2
3.
By [7, Table 8], it equals CW (F4)(w).
The group NW (F4)(〈w〉) is the semi-direct product of CW (F4)(w) and 〈ηB4,3〉 ×
〈ηB4,−3〉 ⊆W (B4). The elements ηB4,3 = (1 3)(2) and ηB4,−3 = (1)(3) swap the two
orbits outside of B4, hence act with sign −1 on F˙⊥4 . By (4.3), we have that ηB4,q
acts with sign
(−1)1(1−1)(q−1)/4
(
2 · 4
q
)
=
(
8
q
)
= −1
on B˙4, hence also on F˙4, for q ∈ {±3}.
6. Types En
The results of this section are summarised in Tables 3.3–5.
The root system E8 contains a copy of D8. If GE8 is the semisimple group whose
root system (with respect to a maximal torus TE8) is E8, then, since GE8 is simply
connected, its subgroup generated by TE8 and the root subgroups corresponding to
roots in D8 is also simply connected, hence of type Spin(VD8).
If (α1 = −(ε6 + ε7), α2 = ε6 − ε5, α3 = ε5 − ε4, α4 = ε4 − ε3, α5 = ε3 − ε2, α6 =
ε2 − ε1, α7 = ε1 − ε0, α8 = ε0 + ε1)
α7
α1 α2 α3 α4 α5 α6
④④④④④④④④
❈❈
❈❈
❈❈
❈❈
α8
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is a system of simple roots in D8, in the ordering of [3, Planche VI.IV], then
(
β :=
− 12 (α1 + 2α2 + 3α3 + 4α4 + 5α5 + 6α6 + 4α7 + 3α8), α8, α7, α6, α5, α4, α3, α2
)
β α7 α6 α5 α4 α3 α2
α8
is a system of simple roots for E8, in the ordering of [3, Planche VI.VII].
Write α0 = −(α1 + 2α2 + 2α3 + 2α4 + 2α5 + 2α6 + α7 + α8) for the lowest root
of D8.
The orthogonal complement of α1 in D8 (respectively, E8) is a root system of
type D6 × C1 (respectively, E7). The common orthogonal complement of α1 and
α2 in D8 (respectively, E8) is a root system of type D5 (respectively, E6). Put
E
⊥
8 = E8 r D8, E
⊥
7 = E7 r (D6 × C1), and E⊥6 = E6 r D5.
6.1. −D4(a1), A23 × A1, and A23 × A21. Let D be the admissible diagram
α3 α7
❈❈
❈❈
❈❈
❈❈
α4
✈✈✈✈✈✈✈✈✈
❍❍
❍❍
❍❍
❍❍
❍
α6 α0
ε4 + ε5 α8
⑤⑤⑤⑤⑤⑤⑤⑤
in D6 × C1. The conjugacy class attached to D ⊔ {α1} of type D23 × C21 = A23 × A21
is a product of Coxeter classes in
• D8 ∩ Z{α3, α4, ε4 + ε5} = {±εi ± εj | i, j ∈ {3, 4, 5} and i 6= j},
• D8 ∩ Z{α6, α7, α8} = {±εi ± εj | i, j ∈ {0, 1, 2} and i 6= j}, and
• {±α0 = ±(ε7 − ε6)} and {±α1 = ±(ε6 + ε7)}.
In particular, it contains the element w8 := wD2+2+1+4 = (0)(1 2)(3 4)(5)(6)(7).
Since w8 negates α1 and α2, it stabilises D5, E6, D6 ×C1, and E7. Its restriction
w7 = wD2+2+1+2wC1 ∈ W (D6 × C1) to E7 is attached to the admissible diagram D,
which is of type D23 × C1 = A23 ×A1. Write w6 for its restriction to E6. By Remark
4.10, the element −w6 = (2 1)(4 3) is attached to the admissible diagram
ε3 − ε1
❍❍
❍❍
❍❍
❍❍
❍
α4
✈✈✈✈✈✈✈✈✈
❍❍
❍❍
❍❍
❍❍
❍
α6
ε1 + ε3
✈✈✈✈✈✈✈✈✈
of type D4(a1).
By Remark 4.6 and the explicit description of E8 in [3, Planche VI.VII], the
element w˙D
2+2+1+4
acts on Lie(GE8)/spin(VD8) with eigenvalues precisely the 4th
roots of unity, each occurring with multiplicity 32. In particular, by dimension
counting,
#〈w8〉\((E8)w8 r (D8)w8) = 32. The element w8 has 32 orbits on E⊥8 ,
each of size 4, and none symmetric. Thus, since (D8)w8 = D8 by Remark 4.9, we
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have (E8)w8 = E8, hence also (En)wn = En for n ∈ {6, 7}. Of the 32 orbits of w8
on E⊥8 , 16 lie in E
⊥
7 (hence are orbits of w7 there), and 8 in E
⊥
6 (hence are orbits of
w6 there). Put D˙5 = 〈w6〉\D5, (D6 × C1). = 〈w7〉\(D6 × C1), D˙8 = 〈w8〉\D8, and
E˙
⊥
n = 〈wn〉\E⊥n for n ∈ {6, 7, 8}.
The group CW (D8)(w8) is the kernel of sgnB8, short on(
(〈(0)〉 × 〈(5)〉 × 〈(6)〉 × 〈(7)〉)⋊ 〈(0 5), (5 6), (6 7)〉)×(
(〈(1 2)〉 × 〈(3 4)〉)⋊ 〈(1 3)(2 4)〉).
Since 〈(0 5), (5 6), (6 7)〉 ∼= S4, the order of this group is 211 · 3. By [7, Table
11], it contains a Sylow 2-subgroup of CW (E8)(w8). The elements (0)(5) (and its
CW (D8)(w8)-conjugate (6)(7)), (0)(1 2), (0 5), and (1 3)(2 4) have 16 orbits of size
2, 8 orbits of size 4, 24 orbits (of which 8 have size 2 and 16 have size 1), and 24
orbits (of which 8 have size 2 and 16 have size 1) on E˙⊥8 , none of them symmetric,
hence act with sign 1 there. By (4.1) and (4.2), (0)(5), (0)(1 2), (0 5), and (1 3)(2 4)
all act with sign 1 on D˙8. Thus, each of a set of normal generators of CW (D8)(w8),
which contains a Sylow 2-subgroup of CW (E8)(w8), acts with sign 1 on E˙8; so every
element of CW (E8)(w8) acts with sign 1 on E˙8.
The group CW (D6×C1)(w7) is the intersection with W (D6 × C1) of CW (D8)(w8);
explicitly, it is the direct product with 〈(6)(7)〉 of sgnB6, short on(
(〈(0)〉 × 〈(5)〉)⋊ 〈(0 5)〉)× ((〈(1 2)〉 × 〈(3 4)〉)⋊ 〈(1 3)(2 4)〉).
It has order 28, hence, by [7, Table 10], is a Sylow 2-subgroup of CW (E7)(w7).
We showed above that (0)(5), (0 5), (6)(7)), (0)(1 2), and (1 3)(2 4) act without
symmetric orbits, hence with sign 1, on E˙⊥7 (indeed, on E˙
⊥
8 ). Since CW (D6×C1)(w7)
acts trivially on the (2-element) orbit of w7 in C1, we have by (4.1) and (4.2) that
(0)(5), (0)(1 2), (0 5), and (1 3)(2 4) all act with sign 1 on (D6×C1).. The element
(6)(7) acts trivially on D6, hence also acts with sign 1 on (D6×C1).. Thus, each of
a set of normal generators of the Sylow 2-subgroup CW (D6×C1)(w7) of CW (E7)(w7)
acts with sign 1 on E˙7; so every element of CW (E7)(w7) acts with sign 1 on E˙7.
The centraliser in NW (E6)(D5) of w6 is the intersection with NW (E6)(D5) of
CW (D8)(w8); explicitly, it is the kernel of the homomorphism
〈(0)〉 × 〈(5)(6)(7)〉 × ((〈(1 2)〉 × 〈(3 4)〉)⋊ 〈(1 3)(2 4)〉)→ 〈−1〉
sending each indicated product of negative cycles to −1, and (1 3)(2 4) to 1. It
has order 26, hence, by [7, Table 9], is a Sylow 2-subgroup of CAut(E6)(w6) =
CW (E6)(w6)×〈−1〉. We showed above that (0)(1 2) and (1 3)(2 4) act without sym-
metric orbits, hence with sign 1, on E˙⊥6 (indeed, on E˙
⊥
8 ). The element (0)(5)(6)(7)
has 4 orbits of size 2, all symmetric, on E˙⊥6 , hence acts there with sign 1; and it
acts trivially on D5. Viewed as an element of Aut(D5), the element w6 is of the
form wC2+2+1 ; and, by (4.1) and (4.2), (0)(1 2) and (0)(5)(6)(7) act with sign 1 on
D˙5. On the other hand, (0)(5)(6)(7) negates each orbit in E6 outside D5. Thus,
each of a set of normal generators of CNW (E6)(D5)(w6), which is a Sylow 2-subgroup
of CAut(E6)(w6), act with sign 1 on E˙6; so every element of CAut(E6)(w6) acts with
sign 1 on E˙6.
For n ∈ {6, 7, 8}, the groupNAut(En)(〈wn〉) is the semi-direct product of CAut(En)(wn)
and the group generated by ηC2+2+1+4 ,−1 = (2)(4) ∈ W (D5), which element has 16
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orbits on E˙⊥8 , all of size 2, and 8 of them non-symmetric. The symmetric orbits in
E˙
⊥
6 are those through
1
2 (α1 ± α3 +α5 −α7); the additional symmetric orbits in E˙⊥7
are those through 12 (α1±α3+α5+α7); and the remaining symmetric orbits in E˙⊥8
are those through 12 (α1±α3+α5+2α6+α7) and 12 (α1±α3+α5+2α6+α7+2α8).
That is, ηC2+2+1+4 ,−1 acts with sign 1 on E˙
⊥
n for n ∈ {6, 7, 8}. The transformation
ηC2+2+1+4 ,−1 of D˙8 acts on (D6 × C1). as ηC2+2+1+2 ,−1 and on D˙5 as ηC2+2+1,−1; so,
by (4.3), it acts in each case with sign
(−1)2(2−1)(−1−1)/4
(
2 · 2
−1
)2
= −1,
hence with the same sign on E˙n for n ∈ {6, 7, 8}.
6.2. A7 and A7 × A1. Let D be the admissible diagram
α6
▼▼
▼▼
▼▼
▼▼
▼▼
▼
α7
qqqqqqqqqqq
▼▼
▼▼
▼▼
▼▼
▼▼
▼ α5 α4 α3 α0
α6 + α7 + α8
qqqqqqqqqqq
in D6 × C1 of type D6(a1) × C1. By Remark 4.10, the element w8 := wD4+2+1+2 =
(0 1)(2 3 4 5)(6)(7) ∈ W (D8) is attached to the admissible diagram D ⊔ {α1} of
type D6(a1)× C21.
Since w8 negates α1, it stabilises D6×C1 and E7. Its restriction w7 = wD4+2wC1 ∈
W (D6 × C1) to E7 is attached to the admissible diagram D. On the other hand,
since
sα0sα3sα5sα7 = sβ1sβ2sβ3sβ4 ,
where 
β1
β2
β3
β4
 = 12

1 1 −1 −1
1 1 1 1
1 −1 −1 1
1 −1 1 −1


α0
α3
α5
α7
 ,
we have that w8, viewed as an element of W (E8) (respectively, w7, viewed as an
element of W (E7)), is also attached to the admissible diagram D′ ⊔ {α1} of type
A7 × A1 (respectively, to the admissible diagram D′ of type A7), where D′ is the
admissible diagram
α6
β4
▲▲
▲▲
▲▲
▲▲
▲▲
▲ β3 α4 β2 β1
α6 + α7 + α8
rrrrrrrrrrr
in E7.
By Remark 4.6, the element w˙D
4+2+1+2
acts on Lie(GE8)/spin(VD8) with eigen-
values precisely the 8th roots of unity, each occurring with multiplicity 16. In
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particular, by dimension counting,
#〈w8〉\((E8)w8 r (D8)w8) = 16. The element w8
has 16 orbits on E⊥8 , each of size 8, and none symmetric. Thus, since (D8)w8 = D8
by Remark 4.9, we have (E8)w8 = E8, hence also (E7)w7 = E7. Of the 16 or-
bits of w8 on E
⊥
8 , 8 lie in E
⊥
7 (hence are orbits of w7 there). Put D˙8 = 〈w8〉\D8,
(D6 × C1). = 〈w7〉\(D6 × C1), and E˙⊥n = 〈wn〉\E⊥n for n ∈ {7, 8}.
The group CW (D8)(w8) is the kernel of sgnB8, short on
〈(0 1)〉 × 〈(2 3 4 5)〉 × ((〈(6)〉 × 〈(7)〉)⋊ 〈(6 7)〉).
It has order 27, so, by [7, Table 11], equals CW (E8)(w8). The elements (0 1)(2 3 4 5),
(0 1)(6), and (6 7) have 8 orbits of size 2, 4 orbits of size 4, and 12 orbits (of which
4 have size 2 and 8 have size 1), respectively, on E˙⊥8 , none of them symmetric. By
(4.1) and (4.2), the elements (0 1)(2 3 4 5), (0 1)(6), and (6 7) all act with sign 1
on D˙8. Thus, each of a set of normal generators of CW (E8)(w8) acts with sign 1 on
E˙8; so every element of CW (E8)(w8) acts with sign 1 on E˙8.
The group CW (D6×C1)(w7) is the intersection with W (D6 × C1) of CW (D8)(w8);
explicitly, it is the direct product with 〈(6 7)〉 of the kernel of sgn
B6, short on
〈(0 1)〉 × 〈(2 3 4 5)〉.
It has order 25, hence, by [7, Table 10], equals CW (E7)(w7). We showed above that
(0 1)(2 3 4 5) and (6 7) act without symmetric orbits, hence with sign 1, on E˙⊥7 ; and
(0 1)2 acts trivially, hence with sign 1, on E˙⊥7 (indeed, on E˙
⊥
8 ). Since CW (D6×C1)(w7)
acts trivially on the (2-element) orbit of w7 in C1, we have by (4.1) that (0 1)
2
and
(0 1)(2 3 4 5) act with sign 1 on (D6×C1).. The element (6 7) acts trivially on D6,
hence also acts with sign 1 on (D6 ×C1).. Thus, each of a set of normal generators
of CW (E7)(w7) acts with sign 1 on E˙7; so every element of CW (E7)(w7) acts with
sign 1 on E˙7.
For n ∈ {7, 8}, the groupNW (En)(〈wn〉) is the semi-direct product of CW (En)(wn)
and 〈ηD4+2+1+2 ,3〉 × 〈ηD4+2+1+2 ,−3〉 ⊆ W (D6 × C1). The elements ηD4+2+1+2 ,3 =
(1)(3 5)(4) and ηD4+2+1+2 ,−3 = (3)(5) have 8 orbits on E˙
⊥
8 , each of size 2 and
none symmetric, hence acts with sign 1 on E˙⊥n for n ∈ {7, 8}. The transformation
ηD
4+2+1+2
,q of D˙8 acts on (D6×C1). as ηD4+2,q; so, by (4.3), it acts in each case with
sign
(−1)2(2−1)(q−1)/4
(
2 · 4
q
)(
2 · 2
q
)
= (−1)(q−1)/2
(
8
q
)
=
{
1, q = 3,
−1, q = −3,
hence with the same sign on E˙n for n ∈ {7, 8}.
6.3. D4(a1)
2. By Remark 4.10, the element w := wD
2+4
= (0 1)(2 3)(4 5)(6 7) is
attached to the admissible diagram
α2
❍❍
❍❍
❍❍
❍❍
❍ α6
❍❍
❍❍
❍❍
❍❍
❍
α1
✈✈✈✈✈✈✈✈✈
❍❍
❍❍
❍❍
❍❍
❍
α3 α5
✈✈✈✈✈✈✈✈✈
❍❍
❍❍
❍❍
❍❍
❍
α7
ε5 + ε6
✈✈✈✈✈✈✈✈✈
ε1 + ε2
✈✈✈✈✈✈✈✈✈
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of type D4(a1)
2. By Remark 4.6, the element w˙D2+4 acts on Lie(GE8)/Lie(GD8)
with eigenvalues the 4th roots of unity, each with multiplicity 32. In particular,
by dimension counting, #〈w〉\((E8)w r (D8)w) = 32. The element w has 32 orbits
on E⊥8 , each symmetric of size 4. Thus, since (D8)w = D8 by Remark 4.9, we have
(E8)w = E8. Put E˙
⊥
8 = 〈w〉\E⊥8 .
The group CW (D8)(w) is the kernel of sgnB8, short on
(〈(0 1)〉 × 〈(2 3)〉 × 〈(4 5)〉 × 〈(6 7)〉)⋊ 〈(0 2)(1 3), (2 4)(3 5), (4 6)(5 7)〉.
Since 〈(0 2)(1 3), (2 4)(3 5), (4 6)(5 7)〉 ∼= S3, it has order 210 · 3. By [7, Table 11],
contains a Sylow 2-subgroup of CW (E8)(w). Each square of (0 1), (2 3), (4 5), and
(6 7) acts on E˙⊥8 with 16 orbits, each of size 2; and each product of two different
cycles acts on E˙⊥8 with 8 orbits, each of size 4. The element (0 3)(1 2) (and its
CW (D8)(w)-conjugates (2 5)(3 4) and (4 6)(5 7)) acts on E˙
⊥
8 with 12 orbits of size
2 and 8 orbits of size 1 (namely, those through 12 (±α1 + α3 + 2α4 + 3α5 + 4α6 +
2α7+3α8),
1
2 (±α1+α3+2α4+α5+2α6+α8), 12 (α1± (α3+2α4+α5)−α8), and
1
2 (±α1 + α3 + α4 + 3α5 + 2α6 + 2α7 + α8)). By (4.1) and (4.2), (0 1)2, (0 1)(3 2),
and (0 3)(1 2) act on D˙8 with sign 1. Thus, each of a set of normal generators of
CW (D8)(w), which contains a Sylow 2-subgroup of CW (E8)(w), acts with sign 1 on
E˙8; so every element of CW (E8)(w) acts with sign 1 on E˙8.
The group NW (E8)(〈w〉) is the semi-direct product of CW (E8)(w) and the group
generated by ηD
2+4
,−1 = (1)(2)(5)(7) ∈ W (D8). The element ηD
2+4
,−1 acts on E˙
⊥
8
with 12 orbits of size 2 and 8 orbits of size 1 (namely, those through 12 (±α1+α3+
2α4 + 3α5 + 4α6 + 2α7 + 3α8),
1
2 (±α1 + α3 + 2α4 + 3α5 + 4α6 + 2α7 + α8), and
1
2 (±α1 + α3 + 2α4 + α5 ± α8)). By (4.3), it acts on D˙8 with sign
(−1)4(4−1)(−1−1)/4
(
2 · 2
−1
)4
= 1.
6.4. D8(a3). By Remark 4.10, the element w := wD4+2 = (0 1 2 3)(4 5 6 7) is at-
tached to the admissible diagram
α4
❍❍
❍❍
❍❍
❍❍
❍
α0 α2 α3
✈✈✈✈✈✈✈✈✈
❍❍
❍❍
❍❍
❍❍
❍
α5 α6 α7
ε3 + ε4
✈✈✈✈✈✈✈✈✈
of type D8(a3). By Remark 4.6, the element w˙D4+2 acts on Lie(GE8)/spin(VD8) with
eigenvalues precisely the 8th roots of unity, each with multiplicity 16. In particular,
by dimension counting,
#〈w〉\((E8)w r (D8)w) = 16. The element w has 16 orbits
on E⊥8 , each symmetric of size 8. Thus, since (D8)w = D8 by Remark 4.9, we have
(E8)w = E8. Put E˙
⊥
8 = 〈w〉\E⊥8 .
The group CW (D8)(w) is the kernel of sgnB8, short on
(〈(0 1 2 3)〉 × 〈(4 5 6 7)〉)⋊ 〈(0 4)(1 5)(2 6)(3 7)〉.
It has order 26. By [7, Table 11], it is a Sylow 2-subgroup of CW (E8)(w). The
element (0 1 2 3)
2
(and its conjugate (4 5 6 7)
2
) acts on E˙⊥8 with 4 orbits, each
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of size 4. The element (0 4)(1 5)(2 6)(3 7) acts on E˙⊥n with 6 orbits of size 2,
and 4 orbits of size 1 (namely, those through 12 (α1 ± (α3 + 2α4 + α5) + α8) and
1
2 (α1 + 2α2 + α3 ± (α5 + α8))). By (4.1) and (4.2), they act on D˙8 with sign 1. Of
course, w = (0 1 2 3)(4 5 6 7) acts on E˙8 with sign 1. Thus, each of a set of normal
generators of CW (D8)(w), which is a Sylow 2-subgroup of CW (E8)(w), acts with sign
1 on E˙8; so every element of CW (E8)(w) acts with sign 1 on E˙8.
The group NW (E8)(〈w〉) is the semi-direct product of CW (E8)(w) and 〈ηD4+2 ,3〉 ×〈ηD
4+2
,−3〉. The elements ηD
4+2
,3 = (1 3)(2)(5 7)(6) and ηD
4+2
,−3 = (1)(3)(5)(7) act
on E˙⊥8 with 8 orbits, each of size 2. By (4.3), the element ηD4+2 ,q acts on D˙8 with
sign
(−1)2(2−1)(q−1)/4
(
2 · 4
q
)2
= (−1)(q−1)/2.
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