A series of existing lower bound results for one-tape Turing machines (TM's) is extended to the strongest such model for the computation of functions: one-tape off-line TM's with a write-only output tape. ("Off-line" means: having a two-way input tape.) The following optimal lower bound is shown: Computing the transpose of Boolean ~x~-matrices takes fl(~ 5/2 ) = fl(n 5/4) steps on such TM's. (n = ~2 is the length of the input.)
§1 Introduction
During the last few years one has developed lower bound arguments for a sequence of restricted Turing machines ITM's) of increasing power. Techniques have been devised that allow one to prove optimal superlinear lower bounds on the computation time for several concrete computational problems on one-tape TM's without input tape [2], on one-tape TM's with a one-way input tape ("on-line one-tape TM's") [6, 11] , and finally on one-tape TM's with a two-way input tape {"off-line one-tape TM's"; this is the standard model for the definition of space-complexity classes). For this model one has proved an optimal lower bound of f/(n3/2/(log n) 1/2 ) for the matrix transposition function [7] , and a barely superlinear lower bound of f)(n'log n/loglog n) for a related decision problem [8J.
In this paper we consider the next more powerful type of restricted TM's (for which the preceding lower bound arguments do not suffice): off-line one-tape TM's with V~rritten under partial support by NSF-grant DCR-S504247 ~* This work is based on a part of the first author's Ph.D.-thesis at the University of Illinois at Chicago, Chicago, Illinois, U.S.A.
an additional one-way output tape. Whereas the addition of the output tape obviously makes no difference for solving decision problems, it was already noted in [7] that these machines can do matrix transposition in O(n 5/4) steps (as opposed to f~(n3/2/(tog n) 1/2) steps for the previously considered version without output tape, where the output has to appear on the work tape).
This stronger model is also of some interest from a technical point of view, because it exhibits a feature that is characteristic for TM's with several work tapes (which are so far intractable for lower bound arguments): the extensive use of the work tape as an intermediate storage device. This feature played only a minor role in the analysis of matrix transposition on one-tape off-line TM's without output tape, because one could easily show that any use of the work tape as an intermediate storage device is inefficient for this model. (Once some bits have been written on the work tape, they can be moved later only by time-consuming sweeps of the work tape head: during each sweep only ~ togn bits can be moved, where nis the length of the input. The number of bits that can be moved is ~log n rather than cons)ant since the input tape can be used as a unary counter, thus can store log n bits.*)
In this paper, we prove an optimal lower bound of D(n 5/4) for the transposition of 4, 5, 9] .)
This analysis differs from previous lower bound arguments with Kolmogorov complexity by its emphasis on the time-dimension of the computation: it is not enough to watch which information ever reaches a certain interval on the work tape, rather it is essential to note which information may be present in such an interval at specific time points. In particular, the argument exploits the fact that in certain situations the same information may have to be brought into the same tape area several times (because after is was first brought there, it had to be overwritten to make space for some other information).
Moreover, the Kolmogorov complexity lemmata (Lemma 2 and 5) employ a new trick (from [1]), which allows us to prove optimal lower bounds for matrix tranposition even in the case where the matrix entries are single bits. (The technique of [7] could only handle the case with entries of bitlength ~ log n.)
The following notions and definitions are used in this paper. The definition of Turing machines that we use is standard (see e.g. [3]). A k-tape TM is a TM with k (read/ write) work tapes. The work tape alphabet is assumed to be {O,1,B}. (If larger work tape alphabets F were used, the lower bound in this paper would change by the constant factor t/log(tFI).) The function MATRIX TRANSPOSITION is induced by
