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Abstract-Freeman K-sets form a hierarchy of models of the 
dynamics of neuron populations at the mesoscopic (intermediate) 
level. The topology of connections is modeled by networks of 
excitatory and inhibitory populations of neurons; the dynamics 
is approximated by piecewise Iinearization of nonlinear ordinary 
differential equations (ODE). A simulator for the K-sets of levels 
Ko to K3 was built in Java in order to remedy some of the 
deficiencies found in the simulator available built in MATLAB, 
as defects that cause instabilities in the simulation, the lack 
of flexibility in the parameterization of the K3-set and the 
high computational time required to use the simulator due to 
design and language decisions. Java was chosen because it is 
a popular, multi-platform, object oriented and computationally 
efficient language. The software developed in Java also allows 
easy integration with MATLAB and other environments. An 
application on clustering of social networking data evaluates the 
proposed simulator. 
I. INTRODUCTION 
Freeman K-sets form a hierarchy of neuron populations 
models and correspond to a mesoscopic (intermediate) ap­
proach between the microscopic activity of individual neurons 
and the macroscopic activity of the brain [1], [2]. A hierarchy 
of models is constructed from a basic unit representing a 
population of thousands of neurons, modeled by an ordinary 
differential equation (ODE). From this base unit, networks of 
greater neural complexity are constructed (Fig. 1). 
The name K-set, referring to Katchalsky-set, is a tribute 
to the physicist Aharon Katzir-Katchalsky, who died in the 
massacre at Lod Airport in 1972 and was interested in applying 
the principles of thermodynamics in living beings, particularly 
in the relationship between cell clusters. The K-sets created by 
Freeman, which describe the neurodynamics of the olfactory 
system of mammals, are a direct consequence of Katzir­
Katchalsky work [3]. 
In this paper, the cognitively motivated neural network 
Freeman K3-set was applied as a filter to preprocess data from 
social network datasets, achieving a better clustering perfor­
mance. We combine K3 with a variety of clustering algorithms 
commonly used. A comprehensive evaluation using a number 
of cluster validation measures shows significant improvement 
in the overall performance of the Krbased clustering method 
for social data sets. 
The paper is organized as follows. Section IT presents 
Freeman K-sets, from Ko to K3-set, learning and classification 
in K3-sets. Section III presents the simulator for K-sets built 
in Java. Section IV shows an application of the simulator in 
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Fig. 1. Hierarchy of neural network K models, from Ko to K4. Adapted 
from Ref. [1]. 
social networking data clustering, and Section V concludes the 
paper. 
n. FREEMAN K-SETS 
A. Ko-set: non-interactive model of neuron populations 
Ref. [4] begins the construction of K-sets by the Ko-set that 
models a mass of non-interactive neurons. The topology built 
for Ko system consists of inputs via electrical pulses 10 (t) near 
the Ko analyzed. The electrical pulses arrive at Ko with a delay 
Ta and cause several action potentials Pd (t) in the neuron mass. 
After a brief synaptic delay Te, each activated neuron of the 
set depolarizes, causing changes in the extracellular potential 
ve(t). Ref. [4] noted that, kept some geometric conditions, the 
amplitude of Ve (t) is proportional to the average of the trans­
membrane potential in the sums of neurons in the mass. The 
extracellular potential Ve (t) is the output of the Ko-set. 
The impulse response of a Ko-set is an average of the im­
pulse response of the extracellular potential Ve (t) of individual 
neurons in the mass, and is approximated by the same basis 
function, that describes the mean behavior of a simple neuron 
ve(t) = b-a ' 
{...!!J!... (e-at _ e-bt ) 
0, 
with the Laplace transform 
ab Ve(s) = 
(a + s)(b + s) 
t>O 
t::;O 
and for which the corresponding differential equation is 
(1) 
(2) 
d2v(t) dv(t) 
---;}i2 + (a + b)---;tt + abv(t) 
= aM(t). (3) 
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Fig. 2. K1-set topology with ex citatory feedback connections. Adapted 
from Ref. [4] . 
a and b are temporal constants of biological neuron pop­
ulations obtained empirically, approximated to the biological 
values using regression techniques, to values a = 0.223±0.018 
and b = 0.716 ± 0.089. 
B. K1-set: model of interaction between masses 
The next step for the construction of a hierarchy of 
models of neuron populations is the K1-set. The Kl models 
the simplest form of interesting interaction between neuron 
populations and is constructed by connected Ko excitatory 
units, forming the K1e, or inhibitory, K1i. Typically the Kl is 
constructed with two units of Ko, but a set of K1s of the same 
type connected only by lateral connections still corresponds 
to a Kl network [1]. Fig. 2 shows the resulting topology of 
K1-set modeled by two Ko-sets and connections. 
C. K2-set 
K2-sets are formed by interactive distributions of excitatory 
and inhibitory neurons, which are formed by an interactive 
K1e-set (excitatory) and K1i-set (inhibitory). The K2-set has 
a characteristic frequency in which both the active states of 
K1e and Kli oscillate in response to an input pulse. This 
frequency is seen in the electroencephalogram (EEG) and in 
averaged evoked potential (AEP) as oscillatory components 
and emerges as effect of a periodic input (as breathing) or 
through interactions with other sets, with which the K2 is 
connected in higher levels (K3). The K2 is constructed from 
at least two K1s or four densely connected Kos. The more 
interesting behavior of K2 arises when it is built by K1s or 
Kos with inverse polarities. 
D. K3-set 
While Ko, Kl and K2-sets are related to levels of elec­
trophysiological analysis, K3-set is the lowest level of be­
havioral analysis. At this level, the spatiotemporal patterns 
of activity can be called neural signals and are correlated to 
external stimuli. Scents, for example, are represented by space­
time activity patterns in each set. The hypothesis formulated 
by Ref. [4] is that these neural signals exist by virtue of the 
interaction of population of neurons, forming macrostates in 
neural ensembles at lower levels. The K3 is constructed from a 
number of other networks, with at least three layers formed by 
K2-sets, and has been used successfully in face detection [5]­
[8], robot navigation [9], recognition of spoken digits [10], 
[11], classification of structures in tissues [12], teas [13] and 
text [14], prediction of time series [15], motor imagery [16], 
and clustering [17]. It has also been used successfully for 
EEG classification [18]-[22]. The equation for the K3-set is 
described by 
N 
L [Wij X Q(Vj(t), q)] + Ii(t) 
#i 
(4) 
where Vi is the activation of the i-th neuron population, N is 
the number of populations in the set, I is the incoming external 
stimulus, W is the weight vector representing the connection 
strength between populations i and j, t is the time and Q(.) is 
the wave to pulse mode converting function [23]. The typical 
K3-set is based on olfactory system. 
1) Learning in K3-set: K3 training occurs in a unsupervised 
manner and is done by two processes: the Hebbian learning 
rule which is used to adjust the weights of excitatory con­
nections between Krsets; and a process of habituation, where 
the connection weights are reduced gradually to introduce a 
forgetting process in the network, making it more resistant 
to noise in data. This process occurs in the ex citatory lateral 
connections between the K2 of the third layer (PC) [1]. A third 
learning process consisting of normalization of activity of the 
nodes to maintain stability may also be included, but usually 
this process is restricted to the initial parameterization of the 
model and is not included in the training [18]. 
Habituation is an automatic process that serves to filter 
out confused, ambiguous and unwanted irrelevant stimuli, 
reducing the impact of background noise. The process of 
habituation is implemented by slow and constant decrease 
of the weight. The decay rate of the habituation process is 
chosen to be less than the rate used by the Hebb rule for 
updating weights, so that only the connections that are not 
reinforced by this rate decay [24], which is in accordance 
with the physiological processes, where habituation occurs 
automatically unless revoked by strengthening the connection. 
The habituation process in the Krset is given by 
w=pw (5) 
where p is the decay rate and w is an excitatory lateral 
connection between two Kos. 
In its simpler form, the Hebb hypothesis to learning is 
described as 
(6) 
where 6.wkj is the adjustment applied to the synaptic weight 
of neuron k with the pre-synaptic signal Xj and post-synaptic 
signal Yk and with 'T} be a positive constant that determines the 
rule learning rate [25]. 
In this form, the Hebb rule makes an exponential increasing 
in synaptic weights, which leads to the connection saturation 
and loss of synapse information storage capacity. The covari­
ance hypotheses overcomes this limitation, replacing the pre­
and post-synaptic signals by the differences to their averages 
x and y over a specific time interval [25]: 
(7) 
In K-sets, the Hebb rule is used as a way to modify the 
connections between mesoscopic neuron populations instead 
of individual neurons [24]. 
Since K-models oscillate constantly, the Hebb rule should 
be modified in order to be applied to them. One of the 
employed modifications consists on calculating the average 
activation during a time period T and then calculate the 
standard deviation of the oscillations over T, CY. Considering 
a the average oscillation amplitude of the activation vector if 
and Wpq the bilateral connection weight between the p-th and 
the q-th Ko, the connection is reinforced: 
Wpq = Wpq + 6wpq (8) 
where 
A _ {Ti(CYP - a)(CYq - a), D.Wpq - 0, if CY p > a, CY q > a otherwise. (9) 
Since Hebbian learning works locally in state space, it 
often reinforces the stability of the learned patterns, reinforcing 
memories in particular. 
2) Classification with K3-set: The classification task with 
the K3-set is divided into four phases. Before training, the K3 
model must be parameterized, initializing the synaptic weights 
of the network with the values obtained experimentally [26], 
[27] and assigning small values near zero to activations at each 
Ko-set belonging to the network. 
Then, in training phase, the patterns are presented one 
by one during the active period, usually from 50 to 200 
milliseconds. During the active period, the time series of 
activations, the oscillation pattern, of each unit of the PC layer 
is recorded and its standard deviation is calculated. The output 
then is a standard deviation vector of K2 higher excitatory 
unit of the PC layer. The system enters a period of relaxation 
that lasts 150-300 milliseconds soon after. During this period, 
Hebbian synaptic modifications and the habituation process 
happen [24]. 
The next phase is the labeling. In this phase the patterns 
used during training are again presented to the K3. The output 
vector is then read and stored in a reference table along with 
the class label, in order to record the association between the 
oscillating patterns and the classes of the problem [24]. 
During the test phase, each pattern is presented to the K3 
system. The output vector is then read and compared with 
those stored in the reference table. The most widely used 
algorithm for this comparison task is the k-nearest neighbors 
(KNN) [1], [10], [11] although others such as Fisher's linear 
discriminant analysis has also been used [24]. 
The KNN algorithm assumes that all examples are points in 
n-dimensional space. The nearest neighbors are then defined, 
for example, by the Euclidean distance. Let x any instance de­
scribed by the vector (al (x), a2(x), . . .  , an(x)), where ar(x) 
is the value of the r-th attribute of x, the distance d(Xl,Xj) 
between two instances Xl and Xj is defined by 
n 
d(Xl' Xj) = 2:)ar(xd - ar(Xj))2 (10) 
r=l 
TABLE I. WEIGHTS USED IN K2-SETS OF EACH LAYER OF THE K3-SET. 
Weights of K2-sets 
Layer Wee Wei Wie W2 
I 1.8 1.0 -2.0 -0.8 
2 1.6 1.6 -1.5 -2.0 
3 1.6 1.9 -0.2 -1.0 
TABLE H. STANDARD CONFIGURATION USED AS INITIAL VALUE FOR 
LATERAL WEIGHTS OF THE THREE LAYERS OF K3-SET. 
Lateral weights 
Layer excitatory inhibitory 
I 0.15 -0.10 
2 0.20 -0.20 
3 0.15 -0.10 
With the calculated distances, the class labels of the k 
nearest instances are counted and the winner class (most votes) 
is chosen as the final output of the system [28]. 
Ill. SIMULATOR FOR K-SETS 
A simulator for the K-sets of levels Ko to K3 was built 
in Java in order to remedy some of the deficiencies found 
in the simulator available built in MATLAB [29], as defects 
that cause instabilities in the simulation, the lack of flexibility 
in the parameterization of the K3-set and the high computa­
tional time required to use the simulator due to design and 
language decisions. Java was chosen because it is a popular, 
multi-platform, object oriented and computationally efficient 
language. The software developed in Java also allows easy 
integration with MATLAB and other environments. 
The construction of the K-sets hierarchy follows a pattern 
in which the Kl and Krsets comprise the Ko basic units and 
the connections between them. Each Ko-set keeps a record of 
all connections it receives, with their respective weights and 
delays. K2-sets, in turn, are used to form an intermediate level 
that corresponds to a layer of K2-sets and the K3-set comprises 
a collection of interconnected layers in a specific manner. 
The modular construction of the K3-set allows the flexibility 
to use layers of arbitrary size, which was not previously 
possible, and allows that training and the capture of network 
output occur in any layer. The K3-set built in the simulator 
can be parameterized freely. The configuration used in the 
experiments performed is shown below. The parameters of 
K-sets shown in Tables I, IT, and III were defined by the 
system of global searches performed by Ref. [26], Ref. [27], 
and Ref. [29], with the goal of optimizing observable behavior 
according to the criteria defined in Ref. [30] and Ref. [18]. 
The standard K2-sets configuration of each layer is displayed 
in Table I. 
The weights of lateral connections are initially set to the 
values defined in Table 11. The values in Table 11 are used 
TABLE Ill. 
Origin layer 
I 
I 
2 
2 
3 
3 
CONFIGURATION OF THE CONNECTIONS BETWEEN K3-SET 
LAYERS. 
Connections between layers 
Destination layer Connection type Weight Delay 
2 excitatory to excitatory 0.15 I 
3 excitatory to excitatory 0.60 I 
I excitatory to excitatory 0.05 17 
I excitatory to inhibitory 0.25 25 
I inhibitory to inhibitory -0.05 25 
2 excitatory to inhibitory 0.20 25 
0." 
0.055 
0.05 
0,045 
0.04 
i O.035 
i 
0.03 
0.025 
0.02 
0.015 
0.01 
140 
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Fig. 3. Evolution of lateral weights for a K3-set after 1.000 training cycles. 
for layers with size n = 1. For layers with size n > 1 the 
value used is nv:..1, where w is the corresponding excitatory or 
inhibitory weight. The training in K-sets occurs by adapting 
these weights according to the Hebb rule. Figure 3 shows the 
evolution of the weights in the first layer of size n = 12 for a 
K3-set after 1,000 training examples. 
It is important to note that over-training can cause insta­
bilities in K3-set because of system over-excitation, bringing 
unwanted behaviors and results. Figure 4 illustrates the K3-set 
having its behavior changed due to excess of excitation caused 
by the increase of the weights of the connections. Finally, 
the descriptions of the connections between the three different 
layers of Krsets that comprise the K3-set are presented in 
Table Ill. The connections between layers have, in addition 
to the weight, a time delay. Thus the output in a connection 
destination at time t with time delay z always returns the 
activation value of the source node at time t - z. Connec­
tions are also defined in relation to the connection between 
inhibitory or ex citatory nodes of K2-sets layers. The connection 
can therefore be originated from ex citatory or inhibitory nodes 
of a layer and be received by excitatory or inhibitory nodes of 
the destination layer. 
An activation period of 600 cycles was set to the network 
with 400 cycles for the rest period. The activation period 
should be enough for the occurrence of state transition in 
the K-set and for the stabilization of the network at a new 
attractor. Similarly, the rest period should be large enough 
for the network to return to baseline and stabilize. The built 
simulator was validated through observation and comparison 
of the behavior of the sets with the existing simulator and 
the performance of the built simulator in classification task of 
some selected public data sets. 
IV. ApPLICATION IN SOCIAL NETWORKING DATA 
CLUSTERING 
Massive amounts of data is an important challenge facing 
advanced computational approaches with crucial impact on all 
aspects of society. Plenty of data available in many varieties, 
requires the development of new tools to process and describe 
them in an efficient manner. Data clustering is a key to explore 
and understand the internal data structure. In this paper, we 
applied several clustering methods and investigate how to make 
them more efficient through a cognitive filtering. Clustering 
algorithms divide data in a number of clusters based on 
the relationships between the identified components. Clusters 
consist of the elements of the partitioned data sets, which 
are similar with respect to some particular measure. There 
is no universal clustering algorithm which is optimal in all 
applications, and there is a variety of approaches described in 
the literature. Popular clustering algorithms include exemplar­
based clustering such as affinity propagation [31], hierarchical 
clustering algorithms such as un weighted pair group method 
and agglomerative nesting [32], iterative clustering such as 
k-means [33] and partitioning around medoids [34], divisive 
hierarchical analysis clustering [34], fuzzy c-means [35], [36], 
neural networks-based self-organizing maps [37], density­
based mixture models [38], and radial basis functions based on 
kernel [32], [39]-[42]. The selection of the most appropriate 
clustering method in the context of a particular dataset depends 
on the structural properties of the clusters. 
A. Description of the analyzed data 
The proposed clustering preprocessing tool has been tested 
using social networking data and VCI datasets. Analysis of 
social networks is an important domain where efficient clus­
tering is in high demand. The data used here, from Stan­
ford Large Network Dataset Collection [43], consist of ego­
networks from two major social networking sites: Facebook 
and Google+ [44]. We used two ego-networks from Facebook, 
fb 107 and fb 1684, with 1, 045 and 792 users, respectively. 
From Google+ we used one ego-network with 1, 692 users 
(gplus)' Features in these data sets represent profile information 
encoded as trees. 
Facebook data have features from 26 categories, including 
hometowns, birthdays, gender, school, etc. Google+ data were 
collected in 6 categories, including gender, last name, job 
titles, institutions, universities and residences. A category can 
be, for instance, gender, which has two possible values: male 
and female. Some categories have several values; hometown 
id for instance has one feature for each possible city. Each 
user is described by a binary vector, where the length of this 
binary vector is the total number of values for all categories. 
This results in a high-dimensional vector, with up to 1, 319 
dimensions/features in the considered data. We completed a 
feature selection from this high-dimensional vector using the 
maximum entropy criterion [45]. As a result, 9 features were 
selected for each social dataset. 
These data have been applied as inputs to the clustering al­
gorithms using K3 encoding and also without it. Clustering and 
cluster evaluation have been conducted using an R library [46]. 
The K3 neural network simulator in Java was employed. The 
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Fig. 4. K3-set with modified behavior due to over-excitation from time step 2,000 ms. 
TABLE IY. ApPLIED CLUSTERING ALGORITHMS 
Acronym Name Approach 
AP Affinity Propagation [39] Exemplar-based 
UPGMA Unweighted Pair Group Method Avg [32] Hierarchical 
k-means K-means [47] Iterative 
DIANA Divisive Analysis Clustering [34] Divisive hierarchical 
FCM Fuzzy C-Means [48] Fuzzy 
SOM Self-Organizing Maps [37] Neural networks 
mix Mi xture-model based [38] Density-based 
PAM Partition Around Medoids [34] Iterative 
AGNES Agglomerative Nesting [32] Hierarchical 
RBF Radial Basis Function [32] Kernel-based 
TABLE Y. CLUSTER VALIDATION MEASURES 
kind I Acronym I Name 
ADM Average Distance between Means [49] 
stability FOM Figure Of Merit [49] 
AD Average Distance [49] 
APN Average Proportion of Non-overlap [49] 
CONN Connectivity [50] 
internal I-SILH I - [Silhouette Width] [51] 
I-DUNN I - [Dunn Index] [52] 
DB Davies-Bouldin index [40] 
I-PUR I - [Purity Index] [53] 
external H Entropy [54] 
I-NMt I - [Normalized mutual information Index] [55] 
I-RAND I - [Rand Index] [56] 
developed software is available in a public sitel. 
B. Clustering algorithms 
Clustering algorithms partition data objects into a number 
of clusters. We understand cluster as a set of entities which 
are alike in some respect [32]. There is no universal clustering 
algorithm, and the selection of the most appropriate clustering 
method depends on the properties of the analyzed data [42]. 
The clustering algorithms displayed on Table IV are evaluated. 
I Java K-sets vl.l.O: http://dx.doi.orgllO.5281Izenodo.13680 
C. Cluster validation measures 
Effective evaluation criteria are important to make users 
confident about the clustering results. In order to analyze how 
suitable a clustering algorithm is, we use three kinds of valida­
tion measures: stability, internal, and external validation [32], 
[46], [53]. The stability measures evaluate the consistency 
of a new cluster by comparing it with the clusters already 
obtained. The internal measures consider the dataset only and 
the partition of data to qualify clustering. External criteria 
compare the results of clustering algorithm with a pre-specified 
structure, i.e. external information that is not contained in the 
dataset [53]. Table V presents the cluster validation measures 
considered in the experiments. In order to make comparisons, 
we consider that measures should be minimized for better 
clustering performance. For those that are initially maximized, 
we used the difference from 1. 
Next, we illustrate graphically the behavior of clustering 
in Figures 5 (stability) and 6 (internal validation measures) for 
social dataset fb1684 with 9 features. The external measures 
are not shown since there is no significant effect (positive 
or negative) of K3 on the performance of clustering for this 
kind of measure. Shorter bars represent smaller values, and 
smaller values mean better clustering. There is a significant im­
provement to clustering for most validation measures through 
K3 filtering, indicated by darker bars. Here is the analysis of 
the social dataset fb1684 with 9 features for eleven validation 
measures. 
• 
• 
ADM - Fig. 5(a): the performance through K3 filtering 
is better than otherwise for all algorithms and for every 
number of clusters. 
FOM - Fig. 5(b): K3 improves the performance of 
clustering for all number of clusters and for every 
algorithm. 
• AD - Fig. 5(c): K3 improves the performance of 
clustering for every number of clusters and for all 
algorithms. 
• APN - Fig. 5(d): K3 improves the performance of 
clustering for all number of clusters and for every 
algorithm. 
• CONN - Fig. 6(a): there is an improvement of cluster­
ing through K3 for most number of clusters, indepen­
dently of the algorithm. 
• I-SILH - Fig. 6(b): K3 improves the performance of 
clustering for most numbers of clusters and for most 
algorithms. 
• I-DUNN - Fig. 6(c): K3 does not improve the perfor­
mance of clustering for any number of clusters and 
algorithms. This is the worst internal measure for K3. 
V. CONCLUSION 
The development of a simulator for the K-sets of levels Ko 
to K3 in Java is very important to remedy some of the deficien­
cies found in the simulator available built in MATLAB [29], 
as defects that cause instabilities in the simulation, the lack 
of flexibility in the parameterization of the K3-set and the 
high computational time required to use the simulator due to 
design and language decisions. The software available certainly 
will help to spread the framework of the cognitively-motivated 
K3 neural network. Java was chosen because it is a popular, 
multi-platform, object oriented and computation ally efficient 
language. It also allows easy integration with MATLAB and 
other environments. 
We analyzed various social network datasets and the pro­
posed clustering method achieved better results in conununity 
detection as compared with existing methods in the literature. 
It is necessary further studies to make improvements to K3, 
including optimizing the neural network architecture, employ 
more efficient training, consider different numbers of features, 
etc. It is expected that successful implementation of optimized 
K3 processing could result in cumulative improvement of 
computational efficiency of up to an order of magnitude [17]. 
We believe that the results presented here can serve as a 
promising starting point for the development of more efficient, 
cognitively-motivated clustering approaches. 
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