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Abstract— Robotic and animal mapping systems share many
of the same objectives and challenges, but differ in one key
aspect: where much of the research in robotic mapping has
focused on solving the data association problem, the grid cell
neurons underlying maps in the mammalian brain appear
to intentionally break data association by encoding many
locations with a single grid cell neuron. One potential benefit
of this intentional aliasing is both sub-linear map storage
and computational requirements growth with environment size,
which we demonstrated in a previous proof-of-concept study
that detected and encoded mutually complementary co-prime
pattern frequencies in the visual map data. In this research, we
solve several of the key theoretical and practical limitations of
that prototype model and achieve significantly better sub-linear
storage growth, a factor reduction in storage requirements per
map location, scalability to large datasets on standard compute
equipment and improved robustness to environments with vi-
sually challenging appearance change. These improvements are
achieved through several innovations including a flexible user-
driven choice mechanism for the periodic patterns underlying
the new encoding method, a parallelized chunking technique
that splits the map into sub-sections processed in parallel and
a novel feature selection approach that selects only the image
information most relevant to the encoded temporal patterns. We
evaluate our techniques on two large benchmark datasets with
comparison to the previous state-of-the-art system, as well as
providing detailed analysis of system performance with respect
to parameters such as required precision performance and the
number of cyclic patterns encoded. [1]
I. INTRODUCTION
Recent rapid advances in camera technology, computing
power and application areas in robotics and autonomous
vehicles have resulted in a surge in Visual Place Recognition
research [2], [3], [4], a key enabling component of many
localization and SLAM systems. Much recent research has
focused on the key challenges of deploying these techniques
reliably on mobile robots, drones and autonomous vehicles,
including being robust to varying environmental conditions
and camera viewpoints. Much of the current research has
focused primarily on improving standard metrics such as
precision and recall on benchmark datasets, while storage
and computational requirements, especially with respect to
their scalability, have not been as thoroughly investigated.
As the size of the deployment area for a drone, autonomous
vehicle or mobile robot increases, so too does the stor-
age and compute size if performance is to be maintained:
this increase is typically at least linear with the size of
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Fig. 1. Overview of our sub-linear encoding system. Left: Each frame in the
sequence is represented by a feature vector. The pattern learning mechanism
in our system automatically learns the most relevant information that
represents the multiple periodic patterns detected in the data, which are then
used to train the encoding system. Right: Our new system (blue) achieves
significant improvements in both sub-linear storage scaling and absolute
storage requirements over the previous state-of-the-art method proposed
in [1] (red) while maintaining recognition performance and improving
robustness to changing conditions and customizability to user requirements.
the environment in current approaches. While the absolute
capability of compute and storage technology continues to
improve, efficient algorithmic implementations are always
desirable [5], as they provide the option to encode more or
richer data, perform more extensive computation and deploy
on cheaper, more compact and lower power consumption
computational hardware.
One unorthodox but promising area of inspiration for
efficient visual place recognition algorithms is biology. In
2004 neuroscientists discovered a new type of spatial map-
ping cell called a grid cell [6], which appeared to defy
robotic mapping convention. Each grid cell fired when the
rat was at any one of a near unlimited number of physical
locations at the vertices of a regular tesselating triangular grid
over the environment. Multiple map scales were encoded in
parallel, leading neuroscientists and mathematicians to posit
a range of theories [7], [8] around their function including
noise rejection and efficient computation. One of the first
studies [1] to develop a robot-deployable version of these
theories proposed a novel encoding scheme that mimicked
the deliberate aliasing of place to map associations, demon-
strating for the first time sub-linear map storage growth with
environment size.
In this new research we present a range of novel theoretical
and practical contributions that address the major shortcom-
ings of that prototype study including limited sub-linearity, a
reliance on finding fixed co-prime frequency patterns, limita-
tions in scaling to larger datasets and robustness to changing
environmental conditions. To achieve these improvements,
we make a number of contributions as follows:
• We present a new encoding algorithm that allows the
pattern periods underlying the encoding method to be
chosen arbitrarily, giving the user more flexbility in fine-
ar
X
iv
:1
81
0.
09
66
0v
1 
 [c
s.C
V]
  2
3 O
ct 
20
18
tuning the required performance-storage growth tradeoff
that best matches the application requirements
• To efficiently encode only the image information di-
rectly relevant to the detected period patterns in the data,
we introduce a novel feature selection approach, leading
to a drastic reduction in the absolute amount of storage
required while maintaing or improving on the accuracy
achieved by [1]. This reduction in absolute storage size
also improves the query time response.
• To handle large datasets, we provide a sequence split-
ting scheme that partition the data into multiple sub-
sequences that can be trained in parallel while maintain-
ing sub-linearity storage growth, reducing the training
time while still maintaining overall accuracy perfor-
mance.
• To further improve robustness to changing environmen-
tal conditions, we update the feature front-end with a
just released LostX [9] feature type.
• We present a new GPU and multi-core based
implementation that maximizes usage of current
modern computational hardware, and provide
our implementation as open source code at
https://github.com/intellhave/SublinearEncoding
Together these improvements enable us to train and
benchmark our system on large datasets containing over
80,000 frames with comparison to the previous state-of-
the-art system, achieving significantly improved sub-linear
storage growth and an equivalent reduction in computational
requirements while maintaining accuracy performance.
The rest of the paper proceeds as follows. In Section II, we
review several representation learning and database encoding
schemes that are related to our work. Section III describes
our database sub-linear encoding method, followed by the se-
quence chunking approach to handle large scale datasets. The
experiments and detailed analysis of our proposed method
on different real-world datasets are provided in Section IV.
Finally, in Section V, we discuss possible directions for
future work and conclude the paper.
II. BACKGROUND
In this section, we briefly review some popular techniques
for the task of visual place recognition in SLAM, followed
by the motivations behind our work.
Early methods for visual place recognition rely on the
use of several feature indexing techniques such as bag-of-
words [10], [11] or vocabulary tree [12]. For each frame in
the training database, a set of local features (for instance,
SIFT) are extracted. The collection of all extracted features
are then quantized into visual words [13]. Popular weight-
ing schemes such as “term frequency - inverse document
frequency” (TF-IDF) are used to rank the visual words and
each image is stored in the database as a vector of word
frequencies [11]. The vocabulary tree indexing method [12]
made a slight modification to the quantization process, in
which the local features are quantized hierarchically into a
vocabulary tree. This approach led to an efficient method
with higher accuracy compared to the conventional bag-of-
word approach with faster training and querying time.
In the field of data compression and nearest neighbor
search for media retrieval, variants of the vector quantization
(VQ) approach [13], such as product quantization (PQ) [14],
[15] are often used in many encoding and retrieval applica-
tions. VQ learns a dictionary containing k code-words using
the K-Means [16] clustering algorithm. After the dictionary
is obtained, each input data is represented by its nearest code-
word in the dictionary. Therefore, an input data can be stored
using log2k bits. When the dictionary size k becomes very
large, the use of K-Means with high dimensional data is
very computationally expensive. Therefore, PQ decomposes
the original feature space into many orthogonal sub-spaces
and performs VQ for each individual subspace. Different
methods have also been proposed based on PQ [15], [17],
[18] for image and media retrieval.
Learning binary representation [19], [20] is also a popular
approach for image retrieval. Instead of using code-word
index as proposed by VQ technique, each input data point
is embedded into a compact binary domain. The nearest
distance between two vectors in the original space can be
efficiently using the Hamming distance in the binary space.
Different deep-learning based binary hashing techniques
have been proposed [21], [22], [23]
Among a large body of work on media retrieval, there has
been relatively little attention on the problem of sub-linear
storage scaling of the encoded data. This work is developed
based on the initial approach proposed in [1], which proposes
a database encoding algorithm that achieved sub-linear scale
by detecting and encoding co-prime period patterns in the
underlying map data.
III. APPROACH
Here we describe our new data encoding approach for vi-
sual place recognition. As previously mentioned, our method
encodes a dataset in such a way that the storage required
for the compressed data scales sub-linearly with respect to
the growth of the training data. In addition, by utilizing
current state-of-the-art results on visual place recognition
under changing conditions, our proposed method is able to
handle localization tasks where the query scenes undergo
day/night or seasonal changes, as will be shown in our
experiments. The efficiency in our algorithm is achieved by a
new database encoding scheme based on repeated patterns,
and a feature selection strategy that only learns the most
distinctive information for a specific pattern based on a pre-
defined cycle assignment, which will be explained in more
detail in the following sections.
A. Database encoding with repeated patterns
Inspired by the work of Yu et al [1] and recent research
on navigation neurons in the brain of mammals [24], the
method proposed in this work also takes advantage of
multiple repeated visual patterns for the task of visual place
recognition. For completeness, Fig. 2 (which is reproduced
from [1]) shows a simple illustration of location identification
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Fig. 2. Illustration of place recognition using cyclic patterns.
Fig. 3. Example of label assignments to train the phase encoders for N = 12
frames, encoded by 3 cyclic patterns with cycle lengths of τ1 = 2, τ2 = 2
and τ3 = 3 .
using two cyclic patterns: trees and buildings. The first cyclic
pattern (tree) has cycle length of τ1 = 4, while the second
pattern (building) repeats after every τ2 = 3 frames. These
cyclic patterns allow a database with N = 12 frames to be
encoded. During the training process, each cyclic pattern is
associated with a phase encoder, which is trained to learn the
templates corresponding to the phases in that particular cycle.
After the phase encoders are successfully trained, given a
new scene, its location with respect to the training dataset
can be uniquely identified based on the phases decoded from
the phase encoders (as illustrated in Fig. 2).
The approach mentioned above has been employed in
the work of [1]. However, as the phase labels are assigned
sequentially for all k cyclic visual patterns, [1] requires the
cycle lengths τ1, . . . ,τk to be co-primes, and τ1τ2 . . .τk ≥ N
(where N is the number of training frames) in order for a
scene to be uniquely identified. As the value of N grows,
the large gaps between co-prime numbers can result in
unnecessary storage as the product τ1τ2 . . .τk can be much
greater than N. We address this issue in this work by
proposing a new database learning scheme such that the
cycle lengths are not required to be co-primes. This gives
us more flexibility in selecting the desired hyper parameters
that minimize the amount of storage required.
Fig. 3 shows an example of how the labels are assigned
to train our phase encoders for 3 cyclic patterns with cycle
length of τ1 = 2, τ2 = 2 and τ3 = 3, respectively. For brevity,
we assume that τ1, . . . ,τk are chosen such that N = τ1τ2 . . .τk.
Observe from Fig. 3 that the labels for the phase encoders
are assigned in a hierarchical manner. Particularly, the input
data are partitioned into τ1 groups, labelled from 1 to τ1
(second row in Fig. 3). Each group in the first pattern are
then further divided into τ2 groups, which are then labelled
from 1 to τ2. This process of partitioning and labelling is
continued recursively for all k cyclic patterns.
By employing this hierarchical scheme of assigning the
labels to the phase encoders, the cycle lengths τ1, . . . ,τk are
not required to be co-primes. In fact, it can be seen from
Fig. 3 that, for each scene si, the labels li1, . . . , l
i
k of the
phase encoders form an element of the k−permutation of
{1, . . . , τˆ}, where τˆ = max(τ1, . . . ,τk). Therefore, it can be
assured that each scene in the database can be uniquely iden-
tified by the set of phase encoder labels li1, . . . , l
i
k. Formally
...
Fig. 4. Example of a frame sequence with two cyclic patterns: tree and
building, where trees only appear at the top-left corner of the scenes, while
buildings only appear at the bottom-right corner of the frames.
... ... ...
Fig. 5. Illustration of pattern learning. Pattern learning selects the regions
of the images such that regions containing the same template are grouped
together.
the index i of a scene can be computed from l1, . . . , lk as
i = (li1−1)
N
τ1
+(li2−1)
N
τ1τ2
+ · · ·+(lik−1−1)
N
τ1τ2 . . .τk
+ lik.
(1)
After all the phase encoders have been trained, to localize
a new scene sˆ, it is passed into all k phase encoders to obtain
the set of phase prediction lˆ1, . . . , lˆk. Then, the index of the
query scene with respect to the training dataset is computed
using (1). As the index can be computed directly, our query
time is also faster than [1], as [1] requires an addition step of
set intersection for index computation. Due to the sub-linear
storage requirement, similar to [1], we also choose our phase
encoders to be linear SVMs.
B. Pattern learning
In addition to the new phase encoding scheme as discussed
in the previous section, a key improvement of our work com-
pared to [1] lies in our ability to explicitly learn the patterns
from the training data. This pattern learning mechanism is
developed based on the observation that, for a specific pat-
tern, only a small region of the image contains the object. See
Fig. 4 for an illustration of a frame sequence with two cyclic
patterns, in which the objects of the first pattern (trees) only
appear at the top-left corner of the images, while the objects
representing the second pattern (buildings) only appear at the
bottom-right corner. By explicitly extracting only the regions
containing the objects that represent the cyclic patterns to
train the encoders, our method can significantly reduce the
absolute amount of storage required, while the accuracy of
the pattern phase encoders can be improved, as redundant
information is eliminated during the training process.
The mechanism of learning the cyclic patterns is illustrated
in Fig. 5. Intuitively, the learning of a cyclic pattern can
be considered as learning to extract regions in the frame
sequence such that regions containing the same object (the
same phase in the cycle) are grouped together. An example
is shown in Fig. 5, where the regions containing the trees
...
Fig. 6. Illustration of pattern learning by selecting a subset of d′ columns
in S to form a new matrix S′ such that the sum of the within-group distances
are minimized.
(red/blue dashed rectangles) are automatically learnt such
that regions containing the same type of tree (the same phase
of the cycle) belong to the same group. The same process
applies to the regions containing the buildings.
Let us denote the set of training data {s1, . . . ,sN} – each
scene si is represented by a d-dimensional vector – by the
matrix S ∈ RN×d with N rows and d columns, where each
row of S contains one training scene of the dataset. Assume
that the phase labels for each cyclic pattern are assigned as
described in Sec. III-A. Generally speaking, for each cyclic
pattern, the learning of the regions as described in Fig. 5
can be considered as selecting a subset of d′ columns in S
(d′ ≤ d) to form a new matrix S′ ∈RN×d′ . This is illustrated
in Fig. 6, in which the colored part of the matrix S represent
the columns that need to be extracted to form the matrix S′
such that rows assigned with the same phase label (having
the same color) are grouped together. In this work, the value
of d′ is a hyper parameter that is set during the training of
the model. The choice of d′ affects the storage required for
encoding (larger values of d′ require more storage). Note that
for k cyclic patterns, k different S′ matrices are learnt.
The task of selecting the matrix S′ can be done by learning
a weight vector w, where w has d elements. The value wi
(1 ≤ i ≤ d) represents the contribution of the i-th column
into determining the pattern. Specifically, for each column
of S, the larger the weight value wi, the more significant
it is in representing the templates of the cyclic pattern.
Therefore, after the vector w is learnt, we select d′ columns
with the largest weights. As rows containing the same phase
assignment must be in the same group, we would like to
select S′ such that the sum of the within-group distances
of the training data is minimized. Mathematically speaking,
given the cycle length τ , and the label assignments l1, . . . , lN ,
the weight vector w is learnt by solving the following
optimization problem
min
w
τ
∑
i=1
d
∑
j=1
∑
p,q∈Sˆi
w j(p j−q j)2
subject to w21 + · · ·+w2d ≤ 1
|w1|+ · · ·+ |wd | ≤ γ, w j ≥ 0 ∀ j
(2)
where the set Sˆi contains the data points having the same
label i, i.e., Sˆi = {s j ∈ S|l j = i}, and γ is a tuning parameter,
which is chosen in the range of (0.1, 100) in our experiments.
Intuitively, by minimizing (2), one is looking for a vector
w that minimizes the sum of the within-group squared
distances, which is illustrated in Fig. 6.
Our pattern learning technique is inspired by the class
of feature selection methods that are commonly used for
K-Means clustering [25]. In our work, however, instead of
applying K-Means, we assume that the scenes having the
same phase labels are already clutered into the same group.
Our task is to learn the weight vector w that minimizes the
within cluster sum of squares.
Similar to [25], in order to solve (2), we can maximize
the between-cluster sum of squares (BCSS), which can be
written as
max
w
d
∑
j=1
w j
 1
N ∑p,q∈S
(p j−q j)2−
τ
∑
i=1
1
|Sˆi| ∑p,q∈Sˆi
(p j−q j)2

s.t. w21 + · · ·+w2d ≤ 1
|w1|+ · · ·+ |wd | ≤ γ, w j ≥ 0 ∀ j
(3)
The solution to the problem (3) can be computed using soft-
thresholding, as described in [25, Proposition 1].
C. Encoding storage analysis
In this section, we analyze the main storage required for
our encoder. As described in Sec. III-A and Sec. III-B, the
following storage is required by our encoding algorithm:
• Phase encoders: For a phase encoder with cycle period
of τ , as we train our phase encoders using linear SVM
as in [1], we need to store τ set of parameters, where
each set contains d′+1 real numbers (d′ numbers rep-
resenting the hyperplane and 1 value for the bias). Here,
d′ is the length of the vector representing the templates
of the cyclic patterns. The value of d′ is specified
during template learning, as described in Sec. III-B.
Note that by chosing d′  d, the storage required by
phase encoders in our algorithm is much less than the
amount of storage required by [1], while the precision is
maintained. In our experiments, the value of d is chosen
to be d′ = ρd, where ρ ranges from 40% to 60%.
• Feature selection for pattern learning: As described
in Sec. III-B, from the d-dimensional feature vectors
stored in the matrix S ∈ RN×d , for each cyclic pattern,
we need to select d′ column of S to train the phase
encoder. After learning the weight vector w, the indexes
of the selected columns can be encoded using a binary
vector containing d bits, where d′ bits corresponding to
d′ are set to 1, while the remaining bits are all zeros.
In summary, with k cyclic patterns with cycle periods of
τ1, . . . ,τk, the total storage required (in bytes) can be calcu-
lated as
8(d′+1)(τ1 + · · ·+ τk)+ k d8 (bytes) (4)
Here we assume that each real number is stored using 64 bits
(8 bytes). The same computation can be applied for systems
that use 32 bits (4 bytes).
D. Sequence chunking for large scale datasets
In the previous sections, we have described our method for
encoding a dataset using repeated cyclic patterns. In practice,
however, the traversal of a robot or a vehicle may comprise
different types of environments that contain totally different
cyclic patterns. For instance, when a car enters a tunnel,
the templates containing trees and buildings are no longer
available. Instead, the localization may depend on the cycles
of the landmarks on the wall of the tunnel or on the road. In
such scenarios, the use of only one phase encoder that encode
all the templates belonging to different patterns, e.g., trees
and wall landmarks, may degrade the overall performance as
different classes are assigned with the same label during the
training of the encoders. To address this issue, we propose
Chunk 
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Fig. 7. Illustration of the chunking process for a dataset with 3 different
chunks. Each chunk is encoded separately using the method described in
Sec. III-A and Sec. III-B
a dataset partition strategy which enables our algorithm to
work with large scale datasets. Fig. 7 illustrates an example
of our chunking process where a dataset is partitioned into
three data chunks. By segmenting the whole sequence into
different parts, different environments containing different
types of cyclic patterns can be encoded separately using the
method described in the previous sections. In Fig. 7, three
different chunks are shown in three different colors, and each
individual chunk is encoded using a separate chunk encoder.
Since the whole dataset is split into multiple data chunks
that are encoded separately, in order to identify which chunk
encoder to use, we introduce the segment classifier (or
chunk classifier, which is also shown in Fig. 7). This chunk
classifier learns from all the input data to identify which
chunk a scene belongs to. Similar to the phase encoders, we
also use linear SVM to train the chunk classifier, where the
label for each frame is the index of the chunk to which it
belongs. The same pattern learning approach as described in
Sec. III-B can also be applied to reduce the dimensionality
and the required storage for the chunk classifier.
To localize a new frame, it is first passed into the chunk
classifier to identify the data chunk containing the frame. Af-
ter the chunk index is known, that particular chunk encoder
can be used for precise localization.
Note that with the introduction of data chunking, besides
the storage required for the chunk encoders, which can be
computed as described in Sec. III-C, we also need to store
the parameters for the chunk classifier. The additional storage
for the chunk classifier is
8C(d˜ +1)+
d
8
(bytes), (5)
where C is the number of chunks that the dataset is parti-
tioned into and d˜ is the length of the feature vectors extracted
from the original data to train the chunk encoder. Note
that since the number of chunks do not scale linearly with
the number of training scenes, this chunking scheme still
maintain the sub-linear growth of the encoding storage.
IV. EXPERIMENTS AND RESULTS
In this section, we describe our experimental setup and
the results of testing our algorithm on different real-world
datasets. By running our encoding algorithm on different
training sizes, we show that the algorithm can achieve sub-
linear storage growth as the size of the training dataset
increases. We also compare our algorithm with the work
of [1] to demonstrate that our algorithm is able to provide
better performance in terms of accuracy while requiring less
storage. Additionally, we evaluate the performance of our
algorithm and its new chunking capability on very large
datasets.
As the main focus of our work is to develop an encoding
algorithm with sub-linear growth, we compare our work
with [1], as this is the only work in the literature that
can achieve this storage growth requirement. Although other
encoding techniques such as [14], [26] can also be used
for visual place recognition, the storage required by those
methods must scale at least linearly with respect to the
training storage.
Our algorithm is implemented in Python and tested on an
Ubuntu machine with 32GB of RAM at 4.2GHz.
A. Dataset and Pre-processing
Two commonly used datasets are selected to evaluate the
performance of our algorithm:
1) Aerial Brisbane Dataset: This dataset contains images
captured from NearMaps1 covering the Brisbane region in
Queensland, Australia. From the original snapshot with the
size of 7562 × 6562, where each pixel represents an actual
geographic area of 4.777 × 4.777 square meters, it is
segmented in to 224× 224 frames with 112-pixel strides,
resulting in 3075 frames per dataset. Different snapshots
were collected to evaluate the performance of the algorithm
under varying visual environments. In our experiments, we
combine 4 different snapshots for training and 4 other
different snapshots for testing, resulting in a training dataset
and a testing dataset, each containing 12300 frames.
2) Nordland Train Dataset: This dataset2 is collected
from a front-facing camera installed at the front of a train
running for 10 hours. Four video sequences are collected
through four seasons of the year: fall, summer, spring and
winter. This is a large scale dataset that has been used exten-
sively throughout multiple works on visual place recognition,
which provides challenging visual changes of the frames.
Each video sequence contains more than 890,000 frames. To
evaluate the performance of the algorithms with medium and
large-scale datasets, we sampled 8,900 frames and 89,000
frames to create two datasets: Nordland-8K and Nordland-
80K respectively.
Our encoding algorithm can be used on top of different
state-of-the-art feature extractors for visual place recognition.
In this work, we use LoST [9] to generate features for the
1https://www.nearmap.com.au/
2https://nrkbeta.no/2013/01/15/nordlandsbanen-minute-by-minute-
season-by-season/
training and testing datasets. All the images are fed into the
pre-trained network provided by the authors3 to obtain the
LostX features that represent the images, where each image
is represented by a vector of 8192 dimensions. The data is
then normalized, which are then used to train and test our
model. For experiments where testing data is identical to
the training data, we also conduct PCA to reduce the data
dimensions to 5000 in order to reduce training and testing
time.
The storage required of training datasets reported in our
experiments are computed based on the number of frames
(N) and the length of the the feature vector (d) that represents
an image. The encoding storage is computed as described in
Sec. III-C. We assume that each real number in the descriptor
vector is stored using 64 bits (8 bytes). Values of storage size
for all the experiments are reported in megabytes (MB). We
used the latest version of LIBLINEAR [27] to implement
our phase encoders, which allows the training process to be
conducted on multiple cores.
B. Sub-linear scale analysis
The aim of this experiment is to evaluate whether our
encoding algorithm is able to achieve sub-linear growth of
the encoding storage as the number of scenes in the training
dataset increases, while maintaining the same prediction pre-
cision. As with the original study [1], we conduct two sets of
experiments: a diagnostic set of experiments when the testing
and training datasets are identical, and experiments where
the test datasets exhibit the challenging appearance changes
caused by varying time of day and weather conditions.
1) Experiments with identical testing and training
datasets: To simulate the increase in size of training data,
we repeatedly sample N frames from the Nordland Fall and
Brisbane dataset, with N increases from 100 to around 10K
frames. For each value of N, we run our encoding algorithm
and record the smallest encoding storage required to maintain
the same precision. The parameters are chosen such that the
methods achieve the prediction precision of 90% and 80%.
Fig. 8. Scale of storage required as the size of the training dataset increases
for Nordland Fall dataset (top) and Brisbane dataset (bottom) when the
testing dataset is identical to the training dataset to maintain the same
precision of 99% (left) and 80% (right).
Fig. 8 plots the storage required versus training size,
where the testing data is identical to the training data for
3https://github.com/oravus/lostX
TABLE I
FITTING VALUES OF a FOR THE FUNCTION y = xa (WITH a < 1).
Train Test Precision Values of aOurs [1] Ours [1]
Nordland Fall Nordland Fall 99% 99% 0.4814 0.6119
Nordland Fall Nordland Fall 80% 80% 0.3175 0.4117
Brisbane 1 Brisbane 1 99% 99% 0.3505 0.4433
Brisbane 1 Brisbane 1 80% 80% 0.3026 0.3946
Nordland Fall Nordland Summer 50% 30% 0.6481 0.7133
Brisbane 1 Brisbane 2 60% 50% 0.6479 0.7173
0 100000 200000 300000 400000
Database size (MB)
0
2000
4000
6000
8000
10000
12000
En
co
de
d 
si
ze
 (M
B)
Ours (Precision = 50%)
Fitting with y = x^0.6481
Yu et al [1] (Precision = 30%)
Fitting with y = x^0.7133
Fig. 9. Scale of storage required as the size of training dataset increases
for when the testing dataset is different from the training dataset. Left:
Brisbane with precision of 60% (our method) and 50% (method of [1]).
Right: Nordland with precision of 50% (our method) and 30% (method
of [1]). Our method achieves higher precision, while the amount of storage
required is much less than [1]. The precision is measure with tolerance of
5 frames.
Nordland and Brisbane dataset, respectively. As can be seen
from this figure, the amount of storage required by our
algorithm is significantly less than that of [1], while the same
prediction precision is maintained. This is achieved by our
effective pattern learning algorithm, as redundant information
about the cyclic patterns are removed, and the remaining
information is still sufficient to train the phase encoders such
that the templates of the cycle are precisely classified.
To investigate the characteristics of the sub-linearity, we
perform a curve fitting (using MATLAB’s curve fitting
toolbox) to the set of data points on the graphs with the
sub-linear function y = xa (with a < 1), where y represents
the storage size and x represents the database size. Table. I
summarizes the value of a with different experiment settings.
Note that the a values of our method is smaller than that
of [1], as our method requires less storage. Also, as the
required precision reduces, the value of a is also reduced.
This shows the trade-off between the storage size and the
localization accuracy. Our method enables the user to easily
adjust the storage required based on the specific applications,
an improvement over the rigid co-prime requirements of the
original approach [1].
2) Experiments with visually changing testing datasets:
We also evaluate the sub-linearity growth of the required
storage to maintain the same localization precision under
different testing conditions. The same experiment as in the
previous section is repeated, but the testing dataset is visually
different to the training dataset due to weather and time-of-
day changes.
Fig. 9 shows experimental results for the Nordland dataset
and Brisbane dataset. For Nordland, the models were trained
on Nordland Fall dataset and tested on the Nordland Summer
dataset with the same sequence of frames. With this challeng-
ing dataset, our method is able to achieve a precision of 50%,
while the method of [1] can only achieve a precision of 30%
and requires a much higher amount of encoding storage. For
Brisbane, our method achieves the precision of 60%, superior
to the precision of 50% achieved by the original method [1].
Note that our new method is also able to obtain a higher
precision with significantly less storage compared to [1].
C. Training and Testing time
With the new encoding scheme, we can achieve not only
lower storage, but also faster training and querying time. In
Table II, we show the average training and testing time for
different values of N (database size). Note that the parameters
for these experiments are chosen so that the two methods
provide the same localization precision. Both methods are
implemented with the same SVM library (LIBLINEAR). As
can be seen from Table II, our method achieves faster training
and testing time compared to [1]. This is the result of our
pattern learning approach, which allows the phase encoder
to be trained with much less data compared to [1]. Also, due
to the new phase label assignment scheme, the query time
is significantly faster as our method do not require the set
intersection computation as proposed by [1].
TABLE II
COMPARISON OF TRAINING AND TESTING TIME FOR DIFFERENT VALUES
OF DATASET SIZE BETWEEN OUR METHOD AND [1]
N Training Time (s) Query Time (s)Ours Yu et al. [1] Ours Yu et al. [1]
1000 9.83 22.14 2.79 6.11
2107 78.71 106.54 8.40 13.28
4288 187.74 406.76 17.01 26.49
5183 282.91 485.51 21.36 32.82
6000 346.28 600.95 23.12 38.36
D. Performance analysis with varying number of patterns
As the main mechanism behind our encoding algorithm
relies on the use of cyclic patterns, we investigate in this
experiment how the choice of the number of cyclic patterns
affects the performance of our algorithm. The method of [1]
is also put into comparison.
1) Experiments with identical testing and training
datasets: We used 8000 frames from the Nordland Summer
dataset and run our encoding algorithm where the number of
cyclic patterns changes from k = 2 to k = 5 and record the
localization precision. For each value of k, the cycle lengths
are chosen to be approximately k
√
N and the same values of
cycle lengths are used for both our method and the method
of [1]. The results are shown in Fig. 10. When the number
of patterns increases, our method can achieve relatively good
performance compared to the method of [1]. Note that the
localization precision of [1] drops substantially as the number
of patterns increases.
2) Experiments with visually changing datasets: The
same experiment as in Sec. IV-D.1 is repeated where we
used 1000 frames of Nordland Fall to train our model, and
tested on 1000 frames of Nordland Summer dataset (with
the same sequence order). For Brisbane, we trained on 1000
frames of Brisbane 1 and tested on 1000 other frames of
Brisbane 2. The results are shown inf Fig. 11. Similar to
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Fig. 10. Localization precision under different number of cyclic patterns
for Brisbane and Nordland Summer dataset when testing dataset is identical
to training dataset. Our method is able to maintain good precision, while
the precision achieved by [1] drops substantially as the number of pattern
increases.
Fig. 10, throughout different values of cyclic patterns, the
precision is maintained better by our method, while the
performance of [1] degrades drastically with the increase of
pattern number.
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Fig. 11. Localization precision under different number of cyclic patterns for
Brisbane and Nordland dataset when testing dataset is different from training
dataset. Our method is able to maintain good precision, while the precision
achieved by [1] drops substantially as the number of pattern increases.
E. Sequence chunking for large scale dataset
In this section, we benchmark the performance of our
sequence chunking strategy described in Sec. III-D and show
that our approach is able to work with large scale datasets
that contain up to approximately 90,000 frames.
For each season in the Nordland dataset (Fall, Summer,
Winter, Spring), we sub-sampled 89,000 frames. The frames
from the Fall season are used to train the model. The input
frames are partitioned into 10 chunks, each chunk contains
8900 frames. These 10 chunks are trained separately using 10
chunk encoders. The trained model is then tested with frames
from the remaining seasons. Fig. 12 plots the precision when
tested on different datasets over increasing frame tollerance.
As can be seen, with this large dataset and the chunking
approach, we get very high precision (95%) when we test
the model on Nordland Fall dataset (which is identical the
the training dataset). When tested with other datasets, we
get relatively good performance. When the frame tolerance
is allowed to be 25 frames (which is reasonable in practice),
our system can achieve the precision of 60% when tested on
Summer (slight condition change). With Spring and Winter,
the precision drops, as the scenes undergo larger changes.
V. DISCUSSION AND FUTURE WORK
We have presented a novel encoding method for visual
place recognition, where the storage required scales sub-
linearly with respect to the size of the training data. A new
pattern learning technique is embedded into our framework,
enabling our method to encode only the visual data directly
relevant to the encoded periodic patterns, leading to a factor
reduction in absolute storage requirements compared to the
previous work [1] while maintaining localization perfor-
mance. In addition, we also introduced a new sequence
Fig. 12. Localization results for Nordland dataset with 89,000 frames. The
model is trained on Nordland Fall dataset.
chunking approach that enables us to process very large scale
datasets (up to 89,000 frames). We have empirically shown
that our method achieves a better sub-linear compression
ratio than [1] while also improving the querying time du-
ration. The approach also exhibits improved robustness to
varying environmental conditions through these changes and
incorporation of a recently introduced feature LostX.
There are several promising avenues for future research.
The chunking approach presented here is not necessarily
limited to a single scale: it may be possible to perform
chunking at several scales in a hierarchy, enabling further
scalability: the key challenge here will be whether the chunk
recognition schemes can still work reliably in a hierarchy.
Another potential improvement could be achieved by replac-
ing the linear pattern recognition and phase-encoding SVMs
with deep neural networks using an end-to-end training
framework: a further reduction in storage requirements would
result if the deep net can learn a better representation for the
phase encoders. Finally, our approach is generally agnostic
of the application domain and can potentially be applied in
other domains such as voice recognition and natural language
processing to develop efficient encoding algorithms: further
research in these additional domains will shed more light
on the key relationship between the characteristics of the
domain data and the sub-linear storage performance that is
achieved.
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