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The observation of quantum oscillations in topological Kondo insulators SmB6 and YbB12 is a
recent puzzling experimental discovery. Quantum oscillations observed in the resistivity and the
magnetization are usually explained by the existence of the Fermi surface. However, Kondo insu-
lators do not have a Fermi surface and thus should not show quantum oscillations. By performing
dynamical mean field calculations for topologically nontrivial Kondo insulators in a magnetic field,
we analyze the effect of correlations on the emergence of quantum oscillations in narrow-gap topo-
logical Kondo insulators and demonstrate that the interplay between correlations and nonlocal
hybridization, ubiquitously occurring in topological Kondo insulators, can lead to observable quan-
tum oscillations without the necessity of a Fermi surface. Particularly, we show that correlations
make it easier to observe quantum oscillations in the magnetization and the resistivity of the bulk
material. The fundamental mechanism for these quantum oscillations is a combination of correlation
effects and Landau levels coming very close to the Fermi energy. We furthermore demonstrate that
quantum oscillations in a three-dimensional system can be understood by analyzing the physics on
the two-dimensional planes in the momentum space for which the hybridization in direction of the
magnetic field vanishes. We believe that this scenario is relevant to understanding the observation
of quantum oscillations in the magnetic torque for SmB6 as well as oscillations in the resistivity and
the magnetic torque of YbB12.
PACS numbers: 71.27.+a; 71.70.Di ; 71.18.+y
I. INTRODUCTION
One of the most puzzling recent experimental discov-
eries in condensed matter physics is the observation of
quantum oscillations in insulating materials SmB6 and
YbB12
1–5. While firstly these oscillations have been at-
tributed to metallic surface states6, there is also strong
evidence that they arise from the bulk1–5,7. Both mate-
rials are strongly correlated f electron systems for which
a gap develops because of a hybridization between con-
duction (c) electrons and strongly correlated f electrons,
and thus a large resistivity at low temperatures can be
measured8,9. Surprisingly, quantum oscillations in strong
magnetic fields have been observed in SmB6 in the mag-
netic torque1 and in YbB12 in the resistivity and the
magnetic torque2. These measurements contradict our
understanding of quantum oscillations, which is rooted
in the existence of a Fermi surface; electron bands, which
create the Fermi surface, form Landau levels in a mag-
netic field. When the magnetic field strength is changed,
the energies of these Landau levels change, leading to
an oscillatory behavior in most of the observable quan-
tities. However, insulating materials such as SmB6 and
YbB12 do not possess a Fermi surface, thus there are
no electrons, which can form Landau levels, close to the
Fermi energy. Because of this discovery, different theo-
ries have been used to explain these observations: quan-
tum oscillations might be observed under special condi-
tions, if the gap is very small10–16. Other theories explain
these quantum oscillations by composite-excitons17,18 or
Majorana-fermions19, which form a Fermi surface. How-
ever, the existence of fermionic charge-neutral excita-
tions is highly controversial.20 Furthermore, it has been
pointed out that quantum oscillations can be understood
using non-hermitian properties of the material21. Be-
sides these works, in a study for narrow-gap topological
insulators, Zhang et al.22 have shown in a noninteracting
continuum model that the gap of a topological insulator
closes at a critical magnetic field, which has been fur-
ther analyzed in other works.23 They have shown that
this gap closing is accompanied by oscillatory behavior
in observable quantities. In this way, there are a variety
of theories based on different assumptions, which might
explain these quantum oscillations. However, a conclu-
sive answer has not been found yet, although this prob-
lem is of uttermost importance: Quantum oscillations
are viewed as an accurate method for the experimental
determination of the Fermi surface of materials, and the
measurement of quantum oscillations in an insulator con-
tradict the existing theories.
The only examples of insulating material showing
quantum oscillations in magnetic fields are SmB6 and
YbB12, which are both good candidates for topological
Kondo insulators.24–31 Thus, it is natural to ask, whether
nontrivial topology, strong correlations, or a combination
of both is essential to observe quantum oscillations in in-
sulating materials.
We here answer this question by analyzing correla-
tion effects on quantum oscillations appearing in the
bulk of a two-dimensional (2D) topological Kondo in-
sulator. (i) We confirm in our work that the gap clos-
ing due to a momentum-dependent hybridization as de-
scribed by Zhang et al.22 for a noninteracting contin-
uum model exists in strongly correlated lattice models.
Such a momentum-dependent hybridization is ubiqui-
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2tously found in topological Kondo insulators. (ii) We
show that not only the gap-width is reduced by the renor-
malization of the band structure, but also the slope of the
gap-closing with increasing magnetic field strength de-
creases. Thus, the critical field strength, where the gap
closes and the insulator changes into a metal, is nearly
unchanged. (iii) We demonstrate that the amplitude of
the quantum oscillations is enhanced by correlations due
to the finite life-time of quasi-particles. We believe that
this together with the renormalization of the band struc-
ture is an important fact for the experimental detection
and might explain why quantum oscillations in insulat-
ing materials have been so far only observed in strongly
interacting topological materials. (iv) Finally, we demon-
strate that the quantum oscillations occurring in the bulk
of a three-dimensional (3D) system are determined by the
momenta where the hybridization in the direction of the
magnetic field vanishes, and that the physics at the Fermi
energy of the 3D bulk is essentially the same as in 2D.
This validates the relevance of our study to 3D materials
such as SmB6 and YbB12.
The rest of this paper is organized as follows: In the
next section, Sec. II, we introduce the model and meth-
ods used to analyze the quantum oscillations in a topo-
logical Kondo insulator. This is followed by a section
about the gap closing in the noninteracting model, Sec.
III. The main results are shown in Sec. IV, where we an-
alyze quantum oscillations due to the interplay of strong
correlations and nontrivial topology. In Sec. V, we show
results for a 3D model and explain the relation and rel-
evance of the 2D model to 3D systems. Finally, in Sec.
VI, we discuss the obtained results and the relevance for
SmB6 as well as for YbB12 and conclude the paper.
II. MODEL AND METHOD
A. Model
Because both materials, SmB6 and YbB12, have dif-
ferent band structures, we believe that the details of the
band structure may not play a major role for explaining
these quantum oscillations. To obtain generic properties,
we thus study a model of a two-dimensional topological
Kondo insulator which captures the essence of the inter-
play between correlations and nontrivial topology.
Our model includes one f -electron- and one c-electron-
band, which hybridize via a nonlocal hybridization. This
results in a topologically nontrivial gap at the Fermi en-
ergy. We furthermore include a strong local Coulomb
interaction in the f -electron band. The model is thus a
periodic Anderson model with a momentum dependent
hybridization, and can be written as
H =
∑
~k,σ
(
c~kc
†
~k,σ
c~k,σ + 
f
~k
f†~k,σf~k,σ
)
+
∑
i
Uf†i,↑fi,↑f
†
i,↓fi,↓ +
∑
i,σ
(
µff
†
i,σfi,σ + µcc
†
i,σci,σ
)
+HHyb, (1)
Figure 1: Noninteracting band structure showing the f - and
c-electron bands and the resulting gap at the Fermi energy,
E/t = 0. The chemical potentials µc and µf are chosen in a
way that nf = 1.5, thus nc = 0.5 in the valence fluctuating
regime.
with
HHyb =
∑
~k
2V
(
(σx)ρ1ρ2 sin kxc
†
~k,ρ1
f~k,ρ2 + h.c.
)
+
∑
~k
2V
(
(σy)ρ1ρ2 sin kyc
†
~k,ρ1
f~k,ρ2 + h.c.
)
. (2)
The band structure corresponds to a 2D tight binding
model with only nearest neighbor hopping. The disper-
sion reads 
c/f
~k
= 2tc/f (cos kx + cos ky). We choose the
hopping of the c electrons, tc = t, as unit of energy
throughout this paper and set the hybridization strength
to V/t = 0.1 and tf/t = 0.2. HHyb describes the hy-
bridization between f and c electrons, which results in
a topologically nontrivial gap at the Fermi energy. Be-
sides a hybridization arising from spin-orbit interaction,
we need to change the f electron number away from
nf = 1 in order to obtain a topological insulator. In
the absence of a magnetic field, the analyzed model has
only time-reversal symmetry and thus can be a topolog-
ical insulator of class AII where systems may have a Z2
topological invariant in two and three dimensions.32 Be-
cause our model has furthermore inversion symmetry, the
topological invariant can be easily calculated in the non-
interacting model by the product of the eigenvalues of
the parity operator for the occupied states at the time-
reversal invariant momenta in the Brillouin zone.33 We
find that this product is negative, corresponding to a
topologically nontrivial model. We note that the Z2
invariant for correlated systems can be defined by the
single-particle Green’s function as long as it is nonsin-
gular (i.e., there is neither gap-closing nor a divergence
of the self-energy).34 We have confirmed that the Z2 in-
3Figure 2: Energy diagram in the noninteracting system for
V/t = 0.1 showing a typical Hofstadter-butterfly structure.
variant remains nontrivial even in the strongly correlated
region. Besides verifying these conditions, we also have
directly calculated the surface spectrum without mag-
netic field and have confirmed the existence of metallic
surface states at ~k = (0, 0). We thus confirm that the
analyzed model is a topological Kondo insulator. In Fig.
1, we show a typical band structure for the valence fluc-
tuating regime with nf = 1.5 and nc = 0.5. Clearly
visible is a flat f electron band and a wide c electron
band. Furthermore, at the Fermi energy E/t = 0, a gap
exists.
B. Peierls phase on a lattice
Throughout this paper, we consider a magnetic field
~B = B(0, 0, 1) in z-direction. When a magnetic field is
applied to electrons on a lattice, the Hamiltonian must
be modified using the Peierls substitution35, which takes
into account that electrons moving in a closed path ac-
quire a phase proportional to the magnetic flux through
the area enclosed by the path. We here describe a system
with a vector potential ~A = B(−y, 0, 0) which leads to a
magnetic field in z-direction with strength B. To incor-
porate a vector potential into a tight binding model, we
include the appropriate Perierls phases
φxx,y =
∫
Ax(x, y)dx, φ
y
x,y =
∫
Ay(x, y)dy, (3a)
c†x,ycx+1,y → c†x,ycx+1,y exp(iφxx,y), (3b)
c†x,ycx,y+1 → c†x,ycx,y+1 exp(iφyx,y), (3c)
where Ax(x, y) and Ay(x, y) are given by the vector po-
tential at a lattice site (x, y) in x and y directions, re-
spectively. Thus, the hopping in x (y) direction must
be modified in a magnetic field by an additional factor
exp(iφxx,y) [exp(iφ
y
x,y)].
For a homogeneous magnetic field with vector potential
A = B(−y, 0, 0), we only need to modify the hopping in
x direction by a phase factor which depends on the y
coordinate of the lattice site, reading
H = t
∑
x,y
c†x+1,ycx,y + c
†
x,y+1cx,y + h.c.
⇒ H = t
∑
x,y
(
eiByc†x+1,ycx,y + c
†
x,y+1cx,y + h.c.
)
,
where the first (second) equation describes the system
without (with) magnetic field. We thus need to take into
account that the wavefunctions on lattice sites with dif-
ferent y-index are different. However, if B = 2piMN with
some integers M and N , the wavefunctions on lattice
sites with y and y+N are equal, because the phase factors
are equal. We thus make an ansatz for the wavefunction
for every lattice site y = 1 . . . N
Ψx,y = exp(ikxx) exp(ikyy)φy with φy+N = φy,
and enlarge the unit cell to the magnetic unit cell includ-
ing N different lattice sites along the y-direction.
Our original Hamiltonian can be written as
H =
∑
y
∑
kx,σ
(
2tc cos(kx − yφ)c†
y,~k,σ
cy,~k,σ + 2tf cos(kx − yφ)f†y,~k,σfy,~k,σ
)
+
∑
y
∑
ky,σ
(
tc exp(iky)c
†
y,~k,σ
cy+1,~k,σ + tf exp(iky)f
†
y,~k,σ
fy+1,~k,σ + h.c.
)
+
∑
y
∑
kx,σ
(
2V sin(kx − yφ)f†
y,~k,↑cy,~k,↓ + 2V sin(kx − yφ)f
†
y,~k,↓cy,~k,↑ + h.c.
)
+
∑
y
∑
ky,σ
(
V exp(iky)f
†
y,~k,↑cy+1,~k,↓ − V exp(iky)f
†
y,~k,↓cy+1,~k,↑ + h.c.
)
+
∑
y
∑
ky,σ
(
V exp(iky)c
†
y,~k,↑fy+1,~k,↓ − V exp(iky)c
†
y,~k,↓fy+1,~k,↑ + h.c.
)
, (4)
4where ~k = (kx, ky).
This Hamiltonian with periodic boundary conditions
enables us to calculate properties for magnetic field
strengths which can be written as B = 2piMN where M
and N are integers. For a tight binding model with a sin-
gle band on a square lattice, the energy dispersion yields
the famous Hofstadter butterfly spectrum. For our model
consisting of 4 different bands (including the spins of the
c and f electrons), we obtain an energy diagram which
is the overlap of two Hofstadter butterflies, see Fig. 2.
C. Boundary conditions
As explained above, for a given magnetic field B =
2piMN (M and N are integers), the unit cell should be
enlarged to N lattice sites. As a consequence, only cal-
culations for magnetic fields where the magnetic field is a
rational number MN of 2pi can be exactly simulated. Fur-
thermore, smoothly varying the magnetic field strength
is not possible, because the magnetic unit cell changes.
Finally, if the magnetic unit cell becomes too large, nu-
merical calculations become impossible due to limited
computer resources.
We thus choose here a different approach. Instead
of simulating a bulk system for which the system size
corresponds to the magnetic unit cell, we simulate an
open boundary system consisting of 80 lattice sites. Be-
cause the lattice has open boundaries (there are no pe-
riodic boundary conditions), the magnetic flux through
the whole lattice is not necessarily a multiple of 2pi80 , but
can be any value. We note here that one can expect
deviations from the bulk calculations particularly when
the magnetic field strength is very weak, implying very
large magnetic unit cells. Details and comparisons be-
tween calculations with different boundary conditions are
shown in the appendix. There are no qualitative differ-
ences for the observation of quantum oscillations between
calculations with different boundary conditions.
D. Correlations
We incorporate correlation effects via the real-space
dynamical mean field theory (RDMFT), which is an ex-
tension of the dynamical mean field theory36 to inhomo-
geneous situations. The inhomogeneity arises here from
the Peierls phases of the magnetic field leading to a large
magnetic unit cell.
To perform the real-space DMFT calculations, we cal-
culate the local Green’s function via
G(ω)ii =
∫
d~k
(
ω + i0−H(~k)− Σ(ω)
)−1
ii
, (5)
where i is the index of the site, ω the frequency, H(~k)
the one-particle part of the Hamiltonian of the finite slab
or the magnetic unit cell including all Peierls phases, and
Σ(ω) a matrix containing the self-energies of all lattice
sites. In the first iteration of the real-space DMFT, this
self-energy can be set to zero. For the system consist-
ing of 80 layers, we thus find 80 local Green’s functions.
For a periodic system with magnetic unit cell of N sites,
we have N different Green’s functions. From these lo-
cal Green’s functions, we set up independent impurity
models by determining the hybridization functions37
∆ii(ω) = ω + i0−G−1ii − Σii(ω). (6)
These impurity models are solved using the numeri-
cal renormalization group (NRG)37 from which the self-
energy for each lattice site is calculated. These self-
energies are then used to calculate new local Green’s
functions of all lattice sites. This is iterated until self-
consistency is reached.
The usage of NRG enables us to calculate self-energies
on the real-frequency axis with high precision around the
Fermi energy38. NRG uses a logarithmic discretization of
bath states to iteratively diagonalize the impurity Hamil-
tonian. This logarithmic discretization results in a poor
resolution away from the Fermi energy but a high res-
olution around the Fermi energy. Because the observed
quantum oscillations are caused by Landau levels close to
the Fermi energy, it is expected that NRG yields accurate
results. To confirm that our results are not influenced by
the discretization, we have performed test calculations in
a magnetic field with different discretization parameters
and have found no discernible difference. All calcula-
tions are done for T/t = 10−4 which is far below the
Kondo temperature and the gap width of the model. We
note that strong correlations can lead to the emergence of
long-range ordered magnetic phases in the periodic An-
derson model besides the appearance of a ferromagnetic
polarization due to the magnetic field. Possible phases
are antiferromagnetic phases or charge ordered phases, as
has been shown in previous papers39. Such phase tran-
sitions can also be triggered by including the magnetic
field, particularly because the gap width is suppressed
by the magnetic field. As we are interested here in the
paramagnetic phase only showing the polarization due to
the magnetic field, we suppress such metamagnetic tran-
sitions.
III. GAP CLOSING MECHANISM IN THE
NONINTERACTING MODEL
In this section, we firstly analyze the noninteracting
model to demonstrate that the gap closes in strong mag-
netic fields. The gap closing mechanism in the nonin-
teracting model for strong magnetic fields is equivalent
to the situation described in the work of Zhang et al.22
in a noninteracting continuum model. In Fig. 3 (top),
we show the energy diagram for nf = 1.5 in the nonin-
teracting model. In this plot, energy levels approaching
the Fermi energy with nearly linear magnetic field de-
pendence are clearly visible. These energy levels can be
5Figure 3: Energy diagram for the noninteracting model for
V/t = 0.1. The bottom panel additionally includes Landau
levels described by Eq. (7b), which agree with the energy
diagram of the top panel.
Figure 4: Energy diagram calculated by including a hybridiza-
tion between Landau levels described by Eq. (7b).
understood as Landau levels of the c and f electrons. We
can write these as
Ecl (B) = Dc +
2piB
∂Ac(E)/∂E
(l + 1/2), (7a)
Efl (B) = Df −
2piB
∂Af (E)/∂E
(l + 1/2), (7b)
where we use Dc and Df as fitting parameters for c and
f electrons, and Ac,f (E) is the area of the Fermi surface
at energy E for the c and f electrons. Due to the energy
dependence of the derivative ∂A
c,f (E)
∂E , the dispersion of
the Landau levels is bent. In the bottom panel of Fig. 3,
we include these Landau levels into the energy diagram.
In this figure, we do not include a hybridization between
these c and f electron Landau levels. Thus, these Lan-
dau levels do not form a hybridization gap at the Fermi
energy. Figure 3 (bottom) shows a good agreement, away
from the Fermi energy between the calculated energy di-
agram of the lattice model and these Landau levels.
To understand the formation and the closing of the hy-
bridization gap, we need to include a hybridization be-
tween the c and f electron Landau levels. In contrast
to f electron systems with local hybridization, the hy-
bridization originating in the spin-orbit interaction is an
odd function of the momentum such as σi sin(ki), which
leads to a hybridization of Landau levels l with l + 1 or
l with l − 1.22 The hybridization between Landau levels
with different index can explain why the gap closes at
strong magnetic fields. In Fig. 4, we use the Landau
levels from Fig. 3 and include a hybridization between
Landau levels with different index as described above.
Assuming that the gap opens when the energetic dis-
tance between the c and the f electron Landau levels is of
the size of the hybridization, i.e. V ≈ Ecl (B)−Efl±1(B),
we can derive
Bl =
∣∣∣∣∣ (V −Dc +Df )( 2pi∂Ac(E)/∂E (l + 1/2)− 2pi∂Af (E)/∂E (l + 1/2± 1))
∣∣∣∣∣ .
(8)
Solving this equation for l and inserting it into the en-
ergy equation of the Landau levels, we obtain the energy
depending on the magnetic field where the hybdrization
gaps open. The dependence of the energy on the mag-
netic field reads
E ∼ 2pi
∂Ac(E) + ∂Af (E)
B =
1
mc +mf
B. (9)
Thus, the slope of the gap closing in the energy diagram
of the lattice model is proportional to the inverse of the
mass of the electrons.
IV. QUANTUM OSCILLATIONS IN THE
STRONGLY CORRELATED MODEL
We now analyze the effect of strong correlations on the
above described gap closing and the visibility of quantum
oscillations. Figure 5 shows the comparison of the energy
level structure between the interacting and the noninter-
acting model in an applied magnetic field. The particle
number of the f electrons is fixed to nf = 1.5 corre-
sponding to a valence fluctuating regime. We note that
in this parameter regime, renormalization effects on the
band structure are small even for an interaction strength
U/t = 7, which corresponds to U/tf = 35.
The energy level structures of the models are obtained
from the maximum position of the peaks in the local
Green’s function in the bulk. Clearly visible in Fig. 5 is
the gap at B/t = 0 around the Fermi energy E/t = 0 and
the Landau levels periodically approaching the Fermi en-
ergy. By increasing the magnetic field strength, Landau
levels from above and below the Fermi energy approach
E/t = 0 and finally close the gap at Bc/t ≈ 4.5. The
6Figure 5: Energy diagram in the valence fluctuating regime,
nf = 1.5. Comparison of the energy level structure between
the noninteracting and the interacting model.
Figure 6: Quantum oscillations in the valence fluctuating
regime, nf = 1.5. (a) Magnetization (inset) and difference
from the linear behavior ∆M = M − αB of the f electrons;
(b) DOS at the Fermi energy; (c) Resistivity for the interact-
ing system.
mechanism of the gap closing is the same as described
for the noninteracting continuum model.
Thus, Landau levels cross the Fermi energy for very
strong magnetic fields. However, in SmB6 and YbB12
quantum oscillations are observed even in the insulating
regime, i.e. before the magnetic breakdown. We there-
fore show (a) the magnetization, (b) the density of states
(DOS), and (c) the resistivity in Fig. 6. The magne-
tization of the f electrons increases approximately lin-
early until the magnetic breakdown. A precise analysis
of the magnetization by subtracting the linear part, how-
ever, reveals that it includes oscillations shown in Fig.
6(a). These oscillations occur well below the magnetic
breakdown. Much more importantly, these oscillations
are strongly enhanced by the correlations. While for the
noninteracting model, the oscillations can be observed for
B/t > 1.5, in the interacting model they are visible for
B/t > 0.5. Directly in the DOS, which is small compared
to the DOS at the magnetic breakdown, we can also see
several small oscillations in the interacting model, see
Fig. 6(b). Finally, we show the resistivity in Fig. 6(c)
calculated by the Kubo formula within the DMFT ap-
proximation, which neglects vertex corrections. To use
the vector potential A = B(−y, 0, 0), we have introduced
different layers in the y-direction in our real-space DMFT
calculation. In the x-direction, the lattice still has peri-
odic boundary conditions. We can thus calculate the
conductivity in the x-direction using the Kubo-formula
in the same way as done for superlattices.40
We only show the results for the interacting system, be-
cause the resistivity of the noninteracting system strongly
depends on an artificial broadening which must be in-
cluded to obtain a finite resistivity. In the interacting
system, such an artificial broadening is unnecessary be-
cause of the self-energy calculated by the DMFT. We
see that the resistivity is large, as can be expected for
an insulating material. Because of the gap closing, the
resistivity decreases with increasing magnetic field. Fur-
thermore, oscillations are clearly visible. We note that
the numerical error can be expected to be constant for all
magnetic field strengths. Thus, the oscillations observed
at high magnetic fields cannot be attributed to numer-
ical errors, as demonstrated by the smooth behavior of
the observables at low magnetic fields. We thus conclude
that even in these calculations which do not exhibit a
strong renormalization effect because of the particle num-
ber, nf = 1.5, we nevertheless can observe oscillations in
the magnetization and the resistivity which are clearly
enhanced, compared to the noninteracting system. We
note that the resistivity drops by two orders of magni-
tude to values below 103 at the magnetic breakdown,
U/t = 4.5. This confirms that the quantum oscillations
occur in the insulating regime.
Although the calculations in Figs. 5 and 6 are per-
formed for strong interaction, there is only a weak renor-
malization because correlation effects are suppressed
away from nf = 1 in our model. To better understand
the effect of strong interactions and renormalization, we
show in Figs. 7 and 8 calculations in the Kondo regime
with particle number nf = 1.04. For this particle num-
ber, the interaction strength U/t = 1.5 already leads to
a considerable renormalization as shown in Fig. 7. In-
creasing the interaction strength to U/t = 2, we observe
that the gap at zero magnetic field is smaller than 1/3
of the noninteracting band gap. Irrespective of the in-
teraction strength, we see that Landau levels approach
the Fermi energy and close the gap at a critical mag-
netic field strength, Bc/t ≈ 2.4. The renormalization
has thereby two important effects. First, the gap at zero
field becomes smaller. Second, the slope of the gap clos-
ing, which strongly depends on the mass of the particles
involved, also becomes smaller. Thus, the critical field
strength of the gap closing is essentially unchanged from
7Figure 7: Energy diagram in the Kondo regime, nf = 1.04.
Comparison of the energy level structure between noninter-
acting and interacting model.
Figure 8: Quantum oscillations in the Kondo regime, nf =
1.04. The panels show the magnetization of the f elec-
trons in (a), and the resistivity in (b) for different interaction
strengths. We note that the resistivity of U/t = 2 is shifted by
an positive offset for reasons of clarity. Arrows denote small
oscillations in the regime with high resistivity.
the noninteracting case.
Figure 8 shows the magnetization and the resistivity
in the Kondo regime over a wide range of magnetic fields
including the insulating and the metallic regimes. As can
be confirmed in Fig. 7, Landau levels cross the Fermi en-
ergy for magnetic field strengths larger than B/t ≈ 2.4.
Thus, the system shows normal metallic behavior for
these magnetic field strengths. However, already for mag-
netic field strengths 2 < B/t < 2.4, the gap becomes
very small. This is confirmed by the resistivity which
strongly decreases around B/t ≈ 2. However, we note
that the values of the resistivity for B/t > 2.4 when a
Landau level crosses the Fermi energy are another or-
der of magnitude lower than the resistivity for magnetic
fields 2 < B/t < 2.4. We thus define three regions in
our results: An insulating region with high resistivity,
B/t < 2, a crossover region with intermediate resistiv-
ity, 2 < B/t < 2.4, and a metallic region B/t > 2.4.
Already in the insulating region, we observe small os-
cillatory behavior in the calculated properties. We note
that by an analysis as done in Fig. 6 the number of
visible oscillations increases. Landau levels are still en-
ergetically well separated from the Fermi energy in this
regime and thus do not have big influence on the physical
properties of the system. In the crossover region, when
Landau levels come very close to the Fermi energy but do
not yet cross it, Landau levels have a strong impact on
the physical properties. We observe quantum oscillations
with large amplitude in the resistivity and the magneti-
zation of the system. The amplitude of these oscillations
is much larger than in the noninteracting system. As be-
fore, we do not show the resistivity for the noninteracting
system, because it becomes only finite when inserting an
artificial and arbitrary life-time of the particles. In the
metallic region for magnetic fields larger than the critical
field strength, the amplitude of the quantum oscillations
further increases.
It is remarkable that quantum oscillations with large
amplitude can be observed in the crossover region al-
though Landau levels do not reach the Fermi energy.
The reason for this phenomenon is the finite-life time
of the quasiparticles in the Landau levels induced by
the correlation effects (imaginary part of the self-energy).
We furthermore note that in the experiments for SmB6
and YbB12 the resistivity decreases before quantum os-
cillations are observed. This could be evidence for the
narrowing of the gap with increasing the magnetic field
strength as also found in our analysis.
Although these oscillations occur before the gap closes,
Landau levels of the c and f electrons approaching the
Fermi energy are responsible for these quantum oscilla-
tions. As can be seen in Figs. 5 and 7, Landau levels
come very close to the Fermi energy. In Fig. 9, we
show again the quantum oscillations in the DOS, the
magnetization, and the resistivity in the Kondo regime,
nf = 1.04, for U/t = 1.5 plotted as 1/B. Furthermore,
we include into this figure the delta-peaks of the c and
f electron Landau levels. These peaks correspond to the
magnetic field strengths where the unhybridized c and f
electron Landau levels, described by Eq. (7b), cross the
Fermi energy. Although there is no perfect agreement be-
tween the quantum oscillations in the observed quantities
and the peaks of the Landau levels, we see that the fre-
quency of these Landau levels can explain the frequencies
seen in the quantum oscillations of the DOS, the mag-
netization, and the resistivity. This proves that we can
understand the quantum oscillations in strong magnetic
fields before the magnetic breakdown as correlated Lan-
dau level approaching the Fermi energy. Correlations,
which results in renormalization and broadening of the
Landau levels, thereby strongly enhance the amplitude
8Figure 9: Quantum oscillations in the DOS, the magnetiza-
tion, and the resistivity in the Kondo regime (nf = 1.04)
shown for 1/B, U/t = 1.5. The figure shows the crossover
regime, 1/B < 0.5, and the insulating regime, 1/B > 0.5. We
furthermore include the peaks of the c and f electron Landau
levels simulated by equation (7b). The magnetic breakdown
occurs at 1/B = 0.42.
Figure 10: Landau level structure for the 3D model for U/t =
6, V/t = 0.2 in the valence-fluctuating regime. Analysis of
the Landau level structure of the converged 3D solution for
all kz (a), kz = 0 (b), kz = pi/2 (c), and kz = pi (d).
of the quantum oscillations in the observed quantities.
V. THREE-DIMENSIONAL SYSTEM
Up to now, we have analyzed a 2D model of a topo-
logical Kondo insulator, where the magnetic field is per-
pendicular to the lattice. However, SmB6 and YbB12
Figure 11: Magnetization of the f electrons in the 3D model
for U/t = 6 in the valence-fluctuating regime. We only show
the results after subtracting a quadratic fit to enhance the
visibility of the oscillatory behavior. The magnetic breakdown
occurs around B/t = 0.3.
are 3D materials. Electron hopping and hybridization in
the direction of the magnetic field are not influenced by
the Landau quantization. Thus, the hybridization in the
direction of the magnetic field can open a gap between
the c- and f -electron bands. As a consequence, the gap-
closing mechanism due to the nonlocal hybridization and
the quantum oscillations due to Landau levels approach-
ing the Fermi energy as described above are influenced
and might even not occur at all because of the hybridiza-
tion in the direction of the magnetic field.
However, we here show that the above-mentioned
physics remains essentially intact and the 3D system can
be understood in the same way as the 2D model. For
this purpose we use a 3D model of a topological Kondo
9insulator.39 The Hamiltonian reads
H = H0 +Hint,
H0 =
∑
k
∑
σ={↑,↓}
∑
o={c,f}
okc
†
k,σ,ock,σ,o
+V
∑
k,τ1,mτ2
c†k,τ1,cck,τ2,f sin kxσ
x
τ1τ2
+V
∑
k,τ1,mτ2
c†k,τ1,cck,τ2,f sin kyσ
y
τ1τ2
+V
∑
k,τ1,mτ2
c†k,τ1,cck,τ2,f sin kzσ
z
τ1τ2
+0.2
∑
i,σ
ni,σ,c,
ck = −0.1(cos(kx) + cos(ky) + cos(kz))
+0.075 cos(kx) cos(ky)
+0.075 cos(ky) cos(kz)
+0.075 cos(kx) cos(kz)
+0.15 cos(kx) cos(ky) cos(kz),
fk = −0.1ck,
Hint = U
∑
i
ni,↑,fni,↓,f .
The operator c†k,σ,o creates an electron with momentum
k, spin direction σ in orbital o ∈ {c, f}. ok describes
the energy depending on the momentum for each or-
bital. The energies have been chosen in a way that
there are band inversions between c-electrons and f -
electrons at (pi, 0, 0), (0, pi, 0), and (0, 0, pi) in the Bril-
louin zone, which resembles qualitatively the band struc-
ture of SmB6. We include nearest neighbor, next-nearest
neighbor and next-next-nearest neighbor hopping on a
cubic lattice. Due to the hybridization, V , between the
c-electron band and the f -electron band, a gap opens in
the bulk spectrum. σx, σy, σz are the Pauli matrices.
The operator ni,σ,c and ni,σ,f are local density operators
on lattice site i for the c-electrons and f -electrons, respec-
tively. Finally, Hint describes a repulsive local density-
density interaction in the f -electron band, which is neces-
sary to describe the Kondo effect in strongly interacting
f -electron systems. We have used the same model to an-
alyze the interplay between magnetism and topology in a
topological Kondo insulator in our previous work.39. We
again solve this model by means of real-space DMFT.
Compared to the 2D model, the additional dimension
shows up when calculating the local Green’s functions
which stipulate the input of the impurity models. We
use again the vector potential ~A = B(−y, 0, 0) for our
calculations.
In Figs. 10 and 11, we show results for the valence-
fluctuating regime, nf = 1.6, for U/t = 6 and V/t = 0.2.
In Fig. 10, we again extract the Landau level position
by analyzing the peaks in the Green’s function of the
bulk system. Figure 10(a) shows the Landau level struc-
ture for the local bulk Green’s function, where we have
integrated over kz. We clearly see that Landau levels
approach the Fermi energy and close the gap at a crit-
ical magnetic field strength, B/t ≈ 0.3. As explained
above, this might be surprising as the hybridization in z-
direction acts between Landau levels with the same index
and is not influenced by the magnetic field at all.
To understand the Landau level structure in Fig.
10(a), we show the level structure for separate momenta
kz in (b)-(d). Here it becomes clear that depending on
kz a gap at the Fermi energy exists or not. This can be
understood by the fact that in a topological insulator the
hybridization is momentum dependent and has nodes for
which the hybridization vanishes. In our 3D model, the
hybridization in z-direction is proportional to sin kz and
thus vanishes for kz = 0 and kz = ±pi. For these mo-
menta, only Landau levels with different index hybridize
and the above-described physics for the 2D system holds
true. It can be clearly seen that for kz = 0 [Fig. 10(b)]
and kz = ±pi [Fig. 10(d)] Landau levels approach the
Fermi energy and close the gap in the same way as in
the valence-fluctuating regime in the 2D model. On the
other hand, for kz = pi/2 [Fig. 10(c)] the hybridiza-
tion in z-direction does not vanish and we observe a gap
at the Fermi energy. Finally, the local Green’s function
as shown in Fig. 10(a) is the integral/sum over all kz.
Thus, the physics at the Fermi energy is determined by
the momenta where the hybridization in the direction of
the magnetic field vanishes, because for these momenta
Landau levels approach the Fermi energy and the gap is
closed in the same way as in the 2D system. We note
that the resolution of the figure is lower than for the
2D system, as the calculations are numerically more de-
manding. This leads to a low resolution of the structure:
not all the points found in the level structure in Figs. 10
(b)-(d) can be seen in Fig. 10(a).
Having established the existence of the gap closing in
strong magnetic fields, which is similar to the 2D model,
it is not surprising to observe quantum oscillations in the
magnetization before the gap closes, which is shown in
Fig. 11. To enhance the clarity of the figure, we have
subtracted a quadratic background. We clearly observe
oscillatory behavior before the gap closes at B/t = 0.3.
VI. DISCUSSION AND CONCLUSIONS
Let us discuss these numerical results in more detail.
Our calculations have shown that quantum oscillations
can be observed in the DOS, the magnetization, and the
resistivity of the bulk of a topological Kondo insulator
for magnetic fields smaller than the magnetic breakdown.
We note that topological surface states do not contribute
to the oscillations shown here. However, we believe that
metallic surface states will contribute to the experimental
observed quantum oscillations. Thus, a computational
analysis of how topological surface states contribute to
the observed quantum oscillations is an interesting ques-
tion, which is left as a future project.
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Figure 12: Local DOS (a) and imaginary part of the self-
energy (b) for B/t = 2, U/t = 1.5 in the Kondo regime. The
DOS clearly includes separated Landau levels very close to the
Fermi energy, ω/t = 0. The self-energy becomes small but is
finite close to the Fermi energy which results in a broadening
of the Landau levels.
The frequencies of the bulk quantum oscillations ob-
served here, when plotting these quantities over 1/B,
agree well with the frequencies generated by unhy-
bridized c- and f -electrons. Thus, the oscillations can
be reproduced by taking into account the Landau levels
of the light c electrons and those of the heavy f electrons.
The Fermi surface which causes these oscillations is small,
because the electrons must be treated as unhybridized.
However, although the Fermi surface of the f electrons
is small, it is important to realize that the f electrons
are renormalized and heavy; the mass 12pi
∂Af (E)
∂E = m
∗
f is
much larger than that of the c electrons.
These results naturally lead us to propose the notion
of a virtual Fermi surface, which is created by the un-
hybridized c and f electrons. This virtual Fermi surface
can be observed at high magnetic fields. Because of a
hybridization between c and f electrons, which is an odd
function of the momentum such as σi sin(ki) and thus
leads to a coupling of Landau levels with different index,
the effect of the hybridization becomes invisible when the
cyclotron frequency is of the order of the hybridization
strength. The closing of the gap in strong magnetic fields
and the observation of quantum oscillations thus provide
evidence for a hybridization with odd momentum depen-
dence, which ubiquitously appears in topological insula-
tors. To observe the gap-closing and the related quantum
oscillations in an insulator, this kind of hybridization is
a necessary ingredient. For 3D materials, the gap closes
exactly for the momenta for which the hybridization in
direction of the magnetic field between c and f electrons
vanishes. The physics at the Fermi energy can be under-
stood by these 2D momentum planes.
Furthermore, we have demonstrated by direct calcula-
tion that strong correlations enhance the amplitude and
thus the visibility of the oscillations in observable quanti-
ties such as the magnetization and the resistivity for mag-
netic fields smaller than the magnetic breakdown. There
are two reasons for this. First, because of the renormal-
ization, the slope of the gap closing and the gap width
are reduced. If we assume that experiments can detect
quantum oscillations of Landau levels which are slightly
away (but not too far) from the Fermi energy, then the
renormalization will enlarge the range of magnetic fields
for which Landau levels are observable. This effect can
be seen in Fig. 7 comparing between the noninteract-
ing and the interacting energy level structure. Second,
because of the self-energy arising from the strong corre-
lations, quasiparticle bands away from the Fermi energy
are broadened, and can thus influence observable quan-
tities at the Fermi energy. To demonstrate this effect,
we show in Fig. 12, the DOS and the imaginary part of
the self-energy for U/t = 1.5 and B/t = 2 in the Kondo
regime, nf = 1.04. In the DOS, we see several energet-
ically separated peaks, which correspond to the Landau
levels close to the Fermi energy. These Landau levels
are broadened and thus the DOS at the Fermi energy
is increased, making it possible to observe quantum os-
cillations at the Fermi energy. The broadening of the
Landau levels is thereby given by the imaginary part of
the self-energy shown in Fig. 12(b). This self-energy is
self-consistently calculated by DMFT and describes the
correlations (which leads to a finite life-time) of the f
electrons. We see that although the imaginary part of
the self-energy becomes smaller when approaching the
Fermi energy, it is still finite and results in the broad-
ening of the Landau levels. We note that under cer-
tain conditions, the broadening and the renormalizing of
quasiparticles bands due to the self-energy can turn even
a band insulator into a metal41–44. In this work, however,
the self-energy of the f electrons broadens quasiparticle
bands close to the Fermi energy, resulting in a slight in-
crease of the density of states at the Fermi energy for
small magnetic fields. When quasiparticle bands even-
tually cross the Fermi energy at large magnetic fields,
the DOS increases by several orders of magnitude. Thus,
the resistivity is high for small magnetic fields consistent
with an insulator. Furthermore, we note that if the imag-
inary part becomes too large (the life-time becomes too
short), Landau levels in the DOS merge to broad bands
and quantum oscillations would not be observable any-
more.
We believe that this scenario can explain the observa-
tions in SmB6, which is a good candidate for a topolog-
ical Kondo insulator, thus including strong correlations
and an odd momentum-dependent hybridization. Oscil-
lations are observed for strong magnetic fields but before
the magnetic breakdown. Because the material is still
insulating in these fields, the oscillations can be under-
stood as strongly correlated Landau levels approaching
but not crossing the Fermi energy. Furthermore, the ex-
11
perimentally observed oscillations show characteristics of
the metallic rare-earth hexaborids,1 which do not form
a hybridization gap at the Fermi energy. Thus, the con-
clusion that the oscillations originate in the unhybridized
c and f electrons with virtual Fermi surface agrees well
with the experimental observations in SmB6. On the
other hand, the case of YbB12 seems to be more difficult,
as there seems to be no direct correspondence between
the observed oscillations in metallic LuB12. However,
comparing the band structures of YbB12 and LuB12
4,
it seems possible that the Boron bands are energetically
shifted in these compounds, which would explain differ-
ent quantum oscillations. Furthermore, because SmB6
and YbB12 are topologically nontrivial, it can be ex-
pected that metallic surface states contribute to the ex-
perimentally observed quantum oscillations. Thus, it re-
mains an interesting problem to distinguish quantum os-
cillations due to the metallic surface states from those
due to the insulating bulk in the experimental data.
In summary, we have shown that quantum oscillations
can be observed in topological Kondo insulators for mag-
netic fields before the magnetic breakdown. While it is
difficult to observe quantum oscillations in the noninter-
acting model, we have demonstrated that oscillations are
strongly enhanced in the correlated model. Thus, strong
correlations are essential for the experimental observa-
tion of quantum oscillations in an insulator. We have
further shown that the quantum oscillations can be ex-
plained by a virtual Fermi surface made of unhybridized
light c and heavy f electrons.
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Appendix A: Comparison between periodic and
open boundary conditions
To demonstrate that our approach yields correct re-
sults for the magnetic field strengths for which we ob-
serve the gap closing, we show in Fig. 13 a comparison
between the local density of states in the middle of the
slab calculations (open boundary conditions) and the pe-
riodic boundary conditions. While the upper panels show
the c electron bands for two magnetic field strengths, the
lower panels show the f electron band. The local DOS
of the c electron band clearly demonstrates the existence
of narrow bands, showing up as peaks in the DOS. These
narrow bands correspond to the Landau levels. With in-
creasing magnetic field strength the distance between the
Figure 13: Local DOS and comparison to the periodic lattice
calculation (a) B/t = 2pi
20
/t ∼ 1.57, (b) 2pi
10
/t ∼ 3.14 in the
valence fluctuating regime. Black (red) lines corresponds to
the periodic boundary (open boundary) calculations. The two
panels at the top (bottom) show the c (f) electrons.
Landau levels grows. The f electron band, on the other
hand, includes rather broad peaks, especially away from
the Fermi energy. The emergence of broad peaks, instead
of very flat bands (narrow peaks), is due to the strong
correlations in the f electron band. Strong correlations
lead to a finite lifetime of the particles away from the
Fermi energy, resulting in broadened bands. Comparing
the spectral function calculated using periodic boundary
conditions with those calculate with open boundary con-
ditions, we clearly see that there is very good agreement
between both calculations. This demonstrates that our
calculations with open boundary conditions yield correct
results.
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