Abstract. In this paper we introduce a hyperbolic (Poincaré-Bergman type) distance δ on the noncommutative open ball
Introduction
Poincaré's discovery of a conformally invariant metric on the open unit disc D := {z ∈ C : |z| < 1} of the complex plane was a cornerstone in the development of complex function theory. The hyperbolic (Poincaré) distance is defined on D by (4) any analytic function f : D → D is distance-decreasing, i.e., satisfies δ P (f (z), f (w)) ≤ δ P (z, w), z, w ∈ D.
Bergman (see [2] ) introduced an analogue of the Poincaré distance for the open unit ball of C n , B n := {z = (z 1 , . . . , z n ) ∈ C n : z 2 < 1}, which is defined by β n (z, w) = 1 2 ln 1 + ψ z (w) 2 1 − ψ z (w) 2 , z, w ∈ B n , where ψ z is the involutive automorphism of B n that interchanges 0 and z. The Poincaré-Bergman distance has properties similar to those of δ P (see (1)- (4)). There is a large literature concerning invariant metrics, hyperbolic manifolds, and the geometric viewpoint of complex function theory (see [12] , [13] , [36] , and [14] and the references there in).
In this paper, we continue our program to develop a noncommutative function theory on the unit ball of B(H) n (see [26] , [27] , [29] , [30] , and [31] ). The main goal is to introduce a hyperbolic metric δ on the noncommutative ball
[B(H)
n ] 1 := (X 1 , . . . , X n ) ∈ B(H) n :
where B(H) denotes the algebra of all bounded linear operators on a Hilbert space H, which satisfy properties similar to those of the Poincaré metric δ P (see (1) - (3)), and which is a noncommutative extension of the Poincaré-Bergman metric β n on the open unit ball of C n . The secondary goal is to obtain a Schwarz-Pick lemma for free holomorphic functions on [B (H) n ] 1 with respect to the hyperbolic metric.
In [26] , [27] , [29] , [30] , and [31] , we obtained several results concerning the theory of free holomorphic (resp. pluriharmonic) functions on [B (H) n ] 1 and provided a framework for the study of arbitrary n-tuples of operators on a Hilbert space H. Several classical results from complex analysis ( [3] , [9] , [11] , [32] ) have free analogues in the noncommutative multivariable setting. To put our work in perspective, we need to set up some notation and recall some definitions.
Let F + n be the unital free semigroup on n generators g 1 , . . . , g n and the identity g 0 . The length of α ∈ F + n is defined by |α| := 0 if α = g 0 and |α| := k if α = g i1 · · · g i k , where i 1 , . . . , i k ∈ {1, . . . , n}. If (X 1 , . . . , X n ) ∈ B(H) n , we set X α := X i1 · · · X i k and X g0 := I H . Throughout this paper, we assume that E is a separable Hilbert space. A map where the supremum is taken over all n-tuples of operators (X 1 , . . . , X n ) ∈ [B(H) n ] 1 and any Hilbert space H. According to [26] and [29] , H ∞ (B(H) n 1 ) can be identified to the operator algebra F ∞ n⊗ B(E) (the weakly closed algebra generated by the spatial tensor product), where F ∞ n is the noncommutative analytic Toeplitz algebra (see [19] , [17] , [21] ).
We say that a map u : [B(H)
n ] 1 → B(H) ⊗ min B(E) is a self-adjoint free pluriharmonic function on [B (K) n ] 1 if u = Re f := 1 2 (f * + f ) for some free holomorphic function f . We also recall that u is called positive if u(X 1 , . . . , X n ) ≥ 0 for any (X 1 , . . . , X n ) ∈ [B (K) n ] 1 , where K is an infinite dimensional Hilbert space.
In Section 1, we introduce an equivalence relation are noncommutative analogues of the Gleason parts of the Gelfand spectrum of a function algebra (see [10] ).
In Section 1, we use several results (see [23] , [24] , [25] , [28] ) concerning the theory of noncommutative Poisson transforms on Cuntz-Toeplitz C * -algebras (see [4] ) and free pluriharmonic functions (see [29] , [30] ) to obtain useful characterizations for the Harnack equivalence on the closed ball [B(H) n ] − 1 . On the other hand, a characterization of positive free pluriharmonic functions (see [29] ) and dilation theory (see [34] ) are used to obtain a Harnack type inequality (see [3] ) for positive free pluriharmonic function on [B(H) n ] 1 . More precisely, we show that if u is a positive free pluriharmonic function on [B(H) n ] 1 with operator-valued coefficients in B(E) and 0 < r < 1, then We prove that δ is a metric on ∆. 
. We mention that the group Aut([B(H) n ] 1 ) was determined in [31] .
Using a characterization of the Harnack equivalence on [B(H) n ] − 1 in terms of free pluriharmonic kernels, we obtain an explicit formula for the hyperbolic distance in terms of the reconstruction operator. More precisely, we show that
where C X := (∆ X ⊗ I)(I − R X ) −1 and R X := X * 1 ⊗ R 1 + · · · + X * n ⊗ R n is the reconstruction operator associated with the n-tuple X := (X 1 , . . . , X n ) ∈ [B(H) n ] 1 and with the right creation operators R 1 , . . . , R n on the full Fock space with n generators. In particular, we show that δ| Bn×Bn coincides with the Poincaré-Bergman distance on B n , i.e.,
where ψ z is the involutive automorphism of B n that interchanges 0 and z. In Section 3, we study the relations between the δ-topology, the d H -topology (which will be introduced), and the operator norm topology on Harnack parts of [B(H) n ] − 1 . We prove that the hyperbolic metric δ is a complete metric on any Harnack part of A very important property of the Poincaré-Bergman distance β m : B m × B m → R + is that any holomorphic function f : B n → B m is distance-decreasing, i.e.,
In Section 4, we extend this result and prove a Schwarz-Pick lemma for free holomorphic functions on [B(H) n ] 1 with operator-valued coefficients, with respect to the hyperbolic metric on the noncommutative
More precisely, let
. . , m, be free holomorphic functions with coefficients in B(E), and assume that
where δ is the hyperbolic metric defined on the Harnack parts of the noncommutative ball [B(H) n ] − 1 . The present paper makes connections between noncommutative function theory (see [23] , [26] , [29] , [31] ) and classical results in hyperbolic complex analysis and geometry (see [12] , [13] , [14] , [3] , [9] , [11] , [32] ). We should also mention that the results of this paper lead to Kobayashi type pseudodistances on noncommutative domains and to a noncommutative Bloch type space of free holomorphic functions, which will be investigated in a future paper. − 1 , namely, the Harnack part of 0. Let H n be an n-dimensional complex Hilbert space with orthonormal basis e 1 , e 2 , . . . , e n , where n = 1, 2, . . . , or n = ∞. We consider the full Fock space of H n defined by
where H ⊗k n is the (Hilbert) tensor product of k copies of H n . Define the left (resp. right) creation operators S i (resp. R i ), i = 1, . . . , n, acting on F 2 (H n ) by setting
.) The noncommutative disc algebra A n (resp. R n ) is the norm closed algebra generated by the left (resp. right) creation operators and the identity. The noncommutative analytic Toeplitz algebra F ∞ n (resp. R ∞ n ) is the weakly closed version of A n (resp. R n ). These algebras were introduced in [19] in connection with a noncommutative von Neumann type inequality [35] , and have been studied in several papers (see [17] , [20] , [21] , [22] , [5] , [6] , and the references there in).
We need to recall from [23] a few facts about noncommutative Poisson transforms associated with row
n be the unital free semigroup on n generators g 1 , . . . , g n , and the identity g 0 . We denote e α := e i1 ⊗ · · · ⊗ e i k and e g0 := 1. Note that {e α } α∈F + n is an orthonormal basis for F 2 (H n ). For each 0 < r ≤ 1, define the defect operator ∆ T,r :
The noncommutative Poisson kernel associated with T is the family of operators
When r = 1, we denote ∆ T := ∆ T,1 and K T := K T,1 . The operators K T,r are isometries if 0 < r < 1, and
Thus K T is an isometry if and only if T is a pure row contraction, i.e., SOT-lim
We denote by C * (S 1 , . . . , S n ) the Cuntz-Toeplitz C * -algebra generated by the left creation operators. The noncommutative Poisson transform at T :
where the limit exists in the norm topology of B(H). Moreover, we have
. . , T n ) is a pure row contraction, we have
where D T = ∆ T H. We refer to [23] , [24] , and [28] for more on noncommutative Poisson transforms on C * -algebras generated by isometries. For basic results concerning completely bounded maps and operator spaces we refer to [15] , [16] , and [7] .
1 is a completely non-coisometric (c.n.c.) row contraction, i.e., there is no h ∈ H, h = 0, such that
an F ∞ n -functional calculus was developed in [20] . We showed that if f =
is a completely contractive homomorphism and WOT-continuous (resp. SOT-continuous) on bounded sets. Moreover, we showed (see [28] 
is the extension of the noncommutative Poisson transform to the noncommutative analytic Toeplitz algebra F ∞ n . We introduced in [29] the noncommutative Poisson transform Pµ of a completely bounded linear map
where the free pluriharmonic Poisson kernel P (X, R) is given by
and the series are convergent in the operator norm topology. We recall that the joint spectral radius associated with an n-tuple of operators (X 1 , . . . , X n ) ∈ B(H) n is given by
.
We remark that the free pluriharmonic Poisson kernel P (X, R) makes sense for any n-tuple of operators X := (X 1 , . . . , X n ) ∈ B(H) n with r(X 1 , . . . , X n ) < 1. According to [28] , X ∈ [B(H) n ] − 1 if and only if r(X 1 , . . . , X n ) ≤ 1 and P (rX, R) ≥ 0, r ∈ [0, 1).
We say that a free pluriharmonic function u is positive if
n ] γ and any Hilbert space K. We recall [29] 
for any noncommutative polynomial with matrix-valued coefficients
such that Re p ≥ 0. When we want to emphasize the constant c, we write A H ≺ c B.
and let c > 0. Then the following statements are equivalent:
. . , rB n ) for any positive free pluriharmonic function u with operator valued coefficients and any r ∈ [0, 1); (v) c 2 P B − P A is a completely positive linear map on the operator space A * n + A n · .
Proof. First we prove the implimation (i) ↔ (ii). Assume that (i) holds, and let
Since the left creation operators are isometries with orthogonal ranges, q * q has form Re p(S 1 , . . . , S n ) for some noncommutative polynomial
Using the properties of the noncommutative Poisson transform, one can see
. . , S n ) is a positive multi-Toeplitz operator with respect to R 1 , . . . , R n acting on the Hilbert space
According to the Fejér type factorization theorem of [21] , there exists a multi-analytic operator q in
for some operators
which proves (i).
Let us prove that (i) =⇒ (iii). For each
. . , n, is the compression of the right creation operator R i to P m := span {e α : α ∈ F + n , |α| ≤ m}. Note that R (m) α = 0 for any α ∈ F + n with |α| ≥ m + 1 and, consequently, we have
Note that R (m) is a pure row contraction and the noncommutative Poisson transform id ⊗ P R (m) is a completely positive map. We recall that X → P (X, R) is a positive free pluriharmonic function with coefficients in B(
for any m ∈ N and r ∈ [0, 1). Using Lemma 8.1 from [29] , we deduce that P (rA, R) ≤ c 2 P (rB, R) for any r ∈ [0, 1). Therefore (iii) holds.
To prove the implication (iii) =⇒ (iv), assume that condition (iii) holds and let u be a positive free pluriharmonic function with coefficients in B(E). According to Corollary 5.5 from [29] , there exists a completely positive linear map µ :
Hence and using the fact that c 2 P (rB, R) − P (rA, R) ≥ 0, we deduce that
which proves (iv). Now, we prove the implication (iv) =⇒ (v). Let g ∈ A * n + A n · ⊗ M m be positive. Then, according to Theorem 4.1 from [29] , the map defined by
is a positive free pluriharmonic function. Condition (iv) implies u(rA 1 , . . . , rA n ) ≤ c 2 u(rB 1 , . . . , rB n ) for any r ∈ [0, 1). On the other hand, by relation (1.2), we have
where the convergence is in the operator norm topology. Taking r → 1 in (1.3), we deduce item (v). 
Since Re p(S 1 , . . . , S n ) ≥ 0 and c 2 P B − P A is a completely positive linear map on the operator space A * n + A n · , we deduce item (i). This completes the proof.
We remark that each item in Theorem 1.1 is equivalent to the following: 
Proof. Note that the map X → P (X, R) is a positive free pluriharmonic function on [B(H)
n ] 1 with coefficients in B(F 2 (H n )) and has the factorization
where
n ⊗ R n is the reconstruction operator associated with the n-tuple
We remark that, due to the fact that the spectral radius of R X is equal to r(X 1 , . . . , X n ), the factorization above holds for any X ∈ [B(H) n ] − 1 with r(X 1 , . . . , X n ) < 1. Now, using Theorem 1.1 part (iii) and the factorization obtained above, we deduce that A H ≺ 0 if and only if there exists c ≥ 1 such that
for any r ∈ [0, 1). Similar inequality holds if we replace the right creation operators by the left creation operators. Then, applying the noncommutative Poisson transform id ⊗ P e iθ R we obtain
for any r ∈ [0, 1) and θ ∈ R. 
Assume now that
(1.5)
Combining this result with the fact that R A h m ≤ 1, we deduce that
Hence, we obtain 2m ≤ 4c 2 + 1 for any m = 1, 2, . . ., which is a contradiction. Therefore, we have r(A 1 , . . . , A n ) < 1.
Conversely, assume that A :
has the joint spectral radius r(A 1 , . . . , A n ) < 1. Note that M := sup r∈(0,1) (I − rR A ) −1 exists and, therefore,
for any r ∈ (0, 1), which, due to Theorem 1.1, shows that A H ≺ 0. The proof is complete.
We mention that in the particular case when n = 1 we can recover a result obtained in [1] . 
(ii) the noncommutative Poisson transform satisfies the inequalities
for any polynomial q = |α|≤k S α ⊗ A (α) with matrix-valued coefficients A (α) ∈ M m , and k, m ∈ N; (iii) the free pluriharmonic kernel satisfies the inequalities 
Proof. The first five equivalences follow using Theorem 1. Note that for any f ∈ A * n + A n · , we have
Solving for
n , it is clear that µ A , µ B are representing c.p. maps for A := (A 1 , . . . , A n ) and B := (B 1 , . . . , B n ), respectively. Now, since c > 1 and using relation (1.7), it is a routine to show that
Conversely, assume that (vi) holds for some c > 1, and let p(S 1 , . . . , S n ) := |α|≤q S α ⊗ M (α) be a polynomial such that Re p ≥ 0. Since µ A , µ B are representing c.p. maps for A := (A 1 , . . . , A n ) and B := (B 1 , . . . , B n ), respectively, relation (1. 
Proof. Notice that the free pluriharmonic Poisson kernel satisfies the relation
n ⊗ R n is the reconstruction operator. Since R 1 , . . . , R n are isometries with orthogonal ranges, we have R *
, in the spirit of Sz.-Nagy-Foiaş. Then we have R k X = P H⊗F 2 (Hn) U k | H⊗F 2 (Hn) for any k = 1, 2, . . .. Since R X is a strict contraction, U is a bilateral shift which can be identified with M e iθ ⊗ I G for some Hilbert space G, where M e iθ is the multiplication operator by e iθ on L 2 (T). Consequently, there is a unitary operator W :
For each f ∈ L 2 (T), we have 
. Now, using inequalities (1.10) and the fact that µ is a completely positive linear map, we obtain
This completes the proof.
We recall that if f ∈ A n ⊗ M m and (A 1 , . . . , A n ) ∈ [B(H) n ] − 1 , then, due to the noncommutative von Neumann inequality [19] (see also [20] ), it makes sense to define f (A 1 , . . . , A n ) ∈ B(H) ⊗ min M m . In this case we have f (A 1 , . . . , A n ) ≤ f .
Our next task is to determine the Harnack part of 0. First, we need the following technical result. 
According to Theorem 1.5 from [27] , the inverse noncommutative Cayley transform Γ
and Re g k ≥ 0 for all k ∈ N. Since A H ∼ B, Theorem 1.1 implies the existence of a constant c ≥ 1 such that
For each k ∈ N, we define the vectors (1.13)
Note that due to relations (1.11) and (1.13), we have
Consequently, we deduce that
Similarly, we obtain
Hence and using the second inequality in (1.12), we deduce that
Consequently, since h k = 1, lim k→∞ f k (A 1 , . . . , A n )h k = 1 and |α k | → 1 as k → ∞, we deduce that (1.14)
Now, suppose that lim k→∞ f k (B 1 , . . . , B n ) = 1. Due to the noncommutative von Neumann inequality we have f k (B 1 , . . . , B n ) ≤ f k ≤ 1. Passing to a subsequence, we can assume that there is t ∈ (0, 1) such that f k (B 1 , . . . , B n ) ≤ t < 1 for all k ∈ N. Due to relation (1.14) and the fact that
we deduce that x k → 0 as k → ∞. Using relation (1.13), we obtain y k = [I − α k f k (B 1 , . . . , B n )] −1 x k . Consequently, and using again relation (1.14), we have
⊂ D be another sequence with the same property and such that α k + β k → 0 as k → ∞. Then, due to (1.15), we have
Taking into account that f k (A 1 , . . . , A n )h k ≤ 1 for all k ∈ N, we deduce that h k → 0 as k → ∞, which contradicts the fact that h k = 1 for all k ∈ N. Therefore, we must have lim k→∞ f k (B 1 , . . . , B n ) = 1. The converse follows in a similar manner if one uses the first inequality in (1.12). The proof is complete. Now, we have all the ingredients to we determine the Harnack part of 0 and obtain a characterization in terms of the free pluriharmonic Poisson kernel.
Then the following statements are equivalent:
. . , A n ) < 1 and P (A, R) ≥ aI for some constant a > 0, where P (A, R) is the free pluriharmonic Poisson kernel at A.
Proof. First, we prove the implication (i) =⇒ (ii). Assume that A H
∼ 0 and A = 1. For each k ∈ N define
Then f k (A 1 , . . . , A n ) = A = 1. Applying Lemma 1.5, we deduce that 0 = f k (0) → 1, as k → ∞, which is a contradiction. Therefore A < 1. Now, we prove that (ii) =⇒ (i). To prove that (ii) =⇒ (iii), let A ∈ [B(H) n ] 1 . Note that r(A 1 , . . . , A n ) ≤ A < 1, which implies the operators I − R A and I − A 1 A * 1 − · · · − A n A * n ≥ 0 are invertible. Hence, and using the fact that
one can easily deduce that there exists a > 0 such that P (A, R) ≥ aI. Therefore (iii) holds. It remains to show that (iii) =⇒ (i). Assume that (iii) holds. Due to Theorem 1.2, we have A H ≺ 0 and
where the series are convergent in the operator norm topology. On the other hand, since P (A, S) ≥ aI, applying the noncommutative Poisson transform id ⊗ P rR , we obtain
for any r ∈ [0, 1). Due to Theorem 1.1, equivalence (i) ↔ (iii), we have 0 H ≺ A. Therefore, item (i) holds. The proof is complete.
We remark that, when n = 1, we recover a result obtain by Foiaş [8] . and, due to Theorem 1.1, part (iii), we have P (rA, R) = P (rB, R) for any r ∈ [0, 1). Applying this equality to vectors of the form h ⊗ 1, h ∈ H, we obtain
Hence, we deduce that A i = B i for any i = 1, . . . , n. Therefore, (ii) holds.
Note that, due to Theorem 1.3, we have
for any r ∈ [0, 1). Consequently, we deduce that
for any r ∈ [0, 1). Applying again Theorem 1. Then δ is a metric on ∆.
Proof. The result follows from Lemma 2.1.
In [31] , we showed that any free holomorphic automorphism Ψ of the unit ball [B(H) n ] 1 which fixes the origin is implemented by a unitary operator on C n , i.e., there is a unitary operator U on C n such that
The theory of noncommutative characteristic functions for row contractions (see [18] , [25] ) was used to find all the involutive free holomorphic automorphisms of [B(H) n ] 1 . They turned out to be of the form
for some λ = (λ 1 , . . . , λ n ) ∈ B n , where Θ λ is the characteristic function of the row contraction λ, and ∆ λ , ∆ λ * are certain defect operators. Moreover, we determined the group Aut([B(H) n ] 1 ) of all the free holomorphic automorphisms of the noncommutative ball [B(H) n ] 1 and showed that if Ψ ∈ Aut([B(H) n ] 1 ) and λ := Ψ −1 (0), then there is a unitary operator U on C n such that
The following result is essential for the proof of the main result of this section.
Proof. Let
is a row contraction with entries Ψ i (S 1 , . . . , S n ), i = 1, . . . , n, in the noncommutative disc algebra A n . Since the noncommutative Poisson transform at Ψ(S 1 , . . . , S n ) is a c.p. linear map P Ψ(S1,...,Sn) : C * (S 1 , . . . , S n ) → B(H), we deduce that
where P A and P B are the noncommutative Poisson transforms at A and B, respectively. Therefore, we have
Conversely, assume that Ψ(A 1 , . . . , A n )
Applying the first part of the proof, we deduce that
The proof is complete.
Here is the main result of this section.
be the hyperbolic metric. Then the following statements hold.
where C X := (∆ X ⊗I)(I −R X ) −1 and R X := X * 1 ⊗R 1 +· · ·+X * n ⊗R n is the reconstruction operator associated with the right creation operators R 1 , . . . , R n and
(iii) δ| Bn×Bn coincides with the Poincaré-Bergman distance on B n , i.e.,
where ψ z is the involutive automorphism of B n that interchanges 0 and z.
In order to determine ω(A, B),
B for some c ≥ 1. According to Theorem 1.3, we have
for any r ∈ [0, 1). Since A < 1 and A < 1, we can take the limit, as r → 1, in the operator norm topology, and obtain
We recall that the free pluriharmonic kernel P (X, R), X := (X 1 , . . . , X n ) ∈ [B(H) n ] 1 , has the factorization P (X, R) = C * X C X , where C X := (∆ X ⊗ I)(I − R X ) −1 . Note also that C X is an invertible operator. It is easy to see that relation (2.3) implies
. On the other hand, since
Hence, we deduce that 1
where S := (S 1 , . . . , S n ) is the n-tuple of left creation operators. Applying the noncommutative Poisson transform id ⊗ P rR , r ∈ [0, 1), and taking into account that it is a positive map, we deduce that 1
for any r ∈ [0, 1). Due to Theorem 1.3, we deduce that A 
Indeed, since R 1 , . . . , R n are isometries with orthogonal ranges, we have
Consequently,
Note that, due to Riesz representation theorem, we have (2.6) sup w=(w1,...,wn)∈Bn
On the other hand, due to the noncommutative von Neumann inequality [19] , we have
for any (w 1 , . . . , w n ) ∈ B n . Combining relations (2.5), (2.6), and (2.7), we deduce (2.4). Consequently, we have
Note also that
Consequently, we have (2.9)
Due to relations (2.8) and (2.9), we have
. Now, we consider the general case. For each w ∈ B n , let Ψ z be the corresponding involutive automorphism of [B(H) n ] 1 . We recall (see [31] ) that Ψ w (0) = w and Ψ w (w) = 0. Due to part (ii) of this theorem and relation (2.10), we have
Since, according to [31] , Ψ w is a noncommutative extension of the involutive automorphism of B n that interchanges 0 and z, i.e., Ψ w (z) = ψ w (z) for z ∈ B n , item (iii) follows. The proof is complete.
Proof. According to Theorem 1.6 and Proposition 2. X }, where C X := (I ⊗ ∆ X )(I − R X ) −1 and R X := X * 1 ⊗ R 1 + · · · + X * n ⊗ R n . Since R 1 , . . . , R n are isometries with orthogonal ranges, we have
On the other hand, since X < 1, we have
Now, one can easily see that
Note also that, due to the fact that I − XX * ≥ 1 − XX * , we have
Taking into account that δ(X, Y ) ≤ δ(X, 0) + δ(0, Y ), the result follows. The proof is complete.
In what follows we prove that the hyperbolic metric δ, on the Harnack parts of [B(
is invariant under the automorphism group Aut([B(H)
n ] 1 ), and can be written in terms of the the reconstruction operator.
First, we need the following result. ω(rtA, rtB) ≤ ω(tA, tB).
Hence, we deduce item (ii). The proof is complete. Proof. Due to Lemma 2.6 and Theorem 2.4, the result follows.
Metric topologies on Harnack parts of [B(H)
In this section we study the relations between the δ-topology, the d H -topology (which will be introduced), and the operator norm topology on Harnack parts of [B(H) n ] − 1 . We prove that the hyperbolic metric δ is a complete metric on certain Harnack parts, and that all the topologies above coincide on the open ball [B(H) n ] 1 .
First, we need some notation. Denote
. . , X n ) < 1 , where r(X 1 , . . . , X n ) is the joint spectral radius of (X 1 , . . . , X n ). Note that, due to Theorem 1.2 and Theorem 1.6, we have Hence, we deduce that
Therefore, it makes sense to define the map
where the supremum is taken over all polynomials p ∈ C[X 1 , . . . , X n ] ⊗ M m , m ∈ N, with p(0) = I and Re p ≥ 0.
Proof. Let f ∈ A n ⊗ B(E) be such that Re f ≥ 0 and (Re f )(0) = I. According to [21] , f has a unique formal Fourier representation
Moreover, lim r→1 f r = f in the operator norm topology, where
is in A n ⊗ B(E) and the series is convergent in the operator norm. Consequently, for any ǫ > 0, there exist r ǫ ∈ [0, 1) and N ǫ ∈ N such that
where p rǫ,Nǫ :=
Nǫ k=0
|α|=k r |α| S α ⊗ C (α) . Define the polynomial q ǫ,rǫ,Nǫ := 1 1+ǫ (p rǫ,Nǫ + ǫI) and note that (Re q ǫ,rǫ,Nǫ ) (0) = I. On the other hand, due to (3.1), we have Re p rǫ,Nǫ − Re f < ǫ 2 , which, due to the fact that Re f ≥ 0, implies Re q ǫ,rǫ,Nǫ ≥ 0. Now, notice that
which together with relation (3.1) show that f can be approximated, in the operator norm, with poly-
, such that Re q ≥ 0 and (Re q)(0) = I. Consider now an othonormal basis {ξ 1 , ξ 2 , . . .} of E and let E m := span{ξ 1 , . . . , ξ m }. Setting
it is easy to see that Re q m ≥ 0, (Re q m )(0) = I, and
This can be used to complete the proof.
Due to the next result, we call
, where P (X, R) is the free pluriharmonic Poisson kernel associated with
Proof. It is easy to see that d H is a metric. Since r(A) < 1, the map v : 
in the norm topology. Since a similar result holds for v B , and R is unitarily equivalent to S, we have
Due to the noncommutative von Neumann inequality the map
For each r ∈ [0, 1), the map u r (Y ) := P (Y, rR) is a free pluriharmonic on [B(H) n ] γ for some γ > 1, with coefficients in B(F 2 (H n )). Moreover, since u r is positive and u r (0) = I, the definition of d H implies
for any r ∈ [0, 1). Taking r → 1 and using the first part of the proof, we deduce that Consequently, for each r ∈ [0, 1), we have G(rA) − G(rB) ≤ µ P (A, R) − P (B, R) .
Since G ∈ Re (A n ⊗ B(E)), Theorem 4.1 from [29] shows that G(A) = lim r→1 G(rA) and G(B) = lim r→1 G(rB) in the operator norm topology. Due to the fact that µ = 1, we have G(A) − G(B) ≤ P (A, R) − P (B, R) .
Therefore, d H (A, B) ≤ P (A, R) − P (B, R) , which together with (3.3) prove the equality. The last part of the proposition can be easily deduced from the considerations above. The proof is complete. Proof. Assume that each F j has a representation of the form F j (X 1 , . . . , X n ) = ∞ k=0 |α|=k X α ⊗ A (α,j) , A (α,j) ∈ B(E).
Since F j is a bounded free holomorphic function, due to [26] (see also [29] ), there exists f j (S 1 , . . . , S n ) ∈ F ∞ n⊗ B(E) such that F j (X 1 , . . . , X n ) = (P X ⊗ id)[f j (S 1 , . . . , S n )], X := (X 1 , . . . , X n ) ∈ [B(E) n ] 1 .
Moreover, f j (S 1 , . . . , S n ) = SOT − lim r→1 F j (rS 1 , . . . , rS n ) and F j (rS 1 , . . . , rS n ) ∈ A n ⊗ B(E). Now, let L 1 , . . . , L m be the left creation operators on the full Fock space F 2 (H m ) with m generators, and consider
to be an arbitrary polynomial with Re p(L 1 , . . . , L m ) ≥ 0. Since F = (F 1 , . . . , F m ) is a contractive free holomorphic function, we deduce that (see [26] )
[f 1 (S 1 , . . . , S n ), . . . , f m (S 1 , . . . , S n )] = F ∞ ≤ 1.
Applying now the noncommutative Poisson transform P (f1(S1,...,Sn),...,fm(S1,...,Sn)) ⊗ id to the inequality Re p(L 1 , . . . , L m ) ≥ 0, we obtain (4.2) Re p(f 1 (S 1 , . . . , S n ), . . . , f m (S 1 , . . . , S n )) ≥ 0.
Note that p(f (S)) := p(f 1 (S 1 , . . . , S n ), . . . , f m (S 1 , . . . , S n )) in is F We remark that if m = n = 1 in Corollary 4.3, we obtain a very simple proof of Suciu's result [33] . Note also that, in particular (if E = C), for any free holomorphic function The results of this paper will be used in a future paper to investigate a noncommutative Bloch type space of free holomorphic functions and Kobayashi type pseudodistances on noncommutative domains.
