This paper presents a robust approach for recognition of thermal face images based on decision level fusion of 34 di®erent region classi¯ers. The region classi¯ers concentrate on local variations. They use singular value decomposition (SVD) for feature extraction. Fusion of decisions of the region classi¯er is done by using majority voting technique. The algorithm is tolerant against false exclusion of thermal information produced by the presence of inconsistent distribution of temperature statistics which generally make the identi¯cation process di±cult. The algorithm is extensively evaluated on UGC-JU thermal face database, and Terravic facial infrared database and the recognition performance are found to be 95.83% and 100%, respectively. A comparative study has also been made with the existing works in the literature.
Introduction
Automatic face recognition has been comprehensively studied for more than four decades since face recognition of individuals has many applications, particularly in human-machine interaction and security domain. The nonintrusive nature makes the face recognition superior to other biometric-based recognition system is such as ¯ngerprints, iris, hand geometry, etc. Most of the available face recognition systems are based on visible face images. For more information regarding visible face recognition methods, readers are encouraged to see Ref. 4 . These are very good constrained environment. The primary problem in recognizing people in unconstrained environments is the high variability of the visual aspect of the face presented by di®erent sources. The appearance of the face image is changed due to the changes in illumination, occlusions, the head pose and orientation of the subject, the facial expression, and aging. This high changeability makes the face recognition one of the toughest problems in the ¯elds of pattern recognition, computer vision and biometrics. Some of the researchers have been recommended illumination invariant face recognition algorithm based on visible face images. 24 , 35 But, still these methods are not su±cient for unconstrained environments. Face recognition using infrared images has made much progress during the last decade with the advent of CCD technology. 50 Face recognition system based on visual images has an edge over other biometric traits due to easy availability of low cost visible band optical camera, but visual images-based face recognition alone has not been able to achieve the required accuracy because of its sensitivity to illumination, pose, and expressions. On the other hand, thermal infrared face recognition systems do not depend on illumination condition. This system can capture the radiated energy from the face only. As the heat pattern is emitted from the face surface itself, without any source of external radiation, these systems can capture images despite any external lighting and even in the dark. In this system, the tasks of face detection, localization, and segmentation are relatively easier and more reliable than those in visual images. 25 , 32 A brief review of the signi¯cant works, as found in the literature, on thermal face recognition, as well as infrared face recognition during the last decade, is presented here. In 1992, ¯rst thermal face recognition work was conducted in Mikos Corporation. 28 Mikos Corporation ¯rst demonstrated that the facial thermograms are di®erent for every individual. Wilder et al. 49 have presented one of the ¯rst works on thermal face recognition. They have compared the relative performances of three face recognition algorithms for visible and thermal IR images of 101 subjects and concluded that the recognition results for one modality were not signi¯cantly better than those for the other. They did not consider a signi¯cant amount of illumination changes for visible images and temperature changes for IR images. However, the illumination problem could be solved to a great extent using Gabor transform. 45 Illumination does not a®ect the thermal images since thermal images are illumination independent. Cutler 15 were one of the ¯rst researchers who have used the eigenface 34 method in the infrared face recognition and applied to a database of 288 hand-aligned low-resolution (160 x 120) images of 24 subjects taken from three viewpoints (frontal, 45° and pro¯le). Recognition rates reported were 96% for frontal views, 96% for 45° views, and 100% for pro¯le views. Another face recognition system based on thermal face was introduced by Yoshitomi et al. 52 evaluating the performance of the recognition system using the same database of 91 subjects and tested the performance on four di®erent face recognition algorithms (PCA, LDA, LFA and ICA). Their results showed that LWIR imagery of human faces is better to visible imagery in recognition. In Ref. 44 , the researchers have used visible imagery and thermal infrared imagery for face recognition in operational scenarios of both indoor and outdoor. They have studied the performance of the face recognition system across multiple sessions. The visible imagery is a®ected by changes in outdoors illumination; thermal imagery is a®ected by some challenging factors such as physical activity of subjects, weather conditions for both indoors and outdoors, etc. Their experimental results proved that, under controlled lighting conditions, visible imagery has a better recognition rate for indoors. For all of the algorithms that they used, outdoor recognition rate was worse for both visible and thermal images, with a sharper degradation for visible one. They have concluded that face recognition performance with thermal infrared imagery is steady over many sessions. IR imagery represents a feasible substitute to visible imaging in the search for a robust and practical face recognition system. Trujillo et al. 42 proposed an unsupervised local and global feature extraction paradigm to the problem of facial expression using thermal images. Chen et al. 40 developed a face recognition method with Principle Component Analysis (PCA). They used PCA to study the comparisons and combination of infrared and visible images to the e®ects of lighting, facial expression change and the time di®erence between gallery and probe images. They have paid attention to a very crucial factor in thermal infrared face recognition which is the time di®erence between training and test images in the galleries. First they did not consider elapse time for testing the system. They have stated that there is no regular di®erence between the recognition rate of visible and thermal IR Infrared. Later, they have concentrated on elapse time. They have concluded that visible image is better than thermal IR in time-lapsed recognition. But there is an important clue in their research: The sets of mismatched probes of the two classi¯ers for the two models did not overlap necessarily. This clue suggested that these two models may have complementary information about the probe. So, the researchers combined the results of the thermal IR and visible image-based face recognition systems using some combination rules using three di®erent strategies. Their experimental results indicated that when there was signi¯cant time elapse between the gallery and probe images, the visible face recognition outperforms the thermal IR one. Their experimental results also showed that the combination of the two models outperforms both the single models. Friedrich et al. 43 have also proposed an eigenface-based face recognition using thermal IR images. In their work, they found that the thermal IR images are less a®ected by changes of pose or facial expression. They found that the thermal IR face recognition is quite better than a visible one when the probe images include highly varying pose and facial expressions. Prokoski et al. 47 expected that it is possible to extract the vascular network i.e. network of blood vessels from thermal facial images as a feature for face recognition. Some of the researchers [10] [11] [12] 16, 33 used this clue and presented an approach for face recognition based on this physiological information extracted from the thermal face images. First, they segmented the human face from the background using a di®erent method which is mentioned in their papers. Then, they have used to extract blood vessels available on the segmented face. The extracted vascular network is unique for each person. It has been found that there exists an analogy between thermal imprints of human faces and ¯ngerprints of human beings. The thermal imprints of the blood vessels may be treated as the ridges in the ¯nger-prints and ¯ngerprints recognition techniques may be applied on thermal imprints of the human faces for their recognition. The reliability of the ¯ngerprint recognition system has been signi¯cantly enhanced through the technique of minutiae extraction from ridges. Most common type of minutiae is: when a ridge either comes to an end, which is called a ridge-termination or when it splits into two ridges, which is called a ridge-bifurcation. So, the number and locations of the minutiae vary from face to face in any particular person. When a set of face images is obtained from an individual person, the number of minutiae is recorded for each face. The precise locations of the minutiae are also recorded, in the form of numerical coordinates, for each face and the feature sets thus obtained has been stored in a separate database. A computer can rapidly compare this feature sets with that of anyone else in the world whose face image has been scanned. This work had a drawback: The matching method could not overcome the nonlinearities in the deformation of the vascular network, due to variations in facial pose and expressions and the experimental results showed high false acceptance rates due to weaknesses of the proposed method in the feature extraction and matching algorithms.
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Blood perfusion data can be used for face recognition since blood vessels transporting warm blood are re°ected in the thermal patterns. Wu et al. 36 used this suggestion to get better performance of the IR face recognition system under different surrounding temperatures. First they have extracted the blood perfusion data from thermal patterns, since thermal images are dependent on surrounding temperature and blood perfusion data is more steady features. So, the extracted blood perfusion data (also called physiological data) is used for face recognition. After converting the thermal data into the blood perfusion data, the features are extracted by the PCA methods and RBF neural network is used for recognition. The experimental results have proved that the performance of the face recognition system using blood perfusion data is signi¯cantly better than the temperature data. Bhowmik et al. 37 used Log-polar transform to achieve rotation and to scale invariant images. After that, PCA is used on these transformed images for feature extraction and ¯nally, classi¯cation is done using multilayer perception. When only one-sided semipro¯le thermal images of an individual are available, a mosaicking technique can be applied to build an apparent 2D front pro¯le view of that person. 39 In Ref. 13 , authors have used Log-Gabor wavelets for IR face recognition. In the ¯rst step of their used method, Log-Gabor has been used to form feature vector from IR face image. In the second step, PCA is used to reduce the dimensions of the feature vectors that are obtained from the ¯rst step. Then Independent Component Analysis (ICA) has been used to form a new feature vector, which fed into Top-match classi¯er for identifying class labels of the testing IR face images. They have used LWIR face database collected by Equinox Corporation. The available semi-pro¯le image is converted into a mirror image which is similar to the opposite half semi-pro¯le thermal image of that person. Human face is symmetric. So, simple concatenation of these two images (one is the original side view image, and another is the mirror or opposite side view image) produces an apparent 2D front face thermal mosaicked image of that person. This mosaic image can be used in any simple thermal face recognition system.
From the above paragraph, it is clear that most of the researchers have used PCA for extracting features from the face in thermal face recognition. PCA is known as reconstructive approach, which is considered to be robust for contaminated pixels. 51 One of the main de¯ciencies of the PCA-based classi¯er is its limited capability to handle local variations in the faces, caused by expressions, motion, deformation, 8 and false exclusion of thermal information produced by the presence of inconsistent distribution of temperature statistics (missing data), etc. In this work, decision level fusion 27 of many region classi¯ers is used for the identi¯cation of the class label and singular value decomposition (SVD) is used for feature extraction and classi¯cation purpose. Region classi¯er can handle local variations by dividing the face into a number of regions, performing recognition on each of these separate regions and then fusing the results. Due to occlusion or expression change, some of the region classi¯ers may fail to identify the person. But, the aggregation of decisions of other region classi¯ers may recognize the person with high con¯dence. Thus this method is robust against local variations in the faces, caused by occlusions, expression changes, motion, deformation, and false exclusion of thermal information produced by the presence of inconsistent distribution of temperature statistics. Again most of the researchers have implemented their algorithms on few numbers of subjects. Here, we have developed our algorithm on UGC-JU thermal face database 30 which contains 84 subjects and which is freely available on request for research purpose. However, the pathological (like fever, headache, in°ammation, etc.) and psychological (like nervousness, blush, etc.) conditions of the person, which may a®ect his blood perfusion data, have not been considered in the present work.
The rest of this paper is organized as follows. The proposed system is introduced in Sec. 2. Experimental results and discussion are presented in Sec. 3. Section 4 describes the comparison with the existing works and Sec. 5 draws the conclusion.
Proposed System
A schematic diagram of the proposed Robust Thermal Face Recognition System (RTFRS) is shown in Fig. 1 . The system consists of four main modules, namely image acquisition, image preprocessing, region classi¯er and SVD. Each of these modules has been discussed, in detail, in subsequent subsections.
Face image acquisition: In the present work, thermal and visible face images are acquired simultaneously with variable expressions, poses and with/without glasses. Till now 84 individuals have volunteered for this photo shoots and each of 39 different templates of RGB color images with di®erent expressions (happy, angry, sad, disgusted, neutral, fearful and surprised) and pose changes about x-, y-and z-axis are taken. Resolution of each image is 320 x 240, and the images are saved in JPEG format. FLIR 7 camera is used to capture this database. Our FLIR 7 camera can capture thermal infrared spectrum (wavelength of 8-14 /im). A typical thermal face image is shown in Fig. 2(a) ). This thermal face image depicts interesting thermal information of a facial model. 
Image preprocessing
The stage involves binarization of the acquired thermal face image, extraction of the largest component as the face region, and cropping of the face region in elliptic shape. The image processing techniques which have been used here are discussed in detail as follows.
Binarization
Each of the captured 24-bits color images has been converted into its 8-bit grayscale image. 41 The grayscale image of the sample image of Fig. 2(a) is shown in Fig. 2(b) . The grayscale images are then converted into corresponding binary images by setting pixels in the grayscale image with luminance greater than the mean intensity with the value 1 (white) and all other pixels with the value 0 (black). In a binary image, black pixels mean background and white pixels mean the face region. The binary image of the grayscale image given in Fig. 2(b) is shown in Fig. 2(c) .
Extraction of the largest component 41 : The foreground of a binary image may contain more than one object. Let us consider the image, in Fig. 2(c) , it has six foreground objects or components. The largest one represents the face region. The others are at the left bottom corner and small dot on the top. Then largest component has been extracted from a binary image using \Connected Component Labeling" algorithm. 9 This algorithm is based either on \4-connected" neighbors or \8-connected" neighbor's method. 7, 17 In this study \8-connected" neighbor's method is used. It is a binary image. Here, white means face skin region and black means background. Using the selected largest component as template face region from the grayscale image is then extracted. Figure 3(b) shows only the gray level face region (excluding background) of Fig. 3(a) . 
Cropping of the face region in elliptical shape
Normally human face is of an elliptical shape. For ¯tting an ellipse on the identi¯ed face region, the centroid 29 , 41 of the face region needs to be evaluated. The coordinates of the centroid are evaluated from the binarized face image using the following equations.
where x, y are the co-ordinates of the binary image and f(x, y) is the intensity value at x, y co-ordinates. Using this information, face region has been cropped in an elliptical shape using \Bresenham ellipse drawing" 18 algorithm. Distance between the centroid and the right ear is called the minor axis of the ellipse and distance between the centroid and the forehead is called the major axis of the ellipse. The cropped elliptical face image is shown in Fig. 4 .
Region classifier
After cropping of the face region in elliptical shape, it has been seen that some thermal information within the facial area (especially nose and eye region) is excluded during binarization, shown in Fig. 4 . False exclusion of thermal information produced by the presence of inconsistent distribution of temperature statistics makes the process of identifying persons using their thermal facial images di±cult. So, in the classi¯cation stage, we propose to consider the thermal face surface as a combination of several local regions. If the facial area is partially excluded due to some reasons, information regarding the excluded regions will not be available. Therefore instead of globally evaluating a surface, it will be bene¯cial to analyze the images by separate local classi¯ers and then to fuse the regional classi¯cation results. Local analysis of •UUEDD Fig. 5 , where the white area represents the selected local face region and the black area is the excluded face region. The regions were chosen in such a way that, for di®erent types of local variation, they would allow stable features for comparison. Examples of such regions are those that leave out the upper or the lower part of the face because of the di®erence in hair, caps, etc. or di®erence in expression of the mouth. Other examples are leaving out areas covered by glasses and the left or right side of the face, which are less visible for large rotations around the vertical y-axis.
All of these local regions are mapped on the elliptical face, and the features are extracted from the white region only. All feature vectors can be represented as a 1 x n-dimensional vector. So, the size of the feature vector is less compared to that extracted from the whole face image. Still the size of the feature vector is not manageable. Since, any attempt at recognition in such high-dimensional space is vulnerable to a variety of issues often referred to as the curse of dimensionality. Therefore, at the feature extraction stage, images are transformed to low-dimensional vectors in the face space. The main objective is to ¯nd such a basis function for this transformation which could distinguishably represent faces in the face space. A number of approaches have been reported in the face recognition literature, such as PCA, 23 PCA is known as reconstructive approach. Reconstructive approach is robust for contaminated pixels 51 which could serve our purpose. In this work, instead of solving through covariance matrix, eigenvectors and the corresponding eigenvalue are found out through SVD because the covariance matrix-based method is computationally as well as memory requirement wise happens to be very costly.
Singular Value Decomposition:
SVD is considered as an important topic in linear algebra by many renowned mathematicians. It is the widely used technique to decompose a matrix into several component matrices, exposing many useful and interesting properties of the original matrix. The decomposition of a matrix is often called a factorization. Let us say A be a rectangular matrix with TO rows and n columns, with rank r and r < n < m. Then A can be broken down into the product of three matrices -an orthogonal matrix U, a diagonal matrix S, and the transpose of another orthogonal matrix V: 
and S is a diagonal matrix with singular values a 1 <J 2 ,..., a n of A on the diagonal which are the square roots of eigenvalues obtained from U or V in descending order.
So, SVD allows us to factoring a digital image in three matrices. The use of S nn , i.e. singular values allows us to represent the image with a smaller set of values, which can preserve useful features of the original image, but use less storage space in the memory. PCA can be derived from the SVD. 26 The covariance matrix can be written as
From the above equation, it is understood that SVD order the singular values in decreasing order and the ¯rst m columns corresponds to the sorted nonzero eigenvalues of C as m > n. So, PCA transformed data can be written as
where U is the matrix of eigenvectors sorted according to eigenvalues and U U is a simple m x n matrix which is one on the diagonal and zero everywhere else. So, the transformed PCA data can be described in terms of the SVD decomposition of A.
SVD for face recognition:
Here, a single face image in the training phase is known as baseface, and all such basefaces are grouped together to create a face space which are known faces. When, a new face image appears for identifying its class label by projecting it onto the face space, and then matching this face by comparing its coordinates (position) in face space with the coordinates (positions) of known faces i.e. \face space". Let / be a baseface of size m rows and n columns. A row vector f of size 1 x M (= m x n) has been created by appending each row one after another column wise. Each such baseface is appended row wise in order to get the training set S with N number of face images of known individuals to be represented in the form of an N x M matrix:
The mean image / mean of training set S is found by / mean = jj^2i= 1 fi which is shown in Fig. 6 . Each of the training images must be centered. This centering is done by subtracting the mean image from each of the training images as shown below:
This gives another M x N matrix X:
Then SVD is applied on the matrix X as described below: The input image f mxn in the facespace is represented by the contribution of each baseface which are treated as basis as follows:
The vector x will be used in recognition to ¯nd which prede¯ned face classes are the best matches of the face. The simplest method for determining which face class provides the best description of an input class x i is through the use of Euclidean distance and trying to ¯nd which face class minimizes it.
di = \x-x t \ = ^/{x-XiYix-Xi),
where x t is the feature vector of f t , which is the scalar projection of (/, -/ mean ) onto the \baseface":
..,Ur] X (/i-Zmean)-
A face / is classi¯ed as f t when d t is found to be minimum. So, the recognition process starts from projecting a region template onto the training images and extracting the pixel information from the mapped region (white area) of the training images, then storing these pixels' information as a row vector which is treated as a feature vector. Size of this feature vector depends on the white area of the region template. It has been seen that the size of the feature vector is very large. Combining these feature vectors as columns a matrix is formed. Application of SVD transforms this matrix into a product USV T , which is refactoring of a digital image in three matrices. This refactoring can conserve useful features of the original image and represents the image with a smaller set of values instead of using less storage space in the memory. The singular values a 1 , a 2 ,. .
•, <r n are unique; however the matrices U and V are not unique, so each image has its own singular values. After extracting SVD for the train and test sets, by using Euclidean distance, minimum distance will be found.
The recognition results coming from di®erent region classi¯ers are independent and may vary widely. Some of them may be very low. But fusion of the results of the region classi¯ers into a single score or decision might be better than the individual decisions.
In our work, decision level fusion being adopted is based on majority voting technique since majority voting technique will be more appropriate with the idea of using multiple region classi¯ers each representing more or less stable regions in the face area. Some of the region classi¯ers may give incorrect decision, but still many others will give the correct decision. So, majority voting technique takes decision when the majority of the classi¯ers agree.
Experimental Results and Discussion
Experiments have been performed on UGC-JU thermal face database, 38 and one benchmark database named as Terravic facial infrared database. The details of UGC-JU face database have been mentioned earlier. Twelve frontal images are taken for each person for our experiments from the two datasets i.e. our UGC-JU thermal face dataset and Terravic facial infrared dataset separately. All the images of size 112 x 92 have been made. Then these thermal face images are divided into two sets, namely training set and test set. Here two types of experiments have been performed. In the ¯rst set of experiments, the entire face image is used for classi¯cation. The pixel information from the cropped elliptic thermal face images of each (person) in the training set is fed to the SVD module, which de¯nes the basefaces and facespace for the training set. For testing, each face image in the test set is projected onto the facesubspace of the each training images, and its distance from the nearest base-face of the training set is computed. This is repeated for all the test images and the test image is assigned with the class label for which that distance measure is found minimum. A number of experiments have been performed, which are discussed in detail below:
2-fold cross-validation
In the 2-fold cross-validation method, total image set is divided into two disjoint sets U and V, respectively, and the U set is used for training and V set is used for testing purpose and the vice versa. Then the average percentage of recognition rate has been calculated on UGC-JU thermal face database, and the obtained result is shown in Table 1 . The average recognition rate is found to be 100% for Terravic facial infrared database. 
3-fold cross-validation
In the 3-fold cross-validation method, total images are divided into three disjoint sets U, V and X, respectively. In the ¯rst part of this experimentation (Exp 1), one of these three sets is used for training purpose and rest two sets are used for testing purpose. The recognition rate on the test sets is calculated and shown in Table 2 . The average percentage of recognition rate is found to be 100 for Terravic facial infrared database.
In the second part of experiment (Exp 2), two sets are used for training purpose and rest one set is used for testing purpose. The obtained recognition rates on the test set are calculated and reported in Table 3 . The average recognition rate is found to be 100% for Terravic facial infrared database.
In the second set of experiments, region classi¯ers are used. Here, total images are also tested using both 2-fold and 3-fold cross-validation. For feature extraction, each region template is projected onto the training images, and pixel information is extracted from the mapped area (white area) from the training images. The pixel information is fed to the SVD module, and facesubspace and baseface are de¯ned. So, this process is repeated for all the region templates (34 di®erent regions). The performance of individual classi¯ers and the fused result for 2-fold cross-validation are shown in Fig. 7 . `X'-axis of the following graphs represents the region classi¯er number and `Y '-axis represents the recognition rate in percentage. Here, the total classi¯er numbers are 34. So, in `X'-axis 34 di®erent marks are there. The 35th mark is used to represent the fused and average result. Five di®erent symbols (diamond, square, triangle, multiplication and asterisk) are used to represent the results of Training Set U and Testing Set V , Decision level fusion (f1), Training Set V and Testing Set U, Decision level fusion (f2) and Average recognition rate respectively and the average Recognition rate is found to be 93.06%. The average recognition rate is found to be 100% for Terravic facial infrared database. In the 3-fold cross-validation method, total image set is divided into three disjoint sets U, V and X, respectively. The 3-fold cross-validation method is also divided into two ways. In the ¯rst way, one set out of three sets is used for training and rest of the two sets is used for testing purpose, and the result is shown in Fig. 8 . Average recognition result is 91.67%. In the second way, two sets are used for training and one set is used for testing purpose. Result is shown in Fig. 9 . Average recognition result is 95.83%. The average recognition rate is found to be 100% for Terravic facial infrared database.
From the above tables, we have two little observations. First one is that, the region classi¯ers give a better result than a simple approach (without a region 
Comparison with Other Methods
The present method has been compared with previous works of Seal et al. 36, 37, 39 on thermal face image recognition on the basis of their performances on the UGC-JU face database. In their previous work, three di®erent methods have been used to extract the blood perfusion image, namely bit-plane slicing and medial axis transform, morphological erosion and medial axis transform, `sobel' edge operators. Then two methods have been used to ¯nd the minutiae points from a blood perfusion image of a human face, which are unique for that face. After the extraction of minutiae points from a blood perfusion image, entire face image is divided into equal size square blocks, and the total number of minutiae points from each block is calculated and stored it in a vector to make ¯nal feature vector. Therefore, the size of the feature vectors is found to be same as the total number of blocks considered. A three layer feedforward back propagation neural network is used as a classi¯cation tool. The maximum recognition rate obtained on these methods is 95.24% which is quite satisfactory. But, these methods have several limitations. First, these minutiaebased techniques may be a®ected by occlusion, wear glass since these techniques are sensitive to proper localization of the minutiae points. Second, the success rate depends on the size of the block. Lastly, the exact localization of minutiae points are always a di±cult task. These limitations have been overcome using 34 di®erent Region-based classi¯ers, each was focusing on di®erent regions of the face. Here, the recognition performance depends on the aggregation of the decisions of the individual region classi¯ers; failures of some of them are supplemented by the success of others. The present method has also been compared with one work, which is based on PCA, Wavelet, and SVM. 19 In this work, the authors have used PCA and Haar level-4 wavelet for extraction of features from the face images and fed these features into SVM with three types of kernels namely RBF kernel, Linear polynomial kernel and Quadratic polynomial kernel and Nearest Distance Classi¯er separately for classi¯-cation purpose. PCA and Haar level-4 wavelet are used in this work to extract the feature from the UGC-JU thermal face images for comparisons. The size of the lowfrequency coe±cient array is 7 x 6 after level-4 decomposition. In this work, only LL4 coe±cients are used. The LL4 coe±cients of a face image are stored in the form of a row vector, and the size of the row vector is 1 x 42 (7 x 6 = 42). Here the face images are divided into two groups; one is used for training and the other for testing. All experiments are performed in MATLAB 2012 platform except SVM classi¯cation. For SVM, Weka 3.6.10 version is used. The obtained average recognition rate after 2-fold cross-validation is shown in Table 4 .
In Ref. 19 , authors have considered di®erent pose changes for their work, but in the present implementation only frontal face images with di®erent facial expressions are considered. The present work has also been compared with one of the existing work of Chen and Jing. 13 The used algorithm consists of four steps. In the very ¯rst step, Log-Gabor wavelets are used at four di®erent scales and six directions to form 24 images of the same size of the input face image. Some of the parameters need to be set for executing Log-Gabor wavelet transform. These parameters are wavelength of smallest scale ¯lter, scaling factor between successive ¯lters, ratio of the standard deviations of the radial Gaussian function to the ¯lter center frequency, and ratio of angular interval between ¯lter orientations and the standard deviation of the angular Gaussian function. In this experiment, the value of these parameters are set to be 3, 2, 0.65, and 1.5, respectively. Then all 24 transformed images are concatenated column wise to form feature vector. Then PCA has been used to reduce the size of the feature vector. ICA has been considered to get a new feature vector from the reduced feature vector. Top-match classi¯er is used for identifying the class label of the test Table 4 . Comparison of recognition performances of di®erent methods on UGC-JU thermal face image database. face image. The same experiment has been done on UGC-JU thermal face database, and the obtained result is shown in Table 4 . All the results support the conclusion that the face recognition performances based on region classi¯ers are better than all other above mentioned methods, and the proposed method also helps to remove the limitations of the above mentioned problems.
Conclusion
In this work, Region Classi¯er is used for the ¯rst time in the area of thermal face recognition. We have proposed a thermal face recognition system which is robust against the missing thermal information of the facial surface produced by the presence of inconsistent distribution of temperature statistics. Experiment is done on UGC-JU thermal face database and Terravic facial infrared database. Extensive experiments were carried out to illustrate the e±ciency of thermal face recognition using Region classi¯er and SVD. In terms of face classi¯cation, we have shown that dividing the facial surface into local regions and combining their individual views at the classi¯-cation level signi¯cantly improves the recognition rate. Furthermore, using SVDbased classi¯ers improves identi¯cation results: when local results are fused by majority voting technique. The simple architecture of the proposed approach makes it computationally e±cient. Besides, no knowledge of geometry or speci¯c feature of the face is required. However, this system is applicable to front views and constant background only. It may fail in unconstrained environments like natural scenes.
