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Abstract
In this paper, for evolutionary Faddeev model corresponding to maps from the
Minkowski space R1+n to the unit sphere S2, we show the global nonlinear stability
of geodesic solutions, which are a kind of nontrivial and large solutions.
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1 Introduction and main result
In quantum field theory, Faddeev model is an important model that describes heavy
elementary particles by knotted topological solitons. It was introduced by Faddeev in [9, 10]
and is a generalization of the well-known classical nonlinear σ model of Gell-Mann and Le´vy
[15], and is also related closely to the celebrated Skyrme model [36].
Denote an arbitrary point in Minkowski space R1+n by (t, x) = (xα; 0 ≤ α ≤ n) and the
space-time derivatives of a function by D = (∂t,∇) = (∂α; 0 ≤ α ≤ n). We raise and lower
indices with the Minkowski metric η = (ηαβ) = η
−1 = (ηαβ) =diag(1,−1, · · · ,−1). For the
Faddeev model, the Lagrangian is given by
L (n) =
∫
R1+n
1
2
∂µn · ∂µn− 1
4
(
∂µn ∧ ∂νn
) · (∂µn ∧ ∂νn) dxdt, (1.1)
where v1 ∧ v2 denotes the cross product of the vectors v1 and v2 in R3 and n : R1+n −→ S2
is a map from the Minkowski space to the unit sphere in R3. The associated Euler-Lagrange
equations take the form
n ∧ ∂µ∂µn+
(
∂µ
[
n · (∂µn ∧ ∂νn)])∂νn = 0. (1.2)
See Faddeev [9, 10, 11] and Lin and Yang [27] and references therein.
The Faddeev model (1.2) was introduced to model elementary particles by using contin-
uously extended, topologically characterized, relativistically invariant, locally concentrated,
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soliton-like fields. The model is not only important in the area of quantum field theory but
also provides many interesting and challenging mathematical problems, see for examples
[4, 8, 31, 32, 33, 34, 37]. There have been a lot of interesting results in recent years in study-
ing mathematical issues of static Faddeev model. See Lin and Yang [24, 25, 26, 27, 28] and
Faddeev [11]. However, the original model (1.2) is an evolutionary system, which turns out
to be unusual nonlinear wave equations enjoying the null structure and containing semilinear
terms, quasilinear terms and unknowns themselves. Lei, Lin and Zhou [22] is the first rigor-
ous mathematical result on the evolutionary Faddeev model. For the evolutionary Faddeev
model in R1+2, they gave the global well-posedness of Cauchy problem for smooth, compact
supported initial data with small H11(R2)×H10(R2) norm. Under the assumption that the
system has equivariant form, Geba, Nakanishi and Zhang [14] got the sharp global regularity
for the (1+2) dimensional Faddeev model with small critical Besov norm. Large data global
well-posedness for the (1+2) dimensional equivariant Faddeev model can be found in Creek
[6] and Geba and Grillakis [13]. We also refer the readers to Geba and Grillakis’s recent
monograph [12] and references therein.
As mentioned above, the equation (1.2) for the evolution Faddeev model falls into the
form of quasilinear wave equations. For Cauchy problem of quasilinear wave equations, there
are many classical results on global well-posedness of small perturbation of constant trivial
solutions. The global well-posedness for 3-D quasilinear wave equations with null structures
and small data can be found in pioneering works Christodoulou [5] and Klainerman [20].
In the 2-D case, Alinhac [2] first got the global existence of classical solutions with small
data. As we known, there are few results on the global regularity of large solutions for
quasilinear wave equations. But for some important physical models, the stability of some
kind of special large solutions can be studied. For example, for timelike extremal surface
equations, codimension one stability of the catenoid was studied in Donninger, Krieger,
Szeftel and Wong [7]. Liu and Zhou [30] considered the stability of travelling wave solutions
when n = 2, and Abbrescia and Wong [1] treated the n ≥ 3 case. Some results on global
nonlinear stability of large solutions for 3-D nonlinear wave equations with null conditions
can be found in Alinhac [3] and Yang [38].
The main purpose of this paper is to investigate the global nonlinear stability of geodesic
solutions of the evolutionary Faddeev model, which are a kind of nontrivial and large solu-
tions. The stability of such solutions was first considered by Sideris in the context of wave
maps on R1+3 [35]. Firstly, we rewrite the system (1.2) in spherical coordinates. Let
n = (cos θ cosφ, cos θ sinφ, sin θ)T (1.3)
be a vector in the unit sphere. Here θ : R1+n −→ [−pi, pi] and φ : R1+n −→ [−pi2 , pi2 ] stand
for the latitude and longitude, respectively. Substituting (1.3) into (1.1), we have that the
Lagrangian (1.1) equals to
L (θ, φ) =
∫
R1+n
1
2
Q(θ, θ) +
1
2
cos2 θ Q(φ, φ)− 1
4
cos2 θ Qµν(θ, φ)Q
µν(θ, φ) dxdt, (1.4)
where the null forms
Q(f, g) = ∂µf∂
µg (1.5)
2
and
Qµν(f, g) = ∂µf∂νg − ∂νf∂µg. (1.6)
By (1.4) and Hamilton’s principle, we can get the Euler-Lagrange equations with the follow-
ing form 
✷θ = F (θ,Dθ,Dφ,D
2θ,D2φ),
✷φ = G(θ,Dθ,Dφ,D2θ,D2φ),
(1.7)
where ✷ = ∂2t −∆ is the wave operator on R1+n,
F (θ,Dθ,Dφ,D2θ,D2φ)
= −1
2
sin(2θ)Q(φ, φ) − 1
4
sin(2θ)Qµν(θ, φ)Q
µν(θ, φ)
− 1
2
cos2 θQµν
(
φ,Qµν(θ, φ)
)
(1.8)
and
G(θ,Dθ,Dφ,D2θ,D2φ)
= sin2 θ✷φ+ sin(2θ)Q(θ, φ) +
1
2
cos2 θQµν
(
θ,Qµν(θ, φ)
)
. (1.9)
We note that if Θ = Θ(t, x) satisfies the linear wave equation
∂2tΘ−∆Θ = 0, (1.10)
then (θ, φ) = (Θ, 0) satisfies the system (1.7). In this case, n = (cosΘ, 0, sinΘ)T lies in
geodesics on S2 (i.e. big circles). Thus following the definition in Sideris [35], we call such
solution as geodesic solutions.
In this paper, we will investigate the global nonlinear stability of such geodesic solutions
of Faddeev model, i.e., the solution (Θ, 0) of system (1.7) on R1+n, n ≥ 2. Here we will only
focus on the cases n = 2 and n = 3. As we known, the (1+3) dimensional Faddeev model is
an important physical model in particle physics. While the (1+2) dimensional case is much
more complicated than the (1+3) dimensional case from the point of mathematical treating.
The n ≥ 4 case can be treated by a way which is the same with the n = 3 case. We note
that Lei, Lin and Zhou’s small data global existence result [22] can be viewed as some kind
of stability result for the trivial geodesic solution (θ, φ) = (0, 0) of (1.7) on R1+2.
The remainder of this introduction will be devoted to the description of some notations,
which will be used in the sequel, and statements of global nonlinear stability theorems in
n = 3 and n = 2 . In Section 2, some necessary tools used to prove global nonlinear stability
theorems are introduced. The proof of global nonlinear stability theorems in n = 3 and
n = 2 will be given in Section 3 and Section 4, respectively.
1.1 Notations
Firstly, we introduce some vector fields as in Klainerman [19]. Denote the collection of
spatial rotations Ω = (Ωij; 1 ≤ i < j ≤ n), where Ωij = xi∂j − xj∂i, the scaling operator
S = t∂t + xi∂i, and the collection of Lorentz boost operators L = (Li : 1 ≤ i ≤ n),
3
Li = t∂i + xi∂t, i = 1, · · · , n. Define the vector fields Γ = (D,Ω, S, L) = (Γ1, . . . ,ΓN ), N =
2 + 2n+ (n−1)n2 . For any given multi-index a = (a1, . . . , aN ), we denote Γ
a = Γa11 · · ·ΓaNN . It
can be verified that (see [29])
|Du| ≤ C〈t− r〉−1|Γu|, (1.11)
where 〈·〉 = (1 + | · |2) 12 . We will also introduce the good derivatives (see [2])
Tµ = ωµ∂t + ∂µ, (1.12)
where ω0 = −1, ωi = xi/r (i = 1, · · · , n), r = |x|. Denote T = (T0, T1, · · · , Tn). Compared
with (1.11), we have the following decay estimate:
|Tu| ≤ C〈t+ r〉−1|Γu|. (1.13)
The energy associated to the linear wave operator is defined as
E1(u(t)) =
1
2
∫
Rn
(|∂tu(t, x)|2 + |∇u(t, x)|2) dx, (1.14)
and the corresponding k-th order energy is given by
Ek(u(t)) =
∑
|a|≤k−1
E1(Γ
au(t)). (1.15)
For getting the global stability of geodesic solutions when n = 2, we will use some
space-time weighted energy estimates and pointwise estimates. Let σ = t − r, q(σ) =
arctan σ, q′(σ) = 1
1+σ2
= 〈t − r〉−2. Since q is bounded, there exists a constant c > 1, such
that
c−1 ≤ e−q(σ) ≤ c. (1.16)
Following Alinhac [2], we can introduce the “ghost weight energy”
E1(u(t)) = 1
2
∫
Rn
e−q(σ) 〈t− r〉−2 |Tu|2 dx (1.17)
and its k-th order version
Ek(u(t)) =
∑
|a|≤k−1
E1(Γau(t)). (1.18)
We will also introduce the following weighted L∞ norm
X0(u(t)) =
∥∥〈t+ | · |〉n−12 〈t− | · |〉n−12 u(t, ·)∥∥
L∞(Rn)
, (1.19)
and its k-th order version
Xk(u(t)) =
∑
|a|≤k
X0(Γau(t)). (1.20)
For the convenience, for any integer k and 1 ≤ p ≤ +∞, we will use the following
notations
‖u(t, ·)‖W k,p(Rn) =
∑
|a|≤k
‖∇au(t, ·)‖Lp(Rn), (1.21)
4
‖u(t, ·)‖W˙ k,p(Rn) =
∑
|a|=k
‖∇au(t, ·)‖Lp(Rn), (1.22)
|u(t, ·)|Γ,k =
∑
|a|≤k
|Γau(t, ·)| (1.23)
and
‖u(t, ·)‖Γ,k,p =
∑
|a|≤k
‖Γau(t, ·)‖Lp(Rn). (1.24)
1.2 Main results
In this subsection, we will give the global stability results of geodesic solutions to Fad-
deev model in three and two dimensions.
Let Θ = Θ(t, x) satisfy
∂
2
tΘ−∆Θ = 0, (t, x) ∈ R1+n,
t = 0 : Θ = Θ0(x), ∂tΘ = Θ1(x),
(1.25)
where the initial data Θ0 and Θ1 are smooth and satisfy
Θ0(x) = Θ1(x) = 0, |x| ≥ 1. (1.26)
In the following, we will consider the stability of the geodesic solution (Θ, 0) of system
(1.7). Let
(θ, φ) = (u+Θ, v). (1.27)
We can easily get the equation of (u, v) as following
✷u = F (u+Θ,D(u+Θ),Dv,D
2(u+Θ),D2v),
✷v = G(u+Θ,D(u+Θ),Dv,D2(u+Θ),D2v).
(1.28)
It is obvious that the stability of the geodesics solution (Θ, 0) of system (1.7) is equivalent
to the stability of zero solution of (1.28). Thus we will consider the Cauchy problem of the
perturbed system (1.28) with initial data
t = 0 : u = u0(x), ∂tu = u1(x), v = v0(x), ∂tv = v1(x). (1.29)
For introducing the geodesic solution, we note that there are some linear terms in the
equation of v in system (1.28). Thus in order to ensure the hyperbolicity, we should give
some further assumptions on the initial data (Θ0,Θ1) of system (1.25). When n = 3, we
further assume that
λ0 = ‖Θ0‖W˙ 3,1(R3) + ‖Θ1‖W˙ 2,1(R3) < 4pi2, (1.30)
λ1 = ‖Θ0‖W˙ 4,1(R3) + ‖Θ1‖W˙ 3,1(R3) < 8pi, (1.31)
λ = ‖Θ0‖H8(R3) + ‖Θ1‖H7(R3) < +∞. (1.32)
Having set down the necessary notation and formulated Cauchy problem of perturbed
system, we are now ready to record our first main result to be proved. The first main result
in this paper is the following
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Theorem 1.1. When n = 3, assume that Θ0 and Θ1 satisfy (1.26), (1.30)–(1.32), Θ satisfies
(1.25) and u0, u1, v0 and v1 are smooth and supported in |x| ≤ 1. Then there exist positive
constants A and ε0 such that for any 0 < ε ≤ ε0, if
‖u0‖H7(R3) + ‖u1‖H6(R3) + ‖v0‖H7(R3) + ‖v1‖H6(R3) ≤ ε, (1.33)
then Cauchy problem (1.28)–(1.29) admits a unique global classical solution (u, v) satisfying
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ Aε (1.34)
for any T > 0.
When n = 2, we will assume that
λ˜0 = ‖Θ0‖W˙ 2,1(R2) + ‖Θ1‖W˙ 1,1(R2) < 2pi, (1.35)
λ˜1 = ‖Θ0‖W˙ 3,1(R2) + ‖Θ1‖W˙ 2,1(R2) < 4, (1.36)
λ˜ = ‖Θ0‖W 10,1(R2) + ‖Θ1‖W 9,1(R2) < +∞. (1.37)
The second main result in this paper is the following
Theorem 1.2. When n = 2, assume that Θ0 and Θ1 satisfy (1.26), (1.35)–(1.37), Θ satisfies
(1.25) and u0, u1, v0 and v1 are smooth and supported in |x| ≤ 1. Then there exist positive
constants A1, A2 and ε0 such that for any 0 < ε ≤ ε0, if
‖u0‖H7(R2) + ‖u1‖H6(R2) + ‖v0‖H7(R2) + ‖v1‖H6(R2) ≤ ε, (1.38)
then Cauchy problem (1.28)–(1.29) admits a unique global classical solution (u, v) satisfying
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ A1ε and sup
0≤t≤T
(X4(u(t)) +X4(v(t))) ≤ A2ε (1.39)
for any T > 0.
2 Preliminaries
2.1 Commutation relations
The following lemma concerning the commutation relation between general derivatives,
the wave operator and the vector fields was first established by Klainerman [19].
Lemma 2.1. For any given multi-index a = (a1, . . . , aN ), we have
[D,Γa]u =
∑
|b|≤|a|−1
cabDΓ
bu, (2.1)
[✷,Γa]u =
∑
|b|≤|a|−1
CabΓ
b
✷u, (2.2)
where [·, ·] stands for the Poisson’s bracket, i.e., [A,B] = AB − BA, and cab and Cab are
constants.
The following relationship between the vector field Γ and null forms can be found in
Klainerman [20] .
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Lemma 2.2. For null forms Q(u, v) and Qµν(u, v), we have
ΓQ(u, v) = Q(Γu, v) +Q(u,Γv) + Q˜(u, v), (2.3)
ΓQµν(u, v) = Qµν(Γu, v) +Qµν(u,Γv) + Q˜µν(u, v), (2.4)
where Q˜(u, v) and Q˜µν(u, v) are some linear combinations of null forms Q(u, v) and Qµν(u, v).
2.2 Null form estimates
The following lemma gives some good decay property concerning the wave operator.
Lemma 2.3. We have
(1 + t)|✷u| ≤ C
∑
|b|≤1
|DΓbu|. (2.5)
Proof. First, we have the equality
t✷u = (t∂t + xi∂i)∂tu− (xi∂t + t∂i)∂iu = S∂tu− Li∂iu. (2.6)
Then (2.5) follows from (2.6) and (2.1).
Lemma 2.4. For null forms Q(u, v) and Qµν(u, v), we have
|Q(u, v)| + |Qµν(u, v)| ≤ C|Du||Tv|+ C|Tu||Dv|. (2.7)
Proof. By definitions of the null forms (1.5) and (1.6), and the good derivatives (1.12), we
have pointwise equalities
Q(u, v) = Tµu∂
µv − ωµ∂tuT µv (2.8)
and
Qµν(u, v) = Tµu∂νv − Tνu∂µv − ωµ∂tuTνv + ων∂tuTµv. (2.9)
(2.7) is just a direct consequence of (2.8) and (2.9).
Lemma 2.5. For null forms Q(u, v) and Qµν(u, v), we have
|ΓaQ(u, v)| + |ΓaQµν(u, v)| ≤ C
∑
|b|+|c|≤|a|
(|DΓbu||TΓcv|+ |TΓbu||DΓcv|) (2.10)
and
|ΓaQ(u, v)| + |ΓaQµν(u, v)| ≤ C〈t〉−1
∑
|b|+|c|≤|a|
(|DΓbu||Γc+1v|+ |Γb+1u||DΓcv|). (2.11)
Proof. (2.10) is a consequence of Lemma 2.2 and Lemma 2.4. While (2.11) follows from
(2.10) and (1.13).
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2.3 Sobolev and Hardy type inequalities
For getting the decay of derivatives of solutions, we will introduce the following famous
Klainerman-Sobolev inequality, which is first proved in Klainerman [21].
Lemma 2.6. If u = u(t, x) is a smooth function with sufficient decay at infinity, then we
have
〈t+ r〉n−12 〈t− r〉 12 |u(t, x)| ≤ C‖u(t, ·)‖Γ,k,2, k > n
2
. (2.12)
When n = 3, we can also find the following decay estimates in Klainerman [20].
Lemma 2.7. If u = u(t, x) is a smooth function with sufficient decay at infinity, then we
have
r
1
2 |u(t, x)| ≤ C
∑
|a|≤1
‖∇Ωau‖L2(R3) (2.13)
and
r|u(t, x)| ≤ C
∑
|a|≤1
‖∇Ωau‖L2(R3) + C
∑
|a|≤2
‖Ωau‖L2(R3). (2.14)
The following Hardy type inequality, which is used to produce a general derivative, was
first proved in Lindblad [29].
Lemma 2.8. If u = u(t, x) is a smooth function supported in |x| ≤ t+ 1, then we have the
following Hardy type inequality:
‖〈t− r〉−1u‖L2(Rn) ≤ C‖∇u‖L2(Rn). (2.15)
2.4 Estimates of solutions to linear wave equations
The fundamental theorem of calculus implies the following
Lemma 2.9. Let f : R+ −→ R be a smooth function with sufficient decay at infinity. Then
for any positive integer m, we have
f(t) =
(−1)m
(m− 1)!
∫ +∞
t
(s − t)m−1f (m)(s)ds. (2.16)
For getting the stability of geodesic solutions of Faddeev model, we will give some exact
boundedness estimates for solutions to homogeneous linear wave equations in two and three
dimensions.
Lemma 2.10. Let u is the solution of the following three dimensional linear wave equation
✷u(t, x) = 0, (t, x) ∈ R
1+3,
t = 0 : u = u0(x), ∂tu = u1(x), x ∈ R3,
(2.17)
where u0 and u1 are smooth functions with compact supports in |x| ≤ 1. Then we have
‖u(t, ·)‖L∞(R3) ≤
1
8pi
(‖u0‖W˙ 3,1(R3) + ‖u1‖W˙ 2,1(R3)) (2.18)
and
‖∂tu(t, ·)‖L∞(R3) ≤
1
8pi
(‖u0‖W˙ 4,1(R3) + ‖u1‖W˙ 3,1(R3)). (2.19)
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Proof. By Poisson’s formula of three dimensional linear wave equation, we have
u(t, x)
=
1
4pit
∫
|y−x|=t
u1(y)dSy + ∂t
( 1
4pit
∫
|y−x|=t
u0(y)dSy
)
=
t
4pi
∫
|ω|=1
u1(x+ tω)dω + ∂t
( t
4pi
∫
|ω|=1
u0(x+ tω)dω
)
=
t
4pi
∫
|ω|=1
u1(x+ tω)dω +
t
4pi
∫
|ω|=1
∂t
(
u0(x+ tω)
)
dω +
1
4pi
∫
|ω|=1
u0(x+ tω)dω. (2.20)
Lemma 2.9 implies
u1(x+ tω) =
∫ +∞
t
(r − t)∂2r
(
u1(x+ rω)
)
dr, (2.21)
∂t
(
u0(x+ tω)
)
=
∫ +∞
t
(r − t)∂3r
(
u0(x+ rω)
)
dr, (2.22)
u0(x+ tω) = −1
2
∫ +∞
t
(r − t)2∂3r
(
u0(x+ rω)
)
dr. (2.23)
By (2.21), we have ∣∣∣ t
4pi
∫
|ω|=1
u1(x+ tω)dω
∣∣∣
≤ 1
4pi
∫
|ω|=1
∫ +∞
t
t(r − t)
∣∣∂2r (u1(x+ rω))∣∣drdω
≤ 1
16pi
∫
|ω|=1
∫ +∞
t
∣∣∂2r(u1(x+ rω))∣∣r2drdω
≤ 1
16pi
‖u1‖W˙ 2,1(R3). (2.24)
Thanks to (2.22) and (2.23), we also have∣∣∣ t
4pi
∫
|ω|=1
∂t
(
u0(x+ tω)
)
dω
∣∣∣+ ∣∣∣ 1
4pi
∫
|ω|=1
u0(x+ tω)dω
∣∣∣
≤ 1
8pi
∫
|ω|=1
∫ +∞
t
(r + t)(r − t)
∣∣∂3r(u0(x+ rω))∣∣drdω
≤ 1
8pi
∫
|ω|=1
∫ +∞
t
∣∣∂3r (u0(x+ rω))∣∣r2drdω
≤ 1
8pi
‖u0‖W˙ 3,1(R3). (2.25)
Thus, the estimate (2.18) follows from (2.20), (2.24) and (2.25). Note that ∂tu satisfies
✷∂tu(t, x) = 0, (t, x) ∈ R
1+3,
t = 0 : ∂tu = u1, ∂
2
t u = ∆u0, x ∈ R3.
(2.26)
Therefore, we can get estimate (2.19) similarly.
Remark 2.1. Note that the function Θ(t, x) satisfies Cauchy problem (1.25). It follows
from Lemma 2.10, (1.30) and (1.31) that
|Θ(t, x)| ≤ 1
8pi
(‖Θ0‖W˙ 3,1(R3) + ‖Θ1‖W˙ 2,1(R3)) ≤ 18piλ0 < pi2 (2.27)
and
|∂tΘ(t, x)| ≤ 1
8pi
(‖Θ0‖W˙ 4,1(R3) + ‖Θ1‖W˙ 3,1(R3)) ≤ 18piλ1 < 1. (2.28)
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We can also get the following pointwise estimate of linear wave equations in two dimen-
sions.
Lemma 2.11. Let u is the solution of the following two dimensional linear wave equation
✷u(t, x) = 0, (t, x) ∈ R
1+2,
t = 0 : u = u0(x), ∂tu = u1(x), x ∈ R2,
(2.29)
where u0 and u1 are smooth functions with compact supports in |x| ≤ 1. Then we have
‖u(t, ·)‖L∞(R2) ≤
1
4
(‖u0‖W˙ 2,1(R2) + ‖u1‖W˙ 1,1(R2)) (2.30)
and
‖∂tu(t, ·)‖L∞(R2) ≤
1
4
(‖u0‖W˙ 3,1(R2) + ‖u1‖W˙ 2,1(R2)). (2.31)
Proof. By Poisson’s formula of 2-D linear wave equation, we have
u(t, x)
=
1
2pi
∫
|y−x|≤t
u1(y)√
t2 − |y − x|2dy + ∂t
( 1
2pi
∫
|y−x|≤t
u0(y)√
t2 − |y − x|2 dy
)
=
1
2pi
∫ t
0
∫
|ω|=1
u1(x+ rω)√
t2 − r2 rdωdr +
1
2pit
∫ t
0
∫
|ω|=1
∂r
(
u0(x+ rω)
)
√
t2 − r2 r
2dωdr
+
1
2pit
∫ t
0
∫
|ω|=1
u0(x+ rω)√
t2 − r2 rdωdr. (2.32)
By Lemma 2.9, we get
u1(x+ rω) = −
∫ +∞
r
∂ρ
(
u1(x+ ρω)
)
dρ, (2.33)
∂r
(
u0(x+ rω)
)
= −
∫ +∞
r
∂2ρ
(
u0(x+ ρω)
)
dρ, (2.34)
u0(x+ rω) =
∫ +∞
r
(ρ− r)∂2ρ
(
u0(x+ ρω)
)
dρ. (2.35)
Then, (2.33) implies∣∣∣ 1
2pi
∫ t
0
∫
|ω|=1
u1(x+ rω)√
t2 − r2 rdωdr
∣∣∣
≤ 1
2pi
∫ t
0
1√
t2 − r2dr sup0≤r≤t
∫ +∞
r
∫
|ω|=1
∣∣∂ρ(u1(x+ ρω))∣∣rdωdρ
≤ 1
2pi
pi
2
sup
0≤r≤t
∫ +∞
r
∫
|ω|=1
∣∣∂ρ(u1(x+ ρω))∣∣ρdωdρ
≤ 1
4
‖u1‖W˙ 1,1(R2). (2.36)
The combination of (2.34) and (2.35) gives∣∣∣ 1
2pit
∫ t
0
∫
|ω|=1
∂r
(
u0(x+ rω)
)
√
t2 − r2 r
2dωdr
∣∣∣+ ∣∣∣ 1
2pit
∫ t
0
∫
|ω|=1
u0(x+ rω)√
t2 − r2 rdωdr
∣∣∣
≤ 1
2pi
∫ t
0
1√
t2 − r2dr sup0≤r≤t
∫ +∞
r
∫
|ω|=1
∣∣∂2ρ(u0(x+ ρω))∣∣r2 + r(ρ− r)t dωdρ
≤ 1
2pi
pi
2
sup
0≤r≤t
∫ +∞
r
∫
|ω|=1
∣∣∂2ρ(u1(x+ ρω))∣∣ρdωdρ
≤ 1
4
‖u0‖W˙ 2,1(R2). (2.37)
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Thus (2.30) follows from (2.32), (2.36) and (2.37). Noting that ∂tu satisfies
✷∂tu(t, x) = 0, (t, x) ∈ R
1+2,
t = 0 : ∂tu = u1, ∂
2
t u = ∆u0, x ∈ R2,
(2.38)
we can get (2.31) similarly.
Remark 2.2. Note that the function Θ(t, x) satisfies Cauchy problem (1.25). It follows
from Lemma 2.11, (1.35) and (1.36) that
|Θ(t, x)| ≤ 1
4
(‖Θ0‖W˙ 2,1(R2) + ‖Θ1‖W˙ 1,1(R2)) ≤ 14 λ˜0 < pi2 (2.39)
and
|∂tΘ(t, x)| ≤ 1
4
(‖Θ0‖W˙ 3,1(R2) + ‖Θ1‖W˙ 2,1(R2)) ≤ 14 λ˜1 < 1. (2.40)
The following lemma on L1–L∞ estimates can be found in Ho¨rmander [16] and Klain-
erman [18].
Lemma 2.12. Let u satisfy
✷u(t, x) = F (t, x), (t, x) ∈ R
1+n,
t = 0 : u = u0, ∂tu = u1, x ∈ Rn,
(2.41)
where the initial data u0 and u1 are supported in |x| ≤ 1. Then we have
‖〈t+ | · |〉n−12 〈t− | · |〉lu(t, ·)‖L∞(Rn)
≤ C(‖u0‖Wn,1(Rn) + ‖u1‖Wn−1,1(Rn))+ C
∫ t
0
(1 + τ)−
n−1
2
+l‖F (τ, ·)‖Γ,n−1,1dτ, (2.42)
where 0 ≤ l ≤ n−12 .
2.5 Some estimates on product functions and composite functions
For getting the estimates of nonlinear terms, we will give the following estimates on
product functions and composite functions.
Lemma 2.13. Assume that u and v are smooth functions supported in |x| ≤ t + 1. Then
we have
‖uDv‖L∞(R3) ≤ C〈t〉−
3
2E
1
2
3 (u(t))E
1
2
3 (v(t)). (2.43)
Proof. Without loss of generality, we can assume t ≥ 2. When t ≤ 2, (2.43) is just a
consequence of the following Sobolev inequality
‖u‖L∞(R3) ≤ C‖∇u‖L2(R3) + C‖∇2u‖L2(R3). (2.44)
It follows from Klainerman-Sobolev inequality (2.12) for n = 3 and (2.44) that
‖uDv‖L∞(r≤t/4)
≤ C〈t〉− 32‖u‖L∞(R3)‖〈t+ r〉〈t− r〉
1
2Dv‖L∞(r≤t/4)
≤ C〈t〉− 32E
1
2
3 (u(t))E
1
2
3 (v(t)). (2.45)
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By Klainerman-Sobolev inequality (2.12) for n = 3 and (2.13), we have
‖uDv‖L∞(r≥t/4)
≤ C〈t〉− 32 ‖r1/2u‖L∞(r≥t/4)‖〈t+ r〉Dv‖L∞(R3)
≤ C〈t〉− 32E
1
2
3 (u(t))E
1
2
3 (v(t)). (2.46)
Therefor, noting (2.45) and (2.46), we can get the estimate (2.43).
Lemma 2.14. Assume that u and v are smooth functions supported in |x| ≤ t + 1. Then
we have
‖u〈t− r〉−1v‖L∞(R3) ≤ C〈t〉−
3
2E
1
2
3 (u(t))E
1
2
3 (v(t)). (2.47)
Proof. Without loss of generality, we can assume t ≥ 2. We have
‖u〈t− r〉−1v‖L∞(r≥t/4) ≤ C〈t〉−
3
2 ‖r 12u‖L∞(R3)‖r〈t− r〉−1v‖L∞(R3). (2.48)
Thanks to (2.13), we can get
‖r 12u‖L∞(R3) ≤ C
∑
|α|≤1
‖∇Ωαu‖L2(R3) ≤ CE
1
2
2 (u(t)). (2.49)
In view of (2.14) and Hardy inequality (2.15) for n = 3, we obtain
‖r〈t− r〉−1v‖L∞(R3)
≤ C
∑
|α|≤1
‖∇(〈t− r〉−1Ωαv)‖L2(R3) + C
∑
|α|≤2
‖〈t− r〉−1Ωαv‖L2(R3)
≤ C
∑
|α|≤1
‖∇Ωαv‖L2(R3) + C
∑
|α|≤2
‖〈t− r〉−1Ωαv‖L2(R3)
≤ C
∑
|α|≤2
‖∇Ωαv‖L2(R3) ≤ CE
1
2
3 (v(t)). (2.50)
The combination of (2.48), (2.49) and (2.50) gives
‖u〈t− r〉−1v‖L∞(r≥t/4) ≤ C〈t〉−
3
2E
1
2
3 (u(t))E
1
2
3 (v(t)). (2.51)
The remaining task is to prove
‖u〈t− r〉−1v‖L∞(r≤t/4) ≤ C〈t〉−
3
2E
1
2
3 (u(t))E
1
2
3 (v(t)). (2.52)
Take a smooth function χ satisfying
χ(ρ) =

1, ρ ≤
1
4 ,
0, ρ ≥ 12 .
(2.53)
Then by Sobolev inequality (2.44) and Klainerman-Sobolev inequality (2.6) for n = 3, we
have
‖u〈t− r〉−1v‖L∞(r≤t/4)
≤ C〈t〉− 52‖u‖L∞(R3)‖〈t+ r〉〈t− r〉
1
2χ(r/t)v‖L∞(R3)
≤ C〈t〉− 52E
1
2
2 (u(t))‖χ(r/t)v‖Γ,2,2. (2.54)
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Now we will prove
‖χ(r/t)v‖Γ,2,2 ≤ CtE
1
2
3 (v(t)). (2.55)
Note that
∂t
(
χ(r/t)
)
= − r
t2
χ′(r/t), ∂i
(
χ(r/t)
)
=
ωi
t
χ′(r/t), (2.56)
and
Ωij
(
χ(r/t)
)
= 0, S
(
χ(r/t)
)
= 0, Li
(
χ(r/t)
)
= ωi(1− r
2
t2
)χ′(r/t). (2.57)
We have ∑
|b|=1
‖Γb(χ(r/t))‖L2(R3) ≤ C. (2.58)
Similarly, we also have ∑
|b|=2
‖Γb(χ(r/t))‖L2(R3) ≤ C. (2.59)
Thus by (2.58), (2.59) and Hardy inequality (2.15) for n = 3, we have
‖χ(r/t)v‖Γ,2,2 ≤ C
∑
|b|+|c|≤2
‖Γb(χ(r/t))Γcv‖L2(r≤t/2)
≤ C
∑
|c|≤2
‖Γcv‖L2(r≤t/2) ≤ Ct
∑
|c|≤2
‖〈t− r〉−1Γcv‖L2(r≤t/2) ≤ CtE
1
2
3 (v(t)). (2.60)
The combination of (2.54) and (2.55) gives (2.52).
Lemma 2.15. Assume that u, v and w are smooth functions supported in |x| ≤ t+1. If the
multi-indices b, c, d satisfy |b|+ |c|+ |d| ≤ 6, we have
‖ΓbuDΓcvDΓdw‖L2(R3) ≤ C〈t〉−
3
2E
1
2
7 (u(t))E
1
2
7 (v(t))E
1
2
7 (w(t)). (2.61)
Proof. If |b|+ |c| ≤ 3, it follows from Lemma 2.13 that
‖ΓbuDΓcvDΓdw‖L2(R3)
≤ ‖ΓbuDΓcv‖L∞(R3)‖DΓdw‖L2(R3)
≤ ‖ΓbuDΓcv‖L∞(R3)E
1
2
7 (w(t))
≤ C〈t〉− 32E
1
2
7 (u(t))E
1
2
7 (v(t))E
1
2
7 (w(t)). (2.62)
Using some similar procedure, if |b| + |d| ≤ 3, we can also get (2.61). If |c| + |d| ≤ 3, by
Hardy inequality (2.15) for n = 3, (1.11) and Lemma 2.13 , we have
‖ΓbuDΓcvDΓdw‖L2(R3)
≤ ‖〈t− r〉−1Γbu‖L2(R3)‖〈t− r〉DΓcvDΓdw‖L∞(R3)
≤ C‖Γc+1vDΓdw‖L∞(R3)E
1
2
7 (u(t))
≤ C〈t〉− 32E
1
2
7 (u(t))E
1
2
7 (v(t))E
1
2
7 (w(t)). (2.63)
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Lemma 2.16. Assume that u, v and w are smooth functions supported in |x| ≤ t+1. If the
multi-indices b, c, d satisfy |b|+ |c|+ |d| ≤ 6, |d| ≤ 5, we have
‖ΓbuΓcvD2Γdw‖L2(R3) ≤ C〈t〉−
3
2E
1
2
7 (u(t))E
1
2
7 (v(t))E
1
2
7 (w(t)). (2.64)
Proof. If |b|+ |d| ≤ 3, it follows from Hardy inequality (2.15) for n = 3, (1.11) and Lemma
2.13 that
‖ΓbuΓcvD2Γdw‖L2(R3)
≤ ‖Γbu〈t− r〉D2Γdw‖L∞(R3)‖〈t− r〉−1Γcv‖L2(R3)
≤ ‖ΓbuDΓd+1w‖L2(R3)E
1
2
7 (v(t))
C〈t〉− 32E
1
2
7 (u(t))E
1
2
7 (v(t))E
1
2
7 (w(t)). (2.65)
Using similar procedure, we can also treat the case |c| + |d| ≤ 3. If |b| + |c| ≤ 3, by (1.11)
and Lemma 2.14, we have
‖ΓbuΓcvD2Γdw‖L2(R3)
≤ ‖Γbu〈t− r〉−1Γcv‖L∞(R3)‖〈t− r〉D2Γdw‖L2(R3)
≤ C‖Γbu〈t− r〉−1Γcv‖L∞(R3)E
1
2
7 (w(t))
≤ C〈t〉− 32E
1
2
7 (u(t))E
1
2
7 (v(t))E
1
2
7 (w(t)). (2.66)
We also have the estimate of composite functions in Li and Zhou [23] as follows.
Lemma 2.17. Suppose that H = H(w) is a sufficiently smooth function of w with
H(w) = O(|w|1+β), (2.67)
where β ≥ 0 is an integer. For any given multi-index a, if a function w = w(t, x) satisfies
‖w(t, ·)‖
Γ,[ |a|
2
],∞
≤ ν0, (2.68)
where ν0 is a positive constant, then we have the following pointwise estimate
|ΓaH(w(t, x))| ≤ C(ν0)
∑
|l0|+···+|lβ |≤|a|
β∏
j=0
|Γljw(t, x)|. (2.69)
and C(ν0) is a positive constant only depending on ν0.
3 Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1, i.e., the global nonlinear stability theorem of
geodesic solutions for evolutionary Faddeev model when n = 3, by some bootstrap argument.
Assume that (u, v) is a local classical solution to the Cauchy problem (1.28)–(1.29) on [0, T ].
We will prove that there exist positive constants A and ε0 such that
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ Aε (3.1)
under the assumption
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ 2Aε, (3.2)
where 0 < ε ≤ ε0.
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3.1 Energy estimates
First we will give the estimates on energies E7(u(t)) and E7(v(t)). For this purpose, it
is necessary to introduce some notations about the nonlinear terms on the right hand side
of (1.28), which will be also used when n = 2. Denote
F (u+Θ,D(u+Θ),Dv,D2(u+Θ),D2v)
= aµν(u+Θ,Dv)∂µ∂ν(u+Θ) + bµν(u+Θ,D(u+Θ),Dv)∂µ∂νv
+ F1(u+Θ,D(u+Θ),Dv), (3.3)
where
aµν(u+Θ,Dv)∂µ∂ν(u+Θ) + bµν(u+Θ,D(u+Θ),Dv)∂µ∂νv
= −1
2
cos2(u+Θ)Qµν
(
v,Qµν(u+Θ, v)
)
(3.4)
and
F1(u+Θ,D(u+Θ),Dv)
= −1
2
sin(2(u+Θ))Q(v, v) − 1
4
sin(2(u+Θ))Qµν(u+Θ, v)Q
µν(u+Θ, v). (3.5)
We also denote
G(u+Θ,D(u+Θ),Dv,D2(u+Θ),D2v)
= cµν(u+Θ,Dv)∂µ∂ν(u+Θ) + dµν(u+Θ,D(u+Θ),Dv)∂µ∂νv
+G1(u+Θ,D(u+Θ),Dv), (3.6)
where
cµν(u+Θ,D(u+Θ),Dv)∂µ∂ν(u+Θ) + dµν(u+Θ,D(u+Θ),Dv)∂µ∂νv
= sin2(u+Θ)✷v +
1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(u+Θ, v)
)
(3.7)
and
G1(u+Θ,D(u+Θ),Dv) = sin(2(u +Θ))Q(u+Θ, v). (3.8)
For any multi-index a, |a| ≤ 6, taking Γa on the equation (1.28) and noting Lemma 2.1,
we have
✷Γau = −1
2
cos2(u+Θ)Qµν
(
v,Qµν(Γau+ ΓaΘ, v)
)
− 1
2
cos2(u+Θ)Qµν
(
v,Qµν(u+Θ,Γav)
)
+ fa (3.9)
and
✷Γav = sin2(u+Θ)✷Γav +
1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(Γau+ ΓaΘ, v)
)
+
1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(u+Θ,Γav)
)
+ ga, (3.10)
where
fa =
[
Γa, aµν(u+Θ,Dv)∂µ∂ν
]
(u+Θ) +
[
Γa, bµν(u+Θ,D(u+Θ),Dv)∂µ∂ν
]
v
+ ΓaF1(u+Θ,D(u+Θ),Dv) + [✷,Γ
a]u (3.11)
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and
ga =
[
Γa, cµν(u+Θ,D(u+Θ),Dv)∂µ∂ν
]
(u+Θ) +
[
Γa, dµν(u+Θ,D(u+Θ),Dv)∂µ∂ν
]
v
+ ΓaG1(u+Θ,D(u+Θ),Dv) + [✷,Γ
a]v. (3.12)
By Leibniz’s rule, we have
〈∂tΓau,✷Γau〉+ 〈∂tΓav,✷Γav〉 = ∂te0 +∇ · q0, (3.13)
where
e0 =
1
2
(|DΓau|2 + |DΓav|2). (3.14)
Leibniz’s rule also gives
〈∂tΓau,−1
2
cos2(u+Θ)Qµν
(
v,Qµν(Γau+ ΓaΘ, v)
)〉
+ 〈∂tΓau,−1
2
cos2(u+Θ)Qµν
(
v,Qµν(u+Θ,Γav)
)〉
+ 〈∂tΓav, sin2(u+Θ)✷Γav〉
+ 〈∂tΓav, 1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(Γau+ ΓaΘ, v)
)〉
+ 〈∂tΓav, 1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(u+Θ,Γav)
)〉
= ∂te˜+∇ · q˜ + p˜, (3.15)
where
e˜ = e˜0 + e1 (3.16)
with
e˜0 =
1
2
sin2(u+Θ)|DΓav|2 + cos2(u+Θ)∂tΓav∂µΘQµ0(Θ,Γav)
− 1
4
cos2(u+Θ)Qµν(Θ,Γ
av)Qµν(Θ,Γav) (3.17)
and
e1 = − cos2(u+Θ)∂tΓau∂µv
(
Qµ0(Γau, v) +Qµ0(u+Θ,Γav)
)
+ cos2(u+Θ)∂tΓ
av∂µ(u+Θ)
(
Qµ0(Γau, v) +Qµ0(u,Γav)
)
+ cos2(u+Θ)∂tΓ
av∂µuQ
µ0(Θ,Γav)
+
1
4
cos2(u+Θ)Qµν(v,Γ
au)
(
Qµν(Γau, v) + 2Qµν(u+Θ,Γav)
)
− 1
4
cos2(u+Θ)Qµν(u+ 2Θ,Γ
av)Qµν(u,Γav), (3.18)
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and
p˜ =− 1
2
sin(2(u+Θ))
(
∂tΓ
avQ(u+Θ,Γav) + ∂iΓ
avQ0i(u+Θ,Γ
av)
)
+
1
2
cos2(u+Θ)∂tΓ
avQµν
(
u+Θ, Qµν(ΓaΘ, v)
)
+
1
2
cos2(u+Θ)Qµν(∂tu+ ∂tΘ,Γ
av)Qµν(u+Θ,Γav)
− 1
4
sin(2(u+Θ))Qµν(u+Θ,Γ
av)Qµν(u+Θ,Γav)
− 1
2
cos2(u+Θ)Qµν(∂tv,Γ
au)Qµν(Γau, v)
− 1
2
cos2(u+Θ)∂tΓ
auQµν
(
v,Qµν(ΓaΘ, v)
)
− 1
2
sin(2(u+Θ))∂tΓ
auQµν(v, u +Θ)Q
µν(Γau, v)
+
1
4
sin(2(u+Θ))(∂tu+ ∂tΘ)Qµν(v,Γ
au)Qµν(Γau, v)
− 1
2
cos2(u+Θ)Qµν(∂tv,Γ
au)Qµν(u+Θ,Γav)
− 1
2
cos2(u+Θ)Qµν(v,Γ
au)Qµν(∂tu+ ∂tΘ,Γ
av)
− 1
2
sin(2(u+Θ))∂tΓ
auQµν(v, u +Θ)Q
µν(u+Θ,Γav)
+
1
2
sin(2(u+Θ))(∂tu+ ∂tΘ)Qµν(v,Γ
au)Qµν(u+Θ,Γav). (3.19)
By (3.9), (3.10), (3.13), (3.15) and the divergence theorem, we can get
d
dt
∫
R3
(
e0(t, x)− e˜(t, x)
)
dx
≤
∫
R3
|p˜(t, x)|dx +
∫
R3
|〈∂tΓau, fa〉|dx+
∫
R3
|〈∂tΓav, ga〉|dx. (3.20)
Noting
e˜0 =
1
2
sin2(u+Θ)|DΓav|2
+
1
2
cos2(u+Θ)
(
2∂tΓ
av∂µΘQ
µ0(Θ,Γav)− 1
2
Qµν(Θ,Γ
av)Qµν(Θ,Γav)
)
=
1
2
sin2(u+Θ)|DΓav|2
+
1
2
cos2(u+Θ)
(|∂tΘ|2|∇Γav|2 − |∇Θ|2|∂tΓav|2 − 1
2
Qij(Θ,Γ
av)Qij(Θ,Γ
av)
)
=
1
2
sin2(u+Θ)|DΓav|2 + 1
2
cos2(u+Θ)
(
Q(Θ,Θ)|∇Γav|2 + (∇Θ · ∇Γav)2), (3.21)
we have
e0 − e˜0
=
1
2
|DΓau|2 + 1
2
cos2(u+Θ)|∂tΓav|2
+
1
2
cos2(u+Θ)
(
(1−Q(Θ,Θ))|∇Γav|2 − (∇Θ · ∇Γav)2)
≥ 1
2
|DΓau|2 + 1
2
cos2(u+Θ)|∂tΓav|2 + 1
2
cos2(u+Θ)(1− |∂tΘ|2)|∇Γav|2. (3.22)
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In view of (3.22) and (3.18), it follows from Remark 2.1 and the smallness of |u|, |Du| and
|Dv| that there exists a positive constant c1 = c1(λ0, λ1) such that
c−11 e0 ≤ e0 − e˜ = e0 − e˜0 − e1 ≤ c1e0. (3.23)
Now we estimate all the terms on the right hand side of (3.20). In view of (3.19), we
have ∫
R3
|p˜(t, x)|dx ≤ C‖(|u|+ |Θ|)(|Du| + |DΘ|)|DΓav|2‖L1(R3)
+C‖(|Du|+ |DΘ|)(|D2u|+ |D2Θ|)|DΓav|2‖L1(R3)
+C‖(|Du|+ |DΘ|)DvD2ΓaΘDΓav‖L1(R3)
+C‖(|Du|+ |DΘ|)D2vDΓaΘDΓav‖L1(R3)
+C‖DvDvD2ΓaΘDΓau‖L1(R3) + C‖DvD2vDΓaΘDΓau‖L1(R3)
+C‖Dv(|DΘ|+ |Dv|+ |D2v|)|DΓau|2‖L1(R3)
+C‖Dv(|DΘ|+ |Du|)DΓauDΓav‖L1(R3)
+C‖Dv(|D2Θ|+ |D2u|)DΓauDΓav‖L1(R3)
+C‖D2v(|DΘ|+ |Du|)DΓauDΓav‖L1(R3). (3.24)
For the terms on the right hand side of (3.24), the first term is most important. By Lemma
2.15, we have
‖(|u| + |Θ|)(|Du|+ |DΘ|)|DΓav|2‖L1(R3)
≤ ‖(|u|+ |Θ|)(|Du|+ |DΘ|)DΓav‖L2(R3)‖DΓav‖L2(R3)
≤ C〈t〉− 32 (E7(Θ(t)) + E7(u(t))E7(v(t)). (3.25)
By Klainerman-Sobolev inequality (2.12), we can also get that the remaining terms on the
right hand side of (3.24) can be controlled by
〈t〉− 32 (E8(Θ(t)) + E7(u(t) + E7(v(t))(E7(u(t)) + E7(v(t))). (3.26)
Therefore, (3.24) can be estimated as
‖p˜(t, ·)‖L1(R3) ≤ C〈t〉−
3
2
(
E8(Θ(t)) + E7(u(t) + E7(v(t)
)(
E7(u(t)) + E7(v(t))
)
. (3.27)
By the energy estimate of (1.25), and noting (1.26) and (1.32), we can get
E
1
2
8 (Θ(t)) ≤ C
(‖Θ0‖H8(R3) + ‖Θ1‖H7(R3)) ≤ Cλ. (3.28)
In the following, we will estimate ‖∂tΓaufa‖L1(R3) and ‖∂tΓavga‖L1(R3). It is obvious
that
‖∂tΓaufa‖L1(R3) + ‖∂tΓavga‖L1(R3)
≤ (E 127 (u(t)) + E 127 (v(t)))(‖fa‖L2(R3) + ‖ga‖L2(R3)) (3.29)
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and
‖fa‖L2(R3) + ‖ga‖L2(R3)
≤ ‖ΓaF1(u+Θ,D(u+Θ),Dv)‖L2(R3) + ‖ΓaG1(u+Θ,D(u+Θ),Dv)‖L2(R3)
+ ‖[Γa, aµν(u+Θ,Dv)∂µ∂ν](u+Θ)‖L2(R3) + ‖[Γa, bµν(u+Θ,D(u+Θ),Dv)∂µ∂ν]v‖L2(R3)
+ ‖[Γa, cµν(u+Θ,D(u+Θ),Dv)∂µ∂ν](u+Θ)‖L2(R3)
+ ‖[Γa, dµν(u+Θ,D(u+Θ),Dv)∂µ∂ν]v‖L2(R3) + ‖[✷,Γa]u‖L2(R3) + ‖[✷,Γa]v‖L2(R3).
(3.30)
In view of (3.4), (3.5), (3.7) and (3.8), for the terms containing on the right hand side of
(3.30), we will only focus on the estimates of the following ones
‖ sin(2(u +Θ))Q(v, v)‖Γ,6,2 + ‖ sin(2(u+Θ))Q(u+Θ, v)‖Γ,6,2
+
∑
|β|+|d|≤6
|d|≤5
‖Γβ sin2(2(u+Θ))✷Γdv‖L2(R3). (3.31)
The remaining terms can be treated similarly.
It follows from Lemma 2.17 and Lemma 2.15 that
‖ sin(2(u+Θ))Q(v, v)‖Γ,6,2
≤ C
∑
|b|+|β|≤6
‖Γb sin(2(u+Θ))ΓβQ(v, v)‖L2(R3)
≤ C
∑
|b|+|c|+|d|≤6
‖Γb(u+Θ)DΓcvDΓdv‖L2(R3)
≤ C〈t〉− 32 (E 127 (u(t)) + E 127 (Θ(t)))E(v(t)). (3.32)
Similarly, we also have
‖ sin(2(u+Θ))Q(u+Θ, v)‖Γ,6,2
≤ C
∑
|b|+|β|≤6
‖Γb sin(2(u+Θ))ΓβQ(u+Θ, v)‖L2(R3)
≤ C
∑
|b|+|c|+|d|≤6
‖Γb(u+Θ)DΓc(u+Θ)DΓdv‖L2(R3)
≤ C〈t〉− 32 (E7(u(t)) + E7(Θ(t)))E 12 (v(t)). (3.33)
By Lemma 2.17 and Lemma 2.16, we have∑
|β|+|d|≤6
|d|≤5
‖Γβ sin2(2(u+Θ))✷Γdv‖L2(R3)
≤ C
∑
|b|+|c|+|d|≤6
|d|≤5
‖Γb(u+Θ)Γc(u+Θ)D2Γdv‖L2(R3)
≤ C〈t〉− 32 (E7(u(t)) + E7(Θ(t)))E 12 (v(t)). (3.34)
From the above discussion, we obtain
‖∂tΓaufa‖L1(R3) + ‖∂tΓavga‖L1(R3)
≤ 〈t〉− 32 (E8(Θ(t)) + E7(u(t) + E7(v(t))(E7(u(t)) + E7(v(t))). (3.35)
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Thanks to (3.20), (3.23), (3.27), (3.28) and (3.35), we get
E7(u(t)) + E7(v(t))
≤ Cε2 + C
∫ t
0
〈τ〉− 32 (E7(u(τ) + E7(v(τ))2dτ
+ C
∫ t
0
〈τ〉− 32E8(Θ(τ))
(
E7(u(τ)) + E7(v(τ))
)
dt
≤ Cε2 + 16CA4ε4 + C
∫ t
0
〈τ〉− 32 (E7(u(τ)) + E7(v(τ)))dt. (3.36)
By Gronwall’s inequality, we have
E
1
2
7 (u(t)) + E
1
2
7 (v(t)) ≤ C0ε+ 4C0A2ε2. (3.37)
3.2 Conclusion of the proof
Noting (3.37), we have obtained
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ C0ε+ 4C0A2ε2. (3.38)
Assume that
E
1
2
7 (u(0)) + E
1
2
7 (v(0)) ≤ C˜0ε2. (3.39)
Take A = max{4C0, 4C˜0} and ε0 sufficiently small such that
16C0Aε ≤ 1. (3.40)
Then for any 0 < ε ≤ ε0, we have
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ Aε, (3.41)
which completes the proof of Theorem 1.1.
4 Proof of Theorem 1.2
In this section, we will prove Theorem 1.2, i.e., the global nonlinear stability theorem of
geodesic solutions for evolutionary Faddeev model when n = 2, by some suitable bootstrap
argument. We note that in the proof of Theorem 1.1, i.e., the global nonlinear stability
theorem of geodesic solutions for evolutionary Faddeev model when n = 3, only the energy
estimate is used and the null structure of the system (1.28) is not employed. The n = 2 case
is much more complicated since the slower decay in time. In order to prove Theorem 1.2,
we will exploit the null structure of the system (1.28) in energy estimates by using Alinhac’s
ghost weight energy method. To get enough decay rate, we will also use Ho¨rmander’s L1–L∞
estimates, in which the null structure will be also employed. The common feature in the
using of these estimates is the sufficient utilization of decay in 〈t− r〉, besides in 〈t〉. Some
similar idea can be also found in Zha [39], which is partially inspired by Alinhac [2] and
Katayama [17].
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Assume that (u, v) is a local classical solution to Cauchy problem (1.28)–(1.29) on [0, T ].
We will prove that there exist positive constants A1, A2 and ε0 such that
sup
0≤t≤T
(
E
1
2
7 (u(t)) +E
1
2
7 (v(t))
) ≤ A1ε and sup
0≤t≤T
(X4(u(t)) +X4(v(t))) ≤ A2ε (4.1)
under the assumption
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ 2A1ε and sup
0≤t≤T
(X4(u(t)) + X4(v(t))) ≤ 2A2ε, (4.2)
where 0 < ε ≤ ε0.
4.1 Energy estimates
In this subsection, we will first give the estimates on the energies E7(u(t)) and E7(v(t)).
Similarly to the 3-D case, thanks to Lemma 2.1, for any multi-index a, |a| ≤ 6, we have
✷Γau = −1
2
cos2(u+Θ)Qµν
(
v,Qµν(Γau+ ΓaΘ, v)
)
− 1
2
cos2(u+Θ)Qµν
(
v,Qµν(u+Θ,Γav)
)
+ fa (4.3)
and
✷Γav = sin2(u+Θ)✷Γav +
1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(Γau+ ΓaΘ, v)
)
+
1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(u+Θ,Γav)
)
+ ga, (4.4)
where fa and ga are defined through (3.11) and (3.12).
By Leibniz’s rule, we have
〈e−q(σ)∂tΓau,✷Γau〉+ 〈e−q(σ)∂tΓav,✷Γav〉 = ∂te0 +∇ · q0 + p0, (4.5)
where
e0 =
1
2
e−q(σ)
(|DΓau|2 + |DΓav|2) (4.6)
and
p0 =
1
2
e−q(σ)q′(σ)
(|TΓau|2 + |TΓav|2). (4.7)
Leibniz’s rule also gives
〈e−q(σ)∂tΓau,−1
2
cos2(u+Θ)Qµν
(
v,Qµν(Γau+ ΓaΘ, v)
)〉
+ 〈e−q(σ)∂tΓau,−1
2
cos2(u+Θ)Qµν
(
v,Qµν(u+Θ,Γav)
)〉
+ 〈e−q(σ)∂tΓav, sin2(u+Θ)✷Γav〉
+ 〈e−q(σ)∂tΓav, 1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(Γau+ ΓaΘ, v)
)〉
+ 〈e−q(σ)∂tΓav, 1
2
cos2(u+Θ)Qµν
(
u+Θ, Qµν(u+Θ,Γav)
)〉
= ∂te˜+∇ · q˜ + p˜, (4.8)
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where
e˜ = e˜0 + e1 (4.9)
with
e˜0 =
1
2
e−q(σ) sin2(u+Θ)|DΓav|2
+ e−q(σ) cos2(u+Θ)∂tΓ
av∂µΘQ
µ0(Θ,Γav)
− 1
4
e−q(σ) cos2(u+Θ)Qµν(Θ,Γ
av)Qµν(Θ,Γav) (4.10)
and
e1 = −e−q(σ) cos2(u+Θ)∂tΓau∂µv
(
Qµ0(Γau, v) +Qµ0(u+Θ,Γav)
)
+ e−q(σ) cos2(u+Θ)∂tΓ
av∂µ(u+Θ)
(
Qµ0(Γau, v) +Qµ0(u,Γav)
)
+ e−q(σ) cos2(u+Θ)∂tΓ
av∂µuQ
µ0(Θ,Γav)
+
1
4
e−q(σ) cos2(u+Θ)Qµν(v,Γ
au)
(
Qµν(Γau, v) + 2Qµν(u+Θ,Γav)
)
− 1
4
e−q(σ) cos2(u+Θ)Qµν(u+ 2Θ,Γ
av)Qµν(u,Γav), (4.11)
and
p˜ =
1
2
e−q(σ) sin2(u+Θ)q′(σ)|TΓav|2
− 1
2
e−q(σ) sin(2(u+Θ))
(
∂tΓ
avQ(u+Θ,Γav) + ∂iΓ
avQ0i(u+Θ,Γ
av)
)
+
1
2
e−q(σ) cos2(u+Θ)∂tΓ
avQµν
(
u+Θ, Qµν(ΓaΘ, v)
)
+
1
2
e−q(σ) cos2(u+Θ)Qµν(∂tu+ ∂tΘ,Γ
av)Qµν(u+Θ,Γav)
− e−q(σ)q′(σ) cos2(u+Θ)TνΓav∂µ(u+Θ)Qµν(u+Θ,Γav)
+
1
4
e−q(σ)q′(σ) cos2(u+Θ)Qµν(u+Θ,Γ
av)Qµν(u+Θ,Γav)
− 1
4
e−q(σ) sin(2(u+Θ))Qµν(u+Θ,Γ
av)Qµν(u+Θ,Γav)
− 1
2
e−q(σ) cos2(u+Θ)Qµν(∂tv,Γ
au)Qµν(Γau, v)
− 1
2
e−q(σ) cos2(u+Θ)∂tΓ
auQµν
(
v,Qµν(ΓaΘ, v)
)
+ e−q(σ)q′(σ) cos2(u+Θ)TνΓ
au∂µvQ
µν(Γau, v)
− 1
4
e−q(σ)q′(σ) cos2(u+Θ)Qµν(v,Γ
au)Qµν(Γau, v)
− 1
2
e−q(σ) sin(2(u+Θ))∂tΓ
auQµν(v, u+Θ)Q
µν(Γau, v)
+
1
4
e−q(σ) sin(2(u+Θ))(∂tu+ ∂tΘ)Qµν(v,Γ
au)Qµν(Γau, v)
− 1
2
e−q(σ) cos2(u+Θ)Qµν(∂tv,Γ
au)Qµν(u+Θ,Γav)
− 1
2
e−q(σ) cos2(u+Θ)Qµν(v,Γ
au)Qµν(∂tu+ ∂tΘ,Γ
av)
+ e−q(σ)q′(σ) cos2(u+Θ)TνΓ
au∂µvQ
µν(u+Θ,Γav) (4.12)
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− 1
2
e−q(σ) sin(2(u +Θ))∂tΓ
auQµν(v, u+Θ)Q
µν(u+Θ,Γav)
+
1
2
e−q(σ) sin(2(u +Θ))(∂tu+ ∂tΘ)Qµν(v,Γ
au)Qµν(u+Θ,Γav)
− e−q(σ)q′(σ) cos2(u+Θ)TνΓav∂µ(u+Θ)Qµν(Γau, v)
+
1
2
e−q(σ)q′(σ) cos2(u+Θ)Qµν(u+Θ,Γ
av)Qµν(Γau, v). (4.13)
By (4.3), (4.4), (4.5), (4.8) and the divergence theorem, we can get
d
dt
∫
R2
(
e0(t, x)− e˜(t, x)
)
dx+
∫
R2
p0(t, x)dx
≤
∫
R2
|p˜(t, x)|dx +
∫
R2
|〈e−q(σ)∂tΓau, fa〉|dx+
∫
R2
|〈e−q(σ)∂tΓav, ga〉|dx. (4.14)
Noting
e˜0 =
1
2
e−q(σ) sin2(u+Θ)|DΓav|2
+
1
2
e−q(σ) cos2(u+Θ)
(
2∂tΓ
av∂µΘQ
µ0(Θ,Γav)− 1
2
Qµν(Θ,Γ
av)Qµν(Θ,Γav)
)
=
1
2
e−q(σ) sin2(u+Θ)|DΓav|2
+
1
2
e−q(σ) cos2(u+Θ)
(|∂tΘ|2|∇Γav|2 − |∇Θ|2|∂tΓav|2 − 1
2
Qij(Θ,Γ
av)Qij(Θ,Γ
av)
)
=
1
2
e−q(σ) sin2(u+Θ)|DΓav|2
+
1
2
e−q(σ) cos2(u+Θ)
(
Q(Θ,Θ)|∇Γav|2 + (∇Θ · ∇Γav)2), (4.15)
we have
e0 − e˜0
=
1
2
e−q(σ)|DΓau|2 + 1
2
e−q(σ) cos2(u+Θ)|∂tΓav|2
+
1
2
e−q(σ) cos2(u+Θ)
(
(1−Q(Θ,Θ))|∇Γav|2 − (∇Θ · ∇Γav)2)
≥ 1
2
e−q(σ)|DΓau|2 + 1
2
e−q(σ) cos2(u+Θ)|∂tΓav|2
+
1
2
e−q(σ) cos2(u+Θ)(1− |∂tΘ|2)|∇Γav|2. (4.16)
By (4.16), (4.11), Remark 2.2 and the smallness of |u|, |Du| and |Dv|, we can obtain that
there exists a positive constant c2 = c2(λ˜0, λ˜1) such that
c−12 e0 ≤ e0 − e˜ = e0 − e˜0 − e1 ≤ c2e0. (4.17)
Now we will estimate all the terms on the right hand side of (4.14). Thanks to (4.12)
and Lemma 2.5, we have the pointwise estimate
|p˜| ≤ C(|u|2Γ,2 + |v|2Γ,2 + |Θ|2Γ,8)(|Du|Γ,6 + |Dv|Γ,6)(∑
||b|≤6
|TΓbu|+
∑
||b|≤6
|TΓbv|)
+ C〈t〉−1(|u|2Γ,2 + |v|2Γ,2 + |Θ|2Γ,8)(|Du|Γ,6 + |Dv|Γ,6)2. (4.18)
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Thus we have
‖p˜(t, ·)‖L1(R2)
≤ C〈t〉−1(X 22 (u(t)) + X 22 (v(t)) + X 28 (Θ(t)))(E 127 (u(t)) + E 127 (v(t)))(E 127 (u(t)) + E 127 (v(t)))
+C〈t〉−2(X 22 (u(t)) +X 22 (v(t)) + X 28 (Θ(t)))(E7(u(t)) + E7(v(t))). (4.19)
It follows from (1.25) (1.26), (1.37) and Lemma 2.12 that
X8(Θ(t)) ≤ C
(‖Θ0‖W 10,1(R2) + ‖Θ1‖W 9,1(R2)) ≤ Cλ˜. (4.20)
Now we estimate ‖∂tΓaufa‖L1(R2) and ‖∂tΓavga‖L1(R2). It is obvious that
‖∂tΓaufa‖L1(R2) + ‖∂tΓavga‖L1(R2)
≤ (E 127 (u(t)) + E 127 (v(t)))(‖fa‖L2(R2) + ‖ga‖L2(R2)) (4.21)
and
‖fa‖L2(R2) + ‖ga‖L2(R2)
≤ ‖ΓaF1(u+Θ,D(u+Θ),Dv)‖L2(R2) + ‖ΓaG1(u+Θ,D(u+Θ),Dv)‖L2(R2)
+ ‖[Γa, aµν(u+Θ,Dv)∂µ∂ν](u+Θ)‖L2(R2) + ‖[Γa, bµν(u+Θ,D(u+Θ),Dv)∂µ∂ν]v‖L2(R2)
+ ‖[Γa, cµν(u+Θ,D(u+Θ),Dv)∂µ∂ν](u+Θ)‖L2(R2) + ‖[✷,Γa]u‖L2(R2)
+ ‖[Γa, dµν(u+Θ,D(u+Θ),Dv)∂µ∂ν]v‖L2(R2) + ‖[✷,Γa]v‖L2(R2). (4.22)
We will only focus on the estimates of the first and second parts on the right hand side of
(4.22), the remaining parts can be treated similarly. In view of (3.5) and (3.8), we have
‖ΓaF1(u+Θ,D(u+Θ),Dv)L2(R2) + ‖ΓaG1(u+Θ,D(u+Θ),Dv)‖L2(R2)
≤ ‖ sin(2(u+Θ))Q(v, v)‖Γ,6,2 + ‖ sin(2(u+Θ))Q(u+Θ, v)‖Γ,6,2
+ ‖ sin(2(u+Θ))Qµν(u+Θ, v)Qµν(u+Θ, v)‖Γ,6,2. (4.23)
It follows from Lemma 2.17 and Lemma 2.5 that
‖ sin(2(u +Θ))Q(v, v)‖Γ,6,2
≤ C
∑
|b|+|β|≤6
‖Γb sin(2(u+Θ))ΓβQ(v, v)‖L2(R2)
≤ C
∑
|b|+|c|+|d|≤6
‖ΓbuDΓcvTΓdv‖L2(R2) + C
∑
|b|+|c|+|d|≤6
‖ΓbΘDΓcvTΓdv‖L2(R2). (4.24)
For |b|+ |c|+ |d| ≤ 6, if |b|+ |c| ≤ 3, we have
‖ΓbuDΓcvTΓdv‖L2(R2)
≤ C〈t〉−1‖〈t+ r〉 12 〈t− r〉 12Γbu‖L∞(R2)‖〈t+ r〉
1
2 〈t− r〉 12DΓcv‖L∞(R2)‖〈t− r〉−1TΓdv‖L2(R2)
≤ C〈t〉−1X4(u(t))X4(v(t))E
1
2
7 (v(t)). (4.25)
If |b|+ |d| ≤ 3, by (1.13) we get
‖ΓbuDΓcvTΓdv‖L2(R2)
≤ C〈t〉−2‖〈t+ r〉 12 〈t− r〉 12Γbu‖L∞(R2)‖DΓcv‖L2(R2)‖〈t+ r〉
1
2 〈t− r〉 12Γd+1v‖L∞(R2)
≤ C〈t〉−2X4(u(t))X4(v(t))E
1
2
7 (v(t)). (4.26)
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If |c|+ |d| ≤ 3, by Hardy inequality (2.15) and (1.13) we have
‖ΓbuDΓcvTΓdv‖L2(R2)
≤ C〈t〉−2‖〈t− r〉−1Γbu‖L2(R2)‖〈t+ r〉
1
2 〈t− r〉 12DΓcv‖L∞(R2)‖〈t+ r〉
1
2 〈t− r〉 12Γd+1v‖L∞(R2)
≤ C〈t〉−2X4(v(t))X4(v(t))E
1
2
7 (u(t)). (4.27)
Thus we obtain
∑
|b|+|c|+|d|≤6
‖ΓbuDΓcvTΓdv‖L2(R2)
≤ C〈t〉−1(X 24 (u(t)) + X 24 (v(t)))(E 127 (u(t))+E 127 (v(t)))
+ C〈t〉−2(X 24 (u(t)) +X 24 (v(t)))(E 127 (u(t)) + E 127 (v(t))). (4.28)
For the second term on the right hand side of (4.24), if |b|+ |c| ≤ 3, similarly to (4.25), we
have
‖ΓbΘDΓcvTΓdv‖L2(R2) ≤ C〈t〉−1X4(Θ(t))X4(v(t))E
1
2
7 (v(t)). (4.29)
if |b|+ |d| ≤ 3 or |c|+ |d| ≤ 3, similarly to (4.26), we have
‖ΓbΘDΓcvTΓdv‖L2(R2) ≤ C〈t〉−2X8(Φ(t))X4(v(t))E
1
2
7 (v(t)). (4.30)
Thus we have
∑
|b|+|c|+|d|≤6
‖ΓbΘDΓcvTΓdv‖L2(R2)
≤ C〈t〉−1(X 28 (Φ(t)) + X 24 (v(t)))E 127 (v(t)) + C〈t〉−2(X 28 (Φ(t)) + X 24 (v(t)))E 127 (v(t)). (4.31)
By (4.24), (4.28) and (4.31), we have
‖ sin(2(u +Θ))Q(v, v)‖Γ,6,2
≤ C〈t〉−1(X 24 (u(t)) + X 24 (v(t)) + X 28 (Φ(t)))(E 127 (u(t))+E 127 (v(t)))
+ C〈t〉−2(X 24 (u(t)) + X 24 (v(t)) +X 28 (Φ(t)))(E 127 (u(t)) + E 127 (v(t))). (4.32)
Similarly to (4.32), the second and third part on the right hand side of (4.23) can be
estimated by the same way and admit the same upper bound.
From the above discussion, we can get
‖∂tΓaufa‖L1(R2) + ‖∂tΓavga‖L1(R2)
≤ C〈t〉−1(X 24 (u(t)) + X 24 (v(t)) + X 28 (Φ(t)))(E 127 (u(t)) + E 127 (v(t)))(E 127 (u(t)) + E 127 (v(t)))
+ C〈t〉−2(X 24 (u(t)) + X 24 (v(t)) + X 28 (Φ(t)))(E7(u(t)) + E7(v(t))). (4.33)
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Combing (4.14), (4.17), (4.19), (4.20) and (4.33), we can get
E7(u(t)) + E7(v(t)) +
∫ t
0
E7(u(t)) + E7(v(t))dt
≤ Cε2 + C
∫ t
0
〈t〉−1(X 24 (u(t)) + X 24 (v(t)))(E 127 (u(t)) + E 127 (v(t)))(E 127 (u(t)) + E 127 (v(t)))dt
+ C
∫ t
0
〈t〉−2(X 24 (u(t)) + X 24 (v(t)))(E7(u(t)) + E7(v(t)))dt
+ C
∫ t
0
〈t〉−1X 28 (Φ(t))
(E 127 (u(t)) + E 127 (v(t)))(E 127 (u(t)) + E 127 (v(t)))dt
+ C
∫ t
0
〈t〉−2X 28 (Φ(t))
(
E7(u(t)) + E7(v(t))
)
dt
≤ Cε2 + 16CA21A22ε4 + C
∫ t
0
〈t〉−2(E7(u(t)) + E7(v(t)))dt
+
1
100
∫ t
0
E7(u(t)) + E7(v(t))dt. (4.34)
Then we have
E7(u(t)) + E7(v(t)) ≤ Cε2 + 16CA21A22ε4 + C
∫ t
0
〈t〉−2(E7(u(t)) + E7(v(t)))dt (4.35)
By Gronwall’s inequality, we get
E
1
2
7 (u(t)) + E
1
2
7 (v(t)) ≤ C0ε+ 4C0A1A2ε2. (4.36)
4.2 L∞ estimates
By Lemma 2.12, we have
X4(u(t)) + X4(v(t))
≤ Cε+ C
∫ t
0
‖F (u+Θ,D(u+Θ),Dv,D2(u+Θ),D2v)‖Γ,5,1dt
+ C
∫ t
0
‖G(u +Θ,D(u+Θ),Dv,D2(u+Θ),D2v)‖Γ,5,1dt. (4.37)
In view of (3.3)–(3.8), we have
‖F (u +Θ,D(u+Θ),Dv,D2(u+Θ),D2v)‖Γ,5,1
+ ‖G(u+Θ,D(u+Θ),Dv,D2(u+Θ),D2v)‖Γ,5,1
≤ ‖ sin(2(u+Θ))Q(v, v)‖Γ,5,1 + ‖ sin(2(u+Θ))Q(u+Θ, v)‖Γ,5,1
+ ‖ sin2(u+Θ)✷v‖Γ,5,1 + ‖ sin(2(u+Θ))Qµν(u+Θ, v)Qµν(u+Θ, v)‖Γ,5,1
+ ‖ cos2(u+Θ)Qµν
(
v,Qµν(u+Θ, v)
)‖Γ,5,1
+ ‖ cos2(u+Θ)Qµν
(
u+Θ, Qµν(u+Θ, v)
)‖Γ,5,1. (4.38)
We will focus on the first three terms on the right hand side of (4.38), the remaining terms
can be treated similarly.
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For the first term on the right hand side of (4.38), it follows from Lemma 2.17 and
Lemma 2.5 that
‖ sin(2(u +Θ))Q(v, v)‖Γ,5,1
≤ C
∑
|b|+|β|≤5
‖Γb sin(2(u+Θ))ΓβQ(v, v)‖L1(R2)
≤ C〈t〉−1
∑
|b|+|c|+|d|≤5
‖ΓbuDΓcvΓd+1v‖L1(R2) + C〈t〉−1
∑
|b|+|c|+|d|≤6
‖ΓbΘDΓcvΓd+1v‖L1(R2).
(4.39)
For |b|+ |c|+ |d| ≤ 5, if |b|+ |d| ≤ 3, we have
‖ΓbuDΓcvΓd+1v‖L1(R2)
≤ C〈t〉−1‖DΓcv‖L2(R2)‖〈t− r〉−
1
2 〈t+ r〉 12 〈t− r〉 12Γbu‖L4(R2)
· ‖〈t− r〉− 12 〈t+ r〉 12 〈t− r〉 12Γd+1v‖L4(R2)
≤ C〈t〉−1‖〈t− r〉− 12 ‖2L4(|x|≤t+1)X4(u(t))X4(v(t))E
1
2
7 (v(t))
≤ C〈t〉− 12X4(u(t))X4(v(t))E
1
2
7 (v(t)) (4.40)
If |b|+ |c| ≤ 3, by Hardy inequality (2.15) and (1.11), we have
‖ΓbuDΓcvΓd+1v‖L1(R2)
≤ C〈t〉−1‖〈t− r〉−1Γd+1v‖L2(R2)‖〈t− r〉−
1
2 〈t+ r〉 12 〈t− r〉 12Γbu‖L4(R2)
· ‖〈t− r〉− 12 〈t+ r〉 12 〈t− r〉 12Γc+1v‖L4(R2)
≤ C〈t〉−1‖〈t− r〉− 12‖2L4(|x|≤t+1)X4(u(t))X4(v(t))E
1
2
7 (v(t))
≤ C〈t〉− 12X4(u(t))X4(v(t))E
1
2
7 (v(t)). (4.41)
Similarly to (4.41), if |c|+ |d| ≤ 3, it holds that
‖ΓbuDΓcvΓd+1v‖L1(R2) ≤ C〈t〉−
1
2X4(v(t))X4(v(t))E
1
2
7 (u(t)). (4.42)
Thus we obtain ∑
|b|+|c|+|d|≤5
‖ΓbuDΓcvΓd+1v‖L1(R2)
≤ C〈t〉− 12 (X 24 (u(t)) + X 24 (v(t)))(E 127 (u(t)) + E 127 (v(t))). (4.43)
For the second part on the right hand side of (4.39), for |b| + |c| + |d| ≤ 5, if |b| + |d| ≤ 3,
similarly to (4.40), we get
‖ΓbΘDΓcvΓd+1v‖L1(R2) ≤ C〈t〉−
1
2X4(Φ(t))X4(v(t))E
1
2
7 (v(t)). (4.44)
If |b|+ |c| ≤ 3 or |c|+ |d| ≤ 3, similarly to (4.41), we have
‖ΓbΘDΓcvΓd+1v‖L1(R2) ≤ C〈t〉−
1
2X8(Φ(t))X4(v(t))E
1
2
7 (v(t)). (4.45)
Thus we obtain∑
|b|+|c|+|d|≤6
‖ΓbΘDΓcvΓd+1v‖L1(R2) ≤ C〈t〉−
1
2
(X 28 (Φ(t)) + X 24 (v(t)))E 127 (v(t)). (4.46)
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It follows from (4.39), (4.43) and (4.46) that
‖ sin(2(u+Θ))Q(v, v)‖Γ,5,1
≤ C〈t〉− 32 (X 24 (u(t)) + X 24 (v(t)) + X 28 (Φ(t)))(E 127 (u(t)) + E 127 (v(t))). (4.47)
Similarly to (4.47), the second term on the right hand side of (4.38) can be estimated
by the same by and admits the same upper bound.
For the third term on the right hand side of (4.38), by Lemma 2.17 and Lemma 2.3, we
get
‖ sin2(u+Θ)✷v‖Γ,5,1
≤ C
∑
|b|+|β|≤5
‖Γβ sin2(2(u +Θ))✷Γbv‖L1(R2)
≤ C〈t〉−1
∑
|b|+|c|+|d|≤6
‖ΓcuΓduDΓbv‖L1(R2) + C〈t〉−1
∑
|b|+|c|+|d|≤6
‖ΓcuΓdΘDΓbv‖L1(R2)
+ C〈t〉−1
∑
|b|+|c|+|d|≤6
‖ΓcΘΓdΘDΓbv‖L1(R2). (4.48)
Then similarly to (4.47), we have
‖ sin2(u+Θ)✷v‖Γ,5,1
≤ C〈t〉− 32 (X 24 (u(t)) + X 24 (v(t)) + X 28 (Φ(t)))(E 127 (u(t)) + E 127 (v(t))). (4.49)
From the above discussion, we obtain
X4(u(t)) + X4(v(t))
≤ Cε+ C
∫ t
0
〈t〉− 32 (X 24 (u(t)) + X 24 (v(t)) + X 28 (Φ(t)))(E 127 (u(t)) + E 127 (v(t)))dt
≤ C1ε+ 2C1A1ε+ 8C1A1A22ε3. (4.50)
4.3 Conclusion of the proof
Noting (4.36) and (4.50), we get
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ C0ε+ 4C0A1A2ε2 (4.51)
and
sup
0≤t≤T
(X4(u(t)) + X4(v(t))) ≤ C1ε+ 2C1A1ε+ 8C1A1A22ε3. (4.52)
Assume that
E
1
2
7 (u(0)) + E
1
2
7 (v(0)) ≤ C˜0ε and X4(u(0)) + X4(v(0)) ≤ C˜1ε. (4.53)
Take A1 = max{4C0, 4C˜0}, A2 = max{8(C1 + 2C1A1), 4C˜1} and ε0 sufficiently small such
that
16C0A2ε0 + 32C1A1A2ε
2
0 ≤ 1. (4.54)
Then for any 0 < ε ≤ ε0, we have
sup
0≤t≤T
(
E
1
2
7 (u(t)) + E
1
2
7 (v(t))
) ≤ A1ε and sup
0≤t≤T
(X4(u(t)) + X4(v(t))) ≤ A2ε, (4.55)
which completes the proof of Theorem 1.2.
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