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This Letter introduces a new approach for the demodulation of fringe patterns recorded in
holographic interferometry using high-order ambiguity function (HAF). The proposed ap-
proach is capable of retrieving the phase from a single fringe pattern. The main advantage of
this approach is that it directly provides an estimation of the continuous phase distribution
and thereby avoids the necessity of using cumbersome 2-D phase unwrapping procedure. This
method first computes the discrete-time analytic signal of the recorded fringe pattern. Then,
by modeling this analytic signal as a polynomial phase signal embedded in additive complex
white Gaussian noise, a parametric estimation procedure based on HAF is employed to di-
rectly estimate the unwrapped phase distribution. Numerical simulations and experimental
results demonstrate the potential of the proposed approach.
Keywords: Holographic interferometry, fringe analysis, phase measurement, parametric
estimation, high-order ambiguity function
1. Introduction
In interferometric applications, accurate estimation of phase maps from the
recorded interferograms plays a vital role in deciding the accuracy of measure-
ments, such as displacements, shapes or surface deformations. Over the last three
decades, several phase estimation methods (often referred to as fringe analysis
techniques) have been developed. Broadly they can be categorized as spatial and
temporal analysis techniques. Their efficient and successful application require the
presence of a spatial carrier for spatial methods, and acquisition of a number of
phase-shifted interferograms for temporal methods. Moreover, most of these meth-
ods, either temporal or spatial, generate wrapped phase maps, which need to be
further unwrapped in order to obtain an estimation of the true phase map.
The most simple and widely used technique for the spatial analysis of a carrier
fringe pattern is the Fourier Transform Method, proposed by Takeda et al. (1).
Fourier Transform is well suited for the analysis of stationary signals. In practice,
the parameters of many of the interferometric fringe patterns are space-varying.
These patterns represent non-stationary signals and analysis of such signals by
simple Fourier transform provides results which are prone to important errors.
During recent years, this realization has motivated researchers to propose the use
of advanced spatial analysis methods such as those based on Windowed Fourier
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transform (WFT) or Gabor transform (2, 3), Dilating Gabor transform (4), 1-D and
2-D Wavelet transforms (5–9), Wigner-Ville distribution (10, 11) and regularized
phase tracking (RPT) (12).
This Letter introduces a new approach for phase retrieval in holographic inter-
ferometry that directly provides unwrapped phase distribution from a single fringe
pattern. The proposed approach relies on a signal processing technique, high-order
ambiguity function (HAF), also referred to as polynomial phase transform (PPT)
(13), developed for the parametric analysis of a particular class of 1-D time signals.
Though it is applied in pulse compression radar systems and other fields, to the
best of our knowledge this is the first time that it is proposed for fringe pattern
analysis in interferometry.
2. HAF-based fringe analysis in holographic interferometry
A simple mathematical representation of the recorded holographic interference
fringe pattern is given by
I(x, y) = I0 {1 + γ(x, y) cos [φ(x, y)]} (1)
where I, I0, γ and φ represent the recorded intensity, background intensity, fringe
visibility and the phase term respectively, at the pixel (x, y). While employing
spatial analysis techniques, the phase in the argument of the cosine function is
commonly expressed as φ(x, y) = φc(x, y) + φd(x, y) where φc(x, y) corresponds
to the phase of the carrier added and φd(x, y) represents the deformation phase
or the interference phase to be estimated. Even when the spatial carrier is added,
it is not uncommon to be confronted with the fringe patterns similar to the one
shown in Fig. 1a. This kind of a pattern represents a non-stationary signal in which
the parameters associated with it, especially the frequency, vary considerably from
one location to the other. As mentioned in introduction, conventional analysis
techniques are not best suited to be applied for accurate phase estimation of these
patterns. The analytic version of this kind of signals is referred to as polynomial
phase signals, and parametric method based on HAF can provide accurate phase
estimation. Eliminating the d.c. term from Eq.(1) using high-pass filtering results
in:
I ′(x, y) = a(x, y) cos [φ(x, y)] (2)
Note that with the help of any of the fringe normalization techniques (14–16), from
Eq.(1) we can even get directly:
I ′(x, y) = cos [φ(x, y)] (3)
First, we apply real to analytic signal conversion (17) on the Eq.(2) to obtain the
analytic signal of the form:
z(x, y) = a(x, y) exp [jφ(x, y)] (4)
Now one option could be to calculate phase from z(x, y) using arctan function.
Phase calculated in this manner is often noisy and on top of it, it is bound to be
wrapped (phase values limited in the range of −pi to +pi). The reason for phase
map calculated directly from z(x, y) to be noisy is that the latter contains noise
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inherited from the fringe pattern. Thus it is appropriate to represent the analytic
signal of the fringe pattern as:
z(x, y) = a(x, y) exp [jφ(x, y)] + η(x, y) (5)
where η represents the noise term. The above equation can be represented as a
stack of 1-D signals as:
zy(x) = ay(x) exp [jφy(x)] + ηy(x) for x, y = 1, . . . , N (6)
where y denotes the index of the row, ay(x) the amplitude of the yth row, ηy(x) the
additive complex white Gaussian noise (ACWGN) with zero-mean and variance
σ2, and N ×N is the dimension of the fringe pattern. Since the interference phase
to be estimated in holographic interferometry is, in general, a continuous function
of the spatial coordinates, it can be approximated arbitrarily closely, in accordance
to Weierstras approximation theorem (18), by a polynomial of a sufficiently high
order. Thus Eq.(6) can be rewritten as:
z (x) = a(x) exp
j
 M∑
q=0
aqx
q
+ η(x) (7)
where q is an integer and M is the degree of the polynomial. The subscript y is
dropped for the sake of simplicity. The problem of estimating the phase φ(x) from
the noisy observations of z(x) basically amounts to estimating the parameters like
polynomial coefficients {aq} from z(x). In order to estimate the polynomial coeffi-
cients from z(x), a function PTM [z, ω, τ ], popularly known as high-order ambiguity
function (13) is used.
The M th order ambiguity function of z(x), PTM [z, ω, τ ], is defined as the Discrete
Fourier transform of PM [z(x), τ ]:
PTM [z, ω, τ ] =
N∑
x=(M−1)τ
PM [z(x), τ ] exp(−jωx) (8)
where the function PM [z(x), τ ] is defined as:
PM [z(x), τ ] =
M−1∏
q=0
[
z†q(x− qτ)
] M − 1
q

(9)
where z†q(x) =
{
z(x) if q is even
z∗(x) if q is odd
(·)∗ denotes complex-conjugation, τ is a positive real number and(
x
y
)
=
x!
(x− y)! y! .
The properties of HAF imply that applying the operator PM on the signal z(x)
transforms the signal into a single tone whose frequency, say ω0(τ), is directly
proportional to the highest-order polynomial coefficient aM :
aM =
ω0(τ)
M ! τM−1
for all τ > 0 (10)
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Figure 1.: (a) Simulated fringe pattern at SNR of 30 dB, (b) Phase estimated
using the HAF method along the middle row after subtracting the carrier phase,
(c) Error plot, (d) 3-D plot of the estimated phase along all rows (e) 3-D plot of
the resulting phase map after phase stitching, (f) 3-D plot of the error distribution.
Based on this, the following procedure can be used to estimate the polynomial
coefficients {aq}: First, PM of the signal z(x) is computed; which produces a single
tone signal. By calculating its frequency, say by identifying the peak in the FFT
spectrum, the highest-order polynomial coefficient aM can be estimated using the
relation in Eq.(10); let aˆM denote the estimate of aM . The effect of the highest-
order phase term is then removed by “peeling-off” the signal as z′(x) = z(x) ·
exp
(−jaˆMxM). The new signal z′(x) thus formed is a polynomial phase signal of
the order (M − 1). Computing PM−1 of z′(x) results in a single tone signal whose
frequency is directly proportional to aM−1. This process of estimating the highest-
order coefficient in each iteration and peeling-off the signal to reduce its polynomial
phase order is repeated until all the coefficients are estimated. Constructing a
polynomial with these estimated coefficients results in the direct estimation of
the unwrapped phase. Although the phase estimated along individual rows in this
manner is unwrapped, to obtain a continuous 2-D phase distribution one additional
operation of the type needed to weave all the rows to fall in line one after the other
is required. We refer to this operation as phase stitching.
In the above process, the choice of τ affects the accuracy of estimated coefficients.
It is shown in (13) that, mean square error of aM achieves a minimum at τ = NM
for M = 2, 3 and τ = NM+2 for M ≥ 4.
3. Simulation and Experimental Results
Fig. 1a shows the image of a simulated fringe pattern. The discrete time analytic
signal of the fringe pattern is computed using the Hilbert transform (17). Then the
HAF-based approach is used for estimating directly the unwrapped phase distri-
bution. In these simulations, accurate phase estimation is accomplished by using
the fourth order polynomial phase signal model. Fig. 1b shows the profile of the
estimated phase along the middle row, after eliminating the carrier phase. Fig. 1c
shows the error plot. 3-D plot of the estimated phase over all the rows is shown in
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(a) (b)
Figure 2.: Error plots when continuous phase distribution of Fig. 1a is estimated
with (a) WFR method (b) HAF method
Table 1.: Performance comparison
Method RMSE Time (Sec)
WFR 0.0234 399
HAF 0.0121 15
Fig. 1d. As is clear from the previous figure, phase stitching is needed to obtain
a continuous 2-D phase distribution. However, it is as easy as 1-D unwrapping of
an ideal wrapped phase map. Fig. 1e shows the 3D plot of the interference phase
estimated with the HAF method after phase stitching. Error in estimation is shown
in Fig. 1f.
Note that RPT method (12) also provides directly the unwrapped phase distri-
bution from the normalized fringe pattern (Eq.(3)); if Eq.(5) is the input, both
RPT of Servin (19) and windowed Fourier ridge (WFR) of Kemao (3, 20) will
produce accurate phase estimation. In (21) Kemao et al. have provided an elegant
comparative analysis of five effective wrapped phase filtering techniques, which in-
cluded RPT and WFR. Here we compare the results of the HAF-based method
with WFR. Fig. 2 shows 3-D mesh plots of error distributions when continuous
phase distribution of the pattern shown in Fig. 1a is estimated with both the
methods. As is evident from Fig. 2, WFR method produces results with relatively
large errors near the edges of the image. Although the HAF method shows to an
extent a similar tendency, it produces relatively small errors. For example, if all
pixels of the fringe pattern are considered, the root mean square errors (RMSE)
produced by WFR and HAF methods are given by 0.0794 and 0.0208, respectively.
For this reason, 10 rows from both top and bottom and 10 columns from both left
and right boundaries of the estimated phase are not considered (size of the window
used in WFR algorithm is 10x10) either while calculating the RMSE values listed
in Table 1 or displaying the error plot in Fig. 1. The RMSE and computational
cost for HAF and WFR methods are listed in Table 1. These tests are run on a
Windows PC with Intel Core 2 Duo processor of 2.66 GHz, 3.24 GB of RAM and
with MATLAB 7.0.4. version. It is evident that the HAF method provides accurate
results with relatively less computational time.
Fig. 3a shows the comparison of error plots when the phase along a row is es-
timated with the HAF method by approximating the phase of the fringe pattern
with polynomials of different orders (at SNR=30 dB). We have performed error
analysis at different SNRs with fourth order polynomial approximation, results of
which are shown in Fig. 3b.
The experimental results shown in Fig. 4 substantiate the applicability of this
May 6, 2010 10:4 Journal of Modern Optics Pre˙Print
6 Gorthi, S. S. and Rastogi, P. Journal of Modern Optics, 56(8):949-954, 2009.
100 200 300 400
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
Pixels
Er
ro
r i
n 
R
ad
ia
ns
P Order=2
P Order=4
P Order=6
(a)
100 200 300 400
−0.1
−0.05
0
0.05
Pixels
Er
ro
r i
n 
R
ad
ia
ns
SNR=20dB
SNR=30dB
SNR=40dB
SNR=50dB
(b)
Figure 3.: Error plots when (a) Approximated with different orders of polynomials
at SNR of 30 dB (b) Approximated with a 4th order polynomial at different levels
of SNR
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(d) (e)
Figure 4.: (a) Experimentally recorded holographic fringe pattern, (b) 3-D plot
of the estimated phase along all rows using HAF method, (c) 3-D plot of the
resulting phase map after phase stitching, (d) Phase calculated directly from the
analytic signal using arctan function, (e) Generated wrapped phase map from the
continuous phase distribution in Fig.4c.
method for phase estimation in holographic interferometry. For the sake of com-
parison, Fig. 4d and Fig. 4e show, respectively, the phase map calculated from the
analytic signal using arctan function and the wrapped phase generated from the
estimated continuous phase (Fig. 4c) obtained using the proposed method.
4. Conclusions
This Letter introduced a new approach for the analysis of fringe patterns recorded
in holographic interferometry. The presented HAF-based analysis approach is ca-
pable of providing an accurate estimation of the phase map from a single fringe
pattern. The simulation and experimental results illustrate the ability of the HAF-
based analysis approach in directly estimating the unwrapped phase distribution.
In addition, it is capable of analyzing fringe patterns having large frequency vari-
ations.
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