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Abstract
Let Fq be the ﬁnite ﬁeld with q elements of characteristic p; Fqm be the extension of degree
m41 and f ðxÞ be a polynomial over Fqm : The maximum number of afﬁne Fqm -rational points
that a curve of the form yq  y ¼ f ðxÞ can have is qmþ1: We determine a necessary and
sufﬁcient condition for such a curve to achieve this maximum number. Then we study the
weights of two-dimensional (2-D) cyclic codes. For this, we give a trace representation
of the codes starting with the zeros of the dual 2-D cyclic code. This leads to a relation between
the weights of codewords and a family of Artin–Schreier curves. We give a lower bound on the
minimum distance for a large class of 2-D cyclic codes. Then we look at some special classes
that are not covered by our main result and obtain similar minimum distance bounds.
r 2003 Elsevier Inc. All rights reserved.
MSC: 94B27; 14G50; 11T71
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1. Introduction
One of the applications of algebraic curves over ﬁnite ﬁelds in coding theory in
recent years has been in the weight computations of certain cyclic codes. In this
method, a cyclic code under consideration is represented as the trace of another code
over an extension ﬁeld and then the codewords of the cyclic code are related to
a family of algebraic curves using the additive form of Hilbert’s Theorem 90
(see [3,13,15]). In [7], we used this idea to determine when a family of Artin–Schreier
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(A–S) curves has a member with the maximum possible number of afﬁne rational
points.
This article consists of two parts both of which heavily depend on the main results
of [7]. The ﬁrst part is on A–S curves. Namely, we determine a necessary and
sufﬁcient condition for an A–S curve to have the maximum number of afﬁne rational
points. The second part is on two-dimensional (2-D) cyclic codes and their weight
analysis. These codes are generalizations of ordinary cyclic codes and, naturally,
more complicated to deal with. The ﬁrst attempts to build a general theory of such
codes dates back to 1970s, in particular to the works of Ikai et al. [8] and Imai [9].
We extend the method applied to cyclic codes, which is mentioned above, to
‘‘square’’ 2-D cyclic codes by introducing a trace representation for such codes. As
we will see, the main difference compared to cyclic codes is that the weight of a single
codeword is determined by more than one curve from a family of A–S curves.
There is another lower bound on the minimum distance of 2-D cyclic codes due to
Jensen (see [10,11]). He utilizes the concatenated structure of 2-D cyclic codes to
come up with this bound. We leave the comparison of the two bounds to a future
work.
In Section 2, we recall results on A–S families from [7] and use these to draw new
conclusions about A–S curves. In Section 3, we deﬁne and state basic properties of 2-
D cyclic codes, without proofs. We introduce the trace representation for 2-D cyclic
codes in Section 4. In Section 5, we use this representation to state a general lower
bound on the minimum distance. The ﬁnal section is devoted to some special classes
of codes which are not in the scope of our general bound from Section 5. We state
similar minimum distance bounds for these special classes of codes and in one case
we determine the complete weight enumerator. In examples we show that one could
sometimes have better conclusions than those implied simply by the minimum
distance bounds.
2. Artin–Schreier curves
Unless otherwise stated Fq ¼ Fpl ; with lX1; is the ﬁnite ﬁeld of characteristic p
with q elements and Fqm is the degree m extension of Fq where m41:
Throughout the article we will refer to yq  y ¼ f ðxÞ as A–S curve, where f ðxÞ is a
polynomial in Fqm ½x: Note that there is an abuse of language here since the equation
need not be irreducible. This causes no harm for the most part since we will be
interested in the number of solutions ðx; yÞ to this equation in Fqm  Fqm ; which is
referred to as the number of afﬁne Fqm-rational points on the curve. The irreducibility
of the curve will be addressed when necessary.
In [7] we studied the family F ¼ f yq  y ¼ l1xi1 þ l2xi2 þ?þ lsxis ;
l1;y; lsAFqmg with positive integers i1;y; is: We call the member with li ¼ 0; for
all i ¼ 1;y; s; the trivial one. It is easy to see that the number of afﬁne rational
points over Fqm of a nontrivial member in F is divisible by q and bounded by q
mþ1
[7, Proposition 4.1].
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Deﬁnition 2.1. Let q ¼ pl be a prime power, where lX1; and c be a positive integer
that is not divisible by p: If 0pboc is an integer, then let r be the smallest
nonnegative integer such that qrþ1b  b mod c: The q-cyclotomic coset containing
b mod c is the set
B ¼ fb; qb; q2b;y; qrbg;
where each qib is reduced mod c:
Here are the results from [7] which we will use in this section.
Theorem 2.2. Consider the family of curves
F ¼ f yq  y ¼ l1xi1 þ l2xi2 þ?þ lsxis ; l1;y; lsAFqmg
with positive integers i1;y; is: Let Bj denote the q-cyclotomic coset mod qm  1
containing the exponent ij and let jBjj ¼ dj; for all j. We have the following:
(i) F has no nontrivial member with qmþ1 affine Fqm -rational points if and only if
Bi-Bj ¼ | for all iaj; i; jAf1;y; sg; and dj ¼ m for all j.
(ii) If the number of distinct q-cyclotomic cosets mod qm  1 for the exponents i1;y; is
is b and these cosets are Bm1 ;y;Bmb ; where fm1;y; mbgDf1;y; sg; then F has
qmsd members with qmþ1 affine Fqm-rational points, including the trivial member,
where d ¼Pbr¼1 dmr :
Proof. See Theorem 4.4 and Corollary 4.5 in [7]. &
Note that each dj is a divisor of m: So, for F to have a nontrivial member with
qmþ1 afﬁne Fqm-rational points, either two of the exponents should be in the same q-
cyclotomic coset mod qm  1 or the cardinality of one of the cyclotomic cosets
should be a proper divisor of m ¼ ½Fqm : Fq: However, the theorem does not
immediately indicate which member curves could achieve this upper bound. We want
to answer the following question here:
Question. Given X : yq  y ¼ l1xi1 þ l2xi2 þ?þ lsxis ; where lj’s are in Fqm and
the q-cyclotomic cosets mod qm  1 of ij’s are distinct. What are the necessary and
sufﬁcient conditions for X to have qmþ1 afﬁne Fqm-rational points?
Let #Fqm ðXÞ denote the number of afﬁne Fqm -rational points of X : Note that
#Fqm ðXÞ ¼ qmþ1 is equivalent to trðl1xi1 þ l2xi2 þ?þ lsxisÞ ¼ 0; 8xAFqm ; by
Hilbert’s Theorem 90, where tr denotes the trace map from Fqm to Fq: Hence, the
above question can be restated as, with the same assumptions on the exponents,
when is it true that trðl1xi1 þ l2xi2 þ?þ lsxisÞ ¼ 0 for all x in Fqm?
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Proposition 2.3. Let ljAFqm and ij be positive integers, for j ¼ 1; 2;y; s: Assume that
the q-cyclotomic cosets containing ij’s are distinct. Then trðl1xi1 þ l2xi2 þ?þ
lsxisÞ ¼ 0 for all x in Fqm if and only if trðljxij Þ ¼ 0 for all x in Fqm and for all
j ¼ 1; 2;y; s:
Proof. One implication is immediate by linearity of the trace. For the other
implication, note that the assertion is equivalent to
#Fqm ðyq  y ¼ l1xi1 þ l2xi2 þ?þ lsxisÞ ¼ qmþ1
{
#Fqm ðyq  y ¼ ljxij Þ ¼ qmþ1; for all j ¼ 1; 2;y; s:
We need to prove the upper to lower implication. For this, we proceed by induction
on s: If s ¼ 1 there is nothing to prove. Assume the validity of the assertion up to s
and consider the family F ¼ f yq  y ¼ l1xi1 þ l2xi2 þ?þ lsxis ; ljAFqmg: By
Theorem 2.2(ii), and using its notation, F has qmsd  1 nontrivial members with
qmþ1 afﬁne rational points over Fqm ; where d ¼
Ps
j¼1dj: The subfamily F1 ¼
f yq  y ¼ l1xi1 þ l2xi2 þ?þ ls1xis1 ; ljAFqmg contains qmðs1Þ*d  1 of these
members in F; where *d ¼Ps1j¼1dj ; and the subfamily F2 ¼ f yq  y ¼
lsxis ; lsAFqmg has qmds  1 of them. Furthermore, ðqmðs1Þ*d  1Þðqmds  1Þ curves
inF; which are distinct from those inF1 andF2; with q
mþ1 points are obtained by
‘‘combining’’ qmþ1 point curves in F1 and F2: By this, we mean creating
polynomials in x in the form l1xi1 þ l2xi2 þ?þ lsxis by taking the ﬁrst s  1
coefﬁcients from the members with qmþ1 points inF1 and ls with the same property
from F2: The resulting polynomials do produce curves with q
mþ1 points indeed by
linearity of the trace map. In this way, we exhaust all the qmsd  1 nontrivial
members of F: Since the induction hypothesis applies to F1 and F2; we are
done. &
By this proposition, the question posed reduces to the question: For which values
aAFqm and iAZþ do we have trðaxiÞ ¼ 0 for all x in Fqm? The following result of
Gillot [4, Proposition 1.2] answers this question. We present an alternative proof
which depends on Theorem 2.2.
Proposition 2.4. Let aAFqm and i be a positive integer. Denote by B the q-cyclotomic
coset containing i mod qm  1 and let d be the cardinality of B. Then trðaxiÞ ¼ 0 for all
xAFqm if and only if dam and trqmqdðaÞ ¼ 0; where trqmqd is the trace map from Fqm
onto Fqd :
Proof. Since d necessarily divides m; Fqd is a subﬁeld of Fqm and trqmqd makes sense.
ð)Þ By the ﬁrst part of Theorem 2.2, dam and by the second part of the
same theorem, there exists qmd a’s in Fqm such that trðaxiÞ ¼ 0 for all xAFqm : The
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number of elements in the kernel of trqmqd is also q
md and for any b in this kernel,
we have
trðbxiÞ ¼ trqdqðtrqmqdðbxiÞÞ ¼ trqdqðxitrqmqdðbÞÞ ¼ 0:
Note that the second equality holds since xiAFqd for any xAFqm ; by jBj ¼ d; and
trqmqd is an Fqd -linear map. Therefore, a must be in the kernel of trqmqd :
ð(Þ By assumption on jBj; xiAFqd for any x in Fqm : Reading the above equalities
from right to left, replacing b by a; proves the claim. &
Now, the following answers our question.
Theorem 2.5. Let X : yq  y ¼ l1xi1 þ l2xi2 þ?þ lsxis ; where lj’s are in Fqm : Let Bj
denote the q-cyclotomic coset containing ij mod q
m  1; for all j, and assume that Bj’s
are pairwise disjoint. Then the following are equivalent:
(i) #Fqm ðXÞ ¼ qmþ1;
(ii) jBj j ¼ djam and trqmqdj ðljÞ ¼ 0; for all j ¼ 1; 2;y; s:
Proof. Immediate from Propositions 2.3 and 2.4. &
We ﬁnish this section with a characterization of (Hasse–Weil) maximal (Theorem
V.2.3, Deﬁnition V.3.2 in [14]) and qmþ1-optimal A–S curves whose degree in
x is relatively prime to the characteristic of the base ﬁeld (also see Corollary 4.7
in [7]).
Corollary 2.6. Let m be even, X : yq  y ¼ f ðxÞ; where f ðxÞ is a constant-free
polynomial over Fqm for which the exponents of x are in different q-cyclotomic cosets
mod qm  1 and gcdðdegð f Þ; qÞ ¼ 1: Then X is maximal and qmþ1-optimal if and only
if X is of the form yq  y ¼ axq
m
2þ1 for some aAFqm with trqmqm2 ðaÞ ¼ 0:
Proof. ð)Þ Since degð f Þ is relatively prime to q; the curve X is an irreducible A–S
curve and the nonsingular model of X (resp. the function ﬁeld Fqmðx; yÞ=Fqm ) has one
Fqm-rational point at inﬁnity (resp. unique degree one place over the place at inﬁnity
of the rational function ﬁeld FqmðxÞ). The genus of X is ðq1Þðdegð f Þ1Þ2 : All of these
assertions follow from Proposition VI.4.1 in [14]. Hence, the number of projective
Fqm-rational points is q
mþ1 þ 1 and the Hasse–Weil bound on the number of
projective rational points is qm þ 1þ ðq  1Þðdegð f Þ  1Þqm2 : Equating these two
numbers, both of which are met by X ; gives degð f Þ ¼ qm2 þ 1:
Note that the cardinality of the q-cyclotomic coset mod qm  1 containing qm2 þ 1
is m
2
: Moreover, we have qiðqm2 þ 1Þoqm  1 for any i in f0; 1;y; m
2
 1g: Hence, if r
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is a positive integer strictly less than q
m
2 þ 1; then its q-cyclotomic coset mod qm  1
must have cardinality at least as big as m
2
: Note that one can also rule out m
2
since this
would mean q
m
2 r  r mod qm  1 ðequivalently qm  1j rðqm2  1ÞÞ; which is impos-
sible since roq
m
2 þ 1: Therefore, if f ðxÞ ¼ l1xi1 þ?þ lsxis þ axq
m
2þ1 for
l1;y; lsAFqm and 0oi1;y; isoq
m
2 þ 1; then cardinalities of the s cyclotomic cosets
containing the exponents i1;y; is must all be greater than m2 ; by the above
explanation, and each cardinality must properly divide m; by Theorem 2.5, so that X
is qmþ1-optimal. This is clearly impossible. Therefore l1 ¼? ¼ ls ¼ 0 and f ðxÞ ¼
axq
m
2þ1 for some aAFqm : The condition on a follows from Theorem 2.5.
ð(Þ The assumption on a and the exponent qm2 þ 1 of x guarantees that such a
curve is qmþ1-optimal by Theorem 2.5. Using the genus formula and the Hasse–Weil
bound above, together with the uniqueness of the rational point at inﬁnity, we see
that X is also maximal. &
3. Deﬁnition and basic properties of 2-D cyclic codes
For the proofs of the results in this section and for further properties of 2-D cyclic
codes, we refer the interested reader to [6,8,9,12].
Consider the set
Fn1n2q ¼
a0;0; a0;1;y; a0;n21
a1;0; a1;1;y; a1;n21
^
an11;0;y; an11;n21
0
BBB@
1
CCCA; ai;jAFq
8>><
>>:
9>>=
>>;
;
where n1 and n2 are two positive integers. Note that F
n1n2
q is an n1n2-dimensional
vector space over Fq whose elements are written in n1  n2 matrix notation.
A k-dimensional subspace C of Fn1n2q is called a 2-D linear code of area n1  n2
over Fq; and denoted as an ðn1  n2; kÞ code.
Deﬁnition 3.1. For a 2-D linear code CCFn1n2q if ðai;jÞ is in C implies that ðaiþs;jþtÞ is
also in C for all s and t; where i þ s and j þ t are taken mod n1 and n2; respectively,
then C is called a 2-D cyclic code of area n1  n2:
In other words, a 2-D linear code is 2-D cyclic if it is closed under row and column
shifts. Note that the dual of a 2-D cyclic code is also 2-D cyclic.
As in the case of cyclic codes, we have an alternative representation for 2-D cyclic
codes as ideals in certain rings. For this, observe the following Fq-vector space
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isomorphism between Fn1n2q and Fq½x; y=ðxn1  1; yn2  1Þ:
Fn1n2q 2 Fq½x; y=ðxn1  1; yn2  1Þ;
ðai;jÞ 2
Pn11
i¼0
Pn21
j¼0
ai;jx
iyj :
Under this identiﬁcation, we can think of a 2-D linear code C as a subset of
Fq½x; y=ðxn1  1; yn2  1Þ: It is easy to see that a 2-D linear code C in Fn1n2q is 2-D
cyclic if and only if C is an ideal in Fq½x; y=ðxn1  1; yn2  1Þ: In short, we have two
ways to represent a 2-D cyclic code: The matrix representation and the polynomial
representation.
We assume, from now on, that both n1 and n2 are relatively prime to p: In fact,
both of these numbers will be qm  1 for some m41 in our considerations starting
with the next section. Let a1 be a primitive n1th root of unity and a2 be a primitive
n2th root of unity. We take both of these elements in the smallest extension Fqs of Fq
such that n1 and n2 divide q
s  1: Consider the following set
O ¼ fðai1; aj2Þ; 0pipn1  1; 0pjpn2  1g:
We deﬁne the Fq-conjugacy class containing ðai1; aj2Þ to be
S ¼ ½ðai1; aj2Þ ¼ fðai1; aj2Þ; ðaiq1 ; ajq2 Þ;y; ðaiq
d1
1 ; a
jqd1
2 Þg;
where d is the least common multiple of the degrees of ai1 and a
j
2 over Fq: It is clear
that O is a disjoint union of such Fq-conjugacy classes. From now on, we will use the
letter U only for either a single class or a ﬁnite union of Fq-conjugacy classes in O:
For UCO; the ideal corresponding to U is deﬁned as
IðUÞ ¼ f f ðx; yÞAFq½x; y; f ðaÞ ¼ 0; 8aAUg: ð1Þ
Note that xn1  1 and yn2  1 are in IðUÞ for any UCO: Therefore, IðUÞ=ðxn1 
1; yn2  1ÞCFq½x; y=ðxn1  1; yn2  1Þ is a 2-D cyclic code, which we will denote as
I˜ðUÞ: In this way, we associate a 2-D cyclic code to a subset of O: We can also do the
opposite. Let J˜ ¼ J=ðxn1  1; yn2  1ÞCFq½x; y=ðxn1  1; yn2  1Þ be a 2-D cyclic
code. Then
ZðJ˜Þ ¼ fðg; bÞAF2qs ; f ðg; bÞ ¼ 0; 8fAJg ð2Þ
is called the zero set of the 2-D cyclic code J˜:Note that since xn1  1 and yn2  1 are in
J; the zero set ZðJ˜Þ is a subset of O and it is either a single Fq-conjugacy class or a
ﬁnite union of Fq-conjugacy classes. Also note that Z %FqðJÞ would be another way to
denote ZðJ˜Þ; due to obvious reasons, where %Fq is the algebraic closure of Fq:
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Proposition 3.2. Let U be a subset of O: Then
U ¼ ZðI˜ðUÞÞ ¼ Z %FqðIðUÞÞ:
Another way to state Proposition 3.2 is that every subset U of O is the zero set of
the 2-D cyclic code I˜ðUÞ that it deﬁnes. Note that since a 2-D cyclic code is an ideal
in Fq½x; y=ðxn1  1; yn2  1Þ; we can describe it by giving a ﬁnite number of
generating polynomials. The following result says that there is another way to
describe a 2-D cyclic code.
Proposition 3.3. Let J˜ ¼ J=ðxn1  1; yn2  1ÞCFq½x; y=ðxn1  1; yn2  1Þ be a 2-D
cyclic code. The zero set ZðJ˜Þ uniquely determines J˜:
In other words we have I˜ðZðJ˜ÞÞ ¼ J˜; which comes from the fact that JCFq½x; y is
a radical ideal. This can be proved by Seidenberg’s Lemma 92 [1, Proposition 8.14].
Besides describing the code, the zero set also gives us the dimension of the code.
Theorem 3.4. Let U be a subset of O and let %U denote O U : Consider the 2-D cyclic
code CU ¼ I˜ðUÞ ¼ IðUÞ=ðxn1  1; yn2  1Þ corresponding to U. The dimension of CU
is given by
dimFqðCU Þ ¼ j %Uj:
We now state the result that relates the code to its dual.
Proposition 3.5. For the 2-D cyclic code CU ¼ I˜ðUÞ ¼ IðUÞ=ðxn1  1; yn2  1Þ; its
dual code is the 2-D cyclic code C %U1 ¼ I˜ð %U1Þ ¼ Ið %U1Þ=ðxn1  1; yn2  1Þ; which has
the zero set
ZðC>U Þ ¼ ZðC %U1Þ ¼ %U1 ¼ O U1;
where
U1 ¼ fðm11 ; m12 Þ; ðm1; m2ÞAUg:
Corollary 3.6. The dimension of a 2-D cyclic code is equal to the number of zeros of its
dual code.
We ﬁnish with two more deﬁnitions for the sake of completeness.
Deﬁnition 3.7. Let CU be the 2-D cyclic code of area n1  n2 with the zero set UCO:
Then the nonzero set of CU is
NZðCUÞ ¼ O U ¼ %U:
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Deﬁnition 3.8. If the zero set of a 2-D cyclic code C is the union of the Fq-conjugacy
classes Sg ¼ ½ðaig1 ; ajg2 Þ; where g is in some index set I; then the set
fðaig1 ; ajg2 Þ; gAIg
is called a basic zero set of C and denoted BZðCÞ: Similarly, one can deﬁne a basic
nonzero set of C and denote it by BNZðCÞ:
Since the zero set of a 2-D cyclic code uniquely determines the code, so does the
nonzero set, a basic zero set and a basic nonzero set. Note, however, that zero and
nonzero sets are unique whereas there can be different choices of basic zero and basic
nonzero sets. This can simply be achieved by choosing different representatives from
the Fq-conjugacy classes.
Remark 3.9. Let ðai11 ; aj12 Þ and ðai21 ; aj22 Þ be representatives of two distinct classes in a
basic set (zero or nonzero) and suppose that aj12 and a
j2
2 are Fq-conjugate. Then, one
can ﬁnd another pair in the class of ðai21 ; aj22 Þ whose second coordinate is aj12 and
replace ðai21 ; aj22 Þ in the basic set with this new pair. This means that we can choose a
basic set for our codes in which any two members have second coordinates that are
not Fq-conjugate. Note that the second coordinates in the basic set can be equal
among some of the members. Also observe that we can easily make the same choice
with respect to the ﬁrst coordinates of pairs in the basic set. In the rest of the paper,
we will always have this kind of choice on our basic sets and, unless otherwise stated,
the choice will be made with respect to the second coordinates.
4. Trace representation of 2-D cyclic codes
Recall that q ¼ pl for some lX1; where p is prime, and consider qm with m41:
Let a be a primitive element of Fqm throughout, unless otherwise stated. Consider
the sets
O ¼ fðai; a jÞ; 0pi; jpqm  2g ¼ Fqm  Fqm ; ð3Þ
U ¼ ½ðai1 ; a j1Þ,½ðai2 ; a j2Þ,?,½ðais ; a jsÞ; ð4Þ
where ig; jg are in the set f1; 2;y; qm  2g and ½ðaig ; a jgÞa½ðaig0 ; a jg0 Þ if gag0; i.e. the
pairs ðaig ; a jgÞ; for g ¼ 1; 2;y; s; are representatives of distinct Fq-conjugacy classes.
We deﬁne C to be the 2-D cyclic code of area ðqm  1Þ  ðqm  1Þ over Fq which
has the following zero set:
ZðCÞ ¼ O U1 ¼ %U1: ð5Þ
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If C0 denotes the dual of C; then we have the following easy consequences:
NZðCÞ ¼ O %U1 ¼ U1;
ZðC0Þ ¼ U ;
NZðC0Þ ¼ O U ¼ %U: ð6Þ
We also have the polynomial representation for these two codes, as ideals in
Fq½x; y=ðxqm1  1; yqm1  1Þ; and the corresponding notations which were also
introduced in the previous section:
C0 ¼ CU ¼ I˜ðUÞ ¼ IðUÞ=ðxqm1  1; yqm1  1Þ;
C ¼ C %U1 ¼ I˜ð %U1Þ ¼ Ið %U1Þ=ðxq
m1  1; yqm1  1Þ:
For simplicity we will denote C and C0 as I and I 0; respectively, in the polynomial
representation. Let D0 be the 2-D cyclic code of area ðqm  1Þ  ðqm  1Þ deﬁned
over Fqm by the zero set
ZðD0Þ ¼ fðai1 ; a j1Þ; ðai2 ; a j2Þ;y; ðais ; a jsÞg: ð7Þ
It is worth noting that there is a unique basic zero set for D0 and it is equal to the
above zero set. This is because each pair in ZðD0Þ has a singleton Fqm-conjugacy class
that consists only of that pair. Let D be the dual of D0 and denote these codes as J
and J 0; respectively, in the polynomial representation. Note that D0 restricts to C0
and hence we get the following familiar diagram from Delsarte’s Theorem [14,
Theorem VIII 1.2]:
ð8Þ
Note that tr is deﬁned by applying the trace map, tr, from Fqm to Fq on each of the
entries in the codewords (matrices) of D:
If aðx; yÞ is an arbitrary codeword (in the polynomial representation) in J 0; then it
vanishes on the elements of ZðD0Þ: Hence we have
aðaig ; a jgÞ ¼
Xqm2
i;j¼0
ai;jðaigÞiða jgÞj ¼ 0; g ¼ 1; 2;y; s: ð9Þ
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When the s equations in (9) are translated to the matrix notation, we get
ðai;jÞ  vg ¼ 0; g ¼ 1; 2;y; s:
Here ðai;jÞAD0 is the corresponding coefﬁcient matrix (codeword) for an arbitrary
polynomial in J 0 and it is in the form
ðai;jÞ ¼
a0;0 y a0;qm2
a1;0 y a1;qm2
^ & ^
aqm2;0 y aqm2;qm2
0
BBB@
1
CCCA:
On the other hand vg is deﬁned as
vg ¼
ðaigÞ0ða jgÞ0 y ðaigÞ0ða jgÞqm2
ðaigÞ1ða jgÞ0 y ðaigÞ1ða jgÞqm2
^ & ^
ðaigÞqm2ða jgÞ0 y ðaigÞqm2ða jgÞqm2
0
BBBB@
1
CCCCA: ð10Þ
Therefore fv1; v2;y; vsg is contained in D; which is the dual of D0: Observe that the
Fqm-dimension of D is s; by Corollary 3.6 and (7).
Proposition 4.1. fv1; v2;y; vsg forms a basis for D:
Proof. Since a is a primitive element in Fqm ; we can list all the elements of the
multiplicative group Fqm ; which will also be denoted by A; as follows:
A ¼ Fqm ¼ fa0; a1; a2;y; aq
m2g: ð11Þ
Therefore, one can represent the ﬁrst row of vg as ðxjgÞxAA; the second row as
ðaigxjgÞxAA; and do this for all the remaining rows of vg: What we understand from
this notation is that one substitutes the elements of A for x; following the order of
elements in (11). If we put the above representations of each row in vg together, we
get the following representation for vg:
vg ¼
xjg
aigxjg
^
ðaigÞqm2xjg
0
BBB@
1
CCCA
xAA
; g ¼ 1; 2;y; s; ð12Þ
We will call this the horizontal representation. The following will be the short
horizontal representation for these codewords:
vg ¼ ððaigÞdxjgÞxAA;dAI; g ¼ 1; 2;y; s; ð13Þ
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where I ¼ f0; 1;y; qm  2g: In other words, d indexes the rows, i.e., d ¼ 0 gives the
ﬁrst row, d ¼ 1 gives the second row, and so on. Suppose there exist m1; m2;y; ms in
Fqm such that
m1v1 þ m2v2 þ?þ msvs ¼~0: ð14Þ
This means
m1x
j1 þ m2xj2 þ?þ msxjs
m1a
i1xj1 þ m2ai2xj2 þ?þ msais xjs
^
m1ðai1Þq
m2
xj1 þ m2ðai2Þq
m2
xj2 þ?þ msðaisÞq
m2
xjs
0
BBB@
1
CCCA
xAA
¼~0: ð15Þ
Suppose that the jg’s are all distinct. Then the ﬁrst row in (15) gives
m1x
j1 þ m2xj2 þ?þ msxjs ¼ 0; for all xAA ¼ Fqm :
This polynomial expression has distinct exponents and its degree is the maximum of
f j1;y; jsg: This degree is strictly less than qm  1 (cf. (3)). Therefore the polynomial
can vanish on all of Fqm if and only if it is zero, i.e., all the coefﬁcients are zero. This
would imply the linear independence of our set.
Now suppose some of the jg’s are equal. Let us assume, without loss of generality,
j1 ¼ j2 ¼? ¼ jc for some cps: There might be other groups of jg’s that are equal to
each other, but the following argument can easily be applied to handle them, too.
Since the polynomial expressions in each row in (15) are of degree strictly less than
qm  1; the only way they can vanish on Fqm is if the coefﬁcients of the terms are zero.
We list the coefﬁcients of the term of degree j1 in each row:
m1 þ m2 þ?þ mc ¼ 0;
m1a
i1 þ m2ai2 þ?þ mcaic ¼ 0;
^
m1ðai1Þq
m2 þ m2ðai2Þq
m2 þ?þ mcðaicÞq
m2 ¼ 0:
ð16Þ
Since a is primitive in Fqm ; the equalities in (16) are equivalent to
m1x
i1 þ m2xi2 þ?þ mcxic ¼ 0; for all xAA ¼ Fqm : ð17Þ
Note that the exponents in (17) are all distinct. Otherwise, we would have had
ðaig ; a jgÞ ¼ ðaig0 ; a jg0 Þ for some gag0 with g; g0pc: This would contradict the fact that
these two pairs are representatives of distinct Fq-conjugacy classes in (4).
By the above observation on i1;y; ic; (17) holds if and only if m1 ¼? ¼ mc ¼ 0;
again due to the degree of the polynomial expression we have. This ﬁnishes the
proof. &
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Remark 4.2. It is important to note that an analogue of the representations in (12)
and (13) can also be obtained vertically. For this, we look at the columns of vg in
(10). The ﬁrst column is ðxigÞxAA; the second column is ða jgxigÞxAA; etc. Hence, the
vertical representation can be obtained by putting representations of columns
together as
vg ¼ ðxig ; a jgxig ;y; ða jgÞq
m2
xigÞxAA; g ¼ 1; 2;y; s ð18Þ
and the short vertical representation is
vg ¼ ðða jgÞdxigÞxAA;dAI; g ¼ 1; 2;y; s: ð19Þ
Note that d indexes the columns of vg this time.
Theorem 4.3. Let C be the 2-D cyclic code of area ðqm  1Þ  ðqm  1Þ over Fq whose
dual’s zero set is
½ðai1 ; a j1Þ,½ðai2 ; a j2Þ,?,½ðais ; a jsÞ;
where a is a primitive element of Fqm and ig; jg are elements of the set f1; 2;y; qm  2g
for all g ¼ 1; 2;y; s: Assume that the pairs ðaig ; a jgÞ are representatives of distinct Fq-
conjugacy classes. Let D be the 2-D cyclic code of the same area over Fqm whose dual’s
zero set is
fðai1 ; a j1Þ; ðai2 ; a j2Þ;y; ðais ; a jsÞg:
Then we have the following representations for the codes D and C; where lg runs
through Fqm for every g ¼ 1; 2;y; s:
D ¼
Xs
g¼1
lgvg
( )
¼
l1xj1 þ?þ lsxjs
l1ai1xj1 þ?þ lsais xjs
^
l1ðai1Þq
m2
xj1 þ?þ lsðaisÞq
m2
xjs
0
BBB@
1
CCCA
xAA
8>><
>>:
9>>=
>>;
¼ ðl1ðai1Þdxj1 þ?þ lsðaisÞdxjsÞxAA;dAI
n o
¼ ðl1xi1 þ?þ lsxis ; l1a j1xi1 þ?þ lsa js xis ;?ÞxAA
 
¼ ðl1ða j1Þdxi1 þ l2ða j2Þdxi2 þ?þ lsða jsÞdxisÞxAA;dAI
n o
;
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C ¼
Xs
g¼1
trðlgvgÞ
( )
¼
trðl1xj1 þ?þ lsxjsÞ
trðl1ai1xj1 þ?þ lsais xjsÞ
^
trðl1ðai1Þq
m2
xj1 þ?þ lsðaisÞq
m2
xjsÞ
0
BBB@
1
CCCA
xAA
8>><
>>:
9>>=
>>;
¼ ðtrðl1ðai1Þdxj1 þ?þ lsðaisÞdxjsÞÞxAA;dAI
n o
¼ ðtrðl1xi1 þ?þ lsxisÞ; trðl1a j1xi1 þ?þ lsa js xisÞ;?ÞxAA
 
¼ ðtrðl1ða j1Þdxi1 þ l2ða j2Þdxi2 þ?þ lsða jsÞdxisÞÞxAA;dAI
n o
:
Proof. This is a direct consequence of Proposition 4.1 combined with the fact that
C ¼ trðDÞ and the notations introduced in (12), (13), (18) and (19). &
Note that the order of representations for D and C in Theorem 4.3, after
the ﬁrst one, is horizontal, short horizontal, vertical and short vertical. Recall
that our goal is to investigate weights of C: We ﬁnish this section by stating the
ﬁrst remark on the weights of two different codes. This is an easy observa-
tion provided by two different ways of looking at codewords: horizontally and
vertically. We will continue more detailed discussion of weights in the following
sections.
Corollary 4.4. Consider the code C of area ðqm  1Þ  ðqm  1Þ over Fq whose dual has
as a basic zero set
BZðC>Þ ¼ fðai1 ; a j1Þ; ðai2 ; a j2Þ;y; ðais ; a jsÞg:
Let C˜ be the code of same area over Fq for which the dual has as a basic zero set
BZðC˜>Þ ¼ fða j1 ; ai1Þ; ða j2 ; ai2Þ;y; ða js ; aisÞg:
Then the weight enumerators of C and C˜ are the same.
Proof. Consider the horizontal representation of the codeword c in C determined by
the s-tuple ðm1; m2;y; msÞ in Fsqm and the vertical representation of the codeword c˜ in
C˜ which is also determined by the same s-tuple. Rows in c are identical to columns in
c˜ and hence these codewords have the same weight. &
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5. Minimum distance bound
Consider the code C in the horizontal representation in Theorem 4.3. If cAC is a
nonzero codeword corresponding to the s-tuple ðm1; m2;y; msÞ in Fsqm ; then the weight
of any of its rows is given by Hilbert’s Theorem 90 and it is
qm  1 1
q
ð#Fqm ðyq  y ¼ f ðxÞÞ  qÞ ¼ qm 
#Fqm ðyq  y ¼ f ðxÞÞ
q
; ð20Þ
where f ðxÞ is what is in the trace function corresponding to this row. In other words,
the weight of a codeword in C is determined by the number of afﬁne Fqm-rational
points on qm  1 curves in the form yq  y ¼ f ðxÞ; where f ðxÞ is determined by the
particular row. In particular, for the ðr þ 1Þst row for any rAf0; 1;y; qm  2g; we
have f ðxÞ ¼ m1ðai1Þrxj1 þ?þ msðaisÞrxjs : Note that q points corresponding to x ¼ 0
on the curve must be subtracted in the formula since we evaluate trace on Fqm :
Therefore, the whole weight enumerator of C is related to the following family:
F ¼ f yq  y ¼ l1xj1 þ l2xj2 þ?þ lsxjs ; ljAFqmg:
Using Theorem 2.2, we have the following criteria for rows in codewords of C to be
zero:
Proposition 5.1. Let C be the 2-D cyclic code of area ðqm  1Þ  ðqm  1Þ over Fq
whose dual has as a basic zero set
BZðC>Þ ¼ fðai1 ; a j1Þ; ðai2 ; a j2Þ;y; ðais ; a jsÞgCO:
Assume that the q-cycloctomic coset mod qm  1 of each jg has cardinality m ¼ ½Fqm :
Fq: Then we have
(i) The mapping tr of diagram (8) is an Fq-vector space isomorphism.
(ii) Let v be a codeword in C and v0AD be the unique codeword with trðv0Þ ¼ v: Then,
a row in v is identically zero if and only if the same row in v0 is identically zero.
Proof. (i) The fact that tr is surjective is known from Delsarte’s Theorem. Fq-
linearity of the ordinary trace map implies the Fq-linearity of the mapping tr: The
cardinality of the Fq-conjugacy class for each element in BZðC>Þ is m by the
assumption made in the statement. Therefore, by Corollary 3.6, the Fq-dimension of
C is sm: The Fqm -dimension of D is s and hence over Fq; it is sm dimensional too.
Therefore, tr is also injective.
(ii) Recall that the weight of a row in v is given by formula (20). Since the q-
cyclotomic coset mod qm  1 containing each jg has cardinality m and we choose jg’s
to be pairwise nonconjugate with respect to Fq (cf. Remark 3.9), we can use Theorem
2.2. Note that some of the jg’s may be the same and therefore we cannot conclude
that the curve in formula (20) has qmþ1 rational points if and only if every lg ¼ 0:
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However, we can say that there are qmþ1 afﬁne Fqm-rational points on yq  y ¼ f ðxÞ
if and only if f ðxÞ  0 on Fqm ; which is enough for our statement to be true. &
The hypothesis of Proposition 5.1 gives us a bit of control on the behavior of the tr
map. Namely, a nonzero row in v0AD will not be mapped to a zero row under tr: In
order to say something effective about the minimum distance of C; we need to know
the maximum possible number of zero rows in a codeword of C; which is equivalent
to the same question about D: However, a quick look at the representations of
Theorem 4.3 makes it clear that answering this question in the generality of
Proposition 5.1 is fairly difﬁcult due to the complexity of the system of equations one
has to deal with. One additional assumption will avoid any of these zero row
considerations and provide us a minimum distance bound.
Theorem 5.2. Let C be the 2-D cyclic code of area ðqm  1Þ  ðqm  1Þ over Fq whose
dual has as a basic zero set
BZðC>Þ ¼ fðai1 ; a j1Þ; ðai2 ; a j2Þ;y; ðais ; a jsÞgCO:
Assume that the jg’s are distinct and the q-cyclotomic coset mod q
m  1 containing each
jg has cardinality m ¼ ½Fqm : Fq: Then
(i) dimFqðCÞ ¼ sm:
(ii) If d denotes the minimum distance of C, we have
dXðqm  1Þ qm  N
q
 
;
where N is in the set fq; 2q;y; ðqm  1Þqg and it is the maximum number of affine Fqm -
rational points that a nontrivial member in the family F ¼ f yq  y ¼ l1xj1 þ l2xj2 þ
?þ lsxjs ; lgAFqmg can have.
Proof. (i) The Fq-conjugacy class of each ðaig ; a jgÞ has cardinality m by the
assumption on jg’s. The result follows from Corollary 3.6.
(ii) We adopt the notation of Proposition 5.1. Note that the hypotheses of this
proposition are satisﬁed. Hence, if vAC is a nonzero codeword, then it is the image
under tr of a unique codeword v0 in D; where both codewords are determined by a
nontrivial s-tuple ðl1;y; lsÞ: Furthermore, a row in v is identically zero if and only if
the same row in v0 is identically zero. The rows of v0 are in the form
ðl1ðai1Þdxj1 þ?þ lsðaisÞdxjsÞxAF
qm
; d ¼ 0; 1;y; qm  2:
Since the jg’s are all distinct, the polynomial expression of degree jsoqm  1 (see (3))
is identically zero on Fqm if and only if every lg ¼ 0: Therefore, a nonzero codeword
in D; and hence in C; will not have an identically zero row under our hypothesis.
We know that the number of afﬁne Fqm-rational points on any member of F is
divisible by q and cannot be qmþ1 by our hypothesis (cf. Theorem 2.2). We want to
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determine the lowest possible weight in a row of v: This is equivalent to asking what
is the maximum number of afﬁne Fqm-rational points that a nontrivial member of the
family F ¼ f yq  y ¼ l1xj1 þ l2xj2 þ?þ lsxjs ; ljAFqmg can have. Letting N be
this number we see that the minimal possible weight in a row of v is, by (20), qm  N
q
:
Repeating this minimal weight in each row gives a bound for the lowest possible
nonzero weight that can occur in C: &
There are a couple of points which remain to be addressed. Since the
determination of the number N for F is difﬁcult in general, we may try to replace
this number by an estimate, i.e. an upper bound on the number of rational points that
applies to all members of F: If we attempt to use the Hasse–Weil–Serre (H–W–S)
bound [14, Theorem V.3.1] in place of N; then we need to be careful since the genus
varies among the members of the family. To guarantee that the bound applies to all the
curves in F; we should compute the H–W–S bound that corresponds to the highest
genus inF: However, the genus computation for the members and the determination
of the highest genus in the family might also be troublesome (see Section 3 in [7]). The
following is a case when we are able to overcome these difﬁculties.
Corollary 5.3. Let C be the 2-D cyclic code of area ðqm  1Þ  ðqm  1Þ over Fq whose
dual has as a basic zero set
BZðC>Þ ¼ fðai1 ; a j1Þ; ðai2 ; a j2Þ;y; ðais ; a jsÞg:
Assume that the q-cyclotomic coset containing each jg has cardinality m ¼ ½Fqm : Fq:
For every g ¼ 1; 2;y; s; write jg as jg ¼ rgpZg ; where p does not divide rg: Suppose the
rg’s are all distinct and let r ¼ maxfr1; r2;y; rsg: Then dimFqðCÞ ¼ sm and if d denotes
the minimum distance of C; we have
dXðqm  1Þ qm  N
q
 
;
where N is the maximum of the set fq; 2q;y; ðqm  1Þqg that is less than or equal to
qm þ ðq  1Þðr  1Þ
2
½2 ﬃﬃﬃﬃﬃqmp :
Proof. The dimension of C is found as in Theorem 5.2. Note that we require the rg’s
to be distinct, which guarantees that the jg’s will be distinct. Therefore, everything
follows as it did in Theorem 5.2 and we only need to show that the number N is what
we assert it is. Note that our family is F ¼ f yq  y ¼Pg lgxrgpZg ; lgAFqmg: All
nontrivial curves in this family are irreducible A–S curves and the biggest genus inF
is ðq1Þðr1Þ
2
(see Proposition 1.22 in [6] for details). Therefore, the corresponding
H–W–S bound is indeed a universal bound on the family of curves, i.e., it bounds the
number of afﬁne rational points of every curve in the family. Note that the bound we
use in the formula is one less than the H–W–S bound, which is due to the fact that
ARTICLE IN PRESS
C. G .uneri / Finite Fields and Their Applications 10 (2004) 481–505 497
there is only one rational point at inﬁnity for all the nontrivial curves in F and we
only consider afﬁne rational points. &
Note that two things might cause this bound to be ineffective. First of all, the N
we ﬁnd by the universal H–W–S bound may not be a good estimate for the largest
number of Fqm -rational points in the family. For instance, if the universal H–W–S
bound is greater than or equal to qmþ1; then N will be ðqm  1Þq and hence the
minimal weight we ﬁnd for each row will be qm  N
q
¼ qm  ðqm  1Þ ¼ 1: Therefore,
we would conclude dXqm  1; which is the number of rows. This is already known
since the assumptions we made guarantee that a nonzero codeword in C does not
have a zero row. Therefore, to get more meaningful estimates for d we should look at
examples where the universal H–W–S bound is as small as possible compared to
qmþ1: Secondly, we repeat the same highest number N (or the smallest possible
weight, which is qm  N
q
) in each row whereas this is not necessarily the case in reality.
Finding a way to use the relations among the coefﬁcients of rows in the
representations of Theorem 4.3 could clearly improve the bound.
In the following example Macaulay 2 [5] could be used to compute actual
minimum distance. For the Macaulay 2 routine, which is based on our
representations in Theorem 4.3, we refer the reader to the appendix in [6]. The
common goal of our examples will be to show that one can sometimes say more than
what is given by the general bounds on the minimum distance.
Example 5.4. Consider F8 over F2 and let a be a primitive element in F8 which
satisﬁes a3 þ aþ 1 ¼ 0: Let C be the 2-D cyclic code over F2 of area 7 7 whose
dual has as a basic zero set
BZðC>Þ ¼ fða; aÞ; ða3; a3Þg:
The cardinality of ZðC>Þ is 6 and therefore C has dimension 6 over F2: Using the
notation of Corollary 5.3, N is a multiple of 2 that is less than 2  8 ¼ 16 and r ¼ 3:
The universal H–W–S bound is 8þ ½2 ﬃﬃﬃ8p  ¼ 13 and hence N ¼ 12: Our estimate on
the minimum distance is dX7  2 ¼ 14:
Note that for an arbitrary codeword in D; where D is the code over F8 such that
trðDÞ ¼ C; we have the following representation (cf. Theorem 4.3):
l1ðaÞdx þ l2ða3Þdx3
 
xAF8;d¼0;1;?;6
; l1; l2AF8:
Let v0 be the codeword in D which is obtained by the coefﬁcients ðm1; m2Það0; 0Þ in
F28: For every d; i.e., for every row, if we replace a
dx by xd; it changes the order of
elements in the corresponding row but certainly does not change the set of elements
of F8 that appears in that row. After this modiﬁcation, we get the matrix
M ¼ m1xd þ m2x3d
 
xdAF8;d¼0;1;?;6:
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If v ¼ trðv0Þ is the codeword obtained from v0AD; then its weight is the same as
the weight of trðMÞ; by the above observation. The curves corresponding to the
rows of trðMÞ are the same and given by the equation Y 2 þ Y ¼ m1X þ m2X 3: Using
the tables for such curves in [13], we see that there is a choice of ðm1; m2Þ for which
N ¼ 12 afﬁne F8-rational points is achieved. Therefore, for such a choice of ðm1; m2Þ we
get a codeword in C of weight 14. Since we already showed dX14 by our general
bound, d ¼ 14:
Two things make it possible to ﬁnd the exact minimum distance in this example.
The ﬁrst is the knowledge that N of Corollary 5.3 is exactly the maximum rational
points that appear in the corresponding family of curves. The second is the
convenience of the basic set which guarantees the existence of a codeword for which
the same lowest possible weight is repeated in every row. Therefore, we can get the
minimum distance of similar binary 2-D cyclic codes where a is a primitive element
of the extension F2n that is dealt with in the problem. The importance of the basic set
is justiﬁed if we look at the binary code of the same area whose dual has as a basic
zero set fða; aÞ; ða; a3Þg; instead. Note that the family of curves we deal with is the
same and we will have a good bound, N ¼ 12; again. Our estimate is dX14 but the
actual minimum distance of this code is 24.
6. Special classes of 2-D cyclic codes
Our goal in this section is to investigate special classes of codes which are not
covered by Corollary 5.3. In order to stay out of the scope of Corollary 5.3, we will
allow some (or all) of the second coordinates of pairs in the basic set to be the same.
Therefore, we will no longer have the comfort of knowing that a nonzero codeword
cannot have an identically zero row.
We start with codes with two basic nonzeros. This will be followed by
considerations of certain cases of three and four basic nonzeros.
Theorem 6.1. Let C be the code over Fq of area ðqm  1Þ  ðqm  1Þ whose dual has as
a basic zero set
BZðC>Þ ¼ fðai1 ; aÞ; ðai2 ; aÞg:
Then C is of dimension 2m over Fq and if y denotes the order of ai2i1 in the
multiplicative group Fqm ; then the weights and their frequencies for C are
weight frequency
qm  1 q
m  1
y
 
ðqm  qm1Þ y  ðqm  1Þ
ðqm  1Þðqm  qm1Þ q2m  y  ðqm  1Þ  1
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Proof. Since a is primitive in Fqm its degree over Fq is m: Therefore, the cardinality of
the Fq-conjugacy classes for both pairs in BZðC>Þ is m and the dimension of C is 2m:
We know that C ¼ trðDÞ for a code D over Fqm and tr is injective (cf. Proposition
5.1). Therefore, for a nonzero codeword v in C; there exists a unique codeword v0 in
D such that v ¼ trðv0Þ and a row in v is zero if and only if the same row in v0 is zero,
again by Proposition 5.1. In fact, by Theorem 4.3, we have the following short
horizontal representations for these codewords:
v0 ¼ ðl1ðai1Þd þ l2ðai2ÞdÞx
 
xAA;dAI
;
v ¼ tr½ðl1ðai1Þd þ l2ðai2ÞdÞx
 
xAA;dAI
;
where l1; l2 are in Fqm : Note that the weight of a row in v is
qm 
#Fqm y
q  y ¼ ðl1ðai1Þd þ l2ðai2ÞdÞx
 
q
for some dAI: Since the curve in the formula is a rational curve, provided that
the coefﬁcient of x is nonzero, it has qm afﬁne Fqm-rational points and hence when
a row of v is nonzero, it has weight qm  qm1: However, there may be zero rows
in v and these are the same as the zero rows of v0: Observe that v0 can also be
written as
v0 ¼ ðl1 þ l2ðai2i1ÞdÞðai1Þdx
 
xAA;dAI
and a row is zero if and only if l1 þ l2ðai2i1Þd ¼ 0:
If l1 ¼ 0 and l2a0; then no row in the corresponding codeword v0AD is zero.
Therefore, qm  1 codewords in C obtained with such coefﬁcients will have rational
curves corresponding to each row, meaning that their weight will be ðqm  1Þðqm 
qm1Þ: The same thing happens when l2 ¼ 0 and l1a0:
Now assume that both coefﬁcients are nonzero. Let y be the order of ai2i1 in Fqm :
For any nonzero l2AFqm ; there exists a unique nonzero l1AFqm such that l1 þ
l2ðai2i1Þd ¼ 0 for one and only one d in the set f0; 1;y; y 1g: This means that for
each l2AFqm ; there exists y choices of l1AF

qm satisfying the equality for some
dAf0; 1;y; y 1g (i.e., y  ðqm  1Þ pairs ðl1; l2ÞAFqm  Fqm ). Note that this unique
zero row is repeated with period y and hence all of these codewords will have total of
qm1
y zero rows. This means the corresponding codewords in C will have the same
number of zero rows and hence their weight will be ðqm  1 qm1y Þðqm  qm1Þ: All
the remaining ðqm  1Þ2  y  ðqm  1Þ choices of ðl1; l2Þ in this case lead to words
with no zero rows and hence codewords with weight ðqm  1Þðqm  qm1Þ in C: &
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Example 6.2. Consider F9 over F3 and let a be a primitive element in F9 which
satisﬁes a2 þ a 1 ¼ 0: Let C be the 2-D cyclic code over F3 of area 8 8 whose dual
has as a basic zero set
BZðC>Þ ¼ fða; aÞ; ða; a2Þg:
Note that C has dimension 4 over F3 and the lower bound on the minimum distance
provided by Corollary 5.3 is 32. By Corollary 4.4, the weight enumerator of C is the
same as that of the 2-D cyclic code C˜; whose dual has as a basic zero set BZðC˜>Þ ¼
fða; aÞ; ða2; aÞg: One can use Theorem 6.1 for C˜: The order of a21 ¼ a in F9 is 8 and
hence the nonzero weights of C˜ are 7  6 ¼ 42 and 8  6 ¼ 48 with frequencies 64 and
16; respectively. Hence, the minimum distance of C is 42:
Remark 6.3. Theorem 6.1 produces two-weight codes over any ﬁeld Fq: These types
of codes are interesting for Graph Theorists and Finite Geometers due to their
connection with the so-called strongly regular graphs and certain sets in projective
spaces (see [2]).
Observe that what made it possible to obtain the weight enumerator in Theorem
6.1 was the second coordinates in the dual’s basic zero set, which produced rational
curves in our argument. We now give a minimum distance bound on other codes
with two basic nonzeros.
Proposition 6.4. Let C be the code over Fq of area ðqm  1Þ  ðqm  1Þ whose dual has
as a basic zero set
BZðC>Þ ¼ fðai1 ; a jÞ; ðai2 ; a jÞg:
Let 1aj ¼ rpZ; where p does not divide r; and assume that the q-cyclotomic coset
containing j mod qm  1 has cardinality m. Then
dX qm  1 q
m  1
y
 
qm  N
q
 
;
where d is the minimum distance of C; N is the maximum of fq; 2q;y; ðqm  1Þqg
which is less than or equal to
qm þ ðq  1Þðr  1Þ
2
½2 ﬃﬃﬃﬃﬃqmp ;
and y is the order of ai2i1 in the multiplicative group Fqm :
Proof. Note that both C over Fq and D over Fqm have dimension 2m over Fq: If v
0AD
is the nonzero codeword obtained from l1; l2AFqm and v ¼ trðv0ÞAC; then they are
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of the form
v0 ¼ ðl1ðai1Þd þ l2ðai2ÞdÞxj
 
xAA;dAI
;
v ¼ tr½ðl1ðai1Þd þ l2ðai2ÞdÞxj
 
xAA;dAI
:
By Proposition 5.1, a row in v is zero if and only if the same row in v0 is zero.
The maximum number of zero rows in a codeword of D is q
m1
y ; following
a similar argument to that we had in the proof of Theorem 6.1. For the
remaining nonzero rows, we choose the lowest possible weight. This means we
choose the curve with the highest number of afﬁne Fqm-rational points among the
nontrivial members of the family F ¼ f yq  y ¼ lxj; lAFqmg: By Theorem 2.2, F
does not have a nontrivial curve with qmþ1 points. The universal H–W–S bound for
this family is
qm þ ðq  1Þðr  1Þ
2
½2 ﬃﬃﬃﬃﬃqmp :
This is because every nontrivial member inF is an irreducible A–S curve with genus
g ¼ ðq1Þðr1Þ
2
: Hence the result follows. &
We now move on to codes with three basic nonzeros. Our choice of a nonzero set
will be explained after the following proposition.
Proposition 6.5. Let C be the code over Fq of area ðqm  1Þ  ðqm  1Þ whose dual has
as a basic zero set
BZðC>Þ ¼ fðai1 ; a j1Þ; ðai2 ; a j2Þ; ðai3 ; a j2Þg:
Let jg ¼ rgpZg ðg ¼ 1; 2Þ; where p does not divide rg and suppose that the q-cyclotomic
coset containing jgmod q
m  1 has cardinality m. Let r ¼ maxfr1; r2g: If r1 and r2 are
distinct, then
dX qm  1 q
m  1
y
 
qm  N
q
 
;
where d is the minimum distance of C; N is the maximum of fq; 2q;y; ðqm  1Þqg
which is less than or equal to
qm þ ðq  1Þðr  1Þ
2
½2 ﬃﬃﬃﬃﬃqmp ;
and y is the order of ai3i2 in the multiplicative group Fqm :
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Proof. Both D and C have dimension 3m over Fq: A nonzero codeword v in C is of
the form
v ¼ tr½l1ðai1Þdxj1 þ ðl2ðai2Þd þ l3ðai3ÞdÞxj2 
 
xAA;dAI
;
and it is the image under tr of a unique codeword in D; which is
v0 ¼ l1ðai1Þdxj1 þ ðl2ðai2Þd þ l3ðai3ÞdÞxj2
 
xAA;dAI
;
where l1; l2; l3 are in Fqm : We get a zero row in v if and only if the same row in v0 is
zero. So, we look at the maximum possible number of zero rows in a nonzero
codeword of D: If we choose the li’s as
l1 ¼ 0 and l2 ¼ l3ðai3i2Þd;
for some d in f0; 1;y; y 1g; then the row corresponding to this d value will be zero
and there will be q
m1
y total zero rows. It can be shown, as it was done in the proof of
Theorem 6.1, that two distinct d values in f0; 1;y; y 1g cannot yield two zero
rows. Therefore, the maximum number of zero rows in a codeword of D; and hence
in a codeword of C; is q
m1
y : The fact that the H–W–S bound is a universal bound
follows by the assumption that r1 and r2 are distinct. Therefore, repeating the
minimum possible weight in the remaining nonzero rows ﬁnishes the proof. &
Remark 6.6. Note that if we assume all of the second coordinates in the basic set are
equal, then we run into difﬁculty of determining how many times the set of equations
of the form
l1ðai1Þd þ l2ðai2Þd þ l3ðai3Þd ¼ 0; d ¼ 0; 1;y; qm  2
are satisﬁed for ðl1; l2; l3ÞAF3qm :
Finally, we look at codes with four basic nonzeros. Due to reasons similar to those
of Remark 6.6, we restrict our attention to the case below. Since the proof is very
similar to the ones we have given so far, we omit it and just give an example.
Proposition 6.7. Let C be the code over Fq of area ðqm  1Þ  ðqm  1Þ whose dual has
as a basic zero set
BZðC>Þ ¼ fðai1 ; a j1Þ; ðai2 ; a j1Þ; ðai3 ; a j2Þ; ðai4 ; a j2Þg:
Let jg ¼ rgpZg ðg ¼ 1; 2Þ; where p does not divide rg and suppose that the q-cyclotomic
coset containing jg mod q
m  1 has cardinality m. Let r ¼ maxfr1; r2g; y be the order of
ai2i1 in Fqm ; and assume this is the same as the order of a
i4i3 : If r1 and r2 are distinct,
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then
dX qm  1 q
m  1
y
 
qm  N
q
 
;
where d is the minimum distance of C; N is the maximum of fq; 2q;y; ðqm  1Þqg
which is less than or equal to
qm þ ðq  1Þðr  1Þ
2
½2 ﬃﬃﬃﬃﬃqmp :
Example 6.8. Consider F16 over F2 and let a be a primitive element in F16 which
satisﬁes a4 þ aþ 1 ¼ 0: Let C be the 2-D cyclic code over F2 of area 15 15 whose
dual has as a basic zero set
BZðC>Þ ¼ fða; aÞ; ða3; aÞ; ða; a3Þ; ða3; a3Þg:
Note that the cardinality of ZðC>Þ is 16 and hence C has dimension 16 over F2: The
number N is a multiple of 2 that is less than 2  16 ¼ 32 and r ¼ 3: The universal
H–W–S bound is 16þ ½2 ﬃﬃﬃﬃﬃ16p  ¼ 24: Hence N ¼ 24: The order of a31 ¼ a2 in F16 is
15. Therefore our estimate for the minimum distance of C is dXð15 1Þ  4 ¼ 56:
We now show how one can say more about the minimum distance of this code
using an argument similar to that of Example 5.4. Namely, the codewords in C are of
the form
tr½ðl1ðaÞd þ l2ða3ÞdÞx þ ðl3ðaÞd þ l4ða3ÞdÞx3
 
xAF16;d¼0;1;y;14
; lgAF16:
Consider the codeword vAC which is obtained by choosing l2 ¼ l3 ¼ 0 and
ðl1; l4Það0; 0Þ: Following the steps in Example 5.4, we can show that such a
codeword has the lowest possible weight of 16 12 ¼ 4 repeated in all 15 rows. This
shows the existence of a codeword of weight 60 in C and hence gives us 56pdp60:
On the other hand, the tables in [13] show that all possible weights for the rows of a
codeword in C are even and hence we conclude d ¼ 56; 58 or 60. The actual
minimum distance is 60.
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