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STRONG REPRESENTATION OF WEAK CONVERGENCE
(Dedicate to the memory of Wenqi Liang and Wim Vervaat)
ZHIDONG BAI AND JIANG HU
Abstract. Skorokhod’s representation theorem states that if on a Polish space,
there is defined a weakly convergent sequence of probability measures µn
w→ µ0, as
n→∞, then there exist a probability space (Ω,F , P ) and a sequence of random
elementsXn such thatXn → X almost surely andXn has the distribution function
µn, n = 0, 1, 2, · · · . In this paper, we shall extend the Skorokhod representation
theorem to the case where if there are a sequence of separable metric spaces Sn,
a sequence of probability measures µn and a sequence of measurable mappings
ϕn such that µnϕ
−1
n
w→ µ0, then there exist a probability space (Ω,F , P ) and
Sn-valued random elements Xn defined on Ω, with distribution µn and such that
ϕn(Xn) → X0 almost surely. In addition, we present several applications of
our result including some results in random matrix theory, while the original
Skorokhod representation theorem is not applicable.
1. Introduction and main result.
Skorohod in 1956 [14] established his famous strong representation theorem that
if Pn, n = 1, 2, . . . and P0 are probability measures on a complete and separable
metric topological space S (known as Polish space) such that Pn
w→ P0, as n→∞,
then there exist a probability space (Ω,F , P ) and a sequence of measurable random
elements Xn, n = 0, 1, . . . , such that Pn is the distribution of Xn (i.e. Xn ∼ Pn) and
that Xn → X0 almost surely (a.s). Later Dudley in [10] successively removed the
completeness condition. Skorokhod representation theorem deeply reveals the rela-
tionship between convergence in distribution and strong convergence. Consequently,
this theorem has been a strong mathematical tool of intense research of weak con-
vergence for more than six decades. It realizes a convergent sequence of probability
measures as distributions of a convergent random elements defined on the metric
space Ω and thus it serves as a theoretical basis for the continuous-mapping approach
in stochastic process. Skorokhod’s representation theorem has many extensions and
applications, more details can be found in [9, 7, 12, 15].
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In probability theory and mathematical physics, a random matrix is a matrix-
valued random variable. In late 1980’s, the spectral theory, which studies the dis-
tribution of the eigenvalues as the size of the matrix goes to infinity, plays a very
important role in the research of large dimensional random matrices. Apparently, if
these random variables are defined in different metric spaces and the dimensions of
these matrices go to infinity, we couldn’t use the original Skorohod’s representation
theorem directly, it had been found that Skorokhod theorem is not convenient to
use when dealing such problems and thus Bai and Liang in [2] extended Skorokhod
theorem to a sequence of probability measures µn defined on a sequence of Polish
spaces Sn such that µnϕ
−1
n
w→ µ0, where ϕn is a sequence of measurable mappings.
Later, Wim Vervaat (when he was an associate editor of Annals of Probability)
simplified the proof of the theorem and extended it to the non-completeness cases
(see [3]). However due to the pass-away of Professor Vervaat in 1994, the paper has
not been formally published yet. As a memorial to Professors Vervaat and Liang
(1930-2007) and due to its great applicability in random matrix theory, we would
like to formally publish the result in the present paper. In addition, to illustrate
its powerful applications, we shall present several examples in which the original
Skorokhod theorem is not applicable.
Throughout this paper, equality in distribution is denoted by
D
=, convergence
in distribution by
D→, convergence in probability by p→, and weak convergence of
probability measure by
w→. Our main result of this paper is as follows.
Theorem 1.1. Let Sn for n = 0, 1, 2, . . . be a sequence of separable metric spaces
and let ϕn for n = 1, 2, . . . be a sequence of measurable mappings from Sn into S0.
Suppose that µn is a probability measure defined on the Borel field BSn generated
by open subsets of Sn for n = 0, 1, 2, . . . and that µnϕ
−1
n
w→ µ0, then there exist Sn-
valued random elements Xn for n = 0, 1, 2, . . . defined on a common probability space
(Ω,F , P ) and such that Xn ∼ µn in (Sn, ̺n) for n = 0, 1, 2, . . . and ϕn(Xn) → X0
with probability one (w.p.1) as n→∞. Here ̺n is the metric on Sn.
Remark 1.2. When Sn ≡ S0 (separable) and ϕn are identities for all n ≥ 1, then the
above theorem specializes to Dudley’s variant of Skorohod’s representation theorem.
The rest of this paper is organized as follows. In Section 2 we give the proof
of Theorem 1.1 and some following results. Some technique lemmas are given in
Section 3 and some applications of Theorem 1.1 are given in Section 4. In Section
4 we present some results of random matrix theory as well.
2. Proof of Theorem 1.1
In this section we give the proof of Theorem 1.1 and some following results. Our
proof of the present theorem amounts to the construction of a special metric space
T to which Dudley’s theorem (Theorem 1 in [10]) can be applied. Notice that all
3statements involving n are supposed to hold for n = 0, 1, 2, . . . , unless restricted
explicitly; limit statements without explicit tendency hold as n→∞.
Proof of Theorem 1.1. We first consider the case where all ϕn are continuous
mappings. Let T be the disjoint union of all Sn. Define space-indicator s from T
onto {0, 1, 2, . . . , } by s(x) = n if x ∈ Sn. Set ϕ0 := idS0 and define ϕ : T → S0
by ϕ(x) := ϕs(x)(x). Let ̺n denote the metric on Sn. Let εn be positive for n > 0,
decreasing to 0 as n→∞, and set ε0 := 0. We now define a metric on T by
δ(x, y) := ̺0(ϕ(x), ϕ(y)) +
{
εs(x) ∧ ̺s(x)(x, y), if s(x) = s(y);
εs(x) ∨ εs(y), if s(x) 6= s(y).(2.1)
Our first task is to verify that δ is indeed a metric. Obviously, δ(x, y) = δ(y, x) ≥ 0
and δ(x, x) = 0. If δ(x, y) = 0, then s(x) = s(y) and ̺s(x)(x, y) = 0, thus x = y.
The triangle inequality can be verified separately for both terms on the right-hand
side of (2.1). In fact, we denote the two terms on the right hand side of (2.1) by
δ1(x, y) and δ2(x, y), respectively. Then, it is obvious that for any x, y, z ∈ T ,
δ1(x, z) = ̺0(ϕ(x), ϕ(z)) ≤ ̺0(ϕ(x), ϕ(y)) + ̺0(ϕ(y), ϕ(z)) ≤ δ1(x, y) + δ1(y, z)
because ̺0 is a metric in S0.
Now, if s(x) = s(y) = s(z), then

δ2(x, y) + δ2(y, z) = ̺s(x)(x, y) + ̺s(x)(y, z) ≥ ̺s(x)(x, z) ≥ δ2(x, z)
if εs(x) ≥ max(̺s(x)(x, y), ̺s(x)(y, z))
δ2(x, y) + δ2(y, z) ≥ εs(x) ≥ δ2(x, z) if εs(x) < max(̺s(x)(x, y), ̺s(x)(y, z))
If s(x) = s(y) 6= s(z), then we have
δ2(x, y) + δ2(y, z) ≥ δ2(y, z) = δ2(x, z).
Symmetrically, if s(x) 6= s(y) = s(z), we have
δ2(x, y) + δ2(y, z) ≥ δ2(x, y) = δ2(x, z).
The last case, if s(x) 6= s(y) 6= s(z), then we have
δ2(x, y) + δ2(y, z) = εs(x) ∨ εs(y) + εs(y) ∨ εs(z) ≥ εs(x) ∨ εs(z) ≥ δ2(x, z).
Note that the last inequality above is an equality if s(x) 6= s(z). Consequently, we
have proved that the triangular inequality holds for the function δ = δ1 + δ2. Thus
δ is a metric.
Our next task is to verify that the metric space (T, δ) is separable. Let Qn be
the countable dense subset of Sn with respect to the topology generated by ̺n,
n = 0, 1, 2, · · · . Then by Lemma 3.1, for any open set B of the metric space (T, δ),
B∩Sn is an open subset of (Sn, ̺n) and hence contains an element of Qn. Therefore,
any open subset of (T, δ) contains an element of Q = ∪∞n=0Qn. Therefore, the metric
(T, δ) is separable.
Finally, to apply Dudley’s theorem, we need to define the probability measures µ˜n
by µ˜n(B) = µn(B ∩ Sn) for all Borel sets B of (T, δ). In this definition, we have to
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verify that for any Borel set B ∈ FT , the intersection B ∩ Sn is a member of Borel
field FSn generated by open sets of the metric space (Sn, ̺n). By Lemma 3.1, for any
open subset B of T , B ∩ Sn is an open subset of Sn. Therefore, {B ∩ Sn;B ∈ FT}
is a sub-σ field of FSn and thus the definition of µ˜n is justified.
To apply Dudley’s theorem, we also need to verify that µ˜n
w→ µ˜0. To this end, we
only need to verify that
(2.2) lim inf
n→∞
µ˜n(B) ≥ µ˜0(B), ∀B ∈ OT ,
where OT is the collection of all open subsets of (T, δ). By assumption µnϕ
−1
n
w→ µ0
and Theorem 2.1 of [8], we have
lim inf
n→∞
µ˜n(B) = lim inf
n→∞
µn(B ∩ Sn)
≥ lim inf
n→∞
µn(ϕ
−1
n (B0)) ≥ µ0(B0),(2.3)
where the second inequality follows by applying Lemma 3.2 and third by assumption.
Therefore, by Dudley’s theorem, there is a sequence of random elements X˜n with
distributions µ˜n defined on a common probability space (Ω,F , P ) and such that
X˜n
δ→ X˜0, a.s. By Lemma 3.3, we conclude that ϕn(Xn) ̺0→ X0 a.s..
What remains to show is the case where the mapping ϕn is measurable but not
continuous. In this case, applying Luzin’s theorem, for each n > 0, we can find an
continuous mapping ϕ˜n such that
(2.4) µn
(
y ∈ Sn; ϕn(y) 6= ϕ˜n(y)
)
< 2−n.
By what we have proved for the case of continuous mappings, there exist Sn-valued
random elements Xn defined on a common probability space (Ω,F , P ) and the
distribution Xn is µn and satisfy ̺0(ϕ˜n(Xn), X0)→ 0, a.s. By (2.4), we have
∞∑
n=1
P
(
ϕn(Xn) 6= ϕ˜n(Xn)
) ≤ 1.
By Borel Cantelli lemma, we conclude that the sequences {ϕn(Xn)} and {ϕ˜n(Xn)}
converge simultaneously with probability 1. The proof of the theorem is complete.

Remark 2.1. In general the space T is not complete under δ, even if all Sn are
under ̺n. To see this, consider the case that all xn(n > 0) lie in Sm for one fixed m.
Then {xn} is δ-Cauchy iff {(xn, ϕm(xn))}n>0 is ̺m× ̺0-Cauchy. If the latter holds,
then {(xn, ϕm(xn))} converges in Sm × S0, but not necessarily in graph ϕm, unless
the latter is closed. This combined with the observation that δ-Cauchy sequences
{xn}n>0 with xn ∈ Sn converge if S0 is ̺0-complete leads us to the following result.
Theorem 2.2. Let Sn be separable and ̺n-complete for each n. Then T is δ-
complete iff graph ϕn is closed in Sn × S0 for each n.
5It is well-known that graph ϕn is closed if ϕn is continuous, and that ϕn is con-
tinuous if graph ϕn is closed and S0 is compact. If a set G is the intersection of at
most countably many open sets, then G is called a Gδ. Using the fact that a subset
of a Polish space is Polish iff it is Gδ (see Theorem 8.3 in Chapter XIV of [11])), we
arrive at the following variation on Theorem 2.2.
Theorem 2.3. Let Sn be Polish for each n. Then T is Polish iff graph ϕn is Gδ in
Sn × S0 for each n.
3. Some Lemmas
In this section, we present some basic lemmas which are used to prove Theorem
1.1.
Lemma 3.1. If x ∈ Sn is an inner point of B, a subset of the metric space (T, δ)
and ϕn is continuous with the metric ̺n, then x is an inner point of B∩Sn, a subset
of the metric space (Sn, ̺n).
Proof. Since x is an inner point of B, there is an r > 0 such that Bδ(x, r) ⊂ B. By
continuity of ϕn, there is a positive constant η such that for any y ∈ B̺n(x, η) we
have ̺0(ϕn(x), ϕn(y)) ≤ r/2. Thus, for any y ∈ B̺n(x, η) ∩ B̺n(x, r/2), we have
δ(x, y) = ̺0(ϕn(x), ϕn(y)) + εn ∧ ̺n(x, y) < r,
Thus y ∈ Bδ(x, r). Noting that B̺n(x, η)∩B̺n(x, r/2) is an open subset of Bδ(x, r)∩
Sn, then the proof of the lemma is complete.
Lemma 3.2. If B is an open set of (T, δ) and B0 = B ∩ S0, then ϕ−1n B0 ⊂ B ∩ Sn
for all large n.
Proof. Suppose x0 ∈ B0. Since x0 is an inner point of B, there is an open ball
Bδ(x0, r) ⊂ B. Now, assume that n is so large that εn < r. If x ∈ Sn is such that
ϕn(x) = x0, then δ(x0, x) = εn < r, which implies x ∈ Bδ(x0, r) and consequently,
ϕ−1n (x0) ⊂ B ∩ Sn. The proof is complete.
Lemma 3.3. With the metric defined in (2.1), if xn
δ→ x0 and x0 ∈ Sk (k > 0),
then for almost all n, xn ∈ Sk and ̺k(xn, x0)→ 0.
If xn
δ→ x0 and x0 ∈ S0, then s(xn)→∞ and ϕs(xn)(xn) ̺0→ x0.
Proof. If x0 ∈ Sk and there are infinitely many n such that s(xn) 6= k, then there
are infinitely many n such that δ(xn, x0) ≥ εk > 0 which violates to the assumption
that δ(xn, x0) → 0. Therefore, for almost all n, s(xn) = k. Thus, ̺k(xn, x0) → 0
follows from the simple fact that δ(xn, x0) ≥ εk ∧ ̺k(xn, x0).
If x0 ∈ S0 and there are infinitely many n such that s(xn) ≤ N , then there
are infinitely many n such that δ(xn, x0) ≥ mink≤N εk > 0. Therefore, we have
s(xn)→∞. Thus, for all large n, we have
δ(xn, x0) ≥ ̺0(ϕs(xn)(xn), x0)→ 0.
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The proof is complete.
4. Applications
To begin with, there is one of the simplest example which can be proved by our
Theorem 1.1, but not by the theorem of Skorohod-Dudley in its original form. It is
Theorem 3.1 in [8], restricted to separable metric spaces.
Example 4.1. If S is a separable metric space with metric ̺, (Xn, Yn) are S
2-valued
random variables for n = 1, 2, . . . and X is an S-valued random variable such that
Xn
D→ X in S and ̺(Xn, Yn) D→ 0 in R, then Yn D→ X in S.
Proof. By Theorem 3.9 in [8] we have (Xn, ̺(Xn, Yn))
D→ (X, 0) in S ×R. Applying
Theorem 1.1 with S0 = S × R, Sn = S2, Xn replaced by (Xn, Yn) and (ϕn(x, y) =
(x, ̺(x, y)), we obtain this conclusion. 
Next we will give some applications of the strong representation theorem in ran-
dom matrix theory. Our Theorem 1.1 has a wide range of applications in random
matrices, especially in their spectral properties. Next we give several examples.
Before that we introduce some basic definitions.
Definition 4.2 (ESD). For any n×n matrix A with real eigenvalues, we define the
empirical spectral distribution (ESD) of A by
FA(x) =
1
n
n∑
i=1
I(λAi ≤ x),
where λAi is the i-th smallest eigenvalue of A and I(B) is the indicator function of
an event B.
Definition 4.3 (LSD). Let {An} be a sequence of random matrices with ESD FAn.
If FAn has a limit distribution F , then F is called the limiting empirical distribution
(LSD) of the sequence {An}.
Definition 4.4 (Wigner matrix). Suppose Wn = n
−1/2 (wij)
n
i,j=1 is a Hermitian
matrix whose entries are all zero-mean random variables. Then Wn is said to be a
Wigner matrix if the following conditions are satisfied:
• {wij; 1 ≤ i ≤ j ≤ n}are independent random variables;
• E|wij|2 = 1, for all 1 ≤ i < j ≤ n.
• For any η > 0, as n→∞,
(η
√
n)−2
∑
i,j
E(|wij|2I(|wij| ≥ η
√
n))→ 0.
7Definition 4.5 (Stieltjes transform). For any function of bounded variation H on
the real line, its Stieltjes transform is defined by
sH(z) =
∫
1
λ− z dH(λ), z ∈ C
+ ≡ {z ∈ C+ : ℑz > 0}.
Then we have the following examples:
Example 4.6. Let X1, · · · ,Xn be an i.i.d. sample from a d-dimensional normal
distribution with mean vector µ and covariance Σ = Vdiag[λ1Id1 , · · · , λkIdk ]V′,
where λ1 > λ2 > · · · > λk ≥ 0 are distinct eigenvalues with multiplicities d1, · · · , dk
(d1 + · · ·+ dk = d) of the population covariance matrix Σ, and V is an orthogonal
matrix of orthonormal eigenvectors of Σ. Write Sn =
1
n−1
∑n
i=1(Xi − X¯)(Xi − X¯)′
be the sample covariance matrix. By the law of large numbers, we have S→ Σ, a.s.
and hence
lt → λj , if d1 + · · ·+ dj−1 < t ≤ d1 + · · ·+ dj,
where l1 ≥ l2 ≥ · · · ≥ ld are the ordered eigenvalues of Sn.
Now, we investigate the limiting distribution of
{√n(lt − λj), d1 + · · ·+ dj−1 < t ≤ d1 + · · ·+ dj, j = 1, · · · , k}.
To begin with, we consider the limiting distribution of Mn =
√
n(Sn − Σ). By
classical CLT, it is easy to see that Mn tends to a d× d symmetric random matrix
M = (mij) in distribution, where mij , i ≤ j are jointly normally distributed with
means 0 and covariances
Cov(mij, mts) = Cov(Xi1Xj1, Xs1Xt1).
Define a measurable mapping ϕn from R
d×n to R
1
2
d(d+1) such that
ϕn(X) =Mn =
√
n(Sn −Σ).
Applying Theorem 1.1, we may redefine X˜ = (X˜1, · · · , X˜n) on Rd×n and M˜ on
R
1
2
d(d+1) on a suitable probability space satisfying M˜n → M˜ a.s.. Blocking the
matrices V = (V1, · · · ,Vk), V′M˜nV = (M̂n,ij), and V′M˜V = (M̂ij) where Vj
consists of the dj eigenvectors of λj, M̂n,ij = V
′
iM˜nVj and M̂ij = V
′
iM˜Vj.
Denote the spectral decomposition of S˜n = Undiag[l˜1, · · · , l˜d]U′n and split the
matrices as blocks Un = (Un,1, · · · ,Un,k) and diag[l˜1, · · · , l˜d] = diag[Dn,1, · · · ,Dn,k]
accordingly. Then, M˜n → M˜, a.s. is equivalent to
√
n
(
V′Undiag[D1, · · · ,Dk]− diag[λ1Id1 , · · · , λkIdk ]V′Un
)
(4.1)
−(M̂ij)V′Un → 0, a.s..
The (i, j)-block with i 6= j of (4.1) is
√
nV′iUn,j(Dj − λiIdj )−
k∑
t=1
M̂itV
′
tUn,j → 0, a.s.
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which together with the fact that Dj − λiIdj → (λj − λi)Idj and λi 6= λj implies
V′iUn,j = O(1/
√
n). Consequently, we obtain that
V′iUn,iU
′
n,iVi = Idi −
∑
t6=i
V′iUn,tU
′
n,tVi = Idi +O(1/n).
This proves that V′iUn,i is asymptotically orthogonal. What is more, the (i, i) block
of (4.1) is
V′iUn,i
(√
n(Di − λiIdi)
)− k∑
t=1
M̂itV
′
tUn,i
= V′iUn,i
(√
n(Di − λiIdi)
)− M̂iiV′iUn,i + o(1)→ 0, a.s..
Therefore,
√
n(Di − λiIdi) tends to a diagonal matrix of ordered eigenvalues of the
matrix M̂ii and V
′
iUn,i tends to the matrix of orthonormal eigenvectors of M̂ii if we
suitably select the signs of the eigenvectors.
Checking the covariances of the entries of M˜, we have the variances of the diagonal
entries of M̂ii is 2λ
2
i and that of off-diagonal elements are λ
2
i . Also, the covariances
of the entries M̂ii and that of M̂jj (i 6= j) are 0.
Therefore, we conclude that the random vector {√n(Dj − λjIdj ), j = 1, · · · , k}
tends to k independent sub-vectors and its j-th sub-vector consists of the ordered
eigenvalues of a Wigner matrix whose diagonal entries are N(0, 2λ2j) and off-diagonal
entries are N(0, λ2j).
Remark 4.7. The random vectors may not be necessarily assumed normal. Under
certain moment assumptions, the result remains true.
Remark 4.8. Anderson in [1] considered the limiting distributions of the relative
eigenvalues of two independent Wishart matrices without using the strong represen-
tation theorem. As a consequence, he has to argue the continuity of the inverse
transformation of spectral decomposition. In fact, the inverse transformation is not
completely continuous, it has a lot of exception points and it is easy to argue that
the exception points form a set of probability zero. Using the strong representation
theorem. We do not need to worry about the probability of exception points.
Remark 4.9. When dimension d is fixed, the result can also be proved by using the
original version of Skorokhod strong representation theorem. In this case the metric
space can be chosen as R
1
2
d(d+1) and the random elements are M˜n =
√
n(S˜n − Σ),
where (n−1)Sn is a Wishart random matrix. Then the derivation will be the same as
above. However, when normality is not assumed, the structure of sample covariance
matrix of S˜n will be lost.
Furthermore, if the dimension of the population increases as the sample size in-
creases, the original version of Skorokhod strong representation theorem is not ap-
plicable. See the next example.
9Example 4.10. Silverstein in [13] proved the following result. Let T
1/2
n be the
Hermitian non-negative square root of a p × p Tn, and let Bn = 1nT1/2n XnX∗nT1/2n ,
where the Tn is independent of Xn and its ESD almost surely tends to a proper
cumulative distribution function (c.d.f.), Xn is a p×n matrix whose entries are i.i.d.
random variables with mean 0 and variance 1, and p/n → y > 0. Then, almost
surely, FBn converges in distribution, as n→∞, to a (nonrandom) c.d.f. F , whose
Stieltjes transform m(z) (z ∈ C+) satisfies
m =
∫
1
τ(1 − y − yzm)− z dH(τ) :
in the sense that, for each z ∈ C+, m = m(z) is the unique solution to te equation
above in Dy = {m ∈ C : (1−y)z + ym ∈ C+}.
Now, we want to show that if the ESD of Tn tends to a proper c.d.f. H in
probability, the result remains true provided to weaken the strong convergence of
FBn to convergence in probability. Applying Theorem 1.1 with Sn = R
pn+ 1
2
p(p+1)
with random elements {(Xn,Tn)}, ϕn(Xn,Tn) = FTn, S0 as the collection of c.d.f.
the limiting element H , then we can construct a probability space (Ω,F , P ) on
which we have (X˜n, T˜n) with identical distributions as (Xn,Tn) and satisfies F
T˜n →
H, a.s.. Then, applying the results of Silverstein [13], we obtain
F B˜n → F, a.s.
where B˜n =
1
n
T˜
1/2
n X˜nX˜
∗
nT˜
1/2
n . Because FBn
D
= F B˜n , we conclude that
FBn
p→ F.
Note that Tn and H do not tack values in a common metric space, the original
version of Skorokhod theorem is not applicable.
Similarly, due to Theorem 1.1 in [6] we obtain the following result.
Example 4.11. For each n = 1, 2, . . . , letWn be a Wigner matrix as defined above
and let Tn be a Hermitian nonnegative definite matrix with (T
1/2)2 = T. Suppose
that, as n → ∞, the empirical spectral distribution of Tn converges weakly to a
non-random probability distribution H in probability. Let Bn = n
−1/2T
1/2
n WnT
1/2
n .
Then, as n → ∞, the ESD of Bn converges weakly to a non-random probability
distribution F in probability, whose Stieltjes transform s(z) uniquely solves the
following equation system {
s(z) = −z−1 − z−1(g(z))2,
g(z) =
∫
t
−z−tg(z)
dH(t),
for any z ∈ C+ = {z ∈ C : ℑz > 0}, where g(z) ∈ C with ℑg(z) ≥ 0.
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Example 4.12. Let C be a connected open set of complex plane C and {Yn(z), z ∈
C} be a two-dimensional stochastic process which is defined on a separable metric
space Sn, n = 0, 1, 2, . . . . Suppose that Yn(z) is analytic and bounded by a constant
for every n and z ∈ C. If as n→ ∞, Yn(z) converges weakly to Y0(z) for each z in
a subset of C. Then we have Y ′n(z) converges weakly to Y ′0(z) for all z ∈ C, where ′
denote the derivative of the function Yn at z, n = 1, 2, . . . ,∞.
Proof. Applying Theorem 1.1, we get that there is one probability space on which we
can define a two-dimensional stochastic process {Yˆn(z), z ∈ C}, such that, for each
n = 1, 2, . . . , the distribution of {Yˆn(z), z ∈ C} is identical to that of {Yn(z), z ∈ C}
and {Yˆn(z), z ∈ C} converges to {Y0(z), z ∈ C} almost surely for each z in the subset
of C. Then using Vitali’s convergence theorem (see Lemma 2.3 in [4]), we obtain that
Yˆ ′n(z) converge almost surely to Yˆ
′
0(z) for all z ∈ C, which implies Y ′n(z) converges
weakly to Y ′0(z). The proof of this example is complete. 
Combining Example 4.12 and Theorem 2.1 in [5], we can get the following con-
clusion:
Example 4.13. Let F sc be the LSD of Wigner matrices {Wn}. Suppose that:
(i) For all i, E|wii|2 = σ > 0, and if Wn is complex, Ew2ij = 0 for all i < j.
(ii) E|wij|4 = M ≤ ∞, i 6= j;
(iii) For any η > 0, as n→∞,
(η
√
n)−4
∑
i,j
E(|wij|4I(|wij| ≥ η
√
n))→ 0.
Then we get that the process {n[s′FWn (z) − s′F sc(z)]; z ∈ Csc} converges weakly to a
Gaussian process {ξ(z); Csc} with the mean and covariance functions:
Eξ(z) = a′(z) and Cov(ξ(z1), ξ(z2)) =
∂2b(z1, z2)
∂z1∂z2
,
where
Csc = {z = u+ iv|u 6∈ [−2, 2], |v| ≥ v0 > 0},
a(z) = [1 + s′F sc(z)]s
3
F sc(z)[σ
2 − 1 + (κ− 1)s′F sc(z) + βs2F sc(z)],
b(z1, z2) = s
′
F sc(z1)s
′
F sc(z2)[σ
2 − κ+ 2βsF sc(z1)sF sc(z2) + κ(1− sF sc(z1)sF sc(z2))−2],
sF sc(z) = −1
2
(
z −
√
z2 − 4
)
,
β = E(|x12|2 − 1)2 − κ and κ =
{
1, Wn is complex;
2, Wn is real.
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