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A majority of mission-critical or safety-critical systems are complex computer-controlled systems, which are increasingly relying on software and software does contribute to system failures. To avoid system failures and crashes, research is being done in one of the key areas know as ‘Software reliability analysis’ and that is inevitable for software developers.





Software reliability is widely recognized as one of the most important aspects of software quality, and it spawns much research effort into developing methods of quantifying it. Software reliability can be defined as;

“Reliability of software is the probability over a given period of time that the system will correctly deliver services as expected by the user”

There are two activities related to software reliability analysis: estimation and prediction. Estimation is retrospective and it is performed to determine achieved reliability from a point in the past to the present time, where as the prediction activity parameterizes reliability models used for estimation and utilizes the available data to predict future reliability. In general we can classify the reliability models as black box and white box models. The difference between these two models is that black box is concerned with only the functionality and white box also takes the structure of the system into account.

Software reliability is concerned with making the estimation or prediction of overall reliability of the system. It considers the probability of failure of different components of the system and how they will affect the reliability of the whole system.


Figure 1: Software reliability behavior curve

Different models are proposed to make the system more and more reliable.








There are a lot of metrics that have been proposed since mid 60’s and the rationale behind almost all the metrics is motivated by two factors;

1.	The desire to estimate or predict effort/cost of development processes;
2.	The desire to estimate or predict quality of software.

Software Reliability is hard to achieve, because the complexity of software tends to be high. While any system with a high degree of complexity, including software will be hard to reach a certain level of reliability.

Most of the models mentioned above are quantitative models, that is, they require system data to calculate reliabilities. The problem with such models is that they are not able to calculate the reliability if there is no prior information present as in case of calculating the reliability of system design. Based upon this fact and also that more the stable and reliable the design is the more reliable the system will be, we have proposed a model to achieve higher level of reliability when there is no or very little information present. Such techniques are known as ‘qualitative analysis’.





In the software development process it is a commonplace that the end product has many design defects. This is usually because of system designer or programmer action or omission, which results in a fault. Faults are also known as bugs. The bugs cause system failure, where failure can be defined as unacceptable departure of a program operation from program requirements. Once the failures are detected through the testing process and the corresponding faults are located, then assuming that these faults are perfectly fixed and there is no ripple effect, i.e. the process of fixing a fault did not introduce a new fault, the reliability of the system increases.

If the failure data is recorded in terms of time for example in terms of number of failures observed per given time period or in terms of the time between failures, statistical models can be used to identify the trend of reliability growth of recorded data. Such models are known as Reliability Growth Models.

If the failure data is in the form of number of count, the models used to study such data are called as Error Seeding Models. A program in this case is randomly seeded with a number of known errors. The program is tested using the standard testing strategies.

Many software reliability growth models are proposed in literature; some of them are, Jelinski-Moranda model, Goel-Okumoto model, Littlewood-Verralal model, Musa’s basic execution time model, and Non-homogeneous Duane model. There are many other models that are derivatives of these models. In [Mei1992a] and [Mei1992b] a time based model is discussed that also takes structure of the program into account.

We will look at the shortcomings of these models as follows, 

2.1 Reliability Growth Models

[Bev2000] in his paper has discussed the problems with Reliability Growth models. He argues that, in the first place, it is often difficult to create a testing regime that is statistically representative of operational use. For reliability assessment, doubts will remain on whether inaccuracies in the testing regime may invalidate the reliability predictions obtained. Further, huge history of defect data is required for calculating the probability of failure of the system as a whole. This is not practical at the beginning of system development to assess the reliability of the design, as [Fent2000] also proposed that most operational system failures are caused by a small proportion of the latent faults.

Secondly, the Reliability Growth models tend to assume that fault removal is successful: they can be thought of as sophisticated techniques for trend fitting. They will not capture any short-term reversals of fortune, such as a failure to remove a fault or, worse, the introduction of a new fault. This has serious implications in critical applications, where the possibility that the last fix might have introduced a new fault may be unacceptable. In addition there is an assumption of independence of successive software failures during successive software runs [Katr2000].

The levels of reliability that can be assured are quite limited. Increasing the reliability level increases the length of the test series required until it becomes infeasible.

Prior resourcing of the constraints in the models is not possible. Hence the prediction is premised on impossible assumptions.

These models are essentially black box that hides crucial details from potential users. These models only consider the failure data.

2.2 Time/ structure based models

Time based models uses time dependent data on the estimation of probability. The time-based models are a kind of Reliability Growth models. The Time/ Structure based models include the structure aspect in the Time-based models. [Mie1992a] suggests that structure based reliability models are likely to provide more accurate reliability estimates than the existing black-box models. The time/ structure based models accumulates these two aspects. The problem with these strategies is that they are considering the test cases as [Mei1992b] and [Mark1998] are applying testability to have better estimate of reliability, which are not good if the test path space is very large. Secondly we cannot use this strategy efficiently with current tools, as usually we don’t know the paths to be executed because of their dynamic nature.

2.3 Error seeding models









The model we have proposed is flexible as compared to the traditional approaches, which were either blind or autopsy methodologies, as suggested by [Meng1998]. The blind approach suggests that engineers have to forcefully follow a specific model from the beginning to have a reliable system. The problem with this approach is that the reliability of the system is dependent upon the choice of the model along with other factors. Where as the autopsy approach suggests that different models will have to be compared at product completion phase. This case has the problem of early estimation and the developer does not know about the reliability until the very end.

The overview of the proposed approach is that it starts by breaking the large system into smaller subsystem; this is done in order to help get the preciseness and efficiency in later steps of the model. After getting the components, the probabilities of failure of these components are computed with the help of Bayesian Belief Network. We call this phase as early phase estimation. Afterwards the ranking of the classes in the components is done using the key-class heuristic to get more error-prone classes. This is done in order to achieve precise reliability of the system, which could be calibrated later on in the incremental process. The details of the whole system is as under,

3.1 Breaking the system in to smaller components

While breaking the system into smaller components we must take care of three features [Brow1998];

1)	A component is an independent and replaceable part of a system that fulfills a clear function;
2)	A component works in the context of a well-defined architecture; and 
3)	A component communicates with other components by its interfaces.

The idea of breaking the software system in to smaller components is that, one can use off-the-shelf components (COTS) and then integrating them to get the system as a whole. This software paradigm is efficient and cost-effective. It can improve maintainability, reliability and overall quality of software systems [Pour1999], as off-the-shelf components can be developed by different developers using different languages, different platforms and above all, parallelism can be achieved [Cai2000]. Furthermore restoring of reliability estimation leaves little room for redoing, partly or fully, components that might be responsible for unacceptable system reliability.

Many researchers have proposed the system reliability estimation on the basis of reliabilities of their components [Lapr1996], [Sail1997]. They are using the quantitative analysis of the system, which cannot be done in the beginning phases like design and code phase of software engineering. [Sail1997] is considering the components on the basis of test cases and test paths, relying of the sequence of components executed during the system or subsystem, where as [Lapr1996] is using the concept of Markov chain and computing the reliability on the basis of knowledge of components interconnections, their failure rates, inter-component transition probabilities and other statistical information. In our approach we will apply the Bayesian Belief Networks on each component to get the initial reliability as we are addressing the problem of lack of quantitative data at design stage.

3.2 Early phase estimation

Bayesian Belief Networks also known as belief networks, causal networks, probabilistic cause effect model and probabilistic influence diagrams are graphical ‘expert systems’ that incorporate subjective and conditional probabilities.

We will use BBN as [Gane2001] and [Gane2002] have described, by starting the estimation of failure rates for basic events for which little or no quantitative data as to reliability exits, or for which qualitative data, such as engineering judgment or expert opinion, as to reliability exit. Further we will construct the BBN based upon these probabilities. We will use BBN to estimate the probability of failure of each component by estimating the failure probability for each class. One thing that is lacking in this step is that we will classify the classes on the basis of their failure probabilities, but we are not taking the severity or the importance of classes among each classification. We know that there are some classes that are key in the development process. If key-classes are error-prone then the probability of system failure increases. On the other hand if non-key classes, i.e. the classes which are only activated for some specific conditions and which are not active most of the time, are error-prone then the system failure probability is comparatively much lesser. For this reason we need to give ranks to the classes on the basis of their severity within each classification or components.

3.3 Assigning ranks to more error-prone classes using the heuristics: key-class

In this step we will use the ‘key-class’ heuristics used by [Lada2003]. In his paper he has argued that design flaws can be detected by identifying the key classes of the system. Here we have to take an assumption that the code is true reflection of design, as this step is done on the source code of the system. Usually, the most important concepts of a system are implemented by very few key classes. These classes manage a large amount of other classes or use them in order to implement their functionality. The two important features of these classes are that they are highly coupled with other parts of the system and they are more complex as compared to other non-key classes as they are implementing core functionality of the system. We can combine the size-complexity and coupling factor of the classes to compute the distance, which identifies the key classes. We have taken these two factors as they play a vital role in the overall complexity of the class with respect to structure and functionality. Once we are able to identify more complex classes we can assign them higher ranks. The distance is calculated as the function of coupling and size-complexity on x-axis and y-axis respectively. Plotting them on x-axis and y-axis will give us the displacement from the origin. The farther the point from origin the more the rank will be. Incase we have the same displacement for more than one class than we check the angle also. The greater the angle is the more the error-prone class is.

3.4 Redesigning higher order ranked classes

Once we have the ranks of classes of the subcomponents and the probability of failure of each subcomponent we can redesign them accordingly. First we will look at those components that have higher probability of failure. After this we go deeper and according to the ranks we redesign the classes in those components.

3.5 Non-probabilistic confidential level model by analyzing the design quality through one of the most effective factors: coupling

In this step we are going to find the effect of increasing or decreasing coupling between the classes and components. This will act as the non-probabilistic and qualitative level of confidence for our analysis. It acts as a top layer of the previously defined analysis. If the correspondence the result of previous steps and this step is the same then we will leave the system design as it is, other wise we look at those classes and components again for redesigning due to which the difference is coming out. This step can be taken as optional and it could be applied at the end of design analysis.

In this step, we will first draw out the attributes that are affecting reliability and then we will draw out the attributes that are affecting coupling in correspondence with the system. For example the attributes that produce affect on reliability could be defect density, fault-proneness, and traceability. Further the factors that are affecting coupling could be the coupling between the objects, response for a class etc. After this we will take the overlapping attributes that is the attributes that are affecting each other externally. This way we will get the common attributes, and playing with one attribute will reveal the nature of design, i.e. how reliable and stable it is, to which level it is coupled etc.





We have presented a qualitative approach, which is useful in attaining a higher degree of reliability by achieving the reliability of system at design and code phase. We have argued on the basis that the more the stability of the system at design time the more reliable the system in later phases and hence the reliability of the system will increase.
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