In this work we consider the nonlinear graph p-Laplacian and the set of eigenvalues and associated eigenvectors of this operator defined by a variational principle. We prove a unifying nodal domain theorem for the graph p-Laplacian for any p ≥ 1. While for p > 1 the bounds on the number of weak and strong nodal domains are the same as for the linear graph Laplacian (p = 2), the behavior changes for p = 1. We show that the bounds are tight for p ≥ 1 by studying the eigenvectors of the graph p-Laplacian for two example graphs where the bounds on the nodal domains are attained.
Introduction
Spectral clustering based methods are among the major techniques for networks clustering. Due to their generality, efficiency and rich theoretical foundations, spectral based methods have been widely explored and applied to various research areas. One of the theoretical milestones behind them is the so called nodal domain theorem. Nodal domains of eigenfunctions of the Laplacian operator have been studied in various context, such as theoretical computer science, quantum chaos, isospectral properties, or percolation and differential operator theories, see e.g. [3, 4, 21, 25] . The renowned Courant's theorem [12, Ch. VI, §6] provides elegant estimates on the number of nodal domains for the continuous Laplacian operator on Riemannian manifolds. Several authors worked afterwards on a discrete version of such a theorem, holding, with minor differences, for adjacency, Laplacian and modularity matrices [13, 15, 17, 18, 20, 28] .
More recently the nonlinear generalization to p-Laplacian of the standard graph Laplacian has started attracting more attention. One of the main reasons motivating the interest in the nonlinear Laplacian on networks is that the Cheeger's constant on a connected graph can be shown to be the limit of the second eigenvalue of the p-Laplacian, as p approaches 1 (see [1, 5, 10, 22] e.g.). Several properties of both the continuous and the discrete p-Laplacian have been investigated so far, as for instance in [1, 2, 6, 9, 32] .
The discrete p-Laplacian is the nonlinear operator L p : Ê n → Ê n defined componentewise by
where A ≡ (a ij ) is the (weighted) adjacency matrix of a graph G with vertex weight µ, and p ≥ 1 a real number. The linear Laplacian operator is evidently achieved if and only if p = 2. The eigenanalysis of L p for p = 2 is a major task and has been the subject of several contributions so far. The present work provides a step forward in this field, proposing a nodal domain theorem for L p , which holds for any p ≥ 1. A first result in this direction has been recently revealed in [8] where the structure of the eigenfunctions of the discrete normalized 1-Laplacian is investigated. Note that, due to the nonlinearity of L p , we do not know the number of its eigenvalues for general graphs, although some special cases have been well understood from this point of view, as for instance in [1, Sec. 8] where the author explicitly describes the complete spectrum of L p on a complete graph. The paper is organized as follows: in Section 2 we discuss the Lusternik-Schnirelman minimax variational characterization of n ordered (not necessarily distinct) points 0 = λ
n in the spectrum of L p , and we show how to localize the corresponding eigenvectors as points inside specific critical subsets. Then, in Section 4, we propose a nodal domain theorem for p > 1, providing an upper bound for the number of weak and strong nodal domains of the eigenvectors of λ k . In the subsequent Section 5 we discuss the properties of the eigenvectors of the p-Laplacian on the path graph, showing that the stated nodal domain theorem provides tight upper bounds in that case. Finally, we devote Section 6 to the limit case p = 1, showing that a weaker form of the nodal domain theorem does hold for the 1-Laplacian and providing an example to show that, also in this case, our upper bounds are optimal.
Notation
We use standard concepts from operator and graph theories. The symbol G = (V, µ, E, w) denotes a simple finite unoriented graph, where V is the finite set of vertices to which we assign a positive weight µ : V → Ê + and E ⊆ V × V is the set of edges to which is associated a nonnegative symmetric weight function w : E → Ê + , representing the strength of the relation of an edge e ∈ E. Since V is finite we freely identify it with {1, . . . , n} and, similarly, we identify Ê n with the space of real valued functions on V . Despite our discussion allows the choice of any positive measure µ on V , we point out that two choices are very popular in the graph Laplacian literature: µ is the constant function µ i = 1, the corresponding Laplacian is frequently called combinatorial Laplacian; µ is the degree function µ i = j:{i,j}∈E w({i, j}), the corresponding Laplacian operator is usually called normalized Laplacian.
Further relevant notations are listed below
• We let A ≡ (a ij ) be the symmetric adjacency matrix of G, defined by a ij = ω({i, j}) if {i, j} ∈ E, and a ij = 0 otherwise.
• We let sign be the function defined by
• We let span{g 1 , . . . , g m } denote the space spanned by g 1 , . . . , g m .
• 1 denotes the vector of all ones whose dimension depends on the context.
• We usually identify Ê n with ℓ p (V, µ), the space of functions from V to Ê whose norm
• For a pair of vectors x, y ∈ Ê n we let x, y µ denote the weighted scalar product
• If {i, j} ∈ E we write i ∼ j and say that i and j are adjacent.
• For a set C ⊆ V we write C to denote its complement V \ C, and |C| to denote its cardinality.
• For a given couple of vertex sets C 1 , C 2 ⊆ V we write C 1 ≈ C 2 if there exist i ∈ C 1 and j ∈ C 2 such that i ∼ j, and we say accordingly that C 1 and C 2 are adjacent. We write C 1 ≈ C 2 if C 1 and C 2 are not adjacent.
• For any C ⊆ {1, . . . , n} and any vector f ∈ Ê n , we write f | C to denote the vector
The p-Laplacian on a weighted vertex set
The Laplacian opereator L 2 : Ê n → Ê n of a given graph G = (V, µ, E, w) is a widely known positive semidefinite linear operator whose eigenstructure reveals many properties on G. The nonlinear version of L 2 is the subject of our investigation. From now on we assume that p > 1 is a fixed real number, unless otherwise specified. For f ∈ Ê n , let
Obviously L p depends on p, w, and µ, but as the functions w and µ describe the topology of G, the dependence of L p upon those functions is understood by saying that L p is the p-Laplacian for the graph G = (V, µ, E, w).
As p varies, L p defines a family of operators which share several properties. In particular, the forthcoming Theorem 4.4 shows a unifying nodal domain theorem holding unchanged for any p > 1. A weaker version of the theorem holds for the non smooth case p = 1. We discuss that case in the final section.
As we identify V with {1, . . . , n} we freely identify the vertex weight function µ with a positive vector µ ∈ Ê n + . The symbol µ will always be used to denote such a measure function. Note that L p is linear if and only if p = 2, i.e. L 2 is the standard Laplacian operator. It is worth mentioning that L p is a positive semidefinite operator for any p ≥ 1 and it is invariant under constant additions. Indeed, if x, y µ = n i=1 µ i x i y i denotes the weighted scalar product of x, y ∈ Ê n , then it is easily seen that, for any
Let us introduce the following definition:
The vector f is an eigenvector of L p corresponding to the eigenvalue λ and
and such that R p (0) = 0. Note that by definition R p is continuous on Ê n and scale-
showing that σ(L p ) coincides with the set of critical values of R p . We conclude the section by discussing few useful properties of L p .
• Suppose that G is disconnected. Then there exists a subset C ⊆ V such that C ≈ C.
In this case, for any f ∈ Ê n , L p and Φ p satisfy the decoupling property
• Let λ 1 = min λ∈σ(Lp) λ and let C 1 , . . . , C m be the connected components of G. Then λ 1 = 0 and all its eigenvectors belong to span{1| C1 , . . . , 1| Cm }. So G is connected if and only if any eigenvector of λ 1 = 0 is entrywise constant.
• If G is not connected then there exists a partition {C 1 , . . . , C m } of V such that C i ≈ C j , for any two distinct i, j. Let G(C i ) = (C i , E i ) be the graph induced by the ith connected component and let
Before to proceed let us underline that, according to the previous observations, we assume from now on any graph G to be connected.
The variational spectrum of the graph p-Laplacian
In this section we discuss a Courant-Fischer-like minimax characterization of n points in the spectrum of L p . As L p is not linear, we shall make use of variational methods for nonquadratic functionals. We point the reader to [27, Ch. 4] or [31, Ch. 2] for carefully written introductory discussions on the topic.
Given a manifold M in Ê n , the Krasnoselskii genus γ : M → AE is defined as follows
This integer valued function is a generalization of the concept of dimension, indeed We say that a function F : M → Ê satisfies the Palais-Smale (PS) condition if any 
are finite then they are critical values of F . Moreover, if β k = · · · = β k+r then there exist at least r orthogonal critical points corresponding to β k .
Consider the manifold S
has a convergent subsequence and R p (u k ) is bounded. Therefore R p satisfies the PS condition. It is worth to point out that Remark 3.4. f ∈ Ê n is a critical point for R p if and only if αf is a critical point for R p for any α = 0, and they correspond to the same critical value.
As a direct consequence of Theorem 3.3, the compactness of S n−1 p and the above remark, we have that λ
are n critical values of the Rayleigh quotient R p . Moreover, by definition and the connectedness of G, it holds 0 = λ
) is made by a finite number of distinct points. In particular {1/n} ∈ F 1 (S
From now on we shall call variational eigenvalues of L p the numbers λ
For ease of notation and for the sake of readability we shall often drop the superscript, writing
k , when the reference to a given p is clear from the context. The characterization in (2) is the non-linear analogy of the Courant-Fischer theorem for real symmetric matrices. In fact, when p = 2, using Proposition 3.2 and the linearity of L 2 , it is not difficult to show that (2) coincides with the characterization λ
To our knowledge it is not known whether a similar derivation holds for any other value of p. We conclude this section with a localizing result for the eigenvectors of the variational eigenvalues. 
We get as a consequence
Then X * contains at least one critical point of R p , relative to λ k .
Proof. Due to Remark 3.4 we can consider the restriction R p . Recall that if F is a function that satisfies the PS condition and λ is a critical value of F , then
We already observed that R p : S n−1 p → Ê satisfies the PS condition, therefore X * and K λ k (R p ) are compact. Hence there
. Since R p is symmetric, by Theorem 3.5 there exists an odd homeomorphism θ : S n−1 p
As θ is an odd homeomorphism we have that
and we have reached a contradiction. Therefore X * ∩ K λ k (R p ) cannot be empty and the theorem is proved.
From now on we say that f is an eigenvector of a variational eigenvaluel λ
if it is a critical point of R p associated with that critical value, or, equivalently, if the pair (λ
Discrete p-Laplacian nodal domains
The study of the spectral properties of the Laplacian matrix has originated one of the best known methods for graph partitioning, usually called spectral partitioning ([24, §11.5] e.g.). The idea was pioneered by Miroslav Fiedler in [19, 20] , where he observed that a strong relation exists among connectivity properties of G, the second smallest eigenvalue of L 2 , and the sign oscillations of the entries of any eigenvector relative to such eigenvalue.
Inspired by Courant's nodal domain theorem (which bounds the number of nodal domains of eigenfunctions of the continuous Laplacian operator on smooth Riemannian manifolds), nodal domains induced by a real vector u on G are commonly defined as follows (see f.i [13, 15, 17] ):
The sign of a nodal domain C induced by f ∈ Ê n is the sign of the largest f i such that i ∈ C, and we denote it by sign(C). Note that sign(C) = 0 if f is not constantly zero.
Nodal domains induced by an eigenvector of L p are called p-Laplacian nodal domains. As we already discussed, for any connected graph G and any p ≥ 1, λ 1 is G itself. The main aim of this section is to prove a nodal domain theorem for L p which provides an upper bound on the number of nodal domains for any λ
The linear case has been completely understood so far, from this point of view. Fiedler noted in [20, Cor. 3.6 ] that the weak nodal domains induced by any eigenvector associated to λ (2) 2 are exactly two. Many authors derived analogous results for the other eigenvalues of L 2 afterwards [13, 15, 28] . The following Laplacian nodal domain theorem summarizes their work: Theorem 4.3. Let L be the Laplacian matrix of a connected graph. And let 0 = λ
k coincide with the whole spectrum σ(L 2 ). This is however not true for other choices of p. Indeed, even though the spectrum of L p is always a discrete set, due to Sard's lemma [30] , it contains properly the variational eigenvalues {λ 
Then any eigenvector of λ (p) k induces at most k + r − 1 strong nodal domains and at most k weak nodal domains.
The proof of Theorem 4.4 relies on properties which are of independent interest. Therefore we postpone the proof to the end of the section. Proof. Due to the definition of L p we have 1, L p (f ) µ = 0 for any f ∈ Ê n . In other words the range of L p is µ-orthogonal to span{1}. This implies in particular that any nonconstant eigenvector f of the p-Laplacian is such that n i=1 µ i Φ p (f i ) = 0. This is true, in particular, for any eigenvector f 2 corresponding to λ (p) 2 , thus f 2 has at least two nodal domains. On the other hand Theorem 4.4 shows that the number of weak nodal domains induced by f 2 is at most 2, and thus it is exactly 2. Proof. We note that with xy ≤ 0 it holds |x − y| = |x| + |y|. It is easy to see that equality holds for xy = 0. Thus we assume xy < 0 in the following and get,
Proof. We prove the lemma for the strong nodal domains C 1 , . . . , C m . We discuss at the end of the proof how the proof can be transferred to the weak nodal domains. Note that the statement is trivially true if α i = 0 for all i = 1, . . . , m. Therefore we can assume m i=1 |α i | > 0. The strong nodal domains are by construction pairwise disjoint. We denote
For ease of notation we use f (k) as abbreviation of f | C k and denote by f
Now, as f is an eigenvector of L p corresponding to the eigenvalue λ,
If a ij > 0, i ∈ C r and j ∈ C s with r = s, then f i f j < 0, as the strong nodal domains are maximal connected components. This implies that sign(
i∈Cs,j∈Cs
Multiplying by |α s | p and summing over s yields
Thus we get
As noted above it holds a ij > 0 with i ∈ C r and j ∈ C s if and only if f The nodal domain theorem for the discrete p-Laplacian can now be proven. We separate the proof in two parts: first we prove the statement for the strong nodal domains, then we prove it for the weak ones.
Proof of Theorem 4.4, for the strong domains. Consider an eigenvector f corresponding to the variational eigenvalue λ 
As a consequence we have λ
k+r which implies m < k + r, that is the number of strong nodal domains m is at most k + r − 1.
For the weak nodal domains we need few additional remarks. Let C 1 , . . . , C m be the weak nodal domains of f . Since ∪ i C i = V and G is connected, then for any i there exists j such that C i ≈ C j . Moreover, the following lemma holds Lemma 4.8. Let C s and C r be two weak nodal domains induced by an eigenvector f ∈ Ê n , such that C s ≈ C r . Then there exist i ∈ C s and j ∈ C r \ C s such that i ∼ j.
Proof. If C s ∩ C r = ∅ the statement is straightforward. Assume that C s ∩ C r = ∅. By definition we have f i = 0, for any i ∈ C s ∩ C r , thus for any such i it holds 0 = λΦ
, for some λ. Note that, by definition, as i ∈ C s ∩ C r , then any j such that j ∼ i is either in C s or in C r . As a ij > 0 when j ∼ i, the quantities Φ p (f j ) have to be either all zero or both positive and negative. However, the maximality of the nodal domains implies that Φ p (f j ) can not be zero for all j ∼ i and all i ∈ C s ∩ C r . Then there exists j ∈ C s ∪ C r such that j ∼ i and f j = 0. This concludes the proof.
It is clear that adjacent nodal domains have different sign. Then we deduce from the above lemma that, given any two adjacent weak nodal domains C s ≈ C r of an eigenvector f , two cases are possible:
P1. There exist i ∈ C s and j ∈ C r such that i ∼ j and f i f j < 0.
P2. f i f j = 0 for all i ∈ C s and j ∈ C r such that i ∼ j, and there exist i ∈ C s and j ∈ C r such that i ∼ j, f i = 0 and f j = 0.
Proof of Theorem 4.4, for the weak domains. Let f be an eigenvector of λ (p) k and let C 1 , . . . , C m be the weak nodal domains of f . Suppose by contradiction that m > k. Then λ
m . On the other hand we deduce from Lemma 4.7 that inequality (3) holds also for the weak nodal domains. Namely, if
) and we get
Thus the relations above hold with equality and we obtain
We deduce that λ
is a minimizing set and by Theorem 3.6 and Proposition 3.4 there exists an eigenvector g * = m s=1 α * s f | Cs ∈ H. Let us shorten the notation by setting f
we deduce from the proof of Lemma 4.7 that s =r i∈Cs j∈Cr
By Lemma 4.6 each of the summands is nonpositive, then all of them have to vanish individually. Choose any pair of adjacent sets C s ≈ C r . If they satisfy property P1 above, then there exist u ∈ C s and v ∈ C r such that a uv > 0 and f
r , by virtue of Lemma 4.6. If P1 does not hold, then P2 holds. Since g * is an eigenvector of L p , for any α ∈ Ê, we have the following entrywise equations
As P2 holds for C s and C r , then there exist u ∈ C s and v ∈ C r such that u ∼ v, f u = 0 and f v = 0. Then αf u = g * u = 0 and the previous equations for i = u imply
The entries a uj are zero unless j ∼ u. Since f u = 0, the maximality of the nodal domains implies that all the vertices j adjacent to u are either in C s or in C r . We have
Now recall that a uj ≥ 0 for all j ∈ C r , a uv > 0 and f v = 0 for some v ∈ C r . Moreover all the entries of f | Cr have same sign. The previous identity thus implies
We can finally conclude that, if C s ≈ C r , then α * s = α * r . The connectedness of the graph implies then α
, yielding a contradiction as by construction g * ∈ H is linear independent with respect to f .
We show in the following that the bounds cannot be improved in general.
Oscillatory properties of the eigenfunctions on the path graph
It is well known that when p = 2, the upper bounds shown by the nodal theorem are tight, for any k. A typical and simple example of graph whose Laplacian matrix achieves those bounds is the unweighted path graph
Indeed it is well known that the eigenvectors of L 2 on P n are given by
Unfortunately we can not provide an explicit formula for the eigenfvectors of L p on P n when p = 2. Although the eigenfunctions f k (x) = sin p (kx), being sin p (x) a special periodic function [16, 26] , it has been discussed in [23] that when p = 2, there is no addition formula relating sin p and its derivative, and a direct computation reveals that the vectors obtained by evaluating f k (x) on a uniform grid, are not the eigenvectors of L p on P n . The discovery of a closed formula for the eigenvectors of L p on P n is up to our knowledge an open problem. Nevertheless we devote the remaining part of this section to show that the variational eigenpairs of the p-Laplacian on P n have several special properties, and in particular we prove that the number of nodal domains induced by the eigenvectors of the variational eigenvalue λ k on P n , are exactly k.
To this end, let us consider the forward difference operator △ defined by △f k = f k+1 −f k . Such operator allows us to recast the p-Laplacian eigenproblem on P n as the (infinite) system of nonlinear equations
where tacitly assume that any vector f ∈ Ê n is extended periodically into the sequencef
This is a particular version of a famous non-linear difference equation that have been studied quite intensively in the difference and differential equations literature (see e.g. [14, Chap. 3] ). By extending f and µ in this way, one easily sees that
In the following any interval [a, b] is meant to be discrete, i.e. 
Moreover letf andg be the sequences obtained by extending periodically f and g. We show that a i = b i for all i = 1, 2, . . . , k. We split the proof into few steps: 
Theorem 5.3. Let p > 1 and let {λ k } k=1,...,n be the variational eigenvalues of L p on P n .
Proof. First of all let us observe that each eigenvector f of L p is such that f 1 = 0, as
, thus f 2 = 0 and so on. The same argument reveals that also the last entry f n cannot be zero. Now let us observe that two variational eigenvalues λ and η can not be equal. Suppose that λ = η, then by Theorem 3.3 there exist two orthogonal eigenvectors f and g corresponding to λ. Assume w.l.o.g. that f 1 = g 1 = 1. Then
so that f i+2 = g i+2 as well. We conclude that f and g should coincide, but this is not possible as they are linearly independent by assumption. This shows that the sequence λ k is strictly monotonic.
Theorem 5.4. Let p > 1 and let f be an eigenvector corresponding to the variational eigenvalue λ k of L p on P n . Then the number of zero entries of f is at most k − 1, and it induces exactly k weak and strong nodal domains.
Proof. Let us write ν(f ) to denote the number of weak nodal domains of f . Observe that the eigenvectors of L p on the path graph cannot vanish on two consecutive entries. Indeed, if i is such that f i = 0 and f i+1 = 0, then by (4) we have
This implies that the number of zero entries of f is at most ν(f ) − 1.
Let us show that ν(f ) = k. The statement is true for k = 1, 2 due to Corollary 4.5. Assume inductively that for any eigenvector f of λ k−1 it holds ν(f ) = k − 1, and consider any eigenvector g of λ k . Note that, as the multiplicity of each λ k is one, by the nodal theorem if follows that ν(g) ≤ k. Lemma 5.1 plays now a crucial role. Indeed it is easy to deduce from that lemma that the overall number of generalized zeros of g cannot be less than the one of f . If follows that ν(g) ≥ k − 1. To complete the proof we show that As g i g i+1 > 0 we have Φ p (g i /g i+1 − 1) > −1 and we obtain from (9) that (7) holds when i is replaced by i + 2.
We have shown that inequality (7) holds for all the indices i such that f i−1 g i−1 = 0. Now let us observe that we can proceed the other way round. Since f n = f n+1 = 0 and g n = g n+1 = 0 from (5) and (6), for i = n, we get Φ p (1
Thus we can repeat the same argument discussed so far to observe that
holds for all those indices i such that f i+1 g i+1 = 0. To conclude note that, as ν(f ) = ν(g) = k − 1, then f and g have at most k − 2 zero entries, thus there exist two consecutive indices m and m + 1 such that f m f m+1 g m g m+1 = 0. By plugging i = m into (10) and i = m + 1 into (7) we obtain a contradiction.
Nodal properties of the 1-Laplacian
We devote this final section to discuss the non-smooth case of the 1-Laplacian. A main difference with respect to the case p > 1 is that the duality map Φ p is a set valued map when 
Accordingly, u ∈ Ê n is a critical point of F if 0 ∈ ∂F (u).
It is worth noting that, in this case, the eigenvalue equation (1) can only be shown to be a necessary condition for critical points of R 1 . In fact, if T 1 (f ) = f, L 1 (f ) µ , S 1 (f ) = f 1,µ and M µ : Ê n → Ê n is the diagonal operator M µ (f ) i = µ i f i , it follows by [11, Prop. 2.3.14] that
We have as a consequence that, if f * is a critical point of R 1 , then 0 ∈ L 1 (f * )−R 1 (f * )Φ 1 (f * ), that is f * is an eigenvector of L 1 and R 1 (f * ) is the corresponding eigenvalue (see also [11, 22] The observations made so far show that our nodal Theorem 4.4 carries over the case p = 1, but in a weaker form. The main difference is that the number of weak nodal domains of the k-th variational eigenvector is upper bounded by k + r − 1 (where r is the multiplicity of the corresponding eigenvalue λ We finally show that Theorem 6.2 is tight by discussing the eigenvectors for p = 1 of the star graph.
Eigenvectors of L 1 on the star graph With z 21 ∈ Sign(f 2 − f 1 ) and z 23 ∈ Sign(f 2 − f 3 ) we get the following system of equations for eigenvalues and eigenvectors of the 1-Laplacian with µ i = These are, up to sign, all the cases ones has to consider. In all the cases one gets the eigenvalue λ = 1. Thus the variational eigenvalues have to be λ 2 = λ 3 = 1. One eigenvector for the eigenvalue λ = 1 is given by u = (1, −1, 1) . This eigenvector has three weak and strong nodal domains and thus the result for p > 1 that the number of weak nodal domains of the k-th eigenvalue with multiplicity r is upper bounded by k does not hold for the case p = 1. Moreover, our bound of k + r − 1 = 2 + 2 − 1 = 3 is tight for the given example.
Acknowledgements
This work has been supported by the ERC grant NOLEPRO.
