Abstract. Under general conditions, the number of components in combinatorial structures de ned as sequences, cycles or sets of components, admits a Gaussian limit distribution together with an exponential tail. The results are valid assuming simple analytic conditions on the generating functions of the components. The proofs rely on continuity theorem for characteristic functions, Laplace transforms as well as techniques of singularity analysis applied to algebraic and logarithmic singularities. Combinatorial applications are in the elds of graphs, permutations, random mappings, ordered partitions and polynomial factorizations.
Introduction
Vassili Leonidovich Goncharov established in 1944 that the number of cycles in a random permutation of large size approaches a normal distribution, see Knuth Bender 1] rst recognized that such limit distributions could be established for general combinatorial schemas under analytic conditions of a general character. This line of investigation was later pursued by Bender, Can eld, Richmond, Compton, and others 4, 2, 7, 12] .
In a way, the situation parallels that of the central limit theorem in probability theory. There, we know that the common scheme of taking sums of many random variables leads, under wide sets of conditions, to a general asymptotic law, a normal distribution in the limit. Here, we show how common combinatorial schemes that form sequences, sets, or cycles, lead, under suitable conditions, to general asymptotic laws for the number of components in large random structures.
This paper adds to the already known classes a new analytic scheme that generates normal (Gaussian) distributions. Our results concern the \weak" convergence|i.e., in the sense of distribution functions|of parameters related to the number of components in composite combinatorial structures. A corresponding statement is also often called a \central limit theorem". (Local limit theorems deal with density functions instead; they are discussed at length in Bender's paper 1]. ) We establish companion results regarding distribution tails which are found to be of exponential decay under a very large set of conditions. The two types of results are complementary: the existence of a limit distribution provides information on distributions near the mean value, whereas exponential tail estimates entail that large deviations from the mean are extremely unlikely.
Analytically, the problem which we are confronted with here amounts to extracting informations on coe cients of bivariate generating functions. These are analytic functions of two complex variables of the form 1 P(u; z) = X n;k 0 P n;k u k z n : (1) We are thus facing a \double" inversion problem. In some cases, real variable methods may be used, see in particular Compton's work 7] . The approach taken here (as well as in 1, 4, 2, 12]) relies instead on complex variable methods. It consists of a two{stage process.
First, we consider u as a parameter and solve a parameterized single{variable inversion problem, by estimating p n (u) X k 0 P n;k u k = 1 2i I P(z; u) dz z n+1 ; (2) asymptotically for large n but xed u.
Next, once precise estimates for p n (u) have been derived for enough values of u, we can in turn \invert" p n (u) and derive information on the coe cient P n;k = u k ] p n (u).
The second stage relies usually on the use of continuity theorems for Fourier transforms (L evy's continuity theorem for characteristic functions) or for Laplace transforms (also called moment generating functions). We refer to Billingsley's excellent treatment of these topics, see especially Sections 25, 26 and 30 of 3] .
For the rst stage, the asymptotic technology to be used depends on the pro le of the functions under consideration, and especially on P(z; 1).
In the case of meromorphic functions, the contour can be extended to a circle of large radius taking into account the residues of the integrand. This is the method used in the original study of Bender 1] . Figure 1 . The three major constructions of sequence, cycle and set together with their translation into generating functions in both the labelled and the unlabelled cases.
basis asymptotic information on a function to its coe cients. (Ultimately, the method relies on contour integration with a Hankel contour that comes close to the dominant singularity of the integrand.)
If P(z; u) is entire with exponential growth, or has essential singularities, the saddle{point method normally applies, the contour is a circle crossing the saddle{point and the main contribution to the integral comes from a small neighbourhood of the saddle{point. This is Can eld's method 4].
We can now make our goals more precise. Our object of study is some particular analytic functions of two complex variables that arise from combinatorial enumerations, and are taken to be of the form P(u; z) = C(z); u]; where C(z) is a generating function of the \components" (thereby assumed to have positive coe cients), and u is a parameter. There are three major combinatorial constructions that form sequences, cycles, and sets. Figure 1 describes the analytic functionals that correspond to the three constructions in the labelled and in the unlabelled universe. The reader unfamiliar with this symbolic approach can consult 15] as an entry point to the literature. (The generatig functions are ordinary w.r.t. z for the unlabelled case, while they are exponential in the labelled case. For analytic purposes, the distinction is however immaterial and it su ces to take C(z) as an arbitrary power series with positive coe ceints.)
The analytic study of combinatorial schemas consists in nding asymptotic laws for coe cients of such bivariate generating functions, given suitable condition on the component generating function C. For instance, a few analytic schemas giving rise to asymptotically Gaussian coe cients are described succinctly in Figure 2 . Clearly, such analytic schemas cover sequence constructions if they imply the form 1=(1?uC(z)) ?1 , cycle constructions when logarithms appear, and set constructions wherever an exponential is involved. Figure 2 . A summary of some analytic schemes leading to Gaussian distributions.
Plan of the paper. The basis of the method is discussed in greater detail in Section 2. Section 3 is principally concerned with an analytic schema,
which is applicable to sequences, cycles, as well as some other composite constructions. We obtain Gaussian limits by means of a continuity theorem; here we have taken the option of using the method of characteristic functions though Laplace transforms could have equally well be used (see, e.g., 5] for similar problems treated via Laplace transforms). Section 4 introduces corresponding exponential tail results that arise from consideration of Laplace transforms. Section 5 exhibits about a dozen applications of these results to fairly classical combinatorial structures like graphs, permutations, mappings, ordered partitions or polynomial factorizations.
Since the rst version of this paper was written, our results have been extended by Gao and Richmond 13] . Following the lines of 2], they show that our approach can be adapted to analytic functions of k+1 complex variables; their results also complement our exponential tails by providing e ? (x 2 ) estimates.
In another direction, M. Soria has pursued the investigation of probabilistic properties of general combinatorial schemas. Her work shows a wide range of distributions to occur under precise analytic conditions inside classical structures. A fairly complete typology of limit distributions in combinatorial schemas is given in 27].
The present paper is based on a survey talk given at the French{Israeli Conference on Combinatorics and Algorithms, Jerusalem, November 1988.
Analytic Methods
Let P n;k be a sequence of nonnegative numbers. By normalization, we de ne the probability distributions n;k = P n;k P n with P n = X j P n;j ;
we denote by n a random variable with probability distribution f n;k g k 0 .
Our purpose here is to study the asymptotic distribution of special numbers P n;k . In the present context, the sequence P n;k arises from a bivariate generating function P(z; u) = X n;k 0 P n;k u k z n ; (5) itself constructed from a function C(z) = P n C n z n by means of one of the functionals described in Figure 1 . Our only assumption at this stage is that C(z) has nonnegative coe cients. The problem under consideration is thus of a purely analytic nature, namely it reduces to the study of asymptotic properties of certain analytic functionals.
In combinatorial applications, we always consider two classes of structures: the class C of components and the class P of composite structures. The composite structures are of the three possible types described in Figure 1 , that is to say sequences, cycles, or sets. If C(z) is a generating function of structures C, the meaning of n is then the random variable giving the number of C components in a random composite Pstructure of size n.
We have set P n = P j P n;j , and, by a slight abuse of terminology (in the labelled case, generating functions are exponential, so that a normalization factor of 1=n! is needed), we may occasionally refer to P n as the number of composite P structures of size n, and to C n as the number of component C structures of size n. We also de ne P(z) = P(z; 1) so that P(z) = X n 0 P n z n : (6) Letting p n (u) = P k P n;k u k , we have: the probability generating function of n is p n (u)=p n (1), its characteristic function n ( ) is p n (e i )=p n (1), its Laplace transform M n ( ) is p n (e )=p n (1).
The mean value n and the variance 2 n of n are readily computed by di erentiation from the probability generating function: n = p 0 n (1) p n (1) ; 2 n = p 00 n (1) p n (1) ? p 02 n (1) p 2 n (1) + p 0 n (1) p n (1) :
In order to establish the Gaussian limit distributions, we consider the normalized variables n = n ? n n :
We shall prove the pointwise convergence of the characteristic functions of the n to the characteristic function of a Gaussian variable with mean 0 and variance 1, n ( ) ! e ? 2 =2 : (8) By the continuity theorem for characteristic functions of Paul L evy 3, Sec. 26], we can then deduce from (8) the \weak" convergence 2 of the distribution functions.
De nition 1 Let n be a sequence of random variables. When for any two real constants a < b,
we have Pr (a < n ? n n < b) ! 1 p 2 Z b a e ?t 2 =2 dt : (9) we say that n (or its normalized form n ) is asymptotically Gaussian, or that its distribution converges weakly to a Gaussian distribution, or that it satis es a central limit theorem.
As we shall see in Section 4, a su cient condition for the sequence of normalized random variables n to have (uniform) exponential tails is that the Laplace transforms be bounded by a constant K, for all in a xed real neighbourhood of 0, i.e. P n M n ( ) = E(e n ) = e ? n = n p n (e = n ) P n : (10) Our analysis of limit distributions relies on the convergence of characteristic functions. The derivation of tail bounds relies on quantitative estimates of Laplace transforms.
In general, characteristic functions are a ner tool than Laplace transforms (moment generating functions) in the derivation of limit laws, since they always exist. The problems under consideration in the present paper are however well{conditioned in the sense that both the discrete laws and the limit law have a Laplace transform; thus, as pointed out earlier, either Laplace or Fourier transforms would equally do for the purpose of establishing Gaussian limit laws. In contrast, the use of Laplace transforms for tail estimates is a necessity.
In all our problems, the standard deviation n tends to in nity. Therefore, an analysis based on characteristic functions needs informations on p n (u) for u in a complex neighbourhood of 1 along the unit circle (u = e i ), while an analysis via Laplace transforms requires knowledge of p n (u) for u in a real interval centered around 1. The computation of the value of p n (u) thus appears for each case as a \perturbation" of that of p n (1).
The rest of the paper is devoted to functions, C(z) or P(z), with isolated algebraic and logarithmic singularities on their circle of convergence. Thus singularity analysis techniques 11] will be employed here. We brie y summarize here the main results of that approach. The crucial point is the (classical) observation that there is a correspondence between function scales and coe cient scales:
Under conditions of analytic continuation that are spelled out in 11], we have
Thus, under these conditions, we are justi ed in translating an asymptotic expansion of a function near a singularity into a corresponding expansion for its coe cients. This fact can be systematically exploited in the case of functions given by explicit operations like in Figure 1 .
Gaussian Limit Distributions
We examine in this section two analytic schemes and obtain Gaussian limit distribution. The rst result, Theorem 1, provides a limiting distribution for a scheme that generalizes the functionals arising from the sequence and cycle constructions; it is found that the mean and variance are both of order O(n). Theorem 1 is in the line of related results of Bender and Richmond (see Theorems 1 and 2 or Corollary 1 of 2]). The proof techniques are however a little di erent since we appeal to singularity analysis instead of the method of subtracted singularities. Since our asymptotic engine is in many ways more \powerful", we may expect this line of attack to be of wider applicability (see 13] for recent results in this direction).
The second result is relative to the set construction which leads to an asymptotic distribution that is Gaussian; in that case, the mean and variance are of the form O(log n). The latter result was already obtained by us in 12]; we provide here a more synthetic proof that also paves the way for the exponential tail results of the next section.
Sequence and Cycle Constructions. The sequence construction and the cycle construction lead us to the two schemas, P(z; u) = 1 1 ? uC(z) ; P(z; u) = log 1 1 ? uC(z) ;
which we encapsulate into P(z; u) = 1
(1 ? uC(z)) log 1 1 ? uC(z) k : (13) The component functions are assumed to satisfy a particular condition.
De nition 2 A function C(z) = P n 0 C n z n that is analytic at 0 is said to be 1{regular i its Taylor expansion at 0 involves only nonnegative coe cients;
being the radius of convergence of C(z) at 0, one has C( ) > 1. Without loss of generality we may freely assume further that C(z) is aperiodic, i.e., not of the form (z d ) for d 2 and analytic at 0.
Theorem 1 Consider the probability distributions de ned by the bivariate generating function P(z; u) = 1
(1 ? uC(z)) log 1 1 ? uC(z) k ;
with k 0 an integer, and 0 a real number. Assume that C(z) is 1{regular. Then the random variable n associated to the P n;k has mean n and variance 2 n that satisfy (see Eq. (14,16)) n c 1 n and 2 n c 2 n (n ! +1):
Furthermore n converges weakly to limiting Gaussian distribution:
Proof. The proof consists in evaluating in turn the number P n of structures, the mean n , the variance 2 n , and nally the probability generating function p n (u). All estimates are based on singularity analysis. For convenience, we present the proof in the case where 6 = 0, the case of = 0 leads to the same results with estimates (14,16) for the constants c 1 and c 2 being still valid via a rather similar route, so that it will not be detailed here. By the transfer principles of singularity analysis, we thus nd an asymptotic form of the coe cients of P(z), namely P n p n (1) 1 ?( ) C 0 ( ) ?n n ?1 (log n) k :
A more detailed expansion follows from re ning the singular expansion of P(z) at , P n 1 ?( ) C 0 ( ) ?n n ?1 (Q 0 + Q 1 n + Q 2 n 2 + ) ; where the Q i are polynomials of degree at most k in log n.
2. The mean value of the distribution is n z n ] P 0 u (z; 1)=P n , where P 0 u (z; 1) denotes the derivative of P(z; u) with respect to u, taken at u = 1. The simplest way to carry out computations consists in reducing the study of partial derivatives to that of P(z); P 0 (z), etc. First, we have P 0 u (z; 1) = C(z) C 0 (z) P 0 (z) Thus using a Taylor expansion of C(z) around , we get 
A more detailed expansion provides the constant term in n (valid for the case 6 = 0 only!):
3. The variance is 2 n z n ]P 00 u 2 (z; 1)=P n ? 2 n + n ; we use the relation P 00 u 2 (z; 1) = C 2 (z) C 02 (z) P 00 (z) ? C 2 (z)C 00 (z) C 03 (z) P 0 (z)
Proceeding as above, it can be shown that 1 P n z n ] C 2 (z) C 02 (z) P 00 (z) n 2 2 C 02 ( ) The term of order n 2 cancels with the term coming from the square of the mean value (14) , thus the order of growth of the variance is subquadratic. More detailed computations reveal that 2 n c 2 n where c 2 = 1 2 C 02 ( ) + C 00 ( ) C 03 ( ) ? 1 C 0 ( ) ; (16) which turns out to be valid for the two cases, 6 = 0 and = 0.
4. For the limit distribution, we have to evaluate p n (e i = n )=P n . The evaluation of p n (u), the coe cient of z n in P(z; u), is similar to the evaluation of p n (1).
Let (u) be the root of smallest modulus of the equation C( (u)) = u ?1 . We have = (1) and for u close enough to 1, by the implicit function theorem, (u) lies in a neighbourhood of and depends analytically on u: Instantiating with s = i = n , we thus have for the characteristic function 
Using the expansion (17), as well as the estimates (14,16) of n and n , we nd n ( ) ! e ? 2 =2 : Thus the sequence f n g weakly converges to a Gaussian limit distribution.
Set Constructions. For the second theorem, we need a precise statement of the conditions for the generating function of components to be of logarithmic type.
First, we let 0 ( ; ; ), with > 0, > , and 0 < < 2 , denote the indented disk 0 ( ; ; ) = fz j jzj and jArg(z ? )j g: De nition 3 Let G(z) be a generating function which is analytic at 0 and has a unique dominant singularity on its circle of convergence. We say that G(z) is a logarithmic function (with dominant singularity , multiplier a, and constant K) if it is analytic inside a domain 0 , and there we have G(z) = a log 1 1 ? z= + K + o (log 1 1 ? z= ) ?1 ; (19) as z ! .
Note. An oversight in our earlier work 12] lead us to pose a de nition of a logarihmic function that is a little too loose. Theorem 2 Consider the probability distributions de ned by the bivariate generating function P(z; u) = exp(uC(z)): (20) Assume that C(z) is a logarithmic function with multiplier a. Then the random variable n associated to the P n;k converges weakly to a limiting Gaussian distribution. The mean n and variance 2 n of n satisfy, as n ! 1 n a log n and 2 n a log n : Proof. Let be the dominant singularity of C(z), and set C(z) = a log 1 1 ? z= + R(z):
Then P(z; u) is of the form P(z; u) = exp(uR(z)) 1
(1 ? z= ) au : By virtue of singularity analysis, this gives P n = ?n n a?1 e K =?(a) (1+o(1= log n)). The asymptotic forms of n and n follow through an identical argument.
Considering u as a parameter, we derive in the same vein p n (u) = ?n n au?1 e uK ?(au)
(1 + o( 1 log n )): This estimation is uniform, for u in a su ciently small complex neighbourhood of 1. Thus we have p n (e s ) P n = n a(e s ?1) (1 + o( 1 log n )): Now i = n tends to 0 when n tends to in nity, so p n (e i = n ) p n (1) = exp a log n ( i 
Substituting the values of n and 2 n , we get n ( ) e ?i n = n p n (e i = n ) P n ! e ? 2 =2 ;
which implies the weak convergence of f n g to a Gaussian limit distribution.
The proof technique of 12] consisted in going back to the original Hankel contour that is at the basis of singularity analysis methods. The proof outlined here takes advantage of the uniformity of estimates provided by singularity analysis.
Exponential Tails
Weak convergence of probability distributions to a limit provides information on distributions near their center (whence the denomination of \central limit theorems"). Such results are thus useful for characterizing relatively frequent cases. However, for applications to statistics, combinatorics or analysis of algorithms, it is often useful to characterize the rarity of extreme cases, or in other words, nd information on possible \large deviations" from the average. An important concept in this area is that of distributions with an exponential tail. It turns out that distributions considered in this paper all have exponential tails, so that large deviations are extremely unlikely, and have lower probability of occurrence than would be predicted from a Chebyshev moment inequality of arbitrary order.
De nition 4 Let Y be a normalized random variable with mean 0 and standard deviation 1. We say that Y has an exponential tail with parameter < 1 if 9C > 0; 8k > 0; Pr(jY j > k) < C k : Similarly, if fY n g n 0 is a sequence of normalized random variables, we say that fY n g n 0 has an exponential tail with parameter < 1 if 9C > 0; 8k > 0; 8n; Pr(jY n j > k) < C k :
The last part of the de nition is therefore a uniform version of the rst one. We also extend the de nition to unnormalized variables: a sequence n of random variables is said to have an exponential tail whenever the normalized sequence n itself has an exponential tail. Variables with an exponential tail have exponentially vanishing probability of large deviations from expected values.
Observe rst that weak convergence of a sequence fY n g to a limit Y with an exponential tail (e.g., a Gaussian distribution) does not necessarily entail that the Y n themselves have an exponential tail according to the de nition above: It su ces to consider a probability distribution with mass 1=n concentrated at point x = p n, and everywhere else with a Gaussian density normalized by a factor of 1?1=n. Exponential tail estimates are therefore a useful complement to weak convergence results. (ii). Similarly, for a sequence fY n g with Laplace transforms M n ( ), if we have 9C > 0; 8n; M n ( ) < C ; for all in some nite interval 0 ; 1 ] around 0, then the sequence fY n g admits an exponential tail in the sense of our de nition. A nice consequence of analytic estimates derived in Section 3 is that we get with little additional work exponential tail results for combinatorial distributions that admit a Gaussian limiting law. k is an integer, a real number 0. Assume that C(z) is 1{regular. Let n be the random variable with probability generating function p n (u)=p n (1). Then the sequence of random variables n admits an exponential tail.
Proof. Let M n ( ) denote the Laplace transform of n , M n ( ) = e ? n = n E(e n = n ) = e ? n = n p n (e = n ) P n :
Using the same estimate as in proof of Theorem 1, we nd Along the same principle of proof, we can add an exponential tail result to Theorem 2.
Theorem 4 Let p n (u) be de ned by X n p n (u)z n = exp(uC(z))
where C(z) is a logarithmic function. Then the sequence of random variables n , with generating function p n (u)=p n (1), admits an exponential tail.
Proof. We have the counterpart of Eq. (21), e ? n = n p n (e = n ) p n (1) = exp (a log n ? n )( n ) + O(
The proof now relies on the fact that the error terms of n ? a log n are much smaller than n and on the fact that 2 n is of order log n. Thus for in a xed interval I, M n ( ) remains uniformly bounded.
As a conclusion, notice that it is also possible to derive superexponential bounds 3 with the same methods. An alternative approach to the problem could be to consider asymptotic estimates for densities (\local limit theorems"), in the style of Bender 1] . This may involve, however, rather delicate estimates away from the center.
Exponential tail results should prove su cient for many practical applications. For instance, the rst non trivial upper bound on the height of binary search trees was obtained by Robson 24] using exponential tail properties of Stirling numbers of the rst kind (in that case explicit generating functions are available and the analysis is therefore easier).
Examples and Extensions
There are many cases of applications of the techniques reviewed here, owing to the generality of the combinatorial schemas under consideration. A small sample is given below and we also indicate a few directions into which our results could be extended. ; where u marks the number of blocks. The corresponding distribution is P n;k = k! S n;k , with S n;k a Stirling number of the second kind, and P n is sometimes referred to as a \preferential arrangement" or \surjection" number. From Theorem 1, the P n;k are asymptotically normal, with exponential tails (Theorem 3). This example is well known and asymptotic normality already follows from Bender's results 1].
If we consider instead cyclic partitions of an n{set, we are lead to a generating function log 1 1 ? u(e z ? 1) ; which does not fall into Bender's class. The enumeration sequence becomes P n;k = (k ? 1)!S n;k . From the logarithmic case of Theorem 1 ( = 0; k = 1), the distribution of the number of blocks is again asymptotically Gaussian, and from Theorem 3 it has exponential tails.
The mean and the variance of the number of blocks in an n{partition satisfy n 1 2 log 2 n; 2 n 1 4 log 2 2 ? 1 4 log 2 n;
in both the sequence and cycle cases. (24) corresponding to cycles of trees and trees of cycles. Here, trees are binary, labelled and non{plane:
The case of ( (z)) is an application of Theorems 1 and 3, with (z) being 1-regular ( (1= p 2) = p 2 > 1). The case of ( (z)) illustrates an extension to negative exponents ( = ? 1 2 ) of Theorems 1 and 3.
2
Variations on analytic conditions. The methods developed in the previous sections are applicable to a variety of analytic schemes. We may allow various types of modi cations in the basic schemes considered so far|a typical example being the functionals attached to unlabelled constructions in the next subsection|as well as allowing for \error terms" of various sorts. An easy qualitative analysis of generating functions provides, in a large number of cases, direct proofs of Gaussian approximations and exponential tails estimates for combinatorial enumerations.
The general methodology appears to be quite robust and we proceed to indicate a few direct extensions whose proofs follow the same path.
One class of applications concerns composite structures with structural de nitions of the type there only a dominant algebraico{logarithmic singularity, it plays the rôle of a small perturbation, and distributions remain Gaussian in the limit, with exponential tails.
Situations where multiple dominant singularities (of the proper type) appear can also be treated by our methods, just using composite Hankel contours. The net result, valid for Theorems 1 to 4, is still the occurrence of Gaussian limit distributions and exponential tails. where C(z) is the components generating function, and u marks the number of components. The asymptotic distribution of the number of components remains Gaussian provided that C(z) is a 1-regular function. For example, we can take for C(z) the generating function (z) of (24) . We nd that the number of components in a semipermutation has a distribution which is asymptotically Gaussian, with mean n n=3 and variance 2 n 0:88n. Goncharov's well known result states that the associated n (the distribution of Stirling numbers of the rst kind) is asymptotically normal, with mean and variance asymptotic to log n.
Consider the distribution of the number of cycles in a permutation where all cycles are restricted to have odd length. The analytic form is exp u 2 (log 1 + z 1 ? z ) : We now have two dominant singularities at z = 1, but combining local expansions at 1, one still derives the Gaussian property, with mean and variance asymptotic to 1 2 log n.
Similarly, these asymptotic properties of the distribution are preserved for the number of cycles of odd length in general permutations, which corresponds to the generating function 1 T(u; z) has dominant singularity at (u) = 1=(u + 2). The conjugate root at z = 1=(u ? 2) introduces only a small perturbation. Using a natural extension of the proof of Theorem 1 adapted to = ?1=2, we can derive a Gaussian limit distribution for this parameter 4 . 2 Unlabelled structures. Unlabelled constructions like set, multiset or cycle, lead to schemes that involve the component generating function taken at points of the form z`(see Figure 1) . Under frequently satis ed conditions, the terms C(z`) with` 2 only tend to modify (additive or multiplicative) constants in singular expansions of generating functions. This situation is well known in graphical enumerations 16].
Theorem 5 Consider the probability distributions de ned by the bivariate generating function 5 P(z; u) = log 1 ? u`C(z`) ; (25) which corresponds to an unlabelled cycle construction. Assume that C(z) is 1{regular, and also that the smallest positive root of the equation C(x) = 1 satis es < 1. Then the random variable n associated to the P n;k has mean n and variance 2 n that satisfy n c 1 n and 2 n c 2 n (n ! +1):
Furthermore n converges weakly to a limiting Gaussian distribution, and it admits exponential tails.
Proof. The condition < 1 implies that P(z; u) is driven by its rst term, namely log(1 ? uC(z)) ?1 . From that same condition, we see that each of the remaining term in the expansion (25) is analytic in a polydisc juj 1 + and jzj + for some xed > 0, where we can also impose the conditions ( + )(1 + ) < 1 ? . Moreover, for` 2, jC(z`)j < K jzj`when jzj + for 4 Actually, stronger multivariate normal distribution results are known for simple families of trees, as can be seen through Lagrange inversion and reduction to multinomial distributions. The present example is only meant to illustrate a simple application to certain generating functions with algebraic singularities when the variables u and z need not be \separated". 5 In this formula (n) represents Euler's totient function, i.e., the number of integers in the interval 1; n ? 1] that are coprime to n. Example 8. Polynomial factorization. It is well known that the distribution of the number of prime factors in a random integer from the interval 1; n] is asymptotically normal. This is classically known as the Erd} os{Kac theorem. As a consequence of Theorem 6, the authors derived in 12] an \Erd} os{Kac theorem" for polynomials over nite elds: The number of irreducible factors in a random monic polynomial of large degree over GF(q) tends to a limiting Gaussian distribution.
An exponential tail property also holds in such a case. 2 
Conclusion
Many combinatorial schemes are now known to be at the origin of limit distributions, with the simplest cases leading to Gaussian, Poisson, geometric or other classical distributions. The nature of laws arising in non recursive structures generated by sequence, cycle, and set construction is at present better understood and we can foresee a typology emerging from the discussion of 9, 27] .
At the same time, results about counting, and mean values are even decidable for suitable classes of combinatorial problems, as shown in 10]. In a related context, that of so called Zero{One laws and asymptotic laws, large classes of enumerative problems in logic are known to have asymptotic distributions in the limit (the limits are often from the set f0; 1g, whence the name). We refer the reader to the works of Lynch 21] regarding random mappings or Compton 6] regarding general logical frameworks.
The classi cation of distributions that arise in recursive structures represents an appreciably more di cult problem. For instance, path length in planar trees and in binary search trees are described by the two functional equations P(z; u) = z 1 ? P(zu; u) and @P(z; u) @z = (P(zu; u)) 2 :
It is only for the rst equation that we have an expression for the limit law since Louchard 20] derived a representation involving the Airy function. The second problem|which is identical to that of the distribution of costs for Quicksort|still represents an intriguing and (partly) open problem 17, 23, 25] .
