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Abstract
In this paper we present fast discrete collocation methods for Volterra integral equations of Hammerstein type, where the Laplace
transform of the kernel is known a priori. To compute the numerical solution over Nt time steps, the constructed methods require
O(Nt log(Nt )) operations, O(log(Nt )) memory and preserve the order of accuracy of the corresponding exact collocation methods.
The numerical experiments conﬁrm the expected accuracy and the computational cost.
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1. Introduction
Volterra integral equations (VIEs) arise in great many branches of science. For example they are models of epidemic
diffusion, population dynamics, reaction-diffusion in small cells, and in general of evolutionary phenomena incor-
porating memory. Of particular interest are Volterra integral equations of Hammerstein type, in fact several authors
investigated on the construction of stable, accurate and fast numerical methods for these kind of equations, see for
example [6,7] and the related bibliography. In many applications, for example in chemical absorption kinetics [9], in
the determination of nonreﬂecting boundary conditions [8,10], and in general in situations when Laplace transform
technique is used to reduce systems of ordinary or partial differential equations inVIEs, the equation is of Hammerstein
type
y(t) = f (t) +
∫ t
0
k(t − )g(y()) d t ∈ [0, T ], (1.1)
where only the Laplace transform of the kernel K(s) rather than the convolution kernel itself is known a priori. The
functions f , g are assumed to be sufﬁciently smooth on [0, T ] so that the solution y(t) is smooth, too. It is well known
that in general the numerical treatment of a Volterra integral equation leads to a high computational cost, since, for
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each time step, we have to compute the “lag term”, which contains the past history of the phenomenon. In order to
compute the numerical solution of (1.1) with a classical numerical method over Nt time steps O(N2t ) operations and
O(Nt ) memory would be required (see [5]). In the special case of convolution-type equations a fast algorithm with a
computational cost of O(Nt (log Nt)2) was proposed in [7].
In this work we construct fast discrete collocation methods for Eq. (1.1), which directly involve the evaluations of
the Laplace transform of the kernel, using the basic idea underlying the quadrature formulas proposed in [10]. It will
be shown that these methods, as in [10], can be implemented with a computational cost of O(Nt log Nt) operations
and O(log Nt) memory. Moreover, they keep the same order of accuracy of the corresponding classical collocation
methods.
In Section 2, after brieﬂy reviewing the basic formulas used in [10] and recalling the classical m-point collocation
methods, we give the detailed construction of the fast collocation methods and the calculation of the computational
cost. The error analysis is given in Section 3.
Section 4 contains numerical results for some signiﬁcant test examples taken from the literature, which conﬁrm the
expected accuracy and computational cost of the constructed methods. In Section 5 some concluding remarks and open
problems are reported.
2. Fast collocation methods
We want to solve Eq. (1.1) by an m-point discrete collocation method. Only for ease of exposition we shall refer to
the linearized form of (1.1)
y(t) = f (t) +
∫ t
0
k(t − )y() d, t ∈ [0, T ], (2.1)
since it is possible to extend in a natural way the same results to the more general equation (1.1).
Let us ﬁx m collocation parameters 0c1 < · · ·<cm1 and a uniform mesh Ih = {tn := nh, n = 0, . . . , Nt ,
h0, Nth = T } on [0, T ]. The integral equation (2.1) can be rewritten, by relating it to this mesh, as
y(t) = Fn(t) +
∫ t
tn
k(t − )y() d, t ∈ (tn, tn+1], (2.2)
where
Fn(t) := f (t) +
∫ tn
0
k(t − )y() d (2.3)
represents the “lag term” and the integral over [tn, t] represents the “increment term”.
We approximate the exact solution of (2.2) by an element in the nonsmooth piecewise polynomial space:
S
(−1)
m−1(Ih) = {u : un(t) := u(t)|t∈(tn,tn+1] ∈ m−1, n = 0, . . . , Nt − 1}. (2.4)
Setting tn,i := {tn + cih, n= 0, . . . , Nt − 1, i = 1, . . . , m} and Yn,i := un(tn,i), the restriction of u to each subinterval
(tn, tn+1] can be written as
un(tn + h) =
m∑
i=1
Li()Yn,i ,  ∈ (0, 1], n = 0, . . . , Nt − 1, (2.5)
where Li() is the ith Lagrange fundamental polynomial with respect to the c1, . . . , cm.
The m unknowns Yn,i are the solution of the linear system
Yn,i = F¯n(tn,i) +
∫ tn,i
tn
k(tn,i − )un() d, i = 1, . . . , m (2.6)
obtained by imposing that u satisﬁes the integral equation (2.2) at the collocation points tn,i . Here
F¯n(t) = f (t) +
∫ tn
0
k(t − )u() d (2.7)
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represents the approximation to the exact lag term (2.3). In order to obtain a discrete collocation method we have to
choose suitable quadrature formulas to approximate the integrals in (2.6) and (2.7). For the peculiarity of Eq. (1.1), the
quadrature formulas have to involve the evaluations of the Laplace transform of the kernel. In this work, taking into
account of this feature, and using, for the computation of (2.6) and (2.7), a generalization of the quadrature formulas
proposed in [10], we obtain methods whose computational cost is O(Nt log Nt) instead of O(N2t ) operations, and
whose order of accuracy is the same as the corresponding exact collocation method.
2.1. Preliminaries
The basic idea of the fast algorithm in [10] is to approximate the kernel k(t) over an interval [0, T ] using the
inverse Laplace transform approximation introduced in [11,12], consisting of sums of exponentials only involving the
evaluations of the Laplace transform K(s). Instead of a uniform approximation over the interval [0, T ] [11,12], a local
approximation on a suitable sequence of fast growing intervals Il = [Bl−1h, (2Bl − 1)h] covering [h, T ], where B is
an integer, is required and so
k(t) = 1
2i
∫
l
K()et d ≈
N∑
j=−N
(l)j K(
(l)
j )e
t(l)j , t ∈ Il , (2.8)
where l is a suitably chosen Talbot contour and the weights (l)j are obtained by applying the trapezoidal rule to a
parametrization of the contour integral on l . The number of quadrature points, 2N + 1, chosen on l is independent
of l, and it is much smaller than would be required for a uniform approximation on the whole interval [0, T ]. What is
more, by using an M nodes trapezoidal rule, the resulting error satisﬁes
‖E(t)‖t∈Il = O(e−c
√
M). (2.9)
For a deﬁnite integral
∫ b
a
k(t − )y() d, if [t − a, t − b] ⊆ Il , using (2.8) we obtain
∫ b
a
k(t − )y() d ≈
N∑
j=−N
(l)j K(
(l)
j )e
(t−b)(l)j
∫ b
a
e
(b−)(l)j y() d
and thus, setting z(b, a, ) = ∫ b
a
e(b−)y() d, we have
∫ b
a
k(t − )y() d ≈
N∑
j=−N
(l)j K(
(l)
j )e
(t−b)(l)j z(b, a, (l)j ). (2.10)
Note that z(b, a, ) can be recognized as the solution at time b of the scalar linear initial value problem{
z′ = z + y,
z(a) = 0. (2.11)
The idea proposed in [10] to reduce the computational cost is based on a new organization in the computation of the
function z through a one-step formula for evaluating the function z at the mesh points from a to b which exploits its
evaluations at the previous time steps.
Remark 2.1. Since
∫ b
a
k(t − )y() d= (1/2i) ∫l K()e(t−b)z(b, a, ) d, formula (2.10) represents the approx-
imation of the inverse Laplace transform of the function K()z(b, a, ) with formula (2.8). Thus, according to (2.9),
the error of the quadrature formula (2.10) satisﬁes∣∣∣∣∣∣
∫ b
a
k(t − )y() d−
N∑
j=−N
(l)j K(
(l)
j )e
(t−b)(l)j z(b, a, (l)j )
∣∣∣∣∣∣= O(e−c
√
M). (2.12)
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2.2. Fast computation of lag terms
Wewant to use formula (2.10) to approximate lag terms (2.7) at collocation points tn,i , i=1, . . . , m, n=0, . . . , Nt−1.
Intervals Il then need to be modiﬁed according to I¯l = [Bl−1h + (c1 − 1)h, (2Bl − 1)h + (cm − 1)h]. As in [10] we
consider L as the smallest integer for which tn+1 < 2BLh and, for l = 1, 2, . . . , L− 1, we determine the integer ql1
such that l = qlBLh satisﬁes tn+1 − l ∈ [Blh, (2Bl − 1)h], with 0 = tn and L = 0. Thus the integral over [0, tn] in
(2.7) is split into the following way:
F¯n(tn,i) = f (tn,i) +
L∑
l=1
∫ l−1
l
k(tn,i − )u() d.
It is easy to verify that [tn,i − l−1, tn,i − l] ⊆ I˜l , thus it is possible to use the approximation (2.10), obtaining
∫ l−1
l
k(tn,i − )u() ≈
N∑
j=−N
(l)j K(
(l)
j )e
(tn,i−l−1)(l)j z(l−1, l , (l)j ) (2.13)
and thus
F¯n(tn,i) ≈ F¯n,i := f (tn,i) +
L∑
l=1
N∑
j=−N
(l)j K(
(l)
j )e
(tn,i−l−1)(l)j z(l−1, l , (l)j ),
i = 1, . . . , m, (2.14)
where the function z(b, a, ) = ∫ b
a
e(b−)u() d represents the solution at time b of the scalar linear initial value
problem{
z′(t) = z(t) + u(t),
z(a) = 0, t ∈ [a, b]. (2.15)
Adirect implementation of formula (2.14)would still lead to a computational cost ofO(N2t ).To reduce the computational
cost we split the interval [a, b] in subintervals [a + tk, a + tk+1], k = 0, . . . , n¯ − 1, n¯ = (b − a)/h. We denote with zk
the exact solution at point a + tk . Differential problem (2.15), restricted to each of these subintervals reads{
z′(t) = z(t) + u(t),
z(a + tk) = zk, t ∈ [a + tk, a + tk+1] (2.16)
whose exact solution is
zk+1 = ehzk + h
∫ 1
0
e(1−)hu(a + tk + h) d, k = 0, . . . , n¯ − 1. (2.17)
Denoting by Y˜k,r = u(a + tk,r ) and using (2.5), we obtain{
zk+1 = eh
(
zk + h
m−1∑
s=0
Is(h)
m∑
r=1
(−1)m−1−sr,m−1−sBr Y˜k,r
)
, k = 0, . . . , n¯ − 1,
z0 = 0,
(2.18)
where we have set⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Br =
m

s=1
r =s
1
cr − cs ,
r,0 = 1, r,i =
m∑
nk =r
n1<···<ni=1
cn1cn2 , . . . , cni
Is(h) =
∫ 1
0 e
−hs d s = 0, . . . , m − 1.
(2.19)
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The integrals Is(h) can be computed exactly via the following recursive formula:⎧⎪⎨
⎪⎩
I0(h) = 1 − e
−h
h
Is(h) = −e
−h
h
+ s
h
Is−1(h), s = 1, . . . , m − 1.
(2.20)
Note that for each collocation point we have to compute the solution of the same differential problem. Thus the number
of differential problems that have to be solved is independent of the number m of collocation points.
Nowweanalyse the computational cost of lag terms computation given by (2.14) and (2.18).Observe that computation
of zk+1 through (2.18) only requires the value zk of z at the previous step and values Y˜k,r . So we do not need to keep
in memory all the past values, thus it leads to a memory requirement of O(logB Nt).
Formula (2.18) determining z(t, , (l)j ) can be advanced by one step for all required values (l)j , j = −N, . . . , N ,
on all Talbot contours in every time step tn → tn+1. In this way we obtain the same computational scheme of [10]
whose computational cost is proportional to MNtLt , where Nt is the number of time steps, Lt logB Nt is the number
of different contours and M is the number of quadrature points on each contour. As it will be speciﬁed in Remark
2.2 the method proposed in [10] can be recognized as a fast discrete collocation method with collocation parameters
c1 = 0 and c2 = 1. On the contrary in our case we have m collocation parameters, hence the lag terms (2.14) have
to be computed for i = l, . . . , m and computation of (2.18) requires a double summation over m. Thus we obtain the
same computational cost of the method proposed in [10] except for a multiplicative factor of m + m2. As m is ﬁxed
and independent of Nt (generally in concrete applications it is m4), the total cost of the lag terms computation is
O(Nt logBNt ).
2.3. Computation of the increment term
In this section we develop formulas for approximation of the increment term in (2.6) as∫ tn,i
tn
k(tn,i − )un() d=
∫ cih
0
k(cih − )un(tn + ) d, i = 1, . . . , m.
substituting the expression (2.5) for the piecewise polynomial u(t) and expanding the Lagrange fundamental polyno-
mials as powers of , we obtain
∫ tn,i
tn
k(tn,i − )un() d=
m∑
r=1
BrYn,r
m−1∑
s=0
(−1)m−1−sr,m−1−s
hs
×
∫ cih
0
k(cih − )sd, i = 1, . . . , m, (2.21)
where Br and r,n are given by (2.19). Since∫ cih
0
k(cih − )s d= q(cih),
where q(t) represents the inverse Laplace transform of Q() = K()s!/s+1, approximation (2.8) leads to
∫ cih
0
k(cih − )s d ≈
N∑
j=−N
j
s!
s+1j
K(j )e
cihj =: 	i,s . (2.22)
Finally, the increment term approximation becomes
∫ tn,i
tn
k(tn,i − )un() d ≈
m∑
r=1
(
Br
m−1∑
s=0
(−1)m−1−sr,m−1−s
hs
	i,s
)
Yn,r , i = 1, . . . , m. (2.23)
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2.4. Determination of the approximate solution
Previously we determined formulas (2.14), (2.18)–(2.20) and (2.22)–(2.23) to approximate, respectively, the lag term
and the increment term of (2.6). Thus the approximate solution of (2.1) is
u¯n(tn + h) =
m∑
i=1
Li()Y¯n,i ,  ∈ (0, 1], n = 0, . . . , Nt − 1, (2.24)
where Y¯n,i are given by the solution of the linear system
Y¯n,i = F¯n,i +
m∑
r=1
di,r Y¯n,r , i = 1, . . . , m, (2.25)
where
di,r = Br
m−1∑
s=0
(−1)m−1−sr,m−1−s
hs
	i,s . (2.26)
Setting D = (di,r)i, r = 1, . . . , m and Y¯n = (Y¯n,1, . . . , Y¯n,m)T, F¯n = (F¯n,1, . . . , F¯n,m)T, linear system (2.25) can be
written in a matrix form as
(I − D)Y¯n = F¯n (2.27)
for each n = 0, . . . , Nt−1, where I denotes the identity matrix of order m.
Obviously, approximate solution of (2.1) at the mesh points is obtained by setting = 1 in the expression (2.24).
Remark 2.2. A special case occurs when c1 = 0, cm = 1, because, setting Y¯n,1 = Y¯n−1,m, linear system (2.25) has to
be solved for Y¯n,i , i = 2, . . . , m. In particular, if m = 2 (2.14), (2.24)–(2.26) reproduce the approximate solution of
(2.1) obtained by applying a direct quadrature method which straight-forwardly employs the fast quadrature formula
of [10].
The linear system (2.27) is characterized by a nonstructured full coefﬁcient matrix I − D of order m.
Theorem 2.3. Assume that f and k in VIE (2.1) are continuous. Then there exists an h¯ > 0 so that for any mesh Ih
with h ∈ (0, h¯) linear system (2.27) has a unique solution.
Proof. Let D=hD1, it is easy to prove that elements of the matrix D1 are all bounded. Inverse of matrix I−hD1 exists
whenever h‖D1‖< 1 for some matrix norm (see [1, p. 492]). This clearly holds when h is sufﬁciently small. 
As observed in [4], in concrete applications the value of m does not usually exceed m = 4. This allows us to solve
the linear system (2.27) with a direct method obtaining a computational cost over Nt time steps proportional to m3Nt ,
and thus of O(Nt ).
Remark 2.4. Observe that whenVIE is of theHammerstein type (1.1), (2.24) still holds where Y¯n,i are now the solution
of the nonlinear system
Y¯n,i = F¯n,i +
m∑
r=1
di,rg(Y¯n,i), i = 1, . . . , m, (2.28)
where F¯n,i is given by (2.14), (2.18), by replacing Y˜k,r with g(Y˜k,r ). Such system can be solved by an iterative method
with a computational cost over Nt time steps proportional to m2kNt , where k represents the number of iterations
required. Thus, as in the linear case, cost for solving the nonlinear system is O(Nt ).
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Remark 2.5. As concerns the total computational cost of the fast collocation method, we observe that it consists of cost
of lag terms computation and the cost of the increment term, which includes the resolution of the (non)linear system
(2.27)–(2.28). From what we mentioned above and in Section 2.2, it follows that the total cost of the fast collocation
method is O(Nt log Nt).
3. Error analysis
The fast collocation method described in Section 2 is a discretized collocation method based on quadrature formula
(2.14) for the lag term and (2.23) for the increment term. In order to give an upper bound for the total error of the
discrete collocation method, we need the following result:
Lemma 3.1. Let
E
(i)
n,l[u] =
∫ l−1
l
k(tn,i − )u() −
N∑
j=−N
(l)j K(
(l)
j )e
(tn,i−l−1)(l)j z(l−1, l , (l)j ),
E(i)n,n[u] =
∫ tn,i
tn
k(tn,i − )un() d−
m∑
r=1
(
Br
m−1∑
s=0
(−1)m−1−sr,m−1−s
hs
	i,s
)
Yn,r ,
respectively, denote the error of the quadrature formulas (2.13) and (2.23). Then
|E(i)n,l[u]| = O(e−c
√
M), (3.1)
|E(i)n,n[u]| = O(e−c
√
M). (3.2)
Proof. It immediately follows from (2.12) that |E(i)n,l[u]| = O(e−c
√
M). Moreover, observing that 	i,s are obtained by
a direct application of (2.8) to the function (s!/s+1)K(), we obtain |E(i)n,n[u]| = O(e−c
√
M). 
We are now ready to prove the following theorem.
Theorem 3.2. Let u¯(t) be the approximate solution of (2.1) obtained through discrete collocation method (2.14),
(2.24)–(2.26). Then the error e¯(t) = y(t) − u¯(t) satisﬁes
‖e¯‖∞ = O(hm) (3.3)
for every choice of the collocation parameters 0c1 < · · ·<cm1 with sufﬁciently large number M of points on the
Talbot contour.
Proof. Denoting by u the solution of the exact collocation method we have
|e¯(t)| |y(t) − u(t)| + |u(t) − u¯(t)| = |e(t)| + |
(t)| t ∈ [0, T ].
It is known (see [5]) that |e(t)|C1hm uniformly on [0, T ]. Let 
n(t) denote the restriction of 
(t) to the subinterval
(tn, tn+1], n = 0, . . . , Nt − 1. Subtracting (2.25) from (2.6), we obtain

n(tn,i) =
m∑
r=1
di,r
n(tn,r ) + h
n−1∑
k=0
m∑
r=1
q
(n,k)
i,r 
k(tk,r ) + E(i)n,n[u] +
L∑
l=1
E
(i)
n,l[u], i = 1, . . . , m,
(3.4)
where
q
(n,k)
i,r =
N∑
j=−N
(l)j K(
(l)
j )
∫ 1
0
e
(n−k+ci−)h(l)j Lr() d, k = 0, . . . , n − 1, i, r = 1, . . . , m.
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From this point, the proof is similar to that of Theorem 5.3.4 in [5] and hence we shall provide only a sketch of the
main steps. By writing down equation (3.4) in vectorial form, and using Lemma 3.1, we obtain the discrete Gronwall
inequality
‖n‖1hC3
n−1∑
k=0
‖k‖1 + C2e−c
√
M
, (3.5)
where k = (
k(tk,1), . . . , 
k(tk,m))T. Using the Gronwall result ([5, Corollary 1.5.2]) for (3.5), it follows that
‖
‖∞C2e−c
√
M and hence, by choosing M such that C2e−c
√
MC1hm, the assertion of Theorem 3.2 now
follows. 
Since the error due to the approximation of the inverse Laplace transform decreases exponentially with M it is
sufﬁcient to ﬁx a not too high number of points on the Talbot contour in order to make this error negligible. Moreover,
if M → +∞, that is the formula for approximating the inverse Laplace transform is exact, we return to the exact
collocation method.
Remark 3.3. Obviously it is possible to achieve local superconvergence at the mesh points by opportunely choosing
the collocation parameters ci , and sufﬁciently large M , in analogy to [5, Theorem 5.3.3]:
(a) If the collocation parameters are the Radau II points for (0,1], then we have
max
tn∈Ih
|e¯(tn)| = O(h2m−1).
(b) If the collocation parameters are the Lobatto points for [0,1], then we obtain
max
tn∈Ih
|e¯(tn)| = O(h2m−2).
(c) If the ﬁrst m − 1 collocation parameters are the Gauss points for (0,1) and cm = 1, then we obtain
max
tn∈Ih
|e¯(tn)| = O(h2m−2).
4. Numerical illustration
In this section we illustrate the performances of the fast m-point collocation methods in order to validate the error
estimation proved in Theorem 3.2 and the reduction of the computational cost to O(Nt logB Nt). The fast collocation
methods have been implemented in MATLAB and the numerical experiments have been performed on three test
problems:
• The linear Volterra integral equation
y(t) = et +
∫ t
0
2 cos(t − )y() d t ∈ [0, 1], (4.1)
with K(s) = 2s/1 + s2 and exact solution y(t) = et (1 + t)2,
• The nonlinear equation given in [7], arising in the analysis of neural networks with post inhibitory rebound,
y(t) = 1 +
∫ t
0
(t − )3(4 − t + )e−t+ y
4()
1 + 2y2() + 2y4() d, t ∈ [0, 10], (4.2)
with K(s) = 24s/(1 + s)5 and reference solution y(10) = 1.25995582337233,
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• The Abel equation given in [9], arising in chemical absorption kinetics,
y(t) = y0 − 

∫ t
0
k(t − ) y()
1 + y()0.75 d, t ∈ [0, 1] (4.3)
with y0 = 10, = 1, = 10−2, K(s)= 1/
√
s/ tanh(
√
s/)− 1/s/ reference solution y(1)= 1.65087150782378.
The following fast collocation methods for the approximation of the solution of each equation have been used, where
p denotes the order of the method:
L2 : 2 points Lobatto collocation (c1 = 0, c2 = 1), p = 2,
R2 : 2 points Radau II collocation (c1 = 1/3, c2 = 1), p = 3,
L3 : 3 points Lobatto collocation (c1 = 0, c2 = 1/2, c3 = 1), p = 4,
R3 : 3 points Radau II collocation (c1 = 4 −
√
6/10, c2 = 4 +
√
6/10, c3 = 1), p = 5,
G4 : 3 points Gauss collocation +c4 = 1(c1 = 5 −
√
15/10, c2 = 1/2, c3 = 5 +
√
15)/10), p = 6.
The accuracy is deﬁned by the number of correct signiﬁcant digits cd at the end point (the maximal absolute end point
error is written as 10−cd ). The order of the method is estimated with the formula, p(h)= (cd(h)− cd(2h))/log102 for
a ﬁxed h. For each test we plot the number of cd versus Nt .
Figs. 1–2 and results listed in Table 1 clearly show that our methods produce the desidered order according to
Remark 3.3 since the functions involved are sufﬁciently regular. Only for Eq. (4.3), as Fig. 3 shows, the meth-
ods do not achieve the expected order since the inverse Laplace transform of K(s) has a weak singularity of
Abel type.
In order to verify that our methods have a computational cost of order O(Nt logB Nt), in Fig. 4 we plot the cpu time
in seconds versus Nt obtained from an Intel Pentium 4/3,2GHz. The experiments have been made on the test example
(4.1), enlarging the integration interval to t ∈ [0, 200]. The rhombuses correspond to the fast collocation method G4,
and in the picture it clearly appears that the computational cost is between the cost of an algorithm of order O(Nt ) and
one of order O(N2t ). More precisely, our algorithm perfectly follows the behaviour of the dashed line, which represents
the function C1Nt logB Nt .
In order to show the gain in efﬁciency of the fast collocation method versus the classical one, in Fig. 5 we also plot the
cpu time obtained by the existing solver COLVI2 (see [2,3]), with the same collocation parameters of G4. We choose
COLVI2 because it is a FORTRAN implementation of an m-point classical collocation method and it is one of the most
Fig. 1. Number of correct signiﬁcant digits for test (4.1).
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Fig. 2. Number of correct signiﬁcant digits for test (4.2).
Table 1
Number of correct signiﬁcant digits for problem (4.2) at t = T = 10
Method Nt = 16 Nt = 32 Nt = 64 Nt = 128 P
(
h = 10128
)
L2 2.40 3.00 3.61 4.21 2.00
R2 4.24 5.11 6.01 6.92 2.98
L3 4.80 6.21 7.49 8.71 4.25
R3 5.68 7.06 8.54 10.03 4.89
G4 6.45 8.21 10.00 11.80 5.94
Fig. 3. Number of correct signiﬁcant digits for test (4.3).
used among the few available software for VIEs. The picture shows that, as we expected, the cpu time performed by
COLVI2 is clearly proportional to N2t . We can observe that at the beginning COLVI2 is more efﬁcient, but when Nt
increases (more precisely when Nt corresponds to a stepsize h = 1/50), the efﬁciency of the fast collocation method
becomes superior. Similar results occur with different test examples.
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Fig. 4. Computational cost.
Fig. 5. Fast collocation versus classical collocation.
5. Concluding remarks
Within the present work we are seeking to construct fast discrete collocation methods for Eq. (1.1), involving
evaluations of the Laplace transform of the kernel. The quadrature formulas used to discretize the integrals appearing
in the exact collocation method are a generalization of those introduced in [10] and can be implemented with the same
scheme, which leads the computational cost to O(Nt log Nt), the memory requirements to O(log Nt) and have an order
of accuracy which concides with the order of the exact collocation methods, as shown in Section 3. The numerical
experiments proposed in Section 4 clearly show that computational cost and the order of accuracy of our constructed
methods are those expected, also in the case when the VIE is of the Hammerstein type.
The methods presented in this paper are highly parallelizable and we think that they can be extended in a natural
way to systems of Volterra integral equations.
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