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Abstract. A bound state in the continuum (BIC) on a periodic structure sandwiched between
two homogeneous media is a guided mode with a frequency and a wavenumber such that propagating
plane waves with the same frequency and wavenumber exist in the homogeneous media. Optical BICs
are of significant current interest, since they have applications in lasing, sensing, filtering, switching,
and many light emission processes, but they cannot be excited by incident plane waves when the
structure consists of linear materials. In this paper, we study the diffraction of a plane wave by
a periodic structure with a second order nonlinearity, assuming the structure has a BIC and the
frequency and wavenumber of the incident wave are one half of those of the BIC. Based on a scaling
analysis and a perturbation theory, we show that the incident wave may induce a very strong second
harmonic wave dominated by the BIC, and also a fourth harmonic wave that cannot be ignored.
The perturbation theory reveals that the amplitude of the BIC is inversely proportional to a small
parameter depending on the amplitude of the incident wave and the nonlinear coefficient. In addition,
a system of four nonlinearly coupled Helmholtz equations (the four-wave model) is proposed to model
the nonlinear process. Numerical solutions of the four-wave model are presented for a periodic array
of circular cylinders and used to validate the perturbation results.
Key words. Bound states in the continuum, Harmonic generation, Helmholtz equations, Non-
linear optics.
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1. Introduction. The concept of bound state in the continuum (BIC) was origi-
nally introduced by von Neumann and Wigner for a quantum system [1]. For classical
waves, a BIC is a trapped or guided mode on a structure with a frequency at which
radiative waves carrying power to or from infinity also exist. Mathematically, a BIC
corresponds to an eigenvalue in the continuous spectrum. At the frequency of the BIC,
boundary value problems for given incident waves from infinity have no uniqueness
[2]. BICs have been studied for sound waves, linear water waves, and electromagnetic
waves (including light) based on Helmholtz and Maxwell’s equations. They exist
on different kind of structures including waveguides with local distortions [3], wave-
guides with lateral leaky channels [4], and periodic structures sandwiched between
two homogeneous media [2, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Some BICs exist because
they have a symmetry mismatch with radiative waves, and they are often regarded
as symmetry-protected [2, 3, 4, 5, 6, 8, 12]. Other BICs seem to decouple with the
radiative waves accidentally [14]. On periodic structures sandwiched between two ho-
mogeneous media, there could be BICs that propagate along the periodic directions
[6, 7, 9, 10, 11, 13]. These BICs are not protected by symmetry in the usual sense, but
in some cases, they depend strongly on the symmetry [15, 16]. Unlike the well-known
guided modes, a propagating BIC on a periodic structure exists above the lightline,
that is, it co-exists with plane waves in the homogeneous media for the same frequency
and a compatible wavevector. Recently, BICs have attracted much attention in optics
due to their interesting properties and potential applications [17]. Since the BICs are
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decoupled from the radiative waves, they cannot be excited by incident waves coming
from infinity. Bulgakov et al. [18] suggested to use the nonlinear optical Kerr effect
[19] to excite the BICs. However, with the Kerr effect, the BICs become nonlinear
[20] and the associated diffraction problem exhibits complicated optical bistability
and symmetry-breaking phenomena [21, 22].
In this paper, we study the excitation of BICs based on a second order nonlinear
process [19]. The second order nonlinearity gives quadratic nonlinear terms in the
Maxwell’s equations, and it is responsible for the second harmonic generation (SHG)
process, i.e, waves with frequency 2ω are generated when the incident wave is of
frequency ω. SHG is the first nonlinear process studied in the field of nonlinear optics
[23]. Most existing studies on SHG aim to increase the percentage of power converted
from the incident wave to the second harmonic wave [19]. Mathematical problems
associated with SHG have been studied more than two decades ago [24, 25, 26]. Our
objective is different. We aim to generate a wave field which is dominated by a BIC.
To excite a BIC on a periodic structure with frequency ω∗, we illuminate the structure
with an incident wave of fundamental frequency ω = ω∗/2. A second harmonic field
(of frequency 2ω = ω∗) is generated due to the second order nonlinearity. Part
of that second harmonic field is proportional to the BIC which does not leak out
power. Our objective is to determine the amplitude of that BIC. Using a perturbation
method, we show that the amplitude of the BIC is proportional to A/δ, where A is the
amplitude of the incident wave, δ = 3
√
Aγ1 is a dimensionless small parameter, and γ1
is the magnitude of a nonlinear coefficient (one element of the second order nonlinear
susceptibility tensor). In addition, we show that the fourth harmonic wave (with
frequency 2ω∗) cannot be ignored. The amplitude of the BIC can only be corrected
determined when the fourth harmonic is included in a coupled system. Therefore, the
BIC generation process is very different from the standard SHG process. To validate
the theoretical results, we present numerical results for a periodic array of nonlinear
circular cylinders.
The rest of this paper is organized as follows. In section 2, the governing equa-
tions, simplified models and boundary conditions are derived for two-dimensional (2D)
structures and the E polarization. A perturbation theory including a formula for the
coefficient of the BIC is developed in section 3. Numerical methods for solving a
nonlinear model with four frequencies are presented in section 4. Numerical solutions
of the nonlinear model are compared with the perturbation results in section 5. The
paper is concluded with some remarks in section 6.
2. Problem formulation. We consider a 2D lossless nonlinear non-dispersive
periodic structure which is invariant in the z direction, periodic in the y direction with
period L, and sandwiched between two identical linear homogeneous media (given in
x < −D and x > D respectively for a positive constant D). The structure is described
by a real dielectric function  = (x, y) and a real second order nonlinear susceptibility
tensor [19], both of which are periodic in y with period L. In addition, (x, y) = 0 > 0
and the nonlinear susceptibility tensor is zero for |x| > D. For the E polarization,
the electromagnetic fields are independent of z and the only nonzero component of
the electric field is its z component, denoted as Ez. In that case, the time-domain
Maxwell’s equations with a second order nonlinearity can be reduced to the following
scalar equation [19]
(2.1)
∂2Ez
∂x2
+
∂2Ez
∂y2
− 
c2
∂2Ez
∂t2
− γ
c2
∂2E2z
∂t2
= 0,
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where c is the speed of the light in vacuum and γ = γ(x, y) is one element of the
second order nonlinear susceptibility tensor.
For an incident wave with frequency ω (fundamental frequency), we can expand
the wave field in harmonic waves as
(2.2) Ez = Re
(
u1e
−iωt + u2e−2iωt + u3e−3iωt + u4e−4iωt + . . .
)
,
where u1 = u1(x, y) is the complex amplitude of the fundamental frequency wave,
and un = un(x, y) (n > 1) is the complex amplitude of the n-th order harmonic wave.
Substituting Eq. (2.2) into Eq. (2.1), we obtain the following infinite coupled system
of nonlinear equations:
(2.3) Lnun = −n
2k2
2
γ
(
n∑
m=1
umun−m + 2
∞∑
m=1
u¯mum+n
)
,
where u0 ≡ 0, k = ω/c, and
(2.4) Ln = ∂
2
∂x2
+
∂2
∂y2
+ n2k2.
The incident wave is assumed to be a plane wave given in the left linear homogeneous
medium:
(2.5) u
(i)
1 (x, y) = Ae
i(αx+βy), x < −D,
where A is the amplitude, (α, β) is a real wave vector, α > 0 and α2 + β2 = k20.
In practice, to solve the nonlinear diffraction problem associated with the above
incident wave, one has to truncate the infinite coupled system to a finite system. In
standard theories on SHG [24, 25, 26], high order harmonic waves are weak, and it is
sufficient to keep the fundamental frequency and second harmonic waves. Thus, the
infinite system is approximated by
L1u1 = −k2γu¯1u2,(2.6)
L2u2 = −2k2γu21.(2.7)
We refer the above system, (2.6)-(2.7), as the two-wave model. For many cases, the
second harmonic wave is much weaker than the fundamental frequency wave, so the
nonlinear coupling term in the right hand side of Eq. (2.6) can be ignored. In that case,
u1 satisfies a linear homogeneous Helmholtz equation and is unaffected by u2, and u2
satisfies a linear inhomogeneous Helmholtz equation with u21 in the right hand side of
Eq. (2.7) as a source term. This is the so-called un-depleted pump approximation.
We are interested in the case where the linear periodic structure (with the same
dielectric function  and a zero nonlinear susceptibility tensor) has a BIC u∗ with
frequency ω∗. The BIC satisfies the linear Helmholtz equation
(2.8)
∂2u∗
∂x2
+
∂2u∗
∂y2
+ k2∗u∗ = 0,
where k∗ = ω∗/c and u∗ decays to zero exponentially as |x| → ∞. Since the structure
is periodic in y, the BIC is a Bloch mode given as
(2.9) u∗(x, y) = eiβ∗yφ∗(x, y),
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where β∗ ∈ [−pi/L, pi/L] is the real Bloch wavenumber, and φ∗ is periodic in y with
period L. Importantly, the BIC is above the lightline, that is,
(2.10) k∗ > |β∗|/√0.
The above condition implies that α∗ =
√
k2∗0 − β2∗ is real and the plane waves
ei(β∗y±α∗x) can propagate to or from infinity in the surrounding linear media with
dielectric constant 0. In order to excite the BIC by the second order nonlinear effect,
we specify the frequency and wavevector of the incident wave given in Eq. (2.5) by
(2.11) ω =
ω∗
2
, β =
β∗
2
, α =
α∗
2
.
Since the nonlinear coefficient γ is very small for ordinary nonlinear optical mate-
rials, and the incident wave is normally not extremely strong, we are interested in the
regime for which the dimensionless quantity Aγ1 is small, where γ1 = max |γ(x, y)| is
magnitude of γ. In normal circumstances, this assumption implies that the third and
higher harmonics can be ignored and the two-wave model is accurate. Our case is
different, since the second harmonic wave contains a BIC which does not lose power
to infinity and there is no material dissipation. If we consider an initial value problem
by turning on the incident wave at t = 0, then the amplitude of the BIC in the second
harmonic wave is expected to increase with time. However, this amplitude can only
approach a finite limit as t→∞, since when the second harmonic wave is sufficiently
strong, its own SHG (generation of fourth harmonic wave from the second harmonic
wave) becomes important. In section 3, we show that it is necessary to keep the fourth
harmonic wave in the system. This leads to the following three-wave model:
L1u1 = −k2γu¯1u2,(2.12)
L2u2 = −2k2γ(u21 + 2u¯2u4),(2.13)
L4u4 = −8k2γu22.(2.14)
We can also keep u3 and use the following four-wave model:
L1u1 = −k2γ (u¯1u2 + u¯2u3 + u¯3u4) ,(2.15)
L2u2 = −2k2γ
(
u21 + 2u¯1u3 + 2u¯2u4
)
,(2.16)
L3u3 = −9k2γ (u1u2 + u¯1u4) ,(2.17)
L4u4 = −8k2γ
(
u22 + 2u1u3
)
.(2.18)
Since the medium for |x| > D is linear, i.e., γ(x, y) = 0 for |x| > D, the equations
for un, both the exact Eq. (2.3) and the approximate ones in the three- or four-
wave models, are reduced to linear homogeneous Helmholtz equations for |x| > D.
Therefore, we can set up transparent boundary conditions at x = ±D following the
standard practice [27, 28]. More precisely, for integer n ≥ 1, we let
(2.19) β(n)m = nβ +
2mpi
L
, α(n)m =
[
n2k20 − (β(n)m )2
]1/2
for all integers m, define a linear operator Tn such that
(2.20) Tneiβ(n)m y = iα(n)m eiβ
(n)
m y, for m = 0,±1,±2, . . . ,
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then the boundary conditions are
∂un
∂x
= Tnun, x = D, n ≥ 1,(2.21)
∂un
∂x
= −Tnun, x = −D, n ≥ 2.(2.22)
Notice that Eq. (2.22) is not valid for n = 1. Since there is an incident wave of
frequency ω given in the left homogeneous medium, the boundary condition of u1 at
x = −D should be
(2.23)
∂u1
∂x
= −T1u1 + 2iAαeiβy, x = −D.
Moreover, since the structure is periodic in y, all harmonic waves are quasi-
periodic in y, i.e.,
un(x, L/2) = e
inβLun(x,−L/2),(2.24)
∂yun(x, L/2) = e
inβL∂yun(x,−L/2).(2.25)
With boundary conditions (2.21)-(2.25), we can solve the truncated nonlinear systems,
such as the the four-wave model, in the following rectangular domain
(2.26) Ω = {(x, y) | −D < x < D, −L/2 < y < L/2} .
Assuming the nonlinear coefficient γ is real, then the two-, three- and four-wave
models are all energy conserving, in the sense that the power carried by the incident
wave equals the total power radiated out by the fundamental frequency wave and the
retained harmonic waves. For n ≥ 2, the power per period radiated out by un can be
calculated by integrating the x component of the complex Poynting vector at x = ±D
with respect to y, and up to a constant scaling, it is
(2.27) P outn =
1
2nk
∫ L/2
−L/2
Im
[
un
∂un
∂x
]x=D
x=−D
dy.
The power (per period) carried by the incident wave is
(2.28) P inc1 =
1
2k
∫ L/2
−L/2
Im
[
u
(i)
1
∂u
(i)
1
∂x
]
x=−D
dy =
αL|A|2
2k
.
For u1, we have a reflected wave u
(r)
1 and a transmitted wave u
(t)
1 satisfying u1 =
u
(i)
1 + u
(r)
1 for x < −D and u1 = u(t)1 for x > D. Thus, the power radiated out by the
fundamental frequency wave is
(2.29) P out1 =
1
2k
∫ L/2
−L/2
Im
{[
u
(t)
1
∂u
(t)
1
∂x
]
x=D
−
[
u
(r)
1
∂u
(r)
1
∂x
]
x=−D
}
dy.
The energy conservation property of the four-wave model is
(2.30) P inc1 =
4∑
n=1
P outn .
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To show this, we realize that
4∑
n=1
1
n
∫
Ω
unLnundxdy = −2k2
∫
Ω
γRe
(
u21u2 + 3u1u2u3 + 4u1u3u4 + 2u
2
2u4
)
dxdy
is real. Thus, the imaginary part of the left hand side above is zero, and it can be
written as
(2.31)
4∑
n=1
1
n
∫ L/2
−L/2
Im
[
un
∂un
∂x
]x=D
x=−D
dy = 0.
After verifying the term for n = 1 in the left hand side above is actually 2k(P out1 −
P inc1 ), Eq. (2.30) is obtained. The ratio P
out
n /P
inc
1 (for n 6= 1) is referred to as the
conversion efficiency for the n-th harmonic wave.
3. Perturbation theory. In this section, we first determine the scaling for the
first a few harmonic waves from the exact Eq. (2.3). For A and γ1 given in section 2,
we let Aγ1 = δ
3 and assume δ is small. The cubic for δ is introduced for convenience.
We also assume that the periodic structure supports a single (i.e., non-degenerate)
BIC with frequency ω∗ = 2ω and Bloch wavenumber β∗ = 2β, and there is no BIC
with frequency nω and Bloch wavenumber nβ for n 6= 2. Since the incident wave has
amplitude A, u1 should remain at O(A), u3 and u4 should be smaller, but u2 may
contain a large term proportional to the BIC, because the power converted to the
second harmonic wave can accumulate in the BIC. Note that the equation for u2 is
singular, and it does not have a solution unless the right hand side is orthogonal to the
BIC u∗. The right hand side of the exact equation, Eq. (2.3) for n = 2, contains the
terms u21, u1u3, u2u4, etc. In general, the orthogonality condition cannot be satisfied
by the term u21 alone. Therefore, one other term must have the same order as u
2
1.
Since u3 is smaller than u1 (in magnitude), u1u3 cannot balance u
2
1. Therefore, u2u4
should have the same order as u21, that is u2u4 = O(A
2). On the other hand, the
scaling of u4 can be determined from the dominant term in the right hand side of its
own equation. The right hand side of Eq. (2.3) for n = 4 contains u1u3, u
2
2, u1u5,
u2u6, etc. For consistency, it is necessary to assume that u
2
2 is the dominant term.
Therefore, we have u4 = O(γ1u
2
2). From this and the condition u2u4 = O(A
2), it
is easy to deduce that u2 = O(A/δ) and u4 = O(Aδ). To determine the scaling for
u3, we consider the right hand side of its equation, conclude that u1u2 should be the
dominant term, and thus u3 = O(Aδ
2). Similarly, u5 = O(Aδ
4), u6 = O(Aδ
3), etc.
Since u4 is essential to the equation for u2, a minimal truncated system may include
u1, u2 and u4 only. This leads to the three-wave model (2.12)-(2.14). We prefer to
keep u3 and use the four-wave model (2.15)-(2.18). Some small terms in the right
hand sides of the four-wave model are probably not important, because they are on
the same order as the terms dropped due to the truncation. For example, the original
equation for u4 has a term u2u6 which is O(A
2δ2), same as the retained term u1u3.
In the equation for u3, the term u1u4 is on the same order as the dropped term u2u5.
This suggests that the the four-wave model may be slightly simplified by removing
these terms. However, we will not explore these minor simplifications.
Next, we use a perturbation method and the four-wave model to find the leading
coefficient of the BIC in the second harmonic wave. Writing the nonlinear coefficient
as γ(x, y) = γ1F (x, y) where F (x, y) = 0 in the linear media and max |F (x, y)| = 1,
This manuscript is for review purposes only.
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we expand u1, u2, u3 and u3 as
u1 = A
(
u10 + δ
2u11 + . . .
)
,(3.1)
u2 = A
(
δ−1u20 + δu21 + δ3u22 + . . .
)
,(3.2)
u3 = A
(
δ2u30 + δ
4u31 + . . .
)
,(3.3)
u4 = A
(
δu40 + δ
3u41 + . . .
)
,(3.4)
where all unm for n ≥ 1 and m ≥ 0 are dimensionless functions. The leading terms in
the expansions are consistent with the scaling analysis above. The functions u1 and
u3 contain even powers of δ only, while u2 and u4 contain odd powers of δ. This is
consistent with the equations. As an example, consider the term γu1u2 in the right
hand side of Eq. (2.15) for u1. Since γ gives rise to δ
3, u1 consists of even powers of
δ and u2 consists of odd powers of δ, the term γu1u2 can only contain even powers of
δ, and it is consistent with the left hand side of Eq. (2.15).
For simplicity, we skip the quasi-periodic boundary conditions for the perturba-
tion terms, since they exactly follow Eqs. (2.24) and (2.25). Substituting expansions
(3.1)-(3.4) into Eqs. (2.15)-(2.18) and boundary conditions (2.21)-(2.23), we obtain a
sequence of equations for different powers of δ. At O(1/δ), we have
L2 u20 = 0, (x, y) ∈ Ω,(3.5)
∂u20
∂x
= ±T2u20, x = ±D.(3.6)
This is the same system satisfied by the BIC u∗. Since we assume the BIC is a single
mode, there must be a constant C0, such that u20 = C0u∗. At O(1), we obtain
L1 u10 = 0, (x, y) ∈ Ω,(3.7)
∂u10
∂x
= T1u10, x = D,(3.8)
∂u10
∂x
= −T1u10 + 2iαeiβy, x = −D.(3.9)
This is simply the system for the linear fundamental frequency wave. At O(δ), we
obtain systems for u21 and u40. The system for u21 is
L2 u21 = 0, (x, y) ∈ Ω,(3.10)
∂u21
∂x
= ±T2u21, x = ±D.(3.11)
Therefore, u21 is also proportional to the BIC u∗, that is u21 = C1u∗ for a constant
C1. This allows us to re-write Eq. (3.2) as
(3.12) u2 = A
[
(C0/δ + C1δ)u∗ + δ3u22 + . . .
]
.
The system for u40 is
L4 u40 = −8k2C20Fu2∗, (x, y) ∈ Ω,(3.13)
∂u40
∂x
= ±T4u40, x = ±D.(3.14)
The right hand side is proportional to C20 . Since C0 is to be determined, we define a
function ψ such that u40 = C
2
0ψ, then ψ satisfies
L4 ψ = −8k2Fu2∗, (x, y) ∈ Ω,(3.15)
∂ψ
∂x
= ±T4ψ, x = ±D,(3.16)
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and it can be solved if the BIC u∗ is known.
At O(δ2), we obtain a system for u30:
L3 u30 = −9k2C0Fu10u∗, (x, y) ∈ Ω,(3.17)
∂u30
∂x
= ±T3u30, x = ±D.(3.18)
It can be solved after C0 is determined first. At O(δ
3), we obtain the follow system
for u22:
L2 u22 = −2k2F
(
u210 + 2C¯0u¯∗u40
)
, (x, y) ∈ Ω,(3.19)
∂u22
∂x
= ±T2u22, x = ±D.(3.20)
Notice that the differential equations for unm are in fact valid on
Ω∞ = {(x, y) | −∞ < x < +∞, −L/2 < y < L/2} .
To find C0, we replace u40 in the right hand side of Eq. (3.19) above by C
2
0ψ, multiply
that equation by u¯∗, and integrate on Ω∞. This leads to
(3.21) |C0|2C0 = −
∫
Ω
Fu210u¯∗dxdy
2
∫
Ω
Fu¯2∗ψdxdy
,
where the denominator is assumed to be nonzero. Since F (x, y) = 0 for |x| > D, the
integrals are evaluated on the rectangular domain Ω. We observe that C0 depends on
the BIC u∗, the linear fundamental frequency wave solution u10, and a scaled fourth
harmonic wave ψ. With C0 obtained, u40 = C
2
0ψ is already known, u30 can be solved
from Eqs. (3.17)-(3.18), and u22 can be solved from Eqs. (3.19)-(3.20).
The coefficient C1 can be determined from the solvability condition of u23. The
governing equation and boundary condition for u23 are
L2u23 = −4k2F
(
u10u11 + u¯10u30 + C¯0u¯∗u41 + C¯1u¯∗u40
)
, (x, y) ∈ Ω,(3.22)
∂u23
∂x
= ±T2u23, x = ±D.(3.23)
Therefore, u23 is related to u∗, u10, u40, u30, u11 and u41. It turns out that u11
satisfies
L1u11 = −k2C0Fu¯10u∗, (x, y) ∈ Ω,(3.24)
∂u11
∂x
= ±T1u11, x = ±D,(3.25)
and it can be solved without any difficulty. Meanwhile, u41 satisfies
L4u41 = −16k2C0C1Fu2∗, (x, y) ∈ Ω,(3.26)
∂u41
∂x
= ±T4u41, x = ±D,(3.27)
therefore, u41 = 2C0C1ψ, and the equation for u23 is reduced to
L2u23 = −4k2F
[
u10u11 + u¯10u30 +
(
2|C0|2C1 + C20 C¯1
)
u¯∗ψ
]
, (x, y) ∈ Ω.
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Multiplying the above equation by u¯∗ and integrating on Ω∞, we obtain
(3.28) 2|C0|2C1 + C20 C¯1 = −
∫
Ω
Fu¯∗ (u10u11 + u¯10u30) dxdy∫
Ω
Fu¯2∗ψdxdy
.
If C0 6= 0, C1 can solved from the above equation.
Notice that C0 is chosen so that the system for u22 is solvable, but the solutions
are not unique. To have a unique solution for u22, we must impose the solvability
condition for u24. In general, u2m = Cmu∗ + u
(p)
2m, where u
(p)
2m is a particular solution
and Cm is a constant. Clearly, u
(p)
20 = u
(p)
21 ≡ 0. For m ≥ 2, we can choose the
particular solution to be orthogonal to u∗, i.e.,
(3.29)
∫
u∗u
(p)
2mdxdy = 0,
where the domain of integration could be Ω∞ or some other domain chosen for its
convenience. The coefficient Cm can be determined from the solvability condition of
u2,m+2. Therefore, we can write u2 as a sum of two parts. The first part is proportional
to the BIC and the the second part is orthogonal to the BIC. More precisely, we have
u2 = Bu∗ + u
(p)
2 , where
B =
A
δ
(
C0 + C1δ
2 + C2δ
4 + . . .
)
,(3.30)
u
(p)
2 = Aδ
3
(
u
(p)
22 + δ
2u
(p)
23 + δ
4u
(p)
24 + . . .
)
.(3.31)
It should be emphasized that the same equations for u10, u20, u21, u22 and u40,
and the same formula for C0 can be obtained using the three-wave model or more
accurate models containing u5 or more harmonic waves. This implies that the three-
wave model can already give the correct leading order terms in u1, u2 and u4, but the
four-wave model is expected to be more accurate.
4. Numerical method. In this section, we first present an iterative method
for solving the four-wave model (2.15)-(2.18) for a general periodic structure, then
describe a domain reduction technique and a pseudospectral method for the special
case of a periodic array of circular cylinders.
The four-wave model is a coupled nonlinear system that can only be solved by
an iterative method. Assuming the j-th iterations, u
(j)
n for 1 ≤ n ≤ 4, are known,
we can derive linear partial differential equations for the next iterations, u
(j+1)
n for
1 ≤ n ≤ 4. The nonlinear term ulum, for l, m ∈ {1, 2, 3, 4}, can be approximated by
u
(j)
l u
(j)
m + u
(j)
l (um − u(j)m ) + (ul − u(j)l )u(j)m = u(j)l um + ulu(j)m − u(j)l u(j)m , and it gives
rise to u
(j)
l u
(j+1)
m + u
(j+1)
l u
(j)
m − u(j)l u(j)m in the equations for the (j + 1)-th iterations.
The nonlinear term ulum can be similarly approximated, but the appearance of u
(j+1)
m
is inconvenient, since it means that the real and imaginary parts of u
(j+1)
m must be
separated and solved in a larger coupled system. We prefer to avoid the complex con-
jugate of u
(j+1)
m and simply approximate ulum by u
(j+1)
l u
(j)
m . Therefore, our iterative
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method for the four-wave model is
L1u(j+1)1 + k2γ
[
u¯
(j)
1 u
(j+1)
2 + u¯
(j)
2 u
(j+1)
3 + u¯
(j)
3 u
(j+1)
4
]
= 0,(4.1)
L2u(j+1)2 + 4k2γ
[
u
(j)
1 u
(j+1)
1 + u¯
(j)
1 u
(j+1)
3 + u¯
(j)
2 u
(j+1)
4
]
= 2k2γ[u
(j)
1 ]
2,(4.2)
L3u(j+1)3 + 9k2γ
[
u
(j)
2 u
(j+1)
1 + u
(j)
1 u
(j+1)
2 + u¯
(j)
1 u
(j+1)
4
]
= 9k2γu
(j)
1 u
(j)
2 ,(4.3)
L4u(j+1)4 + 16k2γ
[
u
(j)
3 u
(j+1)
1 + u
(j)
2 u
(j+1)
2 + u
(j)
1 u
(j+1)
3
]
(4.4)
= 8k2γ
{
[u
(j)
2 ]
2 + 2u
(j)
1 u
j
3
}
.
The above equations are valid on domain Ω given in (2.26). Since the boundary
conditions (2.21)-(2.25) are linear, they are directly applicable to u
(j+1)
n .
Next, we consider a periodic array of circular cylinders with radius a and dielectric
constant 1, surrounded by a linear homogeneous medium with dielectric constant 0.
The cylinders are infinitely long, identical and parallel to the z axis. Their centers
are located on the y axis at y = mL for all integers m, where L is the period.
If the cylinders are linear and lossless, the array may support a number of BICs,
including anti-symmetric standing waves and propagating BICs with a nonzero Bloch
wavenumber [11, 13]. If the cylinders are nonlinear with a nonzero coefficient γ1
related to the second order nonlinear susceptibility tensor, the BICs are not solutions
to the nonlinear systems described in section 2, but an incident wave can produce a
field which is dominated by a BIC.
For such a periodic array, we can let D = L/2, then Ω is a square of side length L.
However, since the medium outside the cylinders is linear, it is possible to avoid com-
puting different iterations of the solutions outside the cylinders by finding boundary
conditions for un on the boundary of
(4.5) Ωc =
{
(x, y) | x2 + y2 < a2} ,
where Ωc corresponds to the cross section of the cylinder centered at the origin. The
boundary conditions are given as
∂u1
∂r
= B1u1 +Af, on ∂Ωc,(4.6)
∂un
∂r
= Bnun, on ∂Ωc for n ≥ 2,(4.7)
where r :=
√
x2 + y2, Bn (n ≥ 1) are operators acting on functions defined on the
circle r = a, A is the amplitude of the incident wave, and f is a function defined
on the circle. A numerical scheme for computing Bn and f is presented in [20].
Since there is only an incident wave of frequency ω, the boundary conditions for u1
is inhomogeneous, and the boundary conditions for all un (n ≥ 2) are homogeneous.
With conditions (4.6)-(4.7), we can solve the four-wave model in Ωc using the iterative
scheme (4.1)-(4.4). Since these boundary conditions are linear, they are directly
applicable to u
(j+1)
n for 1 ≤ n ≤ 4.
Equations (4.1)-(4.4) can be discretized by a mixed Chebyshev-Fourier pseu-
dospectral method [29, 20]. The radial variable r is discretized by M points based an
extension of r to [−a, a] and using scaled Chebyshev points for interval [−a, a]. The
angular variable θ (of the polar coordinate system) is uniformly sampled by N points.
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The differential equations are enforced at N(M − 1) discretization points inside Ωc.
The boundary conditions (4.6) and (4.7) are discretized at N points on ∂Ωc. This
leads to the following linear system
(4.8) A(j)u(j+1) = b(j),
where u(j+1) is a column vector with four blocks u
(j+1)
n for 1 ≤ n ≤ 4, u(j+1)n is a
column vector of length MN representing u
(j+1)
n at the NM discretization points,
A(j) is a (4MN)× (4NM) square matrix related to u(j) and its complex conjugate,
b(j) is a column vector with four blocks b
(j)
n for 1 ≤ n ≤ 4 and it is related to
the right hand sides of (4.1)-(4.4) and the incident wave through the inhomogeneous
term in boundary condition (4.6). Let r(j+1) = A(j+1)u(j+1) − b(j+1) be the residual
vector, and write it in four blocks r
(j+1)
n for 1 ≤ n ≤ 4, we stop the iteration when
||r(j+1)n ||/||b(j+1)n || and ||u(j+1)n − u(j)n ||/||u(j+1)n || for 1 ≤ n ≤ 4 are all smaller than
an error tolerance τerr, where || · || is the standard Euclidean norm.
The perturbation theory of section 3 gives rise to a sequence of linear Helmholtz
equations. To compute the leading order terms, we need to calculate the BIC u∗,
solve u10 from Eq. (3.7), solve ψ from Eq. (3.15), evaluate C0 from Eq. (3.21), and
solve u30 from Eq. (3.17). Notice that u10 is the solution of the linear diffraction
problem for an incident wave with a unit amplitude. For a periodic array of circular
cylinders, it can be easily solved by a semi-analytic method based on cylindrical wave
expansions in Ω [30, 31]. The BIC u∗ can also be calculated using the same cylindrical
wave expansions [12, 13]. Since F (x, y) = 0 for (x, y) outside Ωc, Eq. (3.15) is only
inhomogeneous in Ωc, and ψ satisfies the same boundary condition as u4 on ∂Ωc, i.e.,
(4.9)
∂ψ
∂r
= B4ψ, on ∂Ωc.
Therefore, Eq. (3.15) can be solved in Ωc with the above boundary condition by
the mixed Chebyshev-Fourier pseudospectral method described above. Similarly, u30
satisfies Eq. (3.17) in Ωc and the boundary condition
(4.10)
∂u30
∂r
= B3u30 on ∂Ωc,
and it can be solved by the same pseudospectral method.
5. Numerical and perturbation results. In this section, we present numeri-
cal results for the four-wave model, validate the perturbation theory of section 3, and
discuss some aspects of the nonlinear process.
We consider a periodic array of circular cylinders with radius a = 0.3L, dielectric
constant 1 = 10, and nonlinear coefficient γ1 = 10
−12 m/V, and assume the sur-
rounding medium is vacuum with 0 = 1. The array has a propagating BIC with
angular frequency ω∗ = 0.6173 (2pic/L) and Bloch wavenumber β∗ = 0.2206 (2pi/L).
We normalize the electric field u∗ of the BIC such that
(5.1)
1
L2
∫
Ωc
|u∗|2dxdy = 1.
Since the periodic array is symmetric in y, the BIC can be scaled by a complex number
of unit magnitude such that u¯∗(x, y) = u∗(x,−y) [15]. In addition, we assume that the
phase of u∗ with the largest absolute value in the top half cylinder is non-negative.
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Fig. 1. The imaginary (left) and real (right) parts of a normalized propagating BIC with
ω∗ = 0.6173(2pic/L) and β∗ = 0.2206(2pi/L).
The imaginary and real parts of the electric field of this BIC are shown in Fig. 1.
Notice that u∗ is even in x. The maximum of |u∗| is about 1.3165.
For the nonlinear problem, we specify a plane incident plane wave with ω =
ω∗/2 = 0.30865 (2pic/L) and β = β∗/2 = 0.1103 (2pi/L), and assume the amplitude
of the incident wave is A = 106 V/m. We solve the four-wave model by the iterative
scheme (4.1)-(4.4), with zero initial guesses and an error tolerance τerr = 10
−10.
The results are shown in Fig. 2. It can be seen that the second harmonic wave
is indeed much stronger than the incident wave. The maximum of |u2| is about
1.4889 × 108 V/m. This is very different from existing studies on SHG, where the
second harmonic wave is usually very weak when |Aγ1|  1. It can also be seen that
the fourth harmonic wave is stronger than the third harmonic wave, and both of them
are weaker than with the incident wave. These numerical results are obtained with
N = 52 and M = 26.
Since δ = 3
√
Aγ1 = 0.01, the numerical results are consistent with the scaling
suggested in section 3, i.e., u1 = O(A), u2 = O(A/δ), u3 = O(Aδ
2) and u4 = O(Aδ).
To check the validity of the perturbation theory, we calculate the leading terms in
expansions (3.1)-(3.4). We solve u10 based on cylindrical wave expansions in Ω [30],
and solve ψ and u30 in Ωc by the mixed Chebyshev-Fourier pseudospectral method.
The coefficient C0 given in Eq. (3.21) is evaluated, and we get C0 = 1.0043− 0.5201i.
In Fig. 3, we show the leading terms Au10, (AC0/δ)u∗, Aδ2u30 and Aδu40 for u1, u2,
u3 and u4, respectively. It is clear that they agree very well with the full numerical
solutions shown in Fig. 2. In particular, using the values of C0 and max |u∗|, we get
|AC0/δ|max |u∗| = 1.4889 × 108 V/m, and it agrees perfectly with value of max |u2|
found earlier.
For this example, we also calculate the power radiated out by waves of different
frequencies based on the numerical solutions of the four-wave model. The energy
conservation property
∑4
n=1 P
out
n /P
inc
1 = 1 is satisfied with a precision of 10
−8. Al-
though the second harmonic wave u2 is strong, very little power is converted to it,
since the dominate part of u2 is the BIC which cannot radiate out power. Among the
three harmonic waves, the fourth harmonic wave has the largest conversion efficiency,
followed by the third harmonic wave and then the second harmonic wave. In the per-
turbation expansion (3.2) of u2, the first two terms u20 and u21 are proportional to
the BIC u∗, and only the third term u22 can radiate out power. With C0 determined
such that the system (3.19)-(3.20) has solutions, we can calculate u22 using the same
mixed Chebyshev-Fourier pseudospectral method. As we mentioned in section 3, a
unique solution for u22 can be determined when the solvability condition for u24 is
imposed, and it can be written as u22 = C2u∗ + u
(p)
22 with u
(p)
22 orthogonal to u∗ on a
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Fig. 2. Numerical solution of the four-wave model. The imaginary and real parts of the
fundamental frequency [(a) and (b)], second harmonic [(c) and (d)], third harmonic [(e) and (f)],
and fourth harmonic [(g) and (h)] waves are shown in the left and right columns, respectively.
chosen domain. In Fig. 4, we show Aδ3u
(p)
22 with the orthogonality defined on Ωc. The
conversion efficiency for u2 is small, since the magnitude of Aδ
3u
(p)
22 is much smaller
than those of u4 and u3.
A periodic array of circular cylinders is a structure with reflection symmetries in
both x and y. Propagating BICs on such structures are usually regarded as unpro-
tected by symmetry, but some of these BICs are robust under symmetry-preserving
perturbations. That is, if the structure is perturbed without destroying the reflection
symmetries, the BIC continues its existence with a slightly different frequency and a
slightly different Bloch wavenumber [15]. For the circular array, the BIC has an exis-
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Fig. 3. Leading terms in the perturbation expansions (3.1)-(3.4). The imaginary and real parts
of the fundamental frequency [(a) and (b)], second harmonic [(c) and (d)], third harmonic [(e) and
(f)], and fourth harmonic [(g) and (h)] waves are shown in the left and right columns, respectively.
tence domain in the parameter space of radius a and dielectric constant 1 [13]. The
perturbation theory of section 3 is supposed to be valid for any BIC on 2D periodic
structures. As a simple check, we calculate coefficient C0 varying one of these two
parameters. The results are shown in Fig. 5. The left and right panels show C0 for
a fixed 1 = 10 and fixed a = 0.3L, respectively. The real and imaginary parts of C0
are shown according to the left and right vertical axes in each panel.
Since the second harmonic wave is O(A/δ), a smaller nonlinear coefficient actually
produces a larger amplitude for the BIC. This may seem to be counter-intuitive, since
the BIC is created by a nonlinear process, and a smaller nonlinear coefficient implies
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Fig. 4. The imaginary (left) and real (right) parts of Aδ3u
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22 , where u
(p)
22 is the part of u22
orthogonal to the BIC, u22 is the first non-BIC term in the perturbation expansion (3.2) of the
second harmonic wave.
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Fig. 5. The real (dashed blue curve) and imaginary (solid red curve) parts of C0 for a prop-
agating BIC as functions of radius a (left, for fixed 1 = 10) and dielectric constant 1 (right, for
fixed a = 0.3L). Real and imaginary parts follow the left and right axes.
weaker nonlinear effects. However, the amplitude of the BIC only reflects the steady
state where a number of sub-processes are balanced. The terms u21 and u
2
2 in the
right hand sides of Eqs. (2.16) and (2.18) correspond to the SHG processes from ω
to 2ω and from 2ω to 4ω, respectively. Power is converted to the second harmonic
wave by the first SHG process, and removed from it by the second SHG process.
A smaller nonlinear coefficient reduces the ratio between the amplitudes of u4 and
u2, but it does not reduce the ratio between u2 and u1, since the second harmonic
wave can accumulate in the BIC. As we mentioned in section 3, the term u¯2u4 in the
right hand side of Eq. (2.16) must have the same order as u21, therefore, a smaller
nonlinear coefficient will produce a stronger second harmonic wave. If we consider a
time-dependent problem by turning on the incident wave at t = 0, a smaller nonlinear
coefficient implies that longer time is needed to reach the steady state.
The excitation of a BIC of O(A/δ) by an incident wave of amplitude A is only
possible when C0 6= 0. It is important to note that C0 = 0 for anti-symmetric
standing waves on symmetric periodic structures. Here, the reflection symmetry in
the periodic direction y is concerned. The dielectric function of the periodic structure
is assumed to be even in y, while the BIC mode profile u∗ is odd in y, and the Bloch
wavenumber β∗ = 0. The anti-symmetric standing waves are well-known symmetry-
protected BICs. The linear solution u10 is an even function of y, since β∗ = 0 implies
a normal incident wave. The function F = F (x, y) is also even in y, thus C0 given in
Eq. (3.21) is automatically zero. For such a case, it can be shown that the leading
terms for second, third and fourth harmonic waves are O(Aδ3), O(Aδ6) and O(Aδ9),
respectively, and it is sufficient to use the two-wave model. For a = 0.3L and 1 = 10,
the periodic array of circular cylinders has an anti-symmetric standing wave with
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ω∗ = 0.4415 (2pic/L) and β∗ = 0. We have solved the four-wave model with same
incident wave amplitude A = 106 V/m and nonlinear coefficient γ1 = 10
−12 m/V,
confirmed that the second harmonic wave is weak, and the higher harmonic waves are
extremely weak.
6. Conclusion. The diffraction of a plane wave by a periodic structure is the
subject of many theoretical, numerical and experimental studies. Nonlinear diffraction
problems give rise to many interesting wave phenomena and have useful practical
applications. For periodic structures with a second order nonlinearity, existing studies
are concerned with the SHG process for which it is sufficient to include only the
fundamental and second harmonic waves. In this paper, we also consider periodic
structures with a second order nonlinearity, but assume that the corresponding linear
periodic structure has a BIC and the incident wave has half the BIC frequency and
a compatible wavevector. It turns out that the nonlinear diffraction problem under
these assumptions is very different from the standard SHG process. The incident
wave may induce a very strong second harmonic wave dominated by the BIC, and it
also induces higher harmonic waves among which the fourth harmonic wave cannot be
ignored. We derive an explicit formula for the leading coefficient of the BIC using a
perturbation method, and propose that a coupled system of four Helmholtz equations
(the four-wave model) is sufficiently accurate for analyzing the nonlinear process.
Numerical solutions based on a four-wave model are presented and used to validate
the perturbation results.
The BICs on a periodic structure are guided modes above the lightline that cannot
be excited by incident plane waves if the structure consists of linear materials. Our
study indicates that a propagating BIC with a very large amplitude can be excited
by a plane incident wave if the structure has a second order nonlinearity. Since the
fourth harmonic wave has the largest power conversion efficiency, it may be possible
to realize the nonlinear process studied in this paper as a useful fourth harmonic
generation technique.
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