Calcium (Ca 2+ ) oscillations are universal signals exploited by cells to regulate a vast number of cellular processes. Frequency and amplitude, the key features of oscillating waves, can yield information that can be decoded by intracellular processes. Analysis and quantification of Ca 2+ oscillations are crucial for understanding the general concept of Ca 2+ signaling. This protocol presents a method for performing spectral analysis of Ca 2+ oscillations using MATLAB software.
Introduction
Calcium (Ca 2+ ) is an almost universal intracellular messenger that controls a diverse range of cellular processes, including gene transcription, muscle contraction, and cell proliferation (1) . Cells create large Ca 2+ concentration gradients (~10 4 to 1) between the extracellular fluid, cytoplasm, and internal Ca 2+ stores by means of Ca 2+ pumps located in the plasma membrane and in the membranes of internal Ca 2+ stores. These gradients provide ideal conditions for the use of Ca 2+ as a "cellular currency" that supports the propagation of intracellular Ca 2+ waves. The concerted actions of Ca 2+ transporters located in the plasma membrane and in the membranes surrounding internal stores, including the endoplasmic and sarcoplasmic reticulum, the mitochondria, and the nucleus, generate Ca 2+ oscillations. These oscillations can occur spontaneously, or they may be the result of a specific stimulatory event. Depending on the cell type, the period of Ca 2+ oscillations ranges from fractions of seconds to tens of minutes.
As with a radio transmitter, information can be encoded in both the frequency and amplitude of the oscillations (2) . Within the same biological system, different physiological agents give rise to Ca 2+ oscillations of different frequencies (3, 4) . Moreover, the frequency of the oscillations may also vary in response to the magnitude of stimulation (5, 6) . The frequency of Ca 2+ oscillations regulates such cellular phenomena as gene expression (7, 8) , Ca 2+ -calmodulin protein kinase II activation (9) , secretion (10) , and neuronal differentiation (11) . However, it is not clear how these different responses are specified, nor is it clear exactly how frequency is used to encode information. Analytical methods are thus critical tools needed for further understanding of the specificity of Ca 2+ oscillations and the signals they encode. The generation of Ca 2+ oscillations is a consequence of the concerted action of several proteins. Experimental recordings of these signaling events can be difficult to interpret and quantify without sophisticated analysis methods. Nonetheless, important information can be hidden within the data, and analytical methods can extract crucial information. Additionally, such analysis is essential to determine statistical significance when interpreting data and to compare the responses to different treatments. Spectral analysis, in which data collected in the time domain are transformed to information in the frequency domain, is a powerful analytical method with which to detect and quantify Ca 2+ oscillations (3, 4) .
This Protocol describes how to use code written for MATLAB to perform spectral analysis based on Fourier transform on previously acquired Ca 2+ -signaling data. MATLAB is mathematical analysis software that includes a high-level technical computing language and an environment for algorithm development, data visualization, data analysis, and numerical computation. Because MATLAB can read files of different formats, Ca 2+ -imaging data obtained through various experimental methods can be analyzed using MATLAB. Variables and predefined MATLAB functions used in this Protocol are described in Tables 1 and 2 , respectively. The MATLAB code is usually saved in a text file that can be executed by the program. Changes to the program are made by editing the code in the text file. This Protocol presents essential code for performing spectral analysis on Ca 2+ oscillations.
Data suitable for this type of analysis can be obtained through several experimental paradigms, such as ion-specific fluorescence microscopy. However, all data showing an oscillatory behavior can be analyzed using this approach. This Protocol deals with Ca 2+ recordings obtained using fluorescent indicators. There are several Ca 2+ -sensitive dyes available on the market today, such as Fura-2, Fluo-4, Rhod-2, and Indo-1. Both nonratiometric and ratiometric indicators can be used. Analyzing ratiometric data, however, can reveal additional information about the amplitude and the absolute concentration of Ca 2+ . Fluorescent probes can be used in both confocal and CCD-equipped microscopes. All acquisition software has options to either save or export recorded data as ASCII text files. 
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Materials
Single-cell, time-lapse recordings of Ca 2+ oscillations saved as a text file.
Note: These can be obtained with both fluorescent microscopy and confocal microscopy by using either ratiometric indicators or non-ratiometric indicators. 
Instructions
The following instructions show some essential commands needed to perform spectral analysis on recordings of single-cell Ca 2+ oscillations using MATLAB. Ca 2+ recordings carried out with a fluorescence microscope typically contain some portion of data that should be excluded from the analysis. Thus, an important step in spectral analysis of Ca 2+ oscillations is to select the region of interest before analyzing the data. This can be achieved in MATLAB or by preparing the data with another program, for example, Excel. Spectral analysis is based on rather extensive mathematical theories, which are shown in the Notes and Remarks section of this Protocol. The steps are outlined below. For these detailed instructions, a specific example will be used, and the variable names will be based on this example. Variables and MATLAB functions are described in Tables 1 and 2 , respectively. 
. (see Notes and Remarks for more information).
7. Obtain and normalize the power spectral density (PSD) by executing the following commands. P = G.*conj(G)/N; P = P(1:N/2 + 1); P(2:N/2) = 2*P(2:N/2);
8. Now, the PSD data "P" needs to be mapped onto a frequency array that shows the frequencies in the signal. In MATLAB, this is achieved by the following lines. dt = 2; fs = 1/dt; f = fs*(0:N/2)/N; plot(f,P)
Note: The time difference between each sample is "dt, " here 2 s.
In Fig. 1 , two different sinusoidal functions are plotted and analyzed using the approach described above. Figure 2 shows a spectral analysis of actual Ca 2+ recordings. Further methods and theories concerning spectral analysis can be found in the Notes and Remarks section of this Protocol. Algorithms sorting the most dominant frequencies from high to low are described. Also, a method that filters the signal to reduce spectral leakage is presented.
Troubleshooting
The algorithm presented in this Protocol can be tested using sine waves of known frequencies, by applying g(t) = A 1 sin(2πt/T) + A 2 sin(2πt/T′ ) + …, where f = 1/T, f′ = 1/T′.. Each different frequency should be observed as a separate peak in the power spectrum ( Fig. 1 ). Execution problems in MATLAB usually occur when sizes and dimensions of arrays and matrices do not match. Arrays and matrices of different sizes or dimensions cannot be processed with each other. Therefore, check sizes of arrays and matrixes if the program does not execute. MATLAB is equipped with several functions to manipulate arrays and matrixes.
Related Techniques
There are several mathematical approaches for performing spectral analysis on time series (12) (13) (14) (15) (16) . Most commonly, Fourier transform is used to change the unit time to frequency. The frequency axis can be plotted as a function of different magnitudes, such as energy, power, or power spectral density. Each of these presentations will provide different views of the data and should be selected to suit the specific study. Commercial programs that perform spectral analysis are available. However, most of these programs require some programming skills to acquire adequate spectral information.
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Fig. 1. (A) A sinusoidal function g(t) plotted in the time domain and (B) its corresponding PSD in the frequency
domain. The frequency of g(t) is 50 mHz, which is equal to a periodicity (T) of 20 s. One strong peak at 50 mHz is observed in the power spectrum. The relative power (in parentheses) of this peak is 91%. A function g(t) composed of two sinusoidal terms with different periodicity and amplitude is plotted (C) in the time domain and (D) in the frequency domain. The frequencies of g(t) are 50 mHz and 200 mHz, which is equal to the periodicities 20 s and 5 s. In the power spectrum, two strong peaks at 50 mHz and 200 mHz are observed. The frequency with higher amplitude, which is more dominant, will be observed with a higher PSD peak. Both the relative powers and the height of the peaks are proportional to the squared amplitudes of the original sine waves.
Notes and Remarks
The MATLAB code described in this Protocol presents the basic idea for spectral analysis and can be further optimized. Time series are assumed evenly distributed in this Protocol. However, theories describing spectral analysis on unevenly distributed time series have also been described (17) . Evenly distributed time series are measured at uniform time steps, whereas uneven time series have nonuniform time steps. In this survey of spectral analysis, the correlation between the amplitude of the original data and the power magnitude are not discussed because Ca 2+ recordings are commonly uncalibrated with values corresponding to measurements of the fluorophore intensity and not the absolute Ca 2+ concentration of the signal. Calibrated data from fluorophores, such as Fura-2, may be used to derive additional information about the amplitude and the corresponding Ca 2+ concentration of the oscillatory signal. However, when estimating the amplitude of Ca 2+ oscillations from the PSD, one must assume that the shape of the Ca 2+ response is sinusoidal, which is usually not true for biological systems.
Theory Behind Spectral Analysis Based on Fourier Transform
Spectral analysis is generally based on the Fourier transform, which was developed by the French mathematician and physicist Jean Baptiste Joseph Fourier in the beginning of the 19th century. With this mathematical approach, periodic signals (that is to say, signals that occur with a particular frequency) can be converted from the time domain to the frequency domain. In other words, the Fourier transform swaps the dimension of time with the dimension of frequency. Thus, information acquired with time-lapse recordings can be depicted from a different point of view that yields more information about the regulatory behavior of the system. A power spectrum shows peaks at different frequencies that correspond to measured values that recur repeatedly within the time-lapse recording.
In the next several paragraphs, the mathematical theory underlying spectral analysis is briefly described, followed by a scheme for applying this theory to data obtained from experimental recordings of changes in the fluorescence of intracellular Ca 2+ indicators. Symbols used in this section can be found in Table 3 . A more extensive description of the theory can be found in several textbooks addressing this topic (12) (13) (14) (15) (16) . where m(t n ) is a slowly changing function known as a "trend component," g(t n ) is the actual Ca 2+ response being calculated, and r(t n ) is the data recorded by the acquisition system. The slow trend component can arise from several artifactual processes that influence the recording, such as bleaching or leakage of the Ca 2+ fluorophore, and must be eliminated from each single-cell time-lapse recording, to optimize the outcome of the spectral analysis. One approach to mathematically estimating the trend is to apply a Gauss' leastsquares approximation to approximate the single-cell Ca 2+ recording to a polynomial function. The polynomial degree depends on the shape of the original data and should typically not exceed three. Otherwise, the polynomial function by itself shows an oscillatory behavior and could hence perturb the spectral analysis if subtracted from the original signal. In this example, we fit a polynomial function of degree two, to the data by choosing the parameters a 0 , a 1 , and a 2 to minimize ∑ t [r(t) -m(t)] 2 . When m(t n ) is derived, the trend function can be subtracted from the recorded data r(t n ) to get g(t n ). This subtraction also centers the data on the time axis; that is, the time axis goes through the recorded signal, with one part on the negative "y axis" and the other part on the positive "y axis." Centering the data are essential for the analysis.
As mentioned above, spectral analysis is commonly based on the Fourier transform. The Fourier transform represents the contribution of every oscillation signal within the data in a holistic way. The discrete time version, which operates on time domain signals that are sampled at specific time-intervals, is shown as (Eq. 3) (Eq. 2) (Eq. 1) where g(t n ) represents the original signal in the time domain, G(f k ) represents the Fourier transform in the frequency domain, and e -i2πkn/N is a function containing both a real and imaginary part. In the time domain, g(t n ) consists of N points running from 0 to N -1. In the frequency domain, the discrete Fourier transform produces two signals, one real part and one imaginary part; in other words, Equation 3 has one real and one imaginary solution. Each of these frequency domain signals are N points long, and run from 0 to N -1. For evenly spaced time data, the discrete frequency f k follows from the definition where ∆f is the frequency difference between each point in the frequency domain. The time difference (∆t) between every sample also gives us the sampling frequency (f s ), which, together with the number of samples (N), determines the amount of information that can be derived from the experimental recording. The following equations explain their relationships.
Thus, the sampling frequency f s must be greater than or equal to twice the highest frequency (f max ) encountered. This limitation is referred to as the Nyquist sampling theorem and it states that the minimum sampling interval of a sine wave is two samples per period. If a time series is collected with a sampling interval of 1 s, the minimum resolvable period is 2 s, which corresponds to the frequency 0.5 Hz. Any attempt to sample at a lower rate results in a phenomenon known as aliasing (14, 15) . This is usually not a problem when acquiring Ca 2+ data, because of today's fast recording systems. The lowest frequency (f min ) examined is the inverse of the entire time span of the series. These two statements give the bounding limits for the frequency analysis. Higher frequencies are determined by increasing the time resolution; that is, faster sampling rates and lower frequencies are determined by longer time series.
To identify and quantify oscillatory patterns within the Ca 2+ recordings, a power spectrum should be defined. There are several ways to calculate power spectra, depending on the particular analysis of interest. The power of a signal, however, is a measure of the squared amplitude of the signal, and the PSD [P(f k )] is defined as and describes how much signal is present per unit of bandwidth. A peak with power in excess of the background distribution in the power spectrum indicates the existence of a periodic component in the Ca 2+ recording. When estimating the amplitude of a periodic signal from the PSD spectrum, one must assume that the shape of a signal pulse is sinusoidal, which is usually not true, because of variability due to real physical and biological processes. The actual relationship between the PSD and the variability due to real physical and biological processes occurring in the time domain is given by Parseval's theorem, Parseval's theorem states that the integral of the PSD over the whole frequency range is equal to the power of the variability component of the same process in the time domain. In fact, that is why the quantity in Equation 6 is called PSD. Plotting the Fourier power density allows us to investigate the different frequencies and their corresponding amplitudes, which arise due to biological and physical processes in the cell, and their relationships within the recorded signal. The relative power can be used to quantitatively determine the power of one frequency relative to that of other frequencies. This quantity is calculated by dividing the power from one frequency by the power of all frequencies, in other words, the ratio of the area under one peak with the area under the entire curve. The calculation follows as (Eq. 7) (Eq. 6) (Eq. 5) (Eq. 4)
where f 1 and f 2 are the boundaries of the peak of interest, and f 0 and f N maps the entire frequency domain so that f 0 = 0 and f N = f max .
Relative power can be used to determine the most dominant frequencies within a time series. In Figure 1 , two different sinusoidal functions are plotted and analyzed using this approach. Figures 1A and 1B show a single sinusoidal function and the corresponding power spectrum. In the frequency domain, one dominant peak that reflects the period of the function is observed. However, some spectral leakage into neighboring frequencies can be seen. The standard signal processing technique used to reduce this leakage is to apply filtering and windowing to the original data before performing the Fourier transform (see below) (12) (13) (14) (15) (16) . Figures 1C and 1D show the same function as in Fig. 1A , but with an additional sinusoidal wave with different period and amplitude superimposed. These two frequencies can be difficult to resolve solely from the data by visual inspection (Fig. 1C) . However, after transformation to the frequency domain, two peaks reflecting the different periods of the two sinusoidal functions can be observed clearly (Fig. 1D) .
Explanation of the Code and Algorithms for Sample Analysis with MATLAB
Ca 2+ measurements are usually acquired using Ca 2+ -sensitive fluorophores, such as Fluo-4. All fluorescent molecules undergo some level of bleaching and leaking during an experiment. This fact will cause a decreasing trend in the fluorescent light intensity over time. For longer timelapse recordings, these effects can have a major influence on the recording. Other factors, such as focus shift, may also cause a trend in the recording. Moreover, biological mechanisms unrelated to the particular study can give a trend increase or decrease. In this section, the mathematics behind the code is described for a concrete example. Variables and MATLAB functions are described in Tables 1 and 2 , respectively.
(Eq. 8) Once the experimental time series that is to be analyzed is selected and assigned to an array, "calciumOsc," then a trend correction and centering is performed. The trend component can be estimated using a Gauss' least squares approximation: degree = 2; trend = polyfit(t,calciumOsc,degree); calciumOsc = calciumOsc -polyval(trend,t);
Here, "t" is an array with the corresponding time values to "calciumOsc," and "trend" is an array with coefficients for a polynomial function, described in Equation 2. The variable "degree" determines the polynomial degree. By subtracting the trend component from the original recording, the data series of interest to analyze is derived.
After correcting the trend and centering the signal, we can transfer the data from the time domain to the frequency domain by applying the discrete Fourier transform, which is computed with a FFT algorithm. From an N point time domain signal, the FFT calculates an N point frequency signal that spans between zero and the Nyquist frequency, given by the statements shown in Equation 5 . Thus, the length of the time signal limits the frequency resolution. The frequency resolution can be increased by extending the length of the time series with zeros. This process, referred to as zero padding, adds more points to the frequency signal, which produces a smoother curve. A 256-point signal could be padded with zeros to make it 2048 points long. Taking a 2048-point discrete Fourier transform produces a frequency spectrum with 1025 samples (N/2 + 1). From the mathematics, the discrete Fourier transform gives two identical frequency spectra. The added zeros do not change the shape of the spectrum; they only provide more samples in the frequency domain. It is possible to use a discrete Fourier transform on data sets as large as the computer processor can handle. However, although N can be any positive integer, a power of two is usually chosen, for example, 64, 128, 256, 512, 1024, 2048, … . There are two reasons for this choice. First, digital data storage uses binary addressing, making powers of two a natural signal length. Second, the most efficient algorithm for computing the FFT usually operates with N that is a power of two. This is easily achieved in MATLAB by setting the following.
Here, a 64-point discrete Fourier transform is calculated from the original time series. In Fig. 3A , both the real and imaginary part derived by the Fourier transform of a sinusoidal function is shown. Normally, N is chosen higher than the number of points in the original time series, in order to accommodate the extra zeros. If N is lower than the number of points in the original time series, the series will be truncated. The value of N should be at least as long as the start value of N. To obtain the power spectrum, the Fourier transform is squared and normalized by dividing by N, according to Equation 6 .
This performance derives a spectrum of N points, where only the first N/2 values are valid. The second half is a mirror image of the first half and therefore redundant. This phenomenon is easier to observe by converting the zero frequency to the middle of the axes, as illustrated in Fig. 3B . The redundant part, however, holds the identical power information, and must be accounted for. Therefore, the power spectrum is multiplied by a factor of two to compensate for this fact. An exception to this is the first and last sample. P = P(1:N/2 + 1); P(2:N/2) = 2*P(2:N/2);
The difference between the first and last points and all of the other points occurs because the frequency domain is defined as a spectral density. Spectral density describes how much signal (amplitude) is present per unit of bandwidth. The bandwidth of the power spectrum can be defined as shown in Fig. 3C . Fig. 3B also reveals that there are only one zero value and one N/2 = 32 value, whereas there are two of all the other values, one positive and one negative value.
After this calculation, the PSD can be plotted. First, the PSD data needs to be mapped onto a frequency array to be displayed in a graph. The time difference "dt" between each sample gives the sampling frequency "fs," which determines the frequency array "f." fs = 1/dt; f = fs*(0:N/2)/N; plot(f,P)
This power spectrum shows all frequencies within the original time series. If the signal contains a periodicity, the most dominant frequencies in the Ca 2+ oscillation will be visible. In Fig. 3D , the final power spectrum of a well-defined sine wave is plotted using this algorithm. The periodicity of the sine wave is easily observed. In reality, recorded physical and biological data does not consist of sine waves, and their power spectra can show several peaks. These peaks can be sorted in relation to power to determine the most dominant frequencies within the time series. If the frequency resolution is low, we only need to sort the power values from high to low. For higher frequency resolutions, we can take the derivative of the power spectrum and find the extreme points. In MATLAB, this approach can be implemented as, dP = gradient(P); peakIndex = find(dP(1:end-1)>0 & dP(2:end)<0); peaks = [f(peakIndex)¢ P(peakIndex)]; peaks = sortrows(peaks,2);
Here, "dP" is an array with slopes calculated for each point in the power spectrum. This algorithm creates a matrix "peaks" with the power of the peaks ordered from low to high. From this matrix, information can be selected for further statistical analysis. The relative power can also be used to determine the most dominant frequencies. This quantity tells us how much power one peak holds in relation to the total power of the spectrum. Here, the boundaries for each peak are assigned to the array "valleyIndex." The matrix "peaks" is now extended with one more column describing the relative power for each peak in the power spectrum. Depending on the specific study, the matrix can be sorted with regard to power magnitude or relative power.
This algorithm has been used to quantitatively determine the discrepancy of Ca 2+ oscillations induced by specific agonists (3, 4) . Regulatory patterns were verified from large numbers of single-cell Ca 2+ recordings by applying spectral analysis. Fig. 2 shows actual Ca 2+ recordings with their corresponding power spectrums. A rather easily analyzed Ca 2+ recording is plotted in Fig. 2A . From this single-cell Ca 2+ trace, the oscillatory frequency can be determined using visual inspection. This interpretation assumption is confirmed by the prominent peak in the frequency domain (Fig. 2B) . Figure 2C shows a more complex Ca 2+ recording where visual inspection is complicated and several periodicities appear to be present. Moreover, it is difficult to determine the frequencies with the greatest impact on the Ca 2+ signal. In the frequency domain, several peaks are clear (Fig. 2D) . Calculating the relative power of these peaks reveals that the most dominant frequency is 29.3 mHz, with a relative power of slightly more than 20%. The ten most dominant frequencies and their corresponding relative powers are shown in Table 4 .
Spectral leakage is a phenomenon that occurs when calculating the power spectrum from sampled data over a finite interval using discrete Fourier transform. In Figs. 1B, 1D , 2B, and 2D, several peaks surrounding the prominent peaks are observed. This smearing of the power spectrum arises mainly because the transform is computed during a finite-width window of time, N. The discrete Fourier transform assumes that f (t + N∆t) = f (t); that is, the start value and the end value are identical. Typically, recorded signals execute many oscillations during the sampled interval, but not an integral number of periods. The effective discontinuity introduced by the finite width of the sampling window introduces spurious high-frequency components into the power spectrum. This effect can be significantly attenuated by multiplying the recorded data with a window function that ramps smoothly up from zero at the beginning of the sampling interval, and smoothly back down to zero by the end of the interval (12) (13) (14) (15) (16) . Several different windows are available, most of them named after their original developers. One of the most common used is the Hanning window function, which is defined as This function describes an array with the same number of elements (N) as the time-lapse recording in Equation 1. The signal is filtered by multiplying the recorded calcium signal "calciumOsc" with the Hanning window ("hanning") before performing the Fourier transform. hanning = 0.5 -0.5*cos(2*pi*t/t(end)); calciumOsc = calciumOsc.*hanning; N = 2048; G = fft(calciumOsc,N) ; (Eq. 9) Table 4 . The ten most dominant frequencies and their relative powers.
In Fig. 4A , the Hanning filter together with the filtered calcium trace are plotted. This mathematical approach eliminates the discontinuity in the signal when the start point does not coincide with the end point. The power spectrum of the Hanning filtered calcium signal is seen in Fig. 4B . This power spectrum can be compared with the power spectrum of the unfiltered calcium signal, seen in Fig. 2B . The spectrum derived from the filtered signal has fewer peaks and thus less spectral leakage. Also, the relative power of the most dominant peak at ~20 mHz has increased from 29.7% to 34.0% after using the Hanning filter.
