Random currents expansion of the Ising model by Duminil-Copin, Hugo
ar
X
iv
:1
60
7.
06
93
3v
2 
 [m
ath
-p
h]
  1
4 J
ul 
20
17
Random currents expansion of the Ising model
Hugo Duminil-Copin
July 18, 2017
Abstract
Critical behavior at an order/disorder phase transition has been a central object
of interest in statistical physics. In the past century, techniques borrowed from many
different fields of mathematics (Algebra, Combinatorics, Probability, Complex Analy-
sis, Spectral Theory, etc) have contributed to a more and more elaborate description
of the possible critical behaviors for a large variety of models. The Ising model is
maybe one of the most striking success of this cross-fertilization, for this model of
ferromagnetism is now very well understood both physically and mathematically. In
this article, we review an approach, initiated in [24, 7] and based on the notion of
random currents, enabling a deep study of the model.
1 The Ising model
1.1 Ising model on a finite graph
In the Ising model, a magnetic material is described as a collection of small magnetic
moments placed regularly on a lattice. The magnetic property of the material is assumed
to be highly anisotropic, in the sense that the magnetic moments can point only in two
opposite directions (which are usually called ±1). The aim of the model is to explain
how interactions between neighboring magnetic moments can create (or not) a global
magnetization of the material under the application of an exterior magnetic field. We will
mostly consider the case of ferromagnetic interactions, in which the interaction between
neighboring magnetic moments pushes them to align (or equivalently to be equal).
Formally, the model is defined on a finite set Λ as follows. A spin variable σx ∈ {±1}
is attributed to each x ∈ Λ. The spin configuration σ = (σx ∶ x ∈ Λ) ∈ {±1}Λ is given by the
collection of all the spins. Let E = E (Λ) be the set of unordered pairs {x, y} of elements in
Λ with x ≠ y. Below, we denote an element of E by xy. For a family (Jxy)xy∈E of coupling
constants Jxy ≥ 0 and h ∈ R, introduce the energy of a spin configuration σ defined by
HΛ,h(σ) ∶= − ∑
xy∈E
Jxy σxσy − h∑
x∈Λ
σx.
For β ≥ 0 and f ∶ {±1}Λ Ð→ R, introduce
ZΛ,β,h(f) ∶= ∑
σ∈{±1}Λ
f(σ) exp[−βHΛ,h(σ)]. (1)
Definition 1.1 The Ising measure ⟨⋅⟩Λ,β,h with coupling constants (Jxy) on Λ at inverse
temperature β ≥ 0 and external field h ∈ R is defined by the formula
⟨f⟩Λ,β,h ∶= ZΛ,β,h(f)
ZΛ,β,h(1) for every f ∶ {±1}
Λ
Ð→ R. (2)
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One often defines the Ising model on a graph G with vertex-set Λ. In this context, if the
coupling constants are defined in such a way that Jxy = 1 if xy is an edge of G and 0
otherwise, we speak of the nearest-neighbor ferromagnetic (n.n.f.) Ising model on G.
1.2 Ising model on an infinite graph
The Ising model efficiently describes the phase transition1 at Curie’s temperature between
the paramagnetic and the ferromagnetic properties of a material. In order to witness the
emergence of a phase transition, we consider the model on infinite sets. For simplicity, we
will focus on the Ising model at inverse-temperature β on
Λ = Zd ∶= {(x1, . . . , xd) ∶ xi ∈ Z for all 1 ≤ i ≤ d}
and assume that the coupling constants Jxy ≥ 0 depend only on x − y. In such case, we
speak of a model which is ferromagnetic and invariant (under translations).
One cannot directly define the Ising model on Zd by the same formulae as in the
previous paragraph since the energy would involve a divergent series. Hence, we are bound
to define the measure as the limit of measures on finite sets. One possible procedure is
the following. For n ≥ 1, let Λn denote the set {−n, . . . , n}d. Then, ⟨⋅⟩Λn,β,h can be proved
to converge weakly (as n → ∞) to a probability measure ⟨⋅⟩β,h on {±1}Zd equipped with
the σ-algebra F generated by the random variables σ ↦ σx for every x ∈ Zd.
Once infinite-volume measures ⟨⋅⟩β,h are defined, we may introduce an order parameter
measuring the magnetization of the material and speak of a phase transition.
Definition 1.2 The spontaneous magnetization m∗(β) = m∗(β,d) is the limit as h ↘ 0
of m(β,h) ∶= ⟨σ0⟩β,h. The critical inverse-temperature of the model is defined as
βc = βc(d) ∶= inf{β ≥ 0 ∶m∗(β) > 0}. (3)
The quantity 1/βc should be interpreted as Curie’s temperature. It separates a regime
without spontaneous magnetization (m∗(β) = 0) corresponding to a paramagnet from
a regime with spontaneous magnetization (m∗(β) > 0) corresponding to a ferromagnet.
Physicists and mathematicians are then interested in the behavior of the model near βc
describing the transition between the two regimes.
Remark 1.3 The Ising model goes back to Lenz [34] who suggested it to his PhD student
Ising. Ising [27] proved that βc =∞ for the n.n.f. Ising model on Z. Ising also conjectured
that βc(d) is always equal to infinity and that the model is therefore unable to predict
the existence of Curie’s temperature. Because of this unfortunate prediction, the model
was abandoned for some time before Peierls [38] finally contradicted Ising by proving that
βc(d) ∈ (0,∞) for any d ≥ 2.
1.3 Partition function of the Ising model
The quantity ZΛ,β,h(1) is called the partition function of the model (from now on, we will
denote it by ZΛ,β,h). The partition function of the model is directly connected to the free
energy defined as
f(β,h) ∶= lim
n→∞
1
∣Λn∣ logZΛn,β,h.
1Pierre Curie discovered a transition between the paramagnetic (i.e. the ability of a material to gain
a magnetization when immersed in a magnetic field) and the ferromagnetic (i.e. the ability of a material
to keep this magnetization when the magnetic field is removed) behaviors of more that twenty real-life
materials in his thesis in 1895. He discovered Curie’s law for paramagnets at the same time.
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Some properties of the model can be obtained via the free energy – for instance ⟨σ0⟩β,h =
1
β
∂
∂h
f(β,h) – and the existence of a phase transition is directly related to singularities (in
β and h) of f(β,h). For these reasons, trying to compute the free energy of the model
has been a central question in statistical physics.
In [37], Onsager built on works of Kramers and Wannier [30] to show that the free
energy of the n.n.f. Ising model with zero magnetic field in Z2 is given by
βf(β,0) = ln(2) + 1
8π2
∫
2pi
0
∫
2pi
0
dθ1dθ2 ln ( cosh(β)2 − sinh(β)( cos(θ1) + cos(θ2)))
from which one infers that βc = 12 ln(1 +
√
2). Onsager’s computation of the free energy
is based on the study of the eigenvalues of the so-called transfer matrices. The original
strategy used by Onsager is based on the fact that the transfer matrix is the product
of two matrices whose commutation relations generate a finite dimensional Lie algebra.
Later on, Kaufman [31] gave a simpler solution using Clifford algebra and anti-commuting
spinor (free-fermion) operators. Onsager also announced that
m∗(β) = (1 − sinh(β)−4)1/8
without providing a rigorous proof of the statement. The result was mathematically
proved by Yang in [44] using a limiting process of transfer matrix eigenvalues. Later on,
Onsager explained that he did not publish the proof because he was unable to justify
certain statements regarding Toeplitz determinants.
Since Onsager’s original computation of the free energy, many new approaches were
proposed to compute the free energy. Yang and Baxter provided an alternative strategy
based on the Yang-Baxter equation by greatly generalizing some of the ideas related to
the star-triangle transformation introduced in Onsager’s solution. The free energy of the
model was also mapped to several other models. Kasteleyn [29] related the partition
function of the Ising model to the one of dimers, thus enabling him to study the n.n.f.
Ising model on planar graphs. Kac and Ward [28] provided an approach, referred to as
the combinatorial approach, which expresses the free energy in terms of families of signed
loops. Schultz, Mattis and Lieb mapped the Ising model to fermionic systems in [40].
To illustrate the variety of solutions, Baxter and Enting [9] provided yet another solution
in a paper entitled “399th solution to the 2D Ising model", which is based solely on the
star-triangle transformation.
The previous list of solutions of the n.n.f. Ising model in 2D is impressive, and it
is fair to say that the model has been a laboratory for new techniques related to exact
computations of partition functions for statistical physics models. However, for more
general interactions or simply for the n.n.f. model in higher dimension, the approach
based on an exact computation of the free energy seems much more challenging since the
model is not currently known to be exactly solvable.
Physicists and mathematicians therefore turned their attention to alternative ap-
proaches to handle the model. They started by studying expansions of the partition
function. The most famous ones are called the low and high temperature expansions2. An
expansion in terms of subgraphs of the original graph, called the random-cluster model,
was found by Fortuin and Kasteleyn in [19]. Several random-walk expansions were also
introduced [11, 42]. Last but not least, the so-called random currents expansion was
developed in [24, 7].
2The low temperature expansion enabled Peierls to show that the critical inverse-temperature of the
n.n.f. Ising model on Zd is strictly smaller than ∞ for d ≥ 2.
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The strength of all these expansions is that they work for all graphs. They do not lead
to an explicit computation of the partition function or the free energy, but they provide
new insight and often highlight specific properties of the model. For these reasons, their
applications go beyond the original goal of expanding the partition function, since they
enable the physicists and the mathematicians to prove new properties of the model.
The goal of this proceeding is to survey the results obtained via the random currents
expansion. The article is organized as follows. We start by discussing a few expansions of
the Ising model. Then, we focus on the random currents expansion and the fundamental
“switching lemma". In the fourth section we discuss some applications of random currents.
Finally, the last section lists a few open questions related to random currents and the Ising
model.
2 Expansions of the Ising model correlations
Fix β,h ≥ 0 and A ⊂ Λ both finite. We set σA = ∏x∈A σx. The goal of this section is to
expand ZΛ,β,h(σA) as a sum of weighted objects and to deduce an expression for ⟨σA⟩Λ,β,h
in terms of these objects. The objects under consideration will be either graphs, walks or
integer-valued functions. In the two first cases, we speak of graphical and random-walk
representations while in the last case, we speak of expansions in currents.
Before starting, let us make a small detour. The magnetic field h ≥ 0 can be seen
as a global bias pushing spins towards +1. This magnetic field can be interpreted in a
nice way by introducing an addition point g ∉ Λ called Griffiths’ ghost vertex and by
setting Jxg = Jxg(h) ∶= h. Then, ⟨⋅⟩Λ,β,h = ⟨⋅∣Λ ∣σg = +1⟩Λ∪{g},β,0. In other words, by
adding one “ghost" vertex, the magnetic field can be interpreted as an Ising model without
magnetic field, conditioned on the spin of the ghost vertex to be +1. We will often use
this interpretation with the ghost vertex for which we set σg to be always +1 for obvious
reasons. From now on, E = E (Λ ∪ {g}) is the set of unordered pairs {x, y} ⊂ Λ ∪ {g}.
2.1 Expansion in integer-valued functions (or currents)
While the expansion in integer-valued functions is not the oldest nor the most elementary
one, it is the one that will be studied in detail later in the text, and we therefore choose to
present it first for full awareness. Let N ∶= {0,1,2, . . . } be the set of non-negative integers.
For n = (nxy ∶ xy ∈ E ) ∈ NE and x ∈ Λ ∪ {g}, introduce X(n, x) ∶= ∑y∈Λ∪{g} nxy. We also
set ∂n ∶= {x ∈ Λ ∶ X(n, x) odd} (note that g is never in ∂n). As observed by Griffiths,
Hurst and Sherman [24], the identity
exp[βJxyσxσy] =
∞
∑
nxy=0
(βJxyσxσy)nxy
nxy!
(4)
allows us to write
ZΛ,β,h(σA) = ∑
σ∈{±1}Λ
σA ∑
n∈NE
∏
xy∈E
(βJxyσxσy)nxy
nxy!
. (5)
By interchanging the two sums on the right-hand side, (5) can be rewritten as
ZΛ,β,h(σA) = ∑
n∈NE
w(n) ∑
σ∈{±1}Λ
∏
x∈Λ
σ I[x∈A]+X(n,x)x , (6)
where
w(n) = wΛ,β,h(n) ∶= ∏
xy∈E
(βJxy)nxy
nxy!
.
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The trick comes next. Fix x ∈ Λ and σ ∈ {±1}Λ. Define the configuration σ(x) obtained
from σ by reversing the spin at x. Since for a fixed x ∈ Λ, the map σ ↦ σ(x) is an
involution, and since the contributions of σ(x) and σ to the sum over spin configurations
in (6) cancel each others as soon as I[x ∈ A] +X(n, x) is odd, we find that
∑
σ∈{±1}Λ
∏
x∈Λ
σ I[x∈A]+X(n,x)x =
⎧⎪⎪⎨⎪⎪⎩
2∣Λ∣ if ∂n = A,
0 otherwise.
(7)
In conclusion,
ZΛ,β,h(σA) = 2∣Λ∣ ∑
n∈NE ∶∂n=A
w(n). (8)
Since ⟨σA⟩Λ,β,h = ZΛ,β,h(σA)/ZΛ,β,h, we deduce that
⟨σA⟩Λ,β,h = ∑n∈NE ∶∂n=Aw(n)∑
n∈NE ∶∂n=∅w(n) . (9)
Remark 2.1 Equation (9) implies the Griffiths’ first inequality [23]: for any β,h ≥ 0 and
A ⊂ Λ, ⟨σA⟩Λ,β,h ≥ 0.
We conclude this section by introducing some terminology. An element of NE is called
a current, and a vertex x with X(n, x) odd a source of the current n. The name of current
comes from the interpretation of the so-called backbone (see Section 2.3.2 below) of n as
currents going from one source to another one.
2.2 Graphical expansions of the Ising model
We now present three graphical representations, i.e. expansions in subsets of E .
2.2.1 The high-temperature expansion. For E ⊂ E and x ∈ Λ, set ∆(E,x) to be the
number of pairs in E containing x and ∂E ∶= {x ∈ Λ ∶ ∆(E,x) odd}. As observed by van
der Waerden [43], the identity
exp(βJxyσxσy) = cosh(βJxy)(1 + tanh(βJxy)σxσy)
allows us to write
ZΛ,β,h(σA) = c0 ∑
σ∈{±1}Λ
σA ∑
E⊂E
∏
xy∈E
tanh(βJxy)σxσy, (10)
where c0 = c0(Λ, J) ∶= ∏xy∈E cosh(βJxy). Interchanging the two sums, we obtain
ZΛ,β,h(σA) = c0 ∑
E⊂E
x(E) ∑
σ∈{±1}Λ
∏
x∈Λ
σ I[x∈A]+∆(E,x)x ,
where x(E) = xΛ,β,h(E) ∶= ∏xy∈E tanh(βJxy). The same use of the ±1 symmetry as in the
previous section implies that (7) is true with E and ∆ replacing n and X so that
ZΛ,β,h(σA) = c0 2∣Λ∣ ∑
E⊂E ∶∂E=A
x(E) (11)
and
⟨σA⟩Λ,β,h = ∑E⊂E ∶∂E=A x(E)∑E⊂E ∶∂E=∅ x(E) . (12)
This expansion is called the high-temperature expansion of the Ising model.
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2.2.2 The Fortuin-Kasteleyn expansion. Let us start with the partition function (i.e.
A = ∅). If pxy ∶= 1 − exp[−2βJxy] for all xy ∈ E , we may use the identity exp[βJxyσxσy] =
exp[βJxy](pxyI[σx = σy] + 1 − pxy) to get (after expanding)
ZΛ,β,h = c1 ∑
σ∈{±1}Λ
∑
E⊂E
( ∏
xy∈E
pxyI[σx = σy])( ∏
xy∉E
(1 − pxy)),
where c1 = c1(Λ, J) ∶= ∏xy∈E exp[βJxy]. Let E(σ) be the set of xy with σx = σy. Then,
one may check that ∏xy∈E I[σx = σy] = I[E ⊂ E(σ)] so that
ZΛ,β,h = c1 ∑
σ∈{±1}Λ
∑
E⊂E(σ)
( ∏
xy∈E
pxy)( ∏
xy∉E
(1 − pxy)),
where in the first line we used that the term in parentheses equals 1. Interchanging the
two sums, we obtain
ZΛ,β,h = c1 ∑
E⊂E
#{σ ∈ {±1}Λ such that E(σ) ⊃ E} ⋅ ( ∏
xy∈E
pxy)( ∏
xy∉E
(1 − pxy)).
Now, the number of configurations σ with E(σ) ⊃ E is equal to 2k(E), where k(E) is the
number of connected components of the graph G(E) with vertex-set Λ ∪ {g} and edge-
set E (simply observe that the condition is that σ must be constant on each connected
component of E). In conclusion, ZΛ,β,h = c1∑E⊂E r(E) with
r(E) = rΛ,β,h(E) ∶= 2k(E) ⋅ ( ∏
xy∈E
pxy)( ∏
xy∉E
(1 − pxy)).
More generally, one may easily check that
ZΛ,β,h(σA) = c1 ∑
E∈FA
r(E),
where FA is the set of E ⊂ E such that each connected component of the graph G(E)
intersects A (resp. A ∪ {g}) an even number of times – which can be zero – if ∣A∣ is even
(resp. ∣A∣ is odd). For instance, if A = {x, y}, then E ∈ FA if and only if x and y are in
the same connected component of E.
While the Fortuin-Kasteleyn expansion is a graphical expansion exactly like the high-
temperature expansion, there is no restriction on the possible sets E. This motivates the
introduction of the probability measure φΛ,β,h on subsets of E such that
φΛ,β,h({E0}) = r(E0)∑E⊂E r(E)
for any E0 ⊂ E . This measure, introduced by Fortuin and Kasteleyn in [19], is now called
the random-cluster model on Λ ∪ {g}. With this notation, we can write
⟨σA⟩Λ,β,h = φΛ,β,h(FA). (13)
This expression of ⟨σA⟩Λ,β,h is of a very different nature than (9) and (12). Indeed, the
quantity is expressed as the probability of an event under a certain probability measure.
This is not the case of the other expressions which involve different objects in the numerator
and the denominator, and therefore cannot be directly interprated as a probability.
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2.2.3 The low-temperature expansion. The simplest and oldest expansion is given by the
low-temperature expansion. It is based on the observation that spin configurations are in
correspondence with subsets of E . For σ ∈ {±1}Λ, set C(σ) ∶= {xy ∈ E , σx ≠ σy}. This
“contour set” is the complement of E(σ) (defined in Section 2.2.2) in E . Note that for
h ≠ 0 (resp. h = 0), C ∶ σ z→ C(σ) is a one-to-one (resp. two-to-one) map. Let E ∗ be the
image of the map C. Then,
ZΛ,β,h = c1 ∑
σ∈{±1}Λ
∏
xy∈C(σ)
exp[−2βJxy] = c2 ∑
E⊂E ∗
t(E),
where t(E) = ∏xy∈E exp[−2βJxy] and c2 is equal to c1 if h ≠ 0 and 2c1 if h = 0. We do
not wish to spend time studying this expansion, but let us mention that ⟨σA⟩Λ,β,h has
also a nice expression in this setting3. The low-temperature expansion was used by Peierls
[38] to study the regime β ≫ 1 and prove that βc(2) < ∞. In the case of a n.n.f. model
on a planar graph, Kramers and Wannier [30] related the low-temperature expansion to
the high-temperature expansion on the dual graph (this relation is now known as the
Kramers-Wannier duality).
2.3 Random-walk expansions
2.3.1 Symanzik-Brydges-Fröhlich-Spencer expansion. In [42], Symanzik proposed an ex-
pansion of ZΛ,β,h(σA) in terms of random-walks, i.e. finite sequences of elements in Λ∪{g}.
The idea is to write
ZΛ,β,h(σA) = ∑
(ω1,...,ωp)∈Ω(A)
Z(ω1, . . . , ωp),
where Ω(A) is the set of families (ω1, . . . , ωp) of walks satisfying that p = ⌈∣A∣/2⌉ and the
vertices in A if ∣A∣ is even (resp. A ∪ {g} if A is odd) are either the beginning or the end
of one of the walks. We also allow the family to be empty if A = ∅, so that we can write
(for some function Z(⋅))
⟨σA⟩Λ,β,h = ∑
(ω1,...,ωp)∈Ω(A)
Z(ω1, . . . , ωp)
Z(∅) . (14)
In [42], Symanzik obtained such an expansion for φ4 models. Brydges, Fröhlich and
Spencer adapted Symanzik’s expansion to the discrete setting in [11]. The proof is based
on an expansion in Taylor series in Fourier space (which looks like some type of high-
temperature expansion), followed by a clever partial resummation of the terms. It is
based on a family of integration-by-part formulae.
We do not provide additional details here since we will be focusing on a closely related
random-walk expansion, called the backbone expansion. The applications of these two
expansions are roughly the same, but we choose to focus on the later one due to its direct
connection with the expansion in currents.
2.3.1 The backbone expansion. Let us start with the following connection between integer-
valued functions and occupation times of a family of walks. Below, n(ω,x, y) denotes the
number of times t at which ω(t) = x and ω(t + 1) = y (i.e. the number of times the walk
uses the oriented edge from x to y).
3We leave this problem as an exercise for the reader, and recommend that the reader starts with the
case h ≠ 0 and A = {x}.
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Proposition 2.2 Fix n = NE and a family of walks {ω1, . . . , ωk} such that
nxy =
k
∑
i=1
(n(ωi, x, y) + n(ωi, y, x)).
Then ∂n = A if and only if there exists {ωi1 , . . . , ωip} ⊂ {ω1, . . . , ωk} such that the beginnings
and ends of the walks ωi1 , . . . , ωip partition A, and the other walks are all loops (i.e. that
they start and end at the same place).
Proof One direction is very simple to check. If the family of walks satisfies this property,
then ∂n = A. The other direction is not much more difficult. Fix n ∈ NE . We introduce
a peeling procedure as follows. Order the elements of Λ ∪ {g} and E (the choice of the
orderings is not important). Then, construct x(t) and n(t) inductively as follows: set
x(0) to be the smallest (according to the fixed ordering) element of A and n(0) = n and
for any t ≥ 0,
If n(t) = 0, then stop the induction.
Else if n(t)x(t)y = 0 for any y ∈ Λ ∪ {g}, then set n(t + 1) = n(t) and
- If A ⊂ {x(0), . . . , x(t)}, then set x(t + 1) be such that X(n(t), x(t + 1)) > 0.
- Else let x(t + 1) be the smallest x ∈ A not yet visited.
Else set x(t + 1) to be the smallest vertex for which n(t)x(t)x(t+1) > 0 and
n(t + 1)xy =
⎧⎪⎪⎨⎪⎪⎩
n(t)xy − 1 if xy = x(t)x(t + 1),
n(t)xy otherwise.
In words, we walk along the edges with positive current and subtract one to the current
at each step that we make. When it is not possible to walk (because X(n(t), x(t)) is zero
at the vertex x(t)), we jump to a new vertex with X(n(t), x) > 0. The orderings help us
in case of multiple choices. Now, if t1, . . . , tk denote the times at which n(ti) = n(ti − 1),
we obtain the family {ω1, . . . , ωk} by setting ωi(s) = ωi(ti + s) for s ≤ ti+1 − ti and i ≤ k. ◻
The family {ω1, . . . , ωk} is not unique. Nevertheless, if the orderings on vertices and
edges is fixed, the procedure described in the above proof provides us with a family of
walks. The family (ω1, . . . , ω⌈∣A∣/2⌉) is called the backbone of n (the other walks in the
construction are loops). Then, (8) immediately implies (14) with
Z(ω1, . . . , ωp) ∶= ∑
n with backbone ω1,...,ωp
w(n).
3 The switching lemma and the random currents represen-
tation
From now on we focus on the expansion in terms of currents. One of the main goals is to
rewrite correlations functions in terms of probability of events for a probability measure
on currents4. The following perspective on the Ising model’s phase transition is driven
by the observation that the onset of long range order coincides with a percolation phase
transition for currents. This point of view was developed in [7] and a number of subsequent
works.
4Indeed, we saw that (9), for instance, is very different from (13), since it involves different currents in
the numerator and denominator, and therefore cannot be interpreted as a probability.
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From now on, summations involving the variable n will always be assumed to be
summations over currents. For this reason, we drop n ∈ NE from the notation. Let A∆B
denote the symmetric difference (A ∖ B) ∪ (B ∖ A). Also, associate to a current n the
subset n̂ ∶= {xy ∈ E ∶ nxy ≥ 1} ⊂ E . Recall the definition of FA from the previous section.
The following statement, called the switching lemma, provides a powerful tool for
studying currents. It was introduced in [24] and then used at its full extent and popularized
in [7]. The proof is fairly simple and purely combinatorial.
Lemma 3.1 (Switching lemma) For any A,B ⊂ Λ and any function F ∶ NE → C:
∑
∂n1=A
∂n2=B
F (n1 + n2)w(n1)w(n2) = ∑
∂n1=∅
∂n2=A∆B
F (n1 +n2)w(n1)w(n2)I[n̂1 + n2 ∈ FA].
This lemma is particularly useful when considering sums of two currents5 since it en-
ables to switch sources from one current to the other. For instance, applying the switching
lemma to the square of (9) (choosing A = B and F = 1) leads to
⟨σA⟩2Λ,β,h =
∑
∂n1=∂n2=∅
w(n1)w(n2)I[n̂1 + n2 ∈ FA]
∑
∂n1=∂n2=∅
w(n1)w(n2) . (15)
While taking the square of the correlation functions can appear as a big sacrifice, notice
that the sums on the numerator and denominator are now on the same objects (namely
pairs of sourceless currents). This seems to fit in the framework of probability theory, and
it therefore calls for the following definition.
Definition 3.2 (Distribution on currents) Fix β,h ≥ 0 and A ⊂ Λ. Define the distri-
bution PA =PA
Λ,β,h on currents such that for any n0 with ∂n0 = A,
P
A[{n0}] ∶= w(n0)∑∂n=Aw(n) . (16)
Note that PA is supported on {n ∶ ∂n = A}. Let ν ⊗ µ denote the product of the
measures ν and µ. With this notation, we deduce from (15) that
Proposition 3.3 For any β,h ≥ 0 and any A ⊂ Λ,
⟨σA⟩2Λ,β,h ∶= P∅ ⊗P∅[n̂1 +n2 ∈ FA]. (17)
One cannot miss the comparison with (13): both right-hand sides involve the probability
of the event FA for two different laws on random subsets of E . It is important to note
that in one case the left-hand side is the spin-spin correlation, while in the second case it
is its square.
Similar applications of the switching lemma imply more general statements. For in-
stance, Griffiths’ second inequality
⟨σAσB⟩Λ,β,h ≥ ⟨σA⟩Λ,β,h⟨σB⟩Λ,β,h
5The idea of duplicating the system, meaning taking two independent Ising models, was already used
by Griffiths [23] to prove his famous inequalities. The same strategy was later used by Lebowitz [33] for
instance, who attributes the idea to Percus.
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(see [23]) is obtained by observing that
1 −
⟨σA⟩Λ,β,h⟨σB⟩Λ,β,h
⟨σAσB⟩Λ,β,h = P
∅
⊗P
A∆B[n̂1 +n2 ∉ FA] ≥ 0.
Note that one gets immediately that spin-spin expectations are increasing in β ≥ 0 (and
one may prove the same in h ≥ 0) since
d
dβ
⟨σA⟩Λ,β,h = ∑
xy∈E
Jxy(⟨σAσxσy⟩Λ,β,h − ⟨σA⟩Λ,β,h⟨σxσy⟩Λ,β,h) ≥ 0.
Remark 3.4 The random set n̂ ⊂ E with law P∅
Λ,β,h
can be directly related to the high-
temperature expansion and the random-cluster model. Indeed, consider a random variable
E ⊂ E with law µ∅
Λ,β,h
attributing probability proportional to x(E) to each E with ∂E = ∅
and 0 otherwise. Adding to E each xy ∈ E independently with probability 1−1/ cosh(βJxy)
gives a random variable with law P∅
Λ,β,h
(this is fairly easy to see by noticing that the set
E plays the same role as the set of xy ∈ E with nxy odd). Adding to this new random
graph each xy ∈ E independently with probability 1− exp(−βJx,y) leads to a random subset
of E with law φΛ,β,h (see [25, 36]). In words, the configuration of random currents is
sandwiched between the high-temperature and the random-cluster configurations.
4 Three applications of random currents
The strength of the random currents representation is the alliance of two possible points of
view: first, the backbone of a current can be interpreted as a family of walks, and second,
the trace of currents (which is a subset of E ) can be used to express correlations in the
model. In words, the currents provide both a random-walk and a percolation interpretation
for the Ising model. In the following sections, we describe three applications of random
currents. Each one of them relies directly or indirectly on properties inspired by both
points of view.
For simplicity, we restrict our attention to the n.n.f. Ising model on Zd.
4.1 Sharpness of the phase transition
The critical parameter βc discriminates between an ordered regime (m
∗(β) > 0) and a
disordered regime (m∗(β) = 0). It is not difficult to see that ⟨σxσy⟩β,0 remains bounded
away from zero (respectively tends to zero) in the ordered (respectively disordered) regime.
One is naturally led to the question of the speed of decay to zero when β < βc.
In 1987, Aizenman, Barsky and Fernandez [1] used random currents to prove that
the speed of decay is exponential (Property (3) of Theorem 4.1 below). As a byproduct
of their proof, they also showed that the magnetization satisfies mean-field lower bounds
when h = 0 and β ↘ βc, and when β = βc and h↘ 0 (Properties (1) and (2) of Theorem 4.1).
We present a simplified version of the results here (the constants are not optimized).
Theorem 4.1 Consider the n.n.f. Ising model on Zd, then
(1) There exists c0 ∈ (0,∞) such that for β > βc, m∗(β) ≥ c0(β − βc)1/2.
(2) There exists c1 ∈ (0,∞) such that for any h ≥ 0, m(βc, h) ≥ c1h1/3.
(3) For β < βc, there exists c2 = c2(β) > 0 such that
⟨σ0σx⟩β,0 ≤ exp[−c2∥x∥]
for all x ∈ Zd, where ∥ ⋅ ∥ is the ℓ1-norm on Rd.
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An alternative proof also relying on random currents was provided recently in [16].
Let us summarize it now. The proof of [16] is based on the following quantity: For β ≥ 0
and a finite subset S of Zd, set ∂S ∶= {x ∈ S ∶ ∃y ∉ S neighbor of x in Zd} and define
ϕS(β) ∶= ∑
x∈∂S
⟨σ0σx⟩S,β,0.
This quantity is related to the magnetization through the following inequality
∂
∂β
(m(β,h)2) ≥ c3 ( inf
S∋0
ϕβ(S)) (1 −m(β,h)2), (18)
where c3 > 0 is a certain explicit constant that we do not specify here for simplicity. This
differential inequality and the quantity ϕS(β) are motivated by a similar inequality in the
context of Bernoulli percolation (see [16, (1.1) and (1.3)]).
Equation (18) is proved using random currents, for which the parallel with Bernoulli
percolation becomes uncanny: the role of Bernoulli percolation is replaced by n̂1 + n2,
where n1 and n2 are independent currents sampled according to an infinite-volume version
of P∅. Then, the proofs of (18) and its Bernoulli percolation analogue [16, (1.3)] are very
close in spirit.
Inequality (18) motivates the introduction of a new critical parameter β˜c defined as
the supremum of the β ≥ 0 for which there exists a finite set S ∋ 0 with ϕβ(S) < 1. With
this definition, we automatically get that for any β ≥ β˜c,
∂
∂β
(m(β,h)2) ≥ c3 (1 −m(β,h)2) (19)
which, when integrated between β˜c and β, leads to m(β,h) ≥ c0(β − β˜c)1/2. Letting h↘ 0
gives us Item (1) with β˜c instead of βc. Note that it automatically implies that β˜c ≥ βc.
Proving Item (3) with β˜c instead of βc would conclude the proof, since it would auto-
matically imply that β˜c = βc. The proof of Item (3) for β < β˜c follows fairly quickly from
the following lemma, since it implies that for any S ∋ 0 contained in Λn and any x ∈ Zd,⟨σ0σx⟩β,0 ≤ ϕβ(S)∥x∥/n.
Lemma 4.2 (Simon-Lieb inequality [35]) Let S be a finite subset of Zd containing 0.
For any x ∉ S,
⟨σ0σx⟩β,h ≤ ∑
y∈∂S
⟨σ0σy⟩S,β,h⟨σyσx⟩β,h. (20)
The proof of (20) is based on the backbone representation and the interpretation
in terms of random-walk attached to it. To understand intuitively (20), consider for a
moment the simple random-walk model. Let G(x, y) be the expected number of visits
to y starting from x, and GS(x, y) the same quantity when counting visits before exiting
S. Then, the union bound and the Markov property at the first visit of ∂S leads to
G(0, x) ≤ ∑y∈∂SGS(0, y)G(y,x), which is the direct analogue of (20). Therefore, it does
not come as a surprise that the backbone representation can be used to prove the lemma.
Item (2) with β˜c instead of βc is obtained via the following easy differential inequality
(see [1, (1.12)]), which is also based on the percolation interpretation of random currents:
2d
∂
∂h
(m(β,h)3) ≥ ∂
∂β
(m(β,h)2). (21)
In conclusion, the proof of Theorem 4.1 is heavily based on both the percolation and
random-walk interpretations of currents. The proof extends to any invariant ferromagnetic
interactions. In fact, the differential inequality and Simon’s inequality have natural ana-
logues in this context, which are even cleaner to state, provided ϕβ(S) is defined slightly
differently (we chose the simplest formulation here). We refer to [16] for details.
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4.2 Continuity of the phase transition for the n.n.f. Ising model on Zd
Statistical physics is often interested in the classification of infinite-volume measures of a
given model. In the case of the Ising model on Zd, such measures, called Gibbs measures,
are defined as probability spaces ({±1}Zd ,F , ⟨⋅⟩) satisfying the famous Dobrushin-Lanford-
Ruelle condition.
We already encountered an example of Gibbs measure at inverse temperature β in the
introduction since ⟨⋅⟩β,0 is a Gibbs measure called the Gibbs measure with free boundary
conditions (it is usually denoted by ⟨⋅⟩0β and we adopt this convention from now on). But
one may consider the limits ⟨⋅⟩+β and ⟨⋅⟩−β of ⟨⋅⟩β,h as h↘ 0 and h↗ 0 respectively, which are
also Gibbs measures (they are called Gibbs measures with + and − boundary conditions).
There may be many other Gibbs measures for a fixed β ≥ 0. In fact, one can show that
there are multiple Gibbs measures if and only if ⟨⋅⟩+β ≠ ⟨⋅⟩−β . This criterion implies that the
Gibbs measure is unique (resp. non-unique) if β < βc (resp. β > βc). Note that the case
β = βc remains much more difficult to treat and it is a priori unclear whether there exist
several Gibbs measures or not. For instance, the Ising model on Z with Jxy = 1/∣x − y∣2 is
known to have several Gibbs measures at βc, see [2]. Yet, this is expected never to be the
case for the n.n.f. model.
In dimension 2, Yang’s result m∗(βc) = 0 implies that ⟨⋅⟩+βc = ⟨⋅⟩−βc . In dimension four
and more, a similar result [5] implied the uniqueness as well. The case of dimension 3
remained open for a while, mostly because the physical understanding of statistical physics
in this dimension is slightly more limited. The following theorem fills this gap.
Theorem 4.3 ([3]) There exists a unique Gibbs measure ⟨⋅⟩βc at βc for the n.n.f Ising
model on Zd with d ≥ 3. Furthermore,
c4
∥x − y∥d−1 ≤ ⟨σxσy⟩βc ≤
c5
∥x − y∥d−2 (22)
for any x, y ∈ Zd, where c4, c5 ∈ (0,∞) are universal constants.
Let us briefly describe the strategy of the proof. The idea is to prove that ⟨⋅⟩+βc is equal
to ⟨⋅⟩0βc . Indeed, this implies immediately that ⟨⋅⟩+βc = ⟨⋅⟩−βc since the Gibbs measure with
free boundary conditions is symmetric under global spin flip.
Let us start by saying that ⟨⋅⟩0βc is known to satisfy (22). Indeed, the left-hand side can
be proved using βc = β˜c 6. The right-hand side is a consequence of the celebrated infrared
bound (see [12] for a review) which states that for β < βc and x, y ∈ Zd,
⟨σxσy⟩0β ≤ 12β G(x, y) ≤ c5∥x − y∥d−2 , (23)
where G(x, y) is the Green function of the simple random walk on Zd (the backbone
expansion gives credence for such a bound, even though the proof does not rely on it).
Then, the second inequality of (22) follows by taking the limit β ↗ βc (this is possible
since ⟨⋅⟩0β converges weakly to ⟨⋅⟩0βc).
The proof that ⟨⋅⟩+βc is equal to ⟨⋅⟩0βc is based on the study of the percolation properties
of the infinite-volume limit of random duplicated currents. Very roughly, the idea is
to show that the random subgraph of Zd obtained by taking the limit as Λ ↗ Zd and
then h↘ 0 of the random variable n̂1 +n2, where n1 and n2 are two independent random
6Indeed, the definition of β˜c implies immediately that ϕβc(S) ≥ 1 for any finite set S. Applying this
observation to S = Λn and using a few classical inequalities implies the result.
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currents with law P∅
Λ,β,h
and P∅
Λ,β,0
respectively (note that the first current has a magnetic
field and not the second), does not contain an infinite connected component almost surely.
This question is reminiscent of a classical conjecture in percolation theory, namely
that Bernoulli percolation on Zd does not percolate at criticality. It is therefore a priori
very difficult to prove such a statement. Nevertheless, in our context, the fact that (22)
is available for ⟨⋅⟩0βc can be combined with ergodic properties of the random subgraph
(namely that, when it exists, the infinite connected component is unique almost surely)
to prove that the random graph cannot contain an infinite-connected component almost
surely. Once again, this proof combines the random-walk and the percolation perspectives.
4.3 Truncated four-point function
To simplify the notation, we drop the dependency in β and h. The random currents
representation was initially introduced in [7] to study (among other things) the Ursell
four-point function defined for any x1, x2, x3, x4 as
U4(x1, x2, x3, x4)
= ⟨σx1σx2σx3σx4⟩ − ⟨σx1σx2⟩⟨σx3σx4⟩ − ⟨σx1σx3⟩⟨σx2σx4⟩ − ⟨σx1σx4⟩⟨σx2σx3⟩.
Indeed, the switching lemma enables us to rewrite U4(x1, x2, x3, x4) as
U4(x1, x2, x3, x4) = −2 ⟨σx1σx3⟩⟨σx2σx4⟩P{x1,x3} ⊗P{x2,x4}[x1 n̂1+n2←→ x2, x3, x4], (24)
where P{a,b} denotes the law introduced in Definition 3.2. Thus, the connectivity prop-
erties of the sum of two independent currents is once again involved in the estimation of
truncated spin-spin correlations. Let us mention that random currents were used to show
that Ursell 2n-point functions is positive if and only if n is odd, see [41].
4.3.1. Triviality in dimension d ≥ 5. In this section, we work with ⟨⋅⟩0β and n.n.f. in-
teractions. Since Wick’s rule is equivalent to the fact that U4(x1, x2, x3, x4) vanishes,
U4(x1, x2, x3, x4) is a measure of how non Gaussian the field (σx ∶ x ∈ Zd) is. More
precisely, define the renormalized coupling constant
g(β) ∶= ∑
x2,x3,x4∈Zd
U4(0, x2, x3, x4)
χ(β)2ξ(β)d , (25)
where7
χ(β) ∶= ∑
x∈Zd
⟨σ0σx⟩0β and ξ(β) ∶= ( lim
n→∞
−
1
n
log (⟨σ0σne1⟩0β))
−1
(26)
(e1 is a unit vector in Z
d). If g(β) tends to 0 as β ↗ βc, the field is said to be triv-
ial. Otherwise, it is said to be non-trivial. Aizenman and Fröhlich proved the following
theorem8.
Theorem 4.4 ([7, 20]) For d ≥ 5, g(β) tends to 0 as β ↗ βc.
7The quantities χ(β) and ξ(β) are well defined thanks to Theorem 4.1 (plus an additional sub-additivity
argument for the definition of ξ(β)).
8This theorem shed a new light on constructive quantum field theory, since it implied that the quantum
field constructed from the Ising model (or more generally the φ4d lattice model) is simply the Free Field
in dimension 5 and higher. While not fully proved yet, the same should be true in 4d, and therefore this
field is the wrong candidate for a non-trivial field in 4d.
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Let us briefly discuss Aizenman’s proof 9, which illustrates again the power of com-
bining random-walk and percolation interpretations. Theorem 4.4 follows from the fact
that the probability on the right-hand side of (24) tends to zero when x1, . . . , x4 are far
away from each others (formulated differently, Wick’s rule is asymptotically true in di-
mension five and higher). To prove this statement, Aizenman used the intuition coming
from random-walks. In dimension five and higher, the connected components of x1 and
x2 in n̂1 + n2 should not be very different from the backbones of n1 and n2 respectively.
Furthermore, since these backbones look like walks, they are expected to behave like sim-
ple random-walks in dimension four and higher. Therefore, the event under consideration
in (24) should intuitively have a probability comparable to the probability that two in-
dependent simple random-walks from x1 to x3 and from x2 to x4 intersect each others.
A short computation shows that they do it with probability tending to zero as soon as
d ≥ 4. Of course, the connected components of x1 and x2 are not completely equivalent
to two backbones, which themselves are not completely equivalent to two independent
simple random-walks. Therefore, one needs some additional work to complete the proof.
Let us simply say that the main tool in the proof is the infrared bound (23) discussed in
the previous section.
4.3.2. The two-dimensional case. Equation (24) has a beautiful interpretation when work-
ing with spin-spin correlations on the boundary of a two-dimensional “simply connected”
graph.
Corollary 4.5 Let β > 0 and Λ be a connected subgraph of Z2 with connected complement.
In the formula below, ⟨⋅⟩ denotes ⟨⋅⟩Λ,β,0. Let x1, x2, x3 and x4 be four vertices on the
boundary ∂Λ of Λ found in counter-clockwise order (when going around the boundary),
then
⟨σx1σx2σx3σx4⟩ = ⟨σx1σx2⟩⟨σx3σx4⟩ − ⟨σx1σx3⟩⟨σx2σx4⟩ + ⟨σx1σx4⟩⟨σx2σx3⟩.
The formula on the right differs from Wick’s rule by a minus sign. The proof follows
from the fact that the probability on the right-hand side of (24) is equal to 1. Indeed, the
trace n̂1 of the current n1 with sources at x1 and x3 contains a path from x1 to x3, which
must intersect the path from x2 to x4 present in n̂2 (since n2 has sources at x2 and x4).
Therefore, x1, x2, x3 and x4 must necessarily be all connected together in n̂1 + n2.
The previous result extends to n.n.f. Ising models on any planar graph, and even to
an arbitrary number of vertices x1, . . . , x2n. In such case, we obtain a fermionic Wick rule
for the 2n-point function
⟨σx1⋯σx2n⟩ = ∑
pi∈Πn
ε(π)⟨σxpi(1)σxpi(2)⟩ . . . ⟨σxpi(2n−1)σxpi(2n)⟩,
where Πn is the set of pairings of {1, . . . ,2n}, i.e. the set of permutations π such that
π(2j − 1) < π(2j) for any j ∈ {1, . . . , n} and π(2j − 1) < π(2j + 1) for any j ∈ {1, . . . , n− 1}.
Above, ε(π) is the signature of π, which can be seen as −1 to the power the number of
intersections of the graph obtained by drawing simple arcs in Λ between π(2j − 1) and
π(2j) for any j ∈ {1, . . . , n}.
The fermionic Wick rule emerges naturally from formulae involving pfaffians (or equiv-
alently “Gaussian” Grassmann integrals). Formulae expressing the partition function of
the Ising model in terms of pfaffians go back to [29, 26]. Since then, most solutions of
9Fröhlich used the Symanzik-Brydges-Fröhlich-Spencer representation to prove his theorem, with an
integration by part formula replacing the switching lemma.
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the 2D Ising model naturally led to pfaffians formulae. Let us mention a direct mapping
between the n.n.f. 2D Ising model and fermionic systems discovered in [40]. In this paper,
Schultz, Mattis and Lieb proved that the transfer matrix of the Ising model can be rewrit-
ten as the exponential of a quantum Hamiltonian describing a 1D chain of non-interacting
fermions.
5 Open questions on random currents
We now list some open questions directly related to random currents.
First, Equation (17) shows that the long-range order in the Ising model gets rephrased
into long-range connectivity in the sum of two sourceless currents n1 and n2. One can
easily check that the infinite-volume version of n̂1 + n2 has an infinite connected component
almost surely if and only if β > βc.
Question 1. Does the infinite-volume version of one sourceless current n̂ contain an
infinite connected component almost surely at β > βc?
Many of the correlations inequalities available for the Ising model can be obtained via
random currents with the notable exception of the famous FKG inequality. One of the
reasons for this failure is that random currents do not seem to behave well regarding the
natural ordering on subsets of E given by the inclusion. On the contrary, the random-
cluster model is naturally ordered, in the sense that there exists a coupling between E ∼
φΛ,β,h and E
′ ∼ φΛ,β′,h such that E ⊂ E′ almost surely as soon as β ≤ β′. One may
convince oneself that such a coupling does not exist for random currents. Nevertheless,
some properties of random currents should still be increasing in β (e.g. P∅
β
⊗P
∅
β
[x n̂1+n2←→
y] = ⟨σxσy⟩2β). As a toy example, we propose the following question.
Question 2. Is β z→ P∅
β
⊗P
∅
β
[A n̂1+n2←→ B] increasing for any A,B ⊂ Λ?
Remark 3.4 relates the high-temperature expansion and the random-cluster model to
random currents. On the square lattice, both the high-temperature expansion (which
corresponds to the low-temperature expansion on the dual lattice by Kramers-Wannier
duality) and the interfaces of the random-cluster model were proved to be conformally
invariant [13] (the preprints [10, 32] prove convergence to CLE(3) and CLE(16/3) respec-
tively). See also [15] for a review referencing the previous contributions.
Question 3. Prove that the scaling limit of 2D sourceless random currents is CLE(3).
Random currents have been geared to study truncated correlations at h = 0 (for h ≠ 0,
several arguments show that they decay exponentially fast at any β > 0). As seen above,
they enabled to prove that truncated spin-spin correlations decay exponentially fast for
β < βc and algebraically fast for β = βc (truncating is not necessary in these cases). In
2D, Kramers-Wannier duality together with the exponential decay for β < βc imply that
truncated two-point functions decay exponentially fast for β > βc. The only case left is
the case β > βc and d ≥ 3.
Question 4. Prove that for d ≥ 3 and β > βc, there exists c6 = c6(β) > 0 such that for any
x, y ∈ Zd, ⟨σxσy⟩+β − ⟨σx⟩+β⟨σy⟩+β ≤ exp[−c6∥x − y∥].
The result of Corollary 4.5 was known for a long time. Nevertheless, the strategy of the
proof using random currents is of great interest since it generalizes to finite-range interac-
tions [4]. We believe that random currents can improve the understanding of universality
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for the 2d Ising model, in particular for arbitrary finite-range interactions10 (some uni-
versality results were already obtained for finite-range interactions that are perturbations
of the n.n.f. model in [22]). Nonetheless, studying the geometric properties of random
currents at criticality is a very difficult challenge, as illustrated by the fact that we are cur-
rently unable to prove a RSW type result similar to the random-cluster version obtained
in [14].
Question 5. Use random currents to study critical finite-range Ising models defined on
Z
2.
The question of the triviality of Ising on Z4 is still open. This question can be attacked
with random currents. Similarly, it would be interesting to prove that the renormalized
coupling constant does not tend to 0 on Z3.
Question 6. Prove that the renormalized coupling constant converges (respectively does
not converge) to 0 in dimension 4 (respectively 3).
Despite the fact that triviality is not proved in dimension 4, critical exponents are
known to take their mean-field bound in dimension 4 (see [5, 6]). It would be interesting
to prove that this is not the case in dimension 3.
Question 7. Consider the n.n.f. Ising model on Z3. Prove that there exists ε, c7, c8 > 0
such that for any x, y ∈ Zd,
c7
∥x − y∥2−ε ≤ ⟨σxσy⟩βc ≤
c8
∥x − y∥1+ε . (27)
Let us finish by a question for percolation aficionados (answering this question would
provide a direct proof that ⟨⋅⟩0β = 12⟨⋅⟩+β + 12⟨⋅⟩−β for any β ≥ 0, see [3]).
Question 8. Forβ > 0, show that the infinite connected component (if it exists) of the
percolation model (built from infinite-volume duplicated currents) mentioned in the ante-
penultimate paragraph of Section 4.2 has one end almost surely.
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