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THE DUALITY OF glm|n AND glk GAUDIN MODELS
CHENLIANG HUANG AND EVGENY MUKHIN
Abstract. We establish a duality of the non-periodic Gaudin model associated with superalgebra
glm|n and the non-periodic Gaudin model associated with algebra glk.
The Hamiltonians of the Gaudin models are given by expansions of a Berezinian of an (m+n)×
(m+n) matrix in the case of glm|n and of a column determinant of a k×k matrix in the case of glk.
We obtain our results by proving Capelli type identities for both cases and comparing the results.
1. Introduction
Integrable models associated with finite-dimensional Lie superalgebras have been recently receiv-
ing the much deserved attention. While most of the work is done by physicists on the spin-chain
side, the theory of the corresponding Gaudin models is also moving forward, see [MR], [MVY],
[HMVY]. The duality of various systems is another very important topic which always gets a lot of
attention. In this paper we discuss the duality of the Gaudin model associated with supersymmetric
glm|n to the Gaudin model associated with even glk acting on the same bosonic-fermionic space.
In the Lie algebra duality setting, the Lie superalgebras glm|n and glk both act on the algebra
of supersymmetric polynomials V generated by entries of the (m+ n)× k matrix (xi,a) where xi,a
is even if and only if i ≤ m. Then each row is identified with the vector representation of glk and
each column with the vector representation of glm|n. The two actions are extended to the action
on the whole bosonic-fermionic space V of supersymmetric polynomials as differential operators,
where they centralize each other, see Section 5.1. We chose column evaluation parameters z1, . . . , zk
for glm|n, row evaluation parameters Λ1, . . . ,Λm+n for glk and upgrade the action to the current
algebras glm|n[t] and glk[t] in V so that each row and each column becomes an evaluation module
with the corresponding evaluation parameter.
It is well known that the commuting Hamiltonians of the glk Gaudin system are elements of Uglk[t]
given by the coefficients of the column determinant of the k×k matrix G =
(
δa,b(∂u−za)−e
[k]
a,b(u)
)
,
see [T], where we chose evaluation parameters of columns z1, . . . , zk to be the so called boundary
parameters of the model.
It is also known that the Hamiltonians of the glm|n Gaudin system are elements of Uglm|n[t] given
by the coefficients of the Berezinian of the (m+n)× (m+n) matrix B =
(
δi,j(∂v −Λi)− e
[m|n]
i,j (v)
)
,
see [MR], [MM], and Section 4.2. Note that we chose evaluation parameters of rows Λ1, . . . ,Λm+n
to be the boundary parameters of the model.
The column determinant cdetG is a differential operator of order k in variable u whose coefficients
are power series in u−1. The Berezinian BerB a pseudodifferential operator in ∂−1v whose coefficients
are power series in v−1. Our main result is that after multiplying by simple factors, coefficients of
vr∂sv and of u
s∂ru of the two expansion coincide as differential operators in V , see Theorem 5.2.
In order to prove our main result we establish two Capelli-like identities, see Propositions 5.3
and 5.5, which give the normal ordered expansions of the cdetG and BerB acting in V . Because
of the presence of fermions, those expansions have more terms than the original Capelli identity.
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However, the main feature is the same: the quantum corrections created by non-commutativity all
cancel out and the result is the same as it would be in the supercommutative case.
The expansion of the cdetG is done by careful accounting of all terms and finding a way to cancel
or collect the terms. For the Berezinian expansion we exploit a few tricks. Namely, we represent
BerB as a Berezinian of a matrix of size (m + n + k) × (m + n + k) then interchange the rows
and columns to reduce the computation to another column determinant. The key property which
allows us to do it, is the super version of Manin property of the matrices with some additional
property which we call ”affine-like”. The affine-like property guarantees the existence of various
inverse matrices and the Manin property of those inverses, see Section 3. In particular, we argue
that for such matrices the Berezinian can be defined via quasi-determinants, similar to affine Manin
matrices of standard parity treated in [MR].
The spectrum of Gaudin Hamiltonians is found by the Bethe ansatz, see [MTV1] for the even
and [MVY] for the supersymmetric case. Since the two sets of Hamiltonians actually coincide
in V , we have a correspondence between solution sets of two very different systems of the Bethe
ansatz equations. Moreover, the eigenvectors of glk model are in a natural bijection with differential
operators of order k with quasipolynomial kernels, see [MTV4], while eigenvectors of glm|n model are
conjecturally in a bijection with ratios of differential operators of orders m and n, and appropriate
superspaces of quasirational functions, cf. [HMVY].
The duality of the gln and glm systems was established in [MTV5]. The corresponding map
between spaces of polynomials is given by an appropriate Fourier transform and it is also identified
with the bispectrality property of the KP hierarchy, see [MTV2]. It is important to understand this
map in the supersymmetric case.
We expect that the results of this paper can be extended to the most general duality of Gaudin
models associated with glm|n and glk|l. We also expect that a similar duality can be established in
the Yangian, see [MTV3], and the quantum setting.
The duality between gl1|1 and gl2 Gaudin models has appeared in [BBK].
The paper is constructed as follows. In Section 2 we establish our conventions and notation. We
discuss Berezinians and their properties in Section 3. Section 4 is dedicated to definition of Bethe
algebras. Section 5 contains our main result, Theorem 5.2, and its proof.
Acknowledgments. We are grateful to K. Lu, V. Tarasov, F. Uvarov for interesting discussions
and useful remarks. CH thanks B. Vicedo for motivation and fruitful conversations. EM thanks L.
Banchi for a curious question and the follow up discussions which prompted this project.
This work was partially supported by a grant from the Simons Foundation #353831.
2. Preliminaries
2.1. Superspaces and superalgebras. Let s = (s1, . . . , sm+n), si ∈ {±1}, be a sequence such
that 1 occurs exactly m times. We call such a sequence a parity sequence. Denote by Sm|n the set
of all parity sequences. We call the parity sequence s0 = (1, . . . , 1,−1, . . . ,−1) standard.
We always work over C. A vector superspace V = V0¯⊕V1¯ is a Z2-graded vector space. The parity
of a homogeneous vector v is denoted by v¯ ∈ Z/2Z = {0¯, 1¯}. An element v in V0¯ (respectively, V1¯)
is called even (respectively, odd), and we write v¯ = 0¯ (respectively, v¯ = 1¯). We set (−1)0¯ = 1 and
(−1)1¯ = −1.
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Let Cm|n be a complex vector superspace, with dim(Cm|n)0¯ = m and dim(C
m|n)1¯ = n. Given a
parity sequence s, define
i¯s =
{
0¯, si = 1,
1¯, si = −1,
and choose a homogeneous basis esi , i = 1, . . . ,m+ n, of C
m|n such that e¯si = i¯
s.
We often drop s0 from the notation depending on a parity sequence and write, for example,
i¯ = i¯s0 , ei = e
s0
i , etc.
A superalgebra is a vector superspace with an even, bilinear, associative, unital product operation.
Given superalgebrasA,B, the tensor productA⊗B is a superalgebra. For any homogeneous elements
x, x′ ∈ A, y, y′ ∈ B, the product in the superalgebra A⊗ B is
(x⊗ y)(x′ ⊗ y′) = (−1)x¯
′y¯(xx′ ⊗ yy′).
For x ∈ A, a ∈ {1, . . . , k}, denote 1⊗(a−1) ⊗ x⊗ 1⊗(k−a) ∈ A⊗k by x(a).
2.2. The Lie superalgebra glm|n. The Lie superalgebra glm|n is spanned by ei,j , i, j = 1, . . . ,m+n,
with e¯i,j = i¯+ j¯ (in the standard parity), and the superbracket is given by
[ei,j , ep,q] = δj,pei,q − (−1)
(¯i+j¯)(p¯+q¯)δi,qep,j. (2.1)
The universal enveloping algebra of glm|n is denoted by Uglm|n.
The Cartan subalgebra h of glm|n is spanned by ei,i, i = 1, . . . ,m+ n. The weight space h
∗ is the
dual space of h. Let ǫi, i = 1, . . . ,m + n, be a basis of h
∗ such that ǫi(ej,j) = δi,j. We denote the
weight ǫ1 + · · ·+ ǫi by ωi, i = 0, . . . ,m.
Given a weight λ = λ1ǫ1+ · · ·+λm+nǫm+n ∈ h
∗, we also denote λ by the sequence (λ1, . . . , λm+n).
The nilpotent subalgebra n+ of glm|n (respectively n
−) is spanned by ei,j, i < j (respectively ei,j,
i > j).
2.3. Representations of glm|n. Let V be a glm|n-module. Denote πV : Uglm|n → End (V ) the
corresponding map.
A non-zero vector v ∈ V is called a vector of weight λ, if hv = λ(h)v for all h ∈ h. A non-zero
vector v of weight λ is called a singular vector, if n+v = 0. Denote the subspace of vectors of weight
λ in V by V [λ]. Denote the subspace of singular vectors in V by V sing. Denote V [λ] ∩ V sing by
V sing[λ].
Denote the highest weight irreducible module of highest weight λ by L(λ). The module L(λ) is
generated by a singular vector vλ of weight λ. The vector vλ is called the highest weight vector of
L(λ).
A module V is called a polynomial module if it is an irreducible submodule of (Cm|n)⊗N for some
N ∈ Z≥0. Polynomial modules are modules of the form L(µ
♮) where the highest weights µ♮ are
described by (m|n)-hook partitions µ as follows.
Let µ = (µ1 ≥ µ2 ≥ . . . ) be a partition: µi ∈ Z≥0 and µi = 0 for i ≫ 0. The partition is called
an (m|n)-hook partition if µm+1 ≤ n. For i = 1, . . . , µ1, let li(µ) = max{j, µj ≥ i} be the number
of boxes of µ in the i-th column. We also set lµ1+1(µ) = 0. We have µli(µ) ≥ i and µli(µ)+1 < i,
i = 1, . . . , µ1. We call l1(µ) the length of µ.
Given an (m|n)-hook partition µ, the corresponding weight µ♮ = (µ♮1, . . . , µ
♮
m+n) of the corre-
sponding polynomial module L(µ♮) is given by µ♮i = µi, i = 1, . . . ,m, µ
♮
m+j = max{lj(µ) −m, 0},
j = 1, . . . , n. We call weights µ♮ corresponding to (m|n)-partitions the polynomial glm|n weights.
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2.4. The glm|n current algebra and the evaluation modules. Let t be an even variable.
Let glm|n[t] = glm|n ⊗ C[t] be the Lie superalgebra of glm|n valued polynomials with pointwise
superbracket. We call glm|n[t] the current algebra. Denote by Uglm|n[t] the universal enveloping
algebra of glm|n[t].
We identify the Lie superalgebra glm|n with the subalgebra glm|n ⊗ 1 of constant polynomials in
glm|n[t]. Therefore any glm|n[t]-module has the canonical structure of a glm|n-module.
The standard generators of glm|n[t] are ei,j ⊗ t
r, i, j = 1, . . . ,m+ n, r ∈ Z≥0. The superbracket
is given by
(u− v)[ei,j(u), ep,q(v)] = −[ei,j , ep,q](u) + [ei,j, ep,q](v), (2.2)
where
ei,j(v) =
∞∑
r=0
(ei,j ⊗ t
r)v−r−1 (2.3)
are the formal power series.
For each z ∈ C, there exists a shift of spectral parameter automorphism ρz of glm|n[t] sending g(v)
to g(v − z) for all g ∈ glm|n. Given a glm|n[t]-module V , denote by Vz the pull-back of V through
the automorphism ρz. As glm|n-modules, V and Vz are isomorphic by the identify map.
We have the evaluation homomorphism, ev : glm|n[t] → glm|n, ev : g(v) 7→ gv
−1. For any glm|n-
module V , denote by the same letter the glm|n[t]-module, obtained by pull-back of V through the
evaluation homomorphism ev. Given a glm|n-module V and z ∈ C, the glm|n[t]-module Vz is called
an evaluation module. The action of glm|n[t] in Vz is given by
ei,j(v)w =
ei,jw
v − z
, (2.4)
for any w ∈ V , i, j = 1, . . . ,m+ n.
Note that if λ(1), . . . , λ(k) are polynomial weights and z1, . . . , zk are pairwise distinct complex
numbers, then the module ⊗ka=1L(λ
(a))za is irreducible.
3. Berezinians of affine Manin matrices
In this section, we recall some facts about Berezinians, following [MR]. We give a definition of
Berezinians of affine Manin matrices to arbitrary parities and study its properties.
Let A be a superalgebra. Given a matrix A =
(
ai,j
)
i,j=1,...,m+n
, ai,j ∈ A, with a two sided inverse
A−1, we denote the (i, j) entry of A−1 by a˜i,j.
3.1. Berezinian of standard parity. Let A =
(
ai,j
)
i,j=1,...,m+n
be a matrix with a two sided
inverse. The Berezinian of standard parity of A, see [MR], is
BerA =
( ∑
σ∈Sm
sgnσ aσ(1),1 . . . aσ(m),m
)
×
( ∑
τ∈Sn
sgn τ a˜m+1,m+τ(1) . . . a˜m+n,m+τ(n)
)
, (3.1)
where Sr is the symmetric group on r letters. In the case of n = 0, the above formula is the
column determinant which we denote by cdetA. In the case of m = 0, the above formula is the row
determinant of the inverse matrix which we denote by rdet A−1.
We call A =
(
ai,j
)
i,j=1,...,m+n
, ai,j ∈ A, a matrix of standard parity over A, if a¯i,j = i¯+ j¯.
We call A a Manin matrix of standard parity, if A is of standard parity and
[ai,j , ap,q] = (−1)
i¯j¯+i¯p¯+j¯p¯[ap,j, ai,q], i, j, p, q = 1, . . . ,m+ n.
Many properties of even Manin matrices are known, see [CFR]. Similar properties can be proved
in the supersymmetric case, but we need here only a couple of facts which we extract from [MR].
DUALITY OF SUPERSYMMETRIC GAUDIN MODELS 5
Let w be an even formal variable. We call A(w) =
(
ai,j(w)
)
i,j=1,...,m+n
an affine matrix, if
ai,j(w) =
∞∑
r=0
ai,j,rw
r, ai,j,r ∈ A, ai,j,0 = δi,j, i, j = 1, . . . ,m+ n.
In other words, an affine matrix is a matrix whose entries ai,j(w) ∈ A[[w]] are formal power series
in variable w and such that A(0) = I. In particular, every affine matrix has a two sided inverse.
Given a Manin matrix A of standard parity, the matrix (1 + wA) is an affine Manin matrix of
standard parity.
Lemma 3.1. [MR] Let A(w) be an affine Manin matrix of standard parity. Then the inverse matrix
A−1(w) is an affine Manin matrix of standard parity. 
For an arbitrary (m+n)× (m+n) matrix A with a two sided inverse, the (i, j) quasideterminant
of A is a˜−1j,i . If a˜
−1
j,i does not exist in A, then the (i, j) quasideterminant of A is not defined. We
write
a˜−1j,i =

a1,1 . . . a1,j . . . a1,m+n
. . . . . . . . . . . . . . .
ai,1 . . . ai,j . . . ai,m+n
. . . . . . . . . . . . . . .
am+n,1 . . . am+n,j . . . am+n,m+n
 .
For i = 1, . . . ,m+ n, define the principal quasi-minors of A by
di(A) =
 a1,1 . . . a1,i. . . . . . . . .
ai,1 . . . ai,i
 . (3.2)
If A(w) is an affine matrix, then the principal quasi-minors di(A(w)), i = 1, . . . ,m+ n, are well
defined.
The Berezinian of Manin matrices of standard parity is computed in terms of quasi-minors.
Theorem 3.2. [MR] Let A(w) be an affine Manin matrix of standard parity. The Berezinian
BerA(w) admits the quasideterminant factorization:
BerA(w) = d1(A(w)) . . .dm(A(w)) × d
−1
m+1(A(w)) . . . d
−1
m+n(A(w)).

3.2. Berezinian of general parity. Fix a parity sequence s ∈ Sm|n, see Section 2.1.
We call A =
(
ai,j
)
i,j=1,...,m+n
, ai,j ∈ A, a matrix of parity s, if a¯i,j = i¯
s + j¯s. Note that 0 is both
odd and even, in particular, the zero and the identity matrices are matrices of arbitrary parity s.
We call A a Manin matrix of parity s if A is of parity s and
[ai,j , ap,q] = (−1)
i¯s j¯s+i¯sp¯s+j¯sp¯s [ap,j, ai,q], i, j, p, q = 1, . . . ,m+ n.
The symmetric groups Sm+n acts on matrices and parities by the following rule. For σ ∈ Sm+n,
we set σ(A) = σAσ−1 =
(
aσ−1(i),σ−1(j)
)
i,j=1,...,m+n
and σ(s) = (sσ−1(1), . . . , sσ−1(m+n)).
The following lemma is straightforward.
Lemma 3.3. Let A be a Manin matrix of parity s. Then σ(A) is a Manin matrix of parity σ(s). 
Lemma 3.1 is extended to affine Manin matrices of arbitrary parities.
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Lemma 3.4. Let A(w) be an affine Manin matrix of parity s. Then A−1(w) is an affine Manin
matrix of parity s.
Proof. There exists σ ∈ Sm+n such that σ(s) = s0. By Lemma 3.3, σ(A(w)) is an affine matrix
of standard parity. By Lemma 3.1, the matrix (σ(A(w)))−1 is an affine Manin matrix of standard
parity. We have (σ(A(w)))−1 = σ(A−1(w)). Therefore by Lemma 3.3, the matrix A−1(w) =
σ−1((σ(A(w)))−1) is an affine Manin matrix of parity s. 
Let A(w) be an affine Manin matrix of parity s. We define the Berezinian of parity s of A(w) by
BersA(w) = ds11 (A(w)) . . . d
sm+n
m+n (A(w)). (3.3)
By Theorem 3.2, definition (3.3) coincides with definition (3.1) in the case of standard parity.
Let A(w) be an affine Manin matrix of parity s. Fix r ∈ {1, . . . ,m+ n} and consider the corre-
sponding blocks. Namely, let W (w),X(w), Y (w), Z(w) be submatrices of A(w) =
(
W (w) X(w)
Y (w) Z(w)
)
of size r × r, r × (m+ n− r), (m+ n− r)× r, and (m+ n− r)× (m+ n− r) respectively.
Then W (w) and Z(w) are affine Manin matrices of parities s|r and s|m+n−r, where s|
r =
(s1, . . . , sr) and s|m+n−r = (sr+1, . . . , sm+n).
We have the Gauss decomposition:
A(w) =
(
W (w) X(w)
Y (w) Z(w)
)
=
(
1 0
Y (w)W−1(w) 1
)(
W (w) X(w)
0 Z(w)− Y (w)W−1(w)X(w)
)
. (3.4)
The next proposition claims that the Gauss decomposition is compatible with the definition of
Berezinian.
Proposition 3.5. The matrices W (w) and Z(w)− Y (w)W−1(w)X(w) are affine Manin matrices.
We have
BersA(w) = Bers|
r
W (w)× Bers|m+n−r
(
Z(w)− Y (w)W−1(w)X(w)
)
. (3.5)
Proof. The matrix
(
Z(w)− Y (w)W−1(w)X(w)
)−1
is a submatrix of A−1(w), see (3.4). Therefore,
by Lemma 3.4, the matrix
(
Z(w) − Y (w)W−1(w)X(w)
)−1
is an affine Manin matrix of parity
s|m+n−r, which implies in turn that Z(w)− Y (w)W
−1(w)X(w) is an affine Manin matrix of parity
s|m+n−r.
For i = r + 1, . . . ,m+ n, denote by X(w)|i the submatrix of size r × (i− r) formed by the first
(i − r) columns of X(w), denote by Y (w)|i the submatrix of size (i − r) × r formed by the first
(i− r) rows of Y (w), and denote by Z(w)|ii the top left (i− r)× (i− r) submatrix of Z(w). Similar
to (3.4), we have(
W (w) X(w)|i
Y (w)|i Z(w)|ii
)−1
=
(
W (w) X(w)|i
0 Z(w)|ii − Y (w)|
iW−1(w)X(w)|i
)−1(
1 0
−Y (w)|iW−1(w) 1
)
. (3.6)
From the definition of principal quasi-minors, we have di(A(w)) = di(W (w)), i = 1, . . . , r. From
(3.6), we have
di(A(w)) = di−r(Z(w) − Y (w)W
−1(w)X(w)), i = r + 1, . . . ,m+ n. (3.7)

Now we can prove that the action of Sm+n does not change the Berezinian.
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Proposition 3.6. Let A(w) be an affine Manin matrix of parity s. Let σ ∈ Sm+n. We have
BersA(w) = Berσ(s) σ(A(w)). (3.8)
Proof. It suffices to consider σ = (i, i+ 1), i = 1, . . . ,m+ n− 1. Moreover, it is sufficient to show
dsii (A(w))d
si+1
i+1 (A(w)) = d
si+1
i (σ(A(w)))d
si
i+1(σ(A(w))).
Without losing generality we treat the case i = m+ n− 1.
Consider the block decomposition of A(w) with r = m + n − 2. In particular, Z(w) is a 2 × 2
matrix. By (3.7) with i = m+ n− 1,m+ n,
dm+n−1(A(w)) = d1(Z(w)−Y (w)W
−1(w)X(w)), dm+n(A(w)) = d2(Z(w)−Y (w)W
−1(w)X(w)),
and
dm+n−1(σ(A(w))) = d1(σ¯(Z(w)− Y (w)W
−1(w)X(w))),
dm+n(σ(A(w))) = d2(σ¯(Z(w) − Y (w)W
−1(w)X(w))),
where σ¯ = (1, 2) ∈ S2.
Thus, the proposition is reduced to the case of 2× 2 affine Manin matrices. This is proved by a
direct computation. 
3.3. Affine-like Manin matrices. We extend the results on Berezinians of affine matrices to
another class of matrices which we call affine-like matrices.
Denote A((w)) the superalgebra of formal Laurent series in w with coefficients in A,
A((w)) = {
∞∑
r=−N
brw
r, N ∈ Z, br ∈ A}.
Let A =
(
ai,j
)
i,j=1,...,m+n
be a matrix of parity s with entries ai,j in A. We call A an affine-like
matrix of parity s if the following two conditions are met:
• for any subset a ⊂ {1, . . . ,m+ n}, the matrix Aa =
(
ai,j
)
i,j∈a
has a two sided inverse with
entries in A and the diagonal entries of A−1a are invertible in A.
• there exists an injective homomorphism of superalgebras ΦA : A → A((w)) such that
ai,j 7→ ai,j + δi,jw
−1.
If A is an affine-like matrix, then the principal quasi-minors di(A) are well-defined. If A is an
affine-like matrix then σ(A) is affine-like for any σ ∈ Sm+n.
Our definition is motivated by the following simple observation.
Lemma 3.7. If A is an affine-like matrix, then wΦA(A) = 1 + wA is an affine matrix. Moreover,
we have ΦA(A
−1) = (ΦA(A))
−1 and ΦA(di(A)) = di(ΦA(A)), i = 1, . . . ,m+ n.
If A is an affine-like Manin matrix of parity s, then wΦA(A) is an affine Manin matrix of parity
s and A−1 is also an affine-like Manin matrix of parity s. 
Now we can extend the definition of the Berezinian and its properties to affine-like matrices.
Let A be an affine-like Manin matrix of parity s. Define Berezinian BersA by formula (3.3).
Proposition 3.8. Propositions 3.5 and 3.6 hold for affine-like Manin matrices of parity s. 
4. Bethe algebra Bm|n(Λ)
In this section we discuss Bethe subalgebras Bm|n(Λ) ⊂ Uglm|n[t]. The Bethe subalgebras
Bm|n(Λ) are commutative and depend on parameters Λ = (Λ1, . . . ,Λm+n) ∈ C
m+n.
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4.1. Algebra of pseudodifferential operators. Let A be a differential superalgebra with an
even derivation ∂ : A → A. For r ∈ Z≥0, denote the r-th derivative of a ∈ A by a(r).
Let A((∂−1)) be the algebra of pseudodifferential operators. The elements of A((∂−1)) are Laurent
series in ∂−1 with coefficients in A, and the product follows from the relations
∂∂−1 = ∂−1∂ = 1, ∂ra =
∞∑
s=0
(
r
s
)
a(s)∂
r−s, r ∈ Z, a ∈ A,
where (
r
s
)
=
r(r − 1) . . . (r − s+ 1)
s!
.
Let A[∂] ⊂ A((∂−1)) be the subalgebra of differential operators,
A[∂] = {
M∑
r=0
ar∂
r,M ∈ Z≥0, ar ∈ A}.
Consider a linear map Φ : A((∂−1))→ A[∂]((w)),
Φ :
N∑
r=−∞
ar∂
r 7→
N∑
r=−∞
ar(w
−1 + ∂)r, (4.1)
where the right hand side is expanded by the rule (w−1 + ∂)r =
∑∞
s=0
(
r
s
)
∂sw−r+s.
Lemma 4.1. The map Φ is an injective homomorphism of superalgebras.
Proof. For any r, the coefficient of wr in the right hand side of (4.1) is a summation of finitely many
terms.
The coefficient of w−N in Φ(
∑N
r=−∞ ar∂
r) is aN . Therefore, Φ is injective.
For any a ∈ A, we have
Φ(∂ra) = Φ
(
∞∑
s=0
(
r
s
)
a(s)∂
r−s
)
=
∞∑
s=0
∞∑
t=0
(
r
s
)(
r − s
t
)
a(s)∂
tw−r+s+t.
Then, changing the summation indices we obtain
Φ(∂r)Φ(a) = Φ(∂r)a =
∞∑
s=0
(
r
s
)
∂sw−r+sa =
∞∑
s=0
s∑
t=0
(
r
s
)(
s
t
)
a(t)∂
s−tu−r+s = Φ(∂ra).
Therefore, the map Φ is a homomorphism of superalgebras. 
4.2. Bethe subalgebra. Let
Am|nv = Uglm|n[t]((v
−1)) =
{ N∑
r=−∞
grv
r, N ∈ Z, gr ∈ Uglm|n[t]
}
be the superalgebra of Laurent series in v−1 with coefficients in Uglm|n[t]. The algebra A
m|n
v is a
differential superalgebra with derivation ∂v.
Let Λ = (Λ1, . . . ,Λm+n) be a sequence of complex numbers. Consider the matrix B(Λ) with
entries in the algebra of pseudodifferential operators A
m|n
v ((∂−1v )) given by
B(Λ) =
(
δi,j(∂v − Λi)− (−1)
i¯ei,j(v)
)
i,j=1,...,m+n
. (4.2)
The following lemma is checked by a straightforward computation.
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Lemma 4.2. The matrix B(Λ) is an affine-like Manin matrix of standard parity with the map
ΦB(Λ) = Φ, see (4.1). 
Consider the expansion of the Berezinian of the affine Manin matrix wΦ(B(Λ)) = 1 + wB(Λ):
Ber (1 + wB(Λ)) =
∞∑
r=0
r∑
s=0
BΛr,s(v)∂
r−s
v w
r, (4.3)
where BΛr,s(v) ∈ A
m|n
v . The following fundamental result is known.
Theorem 4.3. [MR] The series BΛr,s(v) pairwise commute, [B
Λ
r1,s1(v1), B
Λ
r2,s2(v2)] = 0, for all
r1, s1, r2, s2.
The series BΛr,s(v) commute with the Cartan subalgebra h ⊂ Uglm|n, [B
Λ
r,s(v), ei,i] = 0, for all
r, s, i. 
We call the commutative subalgebra generated by coefficients of series BΛr,s(v), r, s ∈ Z≥0, s ≤ r,
the Bethe subalgebra of Uglm|n[t] and denote it by Bm|n(Λ).
Alternatively, we can expand BerB(Λ) directly
BerB(Λ) =
m−n∑
r=−∞
BΛr (v)∂
r
v , (4.4)
where BΛr (v) ∈ A
m|n
v .
Proposition 4.4. The coefficients of the series BΛr (v), r ∈ Z≤m−n generate the Bethe algebra
Bm|n(Λ).
Proof. We have
wm−nΦ(BerB(Λ)) = wm−nBer Φ(B(Λ)) = Ber (1 + wB(Λ)),
since Φ is a homomorphism of superalgebras by Lemma 4.1. Moreover, Φ(a) = a, for a ∈ A
m|n
v .
The proposition follows. 
5. Duality between Bm|n and Bk
In this section we show the duality between Bm|n(Λ) and Bk(z) acting in the space of super-
symmetric polynomials. The duality in the case of n = 0 is given in [MTV5].
5.1. The duality between glm|n and glk. We start with the standard duality between glm|n and
glk.
Let D be the superalgebra generated by xi,a, ∂i,a, i = 1, . . . ,m+n, a = 1, . . . , k, with parity given
by x¯i,a = ∂¯i,a = i¯ and the relations given by supercommutators
[xi,a, xj,b] = [∂i,a, ∂j,b] = 0, [∂i,a, xj,b] = δi,jδa,b, for all i, j, a, b.
Let V ⊂ D be the subalgebra generated by xi,a, i = 1, . . . ,m+ n, a = 1, . . . , k. Then
V = C[xi,a, i = 1, . . . ,m, a = 1, . . . , k]⊗ Λ(xj,a, j = m+ 1, . . . ,m+ n, a = 1, . . . , k)
is the product of a polynomial algebra and a Grassmann algebra. We call V the space of supersym-
metric polynomials or bosonic-fermionic space. The algebra D acts on V in the obvious way.
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We have a homomorphism of superalgebras πm|n : glm|n → D given by
πm|n(e
[m|n]
i,j ) =
k∑
a=1
xi,a∂j,a, i, j = 1, . . . ,m+ n,
where we write the suffix in e
[m|n]
i,j to indicate that these are elements of glm|n. In particular, glm|n
acts on V .
For a ∈ {1, . . . , k}, let V
(a)
m|n ⊂ V be the subalgebra generated by x1,a, . . . , xm+n,a. Then we have
isomorphisms of glm|n-modules:
V
(a)
m|n =
∞⊕
d=0
L
(a)
m|n(dǫ1), V =
k⊗
a=1
V
(a)
m|n,
where L
(a)
m|n(dǫ1) is the the irreducible glm|n-module with highest weight (d, 0, . . . , 0) and highest
weight vector xd1,a. The submodule L
(a)
m|n(dǫ1) is spanned by all monomials of total degree d in V
(a)
m|n.
We also have the homomorphism of superalgebras πk : glk → D given by
πk(e
[k]
a,b) =
m+n∑
i=1
xi,a∂i,b, a, b = 1, . . . , k.
In particular, glk also acts on V .
For i ∈ {1, . . . ,m+ n}, let V
(i)
k ⊂ V be the subalgebra generated by xi,1, . . . , xi,k. If i ≤ m, the
space V
(i)
k is the polynomial ring of k variables, otherwise the space V
(i)
k is the Grassmann algebra
of k variables. Then we have isomorphisms of glk-modules:
V
(i)
k =
∞⊕
d=0
L
(i)
k (dǫ1), i ≤ m, V
(i)
k =
k⊕
a=0
L
(i)
k (ωa), i > m, V =
m+n⊗
i=1
V
(i)
k .
Here, L
(i)
k (dǫ1), i ≤ m, is the irreducible glk-module with highest weight (d, 0, . . . , 0) and highest
weight vector xdi,1. The submodule L
(i)
k (dǫ1) is spanned by all monomials of total degree d in V
(i)
k .
The module L
(i)
k (ωa), i > m, is the irreducible glk-module with highest weight (1, . . . , 1︸ ︷︷ ︸
a
, 0 . . . , 0)
and highest weight vector xi,1 . . . xi,a. This submodule is spanned by all monomials of total degree
a in V
(i)
k .
In particular we have the canonical identification of weight spaces:(
L
(1)
m|n(λ1ǫ1)⊗ · · · ⊗ L
(k)
m|n(λkǫ1)
)
[(µ1, . . . , µm+n)]
=
(
L
(1)
k (µ1ǫ1)⊗ · · · ⊗ L
(m)
k (µmǫ1)⊗ L
(m+1)
k (ωµm+1)⊗ · · · ⊗ L
(m+n)
k (ωµm+n)
)
[(λ1, . . . , λk)]. (5.1)
These weight spaces are spanned by monomials in V which have total degree λa with respect to
variables x1,a, . . . , xm+n,a and total degree µi with respect to variables xi,1, . . . , xi,k.
The standard duality between glm|n and glk is the following well-known statement.
Lemma 5.1. The actions of glm|n and glk on V commute. We have the isomorphism of glm|n⊕glk
modules
V =
⊕
µ∈Pm,n;k
Lm|n(µ
♮)⊗ Lk(µ),
where Pm,n;k is the set of all (m|n)-hook partition with length at most k. 
DUALITY OF SUPERSYMMETRIC GAUDIN MODELS 11
5.2. The duality of Bethe algebras Bm|n(Λ) and Bk(z). Let z = (z1, . . . , zk) and Λ =
(Λ1, . . . ,Λm+n) be two sequences of complex numbers. We extend actions of glm|n and glk on
V to the actions of the current algebras glm|n[t] and glk[t] as follows.
Let πˆm|n : Uglm|n[t]→ D and πˆk : Uglk[t]→ D be homomorphisms of superalgebras given by
πˆm|n : e
[m|n]
i,j (v) 7→
k∑
a=1
xi,a∂j,a
v − za
, i, j = 1, . . . ,m+ n, (5.2)
πˆk : e
[k]
a,b(u) 7→
m+n∑
i=1
xi,a∂i,b
u− Λi
, a, b = 1, . . . , k. (5.3)
Then the glm|n-module V
(a)
m|n becomes evaluation glm|n[t]-module (V
(a)
m|n)za and the glk-module V
(i)
k
becomes evaluation glk[t]-module (V
(i)
k )Λi , see (2.4).
The actions of glm|n[t] and glk[t] on V do not commute anymore. However, we prove the theorem
saying that the actions of Bethe algebras Bm|n(Λ) ⊂ Uglm|n[t] and Bk(z) ⊂ Uglk[t] on V coincide.
Recall that the Bethe algebra Bm|n(Λ) is generated by the coefficients of the Berezinian of the
matrix
B(Λ) =
(
δi,j(∂v − Λi)− (−1)
i¯e
[m|n]
i,j (v)
)
i,j=1,...,m+n
.
Similarly, the Bethe algebra Bk(z) is generated by the coefficients of the column determinant of
the matrix
G(z) =
(
δa,b(∂u − za)− e
[k]
a,b(u)
)
a,b=1,...,k
.
Theorem 5.2. The Bethe algebras πˆkBk(z) and πˆm|nBm|n(Λ) coincide.
Moreover, we have the following identification of generators. If br,s(z,Λ), gr,s(Λ,z) ∈ D do not
depend on v, ∂v, u, ∂u, and
(v − z1) . . . (v − zk) πˆm|nBerB(Λ) =
k∑
r=0
m−n∑
s=−∞
br,s(z,Λ)v
r∂sv ,
(u− Λ1) . . . (u− Λm)
(u− Λm+1) . . . (u− Λm+n)
πˆk cdetG(z) =
m−n∑
r=−∞
k∑
s=0
gr,s(Λ,z)u
r∂su ,
then
br,s(z,Λ) = gs,r(Λ,z). (5.4)
Proof. The proof of this theorem is given in Sections 5.3 and 5.4. 
By Theorem 4.3, Bethe algebras preserve weight spaces. In particular, Theorem 5.2 gives an
identification of action of Bethe algebras Bk(z) and Bm|n(Λ) on the weight spaces (5.1).
5.3. An identity of Capelli type. In this section we give an explicit expansion of πˆkcdetG(z).
Let Du = D((u
−1)) be the superalgebra of Laurent series in u−1 with values in D. The algebra
Du has a derivation ∂u and Du((∂
−1
u )) is the superalgebra of pseudodifferential operators.
Let G(Λ,z) be a k × k matrix with entries in Du[∂u] ⊂ Du((∂
−1
u )) given by
G(Λ,z) = πˆkG(z) =
(
δa,b(∂u − za)−
m+n∑
i=1
xi,a∂i,b
u− Λi
)
a,b=1,...,k
.
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The matrix G(Λ,z) is a Manin matrix of parity (1, . . . , 1). We want to expand cdetG(Λ,z). In
order to do that, we introduce some notation.
The superalgebra Du((∂
−1
u )) is topologically generated by xi,a, ∂i,a, u
±1, ∂±1u . Define an ordering
on the generators such that xi,a < ∂j,b < u
±1 < ∂±1u , i, j = 1, . . . ,m + n, a, b = 1, . . . , k, and
xi,a < xj,b, ∂i,a < ∂j,b, if either a < b or a = b and i < j.
Let m be a monomial in the generators. Denote by :m: the new monomial where all participating
generators are multiplied in the increasing order and the sign is changed by the usual supercommu-
tativity rule. For example,
: ∂−1u u
−1∂1,1x1,1∂m+1,2xm+1,1 := −x1,1xm+1,1∂1,1∂m+1,2u
−1∂−1u .
We call :m: the normal ordered monomial.
Let
F ia,b =

−xi,a∂i,b(u− Λi)
−1, i = 1, . . . ,m+ n, a, b = 1, . . . , k,
∂u − za, a = 1, . . . , k, b = a, i = 0,
0, otherwise.
(5.5)
Note that in all cases F ia,b is even and normal ordered. In the expansion of cdetG(Λ,z), every term
will be given as a product of F ia,b.
Denote by |S| the cardinality of a set S.
Let a = {1 ≤ a1 < · · · < al ≤ k} be a subset of {1, . . . , k}, where l = |a|. Let J(a) be the set of
function j : {1, . . . , k} → {0, 1, . . . ,m+n} such that j(a) = 0 if and only if a 6∈ a and such that for
any i ∈ {1, . . . ,m}, |j−1(i)| ≤ 1.
We have
|J(a)| =
|a|∑
s=0
(
l
s
)(
m
s
)
s! nl−s.
For j1, j2 ∈ J(a), we write j1 ∼ j2 if |j
−1
1 (i)| = |j
−1
2 (i)| for all i. Clearly, ∼ is an equivalence relation
in J(a). The cardinality of the equivalence class of j ∈ J(a) is l!/(
∏m+n
i=m+1 |j
−1(i)|!).
For j ∈ J(a), j−1({1, . . . ,m+n}) = a. Therefore the symmetric group S|a| acts on the preimage
j−1({1, . . . ,m + n}). Given j1 ∼ j2, there exists a unique permutation σj1,j2 ∈ S|a| such that
σj1,j2 : j
−1
2 (i) → j
−1
1 (i) is an increasing function for all i = 1, . . . ,m+ n. Note that j1 ◦ σj1,j2 = j2
on a.
We also define
sgn (j1, j2) = (−1)
#,
# = |{(s, s′) such that 1 ≤ s < s′ ≤ l, σj1,j2(s) < σj1,j2(s
′), j2(as) > m, j2(as′) > m}|.
Given j1, j2 ∈ J(a), j1 ∼ j2, define the sign
c(j1, j2) = sgn (j1, j2) sgn (σj1,j2) (−1)
l.
For j ∈ J(a), set
xj = xj(a1),a1xj(a2),a2 . . . xj(al),al , ∂j = ∂j(a1),a1∂j(a2),a2 . . . ∂j(al),al .
Note that monomials xj and ∂j are normal ordered.
Now we are ready to state the main result of this section.
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Proposition 5.3. The normal ordered expansion of the column determinant of G(Λ,z) is given by
cdetG(Λ,z) =
∑
a⊂{1,...,k}
∑
j1,j2∈J(a)
j1∼j2
c(j1, j2)
m+n∏
i=m+1
|j−12 (i)|! xj1∂j2
∏
i∈j2(a)
(u− Λi)
−1
∏
a6∈a
(∂u − za). (5.6)
Proof. We first assume all generators are supercommutative and show equation (5.6) holds. Then
we show that the additional terms created by non-trivial supercommutation relations cancel in pairs
and do not contribute to the expansion.
Recall even elements F ia,b given in (5.5). We have the expansion
cdetG(Λ,z) =
∑
σ∈Sk
m+n∑
i1,...,ik=0
sgn (σ)F i1σ(1),1 . . . F
ik
σ(k),k.
Now we want to normal order it.
Assume the supercommutators are all zero, [u, ∂u] = [xi,a, ∂i,a] = 0.
For a nonzero term sgn (σ)F i1σ(1),1 . . . F
ik
σ(k),k, let a = {a, ia 6= 0} ⊂ {1, . . . , k}. We write the set
a = {a1 < · · · < al}. Then we can rewrite our sum as follows
cdetG(Λ,z) =
k∑
l=0
∑
1≤a1<···<al≤k
∑
σ∈Sl
m+n∑
i1,...,il=1
sgn (σ)F i1aσ(1) ,a1 . . . F
il
aσ(l),al
∏
a, a6=a1,...,al
(∂ − za).
We normal order the term corresponding to a1 < · · · < al, σ ∈ Sl, i1, . . . , il. Let i1¯ be the number
of upper indices greater than m, i1¯ = |{is > m, s = 1, . . . , l}|. We have
F i1aσ(1),a1 . . . F
il
aσ(l),al
= (−1)l+i1¯(i1¯−1)/2
xi1,aσ(1) . . . xil,aσ(l)∂i1,a1 . . . ∂il,al
(u− Λi1) . . . (u− Λil)
.
Note that monomial ∂i1,a1 . . . ∂il,al is normal ordered. We now observe some simplifications before
ordering xi1,aσ(1) . . . xil,aσ(l) .
Consider a term corresponding to a1 < · · · < al, σ, i1, . . . , il.
Fix an i ∈ {1, . . . ,m+ n}. Let b = {s, is = i} ⊂ {1, . . . , l}. If |b| = r > 1, then we have r! terms
which correspond to the same a1 < · · · < al, i1, . . . , il, and permutations of the form τσ, where
τ ∈ Sl permutes elements of as, s ∈ b, and leaves others preserved.
If i ≤ m, then after normal ordering all these r! terms will produce the same monomial with
different signs and cancel out. On the other hand, if i > m, then after normal ordering, all these r!
terms will produce the same monomial with the same sign and therefore can be combined.
Therefore, the summands in the expansion can be reparametrized by a ⊂ {1, . . . , k} and j1, j2 ∈
J(a), j1 ∼ j2. The correspondence is given by
a = {a1 < · · · < al}, j1(aσ(s)) = j2(as) = is, s = 1, . . . , l. (5.7)
Note that σ is not recovered from a, j1, j2. In fact, we have |{s, is = m+ 1}|! . . . |{s, is = m+ n}|!
choices for σ, which all correspond to equal summands. We choose one permutation, namely σj1,j2 ,
and multiply the corresponding term by |j−11 (m+ 1)|! . . . |j
−1
1 (m+ n)|!.
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So we have
cdetG(Λ,z) =
∑
a⊂{1,...,k}
∑
j1,j2∈J(a)
j1∼j2
sgn (σj1,j2) (−1)
|j1|1¯(|j1|1¯−1)/2+|a|
m+n∏
i=m+1
|j−12 (i)|!
×
xj2(a1),aσj1,j2 (1)
. . . xj2(a|a|),aσj1,j2 (|a|)
∂j2(a1),a1 . . . ∂j2(a|a|),a|a|
(u− Λi1) . . . (u− Λi|a|)
∏
a6∈a
(∂u − za) ,
where we denoted by |j1|1¯ the cardinality of j
−1
1 ({m+ 1, . . . ,m+ n}). We rewrite the first indices
of xi,a variables through j1, using (5.7), and then we normal order them, getting the additional sign
and arriving at (5.6).
Now we proceed to the non-commutative setting. We call the additional terms ”quantum correc-
tions” and show that they cancel in pairs.
We normal order monomials from right to left. The induction is based on the number of F ia,b on
the right which have been normal ordered. Namely we prove
cdetG(Λ,z) =
∑
σ∈Sk
m+n∑
i1,...,ik=0
sgn (σ)F i1σ(1),1 · · · : F
ia
σ(a),a . . . F
ik
σ(k),k : (5.8)
by induction on a.
The basis a = k of induction is a tautology. We show the step of induction from a = a0 to
a = a0 − 1.
We use the following simple formula:
F i1a1,b1F
i2
a2,b2
=: F i1a1,b1F
i2
a2,b2
: −

F i2a2,b2(u− Λi2)
−1, i1 = 0, a1 = b1, i2 6= 0,
δi1,i2δb1,a2F
i1
a1,b2
(u− Λi2)
−1, i1 6= 0,
0, otherwise.
Consider a nonzero term sgn (σ)F
ia0−1
σ(a0−1),a0−1
: F
ia0
σ(a0),a0
. . . F ikσ(k),k :. Then ia = 0 implies σ(a) = a.
We have two cases: ia0−1 6= 0 and ia0−1 = 0.
Let ia0−1 6= 0. Then F
ia0−1
σ(a0−1),a0−1
creates at most one quantum correction. Namely, if there
exists b ∈ {a0, . . . , k} such that ia0−1 = ib, and a0 − 1 = σ(b), then such b is unique and
sgn (σ)F
ia0−1
σ(a0−1),a0−1
:F
ia0
σ(a0),a0
. . . F ibσ(b),b . . . F
ik
σ(k),k :
=sgn (σ) : F
ia0−1
σ(a0−1),a0−1
F
ia0
σ(a0),a0
. . . F ibσ(b),b . . . F
ik
σ(k),k :
− sgn (σ)
1
u− Λib
: F
ia0
σ(a0),a0
. . . F ibσ(a0−1),b . . . F
ik
σ(k),k : . (5.9)
If such b does not exist then there is no quantum correction (the second term on the right hand
side is absent).
Let ia0−1 = 0. Then we possibly have many quantum corrections:
sgn (σ)F 0a0−1,a0−1 : F
ia0
σ(a0),a0
. . . F ikσ(k),k := sgn (σ) : F
0
a0−1,a0−1F
ia0
σ(a0),a0
. . . F ikσ(k),k :
−sgn (σ)
k∑
a=a0
ia 6=0
1
u− Λia
: F
ia0
σ(a0),a0
. . . F ik
σ(k),k
: . (5.10)
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The quantum correction in (5.9) corresponding to the term labeled by σ, i1, . . . , ik in (5.8) cancels
with the quantum correction corresponding to a = b summand in (5.10) applied to the term in (5.8)
labeled by σ(a0 − 1, b), {i1, . . . , ia0−2, 0, ia0 , . . . , ik}. This proves the induction step.
The statement of induction with a = 1 proves the proposition. 
5.4. Another identity of Capelli type. Let Dv = D((v
−1)), be the superalgebra of Laurent
series in v−1 with coefficients in D. The superalgebra Dv has a derivation ∂v and we consider the
superalgebra of pseudodifferential operators Dv((∂
−1
v )).
Let B(z,Λ) be a (m+ n)× (m+ n) matrix with entries in Dv[∂v] ⊂ Dv((∂
−1
v )) given by
B(z,Λ) = πˆm|nB(Λ) =
(
δij(∂v − Λi)−
k∑
a=1
(−1)i¯xi,a∂j,a
v − za
)
i,j=1,...,m+n
.
The matrix B(z,Λ) is a Manin matrix of standard parity.
Let Bˆ(z,Λ) be a (m+ n+ k)× (m+ n+ k) matrix given by
Bˆ(z,Λ) =
(
v − Z Dt
SX ∂v − Λ
)
(5.11)
where the submatrices are Z = diag(z1, . . . , zk), Λ = diag(Λ1, . . . ,Λm+n), D =
(
∂i,a
)a=1,...,k
i=1,...,m+n
,
X =
(
xi,a
)a=1,...,k
i=1,...,m+n
, S = diag(1, . . . , 1︸ ︷︷ ︸
m
,−1, . . . ,−1︸ ︷︷ ︸
n
), and Dt is the transpose of D. In particular,
SX =
(
(−1)i¯xi,a
)a=1,...,k
i=1,...,m+n
.
Let Dv((∂
−1
v ))((w)) be the superalgebra of Laurent series in w with coefficients in Dv((∂
−1
v )).
Define the homomorphism of superalgebras
Φˆ : Dv((∂
−1
v ))→ Dv((∂
−1
v ))((w)),
v 7→ v + w−1, ∂v 7→ ∂v + w
−1, and g 7→ g, g ∈ D. (5.12)
Note that in our convention we first expand in positive powers of w then in powers of ∂−1v and
then in powers of v−1, cf. (4.1). As a result, if a series is in the image of Φˆ, then it belongs to
D[v, ∂v]((w)), in other words, a coefficient of w
k is always a polynomial in ∂v and v for any k ∈ Z.
The map Φˆ is a composition of map Φ, see (4.1) and of the shift homomorphism v → v + w−1.
Therefore, Φˆ is a well-defined injective homomorphism.
Then, it is straightforward to check the following statement.
Lemma 5.4. The matrix Bˆ(z,Λ) is an affine-like Manin matrix of parity sˆ0 = (1, . . . , 1︸ ︷︷ ︸
k+m
,−1, . . . ,−1︸ ︷︷ ︸
n
)
with the map Φˆ. 
We would like to expand and normal order the Berezinian of B(z,Λ). However, it is sufficient to
expand and normal order Berezinian of Bˆ(z,Λ). Indeed, by Proposition 3.8, we have
Bersˆ0 Bˆ(z,Λ) = (v − z1) . . . (v − zk) BerB(z,Λ), (5.13)
cf. Corollary 2.2 of [MTV5].
The expansion of the Berezinian of Bˆ(z,Λ) is given by the following proposition.
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Proposition 5.5. We have
Bersˆ0 Bˆ(z,Λ) =
∑
a⊂{1,...,k}
∑
j1,j2∈J(a)
j1∼j2
c(j1, j2)
m+n∏
i=m+1
|j−12 (i)|! xj1∂j2
∏
a6∈a
(v − za)
∏
i∈j1(a)
(∂v − Λi)
−1
×
(∂v − Λ1) . . . (∂v − Λm)
(∂v − Λm+1) . . . (∂v − Λm+n)
. (5.14)
Proof. Let σ ∈ Sm+n+k be defined by σ
−1(a) = m + n + a, a = 1, . . . , k, and σ−1(k + i) = i,
i = 1, . . . ,m+ n. Then
σ(Bˆ(z,Λ)) =
(
∂v − Λ SX
Dt v − Z
)
.
The matrix σ(Bˆ(z,Λ)) is an affine-like Manin matrix of parity s = (1, . . . , 1︸ ︷︷ ︸
m
,−1, . . . ,−1︸ ︷︷ ︸
n
, 1, . . . , 1︸ ︷︷ ︸
k
)
with the map Φˆ. By Proposition 3.8, we have
Bersˆ0Bˆ(z,Λ) = Bers σ(Bˆ(z,Λ)).
Using Proposition 3.8 once again (we use r = m+ n), we further see
Bers σ(Bˆ(z,Λ)) =
(∂v − Λ1) . . . (∂v − Λm)
(∂v − Λm+1) . . . (∂v − Λm+n)
cdetB′(z,Λ) ,
where B′(z,Λ) is an even matrix given by
B′(z,Λ) =
(
δa,b(v − za)−
m+n∑
i=1
(−1)i¯∂i,axi,b
∂v − Λi
)
a,b=1,...,k
.
Next we move the factor (∂v−Λ1)...(∂v−Λm)(∂v−Λm+1)...(∂v−Λm+n) to the right of the column determinant. Note that
for i ∈ {1, . . . ,m}, a ∈ {1, . . . , k}, we have
(∂v − Λi)(v − za −
∂i,axi,a
∂v − Λi
) = (v − za −
xi,a∂i,a
∂v − Λi
)(∂v − Λi) .
Similarly, for i ∈ {m+ 1, . . . ,m+ n}, a ∈ {1, . . . , k},
1
(∂v − Λi)
(v − za +
∂i,axi,a
∂v − Λi
) = (v − za −
xi,a∂i,a
∂v − Λi
)
1
(∂v − Λi)
.
Therefore, we have
Bersˆ0 Bˆ(z,Λ) = cdet
(
δa,b(v − za)−
m+n∑
i=1
xi,b∂i,a
∂v − Λi
)
a,b=1,...,k
×
(∂v − Λ1) . . . (∂v − Λm)
(∂v − Λm+1) . . . (∂v − Λm+n)
.
Finally, the expansion of the above column determinant is done by a computation similar to the
one in Proposition 5.3. 
Theorem 5.2 follows from Propositions 5.3 and 5.5.
We remark that the k×k column determinant cdetG(Λ,z) in Proposition 5.3 is also essentially a
Berezinian of an (m+n+k)×(m+n+k) matrix. Namely, let Gˆ(Λ,z) be a (m+n+k)×(m+n+k)
matrix given by
Gˆ(Λ,z) =
(
u− Λ D
Xt ∂u − Z
)
.
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Then Gˆ(Λ,z) is an affine-like Manin matrix of parity s = (1, . . . , 1︸ ︷︷ ︸
m
,−1, . . . ,−1︸ ︷︷ ︸
n
, 1, . . . , 1︸ ︷︷ ︸
k
) with the
same homomorphism of superalgebras Φˆ, see (5.12). By Proposition 3.8, the Berezinian of parity s
of Gˆ(Λ,z) is given by
Bers Gˆ(Λ,z) =
(u− Λ1) . . . (u− Λm)
(u− Λm+1) . . . (u− Λm+n)
cdetG(Λ,z). (5.15)
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