Functional roles of rhythmic neuronal activity in the human visual and somatosensory system by Bauer, M.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/72591
 
 
 
Please be advised that this information was generated on 2017-12-06 and may be subject to
change.
Functional roles of rhythmic 
neuronal activity in the human 
visual and  
somatosensory system 
 
 
 
 
Markus Bauer 
  
 
 
 
 
 
 
 
 
 
 
ISBN 978-90-9023162-4 
 
Copyright © Markus Bauer, 2008. 
Printed by PrintPartners Ipskamp, Enschede, the Netherlands 
Cover graphic: The first EEG recorded by Hans Berger showing the alpha-rhythm 
 Functional roles of rhythmic 
neuronal activity in the human 
visual and  
somatosensory system 
 
 
Een wetenschappelijke proeve op het gebied van de 
Natuurwetenschappen, Wiskunde en Informatica 
 
 
Proefschrift 
 
ter verkrijging van de graad van doctor 
aan de Radboud Universiteit Nijmegen 
op gezag van de rector magnificus prof. mr. S.C.J.J Kortmann, 
volgens besluit van het College van Decanen 
in het openbaar te verdedigen op dinsdag 3 juni 2008 
om 13.30 uur precies 
 
door 
 
Markus Bauer 
 
 
geboren op 18 juni 1975 
te Tübingen  
 Promotor:    Prof. dr. C.C.A.M. Gielen 
 
Copromotor:     Dr. P. Fries 
 
Manuscriptcommissie: 
Dr. O. Jensen 
Prof. dr. A.J. v. Opstal 
Prof. dr. P. König  
(Institut für Kogntionswissenschaft, 
Universität Osnabrück) 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 TABLE OF CONTENTS 
 
 
 
Chapter 1 General introduction and outline   7 
 
 
Chapter 2 Tactile spatial attention enhances gamma-band 
 activity in somatosensory cortex and reduces  
 low-frequency activity in parieto-occipital areas              17 
 
Chapter 3 Effects of sustained attention and task-performance  
 on ongoing brain activity in a tactile  
 delayed-match-to-sample task               49 
 
Chapter 4 Tactile stimulation accelerates behavioural  
 responses to visual stimuli through enhancement  
 of occipital gamma-band activity  73 
 
Chapter 5 Population activity in the human dorsal pathway  
 predicts the accuracy of visual motion detection  99 
 
Chapter 6 Summary and conclusions 135 
 
References 141 
 
Samenvatting in het Nederlands 161 
 
List of publications 167 
 
Acknowledgements 169 
 
Curriculum Vitae 173 
 
Series F.C. Donders Centre for Cognitive Neuroimaging 175 
 
 7 
GENERAL INTRODUCTION AND OUTLINE 
 
Chapter 1 
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 9 
Introduction 
 
In 1988 and 1989 two research groups reported a so far neglected pattern of brain 
activity: the emergence of oscillatory patterns of spike events at a frequency of 
about 40 Hz (Eckhorn et al., 1988; Gray et al., 1989) in response to visual 
stimulation. The timing of these spikes was furthermore synchronized across 
distinct neuronal populations in different cortical columns. In several key 
experiments, both research groups showed that while these so-called gamma-
band oscillations were also sensitive to simple features of the stimuli, oscillatory 
synchrony seemed to be particularly sensitive to relational features that were not 
accessible for each of the receptive fields alone: 
In a particularly famous study, the so-called “long bar experiment” (Gray et al., 
1989), two neurons with similar receptive fields that were separated by a few 
millimeters were stimulated with either one light-bar (a contrast in luminance with a 
linear two-dimensional shape) that was moved coherently across the two receptive 
fields, or by two disjoint smaller bars of identical luminance (contrast) and 
orientation. In the second case, while the magnitude of motion velocity was kept 
constant (as the other parameters), the motion direction was reversed, resulting in 
two distinct percepts. While the firing rates of both neurons were relatively 
insensitive to that modulation, the periodicity and synchrony dramatically changed 
from the absence of synchrony to synchrony at zero lag and the emergence of a 
periodic pattern in the cross-correlogram at a frequency of about 40Hz. In other 
words, when both receptive fields “saw” the same object – their activity became 
temporally coordinated and synchronized while the classical measure of neural 
activity, the spike rate, did not change. 
 
The finding of such synchronized periodic patterns of activity caused excitement 
among researchers in different fields. In neurobiology and psychology such a 
mechanism seemed to be an attractive solution to a problem that had been 
addressed decades before – how different features of an object or a complex 
scene are integrated into a coherent representation, the so called binding problem. 
Several experiments were carried out to test this hypothesis, and the results 
indeed suggested synchrony of neural activity as a neural correlate of binding 
operations (Engel et al., 1997), or figure ground segregation. However, some 
studies could not find these effects in scenarios where one might have expected to 
find such a pattern of activity (Lamme and Spekreijse, 1998; Thiele and Stoner, 
2003). For a while it was commonly thought that questions like this could only be 
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investigated with invasive recordings from single neurons. In 1997 Tallon-Baudry 
et al. published a study in which they investigated these phenomena using human 
scalp recordings (Tallon-Baudry et al., 1997). They used a visual search task, 
where subjects had to search for various objects in scrambled images. For 
instance, in some of these pictures, a Dalmatian dog was hidden, but for most 
subjects this was not visible until they had once seen the dog’s shape isolated 
from the background noise. Thus, knowledge about the shape of the hidden 
objects led to automatical grouping of the previously unrelated elements of a 
visual scene into a coherent percept. Interestingly, this state-transition in the 
subjective percept of the physically identical stimuli (before and after exposure to 
the dog’s shape) was accompanied by a large increase in induced gamma-band 
power over occipital sensors. While, at first glance, this increase in power in a 
certain frequency band seems not directly related to the cross-correlogram of 
spike trains, it is well known that the amplitude of a signal recorded from scalp 
electrodes is largely dependent on the degree of synchrony at the level of 
individual neurons within a restricted area of brain tissue (Hämäläinen et al., 
1993). Several studies have then investigated these signals using non-invasive 
recordings like Electroencephalography (EEG) and Magnetoencephalography 
(MEG) in various cognitive tasks and found modulations of such gamma-band-
activity in tasks of visual perception, attention and working memory (see e.g. 
Kaiser and Lutzenberger 2005, Jensen et al. 2007). While some of these studies 
have provided evidence that is suggestive of synchronized activity in the gamma-
frequency range playing a role in processes of binding and perceptual fusion 
(Rose and Büchel, 2005), the functional roles that have been attributed to this 
feature of brain activity have become much wider ever since. Naturally, given the 
ubiquity with that these signals are nowadays found in response to sensory 
stimulation, it is not too unnatural to find such modulations as a function of various 
cognitive task parameters.  
 
The putative role of oscillatory synchrony in attention 
 
Thus, the focus of research on gamma oscillations has to a certain degree shifted 
away from binding operations during recent years, and the general scope of later 
studies has been to investigate the functional role of oscillatory activity for 
information processing in more general terms. One line of research focuses on a 
more general property of oscillatory activity, and that is its role on propagating 
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activity through the different stages of information processing. Salinas and 
Sejnowski pointed out that regulating the synchrony of a population of neurons in 
a given cortical area will modulate their impact on downstream neurons (Salinas 
and Sejnowski, 2001) and that such a mechanism would not corrupt information 
represented in a spike-rate code, a potentially desirable property of top-down-
modulation of neuronal activity (Phillips and Singer, 1997). In a similar line, Fries 
(2005) suggested that oscillatory synchronization between different brain areas 
would facilitate the reciprocal information exchange between these two areas, 
since it would enable higher efficacy of efferent signals to drive postsynaptic 
neurons by ensuring them to arrive at the depolarized phase of subthreshold 
membrane fluctuations. Womelsdorf et al. (2007) have indeed shown that such a 
mechanism can work by investigating the effect of efferent signals on downstream 
neurons as a function of the phase relation and coherence of the local field 
potentials from two neuronal populations. Evidence that such manipulation of the 
phase of both ongoing activity as well as stimulus related activity exists comes for 
example from Lakatos et al. (2005).  
 
Naively, one might assume that the brain should always optimize the efficacy of 
signal propagation from one level to the next, in order to optimize information 
processing. However, the architecture of sensory systems is such that it cannot 
simultaneously process all the sensory input provided by our complex environment 
in detail. This is consistent with psychological theories of capacity limitations that 
were put forward especially during the second half of the last century (Broadbent, 
1958) and have inspired work on selective attention (Hillyard et al., 1973). One 
reason for such capacity limitations is illustrated by the example of the 
organization of the visual system: Neurons in early sensory cortical areas (that are 
most directly connected with the sensory receptors, such as the cones and rods of 
the retina) generally encode basic physical properties that constitute a sensory 
modality: in the visual system, for example, contrast in luminance and orientation 
of contrasts as well as colour. These neurons typically have small receptive fields 
and therefore encode – in the distribution of population activity – very specific 
details of a scene. As one moves up the hierarchy, receptive field sizes increase 
and the properties of stimuli that neurons respond to become more high-
dimensional and more complex, leading to a more sparse representation of 
feature conjunctions. This principle, however, implies a disadvantage: When two 
objects are placed within such a larger receptive field, it becomes more difficult to 
separately represent these objects. Early psychological studies and theories have 
suggested that the brain uses mechanisms to selectively inhibit irrelevant signals 
 12 
to reach such higher level structures and therefore prevent them from being 
processed. Reynolds et al. (1999) has shown that, when placing two different 
complex shaped stimuli into the receptive field of a higher level neuron in 
macaque area V4, in case both stimuli are unattended, the firing rate of these 
neurons corresponds approximately to the neurons average of the firing rates to 
each individual stimulus. By contrast, when one of the two stimuli was attended, 
the firing rate of this neuron was reinstated to resemble the firing rate of this 
stimulus, as if it was presented in isolation. In other words, selectively attending to 
this particular stimulus made the higher level neuron behave as if the other 
stimulus was not there, consistent with the ideas introduced above.  
Modulating the synchrony of afferent inputs into these neurons would provide an 
attractive mechanism to modulate the saliency of stimuli to higher level processing 
structures, while preserving the information coded in the activity of earlier levels, 
potentially facilitating rapid switches of attention (visual search, echoic memory). 
Fries et al. (2001a) have indeed shown the existence of such a mechanism in V4 
neurons in macaques when they recorded from macaque area V4. The spike field 
coherence, a measure that is particularly sensitive to the synchrony of incoming 
signals and spike activity of a recorded neuron, was enhanced for attended stimuli 
in a frequency specific way: Coherence was enhanced particularly in the high-
frequency gamma-band range, with opposite effects in the lower frequencies. The 
role of neural synchrony and oscillatory activity for mechanisms of attentional 
mechanisms will be subject of chapters 2, 3 and 5. 
 
Oscillatory activity in the somatosensory system 
 
Although oscillatory synchrony has been found in all main sensory modalities with 
a cortical representation, relatively little research on that topic had been carried 
out in the somatosensory system when we started this work at the F.C. Donders 
Centre. From EEG and MEG studies it has been known for a long time (Hari and 
Salmelin, 1997), that somatosensory cortex – like visual cortex engages in strong 
ongoing rhythmic activity in frequency bands around 10 Hz (mu-rhythm) and 20 Hz 
(beta-rhythm). Furthermore, it has been known for a long time that stimulating the 
skin or having subjects make movements suppresses these rhythms and this had 
been termed event related desynchronization (ERDS) (Pfurtscheller et al., 2002). 
It has also been shown convincingly that these rhythms are related to activity of 
inhibitory interneurons and that they are dependent on the GABAergic system 
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(Jensen et al., 2005). However, few studies investigated the impact of oscillatory 
activity for processing signals from sensory receptors. Steinmetz et al. (2000) 
have shown enhanced synchrony of responses in secondary somatosensory 
cortex when monkeys attended to tactile stimuli, compared to when they attended 
to stimuli in another modality. Cheyne et al. (2003) have shown the classical 
reduction of somatosensory mu- and beta-rhythm upon mechanical stimulation of 
the skin and even on imagined stimulation of the skin. Several authors have 
reported high-frequency activity in the somatosensory cortex upon electrical 
stimulation (Hirata et al., 2002; Ihara et al., 2003), but to our knowledge, nobody 
had shown the existence of high-frequency oscillations in the somatosensory 
system upon mechanical stimulation.  
 
Relevance of ongoing oscillatory activity for information processing  
 
In two key papers Arieli et al. (1995; 1996) have shown that neuronal activity in 
sensory structures during “resting states” does not reflect random noise, but that 
such activity is highly structured and undergoes systematic variations. In 
particular, they have shown that neurons coding similar sensory features are more 
correlated than neurons that are tuned to different features – in the absence of 
environmental stimuli driving these neurons. This finding may have important 
consequences for processing afferent sensory information. Indeed, Arieli et al. 
(1996) have shown that variations in neurons evoked responses to stimuli in the 
environment are not random in nature, but are systematic and that a substantial 
part of that variance depends on the excitability of the membrane at the time of 
stimulation. Fries et al. (2001) have shown that such fluctuations do not only have 
an impact on the amplitude of such stimulus evoked responses, but also on the 
latency of the first spikes in response to stimuli. Important issues are therefore, 1) 
whether ongoing activity is systematically modulated by top-down influences in 
order to optimize processing of incoming sensory information according to their 
relevance and 2) whether the observed variability in ongoing activity does not only 
explain the neural responses to stimuli at early levels of cortical processing, but 
whether it can also account for the large variability found in subjective perception 
of physically identical stimuli. The impact of oscillatory ongoing brain activity on 
sensory processing and its control by top-down signals will be subject of chapters 
3 and 5. 
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The putative role of oscillatory synchrony for multisensory 
integration 
 
Objects in our environment are typically characterized by their properties in a high-
dimensional feature-space. For example, a moving car is characterized by its 
shape, its colour, but also by its velocity and motion direction as well as the sound 
it emits. As mentioned above, relatively little is so far known about the 
computational means by which the brain combines the information represented in 
different feature domains. This is true for the features within one modality - like, for 
example, colour and motion as two independent features within the visual modality 
- but also for features of objects represented in different modalities, like visual 
cues to motion and auditory cues to motion. A long standing idea has been that 
these features are processed in different brain areas specialized in coding the 
properties of one such feature domain in one modality. 
Similarly to what has been suggested for binding operations in the visual system, 
integration of such information across sensory modalities might be achieved by 
convergent hierarchical processing (Riesenhuber and Poggio, 1999) – where the 
higher level neurons respond to conjunctions of specific features. An alternative 
suggestion is, that the brain might utilize a temporal code, grouping the neural 
representations of an object in different feature domains together by synchronizing 
their activity (Singer, 2001). 
Empirically, it has been found that neuronal populations that receive convergent 
input from different sensory modalities show overadditive enhancement effects 
when exposed to bimodal stimulation (Wallace and Stein, 1996). These 
overadditive enhancement effects have often been shown to depend on the 
identity of stimulus content or the spatio-temporal contiguity of the stimuli (Wallace 
and Stein, 1996; Calvert et al., 2000). However, more recently it has also been 
shown, that brain areas previously considered as unimodal, such as the primary 
visual cortex, receive input also from other modalities (Falchier et al., 2002) and 
may therefore also be involved in the processing of stimuli from other modalities. 
For example, several occipital areas, which have been previously considered to be 
purely visual areas, can be activated by tactile and auditory stimuli, and activity in 
early auditory cortex can be influenced by somatosensory stimuli (e.g. Zangaladze 
et al., 1999; Macaluso et al., 2002). Thus, there is increasing evidence not only for 
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hierarchical convergent processing but also for lateral interactions between these 
different feature domains and this makes it more likely that such temporal codes 
could be effective. The role of oscillatory activity in multisensory integration will be 
dealt with in chapter 4. 
 
Methodological approach to study oscillations and synchrony in 
humans 
 
Throughout the chapters presented in this thesis we used non-invasive 
Magnetoencephalography (MEG) recordings in healthy human subjects to 
investigate the functional role of these phenomena. Magnetoencephalography is a 
technique that measures the magnetic fields induced by any moving electrical 
charges as they are present in the dendritic currents caused by postsynaptic 
potentials upon afferent synaptic input. In this respect, the MEG signal resembles 
closely the local field potential known from invasive recordings in animals, even 
though the two have important differences in their spatial summation 
characteristics (Varela et al., 2001). Importantly, in order to be able to measure an 
MEG signal, it requires the “synchronized” activity of presumably a million 
synapses within a restricted piece of cortical tissue – such that the intracellular 
currents can spatially add up to effectively cause a measurable change in the 
magnetic field (Hämäläinen et al., 1993). Thus, using MEG we can only measure 
neural activity that is highly synchronized (dependent on the time-constant of the 
involved neurons with a precision of approximately 10 ms) in a population of 
neurons from the first place. This also implicates that the amplitude of a signal we 
measure with MEG is not only dependent on the amplitudes of dendritic currents 
within single cells or local populations of neurons, but also on the synchrony of 
primarily the input into these neurons. Thus, the amplitude of the signal that we 
measure is highly dependent on the synchronicity of activity of the neurons 
involved in generating this signal. This fact has led several researchers to use the 
terms synchronization or desynchronization as synonyms for amplitude (or power) 
increases or decreases (Pfurtscheller et al., 2002) and usage of these terms has 
become popular in the field. While there is empirical evidence from some animal 
studies that support these ideas, it is clear that this does not need to be true for 
the general case and any of the other factors may be just as relevant for 
modulating the signal strength. Nevertheless, we will partially stick to the common 
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usage of the terminology in the field and also employ these terms where it seems 
appropriate. 
 
Scope of this thesis 
 
The main aim of the study described in chapters 2 and 3 was to answer the 
question whether we could record potentially existing stimulus related high-
frequency oscillations in the somatosensory system (using non-invasive 
electrophysiological recording techniques in humans) and test their functional 
relevance in a spatial selective attention task. It turned out that performance of this 
task affected was accompanied by a variety of changes in neural activity with very 
different temporal dynamics and chapter 3 therefore investigates task related 
modulations of rhythmic brain activity – independent of stimulus related brain 
activity. In chapter 4 we investigated, whether processes of cross-modal 
integration would influence oscillatory activity in sensory cortex. Specifically, we 
investigated, whether simultaneous presentation of a spatially congruent tactile 
stimulus to a visual stimulus would modulate oscillatory activity in occipital cortex. 
Finally, in chapter 5, we investigated the question, whether ongoing oscillatory 
activity in various brain regions would predict the perceptual state and the efficacy 
of sensorimotor integration in a detection task, where stimuli were presented at a 
level at threshold detectability. The goal of this study was therefore, to investigate, 
whether variability in the level of oscillatory activity may explain the variability in 
the subjective percept of an observer exposed to physically constant stimuli. 
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TACTILE SPATIAL ATTENTION ENHANCES GAMMA-BAND ACTIVITY 
IN SOMATOSENSORY CORTEX AND REDUCES LOW-FREQUENCY 
ACTIVITY IN PARIETO-OCCIPITAL AREAS 
 
Chapter 2 
 
Abstract 
We investigated the effects of spatial selective attention on oscillatory neuronal 
dynamics in a tactile delayed-match-to-sample task. Whole-head MEG was 
recorded in healthy subjects while dot patterns were presented to their index 
fingers using Braille stimulators. The subjects’ task was to report the reoccurrence 
of an initially presented sample pattern in a series of up to eight test stimuli, that 
were presented unpredictably to their right or left index finger. Attention was cued 
to one side (finger) at the beginning of each trial and subjects performed the task 
at the attended side, ignoring the unattended side. 
Following stimulation, high-frequency gamma-band activity (60  95 Hz) in 
presumed primary somatosensory cortex (S1) was enhanced, whereas alpha- and 
beta-band activity were suppressed in somatosensory and occipital areas and 
then rebounded. Interestingly, despite the absence of any visual stimulation, we 
also found time-locked activation of medial occipital, presumably visual cortex. 
Most relevant, spatial tactile attention enhanced stimulus induced gamma-band 
activity in brain regions consistent with contralateral S1 and deepened and 
prolonged the stimulus induced suppression of beta- and alpha-band activity, 
maximal in parieto-occipital cortex. Additionally, the beta-rebound over 
contralateral sensorimotor areas was suppressed.  
We hypothesize that spatial selective attention enhances the saliency of sensory 
representations by synchronizing neuronal responses in early somatosensory 
cortex and thereby enhancing their impact on downstream areas and facilitating 
interareal processing. Furthermore, processing of tactile patterns also seems to 
recruit visual cortex and this even more so for attended as compared to 
unattended stimuli. 
 
 
This chapter is a modified version of: Bauer M, Oostenveld R, Peeters M, Fries P. 
(2006). Journal of Neuroscience, 11; 26(2): 490-501. 
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Introduction 
Early studies investigating the mechanisms of spatial selective attention in 
humans have used event related potentials (ERPs) and have found increased 
sensory responses to attended compared to ignored stimuli (Groves and Eason 
1969; Hillyard et al. 1973). These effects have been corroborated in numerous 
experiments using both EEG/MEG and fMRI/PET (Mangun et al. 2001; 
Brefczynski and DeYoe 1999) and have led to the conclusion that attention 
enhances the strength of the neuronal representations of attended stimuli, such 
that they have improved access to higher processing resources. Experiments 
using single cell recordings in monkeys have revealed that multiple simultaneously 
presented stimuli compete for access to higher level processing and that this 
competition is biased in favor of the attended stimulus. More specifically, Reynolds 
et al (1999) presented two stimuli within the receptive field of a neuron in monkey 
area V4. When attention was directed to one of the stimuli, the neuron responded 
as if there were only the attended stimulus. What mechanisms increase the 
efficacy of an attended stimulus as compared to an unattended stimulus? 
It has recently been proposed that this modulation of input efficacy might be 
accomplished by a regulation of the synchronization among the involved neurons. 
Synchronous input to a postsynaptic target neuron is known to have a greater 
impact than asynchronous input (see Salinas and Sejnowksi 2001 for review). A 
recent study in awake trained monkeys has indeed shown enhanced synchrony of 
stimulus induced gamma-band oscillations in response to attended as compared 
to unattended stimuli (Fries et al. 2001). This is consistent with a study using EEG 
in humans (Gruber et al. 1999) that demonstrated enhanced gamma-band activity 
for attended stimuli over parieto-occipital electrodes.  
Much less is known about how spatial selective attention acts on individual 
neurons in the somatosensory system. One consistent finding from both animal 
(Burton et al. 1997,2000; Meftah et al. 2002; Hsiao et al. 1993) and human studies 
is, that attentional effects are more robustly found in secondary somatosensory 
cortex (S2) and only to a much lesser degree in primary somatosensory cortex 
(Burton and Sinclair 2000; Hoechstetter et al. 2000). Furthermore, Steinmetz et al. 
(2000) recently found increased synchrony of neural responses in S2 when a 
monkey had to attend to tactile stimuli as compared to when he had to attend to 
visual stimuli. However, it is not clear how results from this intermodal attention 
task relate to spatial selective tactile attention. Also, this study did not analyze 
synchronization as a function of frequency and therefore it is not clear how the 
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enhanced synchronization described there relates to the enhanced gamma-band 
synchronization found with spatial selective visual attention (Fries et al., 2001). 
Here, we investigated the effects of tactile attention on oscillatory neuronal 
synchrony and more specifically address the question, whether spatial selective 
tactile attention enhances gamma-band activity in the human somatosensory 
system. Therefore, we recorded MEG in healthy human subjects and used 
mechanical Braille stimuli in a tactile delayed-match-to-sample task. 
 
Materials and Methods 
 
Subjects  
Subjects were nine adult volunteers (four males, five females, mean age 25.1 
years, stdev. 2.7) which were recruited primarily from the Radboud University 
Nijmegen. All subjects provided written consent according to institutional 
guidelines of the local ethics committee (CMO region Arnhem-Nijmegen, 
Netherlands), reported to be free of mental and neurological illness and were right 
handed as assessed by the Edinburgh Handedness Inventory (Oldfield 1971). 
 
Stimuli.  
Tactile stimuli were presented to the left or right index fingers by means of two 
piezoelectrical Braille stimulators (Metec GmbH, Stuttgart, Germany), which were 
driven using custom-build electronic circuitry. Each Braille stimulator had a matrix 
of two columns by four rows of individually controllable pins, which could be raised 
and lowered with a one-millisecond precision. The stimulus set consisted of five 
different dot patterns that were created with the constraint that for each pattern, 
four pins were raised in clusters of at least two adjacent pins (in either horizontal 
or vertical direction, see Fig. 1A for details). Stimulation consisted of elevating the 
pin pattern by about 2 mm, holding them elevated for 500 ms (sample stimulus) or 
35 ms (test stimuli) and then lowering them again. While in the elevated position, 
the pins were stationary. The low currents necessary for driving piezoelectrical 
membranes created only small and short-lived artifacts. Those artifacts occurred 
at two times: 1.) During the specification of the stimulus pattern in the electronic 
circuit driving the Braille cells. This happened 100 ms before actual stimulus 
delivery. 2.) During the actual delivery of the stimulus. These short (~1 ms) 
artifacts can be seen in the time-domain averages in Figure 2. No artifacts were 
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measured when the stimulus remained stationary (pins either elevated or 
lowered). 
 
Task 
The task was a spatial selective tactile delayed match to sample task that subjects 
performed while continuously fixating a central fixation cross. The temporal 
structure of the task is outlined in Figure 1B. Each trial started with the 
presentation of the tactile sample stimulus (selected randomly from the stimulus 
set for each trial) to both fingers for 500 ms. Two-hundred milliseconds after 
sample offset, a visual arrow was foveally presented for 500 ms and cued spatial 
selective attention to either the right or left index finger. After the offset of the cue, 
there was no change in visual stimulation anymore (only stationary fixation cross). 
One second following the offset of the visual cue, the presentation of a series of 
up to eight test stimuli was started and these stimuli were delivered unpredictably 
to either the right or the left index finger. The test stimuli were chosen randomly 
out of the set of five dot patterns (see above) and were presented each for 35 ms 
and stimulus onsets were separated by 1000 ms. Short presentation time was 
chosen for several reasons: 1.) to prevent subjects from making exploratory finger 
movements which might have confounded the attentional effects; 2.) to avoid a 
separate off-response during stimulus processing; 3.) to increase task difficulty 
and force subjects to really attend to the precued finger. The subjects’ task was to 
press a button lying in between both hands with both thumbs as soon as they 
recognized the occurrence of a target (i.e. the sample pattern) on the precued 
(attended) side. The button was constructed such that it only counted the 
response when pressed with both hands. No button should be pressed when a 
sample pattern was presented on the uncued (unattended) side. The trial stopped 
either after presentation of a target, after the subject had pressed the button 
erroneously, or after eight stimuli had been presented. In about 25% of the trials, 
no target was presented. Subjects were given feedback about the correctness of 
their behavior at the end of each trial. We restricted our analysis to correctly 
rejected non-sample patterns and therefore stimuli to which no motor response 
was given. 
 
Procedure 
After subjects were seated comfortably, electrodes and localization coils were 
attached (see below). Before the recording session, each pattern was presented 
10 times in pseudo-random order to both the left and right index finger to 
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familiarize the subject with the stimuli. A set of two experimental blocks with 16 
trials each was given for training purposes. Throughout the recording session, 
auditory white noise was presented to the subjects through pneumatic earphones 
in order to mask the sound generated by the Braille cells.  
The recording session consisted of 16 blocks of 16 trials each, resulting in 
approximately one hour of recording time. After the recording session, structural 
MRIs of each individual subject were made on a 1.5 T SIEMENS Sonata scanner 
(Siemens, Erlangen, Germany) using a standard T1 weighted sequence in order 
to enable reconstruction of each subjects head shape for the later described 
interpolation and source reconstruction procedures. 
 
 
Figure 1. The spatial-selective delayed-match-to-sample task. A, The Braille patterns 
used. B, An example sequence is shown with the timing of sample, cue, and test 
presentations and of the response. Sequences could have any length between one 
and eight test stimuli.  
 
MEG Recordings 
Neuromagnetic activity was recorded using the whole-head 151 channel axial-
gradiometer MEG system (Omega 2000, CTF Systems, Port Coquitlam, Canada) 
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at the F.C. Donders Centre for Cognitive Neuroimaging. In addition, the 
electrocardiogram (ECG) and vertical and horizontal electrooculograms (EOGs) 
were recorded through appropriate bipolar montages. The subject’s head position 
relative to the MEG sensors was measured at the beginning and at the end of the 
session using three magnetic coils. One such coil was placed on the nasion. The 
other two coils were mounted onto the earpieces that held the tubes for pneumatic 
auditory stimulation such that the tubes ran through the middle of the magnetic 
coils. During the structural MRI scans, we used the same ear pieces, but then with 
short tubes that contained a drop of vitamine E in place of the coils. This 
procedure allowed precise and reliable coregistration of the MEG and the MRI 
data. MEG data were low-pass filtered at 300 Hz and sampled continuously at a 
rate of 1200 Hz. 
 
Data analysis  
Data were analyzed using the Fieldtrip software package 
(http://www.ru.nl/fcdonders/fieldtrip/), a MATLAB-based toolbox for the analysis of 
electrophysiological data that has been developed by our group. Data were 
checked for artifacts using a semi-automatic routine that helped detecting and 
rejecting eye-blinks, muscle artifacts and jumps in the MEG signal caused by the 
SQUID electronics. For each of these artifacts, an appropriate metric with specific 
sensitivity for the respective artifact was computed and a rejection threshold was 
determined empirically. This was done separately for each subject, but 
subsequently, artifact rejection parameters for a given subject were fixed and 
applied automatically to its entire dataset. Adjustments to individual subjects’ data 
is necessary because of differences in noise levels and in the signal-to-noise ratio 
of the EOG recordings.  
The powerline artifact was removed using the following procedure: All signals had 
been recorded continuously for the entire duration of the recording session. For 
each time epoch of interest (and each recording channel), we first took a 10 
second epoch out of the continuous signal with the epoch of interest in the middle. 
We then calculated the Discrete Fourier Transform (DFT) of the 10 s epoch at 
50 Hz, 100 Hz and 150 Hz without any tapering. Since the powerline artifact is of a 
perfectly constant frequency, the 10 s epoch contains integer cycles of the artifact 
frequencies and all the artifact energy is contained in those DFTs. We then 
constructed 50 Hz-, 100 Hz- and 150 Hz-sine waves with the amplitudes and 
phases as estimated by the respective DFTs and subtracted those sine waves 
from the 10 s epoch. The epoch of interest was then cut out of the cleaned 10 s 
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epoch. Power spectra of the cleaned 10 s epochs demonstrated that all artifact 
energy was eliminated, leaving a notch of a bin width of 0.1 Hz (=1/10 s). The 
actual spectral analysis used the multi-taper method, with a spectral smoothing of 
±2.5 Hz for the lower frequency range and ±10 Hz for the higher frequency range. 
Thus, the notch typically became invisible.  
The artifact-free data were interpolated to a common sensor array template using 
a minimum-norm projection method (Knösche 2002). Subsequently, planar 
gradients of the MEG field distribution were calculated using a nearest neighbor 
method comparable to the method described by Bastiaansen and Knösche (2000).  
 
Spectral analysis 
We performed time-resolved spectral analyses using the multi-taper-method which 
offers optimal spectral concentration (˜  spectral smoothing) over the frequency 
range of interest, i.e. it allows to trade resolution in the frequency domain for 
reduced variance (Mitra and Pesaran 1999). Two frequency ranges were analyzed 
separately with different window lengths and spectral concentrations. The lower 
frequency band ranged from 5 to 40 Hz and was analyzed with a window length of 
400 ms and a spectral concentration of ±2.5 Hz. The higher frequency band 
ranged from 40 to 180 Hz and was analyzed with a window length of 200 ms and 
a spectral concentration of ±10 Hz. 
Power spectra were separately computed for the horizontal and vertical planar 
gradients and the resultant vector length of both was computed to obtain the 
power at that sensor location irrespective of the orientation of the gradient. The 
variance of the power in each time-frequency bin was estimated using a jackknife 
procedure (Efron and Tibshirani 1993). Subsequently, t-statistics were calculated 
between all time-frequency bins and a common baseline (effective time windows –
400 to 0 ms for low frequencies and –250 to 0 ms for high frequencies). The 
resulting t-values were transformed into z-scores, averaged over local sensor 
groups and pooled across subjects using the formula: 
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with iz  being the z-score of the i-th subject.  
Those grand-average time-frequency z-images showed clear spectral components 
and allowed the definition of time-frequency windows of interest. To test the 
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statistical significance of the effects of attention on the power in the different time-
frequency-windows of interest, the Fourier-transform was calculated using the 
multitaper-method with the time windows and spectral concentrations set to the 
respective time-frequency window of interest. For each subject, a z-score was 
determined in the same manner as for the time-frequency analysis. To compare 
the two attention conditions, a paired t-test was performed between the z-scores 
of all subjects. The z-scores are well normalized for intra-subject variance and 
therefore can be better compared across subjects than differences in absolute 
power. 
To examine the phase relation of the measured oscillations to the onset of the 
stimulus, we repeated the same time-frequency analysis on the (non-bandpass 
filtered) evoked fields (see description below). Additionally, we calculated the time-
resolved phase-locking factor by doing a time-frequency-analysis with the same 
settings as described above, but followed by normalizing the complex Fourier 
spectra on each trial by their vector length and averaging those unit-length vectors 
across trials (Lachaux et al. 1999). 
 
Source analysis 
For the reconstruction of the neuronal sources of the spectral components that 
showed a statistically significant effect of stimulation or attention, we used an 
adaptive spatial filtering technique (Gross et al., 2001). Each subject’s brain 
volume was divided into a regular 8 mm grid and for each grid location, a spatial 
filter was constructed. This filter has the property that it passes activity from the 
location of interest with unit gain while suppressing all other activity. The spatial 
filter w(r,f) is calculated according to the following formula: 
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where L(r) is the forward model (leadfield matrix) at the location r of interest, C(f) is 
the cross spectral density matrix between all MEG signals at the frequency f and 
l  is the regularization parameter. To compute the leadfield matrix, we used a 
multisphere model in which, for each sensor, a sphere was fitted to the head 
surface underneath that sensor. The head shape was derived from each individual 
subject’s structural MRI and aligned to the MEG data.  
To optimally capture the effect of interest, a time-frequency window was specified 
individually for each subject based on the stimulus-induced power changes. A 
window of the same extent in time and frequency was also placed into the 
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baseline period. For some of the source analyses, individual subjects were 
excluded because it was either impossible to find a proper baseline or because 
the signal-to-noise ratio was not sufficient. This will be described in detail in the 
results section. The cross-spectral-density (CSD) matrix was calculated directly for 
the entire time-window of interest using multi-tapers. Noise in the CSD estimate 
was minimized by choosing one frequency bin and adjusting the number of tapers 
(and thereby integration in the frequency domain) such that the entire frequency 
range of interest was captured. The time-windows were chosen to represent an 
integer number of cycles of an oscillation of the center frequency and the spectral 
concentration was chosen to be an integer multiple of the Rayleigh frequency of 
the selected window length.  
Consecutively, the power p was estimated for each grid location r and separately 
for the two conditions that were compared (stimulus effect: baseline and 
stimulation; attention effect: attended and non-attended) according to the following 
formula: 
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To quantify the effects of tactile stimulation and tactile attention on oscillatory 
activity, we computed a voxel-wise t-statistic. To this end, the cross-spectral-
density matrices were calculated for each single trial and then jackknife-averaged. 
The spatial filter was constructed for each individual jackknife subsample, resulting 
in an estimate of the mean and the variance of power at each grid location and for 
each condition. A t-statistic was then determined for the difference in power 
between the respectitve conditions. The t-values were subsequently z-
transformed. To analyze the effect of stimulation, we chose – for each spectral 
component separately – the attention condition that provided the highest signal-to-
noise ratio. Since for one comparison (effect of attention on alpha-activity), the 
baseline-levels were systematically different for the attended compared to the 
unattended condition, we used for this comparison not a simple t-test, but the 
following contrast: (AttendedPostStim – AttendedPreStim) – (UnattendedPostStim 
– UnattendedPreStim). 
Using SPM2 (http://www.fil.ion.ucl.ac.uk/spm), the individual anatomical MRIs and 
the corresponding statistical maps were spatially normalized towards the 
International Consortium for Brain Mapping template (Montreal Neurological 
Institute, Montreal, Canada). The individual spatially normalized statistical maps 
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were subsequently pooled to obtain a fixed effect statistic using the same formula 
as for the sensor data. 
Additionally, we performed a source reconstruction of the first two peaks of the 
somatosensory evoked field, in order to investigate the overlap of the frequency 
domain results with those of the well described generators of early evoked activity. 
To this end, we also used an adaptive spatial filtering approach, similar to the one 
described above, but with the cross-spectral-density matrix replaced by its time-
domain equivalent, the covariance matrix between all MEG signals (VanVeen et 
al. 1997). This was done separately for a pre- and a post-stimulus time window 
and subsequently, the same statistical and cross-subject pooling procedures were 
applied as for the frequency domain data. 
 
Time-domain analysis 
The same artifact-corrected raw data as used for the spectral analysis were 
lowpass-filtered (cutoff-frequency set to 40 Hz), jackknife-averaged and baseline-
corrected (baseline from -100 ms to stimulus onset), interpolated to the common 
sensor array and planar gradiometer transformed. The obtained realigned planar 
gradients were then grandaveraged to obtain the average topographies. The 
subsequent analysis proceeded similarly to that of the spectral analysis: Mean and 
variance were estimated based on the jackknife repetitions and subsequently a t-
statistic was calculated for the difference between each sample measured after 
stimulus onset and the mean amplitude during the baseline period. The t-values 
were then z-transformed and pooled across subjects. Finally, the timecourses for 
the attended and unattended conditions were subjected to a paired t-test in order 
to test for statistically significant differences between the conditions. However, 
since an analysis of timelocked effects was not the focus of the present work, we 
only tested for the presence of such effects. 
 
Results 
Behavioral results 
Subjects performed the task at high accuracy levels and categorized between 
77% and 94% of all stimuli correctly (mean 89%, std.dev. 5.9%). Mean reaction 
times to the match stimuli were 505 ms (std.dev 59 ms) for right hand stimulation, 
and 518 ms (std.dev. 63 ms) for left hand stimulation.  
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Effects of tactile stimulation in the time domain 
Figure 2 shows the timecourses and averaged topographies of the planar gradient 
evoked fields. The magnitude of the planar gradients can only take positive values 
and therefore relates to the absolute dipole moment independent of the dipole 
orientation. The planar gradient is usually maximal for sensors directly overlying 
the cortical sources and therefore provides a rough estimate of the underlying 
source distribution (Bastiaansen and Knösche 2000). Additionally, the magnetic 
fields of a dipole as measured with axial gradiometers have a positive and a 
negative lobe. Small interindividual differences in the pattern of cortical gyri and 
sulci can lead to large differences in dipole orientation. Averaging axial 
gradiometers across subjects could therefore lead to (partial) cancellation of 
dipolar fields. This is avoided through the use of planar gradients. Topographies 
show the grandaverage of the planar gradients and timecourses show the pooled 
z-scores of the deviation of the signal from baseline. The two small peaks at 
stimulus onset and 100 ms before stimulus onset that can be seen in some of the 
timecourses, reflect small artifacts originating from the Braille stimulators (see 
Materials and Methods). 
 
Consistent with previous human electrophysiological studies employing 
mechanical tactile stimulation, a first brain response (M50) peaked around 50 ms 
following stimulus onset in sensors overlying primary somatosensory cortex (S1) 
contralateral to the stimulated finger. Source analysis localized this effect into 
contralateral sensorimotor cortex. It is well established that the M50 response 
originates from Brodmann area 3b (Braun et al. 2002, Simões et al. 2001, Elbert et 
al.,1995). About 30 ms later, an additional more lateralized field pattern became 
visible. The lateral region corresponds well to the known location of secondary 
somatosensory cortex (S2). This field topography is in good correspondence with 
several previous reports (e.g. Simões et al. 2002, Palva et al. 2005) that have 
shown distinct and clearly separable topographies for S1 and S2 on the planar 
gradient representation. From around 120 ms after stimulus onset, neuromagnetic 
activity becomes increasingly bilateral over somatosensory areas and extends 
over primarily lateral parietal regions. This topography with two bilateral peaks is 
sustained over several hundred milliseconds. 
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Figure 2. Planar gradients of evoked fields (for details, see Materials and Methods). 
Left column, Time courses of activity for left-hand stimulation in individual sensors 
as marked in the topographies in the middle column. Stimulus onset is at 0 s. Blue 
traces are for the unattended stimuli, and red traces are for the attended stimuli. 
Shown are z scores indicating the deviation from baseline level. Middle column, 
Grand-averaged topographies during epochs of interest for left- and right-hand 
stimulation (left and right panels, respectively). Right column, Time courses of 
individual sensors for stimulation of the right hand for attended (blue) and 
unattended (red) stimuli (z scores). 
 
Starting from around 300 ms after stimulus onset, a new cluster of activity in 
sensors overlying medial occipital cortex emerged. As can be seen in Figure 2, the 
time courses of the evoked fields measured by these sensors appear to be largely 
independent from sensors overlying somatosensory and more posterior parietal 
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cortex. This suggests that the signal measured here is not an effect of sensors 
picking up activity from remote sources (known as common pick-up problem) but 
reflects activity from occipital cortex. Nevertheless, there are other source 
configurations possible that could produce such a pattern, with the sources not 
being located in occipital regions. However, in Figure 3 we provide evidence that 
these signals originate most likely from the medial occipital region. Figure 3A and 
B show the averaged topography in a single subject over the period from 350 to 
600 ms in both planar (A) and axial (B) gradiometer representation, respectively. 
The local occipital maximum in the planar gradient fields (Fig.3A) corresponds to 
the clear dipolar pattern in the axial gradient fields and thus originates from a 
medial occipital region (Fig.3B). Furthermore in Figure 3C, we show the 
correlation coefficient computed on the timecourses in the time interval between 
350 and 600 ms of axial gradiometer signals of the sensor marked in black with 
those of all other sensors. The strong negative correlation of the positive (blue) 
sidelobe with the marked sensor lying in the center of the negative sidelobe 
suggesting its antiphase are strong evidence that this field pattern indeed 
constitutes a dipolar source located in medial occipital cortex. 
 
Figure 3. A, Topography of the planar gradiometer representation of evoked fields of 
one example subject in the window between 350 and 600 ms after stimulus onset. B, 
Topography of the axial gradiometer representation of the same data. C, Correlation 
coefficient of all sensors with the sensor marked with a black dot in B. 
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Timecourses of evoked fields differed between the attended and 
unattended condition. The earliest significant differences were found 
around 130 ms after stimulus onset. However, effects of attention on time-
locked activity in the somatosensory system have been described in 
several previous publications. Since the focus of this study is on oscillatory 
neuronal synchronization, we will not describe in further detail attention 
effects on time-locked activity. 
 
Effects of tactile stimulation in the frequency domain 
In this section, all figures will display z-scores which result from the statistical 
comparison between stimulation and baseline as computed for each time-
frequency bin and cumulated across subjects. Since the topographies of 
frequency domain effects for left and right finger stimulation were highly 
symmetrical, the time-frequency-representations (TFR) shown in this section are 
pooled statistics from left and right hand stimulation (against baseline), computed 
on a selection of sensors (marked in black) overlying the cortex contralateral to the 
respective side of stimulation (see Fig. 4 for details). 
 
 
Figure 4. A, B, Time–frequency resolved power change after stimulation compared 
with baseline, calculated separately for unattended and attended stimuli over 
combined somatosensory channels as marked in the topographies to the left and to 
the right (C,D). C, Topography of stimulus-induced power change for left finger 
stimulation in the time–frequency window as marked in B. D, Topography of 
stimulus-induced power change for right finger stimulation in the same time–
frequency window. All data are shown in planar gradients.  
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Tactile stimulation resulted in an enhancement of activity in the gamma-frequency 
range accompanied by a wide-spread suppression of low frequency activity, which 
then rebounded. We will start with the description of the results of the analysis for 
the high frequencies. The TFRs in Figure 4 show the effect of stimulation from 
sensors overlying the contralateral somatosensory cortex for each stimulation 
side. Figure 4A shows the results for the unattended stimulus and Fig 4B for the 
attended stimulus. In both conditions, there is an early increase of gamma-power 
lasting until about 200 ms for unattended stimuli and until about 500 ms for 
attended stimuli, respectively. This effect is concentrated in the frequency range 
between 60 and 95 Hz, a spectral pattern that resembles the pattern known from 
studies in the visual system. The TFR of evoked fields did not show such a pattern 
and neither did the phase-locking-factor (data not shown). Therefore, this 
enhancement of gamma-power is largely non-phase locked to the stimulus. 
Despite the substantially lower signal amplitude for higher frequencies, the effect 
is very consistent and statistically significant. The strong modulations visible in 
Figure 4 A and B around 40 Hz correspond to spectral components that peak 
around 20 Hz, but that become visible at higher frequencies because of their 
broad-band nature and the relatively large spectral concentration (±10 Hz) used to 
optimally study the gamma-band activity. The topographies of the stimulus 
induced gamma-band activity are shown separately for stimulation of the left finger 
(see Fig. 4C) and the right finger (see Fig.4D). Stimulation of the right finger 
resulted in an increased gamma-band-power in sensors covering early 
somatosensory cortex over the left hemisphere. When the left finger was 
stimulated, gamma-band activation peaked over right somatosensory cortex and 
there was some additional ipsilateral activation. The maxima of the gamma-band 
enhancements were localized in the same planar gradiometers as the medial 
evoked field components between 40 and 100 ms post stimulus for both 
stimulation sides. Whether this difference between the effects of right and left 
finger stimulation is systematic and potentially attributable to the right-handedness 
of our subjects is unclear. Source analysis (z-scores pooled across eight subjects, 
see Materials and Methods for details; one subject was excluded from this 
analysis because of very low signal-to-noise ratio) revealed one strongly dominant 
spatial peak of gamma-band activation with a location consistent with primary 
sensorimotor cortex contralateral to the side of stimulation (Fig. 5). This is 
symmetrically the case for stimulation of both sides. Similar to the sensor level 
topography, there was an additional ipsilateral activation for left hand stimulation.  
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Figure 5. Source analysis of the gamma response as an effect of stimulation versus 
baseline. Stimulation of the left finger resulted in activation of regions corresponding 
to right primary somatosensory cortex (right) and vice versa (left). L, left; R, right.  
 
The resulting source location is highly similar to the one of the M50, which is 
known to originate from S1. Thus, the source analysis suggests an origin of the 
gamma-band activity in primary somatosensory cortex. However, the spatial 
precision of source estimation from MEG data is limited in general and in particular 
for signals with a moderate to small signal-to-noise ratio as is the case for the 
gamma-band activity described here. Source analysis alone can in this case not 
differentiate between different neighboring cortical areas. Fortunately, beyond 
spatial location, dipolar sources have another distinguishing feature, namely their 
orientation. The orientation of a dipole can be directly appreciated from the 
topography of the magnetic field seen with axial gradiometers. Since axial gradient 
field topographies can differ substantially between subjects we had used planar 
gradiometers to average across subjects. However, the fact that a certain dipole 
has its specific field topography in a certain individual is all the more valuable if the 
aim is to pinpoint some activity to a certain cortical area. We therefore aimed at 
comparing the axial gradient field topography of the induced gamma-band activity 
with the topography of the well described M50, the mechanically evoked magnetic 
field that originates from S1. Because the signal-to-noise ratio at the single-
subject-level was not sufficient to do this with our standard paradigm, we 
performed an additional experiment with a modified paradigm. In two separate 
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sessions with one subject, we applied more than 1000 stimuli each, to either the 
right or the left index finger. There was no behavioral task or response to minimize 
the potential for any motor cortical activity. Furthermore, stimulus duration was 
extended to 300 ms such that the Braille stimulator operated at its full stimulus 
amplitude. In Figure 6 (A and B), we show the axial gradiometer topographies of 
the M50 component of the evoked field. In Fig. 6 (C and D), we show the 
topographies of the mechanical stimulation related gamma-band-activity. The 
topographies of the M50 and of the gamma-band activities for a given stimulation 
side are strikingly similar both in position and in dipole orientation. This is strong 
evidence that the gamma-band activity originates from the same source as the 
M50, i.e. the primary somatosensory cortex.  
 
 
Figure 6. A, B, Topography of the squared M50 component, the first peak of the 
evoked field, 50 ms after stimulus onset. The evoked field was squared to allow 
better comparison with the frequency-domain results, because power is also a 
squared amplitude value. C, D, Axial gradiometer topographies of the gamma-band 
enhancement after left and right finger stimulation. Shown are z values between 
poststimulus and baseline periods as in Figure 4.   
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Also functional considerations suggest that the observed gamma-band activity 
originates from somatosensory cortex and in particular is not motor related. 1.) We 
only analyzed trials in which no motor response was given. 2.) The observed 
stimulus related gamma-band activity started around 50 ms and its attentional 
enhancement (see below) commenced around 100 ms after stimulus onset. Both 
effects are therefore substantially earlier than the average behavioral response 
latencies to target stimuli, which was around 500 ms. Indeed, at the latencies of 
behavioral responses to target stimuli, the attentional gamma-band enhancement 
to non-target stimuli had already ended. 3.) The behavioral response to the target 
was given with both hands, but the sources of gamma-band activity showed a 
strong contralateral dominance. 
The most prominent effect of tactile stimulation was a large suppression of low-
frequency oscillatory activity (mu- and beta-band) ranging from around 7 Hz up to 
about 40 Hz. This effect was evident in numerous sensors covering a large area of 
cortex (see Fig. 7 C and E). The TFRs for the low frequencies are shown in Figure 
7 for the sensors overlying contralateral somatosensory cortex and Figure 10 for 
sensors overlying contralateral occipital cortex (in both cases again pooled for 
both stimulation sides). Despite the broadness of the effect, both spatially and 
spectrally, it had a distinct spatio-spectral structure. Low-frequency suppression or 
desynchronization has a maximum over contralateral somatosensory cortex (Fig. 
7C and E) and a spectral peak around 20 Hz. The suppression in the beta-band 
has an early onset which, however, is hard to determine exactly given the low 
temporal resolution for lower frequencies and the overlapping effects of 
successive stimuli occurring in close temporal proximity. Suppression reaches its 
maximum after 250 ms and lasts until approximately 400 ms after stimulus onset 
(see also Figure 12 for detailed timecourses). Note that there is a shift towards 
lower frequencies over time.  
The source reconstruction for the beta-supression (Fig. 8; comparison: stimulation 
of unattended finger with baseline; three subjects excluded due to non-stationary 
baseline) confirms the localization of this effect to primary sensorimotor areas with 
a strong contralateral bias. This is consistent with reports from previous studies 
(Nikouline et al. 2000, Crone et al. 1998). Suppression of mu- and beta-activity 
was followed by a rebound in a broad beta-band, ranging from approx. 15 to 40 Hz 
(and thus extending well into the classical gamma-range) and lasting until the 
onset of the next stimulus. The topography shows that the effect is present over 
bilateral somatosensory/sensorimotor regions (Fig. 7D and F) with a weak 
emphasis over the hemisphere ipsilateral to the side of stimulation. Source-
analysis (Fig. 9; comparison: stimulation of unattended finger with baseline; one 
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subject excluded due to non-stationary baseline) revealed a bilateral activation 
pattern over sensorimotor regions. 
 
Figure 7. A, B, Time–frequency resolved power change after stimulation compared 
with baseline, calculated separately for unattended and attended stimuli over 
combined somatosensory channels as marked in the topographies to the left and to 
the right (C–F ). C, Topography of beta suppression for left finger stimulation. 
Averaged over the early (0.1– 0.4 s) time–frequency window as marked in A. D, 
Topography (planar gradients) of beta rebound for left finger stimulation. Averaged 
over the late (0.5– 0.8 s) time–frequency window as marked in A. E, F, Topographies 
of beta suppression and rebound, respectively, for right-hand stimulation. Same 
time–frequency windows as in C and D, respectively. All data are shown in planar 
gradients.  
 
Suppression of beta- and alpha-/mu- activity, while being maximal in 
somatosensory cortex, extends into bilateral occipital regions. The suppression in 
occipital cortex ranges from approximately 7.5 Hz to 30 Hz and from ~150 to 
400 ms in the unattended and from 150 to 600 ms in the attended condition. Note 
that the topographies in Figure 9 show attention effects, not stimulation effects. 
Albeit there are similarities of this posterior effect with the suppression over 
somatosensory areas, the pattern is clearly different with respect to the spectro-
temporal dynamics. For the occipital sensors, the spectral distribution has two 
peaks at 10 and 18 Hz in contrast to one very broad distribution in the 
somatosensory system. Also, in occipital sensors, the effect appears to be 
stronger in the alpha range, compared to the beta-range. Besides that, in occipital 
sensors, alpha-/beta suppression is particularly strong for attended stimuli and 
much less prominent for unattended stimuli. Source analysis of the stimulus 
induced suppression of alpha-band activity (Fig. 10; comparison: stimulation of 
attended finger with baseline; one subject excluded due to a non-stationary 
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baseline) reveals extended regions of parietal and parieto-occipital cortex to be 
involved. Even though the suppression is bilateral, it has a maximum over the 
hemisphere contralateral to the side of stimulation. 
 
 
Figure 8. Source analysis of beta suppression as an effect of stimulation versus 
baseline. Stimulation of the left finger resulted in suppression of beta-band activity in 
regions corresponding to right primary sensorimotor cortex (left) and vice versa 
(right). L, Left; R, right.  
 
Thus, tactile stimulation results in a combined enhancement of high-frequency 
oscillations and suppression of low frequency oscillations in somatosensory 
cortex. The topographies of high and low frequency modulations are different in 
the sense that high frequency modulations have a more distinct spatial 
distribution, are evident in sensors overlying slightly more medial cortical areas, 
and are at least for the right stimulation side strictly contralateral. Suppression of 
lower frequencies, in contrast, show a spatially more widespread and bilateral 
topography, the maximal effect here being located in slightly more lateral 
somatosensory/sensorimotor cortex. This is followed by a rebound over bilateral 
sensorimotor cortex. Furthermore, tactile stimulation resulted in a suppression of 
low-frequency activity over occipital areas.  
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Figure 9. Source analysis of beta-rebound as an effect of stimulation versus 
baseline. Stimulation of either finger resulted in bilateral rebound in sensorimotor 
areas with a slight dominance over the right hemisphere. L, Left; R, right.  
 
Effects of spatial tactile attention in the frequency domain 
As could already be seen from the figures in the last paragraph, attention 
modulates oscillations in several frequency bands in different anatomical 
locations. The most prominent attentional effect in the somatosensory system is 
the enhancement and prolongation of induced gamma oscillations in contralateral 
somatosensory cortex. The left column of Figure 11 shows the timecourses of the 
power changes in the frequency bands of interest in more detail – separately for 
the left and right finger stimulation, averaged over those sensors marked in the 
respective topographies in Figures 4 and 7. In order to show the consistency of 
the effects, the right column of Figure 11 shows scatterplots of power changes 
after stimulation in individual subjects in the time-frequency windows and sensors 
as marked in the respective figures (Fig. 4 and 7). Power changes for attended 
stimuli are plotted on the y-axis, power changes for unattended stimuli are plotted 
on the x-axis and therefore, values lying left above the diagonal indicate an 
increase of power for the attended compared to the unattended stimuli, whereas 
values in the field right below the diagonal mean a decrease. Please note that the 
same time-frequency window and group of sensors was used for all subjects and 
since both the spectro-temporal as well as the spatial pattern of these effects vary 
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across subjects, this will underestimate the true strength of the effect of tactile 
stimulation. 
 
Figure 10. Source analysis of alpha suppression as an effect of stimulation versus 
baseline. Stimulation of either finger resulted in bilateral suppression of alpha-band 
activity in parietooccipital cortex. L, Left; R, right.  
 
Gamma-frequency oscillations (60 – 95 Hz) to attended stimuli, while having the 
same onset as for the unattended stimuli, continued to rise further when, some 
100 ms after stimulus onset, power started to decrease again after presentation of 
an unattended stimulus. This was consistently the case for left and right finger 
stimulation and gamma-power was then substantially enhanced in a window 
ranging from approx. 100 to 500 ms after stimulus onset (see Fig.11). The 
statistical comparison (paired t-test) over the time-frequency-window from50 – 
400 ms and 60 – 95 Hz revealed the significance of this effect (t = 1,86 and t = 
2.75, p < 0.05, for right and left hand stimulation, respectively) and this is also 
evident from the two scatterplots in the top right panel: All but one subjects show 
the effect consistently for left and right finger stimulation. The source-analysis for 
the effect of attention on gamma-band activity (Fig. 12) revealed that the location 
of this attention effect colocalizes with the respective stimulation effect. This held 
for both stimulation sides, representing independent datasets. Thus, we conclude 
that attention consistently enhances gamma-oscillations over contralateral primary 
somatosensory cortex. 
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Figure 11. Left column, Time courses of the stimulation-induced power changes for 
different frequency bands in the group of channels (contralateral to stimulation) as 
indicated in Figures 4 and 7, separately for right- and left-hand stimulation. Right 
column, Scatter plots showing individual subjects’ data of stimulation-induced 
power changes in the respective frequency bands for unattended and attended 
stimuli as measured over the depicted channels and time–frequency windows (see 
Figs. 4 and 7).  
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Figure 13. Source analysis of the effect of attention on gamma-band activity. 
Attention to the left finger resulted in enhanced gamma-band activity in right 
somatosensory cortex (left) and vice versa (right). L, Left; R, right.  
 
Equivalent tests were performed for all frequency-bands and time-windows 
described in the last section. The attention contrast for the suppression of the mu-
rhythm which was performed over a window from 0.2 to 0.6 s and from 7.5 to 
12.5 Hz did not reveal any significant difference (t = -0.58 and -1.46, p > 0.05 for 
right and left hand, respectively). The results of the statistical comparison for the 
beta-suppression were more complicated. At first glance, the beta-suppression 
appeared to be significantly reduced for attended stimuli (time- and frequency-
range tested: 0.1 to 0.4 s and 13.5 - 26.5 Hz, t = 1.98 and t = 3.94, p < 0.05 and p 
< 0.01 for right and left hand respectively). However, this difference is mainly 
attributable to the interaction of two effects: 1.) The beta-rebound lasted longer 
than the inter-stimulus interval. 2.) The beta-rebound was reduced contralateral to 
the attended side (see below). As a result of those two effects, the pre-stimulus 
baseline in the beta-band was reduced contralateral to the attended side (t = - 
2.58 and t = -2.34, p < 0.05 for right and left hand). This reduced baseline 
explained the described apparent reduction in the beta-decrease after stimulation. 
Therefore we did a separate analysis, where only the data from the first test-
stimulus presentation (which was not immediately preceded by a tactile stimulus, 
and thus had a stationary baseline) was included. In this analysis, there was no 
significant attention effect for the beta- and mu-suppression (t = -1.01 and t = -
0.91, p > 0.1 for beta band and t = -0.53 and t = -0.28, p > 0.1 for mu-band, values 
for right and left hand, respectively). In Figure 11, we show the timecourses for the 
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somatosensory beta-band from the analysis that was restricted to the data from 
the first stimulus presentation. While attention did not affect the beta-decrease, it 
resulted in a robust delay and suppression of the beta-rebound selectively over 
contralateral somatosensory cortex. This suppression of the beta-rebound was 
found in both analyses, the one calculated over the data only involving the first 
test-stimulus as well as the one that was done across all. Statistics were 
computed for the window from 13.5 – 26.5 Hz and from 0.5 to 0.8 s after stimulus 
onset. The effect was significant for both the left and the right stimulation side (t = 
-1.88 and t = -1.88, p<0.05). The scatterplot in the second row of Figure 12 shows 
that this effect is also quite consistent over individual subjects. Source analysis of 
the attentional effect (Fig. 13) shows that, whereas the beta-rebound itself had a 
bilateral topography, the attentional suppression of the beta-rebound is largely 
restricted to the hemisphere contralateral to the side of stimulation and covers a 
large portion of of the sensorimotor strip. 
 
 
Figure 14. Source analysis of the effect of attention on the beta rebound. Attention to 
the left finger resulted in a reduced beta rebound in right sensorimotor cortex (left) 
and vice versa (right). L, Left; R, right.  
 
Finally, attention deepened the suppression of alpha- and beta-power over 
occipital sensors. The effect was maximal over occipital cortex. Even though the 
stimulus induced suppression was maximal over somatosensory cortex (similar 
topographies as in Figure 7 C and E), the effect of attention was maximal over 
contralateral occipital areas. The time-courses and scatterplots for the occipital 
channels can be seen in the lower two rows of Figure 11. Attention distinctly 
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prolonged and enhanced alpha- and beta-suppression over bilateral occipital 
cortex, with an emphasis over the hemisphere contralateral to the stimulation side. 
Statistical comparisons for the effect of attention were computed for the following 
time-frequency-windows: 
 
 
Figure 14. Source analysis of the effect of attention on alpha suppression. 
Stimulation of either finger resulted in bilateral suppression of alpha oscillations in 
parieto-occipital and occipital cortex.  
 
1. beta-band: 13.5 to 26.5 Hz, 0.1-0.4 s (same as for somatosensory system) 
resulting in a statistically significant reduction of beta-power in the attended 
compared to the non-attended condition for both hands (t = -2,16, p<0.05; t = 
-3,33, p<0.01 for right and left hand, respectively).  
2. alpha-band: 7.5 to 12.5 Hz, 0.2 - 0.6 s resulting in a statistically significant 
reduction of alpha-power in the attended compared to the non-attended 
condition for both hands (t = -2.96 and t = -3.23, p<0.01 for right and left hand, 
respectively).  
Source-analysis (Fig. 14) shows that the attentional suppression includes occipital 
areas more inferior than those involved in the stimulus induced suppression. The 
source reconstrution did not reveal a clear lateralization of the effect although that 
was statistically significant in the sensor data. Rather, it showed a bias towards 
the left hemisphere, independent of the side of stimulation. 
To summarize, using mechanical stimulation and MEG recordings, we obtained 
physiologically meaningful brain responses that are consistent with the known 
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anatomical locations both for evoked fields and for the mu- and beta-suppression 
(or event related desynchronization, ERDS). Attending to tactile stimuli strongly 
and consistently enhances gamma-oscillations in the high-frequency range while 
not modulating (or modulating only slightly) the suppressive effects of tactile 
stimulation on low-frequency activity in somatosensory areas. In contrast, there is 
a strong and consistent attentional deepening of alpha- and beta-suppression over 
occipital cortex. Furthermore, attending to a finger also has a late effect and 
suppresses the bilateral beta-rebound particularly over contralateral 
somatosensory cortex. 
 
Discussion 
We investigated the effects of tactile stimulation and spatial selective tactile 
attention on oscillatory neuronal activity in humans. We found an early stimulus 
induced, but not stimulus-locked gamma-band response (60–95 Hz). The onset 
latency, the strong contralateral dominance and the source reconstruction strongly 
suggest an origin in primary somatosensory cortex. This is consistent with other 
recent studies that have reported gamma-band-activity in the human primary 
somatosensory cortex recorded with MEG (Ihara et al. 2003; Hirata et al. 2002; 
Gaetz and Cheyne 2003). Those earlier studies, however, used electrical median 
nerve stimulation in contrast to mechanical stimulation as employed here. MEG 
and EEG activity to electrical stimuli have different characteristics, such as the 
presence of very short latency responses in early somatosensory areas (e.g. 
N20m-P35, see e.g. Simões et al. 2003) that are absent in our data and those of 
others employing mechanical stimulation of the skin (e.g. Simões et al. 2001, 
Braun et al. 2002). 
We found that stimulus induced gamma-band activity in somatosensory cortex is 
strongly enhanced and prolonged by spatial tactile attention. Source 
reconstruction revealed colocalization of this attentional enhancement with the 
effect of stimulation in contralateral S1. This result is in contrast to findings from 
other electrophysiological studies assessing spike rates or event related 
potentials/fields that have generally found attentional effects to be stronger in S2 
and rather weak or absent in S1 (e.g. Burton & Sinclair 2000; Hoechstetter et al. 
2000, but see Braun et al. 2002). However, functional imaging studies, relying on 
hemodynamic signals, did reveal attention effects in S1 (for review see Burton & 
Sinclair 2000). It is by now well established that the hemodynamic response is 
more tightly correlated with synchronized gamma-band activity than with neuronal 
firing rates (e.g. Niessing et al. 2005, Logothetis et al. 2001). Therefore, one 
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possible explanation for the apparently conflicting results from the different 
approaches is that attention synchronizes gamma-band-oscillations in primary 
somatosensory cortex which translates into enhanced spiking activity at later 
processing stages. We will further discuss this point at the end of the discussion.  
The attentional enhancement in this study commenced around 100 ms and lasted 
until about 500 ms after stimulus onset. The effect was found in the data of eight 
out of nine subjects and the time courses of gamma-band activity were highly 
overlapping for stimulation of either hand. Among the early responses in the 
somatosensory system, the attentional effect on the induced gamma-band activity 
was stronger and more consistent than attentional effects on oscillatory activity in 
other frequency bands or on stimulus locked components. This suggests that 
gamma-band oscillations play an important functional role in the early stages of 
the somatosensory system for processing behaviorally relevant stimuli. We 
hypothesize that gamma-band synchronization in primary somatosensory cortex is 
instrumental in communicating with higher somatosensory areas.  
While tactile stimulation induced gamma-band activity, it also led to the well known 
suppression of the somatosensory mu- (˜ 8 -15 Hz) and beta- (˜ 15 -25 Hz) activity 
(e.g. Pfurtscheller et al 2002; Crone et al 1999) and the subsequent beta-rebound 
(˜ 15 - 25 Hz) (see van Burik & Pfurtscheller 1999). Consistent with some of the 
previous studies, mu- and beta-suppression are widespread both in their spectral 
distribution (ranging from 7 to 40 Hz) and in spatial distribution, peaking over 
somatosensory/sensorimotor cortex contralateral to the stimulated hand, but also 
reaching to ipsilateral sensorimotor cortex and bilateral parietal and occipital 
regions. Stimulus induced modulations of mu- and beta-band activity were of very 
high signal-to-noise ratio. Nevertheless, there was no significant modulation of the 
somatosensory mu- and beta-suppression with spatial selective attention. This 
suggests that the respective desynchronization phenomena are not directly 
involved in the mechanisms underlying the attentional selection of behaviorally 
relevant stimulus information. Rather they appear to reflect an automatic response 
of the sensorimotor circuit to afferent stimulation that occurs independently of 
processing demands. In contrast, there was a significant reduction of the beta-
rebound with spatial selective attention. This attentional effect started roughly 
500 ms after onset of the non-target stimuli, whereas the average reaction time to 
the target stimuli was in the order of 510 ms. Therefore, a direct functional role of 
the attentional modulation of the beta-rebound for sensory processing or decision 
making in the somatosensory system has to be considered unlikely.  
An interesting attentional effect was found for the occipital alpha- (7.5 - 12.5 Hz) 
and beta-band (13.5 – 26.5 Hz) activity. Attended tactile stimuli resulted in a 
 46 
deeper and longer lasting suppression of occipital alpha- and beta-band activity 
than unattended tactile stimuli. Furthermore, tactile stimulation did not only alter 
ongoing oscillatory activity in occipital cortex, but also resulted in stimulus-locked 
activation over occipital cortex. Evoked fields showed a clear spatial peak over 
medial occipital cortex with an onset latency of around 350 ms. There was no 
consistent attentional modulation of this component, in contrast to the strong 
attentional modulation of the stimulus induced occipital alpha- and beta-
suppression. This suggests different functional mechanisms behind those two 
processes.  
Previous hemodynamic studies have shown that tactile stimulation can activate 
various parts of visual cortex in blind (Sadato et al. 1996) and normally sighted 
human subjects (Zangaladze et al. 1999; Amedi et al. 2002). In principle, this 
might be related to direct input from heteromodal areas  (Schroeder & Foxe 2002; 
Falchier et al. 2002) or to mechanisms underlying visual imagery that are not yet 
fully understood (Zhang et al. 2004). The tactile evoked fields that we found over 
occipital areas showed a late onset. We therefore consider it unlikely that they 
were due to direct input from early somatosensory areas. 
One potential concern is that physical stimulation might not have been identical for 
the two attention conditions because attention might have invoked motor programs 
to optimize haptic sensing. For example, subjects might have made exploratory 
movements or push the attended finger slightly stronger onto the Braille cells than 
the unattended finger. For several reasons, we are convinced that this is not the 
case. First, stimulation was very short, lasting only 35 ms and thereby excluded 
the possiblity that subjects engaged in active exploration of the stimuli. Second, 
the time courses of gamma-band activity and evoked fields are identical in the two 
attention conditions until about 100 ms post stimulus. Third, pushing stronger on 
the attended side does not seem to be a good strategy since the Braille 
stimulators employ only weak forces to drive the pins and are designed to give 
optimal sensation when the finger is resting relaxed on them. The pins give a 
diminished tactile sensation when pushed upon or when the finger is lifted off from 
them. Thus, we can almost certainly rule out that differences in physical 
stimulation account for the attentional effects reported here. 
The mechanisms underlying the observed attention effects are still unkown and 
we can only speculate at this point. Neuronal networks have typically been found 
to show enhanced gamma-band activity upon activation (Tiesinga et al. 2001; 
Cunningham et al. 2003). Thus, the attentional enhancement of gamma-band 
activity observed here might be due to excitatory input from e.g. a fronto-parietal 
network responsible for the allocation of spatial attention (Corbetta and Shulman 
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1998). Alternatively or in addition, top-down input might act through 
neuromodulators. Acetylcholine seems to support the generation of local gamma-
frequency synchronization (Rodriguez et al. 2004; Munk et al. 1996; Fellous et al. 
2001) and also the propensity of neurons to be entrained by rhythmic input 
(Schreiber et al. 2004). Such modulatory input might be of cortico-cortical or 
subcortico-cortical nature, but it would have to possess at least a crude spatial 
selectivity to explain the present results. There might also be top-down input to the 
neurons processing the unattended stimulus. This input might activate local 
inhibitory networks to decrease those neurons’ activation. Increased activation of 
inhibitory networks leads to enhanced beta-band synchronization (Jensen et al. 
2005). 
To summarize: Spatial selective tactile attention enhances and prolongs gamma-
band activity in primary somatosensory cortex. This will likely enhance the impact 
of the activated neurons on their postsynaptic targets, e.g. in secondary 
somatosensory cortex (Salinas and Sejnowksi 2001). Intracellular recordings in 
visual cortex in vivo have recently revealed that postsynaptic target neurons 
primarily respond to rapid fluctuations in their synaptic input (Azouz and Gray 
2003). Thus, a neuronal group providing input may enhance its impact through 
either synchronizing spikes in the gamma-band or producing more spikes in the 
gamma-band. In both cases, the MEG power in the gamma-band would be 
enhanced. Investigations using microelectrode recordings of spikes and local field 
potentials showed that local field potential power can be enhanced in the absence 
of changes in firing rates but the presence of changes in local synchronization 
(Fries et al. 2000). Increases in gamma-band activity in S1 will likely lead to 
generally increased activation of S2, and thereby might explain some of the 
attentional effects found in S2. Furthermore, it is conceivable that attention 
generally renders the reciprocal information exchange between different parts of 
the neural network, such as for example S1 and S2, more effective through a 
stronger oscillatory coupling (Schoffelen et al. 2005). These questions will be 
explicitly addressed in future experiments. 
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EFFECTS OF SUSTAINED ATTENTION AND TASK-PERFORMANCE 
ON ONGOING BRAIN ACTIVITY IN A TACTILE DELAYED-MATCH TO 
SAMPLE TASK 
 
Chapter 3 
 
 
Abstract 
In this study we investigated how sustained spatial attention affects ongoing brain 
activity in a tactile pattern discrimination task. The subjects’ task was to report the 
reoccurrence of an initially presented sample pattern in a series of up to eight test 
stimuli that were presented unpredictably to their right or left index finger. Attention 
was cued to one side (finger) at the beginning of each trial and subjects performed 
the task at the attended side, ignoring the unattended side. 
Magnetoencephalography was recorded while subjects were performing the task. 
We found that spatial attention suppresses ongoing activity in the mu- and beta-
band in somatosensory cortex contralateral to the attended side while enhancing 
activity in ipsilateral somatosensory cortex. This pattern was found to be highly 
symmetrical in both somatosensory cortices (left and right). Attention and task 
performance also modulated ongoing activity in occipital areas, but this pattern 
was more complex and not symmetrical for both hemispheres. Finally, sustained 
attention and task performance were accompanied by an increase in broadband 
high-frequency activity in brain regions including occipito-temporal areas as well 
as the parietal operculum. This high-frequency activity was highly correlated with 
attention effects on low-frequency activity in somatosensory cortex. The data show 
that attention effects are not restricted to stimulus induced or evoked neural 
activity and that there is a dissociation of attentional effects on ongoing and 
stimulus related activity within the somatosensory cortex: Attention increases 
stimulus induced high-frequency activity without affecting low-frequency 
perturbations, while attentional effects on ongoing activity are characterized by 
suppression of low frequency activity in somatosensory areas contralateral to the 
attended side and an enhancement at the ispilateral side, respectively. This 
dissociation may have important constraints for neural models that describe how 
top-down signals act on bottom-up processing of sensory signals and, more 
generally, how top-down influences structure neural activity.    
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Introduction 
Research on attentional selection has so far focused on attentional modulation of 
stimulus related activity in the brain (Desimone and Duncan, 1995, Anllo-Vento et 
al., 1998, Maunsell and Cook, 2002, Vuilleumier and Driver, 2007, Womelsdorf 
and Fries, 2007). The major results of this research has been that attention 
enhances neural responses to attended stimuli by either enhancing the firing rates 
of the involved neurons (Desimone and Duncan 1995, Maunsell and Cook 2002), 
or by modulating the synchrony of their outputs (Fries et al., 2001, Salinas and 
Sejnowski, 2001), or both. On the other hand, attention also changes properties of 
receptive fields of higher level neurons. Attending to a stimulus shapes receptive 
fields of neurons in a way to be tuned more selectively to the features 
characteristic for the attended stimulus (McAdams and Maunsell, 1999, Reynolds 
et al., 1999, Womelsdorf et al., 2006). 
How do these changes in the sensory systems neuronal response to attended 
stimuli come about? One possibility is, that afferent synaptic inputs caused by 
attended stimuli interact with top-down inputs in a specific way to maximize the 
information content of the resulting neuronal representation of the stimulus 
(Phillips and Singer, 1997). Another, by no means mutually exclusive idea is, that 
attention modulates ongoing activity (preceding the stimulus) in a way to optimize 
stimulus processing by imposing a continuous top-down drive on neuronal 
populations relevant for the attended features. The dependency of stimulus 
induced or evoked activity on the state (or immediate history) of the neuronal 
system is well documented (Arieli et al., 1995, Arieli et al., 1996, Fries et al., 
2001).  
Here, we investigate the effects of spatial tactile attention on ongoing brain 
activity. In a previous article, we focused on the effects of attention on immediate 
stimulus induced activity (Bauer et al., 2006). We reported attentional 
enhancement of stimulus induced somatosensory gamma-band oscillations in the 
absence of attentional effects on stimulus induced mu- and beta-suppression in 
somatosensory areas. While attentional effects on alpha- and beta-suppression 
were found in occipital areas, in somatosensory cortex only the beta-rebound, a 
late phenomenon following beta-suppression, was modulated by attention.  
The lack of any effects of attention on somatosensory alpha- and beta-
suppression (or desynchronization, see e.g. (Pfurtscheller et al., 2002) are 
somehow at odds with previous studies that have reported robust effects of spatial 
attention on alpha-and beta-oscillations in the visual system (Worden et al., 2000, 
Kelly et al., 2006, Thut et al., 2006, Rihs et al., 2007). These authors reported a 
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desynchronization (or suppression) of alpha-activity in the hemisphere 
contralateral to the attended side.  
While this result is in line with our own finding of occipital alpha suppression in a 
spatial tactile attention task – if one recognizes that spatial shifts in attention 
transfer across modalities (Macaluso et al., 2000, Kennett et al., 2001, Macaluso 
and Driver, 2003) – we were surprised not to find attention effects on alpha- and 
beta-desynchronization within the somatosensory system itself. The 
somatosensory system and the visual system are similar with respect to the 
presence of strong rhythmic ongoing activity in alpha- and beta-bands and 
therefore it is not unconceivable that both modalities would respond similarly to 
such experimental manipulations.  
One possibility, however, could be that the lack of such findings is grounded in the 
nature of our task, where attention needed to be focused on one side usually over 
several seconds (up to eight seconds, depending on the random stimulus 
sequence). Sustained attention might tonically suppress ongoing alpha activity 
during task performance without having any further effect on stimulus related 
alpha- and beta-desynchronization.  
The approach taken here differs therefore from the one in the previous study 
(Bauer et al. 2006) in a way that, here, we look at attention effects on continuous 
ongoing brain activity relative to a resting baseline period, and not primarily at 
stimulus induced or evoked activity. We analyzed data from the delayed-match-to-
sample working memory task as in our previous study and found that, while 
subjects performed the task, attention suppressed alpha and beta activity in the 
sensorimotor cortex contralateral to the attended side, while enhancing it in 
ipsilateral sensorimotor cortex. Furthermore, in several subjects, performing the 
task led to a general increase of high-frequency broadband activity in regions 
including occipito-temporal and inferior anterior parietal regions. The putative 
functional role of these high-frequency oscillations and their correlation with the 
tonic low-frequency effects in somatosensory cortex are discussed. 
 
Materials and Methods 
Subjects  
Subjects were nine adult volunteers (four males, five females, mean age 25.1 
years, stdev. 2.7) which were recruited primarily from the Radboud University 
Nijmegen. All subjects provided written consent according to institutional 
guidelines of the local ethics committee (CMO region Arnhem-Nijmegen, 
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Netherlands), reported to be free of mental and neurological illness and were right 
handed. 
 
Stimuli  
The details of stimuli, task, procedure and data recording and analysis can be 
found elsewhere (Bauer et al., 2006) and we report here only the relevant issues 
for understanding this report. Tactile stimuli were presented to the left or right 
index fingers by means of two piezoelectrical Braille stimulators. Stimulation 
consisted of elevating the pin pattern by about 2 mm, holding them elevated for 
500 ms (sample stimulus) or 35 ms (test stimuli) and then lowering them again. 
While in the elevated position, the pins were stationary.  
 
Task 
The task was a spatial selective tactile delayed match to sample task that subjects 
performed while continuously fixating a central fixation cross. Each trial started 
with the presentation of the tactile sample stimulus (selected randomly from the 
stimulus set, consisting of five stimuli, for each trial) to both fingers for 500 ms. 
Two-hundred milliseconds after sample offset, a visual arrow was foveally 
presented for 500 ms and cued spatial selective attention to either the right or left 
index finger. After the offset of the cue, there was no change in visual stimulation 
anymore (only stationary fixation cross). One second following the offset of the 
visual cue, the presentation of a series of up to eight test stimuli was started and 
these stimuli were delivered unpredictably to either the right or the left index finger. 
The test stimuli were chosen randomly out of the set of five dot patterns (see 
above) and were presented each for 35 ms and stimulus onsets were separated 
by 1000 ms. The subjects’ task was to press a button lying in between both hands 
with both thumbs as soon as they recognized the occurrence of a target (i.e. the 
sample pattern) on the precued (attended) side. No button should be pressed 
when a sample pattern was presented on the uncued (unattended) side. The trial 
stopped either after presentation of a target, after the subject had pressed the 
button erroneously, or after eight stimuli had been presented. In about 25% of the 
trials, no target was presented. Subjects were given feedback about the 
correctness of their behavior at the end of each trial. We restricted our analysis to 
correctly rejected non-sample patterns and therefore stimuli to which no motor 
response was given. 
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Procedure 
After subjects were seated comfortably, electrodes and localization coils were 
attached (see below). Before the recording session, each pattern was presented 
10 times in pseudo-random order to both the left and right index finger to 
familiarize the subject with the stimuli. A set of two experimental blocks with 16 
trials each was given for training purposes. Throughout the recording session, 
auditory white noise was presented to the subjects through pneumatic earphones 
in order to mask the sound generated by the Braille cells.  
The recording session consisted of 16 blocks of 16 trials each, resulting in 
approximately one hour of recording time. After the recording session, structural 
MRIs of each individual subject were made on a 1.5 T SIEMENS Sonata scanner 
(Siemens, Erlangen, Germany) using a standard T1 weighted sequence in order 
to enable reconstruction of each subjects head shape for the later described 
interpolation and source reconstruction procedures. 
 
MEG Recordings 
Neuromagnetic activity was recorded using the whole-head 151 channel axial-
gradiometer MEG system (Omega 2000, CTF Systems, Port Coquitlam, Canada) 
at the F.C. Donders Centre for Cognitive Neuroimaging. In addition, the 
electrocardiogram (ECG) and vertical and horizontal electrooculograms (EOGs) 
were recorded through appropriate bipolar montages. The subject’s head position 
relative to the MEG sensors was measured at the beginning and at the end of the 
session using three magnetic coils that were placed at appropriate locations. 
During the structural MRI scans, we used the same ear pieces, but then with short 
tubes that contained a drop of vitamin E in place of the coils. This procedure 
allowed precise and reliable coregistration of the MEG and the MRI data. MEG 
data were low-pass filtered at 300 Hz and sampled continuously at a rate of 
1200 Hz. 
 
Data analysis  
Data were analyzed using the Fieldtrip software package 
(http://www.ru.nl/fcdonders/fieldtrip/), a MATLAB-based toolbox for the analysis of 
electrophysiological data that has been developed by our group. Data were 
checked for artifacts using a semi-automatic routine that helped detecting and 
rejecting eye-blinks, muscle artifacts and jumps in the MEG signal caused by the 
SQUID electronics.  
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The artifact-free data were interpolated to a common sensor array template using 
a minimum-norm projection method (Knösche, 2002). Subsequently, planar 
gradients of the MEG field distribution were calculated using a nearest neighbor 
method comparable to the method described by (Bastiaansen and Knösche, 
2000).  
 
Spectral analysis 
We performed time-resolved spectral analyses using the multi-taper-method which 
offers optimal spectral concentration (˜  spectral smoothing) over the frequency 
range of interest, i.e. it allows to trade resolution in the frequency domain for 
reduced variance (Mitra and Pesaran, 1999). Two frequency ranges were 
analyzed separately with different window lengths and spectral concentrations. 
The lower frequency band ranged from 5 to 40 Hz and was analyzed with a 
window length of 400 ms and a spectral concentration of ±2.5 Hz. The higher 
frequency band ranged from 40 to 180 Hz and was analyzed with a window length 
of 200 ms and a spectral concentration of ±20 Hz. 
Power spectra were separately computed for the horizontal and vertical planar 
gradients. Before these two metrics were combined to obtain the resultant vector 
length (magnitude) at each sensor - a common baseline was subtracted from the 
data – for each sensor and time-frequency bin separately. The baseline was 
chosen from the one second period preceding the presentation of the sample 
stimulus and hence before the start of each trial.  
The magnitude of power of both gradients was computed to obtain the power at 
that sensor location irrespective of the orientation of the gradient. The variance of 
the power in each time-frequency bin was estimated using a jackknife procedure 
(Efron and Tibshirani 1993). In order to visualize task effects on ongoing activity 
against baseline, t-statistics were calculated between individual time-frequency 
bins and zero. The resulting t-values were transformed into z-scores, averaged 
over local sensor groups and pooled across subjects.  
 
Source analysis 
For the reconstruction of the neuronal sources of the broadband high-frequency 
activity we used an adaptive spatial filtering technique (Gross et al., 2001) as  
described in greater detail in the previous paper (Bauer et al., 2006).  
To optimally capture the effect of interest, a time-frequency window was specified 
individually for each subject based on the task-induced power changes. A window 
of the same extent in time and frequency was also placed into the baseline period. 
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Source analysis was only calculated on those subjects that had a decent signal to 
noise ratio in task-related high-frequency increase in activity. The cross-spectral-
density (CSD) matrix was calculated for the time-frequency-windows of interest 
(baseline and during task performance) using multi-tapers. The time-windows 
were chosen to represent an integer number of cycles of an oscillation of the 
center frequency and the spectral concentration was chosen to be an integer 
multiple of the Rayleigh frequency of the selected window length.  
Consecutively, power was estimated for each grid location and separately for the 
two time-intervals that were compared  
To quantify the effects of tactile stimulation and tactile attention on oscillatory 
activity, we computed the log-ratio between power during the task-windows and 
baseline period. Taking the log-ratio has the advantage that it normalizes power 
changes to their absolute values and somehow flattens large differences to 
facilitate visualization of the data. The so described method yielded virtually 
identical results as a t-statistic with variance estimates based on a jackknife 
approach, but computation is dramatically faster. Due to the variability of these 
effects (as it could be appreciated from scalp topographies), we did not aim to 
make a grandaverage on interpolated brains, as done previously. 
 
Results: 
In order to assess brain activity that is related to task performance and the 
maintenance of attention, the fourier-transformed data were corrected to a 
baseline level that was estimated in the period preceding the sample-stimulus, 
while the subject was at rest. Referencing the individual trials to a common 
baseline cleans the MEG signals from all kinds of unspecific effects, such as 
environmental noise, slow fluctuations in vigilance etc. 
Crucially, by choosing the baseline prior to the beginning of the actual task, activity 
resulting from neural processes involved in performing the task, including the 
maintenance of attention, anticipation and processing of the stimulus, are not 
subtracted - in contrast to the method chosen in the previous study (Bauer et al., 
2006). There, the baseline was chosen immediately prior to each individual test-
stimulus presentation and therefore such general task effects are either 
completely removed or will appear greatly suppressed as random fluctuations.  
First, we looked at the effects of performing the task and attending to the cued 
finger on ongoing brain activity. Therefore, we separated trials where attention 
was directed to the left or to the right side and investigated changes in power 
compared to baseline. In order to separate stimulus related activity from ongoing 
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activity, we decided to do the analysis time-resolved – with clearly identifiable 
periods preceding stimulus onset (referred to as “ongoing activity”) and those 
periods following stimulus onset. Additionally, we analyzed activity in the interval 
preceding the presentation of the first stimulus (following presentation of the cue), 
since this is completely clear of any intrusions of aftereffects resulting from a 
preceding stimulus. In general, the results from these data were virtually identical 
to the results from the data pooled across the whole trial. 
 
Sustained attention effects in somatosensory cortex 
 
We could not find a consistent effect of attention on low-frequency prestimulus 
ongoing activity relative to baseline levels in somatosensory cortex. Neither 
somatosensory cortex contralateral to the attended side, nor somatosensory 
cortex ipsilateral to the attended side, showed any statistically significant 
differences (all t-values: -1<t<1, p>0.8) in alpha- or beta- power in the prestimulus 
phase (see Fig. 1 for the respective time-frequency-plots of task-related spectral 
changes and see Fig. 2 for selection of  respective sensors). There was, however, 
a marked difference on the beta rebound, a transient increase of beta-activity in 
bilateral somatosensory cortex following tactile stimulation and suppression of 
beta-activity – such that paying attention to one side suppressed the bilateral beta-
rebound in sensorimotor cortex contralateral to the side of stimulation. Due to the 
close temporal succession of stimuli in this task, any effects in the ongoing activity 
could have either been caused by or masked by carry-over effects of the beta 
rebound to the previous stimuli leaking into the prestimulus period of the given 
trial. Therefore, all the analyses reported in this manuscript were repeated for the 
first test-stimulus presented in the sequence following the sample and cue 
stimulus. Since, on average, in each trial four test stimuli were presented, this 
selection leaves only about one fourth of the data. In order to test for the mere 
effects of attention on ongoing brain activity more directly, we calculated the 
following test: 
The whole time-frequency matrices of all trials were attention was directed to the 
right side were subtracted from the time-frequency matrices of trials where 
attention was directed to the left side and the significance of this difference was 
computed by means of a massive univariate t-test (for all time-frequency and 
channel combinations) across subjects. 
The result of this comparison is shown in Fig. 2a and b. Fig.2a shows the result of 
the comparison from sensors overlying left somatosensory cortex (and hence the 
region ipsilateral to attended side left), while the right side shows the data from 
 58 
right sensorimotor cortex (and hence contralateral to the attended left side, from 
that attended right was subtracted).  The rationale of this approach is that it 
reveals whether and how attention modulates the lateralization of alpha- and beta-
activity during task performance, independent of the side of stimulation. 
  
 
Fig. 1 shows the comparison of low-frequency activity while subjects are performing 
the task compared to a rest baseline preceding each trial. Fig.1A shows this for trials 
when attention was directed to the right side for sensors overlying left 
somatosensory cortex. Fig.1B shows this for trials where attention was directed 
towards the left side in sensors overlying right somatosensory cortex. Fig.1C shows 
this for trials when attention was directed to the left side for sensors overlying left 
somatosensory cortex. Fig.1B shows this for trials where attention was directed 
towards the right side in sensors overlying right somatosensory cortex. The top row 
therefore shows these effects for sensors ipsilateral to the attended side, while the 
bottom row shows these timecourses for the same sensors when attention is 
directed to the ipsilateral side.  
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Fig.2 A shows the statistical comparison for the difference between activity in 
sensors overlying left somatosensory cortex (selection see Fig.2 C and D) when 
attention was directed to the left side and when it was directed to the right side 
(attention left – right). Fig. 2 B shows the same difference (statistics) for activity in 
right somatosensory cortex. The results show that ongoing activity before and after 
stimulus presentation is suppressed in somatosensory cortex contralateral to the 
attended side. Fig.2 C shows the topography of the effect on mu-activity preceding 
and following stimulus onset, as marked by the rectangles in Fig.2 A. Fig.2 D shows 
the topography of the effect on beta-activity as marked by the rectangles in Fig.2 A.  
 
These results show that alpha and beta activity around stimulus presentation 
(before and after the typical stimulus related suppression) are suppressed in 
sensorimotor cortex contralateral to the side of attention. This becomes evident 
from Fig.2c and d: Fig 2c shows the difference between attended left and attended 
right in the alpha-band and reveals that in right sensorimotor cortex, alpha activity 
is suppressed when attention is directed to the left finger compared to when 
attention is directed to the right finger (and hence ipsilateral to the cortical 
hemisphere under investigation). Conversely, in the left sensorimotor cortex, 
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alpha-activity is enhanced when attention is directed to the left (ispilateral) finger, 
compared to when attention is directed to the right (contralateral) hemifield. Fig. 2d 
shows that the same is true for beta activity – before and after the beta-
suppression following tactile stimulation. Additional t-tests between attended left 
and attended right conditions were calculated on averaged time-frequency 
windows (selection according to Fig. 2B and D), averaged over groups of sensors 
as marked in Fig. 2C and D, across subjects. For the mu-frequency band the 
comparison was significant for both left and right somatosensory cortex (t > 2.5, 
p<0.05), as well as for the beta band (t>2.5, p<0.05). 
 
 
Figure 3 shows the lateralization effect of attention on alpha-and beta-activity during 
the suppression phase caused by the stimulus. The data show that during this time 
period there is a tendency of enhanced suppression over ispilateral sensors over 
primarily frontal and parietal cortex.  
 
Besides the main effects of attention on alpha- and beta-activity before and after 
stimulus presentation, there was also a tendency of a reversed pattern in the time 
interval between ~100ms and 400ms after stimulus onset. This effect ranged from 
very low frequencies below 10 Hz to above 30 Hz (Fig. 2A and B). The same test 
was therefore additionally carried out for this time period. Figure 3 shows the 
result of this comparison – computed analogously as the topographies in Figure 2 
C and D. The figure shows a stronger suppression low-frequency activity over the 
left hemisphere, when attention is directed towards the ipsilateral (left) finger than 
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for the right finger.  However, the statistic for this effect just failed to reach 
significance (t = -1.7, p < 0.1) 
To summarize this, ongoing alpha- and beta-activity in sensorimotor cortices (right 
or left) is suppressed when attention is directed towards the contralateral 
hemifield, compared to when attention is directed towards the ipsilateral hemifield. 
The fact that there is no absolute effect of attention on ongoing brain activity – 
when compared to baseline level prior to the task - is clearly at odds with this 
result. This discrepancy is best explained by the fact that comparing the two 
oppositely attended conditions to each other enhances the magnitude of the 
difference – compared to the simple comparison to a neutral reference - and 
thereby also enhancing its signal to noise ratio. 
 
Sustained attention effects on ongoing activity in occipital cortex 
 
While the effects of attending to either left or right finger on ongoing activity are 
highly symmetric within the somatosensory system, Fig.2c also shows a stronger 
suppressed alpha-activity in right occipital cortex when attention is directed 
towards the left side. No such effect is present in left occipital cortex when 
attention is directed to the right side, thus breaking the symmetry. 
We investigated this pattern by looking more closely into the signals measured by 
these sensors overlying right parieto-occipital cortex (Fig. 4). We found, first, that 
low frequency neural activity (at all frequencies below ~12 Hz) measured by this 
sensor was tonically decreased when attention was directed towards the left finger 
compared to when attention was directed towards the right finger (t = -2.55, p < 
0.05). Despite the tonical nature of this effect, tactile stimulation manifests itself in 
a tendency for power-increase in very low frequencies (presumably representing 
evoked activity) and a shift towards higher frequencies. This was not further 
analyzed.  
In the next step, we analyzed the activity picked up by these sensors during task 
performance compared to the resting baseline. We found a general tendency for 
an increase compared to baseline levels (Fig. 5) at frequencies below and 
including 10 Hz. This was more pronounced when attention was directed to the 
right side compared to when attention was directed to the left side (consistent with 
the previous comparison), but the statistical comparison for this failed to reach 
statistical significance (t = 0,55, p > 0.3). 
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Figure 4 shows the lateralization effect of attention on alpha-and beta-activity during 
the suppression phase caused by the stimulus. The data show that during this time 
period there is a tendency of enhanced suppression over ispilateral sensors over 
primarily frontal and parietal cortex.  
 
In the next step, we analyzed the activity picked up by these sensors during task 
performance compared to the resting baseline. We found a general tendency for 
an increase compared to baseline levels (Fig. 5) at frequencies below and 
including 10 Hz. This was more pronounced when attention was directed to the 
right side compared to when attention was directed to the left side (consistent with 
the previous comparison), but the statistical comparison for this failed to reach 
statistical significance (t = 0,55, p > 0.3).  
We investigated the behaviour of occipital cortex during task against baseline by 
using a more broad selection of occipital sensors (using the often helpful labeling 
of the manufacturer as a first selection criterion). This revealed a general tendency 
for a suppression of alpha activity (t=-1,88, p<0.05) around 10 Hz against baseline 
levels over virtually all occipital sensors (see Fig. 6). Furthermore, sensors 
overlying left occipital sensors showed a tonical suppression of ongoing activity in 
the beta-band – relatively independent of the side of attention. This tonical 
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suppression was further enhanced by tactile stimulation as we reported in our 
previous study. 
To summarize this, performing the attentional tactile-delayed-match to sample 
task led to a general decrease of narrow-band alpha-activity against resting 
baseline-levels at ~12Hz over occipital cortex. A decrease of beta-band activity 
against baseline levels was observed only for left occipital cortex. Conversely, an 
increase of low frequency activity below ~10 Hz was seen in sensors overlying 
right medial parieto-occipital cortex. This increase was substantially stronger when 
attention was directed towards the right (ipsilateral) side.  
 
 
Fig. 5 shows the comparison of low-frequency activity in right parieto-occipital 
sensors (see Fig.2B for selection of these) while subjects are performing the task 
compared to a rest baseline preceding each trial. Fig.5 A shows this for trials when 
attention was directed to the left side and Fig.5 B shows this for trials where 
attention was directed towards the right side.  In both conditions there is an increase 
of alpha and even lower frequency activity compared to baseline. Attending towards 
the left side reduces this increase substantially.  
 
High frequency activity during sustained attention and task-performance 
We next looked into the behaviour of other frequency bands. In the previous report 
we found that post-stimulus gamma-band activity increased in somatosensory 
cortex when compared to a baseline immediately preceding stimulus onset. Are 
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there other brain structures expressing high-frequency activity – when this is 
compared to the baseline preceding onset of the task? 
 
 
Fig.6 A shows the broadband enhancement of high-frequency activity in sensors 
overlying bilateral temporal cortex (Fig.7 B). The topography of the very broad band 
phenomenon (the whole time-frequency-matrix from 60 Hz upwards was selected) is 
maximal over bilateral temporal regions. While activity is generally enhanced, there 
is an additional increase in activity between stimulus onset and approximately 
300ms poststimulus.  
 
Figure 6 shows that broad band high-frequency activity was generally increased 
during the task in sensors overlying bilateral temporal regions (grandaverage). 
Both the time-frequency distribution of this effect as well as the topography was 
relatively independent of the side of stimulation and attention – making this activity 
a prominent candidate for being involved in top-down control of sustained 
attention. We found that there was considerable variability between individual 
subjects in both the time-frequency distribution as well as their topography. 
However, there were also strong communalities between subjects. Four out of 
nine subjects showed temporally extended broad band activity in either left or right 
or bilateral temporal regions, others showed either left or right hemispheric activity 
in sensors overlying frontal temporal or frontal inferior parietal regions (see 
supplemental material). Some subjects showed only transient occurrence of this 
activity between stimulus onset and approximately 200-300ms post-stimulus and 
some subjects showed both – temporally extended high-frequency activity with an 
additional increase in roughly the same time-period. Interestingly, in these 
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subjects, the topography of the temporally extended high-frequency activity was 
highly similar to the transient increase following stimulus onset. 
 
 
Fig. 7 shows an exemplary source-localization result from one subject with good 
signal to noise ratio of high-frequency activity. The localization is consistent with 
sources in occipito-temporal regions.  
 
 
Correlation between broad band high-frequency activity and low-frequency 
somatosensory activity 
If activity causing these signals was involved in top-down control of sustained 
attention, one would expect a correlation of this activity with attentional effects in 
sensory structures as described above. The high degree of inter-individual 
variability found in these signals may be explained by subjects using different 
strategies in maintaining attention throughout the task. Thus, we correlated this 
broad-band activity in sensors overlying temporal regions with the effects of 
attention on low-frequency activity in somatosensory cortex – across subjects. 
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First, we correlated high-frequency activity in temporal regions with the attentional 
difference (left vs. right) in alpha-and beta activity in right and left somatosensory 
cortex across subjects. We calculated for each group of somatosensory sensors, 
right and left hemisphere, separately, the difference between attending to the left 
or right hemifield. We found a strong and highly significant correlation between 
attentional suppression of ongoing low-frequency activity (alpha- and beta-band 
pooled) in somatosensory cortex contralateral to the attended side (left 
somatosensory region: r =-0.76, right somatosensory region: r =-0.59, combined 
r=-0.63, p<0.01).  
Second, we investigated whether high-frequency activity may explain some 
variance in (residual) modulation of low-frequency activity by the task – and hence 
the difference between resting baseline and ongoing activity during task 
performance. We calculated this in somatosensory regions contralateral and 
ipsilateral to the side of attention. As the mean differences between task-
performance and baseline were not significantly different, none of these 
correlations closely reached statistical significance (all r<0.4, p>0.1).  
Next, we investigated, whether there was a significant correlation between high-
frequency activity and low-frequency activity during the time interval when the 
stimulus onset desynchronized alpha- and beta activity. While stimulus related 
suppression in left somatosensory cortex correlated with r=-0.58 with high-
frequency-activity, the correlation in right somatosensory cortex with high-
frequency activity was only r=-0.16. Thus, the correlation was marginally 
significant for the left somatosensory cortex (p=0.05), but the overall effect for both 
contralateral somatosensory cortices (overall effect: r=-0.37, p>0.1) was not 
statistically significant. While the correlation analysis is suggestive of a causal role 
of high-frequency-activity in attentional top-down control (strong correlation with 
the only attentional effects on low-frequency activity in somatosensory cortex, no 
apparent correlation with other aspects of low-frequency activity), certainly another 
hint to the functional role of this activity are the brain structures involved in 
generating it. 
 
Localizing the sources of broadband high-frequency activity  
Therefore, we aimed to localize the sources of this broad-band activity. We chose 
those subjects that had a reasonably high signal to noise ratio and performed a 
frequency-domain beamformer analysis on these signals. The result for the 
subject with the highest signal to noise ratio is shown in Fig.7. Three out of four 
subjects showed localizations in occipito-temporal structures. One subject showed 
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a focus of activity in bilateral inferior fronto-parietal areas, presumably 
corresponding to the parietal operculum, or secondary somatosensory cortex. 
 
To summarize the results in general, we have found that sustained attention 
modulates ongoing low-frequency activity in somatosensory cortex in the following 
way: Attending to a particular location in space leads to a relative suppression of 
alpha-and beta-activity in the somatosensory cortex contralateral to the attended 
location and to a relative enhancement of this activity in somatosensory cortex 
ipsilateral to the attended side. Stimulus related desynchronisation or suppression 
of low-frequency activity in somatosensory cortex, on the other hand, is not 
modulated by attention. The beta-rebound is reduced by attention in 
somatosensory cortex contralateral to the attended side (independent of 
stimulation side). Sustained attention or task performance does not have an 
overall significant effect on ongoing low-frequency activity in somatosensory 
cortex, when this is compared to a resting baseline. By contrast, narrow band 
alpha-activity in occipital cortex is slightly suppressed during performance of this 
task. 
Importantly, performance of the attentional delayed-match-to-sample task leads to 
an enhancement of very broadband high-frequency activity in brain regions 
comprising bilateral occipito-temporal cortex and presumably inferior parietal 
regions. Localization and the time-frequency pattern of this phenomenon express 
relatively high variability across subjects, while clear communalities exist. The 
time-frequency-pattern and the localization of this activity is relatively invariant 
across experimental conditions. Most importantly, the magnitude of this temporally 
extended high-frequency-activity is highly and specifically correlated with the 
lateralized attention effect on low-frequency activity in somatosensory cortex, 
suggesting a link between these two phenomena. 
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Discussion 
The main findings of this study were that spatial attention suppresses low 
frequency activity in contralateral somatosensory cortex (relative to the attended 
side) and enhances activity in ipsilateral somatosensory cortex and that 
performing the task resulted in very broadband high-frequency activity in bilateral 
occipito-temporal and inferior parietal areas. We have also shown that this activity 
expresses substantial interindividual variability and that it is well correlated across 
subjects with the attentional effect in somatosensory mu- and beta-activity. 
 
Low-frequency activity in the somatosensory system 
We start the discussion with the somatosensory low-frequency activity: 
Initially, we were puzzled that attention had no effects on the desynchronization of 
alpha- and beta-band activity following tactile stimulation. Activity in this frequency 
band is typically anticorrelated with effects in the higher gamma-frequency-band 
(see, e.g. Hoogenboom et al., 2006). In this study, this was true for the effects of 
stimulation, but the effects of attention (on stimulus induced activity) were 
independent for the two frequency bands. At first glance, one may interpret this in 
a way that bottom-up sensory activation affects both rhythms similarly, while top-
down influences are markedly different. The current data do suggest that attention 
biases ongoing alpha- and mu-activity to be more pronounced in the 
somatosensory cortex contralateral to the (relevant) attended side. Since these 
low frequency rhythms are usually thought to constitute an inhibitory rhythm 
(Whittington and Traub, 2003, Jensen et al., 2005) this finding is consistent with 
the idea that sustained attention constantly inhibits processing of afferent sensory 
information at irrelevant locations while facilitating processing at relevant locations. 
Indeed several studies have found a link between amplitude of the mu-rhythm and 
psychophysical performance in detection tasks (Linkenkaer-Hansen et al., 2004, 
Jones et al., 2007). This is furthermore in line with biased competition approaches 
to explain mechanisms of selective attention (Desimone and Duncan, 1995). In 
that sense, it seems as if in the somatosensory system a double dissociation 
exists regarding top-down influences on rhythmic brain activity: Stimulus induced 
activity is modulated by attention in the higher frequency range, ongoing activity 
and rebound, by contrast, in the lower frequency range. Clearly, further evidence 
is necessary to judge whether this is a general property of attentional selection 
mechanisms. If this holds true in future research, this would have important 
consequences for theories about the cellular mechanisms how top-down signals 
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affect ongoing brain activity and interact with sensory afferent synaptic drive 
(Phillips and Singer, 1997, Siegel et al., 2000, von Stein et al., 2000).  
A puzzling result is, that while ongoing brain activity during task performance in 
somatosensory cortex is suppressed in the attended state (in contralateral cortex), 
compared to the unattended state, no effects were visible when comparing 
ongoing  activity with resting baseline levels. There are two possible explanations 
for that: First, assuming that the resting state has activity levels intermediate to the 
two attention states, this comparison has only about half the effects size. Second, 
we compare differences against random fluctuations (variance). If there were 
relatively large random fluctuations in the level of ongoing activity during task 
performance around resting state levels, but attentional effects were always fairly 
consistent, this would make the attentional effects more salient.  
 
Low frequency activity in occipital cortex 
Increases or decreases against baseline levels were indeed found in occipital 
areas. First, a narrow band higher alpha oscillation (~12 Hz) in occipital cortex 
was tonically suppressed throughout task performance in occipital cortex. 
Furthermore, activity in this frequency band (including a broader range from about 
7 Hz to 25 Hz) was further suppressed by tactile stimulation and the stimulus 
related suppression was further enhanced by attending to that particular stimulus. 
Taken the results from this study and those of our previous report (Bauer et al., 
2006) together, sources of alpha activity in occipital and parieto-occipital cortex 
express higher sensitivity to attention and task performance, and – in contrast to 
the somatosensory system – there is an interaction between top-down signals and 
afferent stimulation. Whether this is due to possibly different physiological 
mechanisms involved in generating occipital alpha- and somatosensory mu-
rhythms (operating at similar frequencies), whether it relates to the specific 
involvement of parietal areas in attentional mechanisms (Wojciulik and Kanwisher, 
1999) or whether this a particularity of the tactile pattern discrimination task – 
where subjects may use a spatial visual imagery strategy – needs to be 
investigated by future studies.  
 
Finally, we found a general increase in broadband activity above ~60Hz (keep the 
broad smoothing properties of the multitaper approach as used here in mind) 
which was localized in different regions in different subjects: the most dominant 
subjects showing occipito-temporal involvement, but also others showing inferior 
parietal activation, potentially reflecting secondary somatosensory cortex. The fact 
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that we see such sustained activation over the entire task period in an attentional 
task and the correlation of this activity with attentional effects on low-frequency 
ongoing activity in somatosensory cortex is somehow suggestive of this reflecting 
activity in attentional control structures imposing a top-down effects on sensory 
areas. However, the localization of this activity is not very consistent with 
structures involved in the maintenance of attention, a function that has been 
primarily associated with a dorsal attentional network (Corbetta and Shulman 
2002). Source reconstruction revealed – in different subjects - primarily occipito-
temporal areas, inferior parietal areas around the parietal operculum - thus 
consistent with secondary somatosensory cortex – and sometimes frontal brain 
regions (as could be appreciated from planar gradient topography) to be most 
likely regions involved in generating this activity. In the sensor-level grandaverage, 
activity in occipitotemporal cortex clearly dominated the generation of this effect. 
Performing the task did not only require to maintain attention focused, it also 
required to constantly remember the initially presented tactile sample pattern. 
Indeed, subjects reported that this was demanding. Given the fact that occipito-
temporal cortex has been shown in several studies to be involved in certain tactile-
pattern or shape discrimination-tasks (Zangaladze et al., 1999, Amedi et al., 
2002), an interesting alternative and maybe even more likely hypothesis is that 
this high frequency activity reflects working memory maintenance of the sample 
pattern. The pattern of diversity, involving either primarily higher level 
somatosensory regions or higher level visual regions in the ventral stream speaks 
to this finding and the differential pattern seen in these subjects may rely on the 
different strategies these subjects use for remembering the sample pattern: 
whether they rely on a visual imagination of the spatial arrangements of the pins, 
or whether they simply rely on remembering the tactile input. Evidence that 
activation of visual cortex correlates with such strategies (or ‘vividness of imagery’) 
has been reported by (Zhang et al., 2004).  
The role of oscillations and also high-frequency gamma activity has been debated 
recently (Fries et al., 2003, Fries, 2005, Jensen et al., 2007) and convergent 
evidence exist that such rhythmic activity is involved in representing working 
memory items (Tallon-Baudry et al., 1999, Tallon-Baudry et al., 2001), and, even 
more, that phase-coding of different items at the oscillatory rhythm may exist 
(Jensen and Lisman, 1996, 2000).  
High frequency activity in this task was very broad band, reaching from about 60 
Hz to at least 150 Hz. Such a bandwidth is not consistent with a periodic process 
implicating temporally structured regular neural events. Rather, what we see here 
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likely reflects a general enhancement of rapid fluctuations in membrane potential – 
which must be synchronized across neurons. 
However, if one assumes that sustained broadband high-frequency activity in 
temporal and parietal regions reflect neuronal activity involved in representing the 
working memory content, the very broad-band nature of these effects is from an 
empirical perspective nothing unusual. In a visual delayed-match-to-sample task, 
(Pesaran et al., 2002) have shown sustained high-frequency activity originating 
from lateral intraparietal sulcus during the delay period. This high-frequency 
activity was predictive of the monkeys performance in a similar way that spike-
rates were (in many cases even outperformed the spike rates) suggesting its 
functional role in maintaining working memory representations – and this activity 
partially also had a broad band nature. In a similar vein, Osipova et al. reported 
very broadband high-frequency signals to be correlated with sustained working 
memory representations (Osipova et al., 2006). 
If this activity reflects working memory maintenance, how is the coupling between 
high-frequency activity in these higher level regions and low-frequency attention 
effects in early somatosensory regions than explained ? 
First, and most trivially, both might be comodulated by common sources, such as 
the fronto-parietal network. Second, the working memory content may not be 
maintained in a single area, but may result from coordinated activity patterns in 
areas from different levels in the hierarchy (Desimone, 1996). While this is highly 
speculative, the lateralization of low-frequency activity by attention may in that 
sense also be seen as a selective maintenance of working memory items in the 
cortical structures relevant for solving the task. Unfortunately, the coexistence of 
attentional load and working memory maintenance does not allow to distinguish 
these hypotheses. Sample and cue were also presented in too close succession 
to allow for a reliable investigation of these competing hypotheses by 
investigations in the time course, following presentation of each of these stimuli.  
To conclude, we have shown that spatial attention, besides modulating stimulus 
induced or evoked activity, also has an impact on ongoing activity preceding and 
following events of relevance. The nature of these effects, especially when 
compared to stimulus induced effects suggests more diversive behaviour of 
rhythmic activity in different frequency bands in response to afferent input and top-
down activation. Further studies will be necessary to distinguish better between 
attentional processes and working memory. 
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TACTILE STIMULATION ACCELERATES BEHAVIOURAL RESPONSES 
TO VISUAL STIMULI THROUGH ENHANCEMENT OF OCCIPITAL 
GAMMA-BAND ACTIVITY 
 
Chapter 4 
 
Abstract 
We investigated how responses of occipital cortex to visual stimuli are modulated 
by simultaneously presented tactile stimuli. Magnetoencephalography was 
recorded while subjects performed a simple reaction time task. Presence of a 
task-irrelevant tactile stimulus led to faster behavioural responses and earlier and 
stronger gamma-band synchronization in occipital cortex, irrespective of the 
relative location of the tactile stimulus. While also other stimulus related responses 
in occipital cortex were modulated (alpha-band and evoked responses in parieto-
occipital region), correlation analysis revealed induced gamma-band activity to be 
the best predictor of the faster behavioural response latencies, suggesting a key-
role of oscillatory activity for cross-modal integration. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter is a modified version of: Bauer M, Oostenveld R, Fries P (submitted 
to Vision Research).  
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Introduction 
A prominent feature of the brain’s response to sensory stimulation is the 
emergence of synchronized oscillatory activity especially in early sensory areas. 
The role of this synchronized activity for information processing has received a 
great deal of attention during the last decades. Empirical studies and theoretical 
models have suggested a functional role of these oscillations for bottom-up 
sensory processing (Frien & Eckhorn 2000, Friedmann-Hill, Maldonado & Gray 
2000), top-down modulation of sensory representations (Gruber, Müller, Keil & 
Elbert 1999; Fries, Reynolds, Rorie & Desimone 2001; Bichot, Rossi & Desimone 
2005; Buschman & Miller 2007; Taylor, Freiwald & Kreiter 2005) and the encoding 
of relations between different stimulus representations (e.g. Gray, König, Engel & 
Singer 1989; Rose & Büchel 2006). Many events in our environment stimulate 
multiple sensory modalities simultaneously and in recent years, evidence has 
accumulated for direct anatomical links between cortical areas ascribed to 
different modalities. This applies even to those areas reflecting the earliest levels 
in the sensory hierarchy (Falchier, Clavagnier, Barone & Kennedy 2002; Rockland 
& Ojima 2003). While several studies have shown that presentation of stimuli may 
alter neuronal activity even in primary sensory areas of other modalities 
(Zangaladze, Epstein, Grafton & Sathian 1999; Amedi, Jacobson, Hendler, Malach 
& Zohary 2002; Schroeder & Foxe 2002; Kayser, Petkov, Augath & Logothetis 
2005), little is known about the influence of heteromodal stimulation on 
synchronized oscillatory activity. 
From psychophysical studies, it is well known that integration of information across 
sensory modalities occurs and is often beneficial for adaptive behaviour. For 
example, subjects are faster in detecting the onset of stimuli when these are 
presented multimodally (Murray, Molholm, Michel, Heslenfeld, Ritter, Javitt, 
Schroeder & Foxe 2005; Teder-Sälejärvi, Di Russo, McDonald & Hillyard 2005), 
and judgements about certain properties of these objects may be more accurate 
when perceived through more than modality. Specifically, the human brain seems 
to be capable to weight and integrate information provided by different modalities 
even in a statistically optimal fashion (van Beer, Sittig & Gon 1999; Ernst & Banks 
2002). 
This study was designed to address the question whether tactile stimulation 
modulates oscillatory activity in sensory areas and whether this leads to facilitated 
processing of stimulus information. Macaluso, Frith and Driver (2000) and 
Macaluso, Frith and Driver (2002) have reported an enhancement of the visual 
BOLD response in contralateral extrastriate visual cortex by a spatially congruent 
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tactile stimulus. We designed an experiment that closely followed their design to 
investigate the electrophysiology of this cross-modal integration effect. 
 
Experimental procedures 
Subjects 
The data from seven adult volunteers (three males, four females, mean age 24,6 
years, stdev. 2.9) were measured, one subject needed to be excluded from the 
analysis since the response latencies were not recorded accurately. All subjects 
provided written consent according to institutional guidelines of the local ethics 
committee (CMO region Arnhem-Nijmegen, Netherlands), reported to be free of 
mental and neurological illness and were right handed. 
 
Stimuli 
Visual stimuli were checkerboard stimuli approximately 1.5 deg of visual angle in 
diameter and were presented at 7 degrees of eccentricity to the lower left or to the 
lower right from the fixation point. Stimuli were backprojected on two apertures of 
a wooden plate (which also carried the tactile stimulator) by an LCD projector 
placed outside of the magnetically shielded room (MSR). For tactile stimulation, 
we used piezoelectrical Braille stimulators (for detailed description see Bauer, 
Oostenveld, Peeters & Fries 2006). Two tactile stimulators were mounted directly 
beneath the apertures for visual stimulation, i.e. the tactile stimulated finger area 
was approximately 0.5 cm separated from the visual stimulation area. The right 
index finger was placed on either the right or the left Braille stimulator. 
 
Task 
The task was a simple reaction time task. Subjects were instructed to press a 
button with their left index finger as soon as they detected the onset of the visual 
checkerboard stimulus. Subjects were asked to respond as fast as possible, but to 
avoid anticipatory responses. Each trial started with the presentation of the fixation 
cross, which remained on screen throughout the rest of the trial. After a variable 
baseline period of 300 to 1500 ms, a visual stimulus was presented randomly 
either to the left or right side of fixation. In a random subset of 50% of all trials, the 
visual stimulus was accompanied by a tactile stimulus, that was always applied to 
the right index finger by raising all 8 pins of the stimulator. In separate blocks of 
trials, the right index finger rested either on the right or the left Braille stimulator. 
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Visual and tactile stimuli were elevated for 300 ms and were stationary during that 
time (no flicker or flutter stimulus). 
This design thereby varied the spatial congruency of visual and tactile stimulation 
while keeping physical stimulation in somatotopic and retinotopic space constant: 
With the finger being at either the same or at a different position as the visual 
stimulus, spatial congruency in external space is manipulated, while the same 
receptors are stimulated. 
 
Procedure 
In order to facilitate mapping of the somatosensory cortex, before and after the 
actual experiment, a set of 200 tactile stimuli were presented to the right index 
finger (in absence of visual stimuli). Throughout the recording session, auditory 
white noise was presented to the subjects through pneumatic earphones in order 
to mask the sound generated by the Braille cells - such that subjects could not 
detect the switching of the tactile stimulators anymore. The recording session 
consisted of 30 blocks of 40 trials each, resulting in approximately one hour of 
recording time. After the recording session, structural MRIs of each individual 
subject were made on a 1.5 T SIEMENS Sonata scanner (Siemens, Erlangen, 
Germany) using a standard T1 weighted sequence in order to enable 
reconstruction of each subject’s head shape for the later described interpolation 
and source reconstruction procedures. 
 
MEG Recordings 
Neuromagnetic activity was recorded using the whole-head 151 channel axial-
gradiometer MEG system (CTF Systems, Canada) at the F.C. Donders Centre for 
Cognitive Neuroimaging. In addition, the electrocardiogram and electrooculograms 
were recorded. The subject’s head position relative to the MEG sensors was 
measured with three magnetic coils. MEG data were low-pass filtered at 300 Hz 
and sampled continuously at a rate of 1200 Hz. 
 
Data analysis 
Data were analyzed using the Fieldtrip software package 
(http://www.ru.nl/fcdonders/fieldtrip/), a MATLAB-based toolbox for the analysis of 
electrophysiological data that has been developed by our group.  
Data were artefact corrected and the line noise was removed using a narrow-band 
notch filter (bandwidth ~0.1 Hz). For details of this, we would like to refer the 
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reader to our previous publication (Bauer et al. 2006). The artifact- and response-
free data were interpolated to a common sensor array template using a minimum-
norm projection method (Knösche 2002). Subsequently, planar gradients of the 
MEG field distribution were calculated using a nearest neighbor method 
comparable to the method described by Bastiaansen and Knösche (2000). 
 
Evoked fields 
Artefact-free data were first averaged, baseline-corrected (baseline interval was 
from 100 to 0 ms before stimulus onset), realigned and then planar gradients were 
calculated. The signal-to-noise ratio was high and therefore no band-pass filter 
was applied. In order to assess statistical difference, a samplewise t-test for 
dependent samples was calculated, across subjects, for each time-point between 
the conditions of interest. 
 
Spectral analysis 
Prior to spectral analysis, the evoked field was removed from individual trials (in 
the original axial gradiometer representation, nonrealigned), by subtraction of the 
respective time series. This was done to remove stimulus-phase-locked 
components from the time-frequency-representation. This minimizes ambiguities 
about the nature of particularly short-lived time-frequency-components, whether 
they truly reflect intrinsically generated synchronization phenomena or are simply 
the frequency-domain representation of (short-lived) transient responses. Two 
frequency ranges were analyzed separately with different window lengths and 
different taper functions. The lower frequency band from 5 to 45 Hz was analyzed 
with a window length of 200 ms and using a Hanning taper. The higher frequency 
band from 30 to 150 Hz was analyzed with a window length of 100 ms and a 
spectral concentration of ±20 Hz using multitapers. The different tapering 
techniques for high and low frequencies were chosen in order to adapt frequency 
analysis to the specific characteristics of the underlying signals: High-frequency 
oscillations (above ~30 Hz) with short period lengths and small amplitudes 
typically have a relatively broad spectral distribution and are more easily masked 
by the sensor noise. Therefore, the multitaper technique was chosen, because it 
allows to trade spectral resolution for reduced variance and optimally concentrates 
signal energy in a frequency range of interest, while minimizing spectral leakage 
(Mitra & Pesaran 1999). 
Power spectra were separately computed for the horizontal and vertical planar 
gradients and the resultant vector length of both was computed to obtain the 
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power at that sensor location irrespective of the orientation of the gradient. The 
variance of the power in each time-frequency bin was estimated using a jackknife 
procedure. Subsequently, t-statistics were calculated for the comparison of all 
time-bins with a mean baseline period (effective time window –400 to -100 ms), 
separately for each frequency bin. The resulting t-values were transformed into z-
scores, averaged over local sensor groups and pooled across subjects. 
Those fixed-effect time-frequency z-images showed clear spectro-temporal 
components and allowed the definition of time-frequency windows of interest. To 
test the statistical significance of these effects on the population level, the average 
power in the time-frequency window of interest was calculated for each subject 
and condition and the significance of the difference between conditions was 
assessed using a t-test for dependent samples, across subjects. 
 
Source analysis 
For the reconstruction of the neuronal sources of the early components of the 
visual evoked field, we used an adaptive spatial filtering technique (van Veen, van 
Drongelen, Yuchtman & Suzuki 1997). Each subject’s brain volume was divided 
into a regular 5 mm grid and for each grid location, a spatial filter based on the 
leadfield- and the sensor-covariance-matrix was constructed. For details 
concerning the construction of the forward model, we would like to refer the reader 
to our previous publication (Bauer et al. 2006), employing the same approach. To 
capture the effect of interest, a time-window (for covariance-calculation) was 
specified for all subjects, based on the time-course of the evoked field. A window 
of the same length was also placed into the baseline period. For each subject, the 
log-ratio of power during the post-stimulus window and the pre-stimulus-window 
was calculated. This metric has the advantage that it accounts for the naturally 
increased source power estimate at deeper brain locations (due to their further 
distance to the MEG-sensors), while being a linear function of the difference 
between the two time-intervals, allowing for meaningful summation across 
subjects.  
Using SPM2 (http://www.fil.ion.ucl.ac.uk/spm), the individual anatomical MRIs and 
the corresponding log-ratio-maps were spatially normalized toward the 
International Consortium for Brain Mapping template (Montreal Neurological 
Institute, Montreal, Quebec, Canada). Individual spatially normalized functional 
maps were subsequently averaged. 
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Correlation of physiological measures with behavioural data 
In order to identify those components of the sensory response that showed the 
highest prediction for performance of the task, the trials of each experimental 
condition and each subject were split into two classes: slow trials and fast trials, 
according to individual reaction times (median split). This split was done 
separately for the “visual” and the “visuo-tactile” trials. A dependent samples t-test 
across subjects was then calculated for each time-point (in case of time domain 
analyses) or time-frequency point (in case of time-frequency analyses). After this 
exploratory test, we manually selected clusters of sensors and time- or time-
frequency-points, to capture the most prominent effects. Further analyses 
averaged data over those clusters to optimize the sensitivity of correlation 
analyses between neuronal activity measures and response latencies on a trial-
by-trial basis. The individual trial data were averaged over respective sensors and 
time points for time-domain analyses, and the square root of the powerspectrum 
(since power is a squared amplitude measure) was averaged over the respective 
sensors and time-frequency points for time-frequency analyses. The so obtained 
scalar representations (one value per trial, representing the average in the 
specified window) of single trial neural responses were then z-transformed (per 
subject, using all trials of that subject and the respective stimulation condition). 
Subsequently, we sorted the trials (separately per subject and stimulation 
condition) according to reaction times and divided them evenly into seven reaction 
time bins. Per subject, this resulted in seven (bin-averaged) values of reaction 
time and of the different physiological measures. These values were then pooled 
per reaction time bin, across subjects, and correlation and regression coefficients 
were computed across reaction time bins between reaction times and the different 
physiological measures. 
Finally, this correlation analysis was repeated while not splitting the data according 
to stimulation condition, i.e. with the “visual” and the “visuo-tactile” trials pooled. 
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Results 
Subjects fixated a point in the center of the screen. Small, full contrast 
checkerboard patches were presented unpredictably in the lower right or left 
quadrant and subjects pressed a button with their left index finger as soon as they 
detected the stimulus-onset. Two tactile stimulators were mounted directly 
beneath the two positions at which the checkerboards could appear. The right 
index finger always rested on one of these two tactile stimulators, alternating 
between the right and the left tactile stimulator across blocks of trials. Tactile 
stimulation was given unpredictably on half of the trials. This paradigm was 
designed in close analogy to the work of Macaluso et al. (2002), but also differed 
in some respects (see Discussion). 
In order to characterize the neural responses to tactile stimuli per se, we 
presented isolated tactile stimuli, of same duration and strength, before and after 
the experiment. 
 
Behavior: 
Adding a tactile stimulus to the visual stimulus significantly shortened the average 
response latencies from 279.1 ms to 238.1 ms, i.e. by about 40 ms (t=8.32; 
p<0.0001). Additionally, the effect of spatial congruency between visual and tactile 
stimulus was assessed by an additional a priori t-test, which combined the 
conditions visual-left+tactile-left and visual-right+tactile-right into one congruent 
condition, and visual-left+tactile-right and visual-right+tactile-left into one 
incongruent condition. Reaction times did not differ significantly between the 
congruent and the incongruent condition (t=0.16; p>0,8) and this result held when 
the analysis was run over the stimulation sides independently. 
 
Analysis of neuronal responses - general approach: 
We analysed the recorded magnetic fields both for components time-locked to 
stimulation, i.e. event related fields, and for oscillatory components induced by 
stimulation (with the evoked field removed), i.e. time-frequency power spectra.  
Because neither the behavioral data nor the neuronal responses revealed any 
statistically significant effects of spatial congruency between visual and tactile 
stimulus, we will in the following ignore the location of the tactile stimulus and 
focus on the general effect of accessory tactile stimulation on neuronal responses 
to visual stimulation.  
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We were primarily interested in the potential modulation of a unimodal visual 
response by an accessory tactile stimulus. We therefore focussed the analysis to 
MEG sensors located occipitally, over visual cortex. In response to isolated tactile 
stimuli, those sensors (using the planar gradient metric, giving a fairly local 
estimate of brain activity) did not show any response – neither a deflection in the 
evoked field (Fig. 1C, black line), nor an enhancement of power (see Figure 3), i.e. 
there was no significant (common) pick-up of responses to tactile stimuli 
originating from somatosensory cortex. This enabled us to directly compare the 
responses to isolated visual and combined visuo-tactile stimulation.  
MEG data are presented in the planar gradient metric, which has the advantage 
that interindividual differences in dipolar orientation do not lead to partial 
cancellation of the fields when grandaveraging. Furthermore, planar gradients 
provide a spatially focused representation with a maximum above the underlying 
source (Bastiaansen & Knösche 2000). 
 
Evoked fields 
Analysis of the early evoked fields to isolated tactile stimuli showed the same 
topography that has been described in several previous studies (e.g. Bauer et al. 
2006): Activation of the contralateral primary somatosensory cortex (S1) followed 
by ipsi- and contralateral secondary somatosensory cortex (S2) (data not shown). 
Early evoked fields (75-105 ms) in response to isolated visual stimuli were dominated by a 
medial occipital peak with two smaller lateral extensions (see Figure 1A). We performed a 
source analysis using spatial filters (van Veen et al 1997) and found an activation that 
extended from the cuneus (Brodmann area 18) to the precuneus (Brodmann area 7), with a 
maximum in the parieto-occipital sulcus (see Figure 1B). 
Accessory tactile stimulation enhanced this parieto-occipital visual evoked response, 
with a peak latency of the effect around 85 ms (Fig. 1C and D). A paired t-test 
(across subjects) on the mean ERF amplitude between 75 and 105 ms after 
stimulus onset revealed the statistical significance of this effect (t=3.39, p<0.05, 
see also Fig 1D, for a samplewise t-test between the two conditions). Importantly, 
this medial parieto-occipital source did not respond to tactile stimuli per se (Fig. 
1C, the black line). Since for both, visual stimulation in the right and left hemifields, 
the maxima of the visual evoked response (as well as its tactile enhancement) 
were located in the same sensors, we pooled across these conditions.  
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Figure 1: Evoked fields. A: Grandaverage planar gradient topography between 75 and 
105 ms after stimulus onset (pooling conditions visual-left and visual-right) B: 
Grandaverage LCMV-source-analysis for the visual condition between 75-105 ms 
after stimulus onset. C: Time-course of evoked fields of the parieto-occipital peak in 
Fig. 1A. (red is the visuo-tactile condition, blue is the visual only condition, black is 
the response to purely tactile stimuli). D:Time-course of paired-test (statistical 
difference between visuo-tactile and visual condition).  
 
 
Oscillatory responses to visual and tactile stimuli 
Isolated visual stimulation resulted in an enhancement of rhythmic activity 
between 50 and 150 Hz (i.e. the higher gamma-band) in sensors covering large 
regions of occipital and occipito-temporal cortex. This gamma-band activity had an 
onset of approximately 100 ms in the visuo-tactile condition and approximately 
150ms in the visual condition (note that, due to the applied window for frequency 
analysis, this cannot be determined exactly). The peak gamma-band response 
occured around 150 ms after stimulus onset for the visuo-tactile condition and 
between 200 and 250 ms for the visual condition, in sensors over visual cortex 
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(Fig. 2 A, B). Since the evoked field was subtracted from individual trials before 
frequency analysis, this activity is not phase-locked to stimulus onset and 
therefore is commonly termed induced gamma-band activity (e.g. Tallon-Baudry & 
Bertrand 1999). 
 
 
 
Figure 2: High-frequency oscillatory activity; A,B: Visual stimulation effect; C,D: 
Visual+tactile stimulation effect. A: Time-frequency-representation (TFR) of the 
spectral perturbation induced by the visual stimulus in marked occipital sensors (as 
indicated in B). B: Topography of gamma-band-enhancement as shown in A. C: TFR 
of stimulation effect by visual stimulus + tactile stimulus applied to right index 
finger. D: Topography of gamma-band-enhancement as shown in C.  
 
Analysis of the lower frequencies revealed that both visual and tactile stimulation 
led to the well-known suppression of alpha- and beta-activity (e.g. Pfurtscheller, 
Woertz, Müller, Wriessnegger & Pfurtscheller 2002) over occipital and 
somatosensory cortex, respectively (see Figure 3). 
Isolated tactile stimulation resulted in gamma-band activity with a spectral peak at 
60-100 Hz and rising before 100 ms after stimulation. The topography was in good 
agreement with an earlier study using the same approach (Bauer et al. 2006) and 
suggested an origin in left primary somatosensory cortex, contralateral to the site 
of stimulation (data not shown here). Isolated tactile stimulation did not lead to any 
enhancement in power in occipital sensors. If any perturbation of occipital activity 
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was observed, then a small tendency for suppression of all frequency bands (see 
Figure 4). 
 
 
Figure 3: Low-frequency oscillatory activity; A,B: Visual stimulation effect; C,D: 
Visual+tactile stimulation effect. A: Time-frequency-representation (TFR) of the 
spectral perturbation induced by the visual stimulus in marked occipital sensors (as 
indicated in B). B: Topography of alpha-beta-suppression as shown in A. C: TFR of 
stimulation effect by visual stimulus + tactile stimulus applied to right index finger. 
D: Topography of alpha-beta-suppression as shown in C.  
 
Note that while the comparison between combined visuotactile and isolated visual 
stimulations naturally also partially reveals the tactile induced gamma-band activity 
over somatosensory cortex in the topography (Fig. 5B, right side), the local 
maximum over occipital cortex is clearly separated from the local maximum over 
somatosensory cortex. Together with the fact that isolated tactile stimulation did 
not show any gamma-band-enhancement (if anything, a slight suppression, see 
Figure 4) in these occipital sensors, this is clear evidence that the cross-modal 
enhancement of gamma-band activity is not due to (common) pick-up of activity 
from sources in the somatosensory cortex.  
Figure 5B shows the corresponding analysis (combined visuotactile versus 
isolated visual) for the lower frequencies. The topography reveals a slightly 
stronger suppression of alpha and beta activity in sensors overlying right occipital 
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cortex. This effect was weaker than the modulation of the gamma-band activity 
and did not reach statistical significance (t = -0.81, p > 0.75). 
 
 
Figure 4: High-frequency oscillatory activity in the same sensors as chosen for figure 
2 for responses to purely tactile stimulation.  
 
Effects of spatial congruency between visual and tactile stimuli 
To investigate the effect of congruency on non-phaselocked responses, stimulus 
induced power for the congruent visuo-tactile pair presented to the left was 
compared to the incongruent pair, where the visual stimulus was presented to the 
left and the tactile stimulus was applied to the right index finger via the stimulator 
on the right side from fixation. The maximal difference of this comparison did not 
reach statistical significance, neither when a bilateral selection of sensors were 
chosen (t=1.01, p>0.35), nor when only contralateral sensors were chosen 
(t=0.65, p>0.5). The corresponding contrast was also calculated for the 
congruent/incongruent pair presented to the right side of fixation (t=0.17, p>0.8 for 
bilateral selection, and t=0.53, p>0.6 for contralateral selection), as well as for both 
of these conditions pooled to potentially enhance signal to noise ratio (t=0.86, 
p>0.4). However, none of these comparisons reached significance, nore was there 
any clear effect visible in the time-frequency plot. 
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Figure 5: Multisensory-enhancement-effect. Result of the statistical comparison 
between the visuo-tactile stimulation against visual stimulus only. A: TFR of 
oscillatory modulation in high-frequencies in sensors as marked in B. B: Topography 
of gamma-band-enhancement as indicated in A. C: TFR of oscillatory modulation in 
low-frequencies in sensors as marked in D. D: Topography of gamma-band-
enhancement as indicated in C.  
 
Correlation of physiological parameters with response latencies 
The main behavioural effect of cross-modal integration in this experiment was 
shortening of reaction times. In order to explore the potential causal relevance of 
the observed multisensory effects, we investigated which aspects of the neural 
response to stimuli gave the best prediction for this effect (see Experimental 
procedures for details of the approach). 
Comparison of slow response trials with fast trials in the time domain revealed 
primarily a stronger amplitude of the evoked field in sensors overlying motor areas 
contralateral to the response hand (between 180 and 260 ms after stimulus onset, 
Figure 6A, top and middle row), as well as a minor difference in sensors ipsilateral 
to the response hand (Figure 6A, middle and bottom row). The topographic pattern 
was similar for the visual and the visuo-tactile conditions. The effects tended to be 
stronger in the visual condition. The mean difference found for slow vs fast trials in 
sensors overlying motor cortex was confirmed as a negative linear correlation 
between EF amplitude and reaction time for the motor areas (visual condition: r=-
0.59, p<0.001; visuo-tactile condition: r=-0.4, p<0.001), indicating that stronger 
amplitudes of this component led to faster responses (Figure 7A). The correlation 
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for the ipsilateral region was only significant in the visual condition (data not 
shown; visual: r=-0.37, p<0.05; visuo-tactile: r=-0.056, p>0.7). The timing and 
spatial topography suggests that this effect is directly related to the preparation 
and execution of the motor response. Surprisingly, no significant effect was found 
for the posterior parietal source that expressed a rather strong modulation of 
amplitude by the presence of the tactile stimulus (cf. Figure 1 C and D). The 
correlation of this component (EF in the same sensor group as described in Figure 
1A, 70-100ms post-stimulus) with reaction time was calculated and did not reveal 
a significant correlation (Fig. 7B) (visual: r=0.26, p>0.05; visuo-tactile: r=0.13, 
p>0.4). 
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Figure 6: Statistical comparison of 
fast vs slow trials (separated by 
median split) – for each condition 
separately. Left column: visual 
stimulation. Right column: Visuo-
tactile stimulation. A: Comparison for 
evoked activity: Top row: Time-course 
of t-values for the sensors marked in 
the middle row in the left hemisphere. 
Middle row: Topographies of the time-
window as marked in the top and 
bottom-row. Bottom-row: Time-course 
of t-values for the sensors over motor 
cortex marked in the middle row in the 
right hemisphere. B: Comparison for 
high-frequency-induced activity in 
occipital cortex: Top row: Time 
frequency representation of the 
comparison (t-test) fast vs slow from 
sensors marked in the the bottom-
row. Bottom row: Topography of the 
spectral pattern marked in the the top 
row. C: Comparison for low-frequency 
ongoing activity over motor cortex: 
Top row: Time frequency 
representation of the comparison (t-
test) fast vs slow from sensors 
marked in the the bottom-row. Bottom 
row: Topography of the spectral 
pattern marked in the the top row.  
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Figure 7: Correlation plots of different features of brain activity (y-axis) with reaction 
time (x-axis). The plots show normalized values from individual subjects that were 
grouped in seven bins (for each condition separately), sorted according to response 
latency. The fitted linear regression lines are shown for each condition (solid: visual, 
dashed: visuo-tactile). The data points on the right of each figure are due to the 
typically tailed distribution of response latencies. A: Correlation of the mean 
amplitude from 70-100 ms from sensors over medial parieto-occipital cortex (see Fig. 
1A). B: Correlation of the mean amplitude from 180-260 ms from sensors over right 
motor cortex (see Fig. 6A). C: Correlation of the mean amplitude from 80-220 ms and 
50-150 Hz from sensors over posterior occipital cortex (see Fig. 6B). D: Correlation of 
the mean amplitude from 250-50 ms before stimulus onset and 20-30 Hz from medial 
and right-hemisphere sensors over motor areas (see Fig. 6C). E: Correlation of the 
mean amplitude from 150-250 ms after stimulus onset and 10-20 Hz from sensors 
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overlying right motor cortex (see Fig. 6A). F: Correlation of the mean amplitude from 
200-300 ms before stimulus onset and 10-20 Hz from sensors over right occipito-
temporal areas (see Fig. 5D).  
 
When comparing non-phase locked activity, as provided by the power-spectral-
density, between reaction time conditions, a prominent cluster over inferior 
occipital sensors and in the high-frequency range was found (Figure 6B). The 
time- and frequency-range of this effect was highly similar to the visually induced 
response and its cross-modal enhancement, i.e. it occurred between 75 and 
225 ms post-stimulus, and onset- and peak-times were about 50 ms earlier in the 
visuo-tactile condition than in the visual condition. Correlation-analysis confirmed 
that this component predicted response latencies on a trial-by-trial basis, 
separately for both the isolated visual as well as the visuo-tactile condition (Figure 
7C) (visual: r=-0.69, p>0.001; visuo-tactile: r=-0.44, p>0.005). 
The contrast between fast and slow trials furthermore revealed diminished beta-
power over extended regions overlying supplementary motor, premotor and motor 
regions (Figure 6C). The difference was already present in the prestimulus period 
(time-window analysed from 400ms previous to stimulus onset) and extended well 
into the post-stimulus period (until ~200ms after stimulus onset), with the 
topography more focussed over contralateral motor regions for the latter period 
(data not shown). Besides the change in topography over time, there also seems 
to be a shift from beta to alpha as time progressed from the stimulus onset. 
Correlation analysis of the beta-power in a prestimulus window over sensors 
marked in Figure 6C (visual: r=0.44, p<0.005; visuo-tactile: r=0.54, p<0.001) and 
of the post-stimulus window over sensors presumably overlying contralatteral M1 
(visual: r=0.57, p<0.001; visuo-tactile: r=0.7, p<0.001) revealed a strong positive 
linear correlation of beta-power over an extended motor-network with response 
latency. 
 
The previous analyses investigated which physiological components have an 
impact on response latencies on a single trial basis within the same condition 
(visual or visuo-tactile) and are therefore candidates for processes causally 
determining the speed with which sensory information is transmitted to motor 
structures. These analyses had been done separately for the visual and the visuo-
tactile stimulation conditions. They are therefore orthogonal to the cross-modal 
comparison and the results are no trivial consequences of the faster reaction times 
observed for visuo-tactile stimulation. In order to assess which physiological 
components account best for the total variance of the reaction time data including 
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the cross-modal response facilitation, the same correlation analysis was rerun with 
trials from both stimulus conditions pooled. 
Figure 8 shows the correlation of response latencies with all (as statistically 
significantly identified) neurophysiological cross-modal modulation effects - across 
conditions. Figure 8A shows a fairly strong negative correlation of occipital 
gamma-band with response latencies (r=-0.71,p<0.0001), confirming that gamma-
band-activity predicted on a single trial basis (within and across conditions) faster 
responses. The evoked field in medial posterior-parietal areas showed a 
nonsignificant negative correlation with response latencies across conditions (r=-
0.15, p>0.3). In sum, of the cross-modal effects observed here, gamma-band 
activity in visual cortex showed the highest correlation with behavioral response 
latencies, both within as well as across stimulation conditions. 
 
 
Figure 8: Correlation plots of features of occipital cortex activity that were modulated 
by tactile stimulation (y-axis) with reaction time (x-axis) – across all conditions. The 
plots show normalized values from individual subjects that were grouped in seven 
bins (from all conditions), sorted according to response latency. Fitted linear 
regression lines are shown. A: Correlation of the mean amplitude from 80-220 ms 
and 50-150 Hz from sensors over posterior occipital cortex (see Fig. 6B). B: 
Correlation of the mean amplitude from 200-300 ms before stimulus onset and 10-20 
Hz from sensors over right occipito-temporal areas (see Fig. 5D). C: Correlation of 
the mean amplitude from 70-100 ms from sensors over medial parieto-occipital 
cortex (see Fig. 1A).  
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Discussion 
We investigated the electrophysiological correlates of multisensory integration in a 
visuo-tactile sensorimotor task. The main finding was that accessory tactile 
stimulation shortened reaction times and strongly enhanced early induced gamma 
band responses in visual cortex. The enhancement may have commenced as 
early as ~80 ms after stimulus onset and was maximal between 100 and 200 ms 
post-stimulus. This effect was similar in spatial, spectral and temporal extent to the 
difference between fast and slow behavioural response trials (both within and 
across conditions). Furthermore, the amplitude of gamma-band activity in this 
window explained a substantial part of the variance in the reaction times (r=-0.71 
for data pooled across stimulus conditions). Tactile stimuli also lead to enhanced 
suppression of alpha- and low beta-activity in right temporo-occipital regions, as 
well as to a substantial increase of an early evoked field component (70-100 ms) 
localised to posterior parietal cortex (including cuneus and/or precuneus). While 
both these effects were statistically significant, none of them explained nearly as 
much of the variance in the reaction time data as the occipital gamma-band 
response. This suggests that these components are less crucial for the 
shorterning of behavioural rection times and hence the transmission of visual 
information to motor structures. 
 
Tactile modulation of oscillatory activity in visual cortex 
Several previous studies investigated the effect of multisensory integration on 
visually induced gamma-band activity (Sakowitz, Quiroga, Schürmann & Basar 
2001; Bhattacharya, Shams & Shimojo 2002; Senkowski, Talsma, Herrmann & 
Woldorff 2005). All these studies combined visual with auditory stimuli, in contrast 
to this study, which investigated the effect of tactile stimuli. Furthremore, previous 
studies focused on stimulus-locked gamma-band activity and/or did not analyse 
the source or sensor topography of multi-modal effects on gamma-band activity. 
Therefore, so far, there has been no unequivocal evidence for a cross-modal 
modulation of induced gamma-band activity over early sensory areas. Kaiser, 
Hertrich, Ackermann, Mathiak and Lutzenberger (2005) investigated the effect of 
congruent vs incongruent lip-movements and vowel-pairs (McGurk effect) and 
found altered gamma-oscillations over various cortical regions, including sensory 
brain areas. However, they did not investigate the effect of a heteromodal stimulus 
on the response of a sensory region to a stimulus from its primary modality. 
We can only speculate about the pathways and mechanisms through which the 
tactile stimulus modulated visually induced gamma-band activity. One possibility 
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are direct projections from somatosensory cortex to visual cortex. Recent studies 
demonstrated direct input to early visual cortex from auditory cortex (Falchier et al. 
2002; Rockland & Ojima 2003). However, similar direct input from somatosensory 
cortex to visual cortex has so far not been found (Cappe & Barone 2005). An 
alternative possibility is that the modulation of visually induced activity is mediated 
by higher-level multimodal areas feeding back into visual cortex. Yet another 
possibility could be an unspecific activation of (evtl. subcortical) areas involved in 
the control of vigilance, such as e.g. the reticular formation (Rodriguez et al. 
2004). However, the short latency of the cross-modal enhancement may render 
this possibility less likely. 
Also about the mechanisms at the cellular level, we can only speculate. Excitatory 
input (as might be provided by either a heteromodal area, or a higher multisensory 
area in a feedback loop) into a neuronal population may enhance the amplitude of 
gamma-band oscillations and suppress alpha and beta oscillations (e.g. 
Whittington et al. 2000). An interesting finding is provided by Lakatos, Chen, 
O'Connell, Mills and Schroeder (2007), who presented auditory stimuli to passively 
listening monkeys, and found that activation of somatosensory regions by 
electrical median nerve stimulation alters the phase of ongoing oscillations in 
auditory cortex. The phase of ongoing theta and gamma oscillations corresponded 
to maximal neuronal excitability when somatosensory cortex contralateral to the 
recorded auditory cortex was stimulated simultaneously to a sound played. This 
lead to an enhanced amplitude of gamma oscillations in auditory cortex in this 
condition.  
 
Tactile enhancement of parieto-occipital evoked activity 
Besides induced oscillatory activity, accessory tactile stimulation enhanced the 
amplitude of an early evoked component in parieto-occipital cortex by nearly 
100%, while tactile stimuli alone did not significantly activate this source. A 
beamformer algorithm localized its source to the cuneus and/or pre-cuneus. 
Several previous studies also suggest a role of this region in multisensory 
integreation. Zangaladze et al. (1999) showed that a region with similar location is 
activated in a tactile orientation discrimination task and even provided evidence for 
its causal relevance in this task. Misaki, Matsumoto and Miyauchi (2002) have 
shown that the region around medial parieto-occipital cortex is involved in 
coordinate transformations between the somatosensory and visual modality. 
Bauer et al. (2006) showed late evoked field activity (>300 ms) with a similar 
topography in a tactile pattern discrimination task. Rizzolatti, Fadiga, Matelli, 
 95 
Bettinardi, Paulesu, Perani and Fazio (1996) has described this region to be 
involved in the visual guidance of reaching/pointing movements. While this 
suggests a role of this area in the transmission of visual information into a motor 
response, to our surprise, we did not find a significant correlation of this activity to 
behavioural response latency. 
 
Prediction of response latencies by physiological parameters 
Several previous studies have investigated the neurophysiological processes that 
determine behavioural response latencies. Jokeit and Makeig (1994) compared 
slow and fast responding subjects in a visuomotor task and found that fast 
responding subjects had a stronger induced gamma-band response around 
200 ms after stimulus onset, which is consistent with the effect we found. Two 
recent studies demonstrated a relation between gamma-band activity and reaction 
times on a trial-by-trial basis. Gonzalez Andino, Michel, Thut, Landis & Grave de 
Peralta (2005) found that anticipatory gamma-band activity in a fronto-parietal 
network predicted response times in a visual task. Womelsdorf, Fries, Mitra & 
Desimone (2006) showed that gamma-band synchrony in visual cortex predicted 
response latencies in a speed-change detection task (prior to the behaviorally 
relevant speed change). Both of those trial-by-trial predictions focused on the 
gamma-band activity preceding the stimulus or stimulus change that actually 
triggered the behavioral response. By contrast, the present study focuses on the 
early stimulus induced gamma-band activity and confirms the relation between 
gamma-band activity and reaction times for this case. This strongly suggests that 
oscillatory synchrony in the high-frequency range is instrumental for the 
transmission of neural activity to downstream areas (Salinas & Sejnowski 2001, 
Fries 2005). 
Importantly, in this study, we show a significant prediction of behavioural response 
latencies by gamma-band-activity both within stimulation conditions and after 
pooling over stimulation conditions: Tactile stimulation shortened reaction times 
and enhanced gamma-band activity, leading to a substantial correlation of 
gamma-activity with response latencies across conditions. It is noteworthy that the 
trial-by-trial correlation between physiological responses and reaction times were 
often smaller under visuo-tactile stimulation compared to visual stimulation. This 
may be due to a saturation effect, since reaction times in the visuo-tactile condition 
were usually very fast. 
In addition, we found that both evoked and non-phaselocked activity (in the beta-
band) over motor areas predicted response times. This is as such not surprising, 
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however, the fact that ongoing beta-oscillations in the prestimulus-period in a 
widespread cortical motor network had a substantial predictive power for later 
response latencies, supports theories about the impact of ongoing activity on 
information processing and routing of neural activity (Arieli, Sterkin, Grinvald & 
Aertsen 1996; Fries, Neuenschwander, Engel, Goebel & Singer 2001; Engel, Fries 
& Singer 2001) and speaks to the relevance of beta-oscillations for motor 
functions (Brovelli, Ding, Ledberg, Chen, Nakamura & Bressler 2004; Gross, 
Pollok, Dirks, Timmermann, Butz & Schnitzler 2005; Klostermann, Nikulin, Kuhn, 
Marzinzik, Wahl, Pogosyan, Kupsch, Schneider, Brown & Curio 2007; Lalo, 
Gilbertson, Doyle, Di Lazzaro, Cioni & Brown 2007). The precise mechanisms, 
and, in particular, the relevance of synchrony between these areas of the cortical 
motor-network require careful further investigation that goes beyond the scope of 
this paper. 
 
Spatial stimulus congruency 
Contrary to what we had expected, all these effects (behavioural and 
physiological) were independent of the relative positions of the visual and the 
tactile stimulus. Thus, in this experiment, multisensory enhancement of activity in 
visual cortex was independent of the spatial alignment of the visual and tactile 
stimulus. Since this study was designed to closely follow the study of Macaluso et 
al. (2002), we will first discuss the observed discrepancy to their findings. 
Macaluso reported that the fMRI BOLD response in extrastriate visual cortex 
around the fusiform gyrus was enhanced when a tactile stimulus was provided 
adjacent to a visual stimulus as compared to when it was not adjacent. There are 
several important differences between our experiment and their study:  
Macaluso et al. used visual flicker and tactile vibration stimuli, while we used 
stationary stimuli in order to avoid entrainment of brain activity to externally 
oppressed rhythms. 
While Macaluso et al. manipulated spatial correspondence by changing subjects’ 
gaze direction, we manipulated the position of the index finger.  
We measured MEG, whereas Macaluso et al. measured the fMRI BOLD 
response.  
Macaluso restricted the analysis of multimodal spatial correspondence to voxels 
showing a main effect of retinal hemifield for the visual target. 
Any of these differences might explain the observed discrepancy. Nevertheless, 
besides the more technical differences between our study and the one of 
Macaluso, as pointed out above, several authors have also reported multisensory 
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effects independent of spatial alignment (Murray et al. 2005, Teder-Sälejärvi et al. 
2005), suggesting that spatial remapping between different modalities may not 
always necessarily occur. It should further be emphasized here, that in our task, 
spatial stimulus congruency was completely irrelevant for successfully performing 
the task and given the easiness of the task, subjects may often have responded 
before the stimuli reached full perceptual awareness. 
 
To conclude, the present study shows that a task irrelevant tactile stimulus 
facilitates processing of visual input in that behavioural responses to the onset of 
visual stimuli given under speed conditions are substantially accelerated. The 
candidate mechanism for this behavioural facilitation seems to be a very early 
enhancement of local non-stimulus-locked activity in the gamma-band. While 
tactile stimulation altered additional response properties of visual cortex to visual 
stimulation, these show substantially less correlation with the functional 
consequences of multisensory integration in this experiment. This is indicative of a 
prominent role of synchronized oscillatory activity in multisensory integration.   
 98 
 99 
POPULATION ACTIVITY IN THE HUMAN DORSAL PATHWAY 
PREDICTS THE ACCURACY OF VISUAL MOTION DETECTION 
 
Chapter 5 
 
 
 
Abstract 
A person’s ability to detect a weak visual target stimulus varies from one viewing 
to the next. We tested if the trial-to-trial fluctuations of neural population activity in 
the human brain are related to the fluctuations of behavioral performance in a 
‘yes-no’ visual motion detection task. We recorded neural population activity with 
whole-head magnetoencephalography (MEG) while subjects searched for a weak 
coherent motion signal embedded in spatiotemporal noise. We found that, during 
motion viewing, MEG activity in the 12-24 Hz (‘beta’) frequency range is higher, on 
average, before correct behavioral choices than before errors, and that it predicts 
correct choices on a trial-by-trial basis. This performance-predictive activity is not 
evident in the pre-stimulus baseline and builds up slowly after stimulus onset. 
Source reconstruction revealed that the performance-predictive activity is 
expressed in the posterior parietal and dorsolateral prefrontal cortices, and, less 
strongly, in the visual motion-sensitive area MT+. The 12-24 Hz activity in these 
key stages of the human ‘dorsal visual pathway’ predicts subjects’ choices on both 
target present and absent trials. Importantly, in the target absent condition, this 
activity tends to be higher before ‘no’ choices (correct rejects) than before ‘yes’ 
choices (false alarms) of the subjects. It thus reflects the accuracy, rather than the 
content, of their perceptual report. We conclude that beta band activity in the 
human dorsal visual pathway indexes, and potentially controls, the efficiency of 
neural computations underlying simple perceptual decisions. 
 
 
 
 
 
 
This chapter is a modified version of: Donner TH, Siegel M, Oostenveld R, Fries P, 
Bauer M, Engel AK (2007). Journal of Neurophysiology. Jul;98(1):345-59. 
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Introduction 
One of the most general observations in the study of visual perception is that 
observers’ judgments about the presence of a target stimulus near detection 
threshold fluctuate from one stimulus presentation to the next. In order to account 
for these fluctuations, psychophysical models incorporate random variations (i.e. 
noise) somewhere between the stimulus and the observer’s decision (Green and 
Swets 1966; Graham 1989). At the neural level, sensory signals have to 
propagate through several stages of the cortical hierarchy before reaching the 
motor circuits that ultimately control behavioral responses (Felleman and Van 
Essen 1991). A major challenge for systems neuroscience is to identify the stages 
of the visuo-motor pathways, and the specific patterns of neural activity therein, 
that underlie the (fluctuating) psychophysical performance. 
The firing rate responses of single cortical neurons vary across repeated 
presentations of the same visual stimulus (e.g. Heggelund and Albus 1978; 
Buracas et al. 1998; Carandini 2004). These spike rate fluctuations predict 
monkeys’ behavioral responses in visual detection and discrimination tasks. This 
association between firing rates and behavior becomes stronger when proceeding 
from early visual cortical regions, such as the motion-sensitive area MT, to 
associative areas in parietal and prefrontal cortex (Britten et al 1996; Kim and 
Shadlen 1999; Thiele et al, 1999; Shadlen and Newsome 2001; Cook and 
Maunsell 2002; Williams et al. 2003; Uka and DeAngelis 2004). Responses of 
single neurons in visual cortical areas like MT are believed to provide a 
representation of the sensory evidence (Newsome and Parker, 1998), which is 
integrated over time and transformed into an action plan in posterior parietal and 
prefrontal cortex (Gold and Shadlen 2001).  
At the population level, cortical responses to visual stimuli commonly display a 
temporal fine structure with a characteristic spectral profile, which is evident both 
in the intracortical local field potential (e.g., Gray and Singer 1989; Fries et al. 
2001; Siegel and König 2003; Henrie and Shapley 2005) and in the scalp EEG or 
MEG (Tallon-Baudry and Bertrand 1999; Siegel et al. 2007). Similar to the 
average firing rates of single neurons, such population responses exhibit strong 
trial-to-trial fluctuations (Arieli et al. 1996; Buracas et al. 1998). At present, little is 
known about the trial-to-trial co-variation between cortical population responses 
and behavioral responses to visual stimuli near detection threshold. Cortical 
population activity has been measured indirectly in humans with functional 
magnetic resonance imaging (fMRI) during of a variety of visual detection tasks. 
These studies consistently reported larger fMRI responses in parietal and 
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prefrontal cortex when targets are detected than when they are missed (Beck et 
al. 2001; Marois et al. 2004; Kranczioch et al. 2005). Specifically, during motion 
detection, such a pattern of fMRI-responses has been observed in the human 
motion-sensitive V5/MT+ complex (the putative homologue of macaque MT) as 
well as in parietal and prefrontal areas (Shulman et al. 2001). However, the fMRI 
signal provides only limited information about the time course and temporal fine 
structure of neural activity. Electrophysiological studies are necessary to 
determine the exact trial interval and the frequency range, in which detection-
related modulation of cortical population responses occurs. 
Most importantly, it is currently not clear which aspect of visual detection decisions 
is reflected by neural mass activity in the primate parietal and prefrontal cortices: 
Perceptual decisions can be classified according to their content and their 
accuracy (Green and Swets 1966). Specifically, perceptual decisions in a simple 
‘yes-no’ detection task can be classified according to whether the subject reports 
‘yes, the target is present’ or ‘no, it is not’, and whether this report is correct or not. 
Both classification schemes overlap for target present trials. But target absent 
trials dissociate these two schemes and can therefore be used to pinpoint the role 
of a neural activity parameter in the perceptual decision process: If neural activity 
reflects the choice content, its magnitude should be larger before ‘yes’ than before 
‘no’ reports, irrespective of whether or not the target is physically present. In other 
words, one should observe: ‘hits’ > ‘misses’ for target present and ‘false alarms’ > 
‘correct rejects’ for target absent conditions. Such a pattern of neural population 
activity has been observed in several visual cortical areas in fMRI-studies of 
contrast and face detection (Ress and Heeger 2003; McKeeff and Tong 2006; 
Summerfield et al. 2006). Alternatively, if neural activity reflects the accuracy of 
choices, the rank order of activity before ‘yes’ and ‘no’ choices should be opposite 
in target present and target absent conditions. That is, one should then observe: 
hits > misses and correct rejects > false alarms.  
The goal of the present study was to test whether the trial-to-trial fluctuations of 
frequency specific neural population responses to visual motion in the human 
‘dorsal pathway’ (Haxby and Ungerleider, 1994) are related to behavioral detection 
performance. Specifically, we aimed at determining whether such activity in three 
key stages of this pathway, MT+, parietal, and prefrontal cortex, predicts the 
content or the accuracy of decisions about the presence of motion. We recorded 
neural population activity with MEG while subjects performed a ‘yes-no’ motion 
detection task near threshold (Figure 1). We quantified the link between MEG 
activity and behavior across a wide range of frequencies (4 – 100 Hz). We found 
that the sustained MEG activity in the 12-24 Hz (‘beta’) range during motion 
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viewing, but not before stimulus onset, predicts correct behavioral responses on 
single trials. This performance-predictive MEG activity builds up slowly during 
motion viewing and is expressed in prefrontal and posterior parietal cortices, and, 
less robustly, in area MT+. Importantly, in the absence of the target, 12-24 Hz 
activity in all three areas is larger before correct rejects than before false alarms. 
Thus, this activity predicts the accuracy, but not the content, of visual detection 
decisions.  
 
Materials and Methods 
Subjects 
Four healthy subjects (all male; age range: 23 - 30 years) participated in the study, 
which was conducted in accordance with the Declaration of Helsinki. Two of the 
subjects are authors. The other two were naive to the purpose of the experiment 
and were paid for their participation. All subjects were in good health with no 
history of psychiatric or neurological illness. They had normal or corrected-to-
normal vision.   
 
Stimuli 
We used ‘dynamic random dot patterns’ to stimulate the cortical visual motion 
system. The stimuli were constructed offline in MATLAB (MathWorks Inc., 
Massachusetts, USA) according to a standard procedure (e.g., Britten et al. 1996; 
Rees et al. 2000). Stimulus presentation was controlled by a personal computer 
running the Presentation Software (NeuroBehavioral Systems, Albany, CA, USA). 
Stimuli were projected from a calibrated LCD projector (situated outside the 
magnetically shielded room) onto a back projection screen through a tube via a 
mirror system. The refresh rate of the projector was 60 Hz. The screen was 
mounted in front of the subject’s head. Each frame of the animation consisted of 
an array of white dots randomly positioned on a black background. Each dot was 
displaced from frame to frame. Random dot patterns were either target patterns or 
noise patterns. Noise patterns consisted of dots that were randomly displaced 
from frame to frame. Target patterns contained a small fraction of dots, which 
were coherently displaced in a common direction, with fixed spatial offset. All other 
dots were displaced to randomly selected positions. The coherently moving dots 
were randomly selected afresh on each new frame, that is, their ‘life-time’ was 
limited. The level of motion coherence (i.e. the fraction of coherently moving dots) 
was chosen individually for each subject to correspond to the subject’s detection 
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threshold (see below). The patterns were confined to a circular aperture and 
centered on a red fixation cross. The diameter of each of the dots on the 
projection screen was ~ 0.2 deg. Their density and speed were ~ 1.7 deg-2 and ~ 
11.5 deg per s, respectively. The aperture diameter was ~ 43 deg. 
 
Fig. 1. 
Visual motion detection task. Illustrations of the intervals and the time course of 
stimuli within a trial are shown in (A) and (B), respectively. Trials began with the 
onset of a red fixation cross. After a baseline period of 1 - 1.5 s, a dynamic random 
dot pattern was presented in the visual field center for 2 s. On each trial, either a 
weak target pattern (4.5% - 10.5% motion coherence, adjusted to the individual 
detection threshold) or a noise pattern (0% motion coherence) was presented. 
Subjects had to decide whether or not the target was present. After a variable delay 
(0.5 - 1 s), the fixation cross was extinguished, which prompted subjects to indicate 
their decision (‘yes or ‘no’) by pressing one of two buttons (right or left hand).  
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Task and Procedure 
Subjects performed a ‘yes-no’ motion coherence detection task. Each trial began 
with the onset of the central fixation crosshair and consisted of three consecutive 
intervals (Figure 1): (i) a pre-stimulus baseline of variable duration (uniformly 
distributed between 1000 - 1500 ms), (ii) the motion viewing interval (2 s), and (iii) 
a variable delay (uniformly distributed between 500 - 1000 ms), after which the 
fixation cross was turned off. Subjects were instructed to fixate the crosshair 
throughout the trial, to monitor the whole stimulus pattern, to form a decision about 
the presence of the target during motion viewing, and to report this decision by 
pressing one of two response buttons (‘yes, target is present’ or ‘no, it is not’) with 
their left or right index finger after the fixation cross offset. Auditory feedback (a 
beep) was provided after each incorrect response via plastic tubes and earpieces. 
The subsequent inter-trial-interval spanned 900 ms. Subjects were allowed to 
make eye movements or blinks during the inter-trial-interval. The mapping 
between perceptual decision (‘yes/’no’) and response hand (left/right) was 
counterbalanced across subjects. The delay between stimulus offset and motor 
response was introduced in order to dissociate neural activity related to stimulus 
processing from neural activity related to the execution of the motor response. The 
stimulus duration of 2 s was chosen in conformity with previous single-unit studies 
of motion discrimination in monkeys (Britten et al. 1996; Kim and Shadlen 1999; 
Shadlen and Newsome 2001). Each run consisted of 400 trials and lasted about 
50 min.  
If present, the target moved either upward or downward. Target absence/presence 
was randomly selected on each trial, under the constraint that each would occur 
equally often within a run. On target present trials, upward/downward was 
randomly selected, again under the constraint that each direction would occur 
equally often within a run. Apart from this variation, all stimulus patterns in the 
MEG recording sessions were exact repeats. This fact was unknown to the naive 
subjects and informal de-briefing verified that it remained unnoticed throughout the 
series of experimental sessions. Importantly, this procedure enabled us to 
investigate stimulus-independent trial-to-trial co-variations between MEG activity 
and subjects’ detection performance. After blocks of 50 trials, subjects were 
allowed to pause, without moving their heads. They initiated the start of each new 
trial block by a button press. Each recording session comprised between one and 
three runs (~ 50 min each), with two runs in the vast majority of sessions. Subjects 
1 and 2 each completed 15 runs (6000 trials). Subjects 3 and 4 each completed 
eight runs (3200 trials).  
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Before the MEG recordings, motion coherence thresholds were individually 
determined in a two-alternative forced choice paradigm (upward/downward 
discrimination) using the method of constant stimuli (Green and Swets 1966). After 
at least six sessions of around 45 min each, coherence levels yielding ~ 71% 
correct responses were estimated from a Weibull function fit to the psychometric 
data. Then, subjects performed two sessions of around 30 min with the yes-no 
detection task at the obtained threshold level of coherence. In these 
psychophysical sessions, we presented ten different, randomly intermixed, 
variants of moving dot patterns. If performance changed by more than 5% correct 
from one session to the next, the coherence level was changed accordingly, and a 
further session was conducted. This procedure yielded stable average 
performance during the subsequent MEG-experiments. The resulting coherence 
levels, used throughout the MEG recordings, were as follows: 4.5 % (subject 1), 
5.5 % (subjects 2 and 4), and 10.5% (subject 3).  
 
MEG Data Acquisition 
We recorded the MEG (Hamalainen et al. 1993) continuously using a 151-channel 
whole head system (Omega 2000, CTF Systems Inc., Port Coquitlam, Canada). 
Subjects were seated in a chair positioned in a magnetically shielded room. The 
EOG was recorded simultaneously for offline artifact rejection. MEG signals were 
low-pass filtered online (cutoff: 300 Hz) and recorded with a sampling rate of 1200 
Hz. The head position relative to the MEG sensors was measured before and after 
each run using small electromagnetic coils positioned at the subject’s nasion, and 
at the right and left ear canal. The source analysis and visualization (see below) 
required the co-registration of the MEG-data with anatomical MRIs of the same 
subject. Therefore, we acquired high resolution (1 mm3) structural MRIs on a 1.5 T 
whole-body Magnetom Sonata MRI-system (Siemens Medical Systems, Erlangen, 
Germany) from each subject with a T1-weighted sagittal MP-Rage sequence. 
Data Analysis 
We used the CTF data analysis software package to generate individual head 
models from the structural MRIs. We used the BrainVoyager QX software package 
(Brain Innovation B.V., Maastricht, the Netherlands) to reconstruct the cortical 
surfaces, to define regions of interest based on anatomical criteria, and to 
visualize the MEG source reconstructions. All other data analyses were performed 
in MATLAB using the open source toolbox ‘FieldTrip’ 
(http://www.ru.nl/fcdonders/fieldtrip) and additional custom-made software. 
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Preprocessing 
Only runs with a head displacement below 6 mm (Euclidean distance in 3D-space) 
across the entire recording interval were included in the analysis. Two out of 48 
runs in total did not meet this criterion. One additional run had to be discarded 
because of a defect of the LCD projector. We categorized trials according to 
whether the target was present or absent and whether the subject chose ‘yes’ or 
‘no’, yielding the four categories of signal detection theory (Green and Swets 
1966): hits and misses (target present) and false alarms and correct rejects (target 
absent). We first extracted trials from the MEG time series separately for the four 
categories and subsequently re-combined them in a subset of the analyses (see 
below). Trials extended from 500 ms before the onset of the dynamic random dot 
patterns to 500 ms after their offset. Artifact rejection for these epochs was 
performed offline. Trials containing eye blinks, saccades, muscle artifacts and 
signal jumps were rejected from further analysis using semi-automatic procedures. 
We discarded one ‘bad’ MEG sensor overlying right temporal cortex (‘MRT16’) 
from all analyses. Line-noise was removed by subtracting the 50, 100, 150 and 
200 Hz Fourier components of the individual epochs padded with adjacent data 
from the continuous recording to 5 s length. Preprocessed data were low-pass 
filtered at 300 Hz and re-sampled at 600 Hz. For the analysis of time-averaged 
responses during baseline and motion viewing, sub-epochs were further extracted 
from the trials (see below). 
 
Spectral Analysis 
We used the ‘multi-taper’ method for all spectral analyses described below (Mitra 
and Pesaran 1999). This method provides a trade-off between minimizing bias 
and variance of spectral estimators on the one hand, and maximizing spectral 
resolution on the other hand. In order to quantify the strength of stimulus 
responses at a given center frequency, ?R(f), estimators of power spectral density 
at that frequency, P(f), were converted into units of percentage change from 
baseline, according to  
DR( f ) = P( f ) - Pb ( f )[ ]/Pb ( f ) ´100%, (1) 
where Pb denotes the average power spectral density in the pre-stimulus period 
(starting 500 ms prior to stimulus onset). Unless stated otherwise, this quantity 
was used as the measure of the MEG response in the analyses reported in this 
paper.  
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All sensor-level analyses described below focused on a fixed group of 20 MEG 
posterior sensors. These sensors displayed robust stimulus responses and 
covered motion-sensitive areas in dorsal visual and posterior parietal cortex 
(Siegel et al, 2007). In order to generate time-frequency representations of the 
MEG responses, ?R(f,t), a ‘multi-taper’ sliding window Fourier-transform (400 ms 
window, 8 Hz spectral smoothing, 50 ms window step-size) was applied to the 
individual trials of all categories. The results were magnitude-squared and then 
averaged across tapers and trials, yielding a time-frequency-representation of 
power for each of the 150 sensors. The resulting spectrograms were collapsed 
across the 20 sensors of interest and converted to ?R(f,t) according to Eq. (1). In 
order to obtain time-frequency representations of the phase-locked responses 
only, the sliding window Fourier transform was applied after averaging across 
trials in the time-domain.  
We determined single-trial estimates of band-limited MEG activity in the following 
six frequency ranges: 4-8 Hz (‘theta’), 8-12 Hz (‘alpha’), 12-24 Hz (‘beta’), 24-36 
Hz (‘high beta’), 36-56 Hz (‘low gamma’), and 64-100 Hz (‘high gamma’). Thus, 
our analysis covered the entire frequency range from 4 to 100 Hz, with the 
exception of the range: 60 ± 4 Hz containing the phase-locked response to the 
LCD projector refresh (see Results). The spectral estimates were computed for (i) 
the pre-stimulus baseline interval (-0.5 s - stimulus onset) and (ii) the steady-state 
stimulus response following the initial onset transient (extending from 0.25 s to 2 s 
after stimulus onset). The single-trial stimulus responses were then converted into 
units of percentage modulation according to Eq. 1, using the average baseline for 
each condition (see below). In order to create time courses of MEG responses, we 
shifted a 500-ms window (step size: 50 ms) across the trial (0.5 s before stimulus 
onset to 2.5 s after stimulus offset) and computed spectral estimates for each time 
bin. We estimated the SEMs of all stimulus responses with a jackknife procedure 
(Efron and Tibshirani 1998).  
 
Identification of Performance-Related MEG activity  
In order to analyze performance-related modulations of MEG activity we sorted the 
single-trial responses within each band according to the correctness of subjects’ 
subsequent behavioral choice. To this end, we re-combined single-trial responses 
across hits and correct rejects (correct) and across misses and false alarms 
(incorrect). We estimated the spectral MEG power during stimulus and baseline 
intervals separately for the correct and incorrect conditions. Cortical population 
activity fluctuates strongly in the absence of sensory input (Arieli et al. 1996; 
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Leopold et al. 2003). Such fluctuations of spontaneous activity may have a strong 
effect on the accuracy of subsequent stimulus processing (Ress et al. 2000; 
Linkenkaer-Hansen et al. 2004; Sapir et al. 2005). In order to minimize the 
contribution of potentially performance-related baseline fluctuations to our 
estimates of the stimulus-induced MEG activity, we normalized each single-trial 
response with the condition-wise (correct/error) average baseline power spectral 
density using Eq. 1. We could then analyze the difference in MEG activity between 
correct and incorrect behavioral choices independently for the ‘raw’ band-limited 
MEG power spectral density during the baseline interval and the baseline-
corrected stimulus-induced response. Comparing the raw MEG activity during 
stimulation between both behavioral conditions yielded qualitatively identical 
results.  
We tested the association between MEG responses and subjects’ behavior using 
a receiver operating characteristic (ROC) analysis (Green and Swets 1966). This 
analysis quantifies the overlap of single-trial MEG activity distributions for subjects’ 
behavioral choices (in this case, correct/incorrect). The resulting index ranges 
between 0 and 1. An index of 0.5 implies that there is no discernible correlation 
between neural activity and behavioral response, whereas indices of 1 or 0 
describe perfect correlations or anti-correlations, respectively. The index quantifies 
the accuracy with which an ideal observer can predict some binary aspect of the 
behavioral response (in this case: correct/incorrect) from the neural activity during 
that trial. If prediction accuracy is at chance, the index is 0.5. Significant deviations 
from 0.5 in both directions imply that the behavioral performance is predictable 
from the neural activity parameter under study. We used a non-parametric 
permutation test (Efron and Tibshirani 1998) with 104 permutations to test each 
index for significant deviation from 0.5.  
 
Source Reconstruction: General Principles 
We used an adaptive spatial filtering technique termed linear ‘beamforming’ (Van 
Veen et al. 1997; Gross et al. 2001) for all source analyses described below. That 
is, we applied frequency- and location-specific filters to the MEG data in order to 
estimate the local power spectral density in source space. More specifically, for 
each point of interest r in source space, we computed a frequency-specific filtering 
matrix A(r,f) that passes band-limited activity from r with unit gain, while maximally 
suppressing the activity from all other sources. These constraints yield: 
A(r,f) = (LT(r)C (f) -1L(r))-1LT(r)C(f)-1, (2) 
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where the columns of L(r) contain the solution of the forward problem for two 
orthogonal tangential dipoles at location r, and C denotes the complex cross-
spectral-density matrix of the recorded MEG in the frequency range of interest 
(Gross et al. 2001). That is, the filter depends on the lead field (i.e., the mapping 
from source space to sensor space) and on the cross-spectral-density matrix of 
the recorded data. We estimated the cross-spectral-density matrix separately for 
the baseline (500 ms prior to stimulus onset) and motion viewing (250 ms - 2s 
after stimulus onset) intervals, using the multi-taper method. In order to compute 
the lead field for each individual sensor, we modeled the head as a set of multiple 
overlapping spheres, one per each sensor (Huang et al. 1999). This was based on 
the segmentation of the scalp in the structural MRI data set. We then computed 
the estimate of power spectral density, P(r,f) according to: 
P(r,f) = l1(A(r,f)C(f)A*
T(r,f)), (3) 
where l1 denotes the largest singular value of the cross-spectrum estimates of the 
two dipoles (with fixed orientations). Thus, l1 is the power of a dipole pointing into 
the dominant direction at location r. We computed the estimate of local power 
spectral density, P(r,f) separately for the pre-stimulus baseline and the steady-
state response interval and then converted the source-level stimulus responses 
into units of percentage modulation using Eq. 1. 
 
Source Reconstruction: Voxel-wise Analysis 
In order to analyze the cortical distribution of the performance-related effect, we 
performed a voxel-wise beamforming analysis to compute statistical parametric 
maps for the difference of sustained 12-24 Hz MEG activity between correct and 
incorrect choices. We divided the source space into a regular grid of 7.5 x 7.5 x 
7.5 mm resolution covering the entire cerebral cortex. We computed the spatial 
distribution of MEG responses in the 12-24 Hz range for each run and behavioral 
condition (correct/incorrect). We used a jacknifing procedure (Efron and Tibshirani 
1998) to estimate the SEM of these MEG response maps: We repeated the spatial 
filtering times the number of trials, leaving out one trial in turn, and computed the 
mean and SEM for each location r and each condition from the resulting ensemble 
of source distributions. These maps of response means and SEMs were 
converted into t-maps testing the voxel-wise difference between both conditions. 
These t-maps were converted into z-maps, linearly interpolated to a regular grid of 
1 mm3 resolution, pooled across runs, transformed to stereotactic standard space 
in BrainVoyager, and finally pooled across subjects. The spatial distribution of 
power spectral density depends on the cross-spectral density matrix of the sensor 
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data, which, in turn, contains at most 1502 = 22500 independent real-valued 
numbers. Therefore, we corrected all statistical maps with a factor of 22500 for 
multiple comparisons (Bonferoni). Individual maps were thresholded at p = 0.05 
(corrected). The group average map was thresholded at p = 10-3 (corrected).  
Source Reconstruction: Region of Interest Analysis 
We conducted a region-of-interest-wise beamforming analysis of single-trial MEG 
responses to quantify the association between psychophysical performance and 
12-24 Hz activity in three key stages of the dorsal visual pathway (Haxby and 
Ungerleider, 1994): area MT+, the posterior intraparietal sulcus (pIPS), and the 
dorsolateral prefrontal cortex (dlPFC). We defined these regions of interest on 
each subject’s structural MRI, based on a combination of anatomical and 
functional criteria independent of the data analyzed in the present study. MT+ was 
located in the junction of the ascending limb of the inferior temporal sulcus with its 
posterior continuation (Dumoulin et al. 2000). FMRI-data from standard localizer 
protocols (e.g. Huk et al, 2002) were available for three of the four subjects. The 
functional definitions of MT+ obtained from these data sets were in close 
correspondence with the anatomical criteria. For pIPS, we identified a sharp 
transition from the deep and poorly truncated posterior segment of the IPS to a 
shallow and more extensively truncated anterior segment (Donner et al, 2000). 
This transition was clearly discernible in all subjects. The pIPS region of interest 
was placed in the middle of the posterior segment of the sulcus. The dlPFC region 
of interest was placed at the anterior end of the posterior third of the medial frontal 
gyrus.  
We estimated the single-trial MEG responses of each region of interest. We then 
analyzed their link to behavior in a number of different schemes. In the first 
scheme, we collapsed the region of interest responses across hemispheres. We 
sorted (in increasing order) the trials according to the magnitude of these pooled 
responses. We grouped the data into bins of equal number of trials, based on the 
MEG response. Each trial was further labeled according to its signal detection 
category (i.e., correct reject, false alarm, miss, or hit). We could thus compute the 
average MEG response and d’ for each bin. D’ is a bias-free measure of detection 
performance derived from the proportions of hits and false alarms (Green and 
Swets, 1966). We could then test the linear regression between the region’s MEG 
response and detection performance. In order to control for the effect of bin size, 
we repeated the analysis with several different bin sizes, from 50 to 400 trials per 
bin, in steps of 10. We evaluated the resulting linear fit at the 2.5th and the 97.5th 
percentiles of the measured MEG responses. We used the difference between the 
two resulting d’-values as a measure for the amount of performance fluctuations 
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explained by the MEG responses. That is, performance changes were expressed 
in terms of ?d’ (i.e., in units standard deviation). In addition, we converted the two 
d’ values into units of percentage correct, according to: 
Pmax (correct) = F 0.5 ´ d'( )´100%,  (4) 
where F denotes the normal cumulative distribution function. Pmax(correct) equals 
the maximal percentage of correct responses, achievable in the absence of bias, 
given the measured sensitivity of the observer (Green & Swets, 1966). Their 
difference ?Pmax(correct) was a complementary measure of performance changes 
explained by the MEG responses. 
We were also interested in whether the stimulus-induced response was correlated 
with the strength of the performance-related modulation in the regions of interest. 
To analyze this correlation, we sorted log-transformed single-trial responses in 
ascending order and grouped them into bins of 50 trials. For each bin, we 
calculated the average overall response and the average difference between 
response amplitudes on correct and error trials. Finally, we computed the linear 
regression between the two variables, varying the bin size across several steps.  
In a final scheme, we again used ROC-analysis (Green and Swets 1966), now at 
the cortical source level. In each region of interest, we compared the band-limited 
MEG response distributions corresponding to subjects’ ‘yes’ and ‘no’ choices, 
separately for both stimulus conditions (i.e., target present and absent). The 
predictive indices in this analysis describe the link between neural activity and 
subjects’ ‘yes’ and ‘no’ choices, rather than the correctness of response. We 
therefore labeled them ‘choice probabilities’ (CPs), in conformity with previous 
single unit studies (e.g. Britten et al. 1996; Kim and Shadlen 1999; Shadlen and 
Newsome 2001; Williams et al. 2003; Uka and DeAngelis 2004), Again, we tested 
the ROC-indices for significant deviation from 0.5 with a permutation test (104 
permutations).  
 
Source Reconstruction: Control Analysis 
Simulation studies suggest that highly correlated sources (between 0.95 and 1) 
may be mis-localized by the beamforming technique (Van Veen et al. 1997). 
These errors are twofold: closely spaced (~ 3 mm) sources tend to merge, 
whereas distant sources (~ 12 mm) cancel each other out. Correlations of 0.5 and 
less are tolerable (Van Veen et al. 1997; Gross et al. 2001). Cortical coherence is 
lower than 0.5 in all frequency bands for distances > 5 mm (e.g. Leopold et al. 
2003). This is an order of magnitude below the spatial scale relevant to the 
hypotheses addressed in the present study. We are therefore confident that 
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source correlations do not affect our conclusions regarding response differences 
between cortical regions several centimeters apart from each other. Furthermore, 
our previous beamforming analyses of the cortical distribution of MEG responses 
to simple visual stimuli, the neuronal substrates of which are well characterized in 
the human brain, yielded plausible results (e.g. Hoogenboom et al. 2005; Siegel et 
al. 2007). We aimed to establish this also for the present data set. High gamma 
band activity in primate early visual cortex (V1/V2) is strongly modulated by high 
contrast gratings and random dot patterns (Henrie and Shapley, 2005; 
Hoogenboom et al. 2005; Siegel et al. 2007). We therefore reconstructed the 
cortical distribution of the high gamma band (64-100 Hz) response to the random 
dot patterns (averaged across all conditions). We then tested the voxel-wise 
difference of the mean response from zero (using jackknife SEM) and generated 
statistical z-maps for this difference, as described for the analysis of performance-
related activity above. In all four subjects, the global maximum of the response 
was localized in close vicinity to the calcarine sulcus, that is, in early visual cortex. 
This finding lends further support to the source-level analyses of the more subtle 
performance-related effect described in the Results. 
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Results 
Each trial began with the presentation of a fixation cross for a variable baseline 
interval followed by the presentation of a dynamic random dot pattern (Figure 1). 
On one half of the trials, a target pattern was presented, which contained a small 
proportion of dots moving coherently in one direction. On the other half of the 
trials, a noise pattern was presented, which contained no coherent motion. 
Subjects formed a decision about the presence or absence of the target. The 
strength (coherence) of the target motion was adjusted individually such that each 
subject performed at ~ 71 % correct (d’ ~ 1.1). We collected MEG data during 
several thousands (3600 - 6000) trials per subject. 
 
 
 
Fig. 2 MEG responses to moving random dot patterns are sustained throughout the 
stimulus interval. Lower left: The 20 posterior sensors contributing to the responses 
are marked in red on a 2D projection of the sensor array superimposed on a 
schematic of the head. Time-frequency representations of the MEG response to 
random dot patterns (average across all trials) are shown for two representative 
subjects. The response is expressed as percentage modulation, DR (power change 
relative to the pre-stimulus baseline). Left column: Total response, containing phase-
locked and non-phase-locked components. Right column: Phase-locked response 
only. This is obtained by averaging across trials in the time domain before 
transforming the data to the frequency domain.  
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MEG responses to Dynamic Random Dot Patterns 
We first characterized the time course and spectral signature of MEG responses 
to the moving random dot patterns at the level of MEG-sensors, averaging 
responses across a fixed set of 20 posterior sensors consistently displaying a 
strong stimulus response (Figure 2). Particularly, the dynamic random dot patterns 
induced a steady-state response, which followed a transient response, began at 
about 250 ms after stimulus onset, and was sustained as long as the stimulus 
remained on the screen. This steady-state response had a characteristic spectral 
profile: MEG power decreased at frequencies ranging from about 4 to 50 Hz and 
increased at frequencies between about 60 Hz to 150 Hz. This closely resembles 
the the visual MEG response obtained in previous studies for higher levels of 
motion strength (Siegel et al. 2007) and high-contrast moving gratings 
(Hoogenboom et al. 2005). The narrow-band power increase around 60 Hz 
reflects an entrainment to the refresh of the LCD projector (Williams et al. 2004). 
This was confirmed by its persistence in the phase-locked (‘evoked’) response 
shown in the right column of Figure 2. At all other frequencies, the steady-state 
MEG responses (left column) were absent in the phase-locked response. Thus, 
these sustained response components reflect non-phase-locked (‘induced’) 
perturbations of ongoing population activity (Pfurtscheller and Lopes da Silva 
1999; Tallon-Baudry and Bertrand 1999). The low and high frequency components 
of the steady-state response both fluctuated strongly from trial to trial, as evident 
in exemplary trial sequences shown in Figure 3A. In all four subjects, the variability 
of both response components (measured by the inter-quartile range) was of 
similar magnitude as the median response (Figure 3B). 
 
Co-variation of MEG activity and Behavioral Detection Performance  
We proceeded by testing whether, in which frequency range, these response 
fluctuations predicted subjects’ psychophysical performance. We estimated the 
single-trial responses of the same sensor group in six frequency bands covering 
the range of the steady-state response, and sorted these according to the 
correctness of subjects’ subsequent choices (Figure 4, left column). In order to 
minimize the contribution of potential performance-related pre-stimulus activity, we 
normalized the stimulus responses for correct and incorrect trials with the 
condition-wise (correct/error) baseline. MEG activity in the 12-24 Hz (low beta) 
range was larger before correct than before incorrect choices in all four subjects. 
More specifically, there was consistently less stimulus-induced suppression of 
MEG activity in the 12-24 Hz range before correct than before incorrect choices. 
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The same was true for the 36-56 Hz (low gamma) range in two of the subjects. 
Note that the performance-related enhancement of MEG activity was confined to a 
relatively narrow frequency range in all subjects, while the suppression by the 
visual stimulus consistently spanned the entire range from about 4 to 50 Hz. 
 
 
Fig. 3: MEG responses during motion viewing fluctuate strongly from trial to trial. (A) 
Single-trial responses in the low (4-36 Hz) and high (64-100 Hz) frequency range for a 
representative sequence of 200 trials in two exemplary subjects. Responses are 
calculated for the steady-state interval (0.25 - 2 s after stimulus onset) (B) Box plots 
representing the distributions of the complete set of single-trial responses (same 
frequency ranges and time interval as in A). Lower and upper bounds of the boxes 
indicate the lower and upper quartiles, respectively. Horizontal lines within the boxes 
represent the medians. Vertical lines above and below the boxes show the overall 
range of the data, excluding outliers. The maximum length of these lines 
corresponds to 1.5 times the inter-quartile range (an estimator of the spread of the 
data). Responses are averages across the sensors of interest shown in Fig. 2.  
 
We used ROC-analysis to compute a predictive index that quantifies the 
association between MEG activity and behavior (Figure 4, right column). A 
predictive index significantly different from 0.5 (chance level) indicates that the 
behavior can be predicted from the MEG responses on single trials. Specifically, 
an index > 0.5 indicates that MEG responses tend to be larger before correct than 
before incorrect behavioral choices. For the 12-24 Hz range, prediction accuracy 
was above chance level in all four individuals (0.55, 0.54, 0.53, and 0.54). The 
average index across subjects was 0.54 (SD: 0.007). The deviation from chance 
level was (highly) significant in three subjects, and showed a trend towards 
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significance in the fourth. For the 36-56 Hz range, prediction accuracy was 
significantly above chance in two subjects and averaged to 0.52 (SD: 0.035) 
across subjects. All other frequency ranges did not display a consistent 
relationship with behavior. In sum, the 12-24 Hz frequency range had the 
maximum average predictive power for correct behavioral reports (i.e. maximum 
average ROC-index) and the maximum number of significant individual ROC-
indices. We therefore focused on this frequency range in our subsequent 
analyses.  
The previous analysis did not reveal when during the trial the predictive activity 
evolved. Cortical activity fluctuates strongly in the absence of sensory stimulation 
(Arieli et al. 1996; Leopold et al. 2003). Such fluctuations of spontaneous cortical 
activity may be tightly correlated with the accuracy of subsequent stimulus 
processing (Ress et al. 2000; Linkenkaer-Hansen et al. 2004; Sapir et al. 2005). 
We wondered whether such a performance-related modulation of pre-stimulus 
MEG activity was evident in the present data. We compared the raw band-limited 
MEG power of the same sensor group as in the previous analysis during the 500 
ms preceding stimulus onset between correct and error conditions. Surprisingly, 
significant prediction of correct choices was not possible based on the pre-
stimulus MEG activity in any of these six frequency bands in any subject. The 
average ROC-indices (standard deviations) for each band were as follows. 4 – 8 
Hz: 0.50 (0.003), 8 – 12 Hz: 0.50 (0.007), 12 – 24 Hz: 0.50 (0.007), 24 – 36 Hz: 
0.50 (0.006), 36 – 56 Hz: 0.51 (0.004), 64 – 100 Hz: 0.50 (0.012). Specifically, the 
individual ROC-indices (p-values) in the 12-24 Hz ranged from 0.48 to 0.51 (0.11 
to 0.76, uncorrected). Note that the lengths of the analysis windows differed for the 
baseline and stimulus intervals (500 ms vs.1750 ms), which prohibits direct 
quantitative comparisons between the corresponding ROC-indices. Furthermore, 
the analysis of the baseline interval was based on raw MEG power whereas the 
analysis of the stimulus interval was based on normalized responses. 
Nevertheless, the present result suggests that the effect of pre-stimulus activity on 
behavioral outcome was negligible in the present data. In addition, the lack of a 
baseline effect suggests that the performance-predictive activity observed during 
motion viewing is independent of the response normalization procedure. 
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Figure 4: MEG activity during motion 
viewing predicts behavioral detection 
performance. Left column: Average 
band-limited steady-state MEG 
responses on correct and incorrect 
trials (0.25 - 2 s after stimulus onset). 
The rows correspond to six frequency 
bands covering the steady-state MEG 
response. Error bars indicate 
jackknife SEM. Right column: ROC-
indices quantifying the predictability 
of correct behavioral choices from the 
band-limited MEG responses. 
Asterisks indicate the significance of 
their deviation from 0.5, derived from 
a permutation test (* indicates p < 
0.05, ** p < 0.01, and *** p < 10-3, 
corrected for multiple comparisons). 
Responses are averages across the 
sensors of interest shown in Fig. 2. 
 
 
 
 
 
We next analyzed the time course of 12-24 Hz activity in more detail by sliding a 
500-ms window across the entire trial. Figure 5A shows the time courses for the 
raw MEG power, allowing for a direct comparison between baseline and stimulus 
intervals. Figure 5B shows the relative MEG responses, after normalization with 
the condition-wise baseline, allowing for a direct comparison with the previous 
analysis of the steady-state stimulus response interval. The time courses in panels 
A and B of Figure 5 are qualitatively identical, implying that the performance-
predictive effects reported here do not depend on the particular normalization 
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procedure. The raw MEG power was virtually identical before stimulus onset on 
correct and error conditions (Figure 5A, left), reflecting the absence of 
performance-related baseline activity reported above. During motion viewing, 12-
24 Hz responses on correct and incorrect conditions began to diverge immediately 
after the initial negative transient and remained separated until stimulus offset 
(Figure 5, left). In addition, the time courses of the response difference and the 
ROC-index revealed a continuous increase throughout motion viewing until 
reaching a (highly significant) maximum shortly before stimulus offset (Figure 5, 
middle and right). Thus, the predictive activity built up slowly after stimulus onset, 
implying that 12-24 Hz activity later during motion viewing is more strongly 
correlated with behavioral outcome than early. This build-up suggests that the 
process underlying the correlation either operates on a relatively fast (sub-second) 
time scale, or that it involves leaky temporal integration of sensory evidence (Gold 
and Shadlen, 2001; Cook and Maunsell, 2002), or both. It is important to 
emphasize that the performance-related MEG activity is specifically linked to the 
stimulus interval. This is in sharp contrast to the slow (multi-minute to minute) 
correlation between the ongoing EEG power and auditory detection performance 
observed in previous studies (e.g., Makeig and Inlow 1993). Furthermore, the 
sustained difference between correct and error conditions throughout the interval 
of the steady-state response supports our choice of the analysis window above 
(0.25 – 2 s after stimulus onset). We used the same window for all subsequent 
analyses at the source level.  
 
Cortical Distribution of Performance-Predictive 12-24 Hz activity 
In order to characterize the cortical distribution of performance-predictive MEG 
activity we used spatial filtering to project the stimulus-induced steady-state 
activity in the 12-24 Hz range from the sensor space to the source space (see 
Materials and Methods). We computed statistical maps for the differential activity 
before correct and incorrect behavioral responses. Local maxima of these maps 
were bilaterally located in the posterior parietal and dorsolateral prefrontal cortex 
in both the group average (Figure 6) as well as in the majority of individual 
subjects (Table 1). In particular, the performance-related effect was expressed in 
and around the right posterior intraparietal sulcus in all four subjects. The effect 
was also expressed in the left hemisphere in this parietal region in two subjects. 
Local maxima were present bilaterally in the dorsolateral prefrontal cortex in all 
four subjects. However, their locations varied more strongly with respect to 
anatomical landmarks (the medial frontal gyrus and superior frontal sulcus) and 
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the Talairach coordinate system, presumably reflecting larger inter-subject 
variability in this cortical region. Further performance-predictive effects in the 12-
24 Hz range were located in several regions involved in attention and detection 
(Corbetta and Shulman 2002) and in visual motion processing (Braddick et al, 
2000; Rees et al, 2000): the temporo-parietal junction (in the posterior part of 
superior temporal gyrus), the left inferior inferior temporal gyrus and fusiform 
gyrus, and a left cortical region corresponding to the anatomical landmarks of 
MT+: the junction of the inferior temporal sulcus and its posterior continuation 
(Dumoulin et al. 2000; Huk et al, 2002). In sum, performance-related 12-24 Hz 
activity was widely distributed across motion-sensitive visual cortical areas, but it 
clearly predominated in two association areas implicated in visual attention and 
detection processes (Corbetta and Shulman 2002): posterior intraparietal sulcus 
and the dorsolateral prefrontal cortex.  
 
Figure 5: Performance-predictive MEG activity builds up slowly during motion 
viewing. Left: Group average time course of 12-24 MEG responses for correct (black 
line) and incorrect (gray line) conditions. Middle: Time course of the response 
difference between behavioral conditions. Right: Time course of the ROC-index 
corresponding to the mean responses shown on the left (correct vs, error). Dashed 
line indicates significance level (p < 0.05, permutation test). (A), Time courses of raw 
MEG power spectral density (PSD) and of the ROC-index derived from the 
distributions of single-trial responses of raw PSD for correct and incorrect trials. (B), 
Time courses of stimulus-induced modulation (DR) and of the corresponding ROC-
index. Time courses are averages across the sensor group shown in Fig. 2. Note the 
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similarity between corresponding time courses in (A) and (B), suggesting that the 
response normalization did not affect the results. 
 
Figure 6: Performance-predictive MEG activity is expressed in the dorsal visual 
pathway. The group average statistical z-map for the comparison between steady-
state 12-24 Hz activity (0.25 - 2 s after stimulus onset) before correct and incorrect 
choices is superimposed onto a reconstructed cortical surface of one subject. The 
map is thresholded at p = 10-3 (corrected for multiple comparisons). Left, dorsal view 
(frontal pole at the top). Right, postero-lateral view. Abbreviations: dlPFC, 
dorsolateral prefrontal cortex; CeS, central sulcus; a/pIPS, anterior/posterior 
intraparietal sulcus; ITS, inferior temporal sulcus; LOS, lateral occipital sulcus; 
pSTG, posterior superior temporal gyrus; ITG, inferior temporal gyrus; FusG, 
fusiform gyrus.  
 
We next quantified the link between the MEG activity in these two regions and 
detection performance in more detail. We defined locations of interest within both 
regions based on anatomical criteria (Materials and Methods) and labeled these 
pIPS and dlPFC. We estimated their single-trial MEG responses and collapsed 
them across the left and right hemispheres. We then sorted the trials according to 
the magnitude of the response in both regions of interest and binned the trials, 
based on the response amplitude. We then computed, for each bin, a mean MEG 
response and behavioral performance, expressed in d’ (i.e., in units of standard 
deviation). The linear regression between MEG activity in the 12-24 Hz range and 
d’ showed highly significant positive slopes in each subject in both regions of 
interest (Figure 7). We varied the bin size from 50 up to 400 in steps of 10 and 
found that the effect was significant for all bin sizes. The average across subjects 
was also highly significant for both regions, again irrespective of the bin size. We 
then used these linear fits in order to gain a quantitative description of the 
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association between the fluctuations of frontoparietal activity and performance. For 
both regions, increases of 12-24 Hz activity from the 2.5th to the 97.5th percentile 
of the single-trial responses explained, on average, increases of performance by ~ 
17% percentage correct (1.1 d’). The sensor-level analysis had revealed 
performance-predictive activity also in the 36-56 Hz range. We therefore repeated 
the analysis also for this frequency range. The results in dlPFC were inconsistent 
and insignificant on average. However, the correlation between 36-56 Hz activity 
and d’ was significant in the grand average and in two individuals in pIPS. To sum 
up, 12-24 MEG activity in pIPS and dlPFC accounted for a substantial amount of 
the fluctuations of subjects’ detection performance near threshold. 
The different spectral signatures of the stimulus-induced suppression and of the 
performance-related modulation of 12-24 Hz MEG activity observed at the scalp 
suggest that the two reflect different processes. We tested this hypothesis directly 
for both regions of interest. We again binned trials by response magnitude, 
separately for both regions of interest, and then analyzed the linear correlation 
between response magnitude and the performance-related modulation of the 
response in each region (i.e., the mean bin-wise difference between correct and 
incorrect trials). In both regions, this correlation did not attain significance in any 
subject. Average correlation coefficients were 0.016 for pIPS and 0.003 for dlPFC. 
The corresponding p-values ranged between 0.41 and 0.97. In other words, the 
strength of the stimulus responses in parietal and prefrontal cortex did not co-vary 
with the strength of their performance-related modulation. This absence of 
correlation strongly supports the hypothesis of independent underlying processes. 
  
Role of Large-Scale 12-24 Hz Activity in Perceptual Decision-Making 
A final set of analyses aimed at determining whether the MEG activity in key 
stages of the dorsal pathway reflected the content or the accuracy of subjects’ 
choices. To address this issue we compared single-trial responses in the 12-24 Hz 
range between ‘yes’ and ‘no’ choices, separately for the target present and absent 
conditions. That is, we separately compared hits with misses and false alarms with 
correct rejects. Since the predictive index derived from this ROC-analysis 
describes the link between neural activity and perceptual choice, we labeled it 
‘choice probability’ (CP). If MEG activity predicts the content of the observer’s 
perceptual reports, then the magnitude of responses before ‘yes’ choices should 
be larger than the one before ‘no’ choices in both target absent and target present 
conditions. Correspondingly, CP should deviate from 0.5 in the same direction in 
target absent and present conditions (Figure 8A, left). If MEG activity instead 
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reflects the observer’s accuracy, then the ranking of responses before ‘yes’ and 
‘no’ reports should reverse in sign for target absent and present conditions. 
Correspondingly, CP should deviate from 0.5 in opposite directions (Figure 8A, 
right). An example of this analysis is shown in Figure 8B and C for the dlPFC of 
one subject (subject 4). The 12-24 Hz responses in this region tended to be larger 
before correct than before incorrect choices, irrespective of the content of the 
perceptual report. This is evident in the response distributions for ‘yes’ and ‘no’ 
choices on target absent and target present conditions (Figure 8B) as well as in 
the corresponding response means and CPs (Figure 8C). Specifically, CP 
deviated from 0.5 in opposite directions in target absent and present conditions. 
Thus, 12-24 Hz activity in this region predicts the accuracy, and not the content, of 
the subject’s upcoming perceptual reports.  
Areas dlPFC, pIPS, and MT+ all showed the same qualitative pattern of choice-
related modulation: CP consistently deviated from 0.5 in opposite directions in 
target absent and present conditions (Figure 9). In the target present condition, 
these deviations in all three areas were (highly) significant in each subject. In the 
target absent condition, they were (highly) significant in one subject in MT+, in 
three subjects in pIPS, and in two subjects in dlPFC. Most of the remaining tests 
approached significance. The average CPs were 0.46, 0.44 and 0.45 for target 
absent stimuli and 0.56, 0.57 and 0.60 for target present stimuli in MT+, pIPS and 
dlPFC, respectively. Thus, in each area, there was a bias towards stronger choice-
related modulation in the target present condition, presumably reflecting an 
additional signal associated with hits (Shulman et al. 2001; Corbetta and Shulman, 
2002). But the opposite pattern of CP in the target absent condition clearly 
indicates that the 12-24 Hz activity in none of the three areas was generally larger 
before, and thus specifically associated with, ‘yes’ choices. 12-24 Hz activity in the 
dorsal pathway reflects the accuracy, rather than content, of visual detection 
decisions. Note that the 12-24 Hz activity was enhanced in the dlPFC, as opposed 
to suppression in MT+ and pIPS. Thus, the sign of the stimulus response changed 
between posterior and anterior regions of the dorsal pathway, whereas the sign of 
the performance-related response difference in the 12-24 Hz remained constant. 
This dissociation between stimulus-induced and performance-related MEG activity 
adds strongly to our conclusion above, that the two reflect independent processes. 
Also note that various non-neural (instrumental, environmental, and physiological) 
noise sources and the activity of non-task related neuronal populations contribute 
to the measured MEG response distributions. Therefore, the CPs reported here 
should only be considered a lower bound of the ‘true’ association between the 12-
24 Hz activity in each region and behavioral choice. 
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Table 1. Cortical Regions with Performance-related 12-24 Hz MEG-Activity during Motion Viewing 
   Talairach Coordinates (+/-SD)  
Region Brodman Area Hemisphere X Y Z N 
Frontal        
  MFG/SFS 46/9 L -30 (10) 22 (32) 42 (13) 4 
   46/9 R 26 (14) 30 (23) 41 (25) 4 
  Ventral PreCeS 6/9 R 47 (8) 1 (6) 41 (13) 2 
  CeS  R 37 (12) -20 (5) 54 (2) 2 
Parietal       
  Anterior IPS 7 L -45 (6) -53 (2) 44 (7) 2 
   7 R 37 (6) -50 (2) 56 (6) 2 
  Posterior IPS 7 L -24 (8) -78 (8) 52 (8) 2 
    7 R 28 (10) -76 (7) 41 (14) 4 
Temporal       
  Posterior STG 22/39 L -57 (0) -45 (12) 37 (3) 2 
 22/39 R 59 (10) -31 (18) 20 (6) 2 
  Lateral FusG/ITG 37/19 L -48 (8) -64 (11) -16 (12) 3 
 37/19 R 52 (10) -56 (31) -21 (6) 2 
Occipital       
  Pericalcarine 17/18  -3 (12) -97 (8) -2 (5) 3 
X,Y,Z are average Talairach-coordinates (± SD) of local maxima of individual z-maps for the comparison of 
sustained 12 – 24 Hz responses (0.25 - 2 s after stimulus onset) before correct versus incorrect judgements . N is 
the number of subjects with the respective local maximum. Only regions significant at p < 0.05 (corrected) in at 
least two subjects are listed. Abbreviations:  MFG, medial frontal gyrus; PreCeS, precentral gyrus; CeS, central 
gyrus; IPS, intraparietal sulcus; STG, superior temporal gyrus; ITG, inferior temporal gyrus; FusG, fusiform 
gyrus. 
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Figure 7: MEG activity activity in parietal and prefrontal cortex explains a large 
amount of behavioral performance fluctuations. (A) Linear regression between the 
steady-state 12-24 Hz activity (0.25 - 2 s after stimulus onset) in the posterior 
intraparietal sulcus (pIPS) and d’. Bin size is 50 trials for the individual subjects and 
200 trials for the grand average. (B) Same as in A, for the dorsolateral prefrontal 
cortex (dlPFC). Insets: The regions of interest are depicted on a reconstruction of the 
cortical surface. The average across both hemispheres is the neural response 
variable in (A) and (B).  
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Figure 8: Choice probability analysis of target absent and present trials pinpoints the 
functional role of performance-predictive MEG activity. Upward deviation of CP from 
0.5 (chance level) indicates higher MEG activity before ‘yes’ than before ‘no’ choices 
(vice versa for downward). (A) Predicted pattern of CPs in target absent and present 
conditions for two different functions of a neural activity parameter in the perceptual 
choice. Left: Activity tends to be larger before ‘yes’ than before ‘no’ choices, 
irrespective of their correctness. Right: Activity tends to be larger before correct 
than before incorrect choices, irrespective of their content. (B) Exemplary 
distributions of single trial 12-24 Hz responses (0.25 - 2 s after stimulus onset) on 
target absent and target present conditions (dlPFC, subject 4). Distributions are 
sorted according to ‘yes’/’no’ choice. The responses tend to be larger before ‘no’ 
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than before ‘yes’ choices for target absent trials and vice versa for target present 
trials. (C) Left: mean responses for each stimulus/choice combination (error bars: 
jackknife SEM) Right: Choice probabilities for target present and absent conditions. 
Prefrontal 12-24 Hz activity predicts the accuracy, and not the content, of the 
subject’s upcoming choices. Abbreviations: CR, correct rejects; FA, false alarms; M, 
misses; H, hits; -, target absent condition; +, target present condition. 
 
Having established a trial-to-trial co-variation between MEG responses in the 
dorsal pathway and subjects’ detection accuracy, we went on to pinpoint the 
source of this co-variation. In principle, variations in the dynamic stimuli could 
cause such an effect, if they were correlated with both, the strength of the MEG 
response and behavioral choice. Recall that in the target absent condition, 
subjects viewed exactly the same noise stimuli on each trial, excluding this 
possibility. But on target present trials, targets moved either upward or downward, 
although subjects judged only the presence or absence of coherent motion. 
Psychophysical detectability of, and MEG responses to, these two different 
moving patterns may have differed slightly, which may have caused the observed 
correlation. We therefore repeated the analysis for the target present condition 
after splitting up the trials according to motion direction. The pattern of CP 
indicated higher 12-24 Hz activity before hits than before misses, irrespective of 
motion direction (Table 2). Significance was reduced in comparison to the 
previous analysis, reflecting the reduced statistical power. But CPs tended to be 
larger than 0.5 in each region and in fact larger than in the previous analysis, 
suggesting that stimulus-induced variability may have camouflaged a part of the 
choice-related modulation in the previous analysis. Average CPs were 0.58 
(upward) and 0.55 (downward) in MT+, 0.56 (upward) and 0.59 (downward) in 
pIPS, and 0.62 (upward and downward) in dlPFC. Thus, also on target present 
trials, the co-variation between MEG responses and behavioral choice did not 
depend on the variation of motion direction. This implies that the co-variation 
between MEG activity and perceptual choice on both target present and absent 
trials was not driven by the stimulus, but originated from sources inside the brain. 
FMRI-responses (Rees et al, 2000) and high gamma band MEG activity (Siegel et 
al, 2007) in human motion-sensitive visual areas, including MT+, increase 
monotonically with motion strength. One might therefore expect that MEG activity 
in the gamma band correlates with subjects’ motion present/absent perception. 
Note that a ‘pure’ correlation with choice content (false alarms > correct rejects 
and hits > misses, with equal differences between choice categories) might have 
obscured an effect in our previous analysis of correct vs. error trials. We therefore 
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repeated the CP analysis for the 64-100 Hz range. We did not find a content-
related pattern of CP in any of the three regions of interest (Table 3). However, we 
observed a trend towards an accuracy-related pattern (i.e., correct rejects > false 
alarms and hits > misses) in pIPS, resembling the pattern in the beta band. This is 
consistent with a conjoined increase of persistent beta and gamma band activity in 
the lateral intraparietal area of the macaque before delayed saccades (Pesaran et 
al, 2002). Surprisingly, we also found a trend towards an accuracy-related pattern 
of opposite sign (i.e., false alarms > correct rejects and misses > hits) in dlPFC. 
Average CPs were 0.49 (target absent) and 0.54 (target present) in pIPS, 0.52 
(absent) and 0.46 (present) in dlPFC. In sum, the present data provide no 
evidence for the idea that gamma band activity in the human dorsal visual 
pathway reflects the perception of coherent visual motion near detection threshold. 
Rather, they show that endogenous fluctuations of beta band activity in this 
pathway during motion viewing predict the accuracy of subsequent detection 
reports. 
 
Table 2. Choice probabilities based on 12-24 Hz MEG-activity for upward and downward motion stimuli. 
 MT+ pIPS dlPFC 
Subject 1 2 3 4 1 2 3 4 1 2 3 4 
    
up CP 0.63 0.52 0.52 0.64 0.64 0.51 0.46 0.63 0.60 0.59 0.64 0.66 
 P <10-
3 
0.29 0.62 <10-
3 
<10-3 0.75 0.24 <10-3 <10-3 <10-3 <10-3 <10-3 
down CP 0.65 0.48 0.51 0.56 0.58 0.52 0.58 0.66 0.67 0.54 0.63 0.64 
 P <10-
3 
0.40 0.82 0.14 0.04 0.41 0.04 <10-3 <10-3 0.07 <10-2 <10-3 
Numbers are choice probabilities (CPs) and the corresponding null hypothesis probabilities (p-values) for upward 
and downward motion stimuli (see main text for details). CPs > 0.5 with p-values < 0.05 are printed in bold.  
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Figure 9: 12-24 Hz activity in the dorsal visual pathway predicts the accuracy of 
perceptual choice. Choice-related 12-24 Hz MEG activity is depicted for the steady-
state response (0.25 - 2 s from stimulus onset) in areas MT+, pIPS, and dlPFC. The 
format is as in Fig. 8C. For each region of interest, the left column shows mean 
responses, sorted according to stimulus and choice (error bars: jackknife SEM). The 
right column shows the corresponding CPs for target absent and present conditions 
(* p < 0.05, ** p < 0.01, *** p < 10-3, permutation test). Note that all CPs deviate in 
opposite directions from 0.5 in target absent and present conditions. Abbreviations: 
CR, correct rejects; FA, false alarms; M, misses; H, hits; -, target absent condition; +, 
target present condition; MT+, human visual motion-complex V5/MT+; pIPS, posterior 
intraparietal sulcus; dlPFC, dorsolateral prefrontal cortex. 
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Table 3. Choice probabilities based on 64-100 Hz MEG-activity for target and noise stimuli. 
 MT+ pIPS dlPFC 
Subject 1 2 3 4 1 2 3 4 1 2 3 4 
    
noise CP 0.51 0.49 0.53 0.54 0.46 0.47 0.46 0.55 0.52 0.51 0.52 0.51 
 P 0.70 0.58 0.14 0.10 0.07 0.04 0.01 0.02 0.3 0.43 0.30 0.77 
target CP 0.52 0.42 0.44 0.49 0.57 0.53 0.58 0.47 0.45 0.47 0.48 0.43 
 P 0.43 <10-3 0.02 0.14 0.01 0.02 <10-2 0.10 0.04 0.43 0.34 <10-3 
Numbers are choice probabilities (CPs) and the corresponding null hypothesis probabilities (p-values) for target 
absent (noise) and target stimuli (see main text for details). CPs with p-values < 0.05 are printed in bold.  
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Discussion 
We have studied the relationship between parietal and prefrontal population 
activity and behavioral performance in a visual motion detection task in humans. 
MEG activity in the 12-24 Hz (beta) frequency range was consistently larger 
before correct than before incorrect behavioral choices. This performance-related 
power enhancement evolved only during visual motion viewing and was thus 
unrelated to fluctuations of subjects’ attentional state prior to stimulus onset. It was 
most strongly expressed in prefrontal and posterior parietal cortex, but to a lesser 
degree also in area MT+. The performance-related and stimulus-induced 
modulations of MEG activity had different spectral and spatial distributions, and 
their amplitudes were uncorrelated within each area. 12-24 Hz activity in MT+, 
posterior intraparietal sulcus, and dorsolateral prefrontal cortex predicted the 
accuracy, but not the content, of subjects’ perceptual reports on single trials. 
The lack of predictive pre-stimulus activity in the present study seems to be at 
odds with previously reported effects of such predictive fMRI-activity in visual 
cortex (Ress et al, 2000; Sapir et al, 2005) and parietal MEG power in the low 
frequency (alpha and beta) range (Linkenkaer-Hansen et al, 2004) preceding 
stimulus onset in detection and discrimination tasks. Several features of our 
experimental protocol aimed at controlling subjects’ attentional baseline state and 
minimizing the contribution of occasional attention lapses on the subsequent 
perceptual judgment. First, trials were presented in rapid succession within each 
block, forcing subjects to maintain a steady level of alertness. Second, the random 
dot patterns had maximal contrast, eliminating uncertainty about the target 
position and grabbing subjects’ attention immediately after stimulus onset. Third, 
stimuli were presented for a long duration, which reduced the impact of occasional 
attention lapses before stimulus onset on the perceptual judgments. In addition, 
we did not explicitly cue subjects to attend to a particular location or visual feature 
prior to the onset of the random dot patterns (Corbetta and Shulman 2002; Sapir 
et al, 2005). All of these features might account for the lack of predictive pre-
stimulus activity in the present study. This lack suggests that the process 
underlying the performance-related activity during motion viewing does not reflect 
slow baseline fluctuations of arousal and/or selective attention on a time scale 
longer than the duration of a trial. Rather, this activity reflects a process, which is 
specifically linked to stimulus processing and accurate decision-making, such as 
attention, short-term memory, and/or confidence.  
It is well established that the cortex engages in rhythmic population activity in 
different frequency ranges depending on the gross brain state (Steriade 2000; 
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Wang 2003). But the functional role of such band-limited activity in sensory 
processing is less clear. Stimulus-dependent and attentional modulation of local 
field activity in visual cortex have predominantly been observed in the gamma 
band (Gray and Singer 1989; Brosch et al. 1997; Gruber et al. 1999; Fries et al. 
2001; Siegel and König 2003; Henrie and Shapley 2005; Siegel et al. 2007, Liu 
and Newsome 2006). The attentional modulation of gamma band responses 
predicts behavioral performance in visual tasks above detection threshold (Taylor 
et al. 2005; Womelsdorf et al. 2006). Persistent gamma band activity in parietal 
cortex predicts the direction of upcoming saccades (Pesaran et al. 2002). By 
contrast, changes of alpha and beta band activity in cortex have been commonly 
interpreted as a signature of ‘cortical de-activation’ (e.g., Pfurtscheller and Lopes 
da Silva 1999). This concept is consistent with the commonly observed strong 
stimulus-induced suppression of MEG power in the range from about 4 to about 
50 Hz in visual and parietal cortex (see also Hoogenboom et al. 2005; Siegel et al. 
2007), but inconsistent with the robust performance-related increase of 12-24 
(beta band) Hz activity throughout the dorsal pathway observed in the present 
study. This apparent discrepancy can be explained by two separate components 
of the stimulus-induced beta band activity: a strong and unspecific global 
component and a subtle performance-related component. The different spatial and 
spectral signatures and the lack of correlation between these components suggest 
that they have different neuronal generators. Visual stimulation presumably 
decreases unspecific low-frequency activity across a large group of task-unrelated 
neurons, producing large extracranial signals. By contrast, a comparably small 
pool of neurons in each processing stage of the dorsal pathway, which contribute 
to the perceptual decision process might engage in coherent beta band 
oscillations (Kopell et al, 2000). This, in turn, leads to small increases of 
population activity in this frequency range within each processing stage.  
The behavioral significance of increases in beta band activity for attentive visual 
processing is consistent with previous studies in macaque and human. Such 
increases in macaque V1 local field potentials correlate with perceptual reports 
during bi-stable stimulus-viewing (Gail et al. 2004; Wilke et al, 2006). Beta band 
activity in macaque extra-striate visual cortex and lateral intraparietal area 
correlates with visual working memory (Pesaran et al. 2002; Tallon-Baudry et al. 
2004). Synchronization of MEG activity over human frontal and parietal cortex in 
the beta band is larger before hits than before misses in the ‘attentional blink’ 
protocol (Gross et al. 2004). By contrast, the lack of percept-related gamma band 
activity in the present data is inconsistent with such percept-related modulations of 
local field activity in the gamma band observed in macaque MT during fine speed 
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discrimination (Liu and Newsome, 2006) and in macaque V4 during the 
suppression of salient target patterns (Wilke et al al, 2006). In both studies, target 
stimuli were at or close to maximal strength (motion coherence or contrast). There 
are at least two explanations for this discrepancy. First, percept-related gamma-
band modulations of field activity in near-threshold tasks might be too small, or 
confined to too small neuronal groups, to be detectable at the scalp level. Second, 
gamma band activity might not be related to perception of visual stimuli near 
detection threshold: Response synchronization in the gamma band might 
contribute to the representation of stimulus strength only at high levels, at which 
firing rates tend to saturate (Henrie and Shapley, 2005). In line with this idea, 
gamma band MEG activity in human motion-sensitive cortical visual areas is 
tightly correlated with visual motion coherence only above detection threshold 
(Siegel et al, 2007). Furthermore, in the present data, we observed a trend 
towards an accuracy-related modulation (correct rejects > false alarms) in the 
gamma band in parietal cortex, arguing against a link to perceptual content near 
threshold. However, there may have occurred a percept-related modulation in 
MT+ below the sensitivity of our measurements. 
The firing rates of single units in macaque MT (Britten et al 1996; Williams et al. 
2003; Uka and DeAngelis 2004), lateral intraparietal area (Shadlen and Newsome 
2001; Cook and Maunsell 2002; Williams et al. 2003) and dorsolateral prefrontal 
cortex (Kim and Shadlen 1999) predict monkeys’ behavioral reports about noisy 
and ambiguous visual motion signals. Importantly, these spike rate fluctuations 
predict the content of perceptual choices. Thus, large-scale field activity in the 
beta band seems to provide qualitatively different information about perceptual 
decision processes than average firing rates: It does not predict the content of the 
upcoming choice, and thus is not involved in the representation of the sensory 
stimulus (or a derived decision variable). Rather it indexes the computations 
transforming such representations into actions (deCharms & Zador, 2000; Salinas 
& Sejnowski, 2001). Specifically, coherent beta band activity might regulate the 
flow of motion representations through the dorsal visual pathway (Kopell et al, 
2000; Salinas and Sejnowski, 2001). Fluctuations of the strength of this activity 
then cause fluctuations of the efficiency of signal flow and, thus, of decision 
accuracy. Alternatively, beta band activity in the dorsal pathway may reflect 
synaptic reverberation: Synaptic reverberation may underlie the temporal 
integration of motion signals in cortical decision circuits (Wang et al, 2001, 2003) 
and may produce periodic temporal structure in neural population activity (Pesaran 
et al, 2002; Tallon-Baudry et al, 2004). It is noteworthy that the cortical distribution 
of performance-predictive MEG activity in the present study corresponds closely 
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with the distribution of performance fMRI-activity during the delay of a visual short-
term memory task (Pessoa et al, 2002).  
To conclude, our results demonstrate that the trial-to-trial fluctuations of cortical 
population activity in the beta band in several stages of the human dorsal visual 
pathway predict the trial-to-trial fluctuations of behavioral motion detection 
performance. Specifically, our results establish that this activity predicts the 
accuracy, not the content, of simple perceptual decisions.  
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SUMMARY AND CONCLUSIONS 
 
Chapter 6 
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Summary 
 
In the series of experiments that I have presented here, we have shown the 
following:  
 
In the experiment presented in chapter 2, we have seen that mechanical tactile 
stimulation induces a robust high-frequency gamma-band-response. This was 
confirmed in another experiment that is presented in chapter 4. Furthermore, from 
chapter 2 we have seen that spatial attention reliably enhances this signal - 
stronger than any other feature of brain activity that was recorded in this 
experiment. This makes it rather likely that this pattern of activity is of high 
relevance for stimulus processing in this challenging task. A source reconstruction 
method localized this activity to primary somatosensory cortex. With this the data 
can fill an existing explanatory gap, namely that most electrophysiological studies 
have not found attention effects in S1, but studies relying on hemodynamic 
measures did find attention effects in S1 (Burton and Sinclair, 2000). Attended 
stimuli also caused a reduced beta-rebound in sensors contralateral to stimulation 
side, but suppression (or desynchronization) of low frequency-activity in mu- and 
beta-band were not or hardly affected by attention – despite these signals are 
picked up with high signal to noise ratio. We did find, however, a strong 
modulatory effect of attention upon stimulus induced desynchronization of 
occipital-band activity, in the absence of visual stimulation. In line with this, this 
study also showed a slow and late evoked field response of occipital cortex to 
presentation of the tactile pattern stimuli. 
Thus, the results from this experiment add an important contribution to 
understanding the principles of somatosensory information processing and confirm 
the effect of attention on synchronized oscillatory activity. Furthermore, they 
corroborate findings from hemodynamic measures showing recruitment of occipital 
cortex in tactile pattern or shape processing and add information about the timing 
of these events.  
 
Chapter 3 complements the results from chapter 2 in the sense that, here, we 
focus on top-down effects on ongoing brain activity. The main results from this 
study were that attention modulates ongoing activity preceding and following 
stimulus presentation in a way that processing of the relevant stimuli seems to be 
facilitated, while processing of the irrelevant seems to be inhibited (Jones et al., 
2007). Furthermore, we show that while subjects perform the delayed-match-to-
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sample task, broadband high-frequency activity is enhanced above baseline levels 
in higher level visual and potentially somatosensory areas. The functional role of 
this activity cannot be clearly elucidated due to inherent limitations of this 
particular analysis; specifically it does not allow a distinction of attention and 
working memory components. The fact that this activity is strongly correlated with 
low-frequency attention effects in somatosensory areas is somehow suggestive 
that it may represent activity of an attentional control structure, however its 
localization in more ventral areas is somehow less consistent with this idea 
(Corbetta and Shulman 2002). An alternative explanation is that this sustained 
activity may subserve the maintenance of a working memory representation of the 
tactile sample stimuli.  
 
In chapter 4 we investigated how visually induced and evoked activity in visual 
cortex are  modulated by a simultaneously presented tactile stimulus – dependent 
on the spatial relation of the visual and the tactile stimuli. A surprising major result 
from this study was that the relative position of the visual and the tactile stimulus 
was more or less irrelevant for the brain response. The tactile stimulus enhanced 
early evoked activity in medial parieto-occipital cortex around the precuneus and 
enhanced gamma-band oscillations in relatively widespread occipital cortex, while 
lower frequency oscillations were only slightly, nonsignificantly reduced. 
Interestingly, in this simple reaction time-task, tactile stimuli speeded up reaction 
times considerably. We investigated what the main determinants of reaction times 
were. It turned out that – besides beta-band activity in various motor-related brain 
regions in prestimulus and post-stimulus period  - over sensory cortex the gamma-
band-activity showed a relatively high linear correlation when trials binned 
according to reaction times were used. This was true for the correlation analysis 
within conditions, but also for the correlation across conditions, suggesting that at 
least part of this behavioural facilitation effect may indeed be caused by the tactile 
enhancement effect on occipital gamma-band oscillations.  
 
Finally, in chapter 5 we investigated which fluctuations of brain activity would 
predict behaviour in detection tasks, where subjects were exposed to stimuli at 
threshold-detection levels. The rationale was that in such scenarios, whether a 
subject commits an error or not depends on the systems state at the time of 
stimulus encoding and processing. The major finding from this study was that 
activity in classical sensory regions had little impact on this and the best predictor 
of subjects’ accuracy was found in beta-activity in posterior parietal cortex and the 
dorsolateral prefrontal cortex. Posterior parietal cortex is comprised of classical 
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areas involved in transmission of sensory information to frontal and motor 
structures and the dorsolateral prefrontal area is known to be involved in 
perceptual decision making (Heekeren et al., 2004). We found that, while beta 
activity was generally suppressed during the task (compared to baseline level), 
higher levels of beta-activity were associated with correct responses. The 
interpretation of the data was such that there is a global suppression effect on 
beta-oscillations caused by the stimulus, but this is accompanied by a more 
specific engagement of subpopulation of neurons in the beta-rhythm, which are 
involved in task processing. Interestingly, the difference in beta-power for correct 
vs. incorrect trials was not apparent in the prestimulus period, suggesting that 
random fluctuations of resting activity had little influence on performance in this 
task. This was explained with the temporally sustained stimulus presentation, 
making short lapses of attention less crucial for encoding of the stimulus. The role 
of beta-activity in these widespread areas may be to subserve facilitated exchange 
of information across these areas - as it is required in such tasks. This idea is 
consistent with other studies that have shown global suppression of beta-activity 
but found enhanced synchrony over wide-spread areas to correlate with better 
performance in similar tasks (Gross et al. 2004). Thus, the interpretation of this 
result is that enhanced levels of sustained beta-activity during discrimination tasks, 
requiring integration of sensory evidence, facilitate interactions between 
widespread networks involved in sensorimotor integration and thereby improve 
performance.  
 
Conclusions 
 
To conclude, the experiments presented in this thesis contribute to the literature 
on the functional role of rhythmic brain activity the following major issues: 
 
1) We have for the first time shown that tactile stimulation (of mechanoreceptors) 
induces robust gamma-band oscillations in somatosensory cortex, similar to that 
shown for stimulation of sensory receptors in other modalities.  
 
2) Similar to what has been shown in the visual system, rhythmic activity in 
somatosensory cortex is a major target of top-down attentional mechanisms. 
Attention seems to modulate stimulus induced activity and ongoing activity 
differently: upon stimulation, primarily high-frequency activity is modulated, while 
during rest, primarily low-frequency activity is modulated. 
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3) Visually induced high-frequency gamma-band activity in early visual cortex is 
clearly modulated by simultaneous tactile stimulation, while effects are much 
weaker on low-frequency activity. Together with the observed modulatory effect of 
tactile stimulation on activity in visual cortex in the absence of visual stimulation, 
this emphasizes the high level of integratedness of the visual and somatosensory 
system. 
 
4) Rhythmic activity in the beta-band seems instrumental for information 
transmission in widespread networks of sensory and higher level motor areas as it 
is required for solving complex sensory tasks.  
 
The common thread that can be taken from these different studies is, in the most 
general sense that modulations of oscillatory activity (in high and low frequency 
bands) seem to be a general property of (at least) sensory cortex in response to 
afferent stimulation. Oscillatory activity has proven to be relevant for the 
processing of sensory information in all studies, both in the visual and in the 
somatosensory domain. The diversity of the tasks employed here supports a more 
general role of synchronized oscillatory brain activity in the information processing 
stream, that prevents the attribution of specific cognitive processes to the 
emergence of oscillatory synchrony in general, or even to oscillations in specific 
frequency bands. It seems therefore to be more appropriate to ask the question, 
how does oscillatory synchrony affect neural computation and may therefore be 
relevant for understanding information processing and ultimately, complex 
behaviour and cognition. 
 
A more specific, though somewhat more hypothetical conclusion that can be 
drawn from the data presented here is the following: it seems as if interactions of 
top-down signals and bottom-up signals result primarily in enhancement of high-
frequency rhythmic activity, while effects of top-down signals in the absence of 
bottom-up signals seem to affect primarily low-frequency rhythmic activity. The 
latter point is not only manifested in the effects of attention on somatosensory 
cortex, but is also true if one considers heteromodal input into an area as a top-
down signal (see e.g. Schroeder and Foxe, 2002): Tactile stimulation in the 
absence of visual stimulation leads to suppression of low-frequency activity and 
tactile stimulation in the presence of visual stimulation leads to enhancement of 
high-frequency stimulation. Clearly, more research is necessary to assess the 
generality of this pattern. 
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De doelstelling van deze dissertatie was de functionele betekenis van neuronale 
oscillaties en synchronie te onderzoeken - vooral in sensorische systemen - met 
een speciale nadruk op oscillaties van hoge frequenties, de zo genaamde gamma-
oscillaties. De redenen voor dit onderzoek en de geschiedenis erachter zijn in 
hoofdstuk een samengevat. In hoofdstukken twee tot en met vijf heb ik uitgelegd 
hoe de vraagstelling naar de functionele betekenis van neuronale oscillaties in 
verschillende experimenten is onderzocht. In deze experimenten worden vooral 
oscillaties in het visuele en somatosensorische systeem onderzocht.  
 
In hoofdstuk twee beschrijf ik hoe ruimtelijke aandacht neuronale activiteit ten 
gevolge van taktiele stimulatie verandert. Onderzoek heeft laten zien dat wij ons 
op elk moment slechts van een kleine deel van de prikkels, die onze sensoren 
stimuleren (en die dus ons physische omgeving vormen), bewust zijn. Als nu 
alleen partiële stimuli onze bewustheid bereiken, dan volgt de vraag welke 
neuronale mechanismen bepalen of wij iets bewust waarnemen of niet. In dit 
experiment hebben wij proefpersonen taktiele patronen laten voelen met behulp  
van piëzoelektrische Braille-stimulatoren. Wij hebben proefpersonen geïnstrueerd 
in verschillende trials de aandacht te richten op de rechter of op de linker vinger 
en zodra zij een bepaald patroon herkenden, met een druk op een knop te 
reageren. Zij moesten dus alleen de knop indrukken, indien dit bepaalde patroon 
op de hiervoor genoemde vinger gepresenteerd werd en dienden stimuli op de 
andere vinger negeren. 
Het grootste verschil tussen de responsies op stimuli met en zonder aandacht 
bleek  te zijn dat voor de eerstgenoemde een sterke en langdurige activiteit in de 
hoogfrequente gamma-band (60-100Hz) werd gemeten. Hoewel een typisch 
karakteristiek van de hersenresponsie op sensorische stimulatie een suppressie in 
de alpha- en beta-band is, was er geen verschil tussen in acht genomen en 
genegeerde stimuli in deze band. De resultaten laten dus zien, dat ruimtelijke 
aandacht een grote invloed heeft op gamma-oscillaties en suggereren daarmee 
dat deze gamma oscillaties met grote waarschijnlijkheid van groot belang zijn voor 
het verwerken van taktiele informatie in het somatosensorisch systeem. 
 
In hoofdstuk drie is gekeken naar een ander aspect van aandacht op neurale 
activiteit in sensorische cortices, namelijk, naar de wijze waarop aandacht 
zogenaamde „ongoing“ (of doorgaande) neuronale activiteit beïnvloedt (en dus 
hersenactiviteit beïnvloedt, die niet met een specifieke gebeurtenis gekoppeld is). 
De resultaat van deze analyse was, dat in het somatosensorisch systeem alleen 
een lateraal effect op de lage frequenties te meten was, terwijl er een constante 
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verhoging was van hoogfrequente activiteit in meestal bilaterale occipito-
temporale regio’s – gedurende de tijd waarin proefpersonen met het taak bezig 
waren. Een precieze verklaring voor deze waarnemingen is nu niet beschikbaar  
De amplitude van neurale activiteit in lage frequenties was in het algemeen niet 
veranderd bij aandacht op een bepaalde vinger vergeleken met de activiteit tijdens 
de rust perioden, maar de amplitude in de somatosensorische cortex 
contralateraal van de kant waar aandacht op gericht was, was signifikant lager 
dan aan de ispilaterale kant. De schijnbare tegenspraak van deze twee aspecten 
is daarom vermoedelijk het beste verklaarbaar doordat het verschil tussen de twee 
cortices gewoon groter en vooral minder variabel is dan het verschil tussen de 
rustperiode en de aandachts periode. Ik heb dit zo geïnterpreteerd dat ruimtelijke 
attentie  doorgaande hersenactiviteit zo verandert, dat de genegeerde kant (waar 
aandacht dus niet op gericht is) constant geïnhibeerd wordt – vergeleken met de 
in acht genomen kant. Dit resultaat is in overeenstemming met de zogenoemde 
„bias-competition“ theorie van attentie. Deze resultaten onderstrepen verder het 
verschil van top-down effects (van attentie) op hersenactiviteit van lage en hoge 
frequentie. 
 
In hoofdstuk vier hebben wij onderzocht wat er gebeurt als zowel een visuele en 
een taktiele stimulus tegelijkertijd worden aangeboden. In hoofdstuk twee hebben 
wij al gezien dat aanbieding van een taktiele stimulus op verschillende manieren 
ook de activiteit in het visuele systeem beïnvloedt. Het is steeds nog een grote 
vraag of en hoe verschillende sensorische systemen direct met elkaar 
communiceren en een populaire theorie is lang geweest, dat deze communicatie 
tot stand wordt gebracht door selectieve oscillatoire synchronisatie tussen 
populaties van zenuwcellen in verschillende sensorische modaliteiten. Als nu 
beide modaliteiten tegelijkertijd gestimuleerd worden en die stimuli bepaalde 
ruimte-tijd relaties hebben, zou het mogelijk zijn dat er een soort van een 
„afspraak“ tussen beide sensorische cortices plaats vindt – eventueel een tijdelijke 
koppeling van oscillaties in beide cortices. Uit de resultaten bleek echter, dat een 
taktiele stimulus wel een invloed heeft op hoogfrequente gamma-activiteit in 
occipitale cortex, maar dat deze invloed onafhankelijk was van de ruimtelijke 
relatie van de visuele en taktiele stimuli. De taktiele stimulus beïnvloedt ook het 
uitvoeren van een makkelijke taak op de visuele stimulus positief. Interessant was 
dan ook te zien, dat deze hoogfrequente oscillaties (die dus door de taktiele 
stimulus beïnvloed worden) sterk met een gedragsmaat (reactietijden van de 
proefpersoon) correleerden en dat het daardoor niet onwaarschijnlijk is dat het 
voordeel die door de integratie van taktiele en visuele informatie geleverd wordt 
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door een oscillatoire koppeling tot stand gekomen is. Oscillaties in lage 
frequenties in de sensorische cortex gedurende de tijd na stimulatie blijken niet of 
bijna niet veranderd, hoewel laagfrequente oscillaties in de rustperiode voor de 
presentatie van een stimulus een grote invloed op het success van het uitvoeren 
van de opdracht hadden. 
 
In hoofdstuk vijf hebben we de vraag naar de functionele relatie van oscillaties 
vanuit een andere invalshoek onderzocht. In de drie voorafgaande hoofdstukken 
hebben we de invloed van veranderingen van stimulatie of van de opdracht die 
een proefpersoon uitvoert op de hersenactiviteit onderzocht. Het is een empirische 
feit, dat, ook als we een proefpersoon steeds dezelfde fysische stimulus laten 
zien, de subjectieve waarneming van de stimulus toch iedere keer wat 
verschillend is, omdat de toestand van het hersenen niet constant blijft. Vooral als 
we een stimulus onduidelijk laten zien zullen er grote verschillen optreden: soms 
ziet een proefpersoon een stimulus relatief duidelijk, soms helemaal niet en soms 
zou hij onzeker kunnen zijn wat hij eventueel heeft gezien. Het is dan interessant 
te onderzoeken van welke factoren (van welke hersenprocessen) het afhangt of 
de proefpersoon op een bepaald moment iets ziet of niet: Wij nemen aan dat we in 
het verschil tussen situaties waar een proefpersoon iets correct heeft gezien 
vergeleken met situaties waar hij niets heeft gezien iets kunnen leren over de 
processen die van belang zijn voor de doorgeleiding van sensorische informatie. 
In dit experiment hebben wij gebruik gemaakt van visuele stimuli, waar 
proefpersonen een bewegingssignaal moesten rapporteren, en wij hebben de 
stimuli zo aangepast dat ze dit alleen met een hit-rate van ongeveer 70% konden 
aangeven. De resultaten van dit experiment toonden aan dat het grootste verschil 
tussen succesvolle en niet succesvolle waarnemingen bepaald werd door de 
toestand van het parieto-frontale beta-oscillaties netwerk. Er was geen 
(significant) verschil in de hoge frequenties. Hoewel deze resultaten enigszins 
moeilijk te interpreteren zijn, laten ze toch zien dat variaties van subjectieve 
waarneming niet helemaal „toevallig“ zijn, maar wel aan specifieke fysiologische 
processen zijn gekoppeld. Specifieker laten ze zien dat oscillaties bij lage 
frequenties een goede indicator voor de functionele toestand (of de 
„voorbereidheid“) van het hersen voor de verwerking van sensorische informaties 
zijn – en dat deze niet alleen in sensorische gebieden gebeurt, maar dat voor de 
evaluatie (of „decision making“) van zulke informatie een geïntegreerd netwerk 
van hersengebieden nodig is. Het lijkt dus, dat oscillaties van lage frequenties 
voor de communicatie in dit netwerk van groot belang zijn. 
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Samengevat laten de resultaten van deze verschillenden experimenten zien, dat 
het optreden van hoogfrequente gamma oscillaties een algemene eigenschap van 
sensorische cortices op sensorische stimulatie blijkt te zijn. Deze resultaten 
ondersteunen het idee, dat deze gamma-oscillaties van groot belang zijn voor het 
verwerken en doorgeven van sensorische informatie. Verder blijkt, dat hoewel 
laag- en hoogfrequente oscillaties zich gewoonlijk antigecorreleerd gedragen ten 
gevolg van stimulatie, de reactie van deze oscillaties op verschillende context-
factoren (zoals aandacht, invloed van een stimulus uit een ander modaliteit) zeer 
verschillend uitvalt.  
Een systematisch onderzoek van dit verschillende gedrag zou eventueel tot een 
beter begrip voor het tot stand komen van deze oscillaties in verschillende 
frequentiebanden leiden, en tegelijkertijd tot een beter begrip van de verschillende 
mechanismen van „bottom-up“ (dus van receptoren of lagere hersengebieden 
naar hogere) en „top-down“ (van hogere hersengebieden op lagere) activiteit 
leiden.   
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