Now, let us state the main contribution of the paper. The necessary and sufficient conditions in the following theorem hold for all center quasi-polynomials q(z; a 3 ) (n > 1) and radii r satisfying the Assumption 2.2 in the family Q w;r . Automat. Contr., vol. 35, pp. 195-198, 1990.
I. INTRODUCTION
Compensators that perform sufficiently well in the presence of plant parameter variations are said to be robust. Stochastic robustness analysis is a practical method for quantifying compensator robustness [1] . The stochastic robustness metric characterizes a compensator, G, as the probability that the closed-loop system will have unacceptable performance in the presence of possible parameter variations. The probability, P , can be defined as the integral of an indicator function over the space of expected parameter variations P = V I[H(v); G]pr(v)dv (1) where H is the plant structure, V is the space of possible parameter variations, v is a point in V , and pr(v) is the probability density function. I [1] is a binary indicator function that equals one, if H(v) and G form an unacceptable system, and is zero otherwise. The designer decides the definition of "unacceptable." For example, it could mean instability, violation of a response envelope, excess use of control, or a combination of qualities. This metric deals equally well with linear, nonlinear, time-invariant, and time-varying systems.
In finding the best compensator, there may be tradeoffs between those that minimize one performance metric and those that minimize a different metric. Tradeoffs can be formalized by combining the probabilities in a scalar robustness cost function J = fcn(P 1 ; P 2 ; 1 1 1): (2) Each design point, d; (d 2 D); defines a compensator, G (d). With Ij ; H; V; and pr(v) fixed, the problem is to find the value of d that minimizes J (d).
In most applications, (1) cannot be integrated analytically. A practical alternative is to use Monte Carlo Evaluation (MCE) [2] with N samples in V . The estimates are then 2 ; 111]: (4) J approaches J in the limit as N ! 1.
In [3] , robust linear-quadratic-Gaussian (LQG) compensators for a benchmark control problem were found using MCE and a sequence of line searches. The compensators were exceedingly robust, but the search algorithm was inefficient, requiring many MCE's. This paper develops efficient algorithms for designing robust controllers using random search and genetic algorithms (GA).
II. RANDOM SEARCH AND GENETIC ALGORITHMS
AS USED ON DETERMINISTIC FUNCTIONS Although the random search is inefficient, it is simple and often used as a standard for comparison with other searches [4] . The designer initiates the random search by defining the limits of the search space, D. A random number generator selects points d k within D, where k = 1111N s , and N s is the number of search points. The value of J(d k ) is tested for each k, and the point giving the lowest value is taken to be the estimate of the global minimizer, d 3 .
Genetic algorithms [5] - [7] are randomized adaptive search methods that process a large number of search points at each step and splice the best of the old search points together to produce a new set of points. A GA has two significant advantages for searching a stochastic robustness cost function: randomization within the search method makes the algorithms robust to errors inĴ, and the splicing produces implicit parallelism, which limits computational complexity.
The 
where max(dm) and min(dm) define the limits of direction m of D. Each of these mutations may be given a different probability of occurring.
Elite selection and clustering improve search efficiency. Elite selection retains one or more of the best members of the population and passes them directly into the new generation without crossover or mutation. This ensures that the best solution is not lost. Clustering [9] can create a "super-elite" member to pass into the new generation from groups of vectors that lie close to the global minimum. The centroid is passed to the new generation as a super-elite member.
Values must be chosen for the search parameters within the GA. In the above algorithm these parameters are: the number of population members, Npop, the probability of global mutation, Pmg, the probability of local mutation, P ml , the base for local mutation, b, and the initial number of MCE's, NMCE0.
III. STATISTICAL CONSIDERATIONS
If the objective function were evaluated without error, the random search would easily choose the best of the tested points and eliminate all inferior points. However, an MCE allows errors inĴ. A search point cannot be eliminated unless there is a significant difference betweenĴ for the given point andĴ for the best point. For efficient random search, significant difference must be identified using a minimal number of MCE's.
Confidence intervals bound the expected error of an estimate. The probability that the true value of
Analytic derivation of confidence intervals is possible only for simple probability distributions. Bootstrapping [10] estimates the distribution ofĴ by repeatedly simulating the estimation process without reassessing the original function.Ĵ 0 is repeatedly estimated aŝ J 0 = fcn(P 0 1 ;P 0 2 ;P 0
whereP 0 j is sampled from a binomial distribution with a mean ofP j .
The values ofĴ 0 are ordered, the bottom 100 percentile is taken as L, and the 100(1 0 ) percentile defines U. (9) V has four overlapping subvolumes
Va is the sub-volume of the plant parameter space in which the closedloop performance with compensator da is unacceptable, and V a = is the space where it is acceptable. V b and V b = are described similarly. Combining these spaces gives ( P a\b is the probability of the plant parameter vector, v, being in a subvolume, where both d a and d b are unacceptable. P a\b = is the probability of being in a subvolume where d a is unacceptable and d b is acceptable. With these definitions, (9) is 1J = (P a\b + P a\b = ) 0 (P b\a + P b\a = ) (14) and it is estimated as 1Ĵ = (P a\b +P a\b = ) 0 (P b\a +P b\a = ): (15) If the sampling for each probability is independent, then the variance in the Monte Carlo estimate of 1Ĵ is the sum of variances [11] 2 1Ĵ = 2P + 2P + 2P + 2P : This process eliminates the variation in the random search due tô P 2 j;a\b andP j;b\a . The GA selection procedure is based on differences between cost estimates. Statistical tools are needed to supply sufficiently accurate estimates without using more MCE's than are necessary. Errors inĴ do not affect selection if the error is smaller than the true difference.
This principle guides the selection of N, the number of evaluations used to assess each new member. The dispersion of the top 25% of the population is characterized by
The mean variance in the individual estimates of J is 2Ĵ = 1
where
2Ĵ (d ) denotes the variance of estimateĴ(d k ). 2Ĵ (d ) is
obtained by the bootstrapping procedure [10] . Relating (21) to (23) allows a desirable magnitude of Ĵ to be defined as pop , where is a positive number on the order of one, chosen by the designer.
The desired Ĵ can be related to the required number of MCE's.
The stochastic robustness metrics are binary, andP has a binomial probability distribution [11] with standard deviation
where P is the true probability. The standard deviation ofĴ therefore varies inversely with p N. If one pairing of N and Ĵ is known, then the N required to achieve the desired level of
IV. INCORPORATING STATISTICAL TOOLS INTO THE SEARCH ALGORITHMS
In the random search, a number of MCE's are carried out for each d k , using the same sample points to test each compensator. The search estimates the best search point, dmin, as the one witĥ The reduced population is subjected to additional MCE's. The most efficient number of evaluations is the number that will increase the accuracy of each estimated difference, 1Ĵ k , just enough to eliminate the next test point. This number is estimated by comparing the current width of the confidence interval around 1Ĵ k with the interval required to be certain that 1Ĵ k is greater than zero, i.e., that the lower bound L 1Jk is greater than or equal to zero. The current difference between 1Ĵ k and the lower bound is (1Ĵ k 0L 1Jk ), and the required difference is equal to (1Ĵ k 0 0). From (25), the number of MCE's required to eliminate point k is estimated as
The number of extra evaluations required is N req;k 0 Ncur.
There are two possible stopping conditions for the search. The obvious condition is that only one point remains. The other condition is that the upper bound on all the remaining points is close to the value of the best point, i.e., 
P1 is the dominant term (e.g., the probability of closed-loop instability), while P 2 and P 3 are less critical performance metrics. Eighteen positive functions are summed to simulate each probability [12] . The minimizing values of d are in a small portion of the search volume.
Here, J max is 1.2, J mean is 1.071, and J min is 0.033. Only 3% of D has J < 0:5, and 0.09% has J < 0:25. Table I . After 10 4 evaluations, the random search achieves E[J nal ] = 0:24, whereas the GA achieves E[J nal ] = 0:11 (Fig. 2) . The random search requires 10 4 evaluations to achieve E[J nal ] = 0:24, while the GA requires only 900 evaluations to achieve the same result, an 11-fold savings in computation.
VI. APPLICATION TO A BENCHMARK CONTROL PROBLEM
The genetic algorithm was used to design robust compensators for a benchmark problem [14] . The plant is a mass-spring-mass system with noncollocated sensor and actuator. where m 1 and m 2 are the masses and k is the spring constant, each of unit value. The task is to design a compensator to command u, given measurements of y. There are three requirements: a nominal 15-s settling time in response to a unit disturbance impulse, minimal actuator use, and maximal stability robustness when m 1 ; m 2 ; and k are uncertain [15] . The plant parameters have uniform probability distributions, with 0:5 < k < 2;0:5 < m1 < 1:5; and 0:5 < m2 < 1:5.
Stochastic robustness analysis was used to compare the robustness of ten compensators designed by five different groups [14] , [15] . The robustness was quantified by the probability of instability, (P i ), the probability of excessive settling time, (P Ts ), and the probability of excessive actuator use, (Pu). In [3] , robust LQG regulators were designed using stochastic robustness metrics, and a line search was used to find parameters that minimize a robustness cost function.
Design 1 minimized a cost function defined as J = P 2 i +0:01P 2 Ts + 0:01P 2 u , achieving P i = 0:0034; P Ts = 0:7588; P u = 0:1077, or J = 0:0059. Design 1 is 1.5 times better than the best of the ten compensators in [15] . However, the synthesis of Design 1 required a total of 701 250 MCE's. The GA found a better compensator with one-tenth of the calculations. The same LQG regulator structure was used as in [3] , and the same design parameters were chosen. The progress of one run of the genetic algorithm is shown in Fig. 3 . Over 20 runs, the search achieved a mean ofĴ = 0:0059 with a mean number of 70 400 evaluations. After an average of 115 500 evaluations, the mean cost was J = 0:0056. The best of the 20 runs achievedĴ = 0:0039. For this design P i = 0:019; P Ts = 0:596; and P u = 0:019 (greater stability robustness could easily be obtained by changing the cost function to increase the weight on Pi , but this would sacrifice performance robustness). The resulting compensator transfer function is 
The nominal closed-loop system has a settling time of 13.2 s and a peak actuator use of 0.52 units. This compensator's robustness compares well with that of the earlier designs, as shown in Fig. 4 [3], [15] .
VII. CONCLUSION
Statistical principles required to efficiently search a stochastic robustness cost function have been developed. The principles are incorporated in random search and genetic algorithms. This work shows that genetic algorithms, combined with statistical tools, provide an efficient method for searching a stochastic robustness cost function, opening new possibilities for the synthesis of robust control systems. The utility of our approach was demonstrated on a benchmark problem, resulting in a design with excellent robustness characteristics.
