is not a linear combination of .
X In that case, these weights, which may also be viewed as the rate of substitution among different constituent indices, lose interpretability in any simple manner and hence go far off the desirable property of easy comprehensibility.
II. Two Desirable Propertied of a Composite Index:
Now we enunciate two desirable properties of a composite index: (i) change in kj x best be reflected into a change in k I , which we call sensitiveness, and (ii) change in kj x be least reflected into changes in , :
≠ which we will call robustness. Sensitiveness implies stronger correlation between the composite index, , I and the constituent index variables, .
X x j ∈
On the other hand, robustness implies insensitiveness of w to changes in . X Viewed as such, this method yields a robust composite index. It also follows the law of insufficient reason; that in absence of any indubitable basis of determining the weights assigned to different index variables, they all carry equal weights. In the last few years, after it was used for construction of the 'human development index', this method has won many adherents. In applying this method, on many occasions, the index variables, , s x j are standardized or normalized in some manner such that R The eigenvectors are then normalized to satisfy the condition
where || || i denotes the Euclidean norm. These normalized eigenvectors are used as weights to construct the composite indices. The index constructed by using the eigenvector associated with the largest eigenvalue is often used as the first best composite index. This index attains the global maximum mentioned earlier.
The composite index thus obtained has many optimal properties. However, this PCA based index is often elitist (Mishra, 2007-b) , with a strong tendency to weight highly correlated subset of X favourably and relegating poorly correlated index variables to the subsequent principal components. In practice, when one has to use only one composite index to represent , X the poorly correlated index variables remain largely unrepresented. Since correlation is no measure of importance, many highly important but poorly correlated index variables may thus be undermined by the PCA-based composite index.
The said elitist property of the PCA based index may possibly be ameliorated by application of multi-criteria analysis. It has been suggested (Mishra, 1984 ) that multiple PCAbased composite indices (
can be subjected to multi-criteria decision-making/concordance analysis (Hill and Tzamir, 1972; van Delft and Nijkamp, 1976) for establishing outranking relationship among the objects ( k   A ) represented by
, j I will take on a weight according to its explanatory power measured by the eigenvalue, j λ (of R ), associated with it. Since PCA-based composite indices are much fewer than the number of index variables in , X it is expected that this approach will be sharper than the approach that applies multicriteria decision-making tools on X itself (Munda and Nardo, 2005-a and 2005-b) . It may be noted, however, that the earlier approach derives endogenous weights from X itself, while the latter approach needs exogenous weights.
Another possible approach to abate the elitist tendency of the composite indices is to derive them not by maximization of the sum of squared correlation coefficients between the composite index and the constituent index variables as the PCA does, but by maximization of the sum of absolute (product moment) correlation coefficients between them (Mishra, 2007-a) . 
), errors of observation, effects of perturbation or presence of outliers on weights would surely be substantial and pervasive. Therefore, there is a need to replace product moment correlation coefficient by some more robust measure of correlation.
Since the formula of computing the product moment correlation is fundamental to development of many other measures of correlation, we present it here. The product moment coefficient of correlation is defined as:
where, [ ] 
. This formula (2) is of a great relevance for development of some other formulas of correlation.
There is one more identity that may be interesting. This identity is given as: 
However, for j i = the terms take on zero value and, thus, (Spearman, 1904) . There is a simpler (but less general) formula that obtains rank correlation coefficient, given as: 
is the signum correlation coefficient (Blomqvist, 1950; Shevlyakov, 1997) . Due to the special nature of transformation, we have
In this study we will use median as a measure of central tendency to obtain signum correlation coefficients. Bradley (1985) showed that if ( (
VI.3. Bradley's Absolute Correlation Coefficient:
, both of which conditions may be met by any pair of variables when suitably transformed, then the absolute correlation may be defined as
VI.4. Shevlyakov Correlation Coefficient: Hampel et al. (1986) defined the median of absolute deviations (from median) as a measure of scale,
which is a very robust measure of deviation, and using this measure, Shevlyakov (1997) defined median correlation,
where u and v are given as
Unlike the coefficient of correlation defined by the formulations above that consider correlation between any pair of variables at a time (and thus presuming that other variables do not exist, while indeed they do exist), Campbell (1980) obtained the entire matrix of robust correlation coefficients simultaneously, discounting for the effects of outliers. The main idea behind Campbell's correlation is to obtain
− Ω ≠ but an inverted Aitken-Mahalanobis distance matrix (Aitken, 1935; Mahalanobis, 1936) 
Then we obtain 
and so on may also be very effective in robustization of correlation matrix. Although Campbell (1980) has not suggested this procedure to assign weights, we will call it Campbell (type-II) procedure since in all other respects it is similar to his method of obtaining the robust correlation matrix.
VII. Robustness of Correlation Matrices in Simulated Data: Now we propose to compute different measures of correlation coefficient listed above and to compare their performance as to robustness in presence of outliers and mutilating perturbations in the data (indicator variables, X ). This exercise is based on simulated data. We generate a single variable, 
I Xw =
The generated variables ( X ) and the correlation matrix ( R ) obtained from them by using different formulas (Pearson, Spearman, Signum, Bradley, Shevlyakov and Campbell) are presented in Table-1 and  Table- Table − are the composite indices constructed from un-mutilated (outlier-free) variables and mutilated (outlier-infested) variables. A perusal of Table-6 reveals that the beta values of mean-based, Campbell-I, (S-and A-) Spearman, Campbell-II and maxi-min correlation based composite indices are lower. That means that in these composite indices the effects of outliers/mutilation are largely contained only by those observations that are directly affected and their effects do not percolate or pervade through all other observations. On the other hand, the alpha values (direct sensitivity) of Ssignum, Campbell-II, Campbell-I, Mean-based and S-Spearman indices are relatively much higher than those of the other indices. Taking both criteria together, Mean-based, Campbell-I and SSpearman composite indices are better than others. Among the correlation-based indices, Campbell-I is the best one. If S-Spearman weights are used on X to compute composite index,
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I has a good performance.
Concluding Remarks: When dealing with the real data obtained from the field, one does not know the location, magnitude or sign of outliers/errors of observation. When these (defective) data are used for sophisticated multivariate analysis, the results may be far from the reality. Correlation matrices (or covariance matrices) make a basis for a number of statistical methods. When correlation matrices are affected by outliers/errors/mutilations, the subsequent results become misleading. The composite indices are only a case in the large spectrum.
Our findings suggest that when we suspect the data to contain outliers or errors of a large magnitude, we should use a robust measure of correlation such as Campbell-I. For constructing indices, either the simple mean-based method (with suitable scaling of indicator variables) or the Campbell-I correlation or S-Spearman method should be used. In particular, SSpearman weights should be used on X rather than ( ).
X ℜ For multivariate analysis such as the principal component analysis (Devlin, et al. 1981) , the factor analysis, the discriminant analysis and the canonical correlation analysis including the regression analysis, one should prefer to use robust measures of correlation (covariance) than the Karl Pearson's correlation. .. Table- .. ..
Table-6. Sensitivity and Robustness of Different Composite Indices to Mutilation and Presence of Outliers

