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In a crystal lattice system, a conduction electron can exhibit Bloch oscillations and Wannier-Stark localization
(WSL) under a constant force, which has been observed in semiconductor superlattice, photonic waveguide array
and cold atom systems. Here, we experimentally investigate the Bloch oscillations on a 5-qubit superconducting
processor. We simulate the electron movement with spin (or photon) propagation. We find, in the presence of a
linear potential, the propagation of a single spin charge is constrained. It tends to oscillate near the neighborhood
of initial positions, which is a strong signature of Bloch oscillations and WSL. In addition, we use the maximum
probability that a spin charge can propagate from one boundary to another boundary to represent the WSL
length, and it is verified that the localization length is inversely correlated to the potential gradient. Remarkably,
benefiting from the precise simultaneous readout of the all qubits, we can also study the thermal transport of this
system. The experimental results show that, similar to the spin charges, the thermal transport is also blocked
under a linear potential. Our work demonstrates possibilities for further simulation and exploration of the Bloch
oscillation phenomena and other quantum physics using multiqubit superconducting quantum processor.
Introduction.—The transport phenomena in solids is
one of the central topics in condensed matter physics.
About 80 years ago, Bloch and Zener predicted that
electrons cannot spread uniformly in a crystal lattice
under a constant force and, instead, they would oscillate
and localize [1–3]. This oscillation is called Bloch
oscillations (BOs), and the corresponding localization
is called Wannier-Stark localization (WSL). However,
BOs and WSL can hardly be observed in normal bulk
materials due to the requirement of long coherent time.
It is not until 1990s that these phenomena were observed
experimentally in semiconductor superlattice [4]. Nev-
ertheless, the intrinsic relaxation process in this type
of material is still a bottleneck for studying BOs and
WSL. During the last two decades, the development in
quantum technology has made it possible to simulate
quantum phenomena in artificial quantum systems [5,
6]. Comparing with the semiconductor superlattice
systems, these artificial quantum systems have much
longer decoherence time, which makes them suitable for
the experimental study of BOs. BOs have been observed
in the cold-atom systems [7–16] and photonic waveguide
arrays [17].
Due to the scalability, long decoherence time and
high-precision control, the superconducting circuits [18,
19] become a competitive candidate for achieving the
universal quantum computation and has demonstrated
quantum supremacy [20]. Superconducting circuits
can be fabricated into different lattice structures, such
as 1D chain or ladder, all-to-all connection, and
2D square lattice. Thus, superconducting circuits is
a versatile platform for performing various kind of
quantum-simulation experiments, e.g., quantum many-
body dynamics [21–33], quantum chemistry [34, 35], and
quantum algorithms [36–41]. In cold atom systems, it
is still a challenge to measure a state under the arbitrary
basis, which is accessible in the superconducting circuits.
Thus, it is natural to ask whether this advantage enable
us to explore some new properties associated with
BOs and WSL, which are not involved in the previous
experiments, for instance, the energy transport.
In this Letter, we experimentally investigate BOs
and WSL on a 5-qubit superconducting processor. By
manipulating the frequency of superconducting qubits
precisely, we can realize a linear z-directional potential.
Under this linearly varied potential, we observe that the
photons or spin charges can hardly propagate through the
lattice. They tend to oscillate at the vicinity of initial
positions, which is typical signature of BOs and WSL.
In addition, using the maximum probability of a photon
propagating from one boundary to anther boundary to
represent the WSL length, we can demonstrate that the
localization length is inversely correlated to the potential
gradient. By performing precise simultaneous readout
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FIG. 1. Experimental setup. (a) Circuit diagram of the device. There are 5 superconducting transmon qubits (Q1−Q5) arranged into
a chain [42–46]. The nearest-neighbor two qubits are coupled capacitively, and the negative anharmonicity U of each qubit gives the
on-site attractive interaction. The frequency of each qubit is tunable by individual microwave driving through the flux-bias line (Z
line). The qubit flipping can be realized by XY lines. Each qubit is coupled to a resonator for individual and simultaneous readout.
More experimental details of the system are presented in the Supplemental Material [47]. (b) The sketch of the corresponding Bose-
Hubbard chain with a linear potential. The detuning of the nearest-neighbor two qubits is the potential gradient F . The red ball
represents the photon (the excitation of the qubit), which can tunnel to the nearest-neighbor sites (black arrows). (c) Pulse sequences
for studying the transport of spin charge. All qubits are initialized at their idle frequencies and the state ∣0⟩. Then, we excite Q1
to the state ∣1⟩ by a X gate and bias all qubits at the work point with square waves. After the system evolves for a specific time t,
all qubits are biased back to their idle frequencies, and we finally read out each qubit. (d) Pulse sequences for studying the thermal
transport. We use two X/2 gates at Q1 and Q2 two prepare the initial state ∣X+X+000⟩, and other sequences is the same as (c).
of two superconducting qubits, we can also study the
thermal transport of the system. It is shown that the
energy transport is suppressed as well by the linear
potential.
Model.—In this experiment, our superconducting
processor contains 5 qubits arranged into a chain, with
the capability of high-precision simultaneous readouts
and full controls, see Fig. 1(a). The decoherence time
of the superconducting qubits is more than 17 µs [47].
The Hamiltonian of the system can be described by the
1D Bose-Hubbard model, which reads
Hˆ = ∑⟨ij⟩ gij(aˆ†i aˆj + aˆ†j aˆi)+ U2
5∑
j=1 nˆj(nˆj − 1)+ 5∑j=1hj nˆj ,
(1)
where aˆ†j (aˆj) is the photon creation (annihilation)
operator, nˆj ≡ aˆ†j aˆj is the number operator, gij is the
nearest-neighbor coupling strength, U < 0 is the on-site
attractive interaction resulted from the anharmonicity,
and hj is the tunable local potential. To realize BOs, we
let hj vary linearly along the lattice sites, i.e, hj = Fj,
where F is the potential gradient or the detuning of two
nearest-neighbor qubits, see Fig. 1(b).
In this superconducting circuit, since ∣U ∣/gij ≫ 1,
the Fock space of the photons on each qubit can be
truncated to two dimension, and the nonlinear term can
thus be neglected. Therefore, the effective Hamiltonian
of Eq. (1) can be reduced to an isotropic XY model,
which can be written as
Hˆeff = ∑⟨ij⟩ gij(σˆ+i σˆ−j + σˆ+j σˆ−i ) +
5∑
j=1hj σˆ+j σˆ−j , (2)
where σˆ± = (σˆx ± iσˆy)/2, and σˆx,y,z are Pauli matrices.
According to Eqs. (1–2), we know that the system
has U(1) symmetry, so that the total spin charges∑5j=1 σˆj+σˆ−j for Hˆeff (or the total photon number∑5j=1 nˆzj
for Hˆ) are conserved. In the following discussion, we do
not distinguish the photons and spin charges. In addition,
this system is time-independent, thus the energy is also
conserved, where we can explore both spin and thermal
transport in this system.
Spin transport.—Firstly, we study the spin transport
of the system, and the explicit experiment sequences are
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FIG. 2. Spin transport. (a-d) The experimental results for the time evolution of density distribution Pj(t) up to 300 ns. The initial
state is ∣10000⟩, and the potential gradient (a) F = 0, (b) F = 5, (c) F = 10,(d) F = 15 MHz. The photon or the spin charge can
exhibit a light-cone-like spreading in the system. As the increase of F , the photon becomes more difficult to propagate to the right
boundary, instead, it tends to oscillate in the vicinity of the initial position. (e-h) The corresponding theoretical results of (a-d). The
calibrated coupling strengths of the device are used. The influence of decoherence and dephase is too weak to be considered.
shown in Fig. 1(c). We initially excite the leftmost qubit
from the state ∣0⟩ to ∣1⟩ by a X gate, i.e., the initial state
is ∣ψ(0)⟩ = ∣10000⟩. Then, we bias each qubit at the
working frequencies with the fast Z pulses to make the
system evolving under the Hamiltonian (2). Finally, we
measure, for each qubit, the probability distribution of
state ∣1⟩, i.e., the density distribution of photon or spin
charge, defined as
Pj(t) ∶= ⟨ψ(t)∣σˆ+j σˆ−j ∣ψ(t)⟩, (3)
where ∣ψ(t)⟩ = e−iHˆt∣ψ(0)⟩ is the wave function of the
system at time t. As shown in Fig. 2(a), when F = 0,
the spin charges display a light-cone-like propagation
without any restrictions and can exhibit a reflection
when approaching the boundaries [29, 31]. Nevertheless,
according to Figs. 2(b–d), when F ≠ 0, the spin transport
is blocked. With increasing ∣F ∣, the spin charge becomes
much more difficult to propagate from the leftmost to
the rightmost. Instead, it tends to oscillate around the
neighbor of the initial positions, and this is a typical
signature of BOs and WSL. In Figs. 2(e–h), we present
the corresponding numerical results, which are consistent
with the experimental results. Due to the existence of the
boundaries, we can hardly obtain the frequencies of BOs
with small F . However, according to Fig. 2(d), we can
know that the BO frequency is about 50 ns when F =
15 MHz, which is much smaller than the decoherence
time of the superconducting qubits.
Now we extract the oscillation amplitude, i.e., the
WSL length ξWS , of this system. Generally, in the
WSL system, the single-particle wave function has the
form ψ(x) ∼ Ae−x/ξWS . Hence, the probability that a
particle can propagate the distance r, i.e., P (r), should
satisfy P (r) ∝ e−r/ξWS . Therefore, the localization
length ξWS ∝ r/ lnP (r). In this experiment, due
to the existence of the boundaries, we can use the
maximum photon occupancy probabilities at Q5, i.e.,
Pmax5 ∶= maxt>0 P5(t), to represent P (r). To extract
more reliable Pmax5 , we use Gaussian function to fit
P5(t) and take the corresponding peak value as Pmax5 ,
see Fig. 3(a). Now we study the relation between the
potential gradient F and Pmax5 . For a WSL system, the
localization length ξWS is inversely proportional to F ,
i.e., ξWS ∝ 1/F . Hence, we expect that lnPmax5 ∝
F . According to Fig. 3(b), we can find that both
the numerical simulation and experimental results are
consistence with this relation.
Thermal transport.—Now we focus on the thermal
transport in this system. For a 1D chain, we may
define the energy density at the n-th bond as ρˆEn =
40
1
0
1
0 20 40 60 80
Time t/ns
0
1
Exp
Fitting
0
1
0
1
5
10-2
10-1
100
Exp.
Theo.
Fitting Exp.
Fitting Theo.
m
ax
10 15
(a) (b)
FIG. 3. (a) The time evolution of photon occupancy
probabilities at Q5 for different potential gradients F s. The
initial state is ∣10000⟩. The red solid circles are experimental
data points, and the blue lines are Gaussian fittings. (b)
The function between Pmax5 and F , where the experimental
Pmax5 is the peak value of Gaussian curve shown in (a). The
corresponding error bars are the fitting errors. The theoretical
data points are calculated directly without Gaussian fittings,
since they are almost the perfect Gaussian curves [29]. Here,
lnPmax5 is nearly linearly related to the potential gradients F .
The solid and dashed lines are the corresponding linear fittings
of the experimental and theoretic results, respectively.
Hˆn,n+1 ≡ ρˆKn + ρˆPn , where ρˆKn and ρˆKn are kinetic
energy and potential energy densities, respectively. From
Eq. (2),these two quantities can be expressed as
ρˆKn = 12gnn+1(σˆxnσˆxn+1 + σˆynσˆyn+1),
ρˆPn = hnσˆ+nσˆ−n + hn+1σˆ+n+1σˆ−n+1. (4)
In general, the thermal transport is closely related to the
electronic charge transport in a classical metal system,
which is known as the law of Wiedemann-Franz. From
Eq. (4), we know that the potential energy only depends
on the spin charge distribution, which displays BOs and
WSL as discussed in the previous section. Here, we
consider the time evolution of the kinetic energy density.
In Fig. 1(d), we present the pulse sequences of this
experiment. To study the transport of ρˆKn , we choose the
initial state as ∣X+X+000⟩, where ∣X+⟩ = 1√2(∣0⟩+ ∣1⟩) is
an eigenstate of σˆx with eigenvalue 1 and can be prepared
by X/2 gate. Under this initial state, the expectations of
the kinetic energy densities distribute inhomogeneously.
Then we measure the dynamics of ⟨ρˆK1 (t)⟩ and ⟨ρˆK4 (t)⟩,
which are the kinetic energy densities of two edges, and
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FIG. 4. Time evolution of kinetic energy densities at two edges,
i.e., ⟨ρˆK1 (t)⟩ and ⟨ρˆK4 (t)⟩. Symbols are experimental data
points, and the solid lines represent numerical results, where
the decoherence and dephase are considered. The initial state
is ∣X+X+000⟩. (a) F = 0 MHz. The energy densities ⟨ρˆK1 ⟩
and ⟨ρˆE4⟩ can almost exchange into each other indicating that
the energy transport is free in this case. (b) F = 15 MHz. There
is no crossing between the curves ⟨ρˆK1 (t)⟩ and ⟨ρˆK4 (t)⟩. The
existence of this energy gradient between two edges shows that
the energy transport is compressed. That is, the energies at one
side can hardly spread to the other side.
the simultaneous readout of the nearest-neighbor two
qubits is necessary. In Fig. 4(a), when F = 0, the
kinetic energies of two edges can exchange almost freely.
Nevertheless, according to Fig. 4(b), we can find that the
difference between ⟨ρˆK1 (t)⟩ and ⟨ρˆK4 (t)⟩ always exist,
when F = 15 MHz. Therefore, similar to the spins,
the thermal transport is also suppressed under the linear
potential.
Due to the spin U(1) symmetry, the quench dynamics
can be decomposed into different particle-number sub-
space, and different sub-spaces are decoupled with each
other. Thus, for the initial state, the spin chargers only
bunch at Q1 or Q2. Since the spin charges are localized
and can hardly propagate to the other side with F ≠ 0,Q4
and Q5 almost remain in the initial state ∣00⟩. Therefore,
the change of ⟨ρˆK4 ⟩ is small in this case, i.e., the transport
of kinetic energy is not free. In this picture, we can know
that the restriction of energy transport origins from the
localization of the spin charges, which is identified with
5the classical law of Wiedemann-Franz.
Discussion.—In summary, we have reported the
experimental observation of BOs and WSL on a 5-
qubit superconducting processor. We provide a new
representation of the WSL length for a finite size system,
i.e., the probability that a charge can propagate from
one edge to anther edge. Using this representation, we
verify that the WSL length is inversely proportional to
the potential gradients. Furthermore, benefiting from the
precise simultaneous readout of two qubits, the thermal
transport in this system is also studied. The evolution
of the energy densities shows that the thermal transport,
akin to the spin charges, is not free under the linear
potential, neither.
Comparing to the cold atom systems, one of the most
significant advantages of the superconducting quantum
circuits is that the states of superconducting qubits can
be measured in an arbitrary basis. Thus, it enables us to
study the thermal transport associated with BOs, which is
generally a challenge for cold atom platforms. Thus, the
superconducting quantum circuits can be considered as
alternative synthetic quantum systems for experimentally
exploring BOs and other quantum physics. Our platform
may be useful for the further study of BOs, such as
imaging the Bloch band through BOs [16]. In addition,
it is meaningful to extend this system to the interacting
case, and the Stark many-body localization may be
realized in this system [48, 49].
This work was supported by NSFC (Grant Nos.
11774406, 11934018, 11904393), National Key R &
D Program of China (Grant Nos. 2016YFA0302104,
2016YFA0300600, and 2017YFA0304300), Strategic
Priority Research Program of Chinese Academy of
Sciences (Grant No. XDB28000000), Japan Society for
the Promotion of Science (JSPS) Postdoctoral Fellowship
(Grant No. P19326), and the JSPS KAKENHI (Grant
No. JP19F19326).
∗ These authors contributed equally to this work.
† dzheng@iphy.ac.cn
‡ hfan@iphy.ac.cn
[1] F. Bloch, U¨ber die quantenmechanik der elektronen in
kristallgittern, Z. Phys. 52, 555 (1929).
[2] C. Zener, A theory of the electrical breakdown of solid
dielectrics, Proc. R. Soc. A 145, 523 (1934).
[3] G. H. Wannier, Dynamics of band electrons in electric and
magnetic fields, Rev. Mod. Phys. 34, 645 (1962).
[4] J. Feldmann, K. Leo, J. Shah, D. A. B. Miller, J. E.
Cunningham, T. Meier, G. von Plessen, A. Schulze, P.
Thomas, and S. Schmitt-Rink,, Optical investigation of
Bloch oscillations in a semiconductor superlattice, Phys.
Rev. B 46, 7252 (1992).
[5] I. Buluta and F. Nori, Quantum simulators, Science 326,
108 (2009).
[6] I. M. Georgescu, S. Ashhab, and F. Nori, Quantum
simulation, Rev. Mod. Phys. 86, 153 (2014).
[7] M. Ben Dahan, E. Peik, J. Reichel, Y. Castin, and
C. Salomon, Bloch oscillations of atoms in an optical
potential, Phys. Rev. Lett. 76, 4508 (1996).
[8] B. P. Anderson, and M. A. Kasevich, Macroscopic quantum
interference from atomic tunnel arrays, Science 282, 1686
(1998).
[9] O. Morsch, J. H. Mu¨ller, M. Cristiani, D. Ciampini, and
E. Arimondo, Bloch oscillations and mean-field effects of
Bose-Einstein condensates in 1D optical lattices Phys. Rev.
Lett. 87, 140402 (2001).
[10] M. Fattori, C. DErrico, G. Roati, M. Zaccanti, M. Jona-
Lasinio, M. Modugno, M. Ignuscio, and G. Modugno,
Atom interferometry with a weakly interacting Bose-
Einstein condensate, Phys. Rev. Lett. 100, 080405 (2008).
[11] M. Gustavsson, E. Haller,M. J. Mark, J. G. Danzl, G.
Rojas-Kopeinig, and H. C. Nagerl, Control of interaction-
induced dephasing of Bloch oscillations, Phys. Rev. Lett.
100, 080404 (2008).
[12] A. Alberti, V. V. Ivanov, G.M. Tino, and G. Ferrari, En-
gineering the quantum transport of atomic wavefunctions
over macroscopic distances, Nat. Phys. 5, 547 (2009).
[13] E. Haller, R. Hart, M. J. Mark, J. G. Danzl, L.
Reichsollner, and H. C. Nagerl, Inducing transport in a
dissipation-free lattice with super Bloch oscillations, Phys.
Rev. Lett. 104, 200403 (2010).
[14] F. Meinert, M. J. Mark, E. Kirilov, K. Lauber, P.
Weinmann, M. Gro¨bner, and H.-C. Na¨gerl, Interaction-
induced quantum phase revivals and evidence for the
transition to the quantum chaotic regime in 1D atomic
Bloch oscillations, Phys. Rev. Lett. 112, 193003 (2014).
[15] P. M. Preiss, R. Ma, M. E. Tai, A. Lukin, M. Rispoli, P.
Zupancic, Y. Lahini, R. Islam, and M. Greiner, Strongly
correlated quantum walks in optical lattices, Science 347,
1229 (2015).
[16] Z. A. Geiger, K. M. Fujiwara, K. Singh, R. Senaratne,
S. V. Rajagopal, M. Lipatov, T. Shimasaki, R. Driben, V.
V. Konotop, T. Meier, and D. M. Weld, Observation and
uses of position-space Bloch oscillations in an ultracold
gas, Phys. Rev. Lett. 120, 213201 (2018).
[17] R. Morandotti, U. Peschel, J. S. Aitchison, H. S.
Eisenberg, and Y. Silberberg, Experimental observation of
linear and nonlinear optical Bloch oscillations, Phys. Rev.
Lett.83, 4756 (1999).
[18] Y. Makhlin, G. Scho¨n, and A. Shnirman, Quantum-state
engineering with Josephson-junction devices, Rev. Mod.
Phys. 73, 357 (2001).
[19] X. Gu, A. F. Kockum, A. Miranowicz, Y. Liu, and F.
Nori, Microwave photonics with superconducting quantum
circuits, Phys. Rep. 718, 1 (2017).
[20] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin,
R. Barends, R. Biswas, S. Boixo, F. G. Brandao, D. A.
Buell et al., Quantum supremacy using a programmable
superconducting processor, Nature (London) 574, 505
(2019).
6[21] J. Eisert, M. Friesdorf, and C. Gogolin, Quantum many-
body systems out of equilibrium, Nat. Phys. 11, 124 (2015).
[22] Y. Salathe´, M. Mondal, M. Oppliger, J. Heinsoo, P.
Kurpiers, A. Potocˇnik, A. Mezzacapo, U. Las Heras, L.
Lamata, E. Solano, S. Filipp, and A. Wallraff, Digital
quantum simulation of spin models with circuit quantum
electrodynamics, Phys. Rev. X 5, 021027 (2015).
[23] R. Barends, L. Lamata, J. Kelly, L. Garcı´a-A´lvarez, A.
G. Fowler, A Megrant, E Jeffrey, T. C. White, D. Sank,
J. Y. Mutus, B. Campbell, Yu Chen, Z. Chen, B. Chiaro,
A. Dunsworth, I.-C. Hoi, C. Neill, P. J. J. O’Malley,
C. Quintana, P. Roushan, A. Vainsencher, J. Wenner, E.
Solano, and John M. Martinis, Digital quantum simulation
of fermionic models with a superconducting circuit, Nat.
Commun. 6, 7654 (2015).
[24] K. Xu, J. J. Chen, Y. Zeng, Y. R. Zhang, C. Song, W. X.
Liu, Q. J. Guo, P. F. Zhang, D. Xu, H. Deng, K. Q. Huang,
H. Wang, X. B. Zhu, D. N. Zheng, and H. Fan, Emulating
many-body localization with a superconducting quantum
processor, Phys. Rev. Lett. 120, 050507 (2018).
[25] P. Roushan, C. Neill, J. Tangpanitanon, V. M. Bastidas,
A. Megrant, R. Barends, Y. Chen, Z. Chen, B. Chiaro, A.
Dunsworth, A. Fowler, B. Foxen, M. Giustina, E. Jeffrey,
J. Kelly, E. Lucero, J. Mutus, M. Neeley, C. Quintana,
D. Sank, A. Vainsencher, J. Wenner, T. White, H. Neven,
D. G. Angelakis, and J. Martinis, Spectroscopic signatures
of localization with interacting photons in superconducting
qubits, Science 358, 1175 (2017).
[26] Y. P. Zhong, D. Xu, P. Wang, C. Song, Q. J. Guo, W. X.
Liu, K. Xu, B. X. Xia, C.-Y. Lu, S. Han, J.-W. Pan, and
H. Wang, Emulating anyonic fractional statistical behavior
in a superconducting quantum circuit, Phys. Rev. Lett. 117,
110501 (2016).
[27] C. Song, D. Xu, P. Zhang, J. Wang, Q. Guo, W. Liu,
K. Xu, H. Deng, K. Huang, D. Zheng, S.-B. Zheng, H.
Wang, X. Zhu, C.-Y. Lu, and J.-W. Pan, Demonstration of
topological robustness of anyonic braiding statistics with
a superconducting quantum circuit, Phys. Rev. Lett. 121,
030502 (2018).
[28] E. Flurin, V. V. Ramasesh, S. Hacohen-Gourgy, L. S.
Martin, N. Y. Yao, and I. Siddiqi Observing topological
invariants using quantum walks in superconducting circuits,
Phys. Rev. X 7, 031023 (2017).
[29] Z. Yan, Y. R. Zhang, M. Gong, Y. Wu, Y. Zheng, S. Li,
C. Wang, F. Liang, J. Lin, Y. Xu, C. Guo, L. Sun, C. Z.
Peng, K. Xia, H. Deng, H. Rong, J. Q. You, F. Nori, H.
Fan, X. Zhu, and J.-W. Pan, Strongly correlated quantum
walks with a 12-qubit superconducting processor, Science
364, 753 (2019).
[30] R. Ma, B. Saxberg, C. Owens, N. Leung, Y. Lu, J. Simon,
and D. I. Schuster, A dissipatively stabilized Mott insulator
of photons, Nature 566, 51 (2019).
[31] Y. Ye, Z.-Y. Ge, Y. Wu, S. Wang, M. Gong, Y.-R. Zhang,
Q. Zhu, R. Yang, S. Li, F. Liang, J. Lin, Y. Xu, C. Guo, L.
Sun, C. Cheng, N. Ma, Z. Y. Meng, H. Deng, H. Rong,
C.-Y. Lu, C.-Z. Peng, H. Fan, X. Zhu, and J.-W. Pan,
Propagation and localization of collective excitations on a
24-Qubit superconducting processor, Phys. Rev. Lett. 123,
050502 (2019).
[32] X.-Y Guo, C. Yang, Y. Zeng, Y. Peng, H.-K Li, H. Deng,
Y.-R Jin, S. Chen, D.-N Zheng,and H. Fan, Observation of a
dynamical quantum phase transition by a superconducting
qubit simulation, Phys. Rev. Applied 11, 044080 (2019).
[33] K. Xu, Z.-H Sun, W. Liu, Y.-R Zhang, H. Li, H.
Dong, W. Ren, P. Zhang, F. Nori, D. Zheng,H. Fan,
H. Wang, Probing dynamical phase transitions with a
superconducting quantum simulator, Science Advances 6,
eaba4935 (2020)..
[34] P. J. J. O’Malley, R. Babbush, I. D. Kivlichan, J. Romero,
J. R. McClean, R. Barends, J. Kelly, P. Roushan, A. Tranter,
N. Ding, B. Campbell, Y. Chen, Z. Chen, B. Chiaro,
A. Dunsworth, A. G. Fowler, E. Jeffrey, E. Lucero, A.
Megrant, J. Y. Mutus, M. Neeley, C. Neill, C. Quintana,
D. Sank, A. Vainsencher, J. Wenner, T. C. White, P. V.
Coveney, P. J. Love, H. Neven, A. Aspuru-Guzik, and J.
M. Martinis, Scalable quantum simulation of molecular
energies, Phys. Rev. X 6, 031007 (2016).
[35] A. Kandala, A. Mezzacapo, K. Temme, M. Takita, M.
Brink, J. M. Chow, and J. M. Gambetta, Hardware-efficient
variational quantum eigensolver for small molecules and
quantum magnets, Nature 549, 242 (2017).
[36] E. Lucero, R. Barends, Y. Chen, J. Kelly, M. Mariantoni,
A. Megrant, P. OMalley, D. Sank, A. Vainsencher, J.
Wenner, T. White, Y. Yin, A. N. Cleland, and J. M.
Martinis, Computing prime factors with a Josephson phase
qubit quantum processor, Nat. Phys. 8, 719 (2012).
[37] M. Gong, M.-C. Chen, Y. Zheng, S. Wang, C. Zha, Chen,
H. Deng, Z. Yan, H. Rong, Y. Wu, S. Li, F. Chen, Y.
Zhao, F. Liang, J. Lin, Y. Xu, C. Guo, L. Sun, A. D.
Castellano, H. Wang, C. Peng, C.-Y. Lu, X. Zhu, J.-W.
Pan, Genuine 12-Qubit entanglement on a superconducting
quantum processor, Phys. Rev. Lett. 122, 110501 (2019).
[38] R. Barends, A. Shabani, L. Lamata, J. Kelly, A.
Mezzacapo, U. Las Heras, R. Babbush, A. G. Fowler, B.
Campbell, Yu Chen, Z. Chen, B. Chiaro, A. Dunsworth, E.
Jeffrey, E. Lucero, A. Megrant, J. Y. Mutus, M. Neeley,
C. Neill, P. J. J. O’Malley, C. Quintana, P. Roushan, D.
Sank, A. Vainsencher, J. Wenner, T. C. White, E. Solano,
H. Neven, and J. M. Martinis, Digitized adiabatic quantum
computing with a superconducting circuit, Nature 534, 222
(2016).
[39] Y. Zheng, C. Song, M. C. Chen, B. Xia, W. Liu, Q. Guo,
L. Zhang, D. Xu, H. Deng, K. Huang, Y. Wu, Z. Yan, D.
Zheng, L. Lu, J. W. Pan, H. Wang, C. Y. Lu, and X. Zhu,
Solving systems of linear equations with a superconducting
quantum processor, Phys. Rev. Lett. 118, 210504 (2017).
[40] C. Song, K. Xu, W. X. Liu, C. P. Yang, S. B. Zheng,
H. Deng, Q. W. Xie, K. Q. Huang, Q. J. Guo, L. B.
Zhang, P. F. Zhang, D. Xu, D. N. Zheng, X. B. Zhu, H.
Wang, Y. A. Chen, C. Y. Lu, S. Y. Han, and J. W. Pan,
10-qubit entanglement and parallel logic operations with
a superconducting circuit, Phys. Rev. Lett. 119, 180511
(2017).
[41] C. Song, K. Xu, H. Li, Y. Zhang, X. Zhang, W. Liu,
Q. Guo, Z. Wang, W. Ren, J. Hao, H. Feng, H. Fan, D.
Zheng, D. Wang, H. Wang, S. Zhu, Observation of multi-
component atomic Schro¨dinger cat states of up to 20 qubits,
Science 365, 574 (2019).
7[42] J. Q. You, X. Hu, S. Ashhab, and F. Nori, Low-
decoherence flux qubit, Phys. Rev. B 75, 140515 (2007).
[43] J. Koch, T. M. Yu, J. Gambetta, A. A. Houck, D. I.
Schuster, J. Majer, A. Blais, M. H. Devoret, S. M. Girvin,
and R. J. Schoelkopf, Charge-insensitive qubit design
derived from the Cooper pair box, Phys. Rev. A 76, 042319
(2007).
[44] R. Barends, J. Kelly, A. Megrant, A. Veitia, D. Sank,
E. Jeffrey, T. C. White, J. Mutus, A. G. Fowler, B.
Campbell, Y. Chen, Z. Chen, B. Chiaro, A. Dunsworth,
C. Neill, P. O’Malley, P. Roushan, A. Vainsencher, J.
Wenner, A. N. Korotkov, A. N. Cleland, and J. M. Martinis,
Superconducting quantum circuits at the surface code
threshold for fault tolerance, Nature 508, 500 (2014).
[45] J. Y. Mutus, T. C. White, R. Barends, Yu Chen, Z.
Chen, B. Chiaro, A. Dunsworth, E. Jeffrey, J. Kelly, A.
Megrant, C. Neill, P. J. J. O’Malley, P. Roushan, D. Sank,
A. Vainsencher, J. Wenner, K. M. Sundqvist, A. N. Cleland,
and John M. Martinis, Strong environmental coupling in
a Josephson parametric amplifier, Appl. Phys. Lett. 104,
263513 (2014).
[46] E. Lucero, J. Kelly, R. C. Bialczak, M. Lenander, M.
Mariantoni, M. Neeley, A. D. O’Connell, D. Sank, H.
Wang, M. Weides, J. Wenner, T. Yamamoto, A. N. Cleland,
and J. M. Martinis, Reduced phase error through optimized
control of a superconducting qubit, Phys. Rev. A 82,
042339 (2010).
[47] See Supplemental Material.
[48] M. Schulz, C. A. Hooley, R. Moessner, and F. Pollmann
Stark many-body localization, Phys. Rev. Lett. 122, 040606
(2019).
[49] E. van Nieuwenburga, Y. Bauma, and G. Refael, From
Bloch oscillations to many-body localization in clean
interacting systems, PNAS 116, 9269 (2019).
1SUPPLEMENTAL MATERIAL
OBSERVATION OF BLOCH OSCILLATIONS AND WANNIER-STARK LOCALIZATION ON A SUPERCONDUCTING
PROCESSOR
This Supplementary Material contains the relevant details of this experiment, including: device fabrication,
experimental setup, amplification performance of a Josephson parametric amplifier (JPA) used in this work,
characterization of frequency multiplexed readout, decoherence time of each qubit, coupling strength between nearest
neighbor qubits, Z control line crosstalk calibrations, delay time calibration for all control channels, square pulse
distortion corrections, preparation of initial states like ∣X+X+000⟩, and calibration of dynamical phase induced dune
to frequency tuning.
I. Device fabrication
The device photo is shown in Fig. S1.
Q1 Q2 Q3 Q4 Q5
FIG. S1. Optical photo of the device used in this work. This photo is taken after the device is packaged in a box. The device size
is 6 mm × 6 mm, and there are 5 qubits arranged in a one-dimension array. The qubits are named as Q1-Q5.
This device is made in such a process: 1. deposition of Aluminum. A 100-nm-thick Al layer is firstly deposited
on a 10 × 10 mm c-plane sapphire substrate by means of electron-beam evaporation with a base pressure better than
10−9 Torr. 2. wires, resonators and capacitor etch . We use a direct laser writer (DWL66+) and wet etching to produce
large structures such as microwave coplanar waveguide resonators, transmission lines, control lines, and capacitors of
the Xmon qubit. The resist used is S1813 and wet-etching process is carried out using Aluminum Etchant Type A. 3.
Josephson junction fabrication. The Josephson junctions of qubits are fabricated using the double-angle evaporation
process. In this step, the undercut structure is created using a PMMA-MMA double layer EBL resist following a
process similar to that reported in Ref. [S1]. During the evaporation, the bottom electrode was about 30 nm thick while
the top electrode is about 100 nm thick with intermediate oxidation.
The device parameters are presented in Table. I.
II. Experimental setup
The schematic diagram of our experimental setup is shown in Fig S2.
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FIG. S2. Schematic diagram of the measurement system for superconducting quantum chip.
3Q1 Q2 Q3 Q4 Q5
ω0i /2pi (GHz) 5.502 4.999 5.433 4.968 5.531
ωi/2pi (GHz) 5.361 4.983 5.327 4.868 5.457
U/2pi (MHz) −242 −196 −239 −196 −242
T1,i (µs) 17 30 42 17 36
T ∗2,i (µs) 1.53 4.39 2.20 2.19 2.25
g12/2pi (MHz) 14.60
g23/2pi (MHz) 14.65
g34/2pi (MHz) 14.17
g45/2pi (MHz) 14.26
ωri /2pi (GHz) 6.766 6.7266 6.687 6.654 6.612
F0,i 0.981 0.957 0.957 0.923 0.971
F1,i 0.853 0.897 0.891 0.859 0.917
TABLE I. Qubit characteristics. ω0i is the zero flux biased frequency ofQi. ωi is the idle frequency ofQi. ω
r
i is the readout resonator
frequency ofQi. T1,i is the energy relaxation time ofQi at the idle frequency. T ∗2,i is the dephasing time ofQi at the idle frequency.
U/2pi is the non linearity (f21 − f10) of Qi measured at the zero flux bias. F1,i (F0,i) is the measured probability of ∣1⟩ (∣0⟩) when
Qi is prepared in ∣1⟩ (∣0⟩). gi,i+1 is the coupling strength between Qi and Qi+1.
We package the device in an aluminum alloy sample box and fix the box on the mixing chamber stage of a dilution
refrigerator. The temperature of the mixing chamber is below 15 mK during measurements. In order to reduce the
external electromagnetic interference, an aluminum can and a µ-metal can are placed outside the sample box.
For each qubit, microwave pulses are applied through XY lines, which is marked as the green line in Fig. S2, to
rotate the qubit state between ∣0⟩ and ∣1⟩. Such XY control microwave pulses are formed by modulating continuous
microwave signals with pulsed signals from arbitrary waveform generators (AWGs: Zurich instruments HDAWG) via
IQ mixers. To control all 5 qubits, the signal from a microwave source is divided into 5 channels through a power
splitter, and each channel is amplified to a 11 dBm level. Current pulses are applied through Z control lines, which
is marked as the red line in Fig. S2, to tune the qubit frequency. We use a DC current source (Yokogawa GS220) to
apply static direct current to bias a qubit to its idle frequency and use an AWG to apply a fast current pulse to tune the
qubit frequency dynamically. Such static direct current and fast current pulses are combined by a bias-Tee of which
the capacitor is removed.
Readout pulses composed of five tones separated by 40 MHz (see Table I for details), each corresponding to one
qubit, are applied to the readout line, which is marked as the blue line in Fig S2. The output signals are amplified by
a broad band Josephson parametric amplifier (JPA) [S2] and a low temperature HEMT amplifier before being further
enhanced by a room temperature amplifier. The amplified signal is demodulated by a IQ Mixer and acquired by an
analog-digital converter (ADC: Alazar ATS9360).
As shown in Fig S2, attenuators, filters and isolators are used to reduce and isolate the noise from the electronic
instruments, active electronic components (such as JPA and HEMT) and passive components outside the mixing
chamber.
4III. Readout calibration
A JPA [S2] is used to improve the signal to noise ratio (SNR) of readout signals, and its gain curve is shown in
Fig. S3. The duration time of our readout pulse is 2 µs. The transmission data corresponding to five readout resonators
are shown, respectively, in the upper row of Fig. S4. The IQ data at specified frequency values (as indicated by black
arrows) are shown in the lower row of Fig. S4. Blue (orange) lines or dots represent data when qubits are prepared
in ∣0⟩ (∣1⟩). There are 2000 dots (repetitions) for each statistic. The readout fidelity F0,j and F1,j of Qj are listed in
Table I.
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FIG. S3. Gain of JPA. The blue (orange) line is measured transmission when JPA is turned off (on). Resonant dips correspond to
readout resonators respectively.
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FIG. S4. Qubit readout characteristics. The transmission data corresponding to five readout resonators are shown, respectively,
in the upper row. The IQ data at specified frequency values (as indicated by black arrows) are shown in the lower row. The blue
(orange) lines are measured amplitude of readout signals when qubit is prepared in ∣0⟩ (∣1⟩). The complex amplitude of readout
signal, is represented by dots in the IQ plane. There are 2000 dots (repetitions) for each statistic. For these characteristics, 5 qubits
are measured simultaneously.
5IV. Coherence time
Values of energy relaxation time T1 and dephasing time T ∗2 for 5 qubits at their idle frequencies are listed in Table I.
The corresponding temporal results are shown in Fig. S5. We also measure the T1 of all 5 qubits around working
frequency 4.868 GHz, as shown in Fig. S6. (This is the frequency range in which our experiments with and without
frequency gradients are conducted. ) The energy relaxation time is long enough to ensure that all 5 qubits have
acceptable coherence performance.
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FIG. S5. The results of qubit energy decay and Ramsey interference measurements at idle frequency. Blue dots are measured
data and red lines are fitting curve.
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FIG. S6. The experiment results of energy decay measurement around working frequency. ∆f is the frequency difference to
4.868 GHz. The red dots are T1 values, evaluated from exponential decay fitting of the results.
V. Z control line crosstalk
Each qubit is tuned by current pulses applied to its Z control line. However, there are crosstalks between Z control
lines, which means that the current pulse on one Z control line can also affect other qubits. To evaluate the influence of
such crosstalk, we bias target qubit Qi at fi which is more than 1 GHz below its maximum frequency, so that the qubit
frequency is sensitive to external magnetic flux, as well as the Z pulse crosstalk. We use a long (2µs) Gaussian shaped
resonant X (pi) pulse, and then measure the excitation probability ofQi. Applying a Z pulse with amplitude Zj to the Z
6control line of another qubitQj will generate a crosstalk pulse onQi, as shown in Fig. S7. Such a crosstalk pulse would
lead to a frequency change forQi, and hence the decrease of the excitation probability. We apply a compensation pulse
with amplitude Zcompensationi to the Z control line of Qi to cancel this crosstalk. In practice, we monitor the excitation
probability as a function of compensation pulse amplitude. When a complete compensation is achieved, the excitation
probability is maximized. The linear relation between Zj and Z
compensation
i is shown in Fig. S8.
FIG. S7. Schematic diagram for Z control line crosstalk compensation. Qi is bias to a magnetic flux sensitive point with a
frequency fi. When a square pulse with amplitude of Zj is applied to another qubit Qj , it could generate a crosstalk pulse with
amplitude Zjicrosstalk. To cancel out the influence caused by this crosstalk and to maintain the qubit frequency to fi, we apply
Zcompensationi = −Zjicrosstalk amplitude to the Z control line for Qi.
(a)
FIG. S8. Results for determining crosstalk-compensation coefficient of Q1. Changing Zj(j ≠ 1) and Zcompesation1 to measure
the excitation probability of Q1. The compensation coefficients are obtained by fitting the linearly varied data points.
After completing such crosstalk-compensation measurement for all qubits, a full transformation matrix for Z control
line crosstalk calibration is constructed and shown in Eq.S1, where Zi represents the actual amplitude applied on the
Z control line of Qi, and Z∗i represents the effective amplitude after taking crosstalk compensation into account.
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z∗1
z∗2
z∗3
z∗4
z∗5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.000 −0.042 −0.036 −0.022 −0.010−0.065 1.000 0.064 0.065 0.061−0.054 −0.107 1.000 0.140 0.097
0.041 0.067 0.113 1.000 −0.119−0.015 −0.025 −0.037 −0.020 1.000
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1
z2
z3
z4
z5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(S1)
7VI. Calibration of time delay for all control channels
To ensure the pulses applied on different control channels reach to chip at the time as we set, the output delay time of
AWG ports need to be adjusted to compensate the transmission time difference in different channels. In our experiment,
we set Z control channel of Q1 as the reference, and make all other control channels align to it. There are two steps.
In the first step, we align Z control channels by aligning Q2 to Q1, followed by Q3 to Q2 and so forth. In the second
step, we align XY control channel of each qubit to its own Z control channel.
Scheme for determining Z control channel delay length is shown in Fig. S9. The blue lines represent transmission
times passing control channels. The red lines are the output delays we insert before AWG output. The black dots are
the AWG output start times. By adjusting the length of output delay, we can make the Z pulses align to the reference
channel. In experiment, we set Qi (or Qi+1) to ∣1⟩, then apply two square pulses which tune Qi and Qi+1 into a
resonantly coupled state for a time duration 2pi/4g. This means if two pulses are aligned, the resonant coupling will
induce a complete photon swap. Here g is the coupling strength between Qi and Qi+1. During the measurement, we
vary the length of output delay time of Qi+1 and measure Qi (or Qi+1) after the Z pulses. The final state of Qi (or
Qi+1) depends on the overlap of two Z pulses, when two pulses are aligned, the overlap will be equal to 2pi/4g, and the
swap probability will be the highest. The experimental results and fittings are shown in Fig. S11. In our experimental
setup, the cables connecting qubits and electronics are designed to be the same length, so the final adjustment of the
output delay is within the range of ±500ps.
FIG. S9. Schematic diagram for arriving time of pulses to the qubit. Blue lines represent the transmission times of control
channels. Red lines represent the individually adjustable delays inserted before AWG output. Black dots represent the output start
time of AWG ports. By adjusting the length of delay, we can align the square pulse on Qi+1 Z control channel to square pulse on
Qi Z control channel. The shadow part represents the time overlap of two pulses.
After the alignment of all Z control channels, we align each qubit’s XY control channel to its own Z control channel
in time. As shown in Fig. S10, the effective excitation probability of Qi is the integral of Gaussian shaped pi pulse over
time before the Z pulse. When we adjust the output delay of XY channel, and measure the final state of Qi, we obtain
the data in Fig. S12. By fitting the data, we can get the proper output delay time of XY channel. With cables of the
same length, the measured delay times are also small and within the range of ±500ps.
VII. Square pulse distortion correction
In our experiment, qubits are tuned to specified frequencies by square pulses. However, an ideal square pulse is
usually distorted in going to the chip. To correct this distortion, we need to determine the deformed shape of the Z
square pulse step edge. The corresponding qubit is biased to a relative low frequency fz (more than 1GHz below its
8FIG. S10. Schematic diagram for aligning XY channel to Z channel. The same as Fig. S9, we use blue lines to represent
the transmission time through control channels, and use red lines to represent the individually adjustable delay before AWG output
ports. By adjusting the length of delay, we can align pi pulse in XY channel to square pulse in Z channel.
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FIG. S11. Results of Z channels alignment experiments in Fig. S9.
maximum frequency) to improve its sensitivity to the pulse shape deformation. As shown in Fig. S13, an amplitude
fixed (Zamp) step signal is applied to a qubit, and followed a pi pulse of frequency fz and length 20ns. If there is no
distortion, the qubit will be excited to ∣1⟩ by the pi pulse. If there is small distortion after the step signal, qubit will not
be completely excited to ∣1⟩. By varying the compensation amplitude ∆Z, we can find the value of full compensation
when the maximum excitation probability is achieved. By changing the delay time t of pi pulse, we can get a view of
the distorted step signal response, as shown in the upper row of Fig. S14. With this response data, we can calculate the
needed adjustments for the square pulses. Then, we repeat the measurement in Fig. S13 with corrected pulses , and
find the step signal response is flattened, as shown in the lower row of Fig. S14.
VIII. Calibration of initial state phase
In order to measure the energy density transport, we need to prepare 5 qubits in an initial state such as ∣X+X+000⟩
and let them couple for a certain time, followed by measuring the expectation value of correlated operator σixσ
i+1
x
(σiyσ
i+1
y ). In experiment, we rotate Q1 and Q2 to X-Y plane with a pi/2 pulse, and set the direction of initial state
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FIG. S12. Results of XY channel to Z channel alignment experiments in Fig. S10.
9FIG. S13. Schematic diagram for measuring the step signal response. Qubit is biased to a low frequency fz (usually 1 GHz
lower than its maximum frequency) to gain better sensitivity to flux variation. Zamp is fixed. The length of Gaussian shaped pi
pulse is set to 20ns for acceptable time resolution. The frequency of pi pulse is set to fz and fixed. In experiment, for different delay
time t, ∆Z are varied to find the full compensation to the distortion. When qubit excitation probability reaches the maximum, full
compensation is achieved.
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FIG. S14. Results of step signal response measurement in Fig. S13. The upper row are results before correction. Black dots,
corresponding to maximum excitation, show the shape of step edge. The lower row are results after correction.
vector of Q1 as X+, adjust the direction of the state vector of Q2 by changing the phase φ of pi/2 pulse, as shown in
Fig. S15. Here, we use the Bloch Sphere representation for describing the state of a qubit. Then these two qubits are
resonantly coupled to each other at the frequency fc. (In our experiment, we need to resonantly couple all 5 qubits at
this frequency, and set a linear frequency gradient around fc.) After time τ = 2pi/4 ⋅ 2g, we measure the final state
probability as a function of the phase φ. The corresponding result is shown in the leftmost figure in Fig. S16. The
curves of P∣01⟩ and P∣10⟩ are consistent with theoretical and numerical analysis. The cross point indicated by the black
arrow corresponds to the φ value when the state vector of Q2 is also in the X+ direction (i.e. in parallel to Q1). In a
similar way, we can calibrate the phase of Q3 against Q2, and so forth.
10
FIG. S15. Schematic diagram for calibrating initial state phases of qubits. Rotate both qubits to X-Y plane, and set Qi
initial direction as the reference X+. Adjust the phase (direction) of Qi+1, and make them resonantly couple for a time duration
τ = 2pi/4 ⋅ 2g, where g is the coupling strength between two qubits. At the end, both qubits are measured.
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FIG. S16. Results of experiment in Fig. S15. For Qi-Qi+1, the phase of Qi is fixed and set as reference X+. Varying the phase φ
of Qi+1 from 0 to 2pi, the probability distribution of final states varies as a function of phi. The black arrows show the phase values
for qubits when they are in X+ direction.
IX. Calibration of dynamical phase
To measure the expectation value of correlated operator σixσ
i+1
x (σ
i
yσ
i+1
y ), we need to determine the phase of final
state for each qubit. In our experiment, qubits are coupled at frequency fc, but are rotated and measured at individual
idle frequencies f idle. Such frequency difference between fc and f idle can lead to a dynamical phase accumulation to
the final state. Thus, in our experiment, we need to calibrate this accumulated dynamical phase.
The accumulation of the dynamical phase can be divided into three parts: rising edge part, middle flat part, and falling
edge part. The summation, represented by the shadowed part in Fig. S17, can be expressed as φ(τ) = ∫ τr0 ∆ωr(t)dt +
∆ω ⋅ (τ − τr − τf) + ∫ ττ−τf ∆ωf(t)dt. Due to the presence of the rising and falling edges, the actual dynamical phase
accumulation, comparing with ∆ω ⋅ τ , has an approximately fixed offset φd = φ(τ) −∆ω ⋅ τ . To determine φ(τ), we
use the Ramsey-like method as shown in Fig. S17. The phase of the first pi/2 pulse is φ0 and fixed, and the phase of the
second pi/2 pulse is φ0 +∆ω ⋅ τ +ϕ. Thus, when ϕ = φd, the phase of the second pi/2 pulse is equivalent to φ0 +φ(τ),
and the qubit will be in ∣1⟩.
The calibrated results of Q1, Q2, Q4, and Q5 are shown in Fig. S18.
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FIG. S17. Ramsey-like experiment for determining the dynamical phase accumulation. ∆ωr (∆ωf ) corresponds to the rising
(falling) edge parts of the square pulse. To illustrate clearly, raising and falling edge parts are exaggerated in the diagram. ∆ωr , τr ,
∆ωf , and τf are approximately unchanged when τ is increased. The area of the square pulse is φ(τ) = ∫ τr0 ∆ωr(t)dt +∆ω ⋅ (τ −
τr − τf) + ∫ ττ−τf ∆ωf(t)dt.
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FIG. S18. Experimental results of dynamical phase calibration. Black dots correspond to ϕ = φd.
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