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Електроннiй спектр та термодинамiчнi властивостi псевдо-
спiн-електронної моделi тунельним розщепленням рiвнiв
О.Я. Фаренюк, А.М. Швайка
Анотацiя. Розглянуто псевдоспiн-електронну модель з тунельним
розщепленням рiвнiв. Для її дослiдження використано узагальнення
методу динамiчного середнього поля на системи з корельованим пе-
реносом. В наближеннi типу сплаву проведено чисельнi дослiдження
електронної густини станiв. Також дослiджено залежнiть концентра-
цiї електронiв та середнього значення псевдоспiнiв вiд хiмiчного по-
тенцiалу, поля асиметрiї та тунелювання. Показано що в наближеннi
типу сплаву модель демонструє фазовий перехiд першого роду у фе-
ромагнiтний стан при змiнi хiмiчного потенцiалу.
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the pseudospin-electron model with tunneling splitting of lev-
els
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Abstract. The pseudospin-electron model with tunneling splitting of
levels is considered. Generalization of dynamical mean-field method for
systems with correlated hopping was applied to the investigation of the
model. Within the alloy-analogy approximation the numerical investi-
gations were conducted and electron spectrum was calculated. The de-
pendences of the electron concentrations and average pseudospin values
on chemical potential, asymmetry field and tunneling were obtained. It
was shown, that in alloy-analogy approximation the model possess the
first order phase transition to ferromagnetic state with the change of
chemical potential and second order phase transition with the change of
temperature.
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1 Препринт
1. Introduction
One of the main models for describing strongly correlated electron sys-
tems is the Hubbard model and it’s extensions and modifications. The
model is often generalized by introducing of additional degrees of free-
dom. In particular, it is supposed that interaction of electrons with a
lattice vibrations is important for describing high-temperature super-
conductors [1] and proton-electron interaction in molecular and crys-
talline systems with hydrogen bonds [2]. Because anharmonicity in such
a systems is principally local, it can be considered by using pseudospin
formalism. Important particular case of anharmonic vibrations is local
potential with two minima, which corresponds to absolute pseudospin
value 1/2. The pseudospin-electron model (PEM) [3] is generalization of
the Hubbard model which includes pseudospins with absolute value 1/2.




















Hi = Uni↑ni↓ + gni, S
z
i − hSzi − ΩSxi − µni, (1.4)
where Hi is the single-site Hamiltonian, Ht is electron transfer and Hss
is direct pseudospin-pseudospin interaction. niσ = a
+
iσajσ is the σ-spin
electron number operator, gniS
z
i represents interaction with the anhar-
monic mode (pseudospin). U is Coulomb repulsion of the electrons at
one site. ΩSxi describes tunneling splitting of vibration mode and hS
z
i is
asymmetry of the anharmonic potential.
PEM was investigated in many special cases. Among them are:
• a model with the inclusion of the direct pseudospin-pseudospin
interaction (but without electron transfer (tij = 0)) [4,5]
• PEM in the case of absence of the direct pseudospin-pseudospin
interaction (Jij = 0), when pseudospins interact through the elec-
tron subsystem [6].
Special attention was paid to electron spectra [7], the pseudospin and
collective dynamics [8], effective electron-electron interaction [9], correla-
tion functions (〈SzSz〉, 〈Szn〉, 〈nn〉), possibility of the phase separation
ICMP–05–21E 2
and charge-ordered phases [6]. Phase transitions between states with dif-
ferent electron concentrations and with different pseudospin orientations
were also studied.
In the case of direct pseudospin-pseudospin interaction PEM is in-
vestigated mainly within the mean field approximation (MFA) [4] and
the transfer matrixes formalism [5]. PEM without direct pseudospin-
pseudospin is investigated using generalized random phase approxima-
tion (GRPA) [10] and dynamic mean-field theory (DMFT) [11]. Many
special cases of such modification of PEM were studied:
• simplified PEM with U = 0 and Ω = 0 or Ω 6= 0 [8,12],
• a model with the infinitely large Coloumb interaction U →∞ [13,
14]
• PEM with Ω 6= 0 but symmetric anharmonic potential h = 0 [7],
• two-sublattice PEM [15].
The simplified PEM (U = 0 and Ω = 0) corresponds to the Falicov-
Kimball (FK) model but differ in thermodynamic equilibrium condi-
tions1 [11].
This paper presents investigation of the PEM with tunneling splitting
of levels without direct pseudospin-pseudospin interaction. Generaliza-
tion of dynamical mean-field method for systems with correlated hopping
was applied to the investigation of the model. Within the alloy-analogy
approximation the numerical investigations were conducted and electron
spectrum was calculated. The dependences of the electron concentrations
and average pseudospin values on chemical potential, asymmetry field
and tunneling probability were obtained.
Special attention was paid to the phase transition to the ferromagnet-
ic state with the change of chemical potential and temperature. Different
aspects of possibility of ferromagnetism in PEM model were analyzed.
2. Analysis of the Hamiltonian
In the case of narrow bands (t  U) and absence of the direct
pseudospin-pseudospin interaction, the single-site Hamiltonian (1.4)
plays a role of an initial approximation, so it is useful to introduce the
1Sz = const for the FK model and h = const for the PEM.
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Hubbard operators XRSi ≡ |i, R〉〈i, S| which acts in the space spanned
by the state vectors, defined as:
|i, p〉 = |ni↑, ni↓, Szi 〉. (2.1)


















, λ2,2˜ = −2µ+U±(g−
h
2
), λ3,3˜ = λ4,4˜ = −µ±(g−h). (2.3)
This Hamiltonian is diagonal for Ω = 0 (no tunneling splitting of the















(nrg − h)2 +Ω2
; sin(2φr) =
Ω√










λr,r˜ = Uδr,2 − µnr ± 1
2
√
(nrg − h)2 +Ω2. (2.7)
Here nr denotes number of electrons for state r : n1 = 0, n2 = 2, n3 = 1,







cos(φr − φs)− sin(φr − φs)












cos(φr + φs) sin(φr + φs)











































































and all other are equal to zero. Here the designation φpq = φp − φq is
used.
One can see, that for the diagonalized Hamiltonian, hopping integral
value depends on states of neighboring lattice sites. Hopping of that
kind is called correlated hopping and can be dealed with using matrix
representations of all quantities [17]. In our case, hopping term can be













































































iτ −X 4˜2iτ ,
and the designation Xpqiτ ≡ Xpqi (τ) was used.







γ↑ = (cosφ41, sinφ41, cosφ23, sinφ23),
γ↓ = (cosφ31, sinφ31,− cosφ24,− sinφ24).
So, one can see that correlated hopping, introduced by tunneling
splitting is simple enough, because rank of direct product of vectors is






3. Temperature Green Functions. Perturbation theo-
ry in terms of electronic hopping
Investigation of the model is performed using temperature Green func-
tions.
Single-site Hamiltonian (1.4) was selected as a zero-order Hamiltoni-
an. Thus statistical operator can be written as:
ρˆ = e−βHˆ0 σˆ(β), (3.1)
where



















For the grand canonical potential functional we have:
Ω = − 1
β
ln Sp ρˆ = Ω0 − 1
β
ln〈σˆ(β)〉0, (3.3)
Ω0 = − 1
β
ln Sp e−βH0 . (3.4)
So we can define single-electron Green’s function as:
Gijσ(τ − τ ′) = −〈Taiσ(τ)a+jσ(τ ′)〉 =
δΩ
δtjiσ(τ ′ − τ) , (3.5)































Here mean values are define by
〈. . .〉= 1
Z
Sp(. . . ρˆ), (3.9)
Z=Sp ρˆ, (3.10)
or
〈. . .〉 = 1〈σˆ(β)〉0 〈. . . σˆ(β)〉0 = 〈. . . σˆ(β)〉0c, (3.11)
where
〈. . .〉0= 1
Z0
Sp(. . . e−βH0), (3.12)
Z0=Sp e
−βH0 . (3.13)
Let us introduce corresponding matrix Green functions2 and other
quantities [17]. According to (2.13), (2.14) and (2.15) matrix form of
Green’s function Gˆij,σ(τ − τ ′) is defined as:
Gˆµνij,σ(τ − τ ′) = β
δΩ
δtˆνµij,σ(τ − τ ′)
, (3.14)

















According to (2.14) and using (3.14) we can write elements of the 4× 4
matrix Green’s function:





It is obvious, that for each matrix element of Green’s func-









(τ ′1) . . .〉0. We can calculate them by
the consecutive pairing according to the corresponding Wick’s theo-
rem [18]. Zero-order Green functions, which corresponds to (3.16) are
explicitly defined in appendix A.
2Related to correlated hopping.
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4. Dynamical mean field theory of correlated hopping
Because only limited number of lattice models can be solved exactly, one
must use some approximations to describe model behavior. Dynamical
Mean-Field Theory (DMFT), which is exact in the limit of infinite spatial
dimensions d → ∞, is one of the most popular approaches [19]. The
DMFT is based on local (single-site) nature of the self-energy in the limit
d → ∞. But, for systems with correlated hopping self-energy becomes
unlocal [20], so it is necessary to modify standard DMFT approach.
Let us recall that self-energy appears in the Dyson equation for the
one-electron Green’s function, and represents many-electron interactions,
which are taken into account as perturbations. There is another natural
approach — perturbation theory over electron hopping tijσ . In this case
fundamental equation for the one-electron Green’s function is the Larkin
equation [17]:
Gˆkσ(ω) = Ξˆkσ(ω) + Ξˆkσ(ω)tˆkσGˆkσ(ω), (4.1)
where Ξij(ω) is an irreducible part of the Green’s function that can
not be divided into parts by cutting one hopping line. Formal solution of












It was shown in [21], that Ξij(ω) is local in the d→∞ limit3:
Ξσ(ωn,k) = Ξσ(ωn), (4.3)
and this statement is more general than the one about the local nature
of the self-energy [17].
Such matrix representation allows to reformulate the Dynamical
Mean-Field Theory of the systems with correlated hopping in the terms
of local quantities. Equivalency of the irreducible part Ξˆσ (ω) for the
lattice problem and the single-impurity problem leads to the following













3when hopping integral is scaled by tij →
tij√
d
in order to obtain finite density of
states.
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which is the matrix generalization of the Brandt-Mielsch [22] equation for
the auxiliary Kadanoff-Baym field. Right side of (4.4) is the Larkin rep-
resentation of the single-site Green’s function Gˆimp,σ(ω) for the single-
impurity problem with statistical operator:











Jσ(τ − τ ′)a+σ (τ)aσ(τ ′)

 . (4.5)
The grand canonical potential of the lattice in terms of the quantities
for the impurity model [17] is:
Ωlat
N


















where Ωimp is the grand canonical potential for the impurity model.
Ωimp can be calculated by applying Wick’s theorem, but now we have
averages of the products of diagonal Hubbard operators at the same site,
so we can multiply them and reduce their product to a single Hubbard
operator. Finally we get [18]:






where Ω(p) is grand canonical potential for subspace |p〉. Now we can














σ(p)(iωn) are single-electron Green’s functions for subspaces






As a result single-site (impurity) problem naturally splits into eight sub-
spaces |p〉 = |1〉, . . . |4˜〉 (see also [18]). We also can introduce an irre-








Because matrix of electron hopping is direct product (2.15), one can




σ tγσ =⇒ Jˆσ = J · (γTσ ⊗ γσ)⇔ Jσ = γTσ Jˆσγσ. (4.12)
The same transformations are also applied to all other matrix quanti-
ties, like Green functions and irreducible parts. As a result we can easily
switch to scalar form and back for all equations. For example, equa-


















Then, for left and right part after using obvious relation:






































































This interchangeability of representations allows us to use whatever form
is more convenient in each situation.
5. Alloy-analogy approximation. Numerical calcula-
tions
For the pseudospin-electron model with tunneling splitting perturbation
theory expansion is very large and inconvenient — for example, third
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order contribution has near 30000 terms. For obtaining results on behave
of the model, we used very simple approximation:
Ξˆσ(p)(ωn) = gˆσ(p)(ωn), (5.1)
a so-called alloy-analogy approximation. Here gˆσ(p)(ωn) are zero-order
matrix Green functions for subspaces obtained from (3.16).
Then, for the grand canonical potentials for subspaces one can ob-
tain [18]:










For numerical calculations scalar form of equations is more convenient.
Starting from (5.2) and using (4.12) one can obtain grand canonical
potential for subspaces, expressed in scalar quantities:














The first step of the numerical analysis is solving of the equation (4.4)
for coherent potential, when irreducible part is defined by (5.1). This
equation may have more then one solution, but it is rather complex
and contains integrations. It is more convenient to introduce equation
for statistical weights wp, treating them as self-consistency parameters
and then use it’s solutions for calculating Green functions and coherent
potential (see also [23]).





Ω(p)({wl}) is calculated according to (5.3) using coherent potential Jσ(ω)
which is obtained by iterative algorithm, described in details in ap-
pendix D. Green functions can be obtained from the same iterative pro-
cess.
Initial examination of the solutions space of (5.5) was made us-
ing Multi-Niche Crowding (MNC) variant of the genetic algorithms
(GA) [24]. It allowed us to find all possible potential solutions. Then the
candidates were checked and refined using modified Newton method4.
It was shown that for rather large U the model shows transition to
the ferromagnetic state.
4The GA are mostly too slow to rich high precision.
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Figure 1. Electron spectrum. Numerical parameters: h = −2.0, g = 1.85,
Ω = 1.01, U = 4.0, µ = −0.33, T = 0.01, W = 1.0, (a),(b) and (c)
corresponds to different solutions:
a b c
w3˜ = 0.160 w3˜ = 0.840 w3˜ = 0.5
w4˜ = 0.840 w4˜ = 0.160 w4˜ = 0.5
other wp = 0
n = 0.833 n = 0.833 n = 0.881
n↑ − n↓ = 0.518 n↑ − n↓ = 0.518 n↑ − n↓ = 0
Sz = −0.48 Sz = −0.48 Sz = −0.48
Ωlat = −1.95 Ωlat = −1.95 Ωlat = −1.93
Typical situation is the existence of three solution sets for self-
consistency parameters wp (Figure 1). One of them corresponds to the
paramagnetic phase and two other to the ferromagnetic ordering.
Average value of electron concentrations can be obtained in two differ-
ent ways. One of them is differentiation of the Grand canonical potential








For the AA approach thermodynamically obtained concentrations can
get unphysical values for some values of the chemical potential, so the
second one was used.
Figure 2 presents typical behavior of the electron concentration, de-
pending on chemical potential. One can see that ferromagnetism exists
for electron concentrations near the half-filling, both for n < 1 and n > 1.
Gaps on µ − n diagram corresponds to the unperturbed levels, where
present iterative algorithm of calculations fails for AA approximation.
The critical Coulombian repulsion U , shown on Figure 3 is much
lower than for ordinary Hubbard model according to [25,26]. Indeed, nu-
merous studies [27–29] revealed that different forms of correlated hopping
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Figure 2. µ − n diagram. h = −2.0, g = 1.85, Ω = 1.01, U = 4.0,
T = 0.01, W = 1.0
favors ferromagnetism including lowering of the critical U and stabilizing
of ferromagnetic ordering.
In addition the model possess phase transition with the change of the
temperature. Figure 4 shows change of the magnetization n↑ − n↓ with
the temperature.
6. Conclusions
The pseudospin-electron model with tunneling splitting of the vibration
mode was investigated. It was shown that correlated hopping formalism
is useful for investigating systems with transverse field. The numerical
results were obtained within alloy-analogy approximation.
Possibility of the ferromagnetism within alloy-analogy approximation
was shown. Ferromagnetism in Hubbard-like models is still controver-
sial [30–32]. In fact, Hubbard model first was proposed as model for de-
scribing ferromagnetism in metals. It manifests ferromagnetism for large

















Figure 3. Magnetic phase diagram. F denotes regions where ferromag-
netism exists. Wavy lines serve as the boundaries of regions, where AA
approximation fails. h = −2.0, g = 1.85, Ω = 1.01, T = 0.01, W = 1.0
leads to ferromagnetism too. Gutzwiller method leads to the ferromag-
netism even in case of the Gaussian density of states [26] for substantially
large U . It is generally accepted that ferromagnetic phase cannot develop
in the AA approximation because it lacks mechanism for spin-dependent
shift of the center of gravity of the Hubbard bands [23,33]. However in re-
cent years other mechanisms of ferromagnetic ordering, where there is no
shift in the relative position of the Hubbard bands, were considered [34].
One of them is connected with the redistribution of the electron densi-
ties between spin-up and spin-down electrons. Our scheme of solving the
equations for the Green functions leads to the ferromagnetism of that
kind.
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Figure 4. Dependence of magnetization on temperature. h = −2.0, g =
1.85, Ω = 1.01, µ = 1.62, U = 8.0, T = 0.01, W = 1.0
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B. Samples of perturbation theory results
Analytical view of first order of perturbation theory for grand canonical




























































ν −g4˜1n g41ν g4˜1ν − g41n g4˜1n g41ν − g4˜1n g4˜1ν g1˜10 + g41ν g41ν g11˜0 ),
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where gpqn ≡ gpq(ωn).
Contribution to average values of Hubbard operators in the first order
of perturbation theory from subspace |1〉:





n 〈X44〉0 + t22↑ g4˜1n g4˜1n 〈X 4˜4˜〉0,





n 〈X 4˜4˜〉0 − t12↑ g41n g41˜n 〈X44〉0
−(t21↑ g4˜1˜n g11˜0 − t12↑ g41˜n g11˜0 )〈X 1˜1˜〉0,
〈X 1˜1〉(1) = −(t21↑ g41n g11˜0 − t12↑ g4˜1n g11˜0 )〈X11〉0





0 − t12↑ g4˜1˜n g11˜0 )〈X 1˜1˜〉0,





n 〈X 4˜4˜〉0 + t22↑ g41˜n g41˜n 〈X44〉0,
〈X44〉(1) = −(t11↑ g41n g41n + t22↑ g41˜n g41˜n )〈X44〉0
−t11↑ g41n g41n 〈X11〉0 − t22↑ g41˜n g41˜n 〈X 1˜1˜〉0,
〈X44˜〉(1) = (t21↑ g41n g44˜0 − t12↑ g41˜n g44˜0 )〈X44〉0
−t21↑ g41n g4˜1n 〈X11〉0 + t12↑ g4˜1˜n g41˜n 〈X 1˜1˜〉0
−(t21↑ g4˜1n g44˜0 − t12↑ g4˜1˜n g44˜0 )〈X 4˜4˜〉0,





n 〈X 1˜1˜〉0 − t12↑ g41n g4˜1n 〈X11〉0
−(t21↑ g41˜n g44˜0 − t12↑ g41n g44˜0 )〈X44〉0,
〈X 4˜4˜〉(1) = −(t11↑ g4˜1˜n g4˜1˜n + t22↑ g4˜1n g4˜1n )〈X 4˜4˜〉0
−t11↑ g4˜1˜n g4˜1˜n 〈X 1˜1˜〉0 − t22↑ g4˜1n g4˜1n 〈X11〉0.
C. Summation over wave vectors in the matrix form




where αˆσ = γ
T ⊗ γ.
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Rank of the matrix αˆσ is 1 so:












































































α41 α42 α43 α44
∣∣∣∣∣∣∣∣
.
Algebraic adjunct ∆ij of matrix (Ξˆ
−1










≡ δKijt+ δbij .




= (−1)i+j ·minor((Ξˆ−1σ ), i, j).
Thus, elements of inverted matrix are:




and after some algebraic transformations we get




































tij0 = − δKjibK ,
and after the integration:
(Gˆimp,σ)






















D. Algorithm for calculating Ω(p)({wl})
First, we select initial condition for Jσ(ω):
J0σ(ω) = iW,
































σ − (Gσ)−1 .
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Then, using obtained coherent potential Jσ we can calculate grand
canonical potentials for subspaces:




dωn+ (ω) Im ln
[
1− (γσgˆσ(p)(ω − iδ)γTσ ) Jσ(ω − iδ)] .
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