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Introduction
The extensive application of fractional calculus in the mathematical modelling of physical, engineering and biological phenomena has motivated several researchers to explore theoretical as well as practical aspects of the subject. It is learnt through experimentation that the integral and derivative operators of fractional order do share some of the characteristics exhibited by the processes associated with complex systems having long-memory in time. Thus fractional models are the natural substitutes of the classical integer-order model for such systems. Fractional calculus also provides an excellent tool to describe the hereditary properties of various materials and processes. Concerning the development of theory, methods and applications of fractional calculus, we refer the books [1] [2] [3] [4] [5] . Some recent results on fractional differential equations with finite domain, for instance, can be found in papers [6] [7] [8] [9] [10] [11] [12] [13] [14] and the references cited therein. Though much of the work on fractional calculus deals with finite domain yet there is a considerable development on the topic involving unbounded domain [15] [16] [17] [18] [19] [20] [21] [22] [23] .
In this paper, we investigate the existence of solutions for a fractional nonlinear integro-differential equation of mixed type on a semi-infinite interval in a Banach space E:
where
α is the Riemann-Liouville fractional derivatives, θ refers to the zero in the space E and
Preliminaries and some lemmas
In this section, we will introduce notations, definitions and some useful lemmas, which play an important role in obtaining the main results of this paper. We begin with some basic definitions [1, 2] . 
provided the right hand side is defined pointwise on (0, ∞). 
provided that the integral exists.
Throughout this paper, we assume that the following condition holds:
(H) there exists constants k * and h * such that
Notice that FC (J, E) is a Banach space. A map u(t) ∈ C (J, E) with its Riemann-Liouville derivative of order α existing on J is called a solution of (1.1) if it satisfies (1.1).
Lemma 2.1. Assume that (H 1 ) there exist nonnegative constants a, b, c and a positive function p(t) with p
Then, for any u ∈ FC (J, E),
Integrating both sides of (2.3) and using (H 1 ), we get (2.1). 
4)
Proof. We only transform (1.1) to the integral equation (2.4) as the converse follows by direct computation. We know that the general solution of the fractional differential equation in (1.1) can be written as [1] 
where c i (i = 1, 2, . . . , n) ∈ R are arbitrary constants. Clearly, the condition u(0) = θ implies that c n = 0. By (2.6), we have
substituting u
Repeating the above steps with u
Using the condition D
which yields
Substituting the values of c i (i = 1, 2, . . . , n) in (2.6), we obtain
where G(t, s) is defined by (2.5). 
) has a unique solution u(t) in FC (J, E). Furthermore, there exists a monotone iterative sequence {u i (t)} such that u i (t) → u(t) as i → ∞ uniformly on any finite sub-interval of J, where
In addition, it is shown that there exists an error estimate for the sequence {u i (t)} of the form:
Proof. Define an operator A : 4) and observe that
that is,
where l = (∥u ∞ ∥ + λ)/Γ (α) and m is given by (3.1).
On the other hand, for any u, v ∈ FC (J, E), we have 9) and
(3.10)
Taking the limit as i → ∞, we get
This completes the proof.
Concluding remarks
In this paper, we not only establish the conditions for the existence of a unique solution for problem (1.1), but also develop an explicit iterative sequence for approximating the solution together with an error estimate for the approximation, which is indeed an important and useful contribution to the existing literature on the topic. We emphasize that our method of proof is completely different from the ones used in [15] [16] [17] [18] [19] [20] [21] [22] [23] . Let us mention that this method was widely used for nonlinear problem on finite domain; see for instance [9, [24] [25] [26] [27] [28] [29] [30] .
For a special case n = 2, when f does not depend on Volterra integral operator Tu(t) and Fredholm integral operator Su(t) and f satisfies some noncompact measure conditions, Su [18] discussed the existence of solutions for problem (1.1). In the present work, we obtain the unique solution of problem (1.1) without requiring a compactness condition on f . Thus, a special case of our problem generalizes and improves the work presented in [18] .
Example
Consider the problem Let E = c 0 = {u = (u 1 , . . . , u n , . . .) : u n → 0} with norm ∥u∥ = sup n |u n |. Then (4.1) can be considered as a boundary value problem of form (1.1) in E, where θ = {0, . . . , 0, . . .} ∈ E, u ∞ = {1, . . . , Hence, all the conditions of Theorem 3.1 are satisfied. Therefore, the conclusion of Theorem 3.1 applies and problem (4.1) has a unique solution, which can be obtained by constructing iterative sequences.
