to be a rigid sphere of diameter d, and (1.3) <7(f,0)=* r <7o, r = ^4, *>1
5-1
for the potential of inverse power law r~s [6] , where r denotes the distance between two colliding gas particles. The function q 0 (0) is a nonnegative function only of 6 and has a singularity at Q-+7T/2 like |cosfl|" (IJL1)/(I~1} . But since ? = f, ?'=f, at 0-+7T/2, the quantity {•••} in (1. 2) is expected to vanish at these 6, and it is customary to assume that 0<# 0 (0) <const. |cos0i (angular cutoff [6] ). The inverse power law potential is said soft (resp. hard) if s<5 (resp. s>5) . Clearly the hard ball model is a limit case s-»oo of (1. 3) with angular cutoff. The aim of the present paper is to show the existence of solutions to (1.1) in the large in time under the following assumption on q (v, 6) . -with some constants q Q >Q and ff 0 e[0, 1).
-with some constants q z >qi^>Q and
Clearly (1.3) with angular cutoff satisfies [Q] (i) if 5>3 and [Q] (ii) if s<C5. If we allow qi = Q, then the assumption [Q] (i) -f (ii) is
the same as that of cutoff soft potential proposed by Grad [6] . (The necessity of the assumption <?!>() will be made clear in Remark 4. 1 in the below.)
The initial value problem (1. 1) and related initial-boundary value problems have been studied extensively on the existence of solutions in the large in time ( [1] , [5] , [9] , [12] , [13] , [14] , [15] ). All of these works, however, have been made under the assumption of cutoff hard potential in the sense of Grad [6] , given also by [Q] but with the modification -!<£ 2 <fl<0 in [Q] (ii) , and satisfied by the hard ball model and by (1. 3) if s2>5 and if the angular cutoff is assumed.
A remarkable distinction is found on the existence of local (in time)
solutions. Roughly speaking, (1. 1) admits local solutions for arbitrary initials f 0 in the case of cutoff soft potentials (Theorem 3.2 below). While for cutoff hard potential such solutions are known at the present stage only for those f 0 near Maxwellians (for definition see § 3), which are eventually in the large in time [13] . Thus the cutoff soft potentials enjoy a better situation in this respect.
However a considerable complexity arises when constructing the solutions in the large in time. Our method of proof is the same as that previously developed for the case of cutoff hard potentials, which is based on an extensive use of asymptotic behaviors of a linear semigroup e tB of the so-call linearized Boltzmann operator B obtained upon the linearization of (1.1) (see §3). In order to establish decay estimates of e tB as I->oo which are nice enough to assure the nonlinear problem (1. 1) to have solutions in the large in time, the behaviors of the resolvent (7.-B)~l should be carefully studied near the imaginary axis Re^ = 0. For cutoff hard potentials, the spectrum ff(E) of B has a fairly simple structure near Re^ = 0: either a finite number of discrete eigenvalues ( [5] , [12] , [13] ) or a continuous spectrum consisting of a finite number of smooth curves emerging from ^ = 0 ( [1] , [4] , [9] , [14] , [15] );
On the other hand, ff (B) for cutoff soft potentials contains a left neighborhood of the imaginary axis (Remark 7. 3). In order to establish estimates of the resolvent (X -B) ' 1 near Re/t = 0, therefore, we are forced to use its C°°-extension into Re ^<CO, which were not needed in the case of cutoff hard potentials.
The plan of the present paper is as follows. In Section 2 we introduce some function spaces in which our problem is to be studied, and we also summarize the notations for linear operators, both of which will be used without further references in what follows. The local existence of solutions is proved in Section 3 while the solutions in the large in time are constructed in Section 9. The intermediate Sections 4 to 8 are devoted exclusively to the study of linear operators associated with B to establish asymptotic behaviors of e tB which play an essential role in Section 9. Thus these sections have a preliminary character to Section 9, but form a core of the present paper.
After the completion of the present work we learned that Caflisch [3] also solved (1. 1) for cutoff soft potentials, but imposing a periodic boundary condition in x. His method of proof is quite different from ours on the estimation of e tB , and is effective to the case of periodic boundary condition with rather restricted initial values. The method presented in this paper allows a mild condition on initial values and is applicable to the periodic boundary value problem. Moreover the estimates derived here can be combined with the method developed in [1] [13] to solve exterior problems to (1. 1) with soft potentials in the large in time. This is a subject in a forthcoming paper.
Remark. Recently we have obtained almost the same results for the Boltzmann equation with an angular cutoff soft potential of exponent se (7/3, 3] , that is, l<c? 0^£ i<2 in the assumption [Q] . The details will be discussed in another place. § 2. Function Spaces and Notations for Linear Operators Let J2ci? n be a domain. We will write S v when it is necessary to emphasize that the symbol for the generic point of Q is specified as y. are Banach spaces. We will write B(X) for B(X 9 X) and C(X) for C(X,X). Let A be a linear (not necessary bounded) operator defined in X with range also in X. The domain of A will be denoted as D(A). Let us return to (3. 1) . The linearized Boltzmann operator B is the linear operator appearing in the right side of (3. 1) ;
By definition D(A) =X if AeB(X). Let p(A) and
We shall study it in the space HI,$ with the domain 
in the distribution sense, and thereby we get formally, Note that (3. 10) implies also We now consider (3. 1) as an evolution equation in Hi,pi du (f) _ "" ,.
(3.12)
Here l^>?i/2 and j8>0, and du(t) / dt is, of course, a strong derivative of Let u = u(f) be such a solution. Then it is obvious that u satisfies the integral equation
is a solution to (3.13), then it is also a solution to (3.12) in the above sense so far as tio^D(B). This follows essentially from Corollary 3.1 (i) . And (
i) For any u Q^H i t p there exists a positive constant T and (3.13) has a unique solution u = u(t) in C°([0, T) ; H iift ).
(ii) If, in addition, u Q^D (B), then this uis also a unique solution to (3.12) in H ltft in [0, T) . 3) with s^>5. The local solutions shown in [7] are only for small U Q and can be continued eventually in the large in time [9] , [13] , [14] , § 4 8 
Collision Operators
In order to construct the solutions to (3. 12) in the large in time, we need to establish nice decay estimates of e tB for large £, and to this end we shall first study the operator L of (3. 3) in some details. Let F 3 Q'=l, 2) be as in (3.4) and put
, «] - with ^a <^J r°09 so that we can define (formally) the fractional power A a even for o:<0 as Let us now study the operator K of (4. 2) . It is easy to see that
, u] is an integral operator with some constant k 2 >0. This has been proved in [6] for n = 3 and in [11] for arbitrary n>2 9 by using too complicated change of variables to reproduce their proofs here.
Consequently K is also an integral operator
and the kernel j£(f, ?') =K 2 (ii) Let XR be as in (2. 11) and denote also by XR the multiplication operator induced by the function %*(£ 
(ii) r where y 0 = (iii) 0 6E 0" p (L) ivith multiplicity n + 2 whose eigenspace is spanned by the functions
Proof. The selfadjointness of L and the assertion (ii) follow from Lemmas 4. 1 (ii) and 4. 2 (iii) , [7. Theorem IV. 5. 35]. The proof of the nonnegativity and that of (iii) will be referred to [3] , and (iv) is obvious from the fact that cp } of (4. 16) are rapidly decreasing when Let T^O(?i) be a rotation in 7?f and define R by 
Lemma 4. 4, A, K and L commute ucith R.
This is a consequence of the fact that q in (1. 2) is a function only of |f -?'| and 6. For the proof, see [3] .
A formal calculation gives the 
The right side is a multiplication operator with respect to k. Therefore, regarding k as a parameter, we define The semigroup e tA(k} is a contraction semigroup given as 
which proves the lemma.
We noted already that B Q (k) is a generator. This lemma, therefore, is not used in the sequel, and so the proof will not be given. Instead, we need some properties of ff (B 0 (k) ) in L| for arbitrary /?, namely, 
(iii) _sup ||F(A,A)|| B(L .)^0 (r->oo).
Proof. Recall 5<1. Then (i) follows from Lemma 5.1 (ii) , 
Lemma 5.4. (i) Is=p(F(l,k)) for all (X,k)^Z.
(ii) (7- (
Proof, (i) Suppose I^ff(F(A,k)) for some (^, &)eJ, Then F(^, ^)) by Lemma 5. 3 (i) . So u = F(X,k)u with some u<=L

ii) (i) and Lemma 5.3 (i) imply (I-F(X, k)) ^eC^J; B(LJ)) . so that it suffices to show that (I-F(yl, A)) ''eL
00^; JB(L 2^) ) for some where we have put 
Since B Q (k) is a semigroup generator, so is B(k) in il by Lemma 4.3 (iv) . Moreover we have the Lemma 6* 1. e tB(]c) is a contraction semigroup on L 2 = Ll for each
I! _ffi(fc) II \\e liBC
Proof. Instead of (5. 17) we have by Lemma 4 0 3 (i) ,
showing that B(k) is dossipative in L 2 , whence the lemma follows according to the remark given below Lemma 5. 2.
The following proposition, corresponding to Proposition 5, 1, holds in LJ for all /9eJR.
Proposition 6.1. (i) (T(5(^))cC_, p(B(k))1)C + . (ii) (T(B(k))
. 
Lemma 6, 4 9 Put R(^k} = (k~B(k)}~\ and let r>0. Then Lemma 5. 1 is valid if 2 is replaced by Z T in (i) and (ii) , and if the supremum in (iv) is taken for r2>0 and \k\>r. The constant C in (iv) depends, of course, on r.
The assertions (i) to (iv) of Lemma 5. 1 for R(JL, k) = (J-B(k)) ~l
will be referred to as Lemma 6. 4 (i) to (iv) respectively. In the above, r = 0 is not possible because of the restriction k=£Q in Proposition 6.1 (in). Here 2t&D(B(k)) and />0, and f>0 can be chosen arbitrarily. We first show that we can put 7 -0.
I'Ct /9>0 and /e^V, and let 2t^L^^i 8 . By an argument similar to that given in Remark 5. 1, we see from Lemma 6. 4 (i) (ii) (iii) that for any (6.6) and that for any k^R, including & = 0, (6.7) _sup
Since J^(^) is a resolvent, R(X)u is analytic in A in p(B(k)} and hence in particular in C+ by Proposition 6. 1 (i) . Thus Cauchy's theorem on the integrals of holomorphic functions can be applied to the right side of (6. 5) to shift the path of integration to the imaginary axis by the aid of (6.6) and (6.7) with 1 = 1. Thus T = Q is possible in (6.5) if u&L}-r8 . 9 , and so we have, putting ^=7" + /r s (6.10) This holds for u<=L} and r + zrep(B(£)) IDC+, but if weLj +a+lw , this is valid even for 7" = 0 in virtue of (6.6). Therefore we can integrate The constant C in Theorem 6. 1 can be found to tend to infinity as r->0. To see this more precisely, let a>r\>0 and write (6 e 8) as
r) +I t (t 9 r,a).
If Ae I, W>r, then (A, £) <Ej r for all &GEIT. Therefore (6.13), (6. 14) and the argument following to (6. 14) apply to the first and the last term in the right side of (7. 1) . Thus we have the
Lemma 7. I. For each fixed r>0, the limits of Ii(t, -a, -r) and Ii(l,r 9 a) exist as a->oo in the weak topology of B(L 2 $+i S9 and are bounded hi B(L Z 0+IS , Up) uniformly in t>Q and
Consequently it is the middle term of the right side of (7. 1) from which the singularity arises when &->0. To derive its asymptotic behaviors, we are forced to use a C°°-extension of G(k,k) for Re
For simplifications of notations we write
where G(h,k) is the same with (6.4).
We use the second resolvent equation in the form
which follows from (6. 1) and the fact that P is a projection, P 2 = P.
Since jR 0 , G and GI are bounded in J^ the singularity arises from (I-A, k) ) ~\ To study this, we need which is a second resolvent equation for the first equality of (5. 5) .
This is a formal equation since D(
ff , but if both sides are multiplied by P from the left or from the right, then the equality becomes exact, owing to nice properties of P given in Lemma 4. 3 (iv) , and if we put
then we get Proof. This also is due to nice properties of P mentioned above.
In fact it follows from Lemmas 4. 3 (iv) and 5. 5 (ii) applied to (6, 10) that It is clear from Lemma 7. 2 that (7. 8) dp. (r, r, A, k') e C°° (B x JR x fi" X B') .
To investigate this matrix, we follow the argument of [4] . On the other hand we have (7.10)
Now choose r^O(n) such that rei = a) and let j 9 1= -1, 0. Then Vft> -and we have by (7.9) and (7.10), d,i (r, r, *, ft)) = (15 (r, r, /c^, eO W h y,) = ^ (r, r, **!, ^) , proving the first line of the lemma. The rest of the lemma can be proved similarly by choosing suitable rEiO(ri) 9 and the details will be omitted.
Define a 3 X 3 matrix We identify the matrices Pj with the corresponding operators in L|. Combining (7. 7) and (7. 12) with (7. 6) , and using Lemma 7. 4, we readily prove the As for asymptotic behaviors of Yj(fc) and tj(fc), we should mention the Proposition 7, 3. There exist constants ^0 ) >0 and
The proof can be carried out along the line given in [4] , and therefore will be omitted.
We are now ready to prove the main result of this section: Then we get, with p$ (/c) stated in the theorem, (7. 
J-r0
Then we get by (7.26) and (7.28)
It still remains to calculate the integral in (7.29 . where a is the same as in the statement of the theorem. Note that On the other hand it is easy to check that (9. 10) remains valid if the norm ||| • ||| is replaced by the norm ||| • ||| r of (9.11) for any T>0. Hence \\\v\\\T 0 = \\\H[v'j\\\ To </jia l <,a l . This contradicts to (9.12). Thus there is no such a v and u is unique in X.
