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ANNEE 2014/2015 
CONTRIBUTION AU DEVELOPPEMENT de METHODES 
NUMERIQUES UTILISANT les RESEAUX DE NEURONES 
ARTIFICIELS pour la CARACTERISATION 
du GISEMENT SOLAIRE en ALGERIE. 
Résumé 
L’Algérie possède le potentiel solaire le plus important du bassin méditerranéen et dispose 
d’un des gisements solaires les plus élevés au monde avec 169.440 TWh/an, soit 5000 fois la 
consommation nationale en électricité. A cause de son caractère intermittent, cette ressource 
n'est insérée que de manière limitée au sein des réseaux électriques. Pour augmenter la part de 
l’énergie solaire dans le bilan énergétique et permettre une meilleure gestion de sa production, 
il convient de connaître précisément le potentiel solaire disponible et ce à un pas de temps fin 
pour en prendre en compte toutes ces variations stochastiques. Les données solaires étant peu 
disponibles, l’objectif de ce travail est de les estimer au pas de temps horaire et 5-minutes. 
Nous nous sommes fixés deux objectifs : estimer le rayonnement solaire incliné à partir du 
rayonnement solaire horizontal mesuré, puis estimer ce dernier à partir de données 
météorologiques plus facilement et fréquemment mesurées. Une étude bibliographique a mis 
en exergue l’efficacité des techniques d'intelligence artificielle et plus précisément des 
réseaux de neurones artificiels pour réaliser cette tâche. On retiendra ainsi que pour le 
rayonnement global incliné, au pas du temps de 5 minutes, un RNA à quatre intervalles 
d’états du ciel et trois entrées est le plus performant avec une RMSE de 1,97%. Au pas de 
temps de l'heure, un RNA à trois entrées permet d’obtenir ces mêmes données avec une 
RMSE de 1.78%. Pour l’estimation du rayonnement global horizontal, le nombre de 
paramètres d’entrée étant très élevé (10) et le nombre de structures de RNA importante 
(1023), nous avons appliqué au préalable une méthode d’information mutuelle pour réaliser 
une sélection de variable. Les résultats obtenus par cette sélection n’ayant pas été probants, un 
test exhaustif a été effectué. Il est ressorti qu’il était possible d’estimer le rayonnement global 
horizontal à partir de différentes combinaisons de paramètres avec une erreur qui se situe aux 
alentours de 19% au pas du temps de 5 minutes et 13,7% au pas du temps de l'heure.  
Mots clés: Estimation; irradiation solaire; réseaux de neurones artificiels; information 
mutuelle. 
Abstract  
Algeria has the largest solar potential in the Mediterranean and has one of the highest solar 
potential in the world with 169 440 TWh / year, which is 5000 times the national electricity 
consumption. Because of its intermittent nature, this resource is inserted only to a limited 
extent in electricity networks. To increase the share of solar energy in the energy balance and 
allow better management of its production, it is necessary to know precisely the solar 
potential available at a short time to take into account all these stochastic variations. Little 
solar data is available, the objective of this work is to estimate it in the hourly time and 5-
minutes times step. We set two objectives: to estimate solar radiation inclined from the 
measured horizontal solar radiation and estimated it from more easily and frequently 
measured meteorological data. A literature review has highlighted the effectiveness of 
artificial intelligence techniques and specifically artificial neural networks to perform this 
task. We note as well as the tilted global radiation, according as the 5-minute time an ANN 
four intervals sky states and three inputs is the most efficient with RMSE of 1.97%. At the 
hourly time step, a three-input RNA provides these data with a RMSE of 1.78%. For 
estimating the global horizontal radiation, the number of input parameters being very high 
(10) and the number of significant RNA structures (1023), we applied a prior method of 
mutual information to perform a selection of variable.  
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 ملخص
الجزائر لدیھا أكبر إمكانیات الطاقة الشمسیة في منطقة البحر الأبیض المتوسط ولدیھا واحدة من أعلى الودائع الشمسیة في 
بسبب طبیعتھا المتقطعة، یتم . كھرباءللمرة الاستھلاك الوطني  0005ي ھو سنة، والذ/ ساعة  تیراواط 044 961العالم مع 
قة الشمسیة في میزان الطاقة والسماح لزیادة حصة الطا. إدراج ھذا المورد فقط على نطاق محدود في شبكات الكھرباء
 ھذا خلال مدة زمنیة قصیرةوسبة المتواجدة بالتحدید كمیة الطاقة الشم ، من الضروري أن یعرفبتسییر أفضل لإنتاجھا
إلى  العمل نتطرق في ھذا الطاقة الشمسیة ، على  ةالبیانات القلیل بسبب. العشوائیة بعین الاعتبار كل ھذه التغیرات لتأخذ
 من  المائل الكلي تقدیر الإشعاع الشمسي: للدراسة  ھدفین  قد سطرناو. دقائق 5 كذ لكساعة و زمنیةھا خلال فترة تقدیر
وقد . بسھولة وبشكل متكررالمقاسة من بیانات الأرصاد الجویة  ھذا الأخیرریقدثم ت الكليالإشعاع الشمسي الأفقي قیاس 
. أبرزت مراجعة الأدب فعالیة تقنیات الذكاء الاصطناعي والشبكات العصبیة الاصطناعیة خصیصا لتنفیذ ھذه المھمة
السماء وثلاثة مداخل ھي الأكثر  مجالات لحالات أربع  NNAدقائق  5 خلال،   ائلالم الشمسي  الإشعاع تقدیرونلاحظ 
 لتقدیر الإشعاع. ٪87.1 ESMRیوفر ھذه البیانات مع مداخل ثلاثة  ANRخلال ساعة،  . ٪79.1 ESMRكفاءة مع 
، طبقنا طریقة مسبق من  (3201)كبیرة  الممكنة تشكیلھا ANR  وعدد ھیاكل( 01)جدا  المداخل كبیر الأفقي ، وعدد الكلي
النتائج التي حصل علیھا ھذا الاختیار لم تكن حاسمة، تم . المداخل الممكنةمن محدودة مجموعة  ختیارالمعلومات المتبادلة لا
خطأ  مع وجودالمداخل  الأفقي من مجموعات مختلفة الكلي وتبین أنھ كان من الممكن لتقدیر الإشعاع . إجراء اختبار شامل
  .الساعة ٪ في7.31دقائق من الوقت و  5 خلال٪91الذي یبلغ حوالي 
 
  .، المعلومات المتبادلةالذكاء الاصطناعي والشبكات العصبیة الاصطناعیة ،الاشعاع الشمسي ،تقدیر : كلمات المفتاح
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 Nomenclature 
 
Lettres romaines:  
Dir Direction du vent (°) 
f Fraction diffuse 
g Fonction de transfert où fonction d'activation 
E0  Excentricité du soleil 
Et Equation du temps (heure, mn, sec) 
h   Hauteur du soleil (° où rad) 
H Humidité (%) 
Isc Constante solaire (W/h) 
 Eclairement solaire hors atmosphère reçu sur une surface normale 
(W/m²) 
 Eclairement solaire hors atmosphère reçu sur une surface horizontale  
( W/m²) 
I Irradiation solaire  au sol (Wh/m²) 
I0 Irradiation solaire hors atmosphère (Wh/m²) 
Ib Irradiation solaire direct (Wh/m²) 
Ib,n Irradiation direct normal (Wh/m²) 
Id,ciel                Irradiation solaire diffus par le ciel (Wh/m²) 
Id,sol                 Irradiation solaire diffus par le sol (Wh/m²)  
Ib,β                  Irradiation  solaire diffus par le sol sur une surface incliné (Wh/m²) 
Iβ Irradiation solaire global sur une surface incliné (Wh/m²) 
kt   Indice de clarté  
kd Indice diffus 
P Pression (bar) 
Prec   Précipitation (mm) 
R² Coefficient de corrélation (%)  
S Durée d'insolation (heure, mn, sec) 
T   Température (°C)            
TL Temps local (heure, min, sec) 
TSM    Temps solaire moyen (heure, min, sec) 
TSV Temps solaire vrai (heure, min, sec) 
TU/GMT Temps solaire moyen calculé à midi à Greenwich  
V Vitesse du vent (m/s) 
wj,i                 Le poids de la connexion liant le neurone j et l’entrée 
xi Entrée d'un réseau de neurone et aussi la donnée mesurée 
                    Moyenne des mesures  
yi Donnée estimée 
                    Moyenne des estimations 
yj La valeur de sortie de neurone j 
Lettres grecques:  
ß Inclinaison de  surface (°) 
 Angle journalier (rad) 
θz  Angle zénithal (°) 
θ0 Angle d'incidence du rayonnement solaire (°) 
δ  Déclinaison (rad)  
 Angle horaire (°) 
        Angle horaire de lever de soleil  
  Azimut du soleil             
     La latitude de lieu 
   Albédo du sol 
 Ecart type 
Lexique:  
ARD   Automatic Relevance Determination 
ANFIS Neuro-Fuzzy Inference Systems, schéma neuro-flou 
ARMA Autoregressive Moving Average, modèles autorégressifs et moyenne 
mobile 
CDER Centre de Développement des Energies Renouvelables 
CIUS Conseil International des Unions Scientifiques 
 
CCNUCC Convention  Cadre  des  Nations  Unies  sur  les  Changements 
Climatiques 
DLR Agence  Spatiale Allemande   
EnR Energies Renouvelables 
FL    Fuzzy Logic, logique fleu 
GES       Gaz  à  Effet  de  Serre 
GIEC Groupe d’Experts Intergouvernemental sur l’Evolution du Climat 
HCDS Haut Commissariat au Développement de la Steppe 
IA Intelligence Artificielle 
IC    Intervalle de Confiance encadrant une estimation 
LM Algorithme de Levenberg-Marquardt utilisé pour l’apprentissage d’un 
PMC 
NEAL     New Energy Algeria 
ONM Office National Météorologique 
OMM Organisation Météorologique Mondiale 
PNUE Programme des Nations Unies pour l’Environnement 
PMC Perceptron Multicouche 
PV   Panneau Photovoltaïque 
RNA Réseau de Neurones Artificiels 
RBF Radial Basis Function, fonction radial basique 
RNB Réseau de Neurones Bayésienne  
TG   Turbine à Gaz 
TV Turbine à Vapeur 
CC   Cycle Combiné 
IM Réseau de Neurones Bayésien 
IR Information mutuelle réduite 
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Introduction générale  
L’énergie solaire est une énergie propre sans impact négatif sur l’environnement, 
disponible partout et pour de nombreuses applications telles que le chauffage de l’eau chaude 
sanitaire ou de la maison, la cuisson, le séchage, la production d’électricité…. Un pré-requis à 
toute conception ou étude d’un système solaire, pour l’évaluation de ses performances ou 
même pour optimiser son fonctionnement est de disposer d’une connaissance suffisamment 
précise de la source énergétique disponible. Pour ce faire, nous devons disposer de données de 
rayonnement solaire à des pas de temps variables selon l’objectif recherché : pré-
dimensionnement, dimensionnement, optimisation de la gestion énergétique, ….. Or, le coût 
du matériel de mesures (pyranomètre, pyrhéliomètre, cellule étalon, ….) et sa maintenance 
(nécessitant une certaine technicité et un étalonnage régulier, des opérations d’entretien 
fréquentes) font que ces données ne sont pas facilement disponibles. Une utilisation optimale 
des systèmes énergétiques utilisant le rayonnement solaire nécessite une bonne connaissance 
des caractéristiques physiques et temporelles de la source afin de maîtriser au mieux son 
caractère intermittent.  
Si des modèles empiriques ont été développés dans le passé pour relier entre eux 
différentes grandeurs météorologiques, des approches Markoviennes et des modèles 
autorégressifs par exemple ont largement contribué à la modélisation du rayonnement solaire. 
Actuellement, des modèles plus récents basés sur des méthodes d’intelligence artificielle sont 
appliqués à la modélisation du caractère aléatoire du rayonnement solaire ; les réseaux de 
neurones artificiels sont de loin le type de modèles d’intelligence artificielle les plus utilisés. 
Ce travail de thèse explore les possibilités d’application de ces derniers modèles à la 
modélisation du  rayonnement solaire. En plus du caractère inédit de cette nouvelle approche, 
notre travail vise à évaluer l’apport de ce formalisme dans la description du caractère 
fluctuant du rayonnement solaire  dans le but d’optimiser des systèmes énergétiques solaires 
photovoltaïques et/ou thermiques.  
Dans la littérature, très peu de travaux consacrés à l’application des réseaux neuronaux au 
rayonnement solaire en Algérie ont été publiés [1;2;3;4;5]. Nous nous efforcerons de 
compléter ces travaux antérieurs et de contribuer à la modélisation neuronale du rayonnement 
solaire dans notre pays. 
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La structure de ce manuscrit sera la suivante : 
 Dans un premier temps  (Chapitre I), nous tacherons de mieux appréhender le contexte 
politique et économique dans  lequel s’inscrit cette étude en abordant la situation 
énergétique Algérienne et en dressant un bilan du développement des énergies 
renouvelables en Algérie. Nous présenterons ensuite les principales caractéristiques du 
rayonnement solaire afin de permettre au lecteur de se familiariser avec les termes et 
grandeurs qui seront utilisés dans la suite de ce travail.  
 Dans une seconde partie (Chapitre II), nous présenterons une étude bibliographique sur 
l'application des réseaux de neurones artificiels (RNA) pour l’estimation du potentiel 
solaire aussi exhaustive possible et présenterons rapidement quelques travaux réalisés en 
Algérie sur le potentiel solaire. Nous mettrons en exergue que les deux études que nous 
présentons dans cette thèse n’ont pas encore fait l’objet de publications significatives, en 
particulier au pas de temps auxquels nous travaillerons. 
 Le chapitre III sera encore d’ordre bibliographique puisqu’il présentera de manière 
synthétique les réseaux de neurones artificiels, de leur « histoire » à leur mise en œuvre. 
 Nous présenterons ensuite dans le chapitre IV les données météorologiques qui sont à 
notre disposition ainsi que les traitements qui leurs ont été appliqués, d’une part pour 
s’assurer de leur validité, et d’autre part pour compléter la base de données disponibles 
avec des grandeurs géométriques ou énergétiques calculables qui seront nécessaires dans 
la mise en œuvre de nos futurs modèles. 
 On présentera dans le chapitre V nos résultats et discussions relatifs aux deux études que 
nous nous proposons de réaliser :  
 Estimer le rayonnement solaire sur un plan incliné à partir de ce même 
rayonnement incident sur un plan horizontal ; 
 Estimer le rayonnement global horizontal à partir d’autres grandeurs 
météorologiques plus aisées à mesurer et à plus facilement disponibles. 
 Enfin, l'étude s'achèvera par une conclusion générale qui retracera les principaux résultats 
obtenus ainsi que les recommandations et les perspectives possible de ce travail. 
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I.1. Introduction 
Il nous a paru intéressant de dresser de manière synthétique un panorama de la situation 
des énergies renouvelables dans le Monde et en particulier en Algérie afin de situer notre 
travail et de mieux en montrer l’intérêt nos seulement scientifique mais également plus 
largement pour le développement des énergies renouvelables en Algérie. 
Après une brève synthèse des enjeux environnementaux actuels, nous présenterons la 
situation énergétique mondiale. Nous nous concentrerons ensuite sur la situation énergétique 
de l’Algérie et montrerons l’importance de son potentiel énergétique renouvelable encore trop 
peu exploité et la forte volonté gouvernementale de développer ces énergies avec des objectifs 
très ambitieux pour 2030. 
Ainsi, nous montrerons tout l’intérêt du travail que nous proposons de réaliser dans le 
cadre de ce doctorat. 
I.2. L’enjeu énergétique et cadre juridique 
Pour la première fois, l’environnement devient réellement un enjeu international en juin 
1972 lors de la conférence des nations unies de Stockholm. Une série de principes pour une 
gestion politique écologiquement raisonnable est énoncée. Cela marque le début d’un 
dialogue entre pays industrialisés et pays en voie de développement sur le lien qui existe entre 
la croissance  économique,  la  pollution  et  le  bien-être  des  peuples.   
C’est à Genève, en 1979, qu’a  lieu  la première conférence mondiale sur le climat. Elle est 
le siège du lancement du programme de recherche climatologique mondial. Ce dernier est 
confié à l’Organisation Météorologique Mondiale (OMM), au Programme des Nations Unies 
pour l’Environnement (PNUE) et au Conseil International des Unions Scientifiques (CIUS). 
Six ans plus tard, en 1985, il est établi lors de la convention de Vienne que la protection de  la 
couche d’ozone devient une priorité. Les états parties s’engagent à protéger la couche d’ozone  
et à coopérer scientifiquement afin d’améliorer la compréhension des processus 
atmosphériques. 
Ce n’est qu’en 1992, au  sommet de  la Terre de Rio de Janeiro, que  les Nations Unies 
adoptent  la  Convention  Cadre  des  Nations  Unies  sur  les  Changements  Climatiques 
(CCNUCC). Cette  conférence  fait  le  point  sur  la  dégradation  de  la  situation  concernant  
la pollution et met à jour la corrélation entre le progrès économique à long terme et la 
nécessité d’une  protection  de  l’environnement.  L’objectif  de  la  déclaration  est  de  
stabiliser  les concentrations  atmosphériques  des  Gaz  à  Effet  de  Serre  (GES)  en  prenant  
en  compte  la responsabilité différenciée des pays industrialisés et des pays en voie de 
développement.  
 
 
Chapitre I                                     Revue et contexte des énergies renouvelables en Algérie   
 
Page 4 
 
Il faut attendre cinq ans pour voir les premiers effets de cette conférence. En décembre 
1997  à Kyoto  (Japon),  l’Organisation des Nations Unies (ONU)  ratifie  le  «  protocole  de 
Kyoto  »  qui  prévoit  une  réduction moyenne  de  5,2  %  des  émissions  des  GES  dans  les  
pays  industrialisés  en 2012.  Ce protocole  n’est  entré  en  vigueur  qu’en  février  2005  
lorsque  la Russie  a  enfin  accepté  de  le ratifier.  
En  avril  2007, le GIEC (Groupe d’experts Intergouvernemental sur l’Evolution du 
Climat) rend une synthèse alarmante des conséquences du réchauffement climatique. Un 
chiffre  consternant y est avancé : il semblerait que 20 à 30 % des espèces végétales et 
animales soient déjà éteintes ou menacées d’extinction.  
En décembre 2008, à Poznań a lieu la 14ième conférence des états partis à la CCNUCC. Il 
s’agit d’un forum de discussion politique pour attirer l’attention du public et des politiques sur  
les  changements  climatiques.  L’un  des  principaux  objectifs  de  cette  conférence  est  de 
s’assurer de l’application du protocole de Kyoto en travaillant sur les points de résistances ou 
de difficultés existants. 
En décembre 2009, lors de la conférence de Copenhague, les 192 pays représentés 
renégocient un accord international sur le climat remplaçant le protocole de Kyoto. Selon le 
secrétaire général de l’ONU, elle aboutit au «premier accord réellement mondial» visant  à 
réduire de moitié les émissions de gaz à effet de serre d’ici 2050 par rapport à celles de 1990. 
Nous  venons  de  voir  que  pour  parvenir  à  envisager  un  réel  positionnement  politique 
mondial face à  la crise écologique, plus de 30 années ont été nécessaires. Cela  témoigne des 
difficultés  rencontrées par  les politiques pour parvenir à  articuler des enjeux divergents. En 
effet,  tant au niveau des nations qu’individuellement,  la mise en balance des problématiques 
environnementales  et  des  enjeux  politiques  et  économiques  n’a  pas  toujours  été  facile  
et évidente [6]. 
I.3. Production d’énergie électrique à partir des énergies renouvelables 
Le monde s’est industrialisé et les besoins énergétiques se sont multipliés de façon 
exponentielle pour soutenir tant l’évolution économique que les besoins en termes de confort 
et de consommation des populations. Actuellement, nous arrivons à un moment critique de 
l’exploitation en énergie : nous réalisons la fragilité et l’incohérence de notre fonctionnement. 
La  principale source d’énergie au niveau mondial provient des combustibles fossiles 
conventionnels (pétrole, gaz naturel et charbon) qui cumulent deux aspects négatifs  
importants: ils sont présents sur Terre en  quantité  limitée, et  émettent des GES, des gaz 
toxiques et particules fines lors de leur combustion. C’est pourquoi il est nécessaire de trouver 
des alternatives à leur exploitation car les besoins en  énergie s’accroissent avec les évolutions  
technologiques, l’industrialisation et les exigences de qualité et du confort de vie. Les  sources  
d’énergies  renouvelables  présentent  l’avantage  d’être  disponibles  en  quantité illimitée  et  
d’être  non  émettrices  de  GES  excepté  lors  de  la  fabrication  des  procédés d’exploitation  
[6]. 
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La production d’électricité dans le monde 
En 2012,  la production d‘électricité mondiale (Figures I.1 et I.2) provenant des sources 
d‘énergies  renouvelables  atteint  20,8 %  de la production totale. Les combustibles fossiles 
demeurent le noyau dur de la production d’électricité mondiale avec plus des deux tiers 
(68,1%) qui reste toujours supérieure à la part de la production d‘origine nucléaire (10,9%). 
Les 0,2% manquants sont fournis par la combustion des déchets dits non renouvelables. Des  
6 sources composant la production d‘électricité renouvelable, la principale est  
l‘hydroélectricité avec 78 % de  la production totale d‘origine renouvelable. La filière 
éolienne, qui depuis 2009 est devenue la deuxième source d’énergie renouvelables, représente 
désormais 11,4 % du total renouvelable. Viennent ensuite la  biomasse, qui comprend la  
biomasse  solide  et liquide, le biogaz et  les déchets ménagers renouvelables est  la  troisième 
source avec 6.9 %. Suivent le solaire qui regroupe les centrales photovoltaïques et  thermiques   
(2,2 %), la géothermie (1,5 %),  et enfin  les énergies marines (0,01 %) [7]. 
 
Figure I.1. Répartition de la production d’électricité mondiale en 2012 [7] 
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Figure I.2. Répartition de la production d’électricité mondiale d’origine renouvelable  
en 2012 [7] 
Entre 2002 et 2012 (Figure I.3), ce sont les sources de production solaire et éolienne qui 
ont  connu les taux de croissance annuels moyens les plus importants. Ils ont en effet 
augmenté de 50,6% pour le solaire, cette croissance étant inférieure à celle enregistrée entre 
2011-2012 (65,5%) et 26,1 % pour la filière éolienne. Seules les énergies marines et 
nucléaires ont connu une baisse de ce taux durant cette période. Pour les autres sources,  ces 
valeurs sont comprises entre 3% (pour la géothermie) et 8,3 % (pour la biomasse) [7]. 
 
Figure I.3. Taux de croissance annuels moyens entre 2002 et 2012, des sources de production 
électrique mondiale [7] 
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I.4. Contexte énergétique en Algérie 
Après cette rapide présentation de la situation de l’utilisation des énergies renouvelables 
dans le Monde et plus particulièrement de l’énergie solaire car c’est surtout ce point qui fait 
l’objet de ces travaux de doctorat, nous allons regarder quelle est la situation en Algérie. 
I.4.1. Situation de la production d’électricité en Algérie 
En 2012, la production totale d’électricité en Algérie a été de 57,4 TWh en hausse de 
12,1% par rapport à l’année précédente [ (Figures I.4 et I.5) provient essentiellement des 
combustibles fossiles avec plus de 99,2%, en particulier du gaz naturel abondant en Algérie. 
La  structure de la production  électrique du pays laisse donc peu de place (0,8%) aux filières 
renouvelables qui se résument pratiquement à une production hydroélectrique avec 0.7% et le  
solaire 0.1% [7]. 
 
Figure I.4. Répartition de la production d’électricité en Algérie en 2012 [7] 
 
Figure I.5. Répartition de la production d’électricité en Algérie d’origine renouvelable en 2012 [7] 
Chapitre I                                     Revue et contexte des énergies renouvelables en Algérie   
 
Page 8 
 
L’Algérie amorce une dynamique d’énergie verte en lançant un programme ambitieux de 
développement des énergies renouvelables (EnR) et d’efficacité énergétique. Cette vision du 
gouvernement algérien s’appuie sur une stratégie axée sur la mise en valeur des ressources 
inépuisables comme le solaire et leur utilisation pour diversifier les sources d’énergie et 
préparer l’Algérie de demain. Grâce à la combinaison des initiatives et des intelligences, 
l’Algérie s’engage dans une nouvelle ère énergétique durable. 
Comme le montre la Figure I.6., entre 2002-2012, la source de production solaire a connu 
un taux de croissance annuels moyens très important (111,9%), quant à la filière hydraulique 
21,2% [7]. 
 
Figure I.6. Taux de croissance annuels moyens entre 2002 et 2012 des sources de production 
électrique en Algérie [7] 
La répartition de la production d’électricité en Algérie en 2012 est synthétisée dans le 
Tableau I.1 et présentée sur la Figure I.7. 
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Tableau I.1. Répartition des moyens de production d’électricité en 2012 [3] 
 Energie (GWh) Part 
Turbine à Gaz (TG) 25 004 44% 
Turbine à vapeur (TV) 9 422 16% 
Diesel 416 0,7% 
Cycle Combiné (CC) 18 623 32% 
Hydraulique 389 0,7% 
Centrale Hybride 232 0,4% 
Production Autonome 3 311 6% 
TOTAL 57 397 100% 
 
 
Figure I.7. Répartition de la production d’électricité en Algérie en 2012 [8] 
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I.4.2. Evaluation des énergies renouvelables en Algérie  
Le potentiel en énergies renouvelables en Algérie est le plus important d’Afrique du Nord.  
Le  marché  des  énergies  renouvelables est prometteur et leur promotion constitue l’un des 
axes de la politique énergétique et environnementale du pays. Parmi les objectifs  affichés par  
les pouvoirs publics, le marché local doit atteindre 22000 MW d’ici 2030, avec 12000 MW 
pour le marché national et une possibilité d’exportation de 10000 MW amenant la part de 
l’électricité produite par les énergies renouvelables à 40% de l’électricité totale produite  [4]. 
En effet, l’Algérie compte se positionner comme un acteur majeur dans la production de 
l’électricité à partir du solaire photovoltaïque et du solaire thermique qui seront les moteurs 
d’un développement économique durable à même d’impulser un nouveau modèle de 
croissance.  
Le potentiel national en énergies renouvelables étant fortement dominé par le solaire, 
l’Algérie considère cette énergie comme une opportunité et un levier de développement 
économique et social, notamment à travers l’implantation d’industries créatrices de richesse et 
d’emplois. Comparativement, les potentiels en éolien, en biomasse, en géothermie et en 
hydroélectricité sont beaucoup moins importants. Cela n’exclut pas pour autant le lancement 
de nombreux projets de réalisation de fermes éoliennes et la mise en œuvre de projets 
expérimentaux en biomasse et en géothermie [9]. 
Le programme des énergies renouvelables et de l’efficacité énergétique sera développé en 
cinq chapitres : 
 les capacités à installer par domaine d’activité énergétique; 
 le programme d’efficacité énergétique; 
 les capacités industrielles à développer pour accompagner le programme;  
 la recherche et développement; 
 les mesures incitatives et règlementaires. 
Le programme inclut la réalisation, d’ici 2020, d’une soixantaine de centrales solaires 
photovoltaïques et solaires thermiques, de fermes éoliennes et de centrales hybrides. 
Les projets EnR de production de l’électricité dédiés au marché national seront menés en trois 
étapes :  
 une première étape, entre 2011 et 2013, sera consacrée à la réalisation de projets 
pilotes pour tester les différentes technologies disponibles; 
 la seconde étape, en 2014 et 2015, sera marquée par le début du déploiement du 
programme;  
 la dernière étape, de 2016 à 2020, sera celle du déploiement à grande échelle. 
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Ces étapes consacrent la stratégie de l’Algérie qui vise à développer une véritable industrie 
du solaire associée à un programme de formation et de capitalisation qui permettra, à terme, 
d’employer le génie local algérien et d’asseoir un savoir-faire efficient, notamment en matière 
d’engineering et de management de projets. Le programme EnR, pour les besoins d’électricité 
du marché national, permettra la création de plusieurs milliers d’emplois directs et indirects. 
Nous voyons donc que les ambitions de l’Algérie en matière de développement des 
énergies renouvelables et plus particulièrement du solaire sont énormes : passer d’une 
part de 0,8% de la production d’électricité aujourd’hui à 40% en 2030 est un challenge 
important. Le sujet développé dans cette thèse est donc tout à fait en adéquation avec les 
préoccupations actuelles en Algérie. 
I.4.2.1 Potentiel solaire 
De par sa situation géographique, l’Algérie possède le potentiel solaire le plus important de 
tout  le bassin méditerranéen et dispose d’un des gisements solaires les plus élevés au monde  
avec 169440 TWh/an (évaluation  effectuée  par  satellites  par  l’Agence  Spatiale Allemande  
DLR), soit cinq mille fois la consommation nationale en électricité.  
La durée d’insolation sur la quasi totalité du territoire national dépasse les 2000 heures par an  
et peut atteindre les 3900 heures (hauts plateaux et Sahara). L’énergie reçue quotidiennement  
sur une surface horizontale de 1 m²  est de l'ordre de 5 kWh sur la majeure partie du territoire  
national, soit prés de 1700 kWh/m²/an au Nord et 2650 kWh/m²/an au Sud du pays.  
La  répartition  du  potentiel  solaire  par  région  climatique  au  niveau  du  territoire  
algérien  est présentée dans le tableau I.2, selon l’ensoleillement reçu annuellement[9]. 
Tableau I.2. Répartition du potentiel solaire en Algérie [9] 
Régions Région côtière Hauts Plateaux Sahara 
Superficie (%) 4 10 86 
Durée moyenne d’ensoleillement (heures/an) 2650 3000 3500 
Energie moyenne reçue (kWh/m2/an) 1700 1900 2650 
Les figures I.8 et I.9 montrent l’irradiation globale journalière sur un plan horizontal aux 
mois de Décembre et de Juillet i.e. en hiver et été respectivement. 
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Figure I.8. Irradiation globale journalière sur plan horizontal en Décembre [10] 
 
Figure I.9. Irradiation globale journalière reçue sur plan horizontal en Juillet [10] 
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I.4.2.2. Potentiel éolien  
A cause de la grande variété topographique de l’Algérie et à son climat très diversifié, la 
ressource éolienne varie  beaucoup d’un endroit à un autre. Les régions les plus ventées se 
situent au sud-ouest dans la  région d’Adrar, Timimoun et Tindouf,  le Nord est caractérisé 
par une vitesse moyenne peu  élevée  avec  l’existence  de  microclimats  sur  les  sites  côtiers  
et  sur  les  hauts  plateaux.  Le  microclimat de Tiaret présente les vitesses de vent les plus 
élevées.   
En effet, L'Algérie dispose d’un potentiel  éolien considérable qui peut  être exploité pour  
la  production de l'énergie électrique, surtout dans le sud du pays ou les vitesses du vent sont 
plus  élevées  que  celles  du Nord,  ainsi  que  pour  le  pompage  de  l’eau  particulièrement  
dans  les  hauts plateaux.  
La  carte  des  vents  de  l’Algérie,  estimée  à  10 m  du  sol  est  présentée  en  Figure  
I.10.  Elle  montre que la région d’Adrar est la région la plus ventée du pays avec des vitesses 
moyennes  qui dépassent la valeur de 6 m/s. 
  
Figure I.10. Atlas de la vitesse moyenne du vent de l’Algérie estimée à 10 m du sol [10] 
Le potentiel éolien est estimé à environ 37 TWh/an partagés entre: 1 TWh pour le littoral, 
4,5  TWh pour les hauts plateaux et 31,5 TWh pour le Sahara [10]. Diaf et Notton [11;12]ont 
montré la forte potentialité d’installations éolienne en Algérie. 
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I.4.2.3. Potentiel géothermique 
Les ressources géothermiques de  l’Algérie sont relativement  importantes et diversifiées. 
Les  calcaires jurassiques du Nord algérien, qui constituent d’importants réservoirs 
géothermiques,  donnent naissance à plus de 200 sources thermales localisées principalement 
dans les régions  du  Nord-Est  et  Nord-Ouest  du  pays.  Ces  sources  se  trouvent à des 
températures souvent supérieures à 40°C, la plus chaude étant celle de Hammam Meskhoutine 
(98°C). Au Sud, la nappe Albienne (formation du continental intercalaire) constitue un vaste 
réservoir géothermique qui s’étend sur plusieurs milliers de km². La température moyenne de 
l’eau de  cette nappe est de l’ordre de 60°C.  
En  terme de puissance,  l’association du débit d’exploitation de  la nappe albienne et  le 
débit total des sources thermales représente plus de 900 MW [10]. 
I.4.2.4   Potentiel biomasse  
En plus des  ressources solaire et éolienne, l’Algérie dispose d’un potentiel de biomasse 
qui consiste principalement en potentiel de la forêt, estimés à 37 Millions TEP/an (Tonne 
équivalent pétrole) avec un potentiel récupérable de 3,7 Millions TEP/an et en potentiel 
énergétique des déchets urbains et agricoles. Cette dernière représente 1,33 millions TEP/an  
[4]. 
4.2.5. Potentiel hydraulique 
Les  ressources  hydrauliques  sont  liées  directement  à  la  pluviométrie.  En  Algérie,  le 
volume  de  précipitations  est  variable,  il  diminue  du  nord  au  sud  et  de  l’est  à  l’ouest.  
Les quantités globales de pluies tombant sur le territoire du pays sont considérables mais 
profitent peu au pays en  raison du nombre  réduit de jours de précipitation concentrée sur des  
régions limitées, ce qui entraîne une forte évaporation et une évacuation rapide vers la mer.  
Par conséquent,  le  potentiel  hydraulique dont  dispose  le  pays  est  faible  et  la  production 
hydroélectrique  est  toujours  en  baisse  et  ne  représente  que  1  %  de  la  production  
totale d’électricité [10].  
I.4.3. Développement des énergies renouvelables en Algérie 
Dans le cadre de la mise en œuvre de la politique énergétique nationale et de 
développement des  énergies  renouvelables,  l’Algérie,  par  le  biais  de  ses  différentes  
institutions  (Sonelgaz, Sonatrach, le Centre de Développement des Energies Renouvelables 
(CDER) avec ses différentes unités…) a  initié et réalisé des programmes de développement 
de ces énergies. En effet, plusieurs projets de production d’électricité solaire et  éolienne  ont  
été  réalisés  qui  traduisent  la  volonté  de  l’Algérie  de  s’inscrire  dans  une démarche de 
développement durable, de protection et de respect de l’environnement.  
Ces  projets  sont  inscrits  dans  le  cadre  d'un  important  programme  de  développement  
des énergies  renouvelables qui prévoit de porter  la part des énergies  renouvelables dans  le 
bilan de production électrique nationale à 40% à l'horizon 2030.   
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Nous présentons dans ce qui suit les principaux projets réalisés et ceux qui sont en cours pour 
les deux filières solaire et éolienne. 
I.4.3.1. Filière solaire 
Les  projets  relatifs  aux  applications  de  l’énergie  solaire  peuvent  être  classés  en  
deux catégories: les projets solaires photovoltaïques et solaires thermiques. 
18 villages ont été électrifiés au solaire PV durant la période 1995-1999, un programme 
d’électrification au moyen de  l’énergie  solaire photovoltaïque  a  été  réalisé  au  profit  de  
18  villages  (un  millier  de  foyers)  répartis  sur  4 wilayas  du  grand  Sud  à  savoir;  
Tamanrasset  (08  villages),  Adrar  (02  villages),  Illizi  (05 villages) et Tindouf (03 villages) 
(Figure I.11). Ces villages à faible densité de population étaient caractérisés  par  leur  
isolement  et  leur  éloignement  de  tout  réseau  de  communication.  Ils représentent des 
petites  localités éparpillées sur  les  territoires des wilayas. Leur alimentation par  les  filières  
classiques  (diesel,  réseau  électrique)  aurait  posé  le  problème  de l’approvisionnement  en  
combustible ou des  coûts prohibitifs qu’engendrerait  l’extension du réseau [10]. 
 
Figure I.11. Situation géographique des 18 villages solaires (Programme 1995-1999)[10] 
La puissance crête installée est de 454 kW crête. La consommation par foyer est estimée 
entre un  minimum  d’environ  1,5  kWh/  jour  et  un  maximum  de  2  kWh/jour,  
représentant  la consommation de 5 lampes néon, un réfrigérateur, un téléviseur et un 
ventilateur. 
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La figure I.12 montre un exemple de ces systèmes installés au village (Gara Djebilet) situé 
dans la wilaya de Tindouf et qui est en service depuis 1999. 
 
Figure I.12. Système photovoltaïque installé à Gara Djebilet (Tindouf) 6 kWc [10] 
En  plus  de  l’électrification  de  ces  18  villages,  plusieurs  autres  projets  portant  sur  
des installations  solaires  photovoltaïques  ont  été  réalisés. 
Dans le cadre de la concrétisation du programme national des énergies renouvelables, un 
projet de 400 MW en photovoltaïque, représentant la première tranche de ce programme a été 
lancé durant le 2ème semestre de l’année 2013. Faisant partie du programme complémentaire 
de production de l’électricité, prévu pour l’été 2014, ce projet a bénéficié de mesures 
dérogatoires d’urgence de passation, d’exécution, de règlement et de contrôle des marchés. 
Les contrats de réalisation y afférents ont été signés le 04 décembre 2013. 
Ce projet consiste en la réalisation de 23 centrales solaires photovoltaïques, dans la région 
des hauts plateaux: Ain Azel (Sétif), Ras el oued (B.B Arreridj), Oued El Ma (Batna), 
Chelghoum El Aïd (Mila), Oued El Kebrit (Souk Ahras), Ain El Melh (M’sila), Ain El Ibil 
(Djelfa), El Khoung (Laghouat), Hdjiret (Ouargla), Ain Skhouna (Saïda), Sedrat Leghzel 
(Naâma), Labiodh Sid Cheikh (El Bayadh) et Telagh (Sidi Belabbes) ; et dans la région du 
sud ouest : Aoulef, Zaouyet Kounta, Timimoun, Kabertene, Reggan, Adrar et Ain Salah pour 
une puissance globale de 318MW ; ainsi que dans la région du grand sud (Djanet, Tindouf et 
Tamanrasset) pour une puissance de 25 MW[13].  
La stratégie énergétique de l’Algérie repose sur l’accélération du développement de 
l’énergie solaire. Le gouvernement prévoit le lancement de plusieurs projets solaires 
photovoltaïques d’une capacité totale d’environ 800 MWc d’ici 2020. D’autres projets d’une 
capacité de 200 MWc par an devraient être réalisés sur la période 2021-2030 [9].Pour ce qui 
est de la filière solaire thermique, les projets réalisés restent tout de même limités pour 
certaines applications telles que la production d’eau chaude sanitaire. En effet, plusieurs 
chauffe-eau solaires individuels ont été installés.  
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Une autre application du solaire thermique très prometteuse est la production d’électricité. 
A cet  effet,  les  centrales  solaires  thermiques  permettent  d’exploiter  l’énergie  solaire  
dans  des installations de grande envergure afin de produire de l’électricité. Dans ce domaine, 
l’Algérie a inauguré en juillet 2011 sa première centrale solaire-gaz d’une puissance de 150 
MW, dont 30 MW provient d’un champ de concentrateurs solaires, dans la région saharienne 
de Hassi R’mel, Wilaya de Laghouat (Figure I.13).  
 
Figure I.13. Concentrateurs solaires utilisés pour la centrale hybride gaz-solaire 
I.4.3.2. Filière éolienne 
En matière de développement,  la  filière éolienne est moins développée que celle du 
solaire. L’exploitation de ce type d’énergie  reste  très  limitée et  le peu de projets  réalisés 
concernait l’installation  de  pompes  éoliennes  dans  le  cadre  du  programme  des  hauts  
plateaux mis  en place par le Haut Commissariat au Développement de la Steppe (HCDS).  
Dans  l’objectif,  d’une  part,  de  promouvoir  l’utilisation  de  l’énergie  éolienne  pour  la 
production de l’électricité et d’autre part de satisfaire la forte demande en énergie électrique,  
la société  New Energy Algeria (NEAL) envisage de construire une ferme éolienne de 10 MW 
à Tindouf, dans le sud-est  du  pays.  Cette  centrale  permettra  de  renforcer  les  sources  
énergétiques  actuelles, disponibles  au  niveau  de  la  wilaya,  constituées  de  centrales  
dotées  de  génératrices fonctionnant  au  diesel. Ce  projet  pilote  permettra,  d’une  part,  la 
maîtrise  de  la  technologie éolienne et, d’autre part, le lancement d’autres projets pour 
l’hybridation des centrales diesel du grand sud, particulièrement dans  les régions qui 
présentent un gisement éolien  important, dont le coût de production est très élevé [10].  
Un projet de réalisation d’une  nouvelle centrale éolienne de production d’électricité est 
lancé en 2011 par la société Sonelgaz, d’une capacité de 10 mégawatts, est implantée sur une 
superficie de 30 hectares, dans la zone de Kabertène, 72km au nord de la wilaya d’Adrar. Elle 
est constituée de 12 éoliennes d’une puissance unitaire de 0.85MW chacune [13]. 
D’autres projets ont été réalisés à savoir celui de l’installation de 3 éoliennes et de 1400 m² 
de modules PV au DOUNYA Parc des Grands-Vents situé à Dely Brahim, Alger. 
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I.5. Généralités sur le Soleil et le rayonnement solaire 
Avant de présenter les résultats de notre travail, il a semblé opportun de présenter les 
principales notions relatives au gisement solaire. 
Nous présenterons donc, dans cette partie, pour commencer des informations générales sur 
le Soleil, puis sur sa position par rapport à la Terre car celle-ci influe de manière considérable 
sur la puissance solaire disponible au sol qui fera l’objet de notre travail. 
Les principales grandeurs, à la fois géométriques et énergétiques, qui seront utilisées dans 
ce document seront définies et les expressions mathématiques qui permettent de les calculer 
seront détaillées. 
Le soleil est une sphère gazeuse extrêmement chaude. Son diamètre est de 1,39.109 m et se 
trouve à une distance moyenne de 1,5.1011 m de la Terre (1 unité astronomique = 1 UA = 1,496 
x 108 km). Vu de la Terre, le soleil tourne autour de son axe une fois toutes les quatre 
semaines, cependant une rotation est faite en 27 jours à l’équateur et en 30 jours aux régions 
polaires. 
Le soleil est considéré comme un corps noir avec une température effective de 5777 K 
comme l’illustre la Figure I.14. où l’on peut voir le spectre d’émission du soleil avant son 
passage à travers l’atmosphère et celui d’un corps noir à 5777K selon la loi de Planck. En 
réalité, la température des régions intérieures centrales est de l’ordre de 8.106 à 40.106 K et sa 
densité est estimée à 100 fois celle de l’eau.  
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Figure I.14. Comparaison spectre solaire réel et spectre d’un corps noir à 5777K 
Le soleil est en effet, un réacteur de fusion continu avec ses constituants sous forme 
gazeuse retenus par des forces gravitationnelles. Plusieurs réactions de fusion sont 
déclenchées pour  intensifier l’énergie rayonnée par le soleil.  
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Le processus le plus important est la transformation de l’hydrogène en hélium par une 
réaction thermonucléaire.  
Cependant, comme la masse du noyau de l’hélium est moins lourde que celle de quatre 
protons d’hydrogène, la masse perdue dans la réaction thermonucléaire est convertie en 
énergie.  
L’énergie produite à l’intérieur de la sphère solaire à une température de l’ordre de 
plusieurs millions de degrés est transférée à la surface extérieure puis transférée par 
rayonnement dans l’espace. Les processus radiatif et convectif sont le résultat des états 
successifs d’émission, d’absorption et de radiation; la gamme du spectre du rayonnement dans 
le noyau du soleil est comprise entre la longueur d’onde des rayons X et celle des rayons 
gamma, avec une longueur d’onde de radiation qui augmente suivant la  diminution de la 
température à de grandes distances [14]. 
I.5.1. Aspects géométriques – Position du Soleil 
I.5.1.1. Mouvement de la Terre autour du Soleil 
La terre décrit autour du soleil une orbite elliptique quasi circulaire dont le Soleil est l’un 
des foyers, avec une période de 365,25 jours. Le plan de révolution de la Terre autour du 
Soleil est appelé plan de l’écliptique (voir Figure I.15). La Terre est la plus proche du Soleil 
aux alentours du 3 Janvier (aphélie) et la plus lointaine le 4 Juillet (Périhélie). La quantité de 
rayonnement solaire atteignant la Terre est inversement proportionnelle au carré de la distance 
avec le Soleil. L’excentricité E0 est le coefficient correcteur de l’orbite terrestre calculé par : 


 sin.001280,0cos.034221,0000110,1
2
0
0 r
r
E  
 2sin000077,02cos000719,0  (I.1) 
r0 est l’unité astronomique et r la distance Terre-Soleil;  est l’angle journalier (en radian) 
défini par: 
  365/12  nd  (I.2) 
avec dn le quantième c’est à dire le numéro du jour dans l’année variant de 1 le 1er Janvier à 
365 le 31 Décembre. 
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PLAN DE 
L’ECLIPTIQUE 
20/21 Mars 
Equinoxe Printemps 
 = 0° 
22/23 Septembre 
Equinoxe Automne 
 = 0° 
21/22 Juin 
Solstice Eté  
 ≈ +23.5° 
21/22 Décembre 
Solstice Hiver 
 ≈ -23.5° 
≈ 4 Avril 
≈ 5 Octobre 
≈ 4 Juillet 
≈ 3 Janvier APHELIE 
PERIHELIE 
≈ 0,983 AU ≈ 1,017 AU 
≈ 1 UA 
≈ 1 UA 
  
Figure I.15. Mouvement de la Terre autour du Soleil 
La variation de l’excentricité et de la distance terre-Soleil au cours de l’année est présentée 
sur la Figure I.16. 
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Figure I.16. Variation de l’excentricité et de la distance Terre-Soleil 
La Terre tourne autour d’un axe appelée axe polaire qui est incliné d’environ 23,5° par 
rapport à la normale du plan de l’écliptique. La rotation de la terre autour de cet axe cause le 
changement diurne du rayonnement incident et la position de cet axe par rapport au Soleil 
cause les changements saisonniers.  
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Si l’angle entre l’axe polaire et la normale au plan de l’écliptique reste constant, l’angle 
entre la ligne joignant le centre du Soleil et la Terre et le plan équatorial change à chaque 
instant et est appelé déclinaison  (voir Figure I.17.).  
Sa valeur vaut zéro aux équinoxes. En 24 heures, le changement maximum de la déclinaison 
est inférieur à 0,5° et nous pouvons ainsi considérer la déclinaison comme constante au cours 
d’une journée.  peut être calculée par [15]:  
 2cos006758.0sin070257.0cos399912.0006918.0)(rad
 3sin00148.03cos002697.02sin000907.0  (I.3) 
La variation de la déclinaison au cours de l’année est présentée sur la Figure I.18. 
 
Figure I.17. Illustration de la déclinaison 
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Figure I.18. Variation de la déclinaison au cours de l’année 
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I.5.1.2. Mouvement apparent du Soleil 
Le mouvement apparent du Soleil vu par un observateur fixe situé à la latitude  dans 
l’hémisphère Nord est illustré sur la Figure I.19 [15]. 
 
h 
Zénith 
Nord Sud 
Ouest 
Est 

 
Figure I.19. Mouvement apparent du Soleil 
La hauteur du Soleil h est la hauteur angulaire du Soleil au dessus de l’horizon céleste de 
l’observer. C’est le complément de l’angle zénithal Z :  
 hh zz sincos2  

 (I.4) 
L’azimut solaire  est l'angle au zénith local entre le plan du méridien de l’observateur et 
le plan d’un grand cercle passant par le zénith et le Soleil (il varie entre 0° et ±180° - positif = 
Est). L’angle horaire  est l’angle mesuré au pole céleste entre le méridien de l’observateur et 
le méridien solaire (compté à partir de midi, il change de 15° par heure = 380°/24h) (voir 
Figure. I.20) 
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Figure I.20. Illustration des angles 
 est calculé par: 
 TSV 1215  en degré  (I.5) 
TSV est le temps solaire vrai (en heure)  
Dans la suite des calculs, nous devons utiliser la latitude et la longitude du site considéré. 
Pour situer un point sur la Terre, la latitude  (Nord-Sud) et la longitude  (Est-Ouest) sont 
nécessaires, ils sont basés respectivement sur la position de lignes parallèles à l’équateur, et 
de méridiens qui entourent la Terre d’un pôle à l’autre et qui sont comptés à partir du premier 
méridien appelé méridien de Greenwich (voir Figure I.21). 
 
Figure I.21. Définition de la latitude et de la longitude 
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Pour une position géographique donnée,  la hauteur du Soleil h et l’angle zénithal z sont 
donnés par (14;15; 16) (Figure I.22) 
             zh  coscoscoscossinsinsin   (I.6) 
L’azimut  est donné par (Figure I.23):  
              coscossinsinsincos hh   (I.7) 
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Figure I.22. Hauteur du Soleil et angle zénithal pour les solstices et équinoxes 
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Figure I.23. Azimut pour les solstices et équinoxes 
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I.5.1.3. Temps légal – Temps universel – Temps solaire vrai 
La plupart des données météorologiques disponibles est mesuré en temps légal ou temps 
universel. Or, toutes les équations de position du soleil s’exprime en temps solaire vrai, il 
convient donc d’expliquer comment nous pouvons passer d’un système temporel à l’autre. 
Le mouvement de révolution de la Terre autour du Soleil influe sur la durée du jour solaire, 
parce que ce mouvement de révolution produit un mouvement annuel apparent du Soleil 
autour de la Terre.  
La Figure I.22 montre en quoi le mouvement annuel du Soleil retarde le jour solaire.  
•  En 23h 56m 04s (exactement: 86 164,09 s) le Soleil a fait un tour apparent d'Est en 
Ouest, en raison de la rotation de la Terre sur elle-même.  
• Pendant ce temps, le Soleil a - par ailleurs - avancé dans son tour annuel apparent 
d'Ouest en Est, dû au mouvement de la Terre autour du soleil. 
 
Figure I.24. Illustration de la différence entre jour sidéral et jour solaire 
La figure I.24 illustre le mouvement de la Terre en même temps qu'elle avance sur son 
orbite autour du Soleil. Le triangle rouge sur la Terre représente la position d'un observateur. 
Il y a quatre positions:  
1. Le Soleil est directement au-dessus de la Terre – il est midi.  
2. 12 h se sont passées depuis la phase 1. La Terre a pivoté et l'observateur est du côté 
opposé de la Terre par rapport au Soleil. Il est minuit. La Terre a avancé légèrement 
sur son orbite.  
3. La Terre a pivoté exactement de 360°. Un jour sidéral s'est exactement passé depuis la 
phase 1.  
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4. Il est à nouveau midi – exactement un jour solaire depuis la phase 1, mais la Terre a 
pivoté de plus de 360° depuis la phase 1. 
La Terre pivote sur son axe dans la même direction que son orbite autour du Soleil. Ce 
mouvement est appelé direct. Lorsqu'une planète a un mouvement direct, son jour sidéral est 
plus court que son jour solaire. La durée du jour sidéral sur Terre est plus courte de trois 
minutes et 56 secondes par rapport au jour solaire.  
La Terre fait un tour (360°) en 24h soit 15° par heure. Le Soleil passe au méridien de tous 
les lieux de même longitude l à l’heure t0 telle que : 
15
120
 ht  (I.8) 
 Le temps officiel ou légal TL (celui de la montre) diffère du temps universel TU d’un 
nombre entier d’heures selon des règles définies par la loi dans chaque pays et qui peuvent 
changer suivant la saison (heure d’été).En Algérie, TL=TU + 1h sans décalage en été.  
L'heure TU (ou GMT) est le temps solaire moyen (TSM) calculé à midi à Greenwich. 
Ainsi, le temps solaire moyen (TSM) en un lieu de longitude  est donné par : 
 
15
TUTSM   (I.9) 
 Lorsque sur sa trajectoire elliptique, la Terre se rapproche du soleil, la 3ème loi de Kepler 
(loi des aires) impose que son déplacement angulaire quotidien autour du soleil s’accélère et 
prenne de l’avance sur le déplacement angulaire annuel moyen. Cet écart Et entre le TSM au 
méridien du lieu et le TSV (Temps Solaire Vrai) déterminé par la position réelle du soleil 
s’appelle l’équation du temps.  
 L’équation du temps Et est donnée par (due à la variation de vitesse de la Terre autour du 
Soleil) et elle est illustrée sur la Figure I. 25 : 
 sin032077,0cos001868,0000075,0)(rdEt   
  2sin04089,02cos014615,0   (I.10) 
 18,229)()(  rdEmnE tt   (I.11) 
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Figure I.25. Equation du temps – Ecart entre TSM et TSV selon le jour 
Ainsi, TSV = TSM + Et et TSM = TU +/15 (exprimé en heures ou 4 min par °) avec >0 
Est de Greenwich, <0 Ouest de Greenwich. 
I.5.2. Aspects énergétiques 
I.5.2.1. Eclairement solaire hors atmosphère 
A la limite extérieure de l’atmosphère terrestre, le rayonnement solaire incident correspond 
au seul rayonnement direct provenant du disque solaire et composé de rayons supposés 
parallèles entre eux. 
Dans ce paragraphe, nous allons calculer l’éclairement solaire reçu sur des surfaces de 
diverses inclinaisons situées à l’extérieur de l’atmosphère terrestre. Cette grandeur servira de 
référence pour qualifier l’état du ciel : ainsi, si le ciel est clair l’éclairement au sol sera proche 
de l’éclairement hors atmosphère et inversement si le ciel est nuageux. 
On appelle constante solaire Isc l’éclairement solaire reçu par une surface d’un mètre carré, 
normale aux rayons solaires située en dehors de l’atmosphère, à la distance moyenne séparant 
la Terre du Soleil (1 UA). Elle a été le sujet de nombreuses expériences pendant une longue 
période. Mais malgré tous les progrès qui ont été faits, on n’est pas arrivé à une valeur 
fixe [17]. En 1971, la NASA a accepté la valeur de  Isc= 1353 W/m
2. Beaucoup d’analyses ont 
été basées sur ce nombre. Frohlish, 1977 a trouvé Isc= 1377 W/m
2, des mesures plus 
récentes,Hickey et autres, 1982, ont obtenu une valeur moyenne de  Isc= 1372,3 W/m
2 avec 
une déviation standard de 1 W/m2 [18]. Dans ces travaux, nous prendrons la valeur reconnue 
par l’Organisation Mondiale de la Météorologie [13] Isc= 1367 W/m
2. 
Comme nous l’avons vu, la distance Terre-Soleil varie au cours de l’année (due à 
l’ellipticité de la trajectoire de la Terre auteur du Soleil).  
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L’éclairement solaire hors atmosphère reçu sur une surface normale aux rayons du soleil 
est donné par : 
00 EII scn    (I.12) 
E0 est l’excentricité donnée par l’équation (I.1). 
L’éclairement solaire hors atmosphère reçu sur une surface horizontale aux rayons du 
soleil est donné par : 
znII cos00    (I.13) 
La Figure I.26 représente l’éclairement solaire hors atmosphère normal et horizontal pour 
les jours particuliers des solstices et des équinoxes. 
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Figure I.26. Eclairement solaire hors atmosphère 
Comme nous l’avons précisé en début de ce paragraphe, cet éclairement sert de référence. 
Ainsi, on définit l’indice de clarté tK comme le  rapport entre le rayonnement au sol et le 
rayonnement  hors atmosphère par [14 ; 15; 16 ; 18 ; 19]: 
0I
I
t
K   (I.14) 
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I.5.2.2. Les différentes composantes du rayonnement solaire 
La radiation solaire arrivant au sommet de l’atmosphère principalement constituée de 
courtes longueurs d’onde est diffusée et partiellement absorbée par les gaz présents dans l’air. 
La Figure I.27. présente le bilan énergétique global de la Terre.  
 
Figure I.27. Bilan énergétique globale de la Terre 
Lors de sa traversée de l’atmosphère terrestre, le rayonnement solaire va subir plusieurs 
atténuations (absorption, diffusion, émission et réflexion) dues aux diverses molécules et 
poussières (particules en suspension) rencontrées lors de son passage (Figure I.28). 
Les divers phénomènes de diffusion et d’absorption du rayonnement solaire sont : 
- diffusion par les molécules, appelée diffusion de Rayleigh et qui affecte plus 
particulièrement les courtes longueurs d’onde du spectre solaire (0,2-1,5 μm) ; 
- absorption due aux gaz atmosphériques, principalement par : 
- l’ozone dans le domaine des très courtes longueurs d’onde (proche UV) ; 
- la vapeur d’eau dans diverses bandes de longueurs d’onde appartenant à 
l’infrarouge (>0,65 mm) dont les effets absorbants sont très variables selon l’humidité 
de l’air ; 
- les autres gaz (oxygène, dioxyde de carbone) dans des bandes de longueurs d’onde 
très étroites ; 
- les diffusions et absorption dans tous les domaines de longueurs d’onde par les 
aérosols et microparticules atmosphériques ainsi que les microcristaux et gouttelettes 
constituant les nuages. 
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Figure I.28. Atténuation du rayonnement solaire par l’atmosphère terrestre 
Ces diverses atténuations spectrales sont illustrées sur la Figure I.29. 
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Figure I.29. Influence sur le spectre solaire des différentes atténuations et diffusion 
Au niveau terrestre, le rayonnement solaire sur une surface inclinée se décompose selon 
trois formes (Figure I.30): 
- la composante directe Ib 
- la composante diffuse du ciel Id,ciel 
- la composante diffuse réfléchie par le sol, Id,sol 
Dans le cas d’une surface horizontale, cette dernière composante n’existe pas.  
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Figure I.30. Composantes du rayonnement solaire sur une surface inclinée 
La composante directe normale est le rayonnement solaire quasi-parallèle, provenant du 
disque solaire et intercepté la plupart du temps par une surface normale à la direction du 
Soleil. Il est mesuré par un pyrhéliomètre, cône axé sur le centre du soleil et dont le demi-
angle d’ouverture varie de 2° à 5° selon l’appareil de mesure utilisé. La connaissance de ce 
rayonnement direct est nécessaire pour la mise en ouvre et l’utilisation des systèmes solaires à 
concentration thermiques ou photovoltaïques. 
Le rayonnement global est le rayonnement solaire reçu par une surface plane quelconque 
(le plus souvent horizontale) et provenant de tout l’hémisphère vu depuis cette surface (angle 
solide de 2π stéradians). On le mesure à l’aide d’un pyranomètre. 
Le rayonnement diffus est le rayonnement solaire reçu par une surface plane quelconque 
(le plus souvent horizontale) et provenant de tout l’hémisphère vu depuis cette surface (ciel et 
éventuellement sol avoisinant), à l’exception du disque solaire. On le mesure à l’aide d’un 
pyranomètre protégé du rayonnement solaire direct par un écran ou une bande pare-soleil.  
La radiation directe (beam radiation) a une direction privilégiée. Celle-ci est atténuée par la 
présence des nuages sur son passage et par divers autres éléments présents dans une 
atmosphère même sans nuage. L’atténuation du rayonnement direct dépend du type de nuage, 
de leur épaisseur et du nombre de couches. Par contre, il est évident que la direction de la 
radiation diffuse dépend beaucoup de la position des nuages. Quand l’intensité de 
l’éclairement diffus n’est pas uniforme sur le dôme céleste, elle est appelée radiation diffuse 
anisotrope. La somme des radiations diffuses et directes est appelée radiation globale. 
La détermination théorique des intensités directes et diffuses ainsi que de la direction de 
l’éclairement solaire diffus est une tache difficile. Nous ne nous éterniserons pas sur les 
différents modèles et méthodes existants pour les déterminer si besoin est, mais il convient 
cependant d’en avoir une vision suffisamment claire pour savoir, le cas échéant, les 
déterminer. 
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La mesure du rayonnement solaire directe est très contraignante, du fait de la présence de 
la monture équatoriale qui doit à tout instant permettre au pyrhéliomètre d’être 
perpendiculaire aux rayons du soleil. Il s’agit d’un système de mesure demandant beaucoup 
de maintenance et d’un coût important de l’ordre de 15 k€ pour le tracker seulement. De ce 
fait, cette composante est rarement mesurée à travers le Monde. 
Ainsi ; le plus souvent seul l’éclairement solaire global sur un plan horizontal est 
mesuré dans les stations météorologiques et les autres composantes doivent être estimées 
à partir de cette seule mesure. 
Eclairement solaire sur un plan horizontal 
Sur un tel plan, seules arrivent les composantes diffuses du ciel et directes. Ainsi, on 
peut écrire que [15]: 
bcield III  ,  (I.15) 
avec I = éclairement solaire global sur un plan horizontal 
 cieldI , = éclairement solaire diffus sur un plan horizontal 
 bI = éclairement solaire direct sur un plan horizontal 
De cette expression (I.15) on peut déduire que le rayonnement direct sur un plan horizontal 
peut également être mesuré par soustraction du rayonnement diffus au rayonnement global. 
Cette méthode indirecte utilise la lecture de deux pyranomètres, l’un avec (radiation diffuse) 
et l’autre sans (radiation globale) le système d’occultation du soleil  
Le rayonnement direct horizontal est déduit du rayonnement direct normal mesuré 
par [15]: 
znbb II cos,   (I.16) 
Avec  z  l’angle zénithal obtenu par l’équation (I.6). 
Eclairement solaire sur un plan incliné par rapport au sol 
Si la surface soumise au rayonnement solaire est inclinée (ce qui est le plus souvent le cas) 
alors elle recevra (Figure I.30): 
- l’éclairement solaire direct sous un angle différent de celui d’une surface horizontale 
- le rayonnement diffus du ciel mais cette surface « ne verra » qu’une partie du ciel et 
donc ne recevra qu’une partie du rayonnement diffus du ciel (introduction de facteurs de 
forme, prise en compte de l’anisotropie du ciel) 
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- le rayonnement diffus réfléchi par le sol qui dépendra de l’albédo du sol (coefficient 
de réflectivité du sol dépendant de la nature du sol) et de l’inclinaison du capteur 
(facteur de forme). 
L’éclairement solaire global sur un plan incliné peut donc s’exprimer par : 
 ,,,,, soldcieldb IIII   (I.17) 
ß est l’inclinaison de la surface réceptrice. 
Cet éclairement solaire global sur un plan incliné peut être mesuré par un pyranomètre 
disposé dans le plan du capteur c’est-à-dire incliné. 
Deux de ces composantes peuvent être calculées avec plus ou moins de précision : 
0,, cos,   nbb II  (I.18) 
L’angle d’incidence du soleil 0 pour une surface inclinée et face à l’équateur est donné par 
: 
     coscoscossinsincos 0   (I.19) 
et 
  cos12
1
,,  II sold  (I.20) 
ρ est l’albédo du sol. Cette expression est valable si l’on considère la réflexion comme 
isotrope ce qui n’est pas vraiment réaliste mais qui est le plus souvent utilisé. 
Par contre, exprimer la radiation diffuse du ciel sur un plan incliné est très complexe car 
elle dépend de l’état du ciel (densité et position des nuages, concentration en vapeur d’eau …) 
et de l’anisotropie ou non de la couverture nuageuse. Nous allons donc nous intéresser plus 
particulièrement à cette composante. 
La Figure I.31 illustre bien le problème [20] ; en effet, pour une surface horizontale (Figure 
de gauche), le rayonnement solaire sur le plan horizontal est très peu différent dans les deux 
cas de figure ; par contre, pour une surface inclinée, le fait que les nuages se situent devant ou 
derrière la surface influe beaucoup sur la quantité d’énergie solaire reçue. Une surface 
inclinée ne voit qu’une partie du ciel et celui-ci n’étant pas uniforme, la radiation diffuse est 
anisotrope. Il n’y a donc pas de relation biunivoque entre l’irradiation diffuse inclinée et 
horizontale. Or la radiation diffuse est la plupart du temps (pour ne pas dire toujours) 
mesurée sur un plan horizontal et l’estimer sur un plan incliné n’est pas chose aisée. 
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Figure I.31. Illustration de la non bi univocité entre rayonnement reçu sur un plan horizontal et incliné 
I.5.3. Estimation de l’éclairement solaire  
Quand l’éclairement solaire diffus n’est pas directement mesuré, il peut être estimé à partir 
du rayonnement global horizontal, avec plus ou moins de précision, au moyen de corrélations 
utilisant la fraction diffuse f ou l’indice diffus dk en fonction de l’indice de clarté tk . Chacune 
de ces grandeurs est définie par : 
IIf d  (I.21) 
0IIk dd   (I.22) 
0IIkt   (I.23) 
I0 est l’éclairement solaire hors atmosphère. Ces différentes grandeurs sont caractéristiques de 
l’état du ciel. 
I.5.3.1. Sur une surface horizontale 
Une synthèse et un test des différents modèles disponibles dans la littérature pour estimer 
les valeurs horaires de rayonnement diffus horizontal à partir du rayonnement global 
horizontal ont été réalisés par [21], [22] sur Ajaccio et [23] sur Padou (Italie). Les résultats 
obtenus sur les modèles passés en revue sont présentés dans le Tableau I.3. 
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Tableau I.3. Valeurs quadratiques relatives moyennes pour estimer le rayonnement diffus horizontal 
horaire à partir du global horizontal horaire 
 Orgill et 
Holland 
(1977) 
Erbs 
et al 
(1982) 
Hollands 
(1985) 
Holland et 
Crha 
(1987) 
De Miguel 
et al (2001) 
Skartveit 
& Olseth 
(1987) 
Maxwell (1987) 
Notton et 
al (2004) 
37,0% 37,0% 37,4% 39,4% 36,5% 36,9% 38,1% 
De Miguel 
et al 
(2001) 
   Athènes 
53,89% 
Porto 
36,04% 
Séville 
38,05% 
Athènes 
58,00% 
Porto 
36,25% 
Séville 
38,01% 
 Athènes 
56,09% 
Porto 51,43% 
Séville 48,63% 
Padovan 
et Del Col 
(2010) 
46,1% 38,5%   41,6%   
On constate que l’erreur quadratique moyenne quelle que soit la station météorologique est 
généralement comprise entre 36% et 58% ce qui montre l’inadéquation de ces modèles pour 
une estimation précise de la composante diffuse du rayonnement solaire au pas de temps 
horaire. 
I.5.3.2. Sur une surface inclinée 
La partie la plus délicate à estimer dans l’équation (I.19) est l’irradiation horaire diffuse sur 
la surface inclinée que nous cherchons à la déterminer à partir de la seule connaissance de 
l’irradiation solaire globale sur un plan horizontal.  
Pour ce faire, il est possible de procéder de la manière illustrée sur la Figure 18 :  
- estimer l’irradiation horaire diffuse horizontale à partir de l’irradiation horaire globale 
horizontale 
- puis estimer l’irradiation globale sur un plan incliné en combinant l’irradiation globale 
horizontale et l’irradiation diffuse (précédemment estimée) avec un modèle de 
rayonnement diffus sur un plan incliné. 
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Figure I.32. Méthode utilisée pour déterminer l’irradiation horaire solaire globale inclinée à partir de 
l’irradiation horaire globale horizontale 
94 combinaisons différentes ont été testées (pour des inclinaisons de 45° et 60° sur Ajaccio 
par [24] composées : 
- de 7 modèles de rayonnement diffus sur un plan horizontal : [25], [26], [27], [28], 
[21], [29] et [30] 
- couplés à 15 modèles de rayonnement diffus sur un plan incliné à partir des 
rayonnements global et du diffus horizontal : [31], [32], [33], Circum solar [15], [34], 
[35], [36], [37], [38], [39], [40], [41], [42; 43], [44;45;46] et [47;48]. 
Il résulte de cette étude que les erreurs quadratiques moyennes obtenues après validation 
de ces différents couplages sur des données d’Ajaccio ont des valeurs autour de 10% 
atteignant 8,2 % pour la meilleure configuration. 
Padovan et Del Col [15] testèrent également 12 combinaisons du même genre sur les 
données météorologiques de Padou (surfaces inclinées de 20 et 30°): 
- modèles de [26] et de Reindl 1 et 2 [49] pour l’estimation du diffus horizontal couplés 
aux : 
- modèles de [31], [36], [41] et [46]. 
La valeur moyenne de l’erreur absolue MAE varie pour ces combinaisons entre 6% et 7,2% et 
la RMSE relative est comprise entre 6,4% et 8,7%. 
 
Chapitre I                                     Revue et contexte des énergies renouvelables en Algérie   
 
Page 37 
 
Par conséquent, ces deux études montrent que l’estimation des valeurs horaires de 
l’irradiation solaire globale sur des plans inclinés peut être estimée avec une précision de 
l’ordre de 6% à 10 % par combinaison de modèles de deux catégories : le premier estimant 
l’irradiation diffuse horizontale et le second combinant cette irradiation diffuse estimée avec 
l’irradiation globale horizontale mesurée pour calculer l’irradiation horaire globale sur un plan 
incliné.  
I.6. Conclusion 
Ce chapitre a permis de mettre en exergue dans la première partie: 
- d’une part, la présence en Algérie d’un potentiel énergétique renouvelable très 
important et malheureusement encore peu exploité ; 
- d’autre part, un besoin en énergie de la population en forte croissance : la 
consommation nationale d’énergie a atteint 50,9 Mtep, reflétant une croissance de 
+10,8% par rapport à l’année 2011 ; la consommation finale d’énergie a augmenté de 
10,0%, pour atteindre 36,4 Mtep; enfin, la consommation d’électricité a connu une 
hausse de 12,1% pour atteindre 57,4 TWh. 
- enfin, une forte volonté de la part du gouvernement algérien de développer les EnR et 
en particulier le solaire : nous n’en voulons pour preuve que l’objectif d’atteindre 40% 
de la production d’électricité en 2030.  
Les principales notions sur le rayonnement solaire qui seront utilisées dans la suite de ce 
travail ont été également présentées. 
Les points essentiels qui en ressortent sont : 
- le rayonnement solaire comprend de nombreuses composantes; 
- la composante la plus communément mesurée est le rayonnement global sur un plan 
horizontal ; 
- la connaissance du rayonnement global sur un plan incliné n’est pas facile si il n’est 
pas mesuré directement par un pyranomètres ; dans ce cas, il faut le déduire de la seule 
connaissance du rayonnement global sur un plan horizontal ; 
- estimer le rayonnement incliné est un travail difficile même si de nombreux modèles 
existent ; leur précision est faible même au pas de temps horaires, il paraît donc 
difficile de pouvoir les utiliser avec une précision suffisante à des pas de temps plus 
petits. 
Ces différentes constatations ne peuvent que renforcer l’intérêt de développer des 
méthodes modernes et efficaces pour mieux connaitre notre potentiel solaire, énorme et à 
forte potentialité d’exploitation.  
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II.1. Introduction 
Dans ce chapitre , nous allons présenter une revue de la littérature sur l’estimation et la 
prédiction du rayonnement solaire.  
Deux grands types d’études ont été réalisés et sont analysés dans ce paragraphe : d’une part 
la prédiction du rayonnement solaire qui consiste à prédire i.e. prévoir ce qui va se passer à un 
instant futur et d’autre part l’estimation du rayonnement solaire qui consiste à un même 
instant à déterminer la composante du rayonnement solaire inconnue à partir d’autres 
grandeurs solaires ou d’autres paramètres météorologiques. Même si la première catégorie 
d’études (prédiction) ne fait pas l’objet de cette thèse, il paraît important de montrer 
l’utilisation croissante des RNA dans le cadre de la prédiction du rayonnement solaire. 
II.2. La prédiction du rayonnement solaire 
La prédiction englobe deux types d’études : 
- la prédiction du rayonnement solaire au temps t+dt à partir de celui connu au temps t 
voire même plus ; 
- l’estimation des données de rayonnement en un site où elles ne sont pas disponibles à 
partir de celles d’un site ou plusieurs disposants de capteurs de mesure. 
Kalogirou [50], Kalogiron et Sencan [51], Mellit [52], Benghanem[53] et Dahmani et al  
[54] ont présenté un état de l’art très complet sur la prévision des données d’ensoleillement à 
partir de méthodes d’intelligence artificielle et plus particulièrement par RNA. Ils passèrent en 
revue : RNA, logique  flou, algorithme génétique, système  expert et méthode hybride. Il 
s’agit d’articles de référence important dans le domaine de la prévision de l’ensoleillement. 
 Hontoria et al [55;56] ont proposé un RNA de type perceptron multi- couches (PMC) pour 
générer des séries synthétiques d’irradiations solaires. Une comparaison avec deux autres 
méthodes conventionnelles a été réalisée et a montré de résultats bien meilleurs par le PMC 
que par les deux autres méthodes. 
Un RNA pour générer des séries d’irradiation solaire horaire a été développé par Zufiria et 
al[57] à partir de 9 ans de données mesurées en Espagne. L’indice de clarté journalier, les 
valeurs horaires de ce même indice pour les trois heures précédentes, l’écart entre ces indices 
et sa valeur maximale et l’heure ont été utilisés en entrée du RNA.  
Mihalakakou et al, 1999[58]  ont simulé des séries temporelles horaires de rayonnement 
global horizontal à Athènes à partir de données de 1984-1995. En outre, un modèle 
autorégressif (AR) a été développé, mais l’approche neuronale conduisait à de meilleures 
prédictions. 
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Sfetsos et Coonick [59] prédirent l’irradiation horaire moyenne globale en utilisant 
diverses techniques d’intelligence artificielle (RNA et Adaptive Neuro-Fuzzy Inference 
Systems ANFIS). Le problème est d’abord examiné dans un cas uni-variable, puis étendue à 
d’autres paramètres météorologiques. Une comparaison entres les différents modèles en terme 
d’erreur de prédiction et de temps d’entrainement a montré que l’algorithme d’apprentissage 
de Levenberg Marquardt (LM) était optimal. La performance du modèle LM et la méthode 
ANFIS est accrue lorsque la direction du vent est incluse dans les données d’entrée. Dans 
l’ensemble, de meilleurs résultats sont obtenus pour le modèle LM, avec une amélioration de 
l’erreur quadratique moyenne de 74%.  
Un RNA récurrent pour modéliser l’irradiation solaire horaire globale en Espagne avec une 
bonne précision a été développé par Hontoria et al [60]. Un RNA à rétro-propagation a été 
appliqué à des données d’irradiation solaire globale horizontale et inclinée à Athènes de 1997-
1999 par Gazela et Tambouratzis [61]. L’étude fut réalisée sur la période hivernale et estivale. 
Le RNA à 6 neurones cachés pour l’été et 10 neurones cachés pour l’hiver permettait de 
déterminer l’irradiation solaire inclinée à l’instant t à partir de celle à l’instant (t-1) et des 
irradiations horizontales à t et (t-1). L’erreur plus importante observée sur la période hivernale 
est due à la plus grande variabilité du climat en cette période. Précisons que les résultats n’ont 
pas été affectés par les heures de lever et de coucher de soleil ce qui n’est pas le cas pour les 
modèles conventionnelles.  
Hontoria et al [62] élaborèrent d’une carte solaire pour l’Espagne à l’aide d’un PMC à 
partir des données horaires de 7 stations. Les méthodes classiques sont incapables de générer 
des séries de rayonnement solaire dans des endroits où aucune information solaire n’est 
disponible. Néanmoins, la méthodologie proposée est capable de les générer et d’obtenir des 
cartes à n’importe quel endroit, pour peu que l’on connaisse l’irradiation solaire horaire d’un 
seul site de la zone où la carte est établie.  
Mellit et Pavan [63] ont utilisé des RNA pour prédire l’irradiation solaire sur 24 h à partir 
de l’irradiation solaire globale moyenne journalière et de la température de l’air. Les données 
utilisées ont été mesurées à Trieste en Italie sur une période de 14 mois. Différentes 
configurations de perceptron multicouche ont été testées et la plus performante possède 3 
neurones d’entrée, deux couches cachées de 11 et 17 neurones, et 24 neurones en sortie. Cette 
approche peut facilement être adaptée à la prévision de l'éclairement solaire 24 h à l'avance en 
ajoutant en entrée la couverture nuageuse, la pression, la vitesse du vent, la durée 
d'ensoleillement et les coordonnées géographiques. 
Voyant et al [64] prédirent l’irradiation solaire journalière horizontale à partir de données 
météorologiques endogènes et exogènes en entrée d’un réseau PMC. Ils comparèrent ce 
réseau optimisé avec d’autres approches : processus ARMA et RNA avec seulement des 
données endogène en entrée (modèle univariable). L’utilisation des données exogènes génère 
un RMSE compris entre 0,5% et 1% pour deux stations Corses sur la période 2006-2007. 
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II.3. Les RNA pour l’estimation des composantes du rayonnement solaire 
L’estimation du rayonnement solaire consiste à évaluer une donnée Y(t) à partir de la 
connaissance de n autres données Xi(t) d’autres natures et souvent plus aisément mesurables. 
Ainsi, il est possible, par exemple, d’estimer le rayonnement global sur une surface 
horizontale à partir de la température ambiante, de la vitesse du vent, de la nébulosité et 
d’autres paramètres. 
 
 Dans la plupart des articles, l’objectif consiste à déterminer les valeurs moyennes 
mensuelles des irradiations solaires globales sur des plans horizontaux ce qui 
permet d’avoir une vision du potentiel énergétique disponible. 
En 1998, Alawi et Hinai [65] utilisèrent un PMC à boucle fermé de 15 neurones en couche 
cachée pour estimer les valeurs moyennes mensuelles de l’irradiation journalière globale 
horizontale au Sultanat d’Oman à partir des valeurs moyennes de pression, température, 
pression de vapeur, humidité relative et durée d’ensoleillement ainsi que du mois et de la 
latitude. Le modèle a été testé sur les données de Seeb et a montré de bons résultats avec une 
erreur moyenne relative de 5,43% et un coefficient de corrélation de 95%. En effet, les PMC 
sont assez régulièrement utilisés pour leur aspect « approximateur universel », capables de 
faire une régression non linéaire sur des paramètres d’entrée bien choisis. 
En 1998 et 2000, apparaissent des travaux qui utilisent les PMC et le RBF comme 
prédicteurs non-exclusifs à un site Mohandes et al [66;67]. La méthodologie permet de 
prédire le rayonnement global sur une zone très vaste. Les auteurs ont utilisé les données de 
41 stations de collecte en Arabie Saoudite. 31 stations permettaient d’entrainer le réseau et 10 
autres de le tester. Le pourcentage d’erreur moyenne était 12,61% pour le PMC contre 
10,09% pour la RBF.  
De même, Dorvlo et al [68] utilisèrent une RBF et un PMC pour déterminer la moyenne 
mensuelle journalière de l’indice de clarté pour 8 stations d’Oman. La couche entrée 
comportait le mois, la latitude, la longitude, l’altitude et la fraction d’insolation. La RMSE 
variait entre 0,89% et 10,08% pour la RBF et entre 1,01% et 9,4% pour le PMC. L’avantage 
de la RBF, outre ses meilleures performances est de nécessiter moins de ressource mémoire et 
un plus faible temps d’exécution. 
Kalogirou et al [69] ont appliqué un RNA récurrent pour prédire l’irradiation solaire 
maximale à partir de l’humidité relative et de la température. 11 mois ont été utilisés pour 
l’entrainement et 1 mois pour la validation. Les résultats sont obtenus avec un coefficient de 
corrélation entre 98,58% et 98,75%. 
Al-Lawati et al [70] ont utilisé des RNA pour estimer la moyenne mensuelle de 
l’irradiation journalière globale horizontale pour 25 stations en Oman. La méthode RBF est 
utilisée en premier lieu pour estimer la durée d’insolation à partir du mois, de la latitude, 
longitude et altitude et en second lieu pour estimer l’indice de clarté avec en entrée la fraction 
d’insolation, le mois, la latitude, la longitude et l’altitude. 
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Reddy et Manish [71] estimèrent les moyennes mensuelles d’irradiations globales 
horizontales horaires pour 13 stations d’Inde à partir d’un RNA à deux couches cachées de 8 
et 7 neurones. Les variables d’entrée étaient: longitude, latitude, altitude, mois, heure, 
température, humidité, vitesse de vent et précipitation. Le RMSE était de 4,07%, bien 
inférieure à celle des autres modèles empiriques testés.  
Sozen et al[72;73] ont développé un RNA pour estimer la moyenne mensuelle de 
l’irradiation globale horizontale à partir de la latitude, longitude, altitude, mois, durée 
d’insolation et température. Les données de 17 stations en Turquie (2000-2002) ont été 
utilisées. Différents algorithmes ont été testés et celui de Levenberg-Marquart a montré les 
meilleurs résultats avec une erreur de l’ordre de 6,37% pour un coefficient de corrélation de 
0,9996. 
Mubiru et Banda[74] estimèrent la moyenne mensuelle de l’irradiation journalière globale 
horizontale pour 4 stations d’Ouganda en utilisant un RNA à rétro-propagation (couche 
cachée de 15 neurones et fonction de transfert tangente-sigmoïde). Ils prirent pour données 
d’entrée la durée d’insolation, la température maximale, la couverture nuageuse, la latitude, la 
longitude et l’altitude. L’erreur obtenue est de 0.385 MJ/m². 
Jiang, [75] calcula la moyenne mensuelle de l’irradiation solaire globale journalière pour 8 
stations en Chine à partir de la latitude, l’altitude et de la fraction d’insolation. Les 
performances sont meilleures que celles de modèles empiriques. 
Fadare [76] a utilisé 10 ans de données de 195 stations au Nigéria provenant de la base 
géo-satellitaire de la NASA. Plusieurs architectures de RNA à rétro-propagation ont été 
testées, les valeurs mensuelles de la durée d’insolation, température moyenne, humidité 
relative ainsi que latitude, longitude, altitude et mois étaient en entrée du modèle.  
De même, Senkal et Kuleli[77] appliquèrent les RNA à 12 stations Turques en utilisant des 
données satellitaires. Karora et al [78] estimèrent les moyennes mensuelles de l’irradiation 
journalière globale horizontale pour Kampala en Ouganda à partir de la seule durée 
d’insolation et d’un RNA à rétro-propagation avec une couche cachée de 65 neurones et une 
fonction d’activation tangente sigmoïde. Un coefficient de corrélation de 96,3% a été obtenu. 
Connaître les valeurs moyennes mensuelles de l’irradiation globale d’un site est important 
mais il est parfois nécessaire de connaître ces mêmes valeurs pour les deux composantes qui 
constituent l’irradiation globale horizontale, à savoir les irradiations directes et diffuses 
horizontales. 
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 Connaître les valeurs moyennes mensuelles de l’irradiation globale d’un site est 
important mais il est parfois nécessaire de connaître ces mêmes valeurs pour les 
deux composantes qui constituent l’irradiation globale horizontale, à savoir les 
irradiations directes et diffuses horizontales. 
Alam et al [79] estimèrent la moyenne mensuelle de l’irradiation directe normale en 
déterminant un indice de clarté de référence (rapport de l’irradiation directe normale mesurée 
sur irradiation directe normale par ciel clair calculée par le modèle de Hottel) pour 11 stations 
en Inde. Ils utilisèrent comme données d’entrée : longitude, latitude, altitude, mois, durée 
d’insolation, humidité relative et précipitation. La configuration optimale était d’une couche 
cachée de 9 neurones avec une fonction d’activation tangente sigmoïde. 
Une étude proche de la précédente en 2008 a été présentée par Mishra et al [80], réalisée 
sur 14 stations en Inde en utilisant 23 ans de données. Deux structures de RNA ont été 
développées PMC et RBF avec en entrée : latitude, longitude, altitude, fraction d’insolation, 
fraction d’humidité relative, fraction de précipitation. Les résultats montrent un RMSE entre 
0,8 et 5,4% pour le PMC contre 7 à 29% pour la RBF.  
Jiang[81] estima la moyenne mensuelle de l’irradiation journalière diffuse en Chine. Les 
données de 9 stations sur la période 1995-2004 ont été utilisées. Le RNA était de type rétro-
propagation avec une couche cachée de 5 neurones et en entrée l’indice de clarté et la fraction 
d’insolation. Ce modèle montrait de meilleurs résultats que ceux des autres modèles 
empiriques testés sur Zhengzhou. 
Alam et al [82] ont mis en place un RNA à rétro-propagation et boucle fermé pour 
déterminer la valeur moyenne mensuelle de l’irradiation horaire et journalière diffuse pour 10 
sites en Inde. Les 9 entrées étaient : latitude, longitude, altitude, température, mois, heure, 
humidité relative, précipitation, vitesse du vent et bilan radiatif net. Le RMSE pour 
l’obtention de valeurs moyennes journalière était de 4,5 % contre 37,4% pour les modèles 
empiriques.  
Mubiru [83] calcula la moyenne mensuelle de l’irradiation journalière directe normale pour 
4 stations d’Ouganda en partant de la durée d’insolation, de la température maximale, de 
l’irradiation globale ainsi que de la longitude, latitude et altitude. Il s’agit d’un RNA à rétro-
propagation à boucle fermé formé d’une couche cachée et d’une fonction d’activation 
tangente sigmoïde. Le coefficient de corrélation était de 0,998 pour une erreur moyenne de 
0,197 MJ /m2. Cependant, les RNA ont été utilisé aussi pour déterminer de valeurs journalières 
et encore mieux horaires de rayonnement solaire.  
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 Les moyennes mensuelles ne sont pas suffisantes pour calculer les performances 
énergétiques d’un système solaire ; il est alors nécessaire de disposer de valeurs 
journalières et encore mieux horaires de rayonnement solaire. 
Elizondo et al [84] ont prédit l’irradiation solaire quotidienne à partir des valeurs 
journalières de température maximum et minimum, des précipitations, de la durée du jour et 
de l’irradiation par ciel clair. Le RMSE variait de 2,92 à 3,63 MJ/m2 et le coefficient de 
corrélation de 0,52 à 0,74. 
Soares et al [85] ont estimé les irradiations horaires diffuses à Sao-Paulo, Brésil, en 
utilisant le rayonnement global et d’autres paramètres météorologiques. L’ajout de 
l’irradiation solaire de grandes longueurs d’onde en entrée a amélioré la performance de 
réseau, par contre les grandeurs telles que température et pression n’ont pas une influence 
aussi importante. Il ressort également que le rayonnement solaire diffus est mieux estimé par 
les RNA que par les modèles conventionnels.  
Des techniques d’intelligences artificielles telles que FL (Fuzzy Logic) et RNA ont été 
utilisés pour estimer l’irradiation horaire globale à partir d’image satellites par Zarzalejo et al 
[86] pour 15 stations Espagnoles. La précision des différents modèles est similaire, mais les 
modèles d’intelligence artificielle fournissent de bien meilleurs résultats.  
Lopez et al[87] ont étudié comment sélectionner les paramètres d'entrée pour modéliser 
l'irradiation solaire directe horaire en utilisant les RNA. La méthode Bayésienne a été utilisée 
pour obtenir la pertinence relative d'un ensemble important de variables atmosphériques et 
radiométriques. Cette méthodologie peut être utilisée dans des conditions défavorables, en 
termes de quantité limitée de données disponibles, tout en obtenant de bons résultats. 
Krishnaiah et al [88] calculèrent l’irradiation horaire globale en Inde (7 stations pour 
l’entrainement et 2 pour le test). Le PMC avait une couche d’entrée de 10 neurones (latitude, 
longitude, altitude, température, mois, heure, humidité relative, précipitation, vitesse du vent 
et qualité de l’air), 3 couches cachées de respectivement 9, 8, 7 neurones. L’erreur moyenne 
maximale était de 4,09% contre 6,81% pour les modèles conventionnels. 
Elminir et al [89] comparèrent l’utilisation d’un RNA et de 2 régressions linéaires pour 
estimer la fraction diffuse horaire et journalière en Egypte. Une étude de sensibilité a montré 
que la meilleure configuration de RNA contient 40 neurones dans la couche cachée. A 
l’échelle horaire, les 5 données d’entrée sont : le mois, le jour, l’heure, l’irradiation horaire 
globale horizontale et horaire extraterrestre. A l’échelle journalière, seules 3 données d’entrée 
sont utilisées: les irradiations journalières globales et extraterrestres et la fraction d’insolation. 
Tymvios et al [90] ont comparé les performances de différentes structures de RNA et de 
trois corrélations de type Angstrom liant indice de clarté à fraction d’insolation pour 
déterminer les irradiations journalières globales horizontales. Le RNA optimal composé de 
deux couches cachées de 46 et 23 neurones avec en entrée la durée d’insolation, la durée 
théorique et la température maximale présentait un RMSE de 5,67%. 
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Lopez et Gueymard [91] ont estimé les trois composantes lumineuses sous conditions de 
ciel clair. La complexité des phénomènes atmosphériques dans l’estimation de ces 
composantes a poussé les auteurs à délaisser les modèles traditionnels pour utiliser un RNA. 
En effet, ceux–ci permettent de modéliser les effets non-linéaires des divers variables 
atmosphériques qui interviennent comme le coefficient de turbidité d’Angstrom, la 
concentration d’ozone ou de dioxyde d’azote. Dans le modèle développé, trois combinaisons 
différentes des paramètres (angle zénithal, hauteur d’eau condensable, transmittance directe et 
diffuse) sont testées. Les résultats obtenus sont comparés avec ceux d’un modèle SMART 
radiatif bien connu. Le RMSE était respectivement de 1,8%, 2,4% et 1,7 % pour les 
illuminances directes, diffuses et globales. Ces valeurs ne s’améliorent que faiblement si on 
ne prend pas en compte les  périodes de lever et de coucher du soleil (angle zénithal >85°) 
puisqu’elles passent à 1,6%, 2,3% et 1,6%. 
Zervas et al [92] ont utilisé les RNA pour déterminer la distribution de l’irradiation solaire 
journalière globale en fonction des conditions météorologiques et du jour à Athènes. 
Bosch et al [93] ont estimé l’irradiation journalière globale horizontale pour 12 stations en 
Espagne. Différentes combinaisons des données d’entrée ont été testées (jour, irradiation 
journalière extraterrestre, indice de clarté, longitude, altitude, inclinaison, azimut). La 
meilleure configuration comprenait en entrée l’indice de clarté et le jour, 14 neurones dans la 
couche cachée pour un RMSE de 6%. 
Un modèle de RNA a été développé par Lam et al [94] pour estimer l’irradiation 
journalière globale horizontale pour 40 villes couvrant 9 zones climatiques en Chine à partir 
du jour, de la latitude, de la longitude, de l’altitude, de la température moyenne et de la 
fraction d’insolation. 
Rehman et Mohandes [95] appliquèrent un RNA pour estimer l’irradiation journalière 
globale horizontale à Adha en Arabie Saoudite à partir de la température, de l’humidité 
relative et du jour. Le meilleur RNA comprenait une couche cachée de 24 neurones et avait 
une précision de 4,49%. 
Benghanem et al [96] ont estimé l’irradiation globale journalière à partir de la température, 
de l’humidité relative, de la durée d’insolation et du jour. Ils obtinrent des coefficients de 
corrélation supérieurs à 97%.  
Behrang et al[97] estimèrent l’irradiation journalière globale horizontale à Dezful en Iran 
en utilisant une RBF et un PMC avec en entrée : température, humidité relative, durée 
d’insolation, évaporation et vitesse du vent. Six combinaisons de ces variables ont été 
comparées et l’architecture optimale pour la RBF et le PMC avait pour entrées jour, 
température, humidité relative, durée d’insolation et vitesse du vent. L’erreur moyenne 
(MAE) était de 5,21%, 5,56% et 10,03% pour respectivement le PMC, la RBF et les modèles 
conventionnels. 
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Benghanem et Mellit [98] calculèrent l’irradiation journalière globale horizontale à Al-
Madinah en Arabie Saoudite à l’aide d’un RNA à structure RBF. Différentes combinaisons de 
paramètres d’entrée ont été testées: température, durée d’insolation et humidité relative. Une 
étude comparative entre une RBF, un PMC et d’autres modèles de régression a montré que la 
RBF était plus performante. Ce modèle a été appliqué au dimensionnement d’un système PV. 
Khatib et al [99] appliquèrent un PMC à l’estimation de l’irradiation journalière diffuse à 5 
sites de Malaisie à partir de la longitude, la latitude, l’indice de clarté et le jour. Les données 
de 1975 à 2004 ont été utilisées pour l’entrainement et celles de 2005 pour le test. L’erreur 
moyenne (nMAE) était de 1,53%, 4,35% et 3,74% pour le RNA, les modèles linéaires et non 
linéaires respectivement. 
Yacef et al [100] comparèrent un Réseau de Neurones Bayésien (RNB), un Réseau de 
Neurone classique (RNA) et des modèles empiriques pour l'estimation journalière du 
rayonnement solaire global à Al-Madinah (Arabie Saoudite). Ces modèles utilisaient la 
température de l'air, l'humidité relative, la durée d'ensoleillement et irradiation extraterrestre 
comme paramètres d’entrée. La méthode de détermination automatique de la pertinence 
(Automatic Relevance Determination (ARD)) a été utilisée pour la sélection des paramètres 
d'entrée pertinents. L'approche ARD démontre que l’ensoleillement et la température de l'air 
sont les paramètres d'entrées les plus pertinents dans l'estimation du rayonnement solaire. Il 
est démontré que RNB donne des résultats plus précis que le RNA et les modèles empiriques. 
L'approche Bayésienne offre la sélection de nombre optimal de couches cachées. 
 Estimer l’irradiation solaire sur une surface horizontale est utile mais pas 
suffisant puisque la majorité des systèmes solaires sont inclinés par rapport au 
sol selon le site d’implantation et l’utilisation faite de l’énergie produite. Il 
convient donc de pouvoir estimer le mieux possible l’irradiation solaire globale 
sur des plans inclinés. 
Mehleri et al [101] ont présenté une étude comparative de différents modèles empiriques 
pour estimer l’irradiation horaire globale inclinée à Athènes. Un RNA à structure RBF a été 
aussi développé et comparé avec les modèles sélectionnés. Des données d’irradiation directe, 
diffuse, globale horizontale et globale incliné mesurées à l’Université Technique National 
d’Athènes (Janvier-Décembre 2004) ont été utilisées. Les données d’entrée du RNA étaient: 
l’irradiation globale horizontale, l’angle zénithal, l’irradiation extraterrestre et l’angle 
d’incidence pour une surface inclinée. Les résultats ont montré que le RNA prédit d’une façon 
plus réaliste l’irradiation globale incliné que les modèles empiriques avec un RMSE de 
15,36% pour le RNA contre 20.90% pour le modèle isotrope de Tian. 
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Notton et al [102] ont développé un modèle de RNA pour estimer l’irradiation horaire 
globale inclinée à Ajaccio, France pour deux angles d’inclinaisons (45° et 60°) en utilisant en 
entrée la déclinaison, l’heure, l’angle zénithal, l’irradiation horaire extraterrestre et 
l’irradiation horaire globale sur la période 2006-2010. Différentes architectures de perceptron 
simple et multicouche ont été testées. Une étude de sensibilité a montré que les performances 
du RNA s’amélioraient lorsque l’heure étaient retirée des données d’entrée. Le RMSE était de 
5,28% à 45° et de 6,24% à 60% donc bien inférieure à celle obtenue avec des méthodes 
conventionnelles (8,11% à 45° et 10,71% à 60°) pour le même site. La même étude a été 
réitérée en utilisant des données d’irradiations au pas de temps de 10 minutes Notton et al 
[103]. 
 Certaines études ont porté sur la caractérisation du potentiel solaire en Algérie 
Mellit et al [1] ont présenté un modèle à système adaptatif d'inférence adapté neuro-flou 
(ANFIS) pour l’estimation des séquences de moyennes mensuelles d'indice de clarté et des 
données de rayonnement solaire total dans les sites isolés sur la base de coordonnées 
géographiques, il a été appliqué au dimensionnement d'un système photovoltaïque sur divers 
sites algériens. 
Mellit et al[2] ont développé un modèle hybride permettant de générer des irradiations 
solaires globales horizontales en combinant un RNA et une librairie de matrices de transition 
de Markov à partir de la latitude, longitude et altitude du lieu. Cette étude a été réalisée sur la 
base de 60 stations en Algérie sur la période 1991-2000. La précision  est bonne puisque 
l’Erreur Quadratique Moyenne (RMSE) quel que soit le site n’excède pas 8% et permet 
d’obtenir rapidement et avec un nombre réduit de paramètres des données d’irradiations 
solaires journalières en des lieux ne disposant pas de mesures. Ils ont suivi leur travail dans 
l'élaboration d'un RNA adaptatif, afin de trouver un modèle approprié pour le 
dimensionnement photovoltaïque autonome basé sur un minimum de données d'entrée [3]. 
Un RNA a été élaboré pour estimer le rayonnement solaire global en fonction de la 
température de l'air et d'humidité relative à Bechar, région sud-ouest de l'Algérie [4]. 
Des modèles empiriques combinées et un réseau neuronal Bayésienne (RNB) ont été 
développés par Yacef et al [5] pour estimer le rayonnement solaire global journalière sur une 
surface horizontale à Ghardaïa, en Algérie. Une base de données comprenant rayonnement 
global, température maximale et minimale de 2006 a été utilisée pour estimer les coefficients 
des modèles empiriques, ainsi que pour former le modèle RNB. Six mois de 2007 (période 
d'été: mai, juin, juillet, et période d'hiver: Octobre, Novembre, Décembre) ont été utilisées 
pour tester les modèles calibrés ; six mois de 2012 (février-Juillet) ont été utilisés pour vérifier 
la capacité de généralisation des modèles développés ainsi que du modèle RNB. Les résultats 
indiquent que les nouveaux modèles calibrés sont en mesure d'estimer le rayonnement solaire 
global avec une excellente précision. 
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II.4. Analyse des résultats bibliographiques  
Les RNA ont été développé avec une grande satisfaction dans plusieurs domaines 
scientifiques et avec succès dans le domaine du gisement solaire pour modéliser l’irradiation 
solaire au sol (à différentes échelles, c.-à-d. mensuelles, journalières et horaires). Ceux-ci ont 
été utilisés pour estimer des données dans les sites où les instruments de mesure ne sont pas 
disponibles. 
Le plus souvent ce sont des valeurs moyennes mensuelles et journalières qui sont estimées 
à partir de données géographiques et météorologiques comme température, humidité, fraction 
solaire, vitesse du vent, etc. ;  
La composante de rayonnement la plus souvent déterminée est le rayonnement global 
horizontal, rarement le rayonnement direct et diffus, ainsi que l’irradiation globale et diffuse 
sur un plan incliné.  
L’architecture la plus utilisée des RNA et le perceptron multicouches (PMC) et elle donne 
de bonnes résultats. 
Certes, le nombre d’applications présentées ici ne sont ni complètes, ni exhaustives, mais 
simplement un échantillon qui approuve et qui appuies l’utilité des RNA dans la prédiction et 
l'estimation de l’irradiation solaire 
II.5. Objectifs et situation de présent travail 
Comme nous venons de le voir, le PMC est un outil de choix pour la prédiction et 
l’estimation du rayonnement global. De plus, en regardant les méthodes utilisées par les 
différents auteurs, il ne semble pas y avoir de consensus concernant l’optimisation de 
l’architecture. D’après l’analyse des publications présentées ici, le nombre et la nature des 
données connectées aux neurones d’entrée diffèrent d’une étude à l’autre, supposant une 
optimisation « site dépendant ». Concernant l’apprentissage, les études citées précédemment 
convergent vers le fait qu’il faut atteindre le régime permanent du rayonnement solaire pour 
avoir des résultats optimaux et utiliser l’algorithme LM pour augmenter la rapidité de 
convergence. 
Généralement, les données solaires mensuelles sont utilisées dans ces modèles pour 
simuler le comportement des systèmes énergétiques à sources renouvelables. Mais, la forte 
variabilité de la charge, des sources renouvelables et parfois  du niveau du stockage nécessite 
que les données d’entrées soient connues à un pas de temps encore plus fin pour mieux 
prendre en compte les écarts entre production et consommation. Notre  apport dans cette étude 
résume dans l'application pour la première fois , d'une part, des pas du temps plus fin (5 
minutes)et d'autre part l'utilisation de l'information mutuelle pour la sélection des variables 
d'entrées. 
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III.1. Introduction 
Comme nous l’avons précisé dans le chapitre précédent, nous envisageons d’utiliser une 
méthode d’intelligence artificielle bien connue aujourd’hui pour son efficacité : les réseaux de 
neurones artificiels autrement dénommés RNA pour parfaire notre connaissance du potentiel 
solaire. 
La première partie de ce chapitre énonce les principes et les notions associés aux RNA ; 
puis dans une seconde partie, nous présenterons la méthode à suivre pour l’élaboration d’un 
tel modèle. 
La troisième partie présentera les indicateurs statistiques utilisés pour l’estimation des 
performances du modèle ; sur la base d’une étude de l’art sur l’application des RNA à 
l’estimation du potentiel solaire, nous montrerons que certaines études ont été pas ou peu 
réalisées et c’est sur cette voie encore très peu exploitée que nous nous engagerons. 
III.2. Les réseaux de neurones artificiels 
Une grande partie des informations disponibles dans ce document proviennent des travaux 
réalisés par [104; 105 ; 106]. 
III.2.1. Intérêt de l’utilisation des réseaux de neurones artificiels 
Au cours de la dernière décennie, les algorithmes d’apprentissage statistique ont suscité 
beaucoup d’intérêt dans le milieu académique et au sein de diverses industries. Ils ont été 
implantés avec succès pour l’accomplissement de tâches prédictives reliées à des processus 
statistiques observés pour lesquels on peut identifier plusieurs variables explicatives. Cette 
étude se concentre sur une classe particulière de ces algorithmes: les réseaux de neurones 
artificiels. Les réseaux de neurones tirent leur puissance de modélisation de leur capacité à 
capter les dépendances complexes, i.e. qui impliquent plusieurs variables simultanément. 
Les RNA présentent en effet une propriété à l’origine de leur succès dans les sciences de 
l’ingénieur : ce sont des approximateurs parcimonieux. En effet, Hornik et autres [107] ont 
montré qu’à précision égale, les RNA nécessitent moins de paramètres ajustables (les poids 
des connexions) que les approximateurs universels couramment utilisés, comme par exemple 
les polynômes [108]. Plus précisément, le nombre de coefficients de régression nécessaires à 
l’obtention d’une précision donnée varie linéairement avec le nombre de variables dans le cas 
des RNA, alors qu’il varie exponentiellement dans le cas des régressions polynomiales. La 
parcimonie se révèle donc une propriété d’autant plus importante que le nombre de variables 
du modèle est grand. 
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Ainsi, modéliser une grandeur avec une précision donnée à l’aide d’un RNA nécessite 
moins de coefficients adaptatifs qu’à l’aide d’une régression linéaire multiple. Ce gain peut 
être considérable lorsque le processus à modéliser dépend de plusieurs variables. Considérant 
cette propriété, on comprend le succès de cette technique, dans l’application qui nous 
intéresse ici, en tant qu’extension des techniques de régression linéaires ou multilinéaires 
classiques. En pratique, dès qu’un phénomène à modéliser fait intervenir plus de deux 
variables, les RNA sont en général préférables aux autres méthodes de régression. C’est le cas 
de l’estimation de l’irradiation solaire, connue pour être complexes et dépendante de plusieurs 
paramètres. Sa modélisation impose de considérer un grand nombre de variables. De plus, les 
RNA sont des techniques adaptées à la détermination de fonctions de régression d’une 
grandeur à modéliser, si cette grandeur est elle même non linéaire. Or la puissance de 
l’irradiation solaire est connue pour présenter un caractère fortement non linéaire. 
D’une manière générale, les RNA tels que nous les utilisons ici, permettent d’obtenir une 
approximation d’une fonction de régression algébrique reliant les variables d’entrée (i.e. les 
paramètres métrologiques et géographiques) et la sortie (i.e. l’irradiation globale inclinée ou 
horizontale). Une base de connaissances constituée de couples entrées-sortie(s) connue(s) est 
utilisée de manière à entraîner le RNA, c’est-à-dire à déterminer les meilleurs coefficients de 
régression nécessaires à l’estimation de la fonction régressive et à sa généralisation sur des 
données en aveugle. 
III.2.2. Du neurone biologique au modèle mathématique 
Le cerveau humain est composé de cellules distinctes appelées neurones formant un 
ensemble dense d’environ 10 à 100 milliards d’unités interconnectées  
L'architecture biologique du neurone est présentée sur la Figure III.1. Les dendrites sont 
considérées comme les portes d'entrées des neurones. Elles sont les réceptrices principales du 
neurone permettant de capter les signaux lui parviennent. Ensuite, un traitement de toutes  ces 
informations a lieu au niveau du corps cellulaire. Les principales lignes de transmission du 
système nerveux sont les axones. Ils servent de moyen de transport pour les signaux émis par 
le neurone, vers d'autres neurones. L'information va transiter de neurone en neurone le long de 
1'axone jusqu'aux muscles via un potentiel d'action (un signal électrique). La synapse désigne 
les zones de contact entre neurones, zones spécialisées dans la transmission de l'information 
[109].  
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Figure.III.1. Représentation schématique d’un neurone biologique [105 ] 
Par analogie avec la biologie, un neurone artificiel (Figure III.2) reçoit l’information 
provenant des entrées xi (i=1, 2, …n) par l’intermédiaire des connexions dont on affecte à 
chacune d’elle un poids wi, pondérant l’information reçue, appelé aussi poids synaptique. Il 
fonctionne en deux étapes (Figure III.3) [ 110;111]: 
 la première phase le prétraitement des données reçues en calculant le potentiel jv  du 
neurone j par la fonction suivante : 


n
i
iijjj xwbv
1
,
 (III.1) 
Où ijw ,  désigne le poids de la connexion liant le neurone j et l’entrée i, et jb  un terme 
constant appelé biais qui peut être considéré comme le poids d’une entrée 0x  égale à 
1. Ainsi la relation (III.1) s’écrit plus simplement : 



n
i
iijj xwv
0
,
 (III.2) 
 dans la deuxième phase, une fonction de transfert g appelé également fonction 
d’activation calcule la valeur de l’état interne jy  du neurone j à partir de la valeur du 
potentiel jv . cette valeur désigne la sortie du neurone. Ainsi,  
y୨ = g൫v୨൯ = ቀ෍ w୨,୧x୧ቁ                                                                                             (III. 3) 
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Figure III.2. Mise en correspondance du neurone biologique et du neurone artificiel 
 
Figure III.3. Représentation d’un neurone mathématique 
 
Les variables xi désignent les entrées, la sortie est notée iy , le biais jb  et les poids synaptiques 
sont désignés par ijw ,  
Plusieurs possibilités existent pour spécifier la nature de la fonction d’activation du 
modèle. Les fonctions mathématiques les plus souvent utilisées sont [110;111]. 
 la fonction seuil (Figure III.4.a) 
 
 



01
00
xsixf
xsixf
 (III.4) 
 la fonction identité (Figure III.4.b) 
  xxf    x  (III.5) 
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 la fonction sigmoïde (Figure III.4.c), dont les formes les plus utilisées sont la fonction 
logistique et la fonction tangente hyperbolique : 
 
kxe
xf  1
1
 (III.6) 
  


 xk
e
e
xf
kx
kx
2
tanh
1
1
 (III.7) 
La valeur du paramètre k est généralement prise égale à 1 
 la fonction gaussienne d’écart type unité (Figure III.4.d) 
  2xexf   (III.8) 
Toutes ces fonctions sont continues et différentiables (sauf la fonction seuil). L'une des 
fonctions les plus souvent utilisées est la fonction sigmoïdale ; en effet, elle assure le caractère 
non linéaire du modèle neuronal qui en fait un approximateur universel comme on le verra 
plus tard. 
 
Figure III.4. Exemples de fonctions de transfert g: (a) seuil, (b) linéaire, (c) sigmoïde 
(logistique k=1) et (d) Gaussienne 
III.2.3. Architecture d’un réseau de neurones 
III.2.3.1. Principes 
Un RNA est formé d’un ensemble de neurones formels interconnectés. Deux grands types 
d’architecture peuvent être distingués [108]: 
- les réseaux de neurones non bouclés : les réseaux de neurones non bouclés réalisent 
une (ou plusieurs) fonction(s) algébrique(s) des entrées, par composition des fonctions 
réalisées par chaque neurone. Les réseaux de neurones non bouclés sont des outils 
statiques, utilisés principalement pour effectuer des tâches d’approximation de 
fonctions non linéaires, de modélisation de processus statiques non linéaires. 
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- les réseaux de neurones bouclés : les réseaux de neurones bouclés constituent un 
système dynamique "à temps discret", régi par une (ou plusieurs) équation(s) aux 
différences non linéaires, résultant de la composition des fonctions réalisées par 
chacun des neurones et des retards associés à chacune des connexions. Ils sont utilisés 
pour effectuer des tâches de modélisation et d’adaptation de systèmes dynamiques, de 
commande de processus, ou de filtrage. 
Dans notre étude, nous adopterons le Perceptron Multi-Couches (PMC) qui appartient à la 
première catégorie de RNA, illustré par la Figure III.5, et dont les principes seront exposés 
dans ce qui suit. Ce choix a été réalisé après une étude bibliographique qui vous sera 
présentée dans la suite de ce document. 
III.2.3.2. Le perceptron multicouche 
Dans ce paragraphe, nous allons détailler le principe des réseaux à couches en insistant sur 
les avantages qu’ils possèdent par rapport à d’autres architectures. Nous donnerons également 
leur représentation mathématique. 
Architecture et définition 
Les réseaux à couches, appelés également perceptron multicouches sont des réseaux de 
neurones pour lesquels les neurones sont organisés en couches successives. L’information, 
provenant des entrées, circule vers les sorties sans retour en arrière et toute connexion entre 
neurones d’une même couche est interdite. Un neurone ne peut donc transmettre son état 
qu’aux neurones appartenant à une couche postérieure à la sienne. La couche recevant 
l’information à traiter de l’environnement extérieur est appelée couche d’entrée. La couche de 
sortie est composée d’autant de neurones que le nombre de sorties. 
Les couches constituées de neurones effectuant des calculs intermédiaires sont appelées 
couches cachées (Figure III.5). 
 
Figure III.5. Structure d’un réseau de neurones de type PMC à 3 couches cachées 
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Propriété d’approximation universelle 
Il a été montré [112] qu’un réseau de neurones constitué d’une seule couche de neurones 
cachés et dont la fonction d’activation tend vers 0 en –∞ et vers 1 en +∞ possède la propriété 
d’approximation universel. [113] a montré que cette propriété est prouvée pour des fonctions 
strictement croissantes et bornées. A cet effet, la fonction la plus utilisée est la fonction 
tangente hyperbolique. Elle fut ensuite généralisée par [114] qui montra que cette propriété 
était plus liée à l’architecture générale du PMC qu’aux fonctions d’activation elles mêmes. La 
propriété d’approximation universelle peut s’énoncer de la façon suivante [108]: « Toute 
fonction bornée suffisamment régulière peut être approchée uniformément, avec une 
précision arbitraire, dans un domaine fini de l’espace de ses variables par un réseau de 
neurones comportant une couche de neurones cachés en nombre fini, possédant toutes la 
même fonction d’activation, et un neurone de sortie linéaire ». 
Nous signalons, que cette propriété n’est pas spécifique aux réseaux de neurones. Les 
polynômes, les  séries de Fourier possèdent aussi cette particularité. La différence avec les 
réseaux de neurones réside dans leur parcimonie et fera l’objet du paragraphe suivant:  
Propriété de parcimonie 
Lors de la modélisation d’un processus physique quelconque à partir de données, on 
cherche toujours un nombre minimal de paramètres ajustables, permettant d’obtenir les 
résultats les plus satisfaisants possibles. Dans cette optique [107] ont montré que: « Si le 
résultat de l’approximation est une fonction non linéaire des paramètres ajustables, elle est 
plus parcimonieuse que si elle est une fonction linéaire de ces paramètres. De plus pour les 
réseaux de neurones à fonction d’activation sigmoïde, l’erreur commise dans l’approximation 
varie comme l’inverse de nombre de neurones cachés, et elle est indépendante de nombre de 
variables de la fonction à approcher » 
Par conséquent, pour une précision donnée, donc pour un nombre de neurones cachés 
donné, le nombre de paramètres de réseau est proportionnel au nombre de variables de la 
fonction à approcher. 
Formulation mathématique  
Dans le cas où le PMC (à une couche cachée) possède N entrées par exemple et la couche 
de sortie Nc sorties, on peut considérer que la ym du RNA réalise la fonction f (w, z, x) [105] 
telle que : 
 





 
 
cN
j
N
i
iijjmm xwgzy
0 0
,,  (III.9) 
avec w la matrice poids des connexions entre la couche cachée et la couche d’entrée et z celle  
des connexions entre la couche de sortie et la couche cachée. 
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Optimisation de la structure du réseau 
Les performances du réseau de neurones sont très souvent liées à son architecture. Or, le 
choix de l’architecture est aussi un problème difficile à résoudre. On ne peut pas choisir au 
hasard le nombre de neurones de la couche d’entrée ou de la couche intermédiaire. Avec un 
nombre limité de neurones, le réseau ne sera pas performant sur l’apprentissage. Avec un 
nombre trop important il sera surentraîné et s’adaptera au bruit généré par les variables qui 
constituent la base de données. On juge la performance d’un réseau sur sa capacité à 
généraliser les résultats et non pas sur sa capacité à reproduire uniquement les données 
connues de l’apprentissage. Ainsi, il n’est pas toujours préférable d’utiliser un réseau avec un 
nombre élevé de neurones [106].  
La détermination de l’architecture optimale est basée sur diverses méthodes empiriques 
mettant en jeu plusieurs tests statistiques de validation. Comme nous l’avons mentionné, nous 
avons retenu le Perceptron Multicouches comme base du modèle. Nous structurerons ce 
réseau en précisant le nombre de couches et de neurones cachés pour que le réseau soit en 
mesure de reproduire ce qui est déterministe dans les données. 
– Nombre de couches cachées: Mises à part les couches d’entrée et de sortie, il faut 
décider du nombre de couches intermédiaires ou cachées. Sans couche cachée, le 
réseau n’offre que de faibles possibilités d’adaptation. Néanmoins, il a été démontré 
qu’un PMC avec une seule couche cachée pourvue d’un nombre suffisant de 
neurones, peut approximer n’importe quelle fonction continue et bornée avec la 
précision souhaitée.  
– Nombre de neurones cachés: Chaque neurone peut prendre en compte des profils 
spécifiques de neurones d’entrée. Un nombre plus important permet donc de mieux 
coller aux données présentées mais diminue la capacité de généralisation du réseau. Il 
faut alors trouver le nombre adéquat de neurones cachés nécessaire pour obtenir une 
approximation satisfaisante. Le nombre de neurones cachés dépend du type de 
données dont on dispose. Suivant les cas, on utilisera différentes méthodes 
d’optimisation de ce dernier.  
La détermination de ce nombre est généralement le fruit d’essais empiriques. La technique 
d’usage consiste à augmenter progressivement la complexité du modèle, en ajoutant un 
neurone. A chaque nouvelle addition d’un neurone, on évalue l’efficacité de généralisation.  
III.2.4. Apprentissage des réseaux de neurones 
Le point crucial du développement d’un réseau de neurones est son apprentissage. Cette 
dernière consiste à calculer les poids wi de telle manière que les sorties du réseau de neurones 
soient, pour les exemples utilisés lors de l’apprentissage, aussi proches que possibles des 
sorties désirées. Celles-ci correspondent à la valeur de la fonction que l’on veut approcher ou 
à la sortie du processus que l’on veut modéliser [108].  
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L’apprentissage correspond donc à la phase du développement du réseau durant laquelle 
les coefficients de la régression sont modifiés jusqu’à l’obtention du comportement désiré. Il 
existe deux types d’apprentissage, supervisé ou non supervisé. 
–  L’apprentissage est dit supervisé lorsque les exemples sont constitués des couples de 
valeurs du type (valeur d’entrée, valeur de sortie désirée). Tout le problème de 
l’apprentissage supervisé consiste, étant donné un ensemble d’apprentissage de n couples 
(entrée-sortie associée), à déterminer le vecteur des poids wi d’un réseau capable de 
mettre ces informations en correspondance ; 
–  L’apprentissage est qualifié de non supervisé lorsque seules les valeurs d’entrée sont 
disponibles. Dans ce cas, les exemples présentés à l’entrée provoquent une auto-
adaptation du réseau afin de produire des valeurs de sortie qui soient proches des 
réponses à des valeurs d’entrée similaires. Dans la majorité des algorithmes actuels, les 
variables modifiées pendant  l'apprentissage sont les poids des connexions.  
Dans notre étude, comme nous disposons des valeurs de sortie, nous utiliseront 
l’apprentissage supervisé, mettant en jeu un algorithme d’optimisation. Ce dernier cherche à 
minimiser, par des méthodes d’optimisation non linéaire, une fonction de coût qui constitue 
une mesure de l’écart entre les réponses réelles du réseau et ses réponses désirées. 
III.3. Conception d’un réseau de neurones 
La construction d’un modèle implique dans un premier temps le choix des échantillons des 
données d’apprentissage, de test et de validation. Le choix du type de réseau intervient dans 
un second temps. Les quatre grandes étapes de la création d’un réseau de neurones sont 
détaillées par la suite. 
III.3.1. Détermination des entrées/sorties du réseau de neurones 
Pour toute conception de modèle, la sélection des entrées doit prendre en compte deux 
points essentiels:  
- Premièrement, la dimension intrinsèque du vecteur des entrées doit être aussi petite 
que possible, en d’autres termes, la représentation des entrées doit être la plus 
compacte possible, tout en conservant pour l’essentiel la même quantité d’information, 
et en gardant à l’esprit que les différentes entrées doivent être indépendantes. Il faut 
donc éviter d’introduire trop de variables en entrée en les sélectionnant ; si certaines 
variables d’entrée n’ont pas d’intérêt pour la détermination de la variable de sortie, 
elles vont compliquer le modèle et diminuer sa pertinence.  
- En second lieu, toutes les informations présentées dans les entrées doivent être  
pertinentes pour la grandeur que l’on cherche à modéliser: elles doivent donc avoir 
une influence réelle sur la valeur de la sortie. 
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III.3.2. Choix et préparation des échantillons 
Le processus d'élaboration d'un réseau de neurones commence toujours par le choix et la 
préparation des échantillons de données. La façon dont se présente l'échantillon conditionne le 
type de réseau, le nombre de cellules d'entrée, le nombre de cellules de sortie et la façon dont 
il faudra mener l'apprentissage, les tests et la validation dont nous parlerons ultérieurement. Il 
faut donc déterminer les grandeurs qui ont une influence significative sur le phénomène que 
l’on cherche à modéliser. 
Lorsque la grandeur que l’on veut modéliser dépend de nombreux facteurs, c'est-à-dire 
lorsque le modèle possède de nombreuses entrées, il n’est pas possible de réaliser un 
«pavage» régulier dans tout le domaine de variation des entrées: il faut donc trouver une 
méthode permettant de réaliser uniquement des expériences qui apportent une information 
significative pour l’apprentissage du modèle. Cet objectif peut être obtenu en mettant en 
œuvre un plan d’expériences. Pour les modèles linéaires, l’élaboration de plans d’expériences 
est bien maîtrisée, ce n’est pas le cas pour les modèles non linéaires.  
Afin de développer une application à base de réseaux de neurones, il est nécessaire de 
disposer de deux bases de données, une pour effectuer l’apprentissage et l’autre pour tester le 
réseau obtenu et déterminer ses performances.  
Notons qu’il n’y a pas de règles pour déterminer ce partage d’une manière quantitative, 
néanmoins chaque base doit satisfaire aux contraintes de représentativité de chaque classe de 
données et doit généralement refléter la distribution réelle, c’est-à-dire la probabilité 
d’occurrence des diverses classes [104]. [108] suggèrent d’utiliser plus de 50% de données 
pour l’entrainement du réseau. 
III.3.3. Elaboration de la structure du réseau  
Il existe un grand nombre de types de réseaux de neurones, avec pour chacun des 
avantages et des inconvénients. La structure du réseau dépend étroitement du type 
d’échantillons. Il faut d'abord  choisir le type de réseau : un perceptron standard, un réseau de 
Hopfield, un réseau à décalage temporel (TDNN), un réseau de Kohonen, etc. Le choix d’un 
réseau peut dépendre : 
- de la tâche à effectuer (classification, association, contrôle de processus, 
approximation d’une fonction...), 
- de la nature des données. 
Ce choix est aussi fonction de la maîtrise ou de la connaissance que l’on a de certains 
réseaux, ou encore du temps dont on dispose pour tester une architecture prétendue plus 
performante. 
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Par exemple, dans notre cas, nous avons choisi le perceptron multicouche, ce choix a été 
réalisé sur la base de notre étude bibliographique présentée plus loin. Il faudra aussi bien 
choisir le nombre de couches cachées que le nombre de neurones dans cette couche.  
III.3.4. Apprentissage 
L’apprentissage est un problème numérique d’optimisation. Il consiste à calculer les 
pondérations optimales des différentes liaisons, en utilisant un échantillon. La méthode la plus 
utilisée est la rétro propagation, qui est généralement plus économe que les autres en termes 
de nombres d’opérations arithmétiques à effectuer pour évaluer le gradient.  
Pour rendre l’optimisation plus performante, on peut utiliser des méthodes de second ordre. 
Le calcul est très efficace, mais lourd. Elles ont de nombreuses limitations au niveau des 
conditions de convergence sur les dérivées secondes. Des corrections sont proposées pour 
éviter ce problème, et sont prises en compte par les méthodes dites de Quasi-Newton ou de 
Newton modifiée.  
Il a été observé que les poids calculés par la méthode de rétro-propagation sont plus faibles 
que ceux obtenus par la technique de Quasi-Newton, ce qui semblerait montrer que la 
recherche d’un minimum par rétro-propagation est restreinte à un voisinage immédiat des 
poids initiaux, d’où une dépendance plus forte de cette méthode par rapport à l’initialisation. 
C’est pour ces raisons que l’optimisation par une méthode Quasi-Newton a été largement 
utilisée dans certains travaux récents de modélisation de rayonnement solaire [59;71;115] et a 
été choisie également dans la suite de nos travaux. 
Nous avons vu que le travail d’optimisation de l’architecture du réseau de neurones 
consiste en résumé à retenir la meilleure fonction d’activation pour un nombre de neurones 
optimal à l’obtention de la meilleure performance possible compte tenu des données 
disponibles. Cette optimisation structurelle nous a amené, préalablement à tout calcul, à 
sélectionner la fonction tangente hyperbolique parmi les fonctions de type sigmoïde 
couramment utilisées. 
Lors de l’apprentissage, un algorithme de rétro-propagation permet de minimiser la 
fonction d’erreur entre valeurs mesurées et valeurs calculées. Cette minimisation est effectuée 
en modifiant les poids des connexions de la sortie jusqu’aux entrées. Parmi les fonctions 
d’erreur les plus utilisées est la règle du Delta, définie par : 
                         
 2
2
1
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C’est une des règles les plus utilisées pour l’apprentissage supervisé de réseaux de 
neurones. Initialement développée pour résoudre des problèmes de traitements adaptatifs du 
signal, elle a conduit ensuite à un algorithme connu sous le nom de l’algorithme de rétro-
propagation du gradient d’erreur ou encore back-propagation. Il s’agit d’une technique 
itérative qui va modifier les poids des différentes variables du système jusqu’à ce qu’un 
minimum de la fonction d’erreur soit atteint.  
Après présentation des vecteurs d’entrée de la base d’apprentissage, la valeur des 
connexions est modifiée à l’aide du gradient de la fonction d’erreur. Cette technique présente 
l’inconvénient de nécessiter un temps de calcul important. Nous avons donc utilisé une 
méthode du second ordre comme algorithme de minimisation itérative des poids du modèle: 
celle de Levenberg-Marquardt. Cette technique permet en effet de converger vers le minimum 
de la fonction d’erreur plus rapidement du fait qu’elle considère la dérivée seconde de la 
fonction d’erreur. 
Il importe également d’éviter que cette optimisation ne s’arrête pas sur le minimum vrai 
mais sur un des minima locaux de la fonction d’erreur ( Figure III.6). Pour cela, on fait 
débuter l’algorithme d’optimisation des poids iw  en diverses positions de l’espace des 
variables d’entrée. Plus précisément, l’ensemble des données d’apprentissage est présenté 
plusieurs fois au réseau en initialisant les poids iw  avec des valeurs différentes. 
 
Figure. III.6. Algorithme de rétro propagation du gradient d’erreur 
Typiquement, nous avons utilisé 8 initialisations de ces poids et retenu la meilleure. Nous 
avons donc lancé systématiquement 8 modèles pour chaque configuration testée. Nous 
reviendrons sur ces aspects dans le chapitre V. 
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D’une manière générale, plus on augmente le nombre de neurones dans la couche cachée, 
meilleur sera l’apprentissage. Mais choisir le modèle en se basant uniquement sur la qualité de 
ses performances sur la base d’apprentissage pose un problème. En effet, il y a un fort risque 
de retenir une structure soumise au phénomène de sur-apprentissage. Nous avons donc veillé 
à ce que l’erreur quadratique moyenne sur les sets d’apprentissage et de validation soit du 
même ordre de grandeur et aussi faibles que possible. La Figure III.7 illustre ce compromis 
entre sur apprentissage, sous apprentissage et généralisation optimale. 
 
Figure III.7. Généralisation optimale 
III.3.5. Validation du modèle 
Une fois les poids de chaque connexion du réseau optimisés, il faut évaluer les 
performances du réseau, en d’autres termes la qualité de la régression. Cette qualité garantit 
les capacités de généralisation du modèle. Cette estimation doit être réalisée sur un ensemble 
composé de données composant des couples entrée-sortie n’appartenant pas à la base 
d’apprentissage. On procède à ce que l’on appelle une validation en aveugle. Elle permet à la 
fois d’apprécier les performances du système neuronal et de détecter le type de données qui 
pose problème. Si les performances ne sont pas satisfaisantes, il faudra, soit modifier 
l’architecture du réseau, soit modifier la base d’apprentissage. C’est ainsi que l’on pourra 
évaluer la qualité de la généralisation offerte par le modèle établi, à l’aide de divers 
indicateurs statistiques présentés plus loin dans ce chapitre. 
Une validation rigoureuse du modèle produit se traduit donc par une proportion importante 
de prédictions exactes. Cette évaluation ne pourra être faite que sur cet ensemble de validation 
en aveugle uniquement. 
Une synthèse de la procédure à suivre dans le cadre de la mise en œuvre d’un RNA est 
présentée sur la Figure III.8. 
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Figure III.8. Organigramme de conception d’un réseau de neurones 
III.4. Détermination des performances du modèle 
Nous avons vu précédemment que pour déterminer quelle était l’architecture optimale du 
PMC, nous avions recours à un indicateur statistique, l’erreur quadratique moyenne (Root 
Mean Square Error en anglais) RMSE. Une fois le modèle optimal choisi, nous présenterons 
ses performances estimées à l’aide de plusieurs indicateurs présentés ci-dessous [102].  
L’erreur moyenne absolue (Mean Absolute Error) MAE et sa valeur normalisée nMAE 
sont données par :  
NxyMAE
N
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L’erreur quadratique moyenne (Root Mean Square Error) RMSE et sa valeur normalisée 
(nRMSE) ont pour expressions : 
  NxyRMSE N
i
ii  1
2  (III.13) 
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Le biais moyen absolu aussi appelé erreur moyenne (Mean Bias Error) MBE et sa valeur 
normalisée sont donnés par : 
  NxyMBE N
i
ii  1  (III.15) 
  xNxynMBE N
i
ii  1  (III.16) 
avec ix  et iy  les valeurs respectivement mesurées et estimées par le modèle. x  et y sont 
respectivement les valeurs moyennes des valeurs mesurées et estimées sur N échantillons. A 
noter qu’une valeur positive du biais moyen indique une tendance du modèle à la 
surestimation, une valeur négative une tendance à la sous-estimation. 
Un indicateur supplémentaire, appelé coefficient de détermination R² ou coefficient de 
corrélation, reflète quant à lui du lien existant entre les données estimées et les données 
mesurées  
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III.5. Conclusion 
Les réseaux de neurones présentés dans ce chapitre (PMC) sont des systèmes paramétrés 
non linéaires qui relient des variables d’entrée à des variables de sortie. Les paramètres sont 
déterminés statistiquement lors d’une phase d’apprentissage à partir d’une base de données 
d’exemples, appelée base d’apprentissage.  
En pratique, l’utilisation de méthodes neuronales pose certaines difficultés. La principale 
difficulté est l’optimisation de la phase d’apprentissage. Le choix de l’architecture adéquate 
ou la détermination du « pas d’apprentissage » se fait par essais successifs.  
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L’utilisation d’une base indépendante de celle d’apprentissage, appelée base de test permet 
de déterminer le réseau optimal. On détermine les poids du réseau à partir de la base 
d’apprentissage et on calcule les performances sur la base de test. Le réseau « optimal » est 
celui qui minimise l’erreur commise sur la base de test.  
On utilise ensuite une troisième base indépendante des deux autres, pour donner les 
performances du réseau et ainsi faire des comparaisons avec d’autres variétés de réseaux ou 
de méthodes statistiques. La création de trois bases est donc nécessaire pour notre étude.  
La deuxième difficulté est liée aux caractéristiques de la base d’apprentissage, aussi bien 
en termes de taille et de représentativité que de répartition des exemples. Le nombre 
d’exemples doit être suffisamment grand devant les paramètres (les poids) à déterminer. Le 
domaine de validité de l’algorithme neuronal est directement lié à la représentativité des 
exemples de la base d’apprentissage. L’irrégularité des exemples dans certaines régions de 
l’espace des données peut conduire à une mauvaise optimisation du réseau. Dans ces 
conditions, un soin particulier doit être appliqué lors de la création des bases de données ; une 
méthode d’échantillonnage apparaît primordiale.  
L’analyse bibliographique dressée dans ce chapitre permet de comprendre en quoi 
l’estimation du rayonnement solaire  est complexe. Les résultats exposés dans ces articles sont 
tous évidemment pertinents, mais sont bien souvent exclusifs aux conditions des 
expérimentations. 
Il est généralement impossible de transposer les résultats sur un autre site ou à une 
méthodologie voisine avec de petites variantes. Cela explique les contradictions que l’on peut 
trouver entre certains articles. Concernant les prédictions basées sur les RNA, la principale 
famille d’architecture étudiée et détaillée dans ce chapitre est le PMC. C’est de loin le plus 
utilisé, aussi nous nous focaliserons sur ce type d’outil, sans tenir compte des nombreux 
autres réseaux que l’on a énumérés durant ce chapitre. 
Comme nous l'avons vu, diverses études ont été mises en œuvre en Algérie, mais pas  pour 
une échelle du temps très fine et rarement sur appliquée à l'irradiation solaire globale inclinée  
Tous les éléments que l’on vient d’énumérer, vont servir par la suite pour construire notre 
méthodologie d’estimation. Le chapitre suivant présente la méthodologie appliquée et les 
différentes étapes de la constitution de la base de données, les  outils qui ont permis de 
sélectionner ou de valider notre approche ainsi que le type de réseau de neurones utilisé. 
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IV.1. Introduction 
Ce chapitre traite la mise en place de la base de données nécessaire au développement du 
réseau de neurones et à l’étude de ses performances statistiques. Cette base de données 
regroupe à la fois les valeurs de sortie du RNA (Output) et les données d’entrée (Inputs) 
relatives au phénomène. La sortie modélisée est l’irradiation globale horizontale ou inclinée. 
Le choix des variables nécessaires à la description du système et la définition de la fonction 
de régression neuronale ont été réalisés à partir de notre connaissance du phénomène étudié, 
c’est-à-dire sans faire abstraction entièrement des phénomènes physiques qui existent et des 
liens possibles entre les différents paramètres. Le choix des variables qui constituent cette 
base de données est primordiale car il conditionne fortement la qualité du modèle construit 
par la suite. Le contenu de cette base est résumé sur la Figure IV.1. Cette base contient à la 
fois les données mesurées et calculées.  
Les diverses étapes de l’élaboration de cette base de données, son prétraitement et son 
découpage en base d’apprentissage et de test ainsi que l’importance de ces variables pour le 
modèle sont traités dans ce chapitre. 
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Figure IV.1. Schématisation générale du contenu de la base de données 
IV.2. Présentation du site expérimental  
Les données utilisées dans le cadre de ce travail proviennent de la station météorologique 
du Centre de Développement des Energies Renouvelables situé à Bouzaréah (Latitude 
36,8°N, 3,17°E) (Figure IV.2). 
Ce site est situé sur la façade méditerranéenne nord de l’Algérie dans la banlieue algéroise 
à 345 mètres d’altitude, le CDER est considéré comme le belvédère d’Alger. Sa façade 
maritime lui assure une bonne stabilité climatique, notamment en  termes de température et de 
vent. Le centre du CDER assure, depuis l’indépendance du pays, la continuité des activités de 
recherches et de développement sur les énergies renouvelables.  
Base de données 
Base de test 
I: Irradiation globale horizontal 
(W) 
I36,8° : Irradiation globale sur un 
plan incliné à 36,8°(W) 
T: Température (°C) ; 
V: Vitesse du vent (m/s) 
P: Pression (bar) 
H: Humidité (%) 
Dir V: Direction du vent 
Prec: Précipitation (mm) 
 
α : Azimut 
θz : Angle zénithal 
δ : Déclinaison 
I0: Irradiation horizontale hors 
atmosphère 
Base d’apprentissage 
Données mesurées Données calculées 
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Figure IV.2. Positionnement de la station météorologique 
La caractérisation d’un site se fait à travers l’analyse des données météorologiques et 
radiométriques. Les paramètres les plus déterminants sont : les précipitations, la température 
ambiante, l’humidité relative et le vent. Les données présentées ont été collectées au niveau 
de la station du CDER [115] et de l’Office National de la météorologie (ONM) [116]  sur une 
période s’étalant sur 11ans pour la température et l’humidité, 9 ans pour la durée 
d’ensoleillement et 24 ans pour les précipitations. 
Sur l’année, La température moyenne est de 20,8°C, celle de l’humidité relative est de 72% 
et la pluviométrie est de 1001,7 mm. 
La température 
Les températures moyennes mensuelles varient de 11,2°C en Janvier à 25,9°C en Aout. 
Les moyennes annuelles des maxima est de 20,8°C. Les températures moyennes minimales 
mensuelles varient de 8,9°C en février à 21,9°C en Aout. Les moyennes annuelles des minima 
est de 14,4°C. 
Les moyennes mensuelles des températures moyennes, maximales et minimales sont 
présentées sur la Figure IV.3 [115]  
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Figure IV.3. Distribution de température mensuelle sur la période 1979-1981/1986-1993 
Humidité relative 
Comme nous pouvons le constater sur la Figure IV.4, l’atmosphère du site de Bouzaréah 
est presque saturée en permanence de vapeur d’eau (72% en moyenne saisonnière), ce qui 
nous permet de le classer en zone humide [115]. 
 
Figure IV.4. Distribution de l’humidité relative 1979-1981/1986-1990/1992-1993 
Chapitre IV                                                        Mise en place de la base de données et mise 
en forme des données expérimentales 
 
 Page 68 
 
Cette forte teneur en eau de l’atmosphère a des conséquences sur la qualité du 
rayonnement solaire reçu car la vapeur d’eau est un fort atténuateur du rayonnement. 
Précipitation 
D’après l’analyse  des  données  recueillies  auprès  du  service météorologique de Dar El 
Beida [116], Bouzaréah reçoit environ 1001,7 mm de pluie annuellement, mais la distribution 
de cette tranche est irrégulière comme la figure IV.5 l’indique. Les maxima des pluies sont 
enregistrés durant les mois de  janvier, novembre et  décembre; alors que les mois de juin, 
juillet et août ne reçoivent que de faibles quantités [116]. 
 
Figure IV.5. Distribution de la moyenne mensuelle des précipitations1993-2007 
La durée d’ensoleillement 
La durée d’ensoleillement d’une journée est la durée pendant laquelle l’éclairement solaire 
direct dépasse un seuil fixé par convention à 120 W.m-2. 
En absence permanente de nuages, la durée d’ensoleillement est pratiquement égale à la 
durée du jour. Les durées d’ensoleillement mensuelles et annuelle sont obtenues par simple 
cumul des durées d’ensoleillement des diverses journées. L’instrument destiné à mesurer la 
durée d’ensoleillement s’appelle un Héliographe. Ce dernier mesure la durée des périodes 
pendant lesquelles  l’intensité  du  rayonnement solaire direct a dépassé ce seuil. Il donne les 
indications lisibles en heures et dixième d’heures. 
La figure IV.5 montre les distributions moyennes mensuelles de la durée d’ensoleillement 
pour le site de Bouzaréah [115]. 
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Figure IV.6. Distribution de la moyenne mensuelle de la d’ensoleillement 1986-1994 
Moyennes mensuelles de l’irradiation solaire globale sur une surface horizontale 
La Figure IV.6 montre les moyennes mensuelles de l’irradiation globale mesurée sur une 
surface horizontale, l’irradiation solaire moyenne est maximale au mois de juillet et minimale 
en Décembre [115]. 
 
Figure IV.7. Moyenne mensuelle de l’irradiation globale mesurée sur la période 1986-1996 
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IV.3. Présentation des données expérimentales 
IV.3.1. Les types de données 
Dans le Tableau IV.1 sont répertoriées les caractéristiques des données météorologiques et 
radiométriques utilisées. Ces données ont été gracieusement mises à notre disposition par le 
Centre de Développement des Energies Renouvelables (CDER). Elles ont été  enregistrées à 
l’aide d’une chaîne automatique de mesures avec un pas d’acquisition d'une seconde et 
stockées chaque 5 minute. Une sommation a été réalisée pour obtenir l’irradiation solaire sur 
5 minutes. 
Outre les valeurs de rayonnement, nous disposons également d’autres types de données 
météorologiques obtenus au même pas de temps. 
Tableau IV.1. Caractéristiques des données collectées 
 
IV.3.2. Les instrument de mesure sur la station 
Nous allons passer successivement en revue les différents appareils de mesures utilisés 
pour collecter les données météorologiques intervenant dans ce travail. En effet, la qualité des 
mesures est très importantes, celle-ci dépend d’une part de la qualité des appareils de mesure 
et d’autre part du soin apporté à la maintenance de ces appareils. La collecte des données doit 
s’accompagner inévitablement d’un contrôle qualité des mesures qui sera l’objet d’un autre 
paragraphe. 
 
 
 
 
Données période 
 Irradiation solaire globale horizontale I (W/m²); 
 Irradiation solaire globale sur un plan incline à  36,8° , I36.8° (W/m²); 
 Température ambiante T (°C); 
 Humidité H (%); 
 Vitesse du vent V (m/s); 
 Direction du vent Dir (°); 
 Précipitation Prec (mm); 
 La durée d’ensoleillement S (mn); 
 Pression P (mbar); 
Avril 2011-
Décembre 2013 
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Rayonnement global horizontal et incliné 
La mesure du rayonnement solaire global est réalisée à l’aide d’un pyranomètre. Cet 
instrument mesure le rayonnement solaire incident sur une surface horizontale noircie en 
provenance d’un angle solide de 2π stéradians. Le rayonnement reçu est converti en chaleur 
par la surface noircie. La différence de température qui en résulte entre cette surface et le 
corps de l’instrument est proportionnelle à l’éclairement énergétique du rayonnement  global; 
elle est mesurée par une thermopile constituée de plusieurs thermocouples montés en série. 
Le pyranomètre utilisé dans la station de CDER est de type EKO MS-410 (Figure IV.8), le 
domaine spectral couvert s’étend de 0,285 à 2,8 µm. la sensitivité de l’appareil varie 7-10 
µv/W/m² et a un temps de réponse à 95% inférieur à 18 s et une linéarité à 1000 W/m² 
inférieure à 1%, l’éclairement maximale mesurée est de l’ordre de 2000W/m². Le MS-410 est 
parfaitement adapté pour l'échantillonnage du flux solaire radiatif dans des configurations 
horizontales ou inclinées. Il est entièrement compatible avec la norme ISO 9060 "First Class". 
La surface du capteur plat, recouverte d'une peinture absorbante très spéciale, noir, est 
protégée par deux dômes de verres transparents hémisphériques [117]. 
 
Figure IV.8. Pyranomètre EKO MS-410 
Mesure de la durée d’ensoleillement 
L’héliographe utilisé pour la mesure de la durée d’ensoleillement est de type EKO MS093 
(Figure IV.9). Le concept de mesure unique avec le miroir tournant et le capteur de mesure à 
large bande mesure le rayonnement solaire direct à large bande, sans interférence du 
rayonnement diffus. Le miroir tournant reflète une fois par tour le faisceau direct sur un 
détecteur pyro-électrique. [117]. 
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Figure IVI.9. Héliographe EKO MS093 
Mesure de température et d’humidité 
La mesure de température est d’humidité est assurée par un capteur de type VAISALA 
HMP45C (Figure IV.10). La sonde de HMP45C utilise une puce HUMICAP à polymère 
capacitif H pour mesurer l'humidité relative [118]  
 
Figure IV.10. Capteur VAISLA HMP45C  
Mesure de précipitation 
Le pluviomètre SBS500H (Figure IV.11) a un cône de réception spécialement conçu en 
aluminium enduit de poudre, l'embase du SBS500H est fabriquée à partir d'aluminium LM6 
de qualité marine. Ce choix de matériaux permet d'éviter la corrosion et rend le pluviomètre 
extrêmement robuste et précis en minimisant les interférences dues à l'écoulement de l'air. 
Les précipitations sont recueillies par l'entonnoir et s'écoule à travers un filtre de toile 
d'acier inoxydable qui piège et supprime toutes les feuilles. L'eau passe ensuite à travers une 
buse dans une des deux godets situés à chaque extrémité d'un bras de balance court. 
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Les conseils de bras lorsque le premier seau est plein, de vidanger ce seau et de positionner 
le deuxième sous l'entonnoir. Les répétitions du processus de basculement indéfiniment tant 
que la pluie continue à tomber, à chaque extrémité correspondant à une quantité fixe de 
précipitations. A chaque extrémité, le bras de la balance mobile oblige un aimant pour passer 
un capteur magnétique, provoquant contact soit pendant quelques millisecondes. Un câble à 
deux conducteurs est utilisé pour connecter la jauge à la centrale où les fermetures de 
commutation sont comptées. L'eau est normalement évacuée par les sorties, mais adaptateurs 
peut être monté si la rétention d'eau est nécessaire [118] 
 
Figure IV.11. Capteur SBS500H 
Mesure de la vitesse et la direction du vent 
Le WindSonic4 (Figure IV.12) est un anémomètre ultrasonique 2D qui mesure la vitesse et 
la direction du vent. C’est une alternative à un anémomètre et une girouette mécanique. Il 
utilise deux paires de transducteurs orientés perpendiculairement pour le vent horizontal. Les 
transducteurs font rebondir le signal ultrasonore à partir d'un capot, minimisant ainsi les effets 
du jumelage des transducteurs et de la distorsion de l'écoulement. 
La vitesse du vent mesurée est dans la gamme 0-60m/s avec une précision ±2% et la direction 
du vent dans 0-359° avec une précision de ±3%. 
Contrairement aux anémomètres mécaniques, le WindSonic4 ne possède pas de partie 
mobile ce qui réduit considérablement le coût et le temps consacrés à la maintenance [118]. 
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Figure IV.12. Capteur WINDSONIC SDI-12 
IV.4. Prétraitement et découpage de la base de données 
IV.4.1. Mise en forme des données météorologiques et contrôle qualité des données 
expérimentales 
Nous avons à notre disposition 33 mois complets de données solaires 5 minutes 
d’éclairement global horizontal I , d’éclairement global I sur un plan incliné de 36,8° ainsi 
que les paramètres météorologiques, température, humidité, vitesse et direction du vent, 
pression, précipitation, durée d’ensoleillement.  
Nous avons ajouté quelques descripteurs supplémentaires qui seront utiles dans la mise en 
œuvre du modèle. Il s’agit : 
 de l’irradiation solaire hors atmosphère sur une surface horizontale. Son calcul a été 
présenté dans le chapitre I (Equation I.13). Connaitre l’éclairement solaire hors 
atmosphère est utile pour avoir une référence ; en effet, un paramètre important utilisé 
dans la plupart des modèles de rayonnement solaire est l’indice de clarté défini comme 
le rapport de l’éclairement au sol sur l’éclairement hors atmosphère, il permet d’une 
certaine manière de quantifier l’état du ciel : proche de 0 pour un ciel bien nuageux et 
proche de 0,9 pour un ciel clair ; 
 du numéro du jour qui permet d’introduire dans le modèle une caractérisation sur 
plusieurs échelles temporelles, allant du jour de la semaine à la saison. 
 de l’heure du jour, qui permet de la même manière d’apporter de l’information au 
modèle concernant le cycle journalier des rayonnements et des autres  paramètres 
météorologiques. 
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 de la déclinaison solaire, qui représente l'angle formé par la droite reliant la terre au 
soleil et le plan équatorial et qui dépend du jour et qui a été présenté dans le chapitre I.  
 de l’angle zénithal et de l’azimut (voir chapitre I): La position du soleil influe sur la 
quantité et la qualité de la radiation solaire : quand le soleil est haut dans le ciel (faible 
angle zénithal), la radiation solaire est maximale (par ciel clair), le trajet optique étant 
minimum et donc la radiation incidente moins absorbée ; 
Le processus de mise en forme des données est présenté sur la  Figure IV.13. 
 
 
Figure IV.13. Mise en forme des données météorologiques 
Des tests de contrôle qualité ont été appliqués sur ces données 5 minutes présentées dans 
les fichiers Excel, afin d’extraire les données aberrantes ou manquantes. Les données rejetées 
sont celles pour lesquelles [21 ; 22]: 
- l’éclairement global horizontal I est supérieur à  l’éclairement solaire horizontal hors 
atmosphère I0.  
- l’éclairement global sur un plan à 36.8° Iβ ,36.8° est supérieur à l’éclairement solaire sur 
un plan à 36.8° hors atmosphère I0β.  
Une fois ces tests réalisés, nous avons calculé les irradiations solaires correspondantes sur 
une période d’une heure ainsi que la valeur moyenne de l’angle zénithal sur la période. 
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Un second contrôle de qualité a été alors réalisé en particulier en retirant les valeurs qui ne 
répondent pas aux conditions suivantes comme le suggèrent [21]: 
 02.10 II   (IV.1) 
Une fois ces différents tests réalisés, il reste à notre disposition 123 825 données 5 mn 
validées, soit 9288 données horaires. 
Très souvent les lever et coucher du soleil introduisent des problèmes au niveau des 
corrélations à cause des effets de masque d’une part mais également de la mauvaise réponse 
des pyranomètres quand l’angle zénithal du soleil est très important (effet cosinus). Par 
conséquent, nous avons distingué les données 5 minutes ou horaires au cours desquelles le 
inférieur à 5°. 
Il a donc fallu calculer les heures de lever et de coucher du soleil pour chaque jour 
considéré. Or l’heure de lever et de coucher du soleil dépend de l’inclinaison de la surface. En 
effet, en été le soleil se lèvera plus tôt sur une surface horizontale que sur une surface inclinée. 
Pour une surface horizontale, l’angle horaire de lever du soleil est donné par : 
          tantancos 1  OL                          (IV.2) 
et pour une surface inclinée d’un angle ß par rapport au sol : 
         tantancos,tantancosmin' 11OL                   (IV.3) 
L’angle de coucher du soleil est l’inverse de l’angle de lever. L’heure de lever et de 
coucher du soleil est obtenue par : 
 
15
12
t                  (IV.4) 
Par conséquent, dans chaque fichier météorologique, nous disposons de : 
- le jour – j 
- l’heure –  hr 
- la hauteur du soleil –  h 
- la déclinaison – δ 
- l’anglé zénithal – z  
- l’irradiation solaire globale horizontale – I 
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- l’irradiation diffuse horizontale – Id 
- l’irradiation solaire horizontale hors-atmosphère – I0 
- l’irradiation solaire hors-atmosphère sur un plan à 36.8°– I0, 36.8° 
- l’irradiation solaire globale inclinée à 36.8° –  I 36.8° 
- un paramètre indiquant s’il s’agit d’une donnée correspondante à un intervalle de 
temps comprenant le lever ou le coucher du soleil. 
- un paramètre indiquant s’il s’agit d’une donnée correspondante à un h supérieur à 5° 
ou non. 
IV.4.2. Découpage de la base de données 
Une fois l’élaboration de la base de données achevée, il a fallu procéder à son découpage 
en base de test et base d’apprentissage. La fonction de cette dernière est de permettre la 
détermination de la valeur des régresseurs. On attribue habituellement aux alentours de 85% 
des données disponibles à l’apprentissage et validation et 15% au test (Toolbox  Matlab 
2011). Cette sélection a été réalisée de telle manière que les jeux de données destinés à 
l’apprentissage soient statiquement représentatifs de ceux destinés au test. Nous avons donc 
choisi de tester le modèle sur la période, de 08 Avril 2011 au 21 Aout 2011 et de prendre 28 
mois pour la documenter, soit de 22 Aout 2011 au 31 décembre 2013. Nous disposons ainsi 
d’une base de données comportant environ 123 825 d’exemples d’un pas du temps 5 minutes. 
Enfin, pour donner la même importance aux variables majeures (en terme d’ordre de 
grandeur) et mineures, nous avons centré – normé toutes les données d’apprentissage et de 
test. De manière générale, les bases de données doivent subir un prétraitement afin d’être 
adaptées aux entrées et sorties du réseau de neurones. Un prétraitement courant consiste à 
effectuer une normalisation appropriée, qui tienne compte de l’amplitude des valeurs 
acceptées par le réseau. 
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V.1. Introduction 
Les méthodologies présentées dans les chapitres précédents ont permis d’entreprendre une 
série de manipulations en vue d’estimer l’irradiation solaire globale à des pas de temps 
différents (5 minutes et horaires). Dans le chapitre I, nous avons présenté les lois 
fondamentales qui régissent la dynamique solaire et plus particulièrement le rayonnement 
global sur une surface horizontale ou incliné. Une étude bibliographique sur l’utilisation des 
RNA appliqués à l’estimation du rayonnement solaire a été présentée dans le chapitre II. Dans 
le chapitre III, le formalisme des réseaux de neurones artificiels a été introduit. Le chapitre IV 
a exposé les données utilisées dans cette thèse et les contrôles qualités auxquels ces données 
ont été soumises.  
Ce chapitre est le cœur de notre travail puisque nous allons y présenter les résultats 
obtenus. Nous présenterons l’ensemble des étapes d’élaboration de l’algorithme LM, à savoir, 
la méthodologie de l’étude, le choix des variables déterminantes et l’optimisation de la 
structure neuronale. Nous utiliserons également plusieurs indicateurs statistiques pour estimer 
les performances du modèle obtenu, ces indicateurs ont été présentés dans le chapitre III. 
Dans le cas de l’estimation du rayonnement incliné, nous comparerons nos résultats à ceux 
obtenus par deux modèles de régression conventionnels qui serviront de référence. Pour 
l’estimation du rayonnement global horizontal, devant le nombre important de données 
d’entrée, nous réaliserons au préalable une sélection des données par utilisation de la méthode 
d’information mutuelle. 
Deux types d’étude vont être successivement mises en œuvre et ce à différents pas de 
temps : 
- l’estimation du rayonnement global reçu sur une surface inclinée à partir de cette 
même composante sur une surface horizontale. 
- l’estimation du rayonnement global sur un plan horizontal à partir de grandeurs 
météorologiques plus aisément mesurables et plus souvent disponibles comme la 
température ambiante, l’humidité relative, la direction et vitesse du vent, la durée 
d’ensoleillement et la quantité de précipitations. 
Bien entendu, à coté de ces grandeurs mesurées pourront intervenir d’autres grandeurs 
énergétiques ou de positions calculées à partir de formulations géométriques. 
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V.2. Méthodologie de l’étude  
Du fait de leurs propriétés et comme l’a montré l’étude bibliographique présentée dans le 
chapitre II, les RNA présentent un fort intérêt pour modéliser l’éclairement solaire et ont 
montré leur efficacité : ils n’exigent pas de connaissance préalable sur la forme de la relation 
susceptible d’exister entre la variable à expliquer et les variables explicatives. Ainsi, une telle 
approche est envisagée en complément de l’approche statistique classique avec deux 
objectifs : modéliser les données expérimentales à l’aide d’une relation non linéaire et évaluer 
l’importance relative des différents paramètres explicatifs. 
Le logiciel utilisé pour mettre en œuvre cette modélisation, Matlab , est un logiciel bien 
connu de calcul scientifique qui permet en outre de développer et d’exécuter des applications 
utilisant la technique des réseaux de neurones formels grâce à sa boite à outils spécifique dite 
Neural Network Toolbox. Avec cette boite à outils, nous pouvons concevoir, entrainer, 
visualiser et simuler des RNA ; le choix des architectures, des algorithmes d’entrainement et 
tous les autres paramètres sont à la discrétion de l’utilisateur. 
Dans le domaine du rayonnement solaire, l’utilisation des PMC est assez fréquente 
(Chapitre II), il est donc possible d’utiliser les résultats communs de ces études [6; 93 ; 
102;103] pour mieux choisir les éléments nécessaires à chaque étape de l’élaboration du 
modèle. Cette étude bibliographique nous a permis de faire ressortir les principaux paramètres 
utilisés à chaque étape et listés ci-après et qu’il convient d’optimiser à chaque étape : 
1. type de réseau ; 
2. nombre et type de neurones d’entrée ; 
3. prétraitement des données d’entrées (normalisation) ; 
4. nombre de couches et de neurones cachés ; 
5. choix des fonctions de transfert ; 
6. algorithme d’apprentissage ; 
7. mode on-line ou batch (on-line = les poids sont ajustés après chaque utilisation 
d’éléments d’apprentissage; batch = les poids sont ajustés après le passage de tous 
les éléments d’apprentissage, soit, après une époque complète); 
8. initialisation des poids (au hasard ou fixe); 
9. arrêt de l’apprentissage (early stopping, nombre d’époques, seuil d’arrêt, etc.); 
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10. fonction de coût utilisée durant l’apprentissage; 
11. fonction de comparaison utilisée durant le test; 
12. répartition des données (apprentissage, validation et test). 
Comme le montre la littérature [6; 102 ; 51; 63 ], un réseau neuronal multicouche avec une 
seule couche cachée est capable d'identifier une fonction non linéaire complexe et ses 
dérivées ; la structure des réseaux de neurones que nous utiliserons contiendra donc une seule 
couche cachée. De plus, le mode «batch» est le seul utilisé pour ce type de modélisation du 
fait de sa rapidité de convergence et du fait qu’il est le seul adapté avec l’algorithme de 
Levenberg Marquardt (LM). L’initialisation des poids est aléatoire car elle permet une 
meilleure prise en compte des minima locaux. 
Le nombre de neurones de la couche cachée peut être déterminé à partir de règles 
empiriques présentées dans la littérature : nombre de neurones cachés égal à celui de la 
couche d’entrée [119], égal à 75 % de celle-ci [120], égal à la racine carrée du produit du 
nombre de neurones d’entrée et de sortie [121]. Ainsi, dans le cas d’un Perceptron Multi-
Couches (PMC) avec 5 neurones d’entrée et 1 neurone de sortie, ces trois règles donnent les 
résultats respectifs suivants: 5, 4 et 3 neurones cachés. Cependant, nous nous autoriserons un 
choix de nombre de neurones cachés légèrement plus important autour des nombres 
déterminés par ces trois règles.  
Le fait d’augmenter le nombre de neurones cachés permettra d’améliorer l’erreur 
d’estimation sur l’espace d’apprentissage mais diminuera cette erreur sur l’intervalle hors 
apprentissage. En fait, en réduisant le nombre de degrés de liberté laissés au réseau (i.e. en 
diminuant le nombre de neurones cachés), sa capacité d'adaptation sur l'échantillon 
d'apprentissage diminue mais, sa capacité de généralisation et sa stabilité vont croître. Ce 
phénomène se retrouve également au niveau du choix de la taille de l’échantillon 
d’apprentissage. Si ce dernier est trop petit, le PMC risque d’apprendre par cœur la 
dynamique du système et ainsi avoir une très faible erreur d’apprentissage, mais par contre 
une erreur de simulation importante.  
On choisit une structure de RNA dans laquelle les neurones d’une même couche ne sont 
pas connectés entre eux et où les entrées ne sont pas connectées directement à la sortie. La 
fonction d’activation choisie est la fonction tangente hyperbolique pour les neurones de la 
couche cachée et l’identité pour le neurone de sortie car ce sont ces deux fonctions qui ont 
montré les meilleures performances au regard de l’étude bibliographique. 
Les données utilisées pour l’apprentissage représenteront environ 85% de l’ensemble de la 
base de données. Un jeu de validation dont la dimension a été fixée entre 10 et 15% de 
l’ensemble d’apprentissage est utilisé afin d’éviter le sur-apprentissage. L’apprentissage est 
stoppé lorsque l’erreur sur l’ensemble de validation commence à croitre. La qualité de 
l’apprentissage est vérifiée en comparant les valeurs calculées par le réseau à celles mesurées. 
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Pour étudier les capacités de généralisation des réseaux de neurones, un test est effectué 
sur les 15% de données restantes qui n’ont pas été utilisées pour l’apprentissage.  
La qualité des tests est réalisée sur la base des différentes erreurs statistiques que nous 
avons présentées dans le chapitre III. 
Des graphiques représentant la sortie calculée en fonction de la sortie désirée (diagrammes 
de parité) permettent de visualiser la qualité des ajustements.  
Dans ces études, nous n’avons pas pris en compte les données de rayonnement solaire 
correspondantes aux périodes durant lesquelles est intervenu le lever ou le coucher du soleil. 
En effet, les simulations réalisées durant ces périodes peuvent être biaisées par les différents 
effets de terrain ou de constructions masquant le rayonnement solaire. Ce phénomène appelé 
‘‘masque solaire ’’ peut pénaliser grandement les mesures faites en début et en fin de journée. 
De plus, ces périodes exclues sont celles où le rayonnement solaire est faible et aura donc peu 
d’impact sur la production du système énergétique solaire. 
V.3. Quel intérêt d’obtenir ces données et pourquoi à ces pas de temps? 
 La collecte et le traitement des données solaires est essentiel pour les applications 
énergétiques solaires qu’elles soient thermiques ou photovoltaïques. Aucun projet d'énergie 
solaire ne peut être réalisé et développé sans connaître au préalable et de manière précise le 
potentiel solaire du site. Le dimensionnement d'un projet, la simulation de son comportement 
(électrique ou thermique) et l'optimisation de sa gestion nécessitent différents pas de temps : 
si les valeurs moyennes donnent un aperçu du potentiel énergétique du site, les données 
journalières ou horaires permettent un dimensionnement plus précis, mais simuler 
correctement le comportement énergétique du système solaire nécessite de prendre en compte 
des petites variations entre la production et la consommation et a besoin d'utiliser des données 
à des pas de temps sous-horaires. 
 
 Etant donnée la grande variabilité et l'imprévisibilité de la source solaire, il est difficile de  
gérer de manière optimale le système et il est essentiel de connaître précisément ses variations 
pour la compréhension et l'amélioration de ses performances [122]. Plus le niveau de 
pénétration de systèmes renouvelables stochastiques dans un réseau électrique est grand, plus 
la variabilité de la production, difficile à contrôler pour le gestionnaire du réseau électrique est 
importante [123]. Ces variations à bref pas de temps imposent de prendre en compte des 
données sous- horaires à la fois pour les données de sortie (par exemple la charge électrique) 
et les données d'entrée (énergie éolienne et solaire). Pour ces raisons, de nombreux outils 
[124; 125; 126] ont été récemment mis en œuvre pour simuler le fonctionnement du système 
proche d’un régime dynamique, en utilisant les données à court pas de temps. Ainsi, connaitre 
les données solaires à pas de temps très court (5 ou 10 min) est particulièrement utile pour les 
études d'intégration dans les réseaux électriques. Vijayakumar  et al [127] ont confirmé la 
nécessité de disposer de ces données solaires à courts pas de temps pour les systèmes 
photovoltaïques car ils répondent rapidement et de façon non linéaire au rayonnement solaire. 
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Rarement, les panneaux solaires sont fixés horizontalement, exceptés à des latitudes 
proches de l’équateur et, en général, même à ces latitudes, ils sont légèrement inclinés pour 
éviter le dépôt de poussière ou l'accumulation d'eau. Le rayonnement solaire incliné est 
rarement mesuré et doit être estimé à partir de données solaires horizontales; l’installation de 
pyranomètres avec différentes inclinaisons est coûteux et leur entretien contraignant. Ainsi, il 
est utile de développer des méthodes précises pour déterminer le rayonnement solaire sur une 
surface inclinée à partir seulement du rayonnement global horizontal mesuré. Dans le 
dimensionnement ou les logiciels de simulation de systèmes solaires (photovoltaïques ou 
thermiques), l’inclinaison des capteurs solaires est présentée comme une entrée et les données 
solaires horizontales (généralement toutes les heures) recueillies auprès de plusieurs stations 
météorologiques ou issues d’observation satellitaires sont « inclinées ». La précision et la 
qualité de l'irradiation solaire inclinée utilisée comme entrée dans ces logiciels peuvent avoir 
un impact important sur la fiabilité des résultats. Il est difficile, voire impossible, de 
développer un modèle simple pour convertir le rayonnement solaire horizontal en incliné 
[128], car le rayonnement reçu par un plan incliné comprend le rayonnement réfléchi par le 
sol et diffusée par le ciel; cette dernière composante est difficile à estimer car lorsque le 
collecteur est incliné, il ne voit qu'une partie du ciel (Figure I.30) et il est alors difficile 
d’estimer la part du rayonnement totale reçue par cette surface du fait de l’anisotropie de 
l’hémisphère céleste; En outre, le rayonnement diffus par le ciel dépend de l'inclinaison et 
l'orientation du capteur, de l'élévation et l'azimut du soleil, mais aussi sur l'état de ciel avec 
des effets anisotropes complexes [129; 130]. Plus le pas de temps est élevé, plus cette 
anisotropie diminue (moyenne dans le temps et effet de compensation) et tend vers une 
distribution isotrope; plus le pas de temps est court, plus il sera donc difficile de réaliser cette 
conversion d’horizontal en incliné avec une bonne précision ce qui explique la difficulté 
d’estimer ces données à un si petit pas de temps. 
 
V.4. Estimation du rayonnement global sur un plan à 36,8° à partir du 
même rayonnement horizontal à l’échelle de temps de 5 minutes 
 
 Dans ce paragraphe, nous allons successivement tester différents types de modèles. Dans 
un premier temps, nous allons déterminer la structure optimale d’un RNA, c’est-à-dire 
déterminer le nombre optimal de neurones cachés mais également le nombre optimal 
d’entrées. 
 
Pour quantifier l’apport du RNA, nous avons comparé ensuite la précision de ce RNA avec 
des modèles de référence : la persistance et la régression linéaire multiple. 
Il nous a paru ensuite intéressant de voir si l’on pouvait d’une part réduire encore le nombre 
d’entrées et d’autre part diviser le modèle RNA en plusieurs intervalles afin d’améliorer ses 
performances. 
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V.4.1 Choix des variables d’entrée 
 Dans le chapitre IV, nous avons présenté l’ensemble des variables supposées 
déterminantes pour le phénomène étudié. Ce choix préalable a été fait selon des 
considérations physiques. Les données choisies en entrée du réseau sont la déclinaison solaire, 
influant sur la quantité et la qualité de la radiation solaire, l’angle zénithal et l’azimut, tous 
trois relatifs à la position du soleil dans le ciel et l’irradiation hors-atmosphère utilisée comme 
référence et représentatif de la quantité maximale de rayonnement solaire incidente. Enfin, 
bien sur, il convient de rajouter l’irradiation globale horizontale car c’est bien à partir de cette 
seule variable mesurée que nous voulons déterminer l’irradiation solaire inclinée. 
 
Figure V.1. Structure générale du modèle RNA développé 
 
V.4.2. Détermination de l’architecture neuronale optimale 
L’utilisation d’une régression neuronale passe par le choix des paramètres d’entrée mais 
aussi par l’optimisation de l’architecture du réseau de neurones lui-même. L’optimisation 
concerne la géométrie du réseau de neurones (nombre de neurones de la couche cachée) et 
elle a été réalisée à partir du calcul des erreurs pour chacune des configurations envisagées. 
Nous avons donc construit un réseau avec 1 à 8 unités dans la couche cachée. Chaque réseau a 
ainsi été entrainé avec la fonction tangente hyperbolique comme fonction d’activation. A 
noter que pour chaque configuration neuronale, nous avons choisi de lancer huit simulations 
pour chaque configuration afin de nous affranchir le plus possible des phénomènes de minima 
locaux. L’erreur de l’estimation relevée est la moyenne des erreurs issues des 8 simulations de 
PMC «éduqués» séparément. Enfin, parmi les différentes configurations testées du réseau, 
nous avons retenu celle conduisant à la plus faible nRMSE moyenne sur les 8 sur le set de 
données de test choisi en aveugle. Les résultats obtenus sont présentés dans le Tableau V.1. 
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Tableau V.1. Moyenne des tests statiques entre les données mesurées et estimées de l’irradiation 
solaire inclinée sur un plan à 36,8° avec 5 entrées 
N MAE nMAE MBE nMBE RMSE nRMSE R² 
 Wh.m-2 % Wh.m-2 % Wh.m-2 %  
1 4,65 11,40 -0,86 -2,11 5,70 13,98 0,988 
2 2,06 5,05 -0,41 -1,02 2,70 6,61 0,996 
3 1,47 3,60 -0,15 -0,37 1,91 4,68 0,997 
4 1,02 2,50 -0,05 -0,11 1,35 3,31 0,999 
5 1,00 2,45 -0,03 -0,06 1,33 3,26 0,999 
6 0,79 1,94 -0,06 -0,15 1,10 2,70 0,999 
7 0,76 1,86 -0,07 -0,17 1,06 2,59 0,999 
8 0,74 1,82 -0,06 -0,15 1,04 2,56 0,999 
Bien qu’elles permettent d’appréhender la qualité de l’apprentissage, cette information 
qualitative n’est pas suffisante dans un processus de caractérisation. Il faut impérativement 
estimer l’intervalle de confiance associé à chaque résultat. 
 
Estimation de l’intervalle de confiance  
 
Lorsque les paramètres d’un modèle sont estimés, il est utile et primordial de juger la 
pertinence du résultat. Cela signifie qu’il est indispensable de donner la marge d’erreur 
associée à l’estimation des paramètres, ce qu’on appelle aussi intervalle de confiance [105].  
Dans ce paragraphe, nous allons résumer la façon de calculer un intervalle de confiance 
associé aux résultats donnés par une méthode d’optimisation classique décrite précédemment. 
L’intervalle de confiance d’un paramètre , noté est l’intervalle dans lequel est 
incluse la vrai valeur ߙ௜
௩௥௔௜ du paramètre. 
 
        ߙ௜ − ∆ߙ௜ < ߙ௜
௩௥௔௜ < ߙ௜ + ∆ߙ௜                                                                             (V. 1) 
 
Il est souvent estimé en fonction d’un facteur de risque . Ainsi on définit un intervalle de 
confiance 1 − ߙ lorsqu’il contient la valeur du paramètre à estimer avec une probabilité 
1 − ߙ, d’où : 
                  ܲൣߙ௜ − ∆ߙ௜ < ߙ௜
௩௥௔௜ < ߙ௜ + ∆ߙ௜൧ = 1 − ߙ                                            (V. 2)  
 
 
 
 
Chapitre V                                                                                           Résultats et discussion 
 
 Page 85 
 
Dans notre cas, nous avons choisi ߙ = 0.05, et donc, nous avons calculé la probabilité de 
trouver la vraie valeur  ߙ௜
௩௥௔௜ dans l’intervalle de confiance de 95%. 
La figure V.2 montre la variation de la nRMSE et son intervalle de confiance à 95% en 
fonction du nombre de neurones dans la couche cachée sur le jeu de test statistique en 
aveugle. 
 
 
 
Figure V.2. nRMSE (%) du jeu de test en fonction de nombre de neurones cachés avec 5 neurones à 
l’entrée 
 
On constate qu’à partir de 6 neurones la moyenne de nRMSE reste presque constante et 
que la structure à 8 neurones permet d’obtenir une erreur minimale (nRMSE=2,56%) et un 
intervalle de confiance le plus faible possible. C’est donc cette dernière structure qui sera 
retenue pour notre estimation. 
 
V.4.3. Analyse de l’importance relative des variables d’entrées 
L’importance de chaque variable doit être déterminée de manière à confirmer l’influence 
des paramètres sélectionnés en entrée sur l’évaluation de l’irradiation solaire inclinée en 
sortie. Cependant, la fonction implémentée par le RNA est complexe. L’analyse de la 
contribution de chaque variable est donc extrêmement difficile. En effet, les variables d’entrée 
du réseau ont été choisies sur la base de nos connaissances physiques du phénomène, c'est-à-
dire de l’influence des paramètres sur la variable recherchée.  
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Nous nous sommes posé la question de savoir si introduire l’azimut dans les données 
d’entrée était judicieux car ce paramètre semble physiquement avoir moins de lien avec la 
donnée de sortie que les quatre autres. Pour résoudre cette ambigüité, nous avons conduit une 
étude de sensibilité sur ce paramètre.  
Nous avons donc réitéré l’étude précédente pour une structure de RNA utilisant seulement 
4 entrées : angle zénithal, déclinaison, irradiation globale horizontale et irradiation 
extraterrestre, les résultats obtenus sont présentés dans le Tableau V.2. 
Tableau V.2. Moyenne des tests statistiques entre les données mesurées et estimées de l’irradiation 
solaire inclinée sur un plan à 36,8° avec 4 entrées 
 
N MAE nMAE MBE nMBE RMSE nRMSE R² 
 Wh.m-2 % Wh.m-2 % Wh.m-2 %  
1 4,66 11,42 -0,85 -2,09 5,70 13,98 0,988 
2 1,99 4,88 -0,13 -0,33 2,63 6,44 0,995 
3 1,23 3,02 -0,05 -0,11 1,60 3,91 0,998 
4 0,96 2,35 -0,07 -0,17 1,27 3,10 0,999 
5 0,91 2,23 -0,06 -0,15 1,22 2,99 0,999 
6 0,78 1,90 -0,08 -0,19 1,08 2,64 0,999 
7 0,75 1,84 -0,07 -0,18 1,04 2,54 0,999 
8 0,72 1,77 -0,06 -0,16 1,02 2,49 0,999 
La figure V.3 montre la variation de la nRMSE et son intervalle de confiance en fonction 
du nombre de neurones dans la couche cachée sur le jeu de test statistique en aveugle. On 
remarque, comme dans le cas de la première architecture, qu’à partir de 6 neurones la 
moyenne de nRMSE est presque constante et que la structure à 8 neurones est celle qui donne 
les meilleures résultats (nRMSE=2,49%).  
 
On constate que les valeurs des différentes erreurs obtenues pour le RNA à 4 entrées sont 
du même ordre de grandeur que celles pour le réseau à 5 entrées et sont même légèrement 
inférieures. Ainsi, il apparaît clairement que l’utilisation d’une entrée supplémentaire, 
l’azimut, n’apporte aucune nouvelle information et complique même la structure du RNA 
sans aucun intérêt. 
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Figure V.3. nRMSE(%) du jeu de test en fonction de nombre de neurones cachés avec 4 neurones à 
l’entrée 
On peut voir sur la figure V.4, la représentation des valeurs estimées de l’irradiation 
globale inclinée par le modèle RNA en fonction des valeurs mesurées à la station, sur le jeu 
de test statistique. Les valeurs calculées ont été estimées à partir des équations 
correspondantes au meilleur RNA de la structure à 8 neurones parmi les 8 essais réalisés. 
Avec ce modèle, la nRMSE est de 2,35% pour une RMSE de 0,96 Wh/m² et un coefficient de 
détermination R2 de 0,999. Ces résultats sont tout à fait satisfaisants et on peut considérer le 
modèle développé tout à fait utilisable pour nos applications. 
Une autre manière d’évaluer la qualité du modèle est d’étudier l’évolution des résidus, 
autrement dit des différences mesures-modèle sur le jeu de test en aveugle. Cette analyse, 
visualisable sur la Figure V.5, montre que les irradiations solaires globales inclinées sont 
estimées, dans la plupart des cas, avec un écart de ± 4 Wh/m² par rapport aux données 
mesurées, en d’autres termes que cet écart est faible et reste majoritairement borné dans 
l’intervalle [S-4 Wh/m² ; S+4 Wh/m²]. 
Chapitre V                                                                                           Résultats et discussion 
 
 Page 88 
 
 
Figure V.4. Irradiation solaire inclinée estimée en fonction de celle mesurée à 36.8° 
 
Figure V.5. Résidus en fonction de l’irradiation globale inclinée estimée par le RNA pour le jeu de test 
statistique 
 
Afin d’illustrer la bonne performance de modèle développé nous avons choisi 
aléatoirement une période de 7 jours pour laquelle nous avons tracé sur le même graphe les 
données mesurées et  celles estimées (Figure V.6). 
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Figure V.6. Validation du modèle sur 7 jours de données 
 
On constate une très bonne adéquation entre valeurs estimées et mesurées et ce, quel que 
soit l’état du ciel, clair ou nuageux. 
V.4.4. Etude du lien entre le nombre de données d’entrainement et la performance du 
modèle 
Comme nous l’avons vu précédemment l’utilisation des RNA comme outil de modélisation 
nécessite 3 bases de données (apprentissage, test et validation). Un des inconvénients des 
RNA réside dans la nécessité de disposer d’un nombre très important de données pour 
calculer au mieux les paramètres du modèle lors de la phase d’apprentissage. Nous avons 
voulu observer l’influence du nombre de données d’apprentissage sur les performances du 
modèle. Le tableau V.3 présente ces résultats : la première colonne correspond au nombre 
total de mois de données, 85% de ces données sont utilisées dans la base d’apprentissage et de 
validation. 
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Tableau V.3. Erreurs statistique en fonction de nombre de données 
Nombre 
de mois 
MAE 
Wh/m² 
nMAE 
% 
MBE 
Wh/m² 
nMBE 
% 
RMSE 
Wh/m² 
  nRMSE 
% 
R² 
 
18 
21 
24 
27 
30 
33 
0,85 
0,80 
0,81 
0,76 
0,76 
0,72 
2,29 
2,10 
2,07 
1,92 
1,91 
1,77 
0,23 
0,16 
0,11 
-0,09 
-0,06 
-0,06 
0,63 
0,42 
0,29 
-0,23 
-0,16 
-0,16 
1,19 
1,14 
1,13 
1,06 
1,05 
1,02 
3,22 
3,00 
2,91 
2,69 
2,65 
2,49 
0,999 
0,999 
0,999 
0,999 
0,999 
0,999 
On note évidemment que les performances du modèle s’améliore quand le nombre de 
données à notre disposition augmente ; cependant nous constatons que même avec 18 mois de 
données, les résultats obtenus sont déjà satisfaisants, cela est probablement dû au fait que le 
pas de temps étudié est faible et que par conséquent, même avec 18 mois de mesures, le 
nombre de données utilisées est déjà élevé. 
V.4.5.  Comparaison avec la persistance et la régression linéaire multiple 
Adopter la persistance qui est un prédicateur naïf comme méthode de modélisation de 
l’irradiation solaire globale inclinée consiste à estimer la valeur de cette dernière en fonction 
uniquement de celle mesurée sur un plan horizontal, sans faire appel à d’autres grandeurs 
d’entrée. De la même manière, nous avons comparé les performances du modèle RNA avec 
celles d’une régression linéaire multiple construite avec les mêmes variables déterminantes. 
Ces deux modèles nous permettront de vérifier si l’approche neuronale, méthode de 
régression non linéaire, apporte une amélioration sensible ou non dans la modélisation du 
phénomène étudié. Il est logique que les méthodes élaborées donnent de meilleurs résultats, 
mais il faut toutefois avoir à l’esprit la balance entre complexité du modèle et qualité de 
l’estimation. C’est pour cette raison qu’il nous a paru nécessaire de comparer les modèles 
évolués aux modèles dits « naïfs » (persistance et régression multiple). 
Quelques notions théoriques sur la régression linéaire multiple  
Si on cherche à expliquer une variable Y, dite variable à expliquer, en fonction de p 
variables X1, X2,…Xp, dites variables explicatives, la relation la plus simple à envisager est  le 
modèle linéaire suivant [131]: 
             
             ܻ = ߙ଴ + ߙଵ ଵܺ + ߙଶܺଶ + ⋯ + ߙ௉ܺ௣ + ߝ = ܻᇱ + ߝ                                            (V. 3) 
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L’écart ε traduit l’inadéquation du modèle par rapport à la vraie valeur de Y, ε est appelé 
résidu de la régression. Y’ est la variable estimée de Y par le modèle linéaire. α0, α1, α2,…, αp 
sont les coefficients de régression. 
Le modèle choisi est déterminé selon le critère des «moindres carrés», qui se base sur la 
minimisation de la variance de l’erreur : 
ܧ[ߝଶ] = ܧ[(ܻ − ܻᇱ)ଶ] = ܧ ൤ቀܻ − ൫ߙ଴ + ߙଵ ଵܺ + ߙଶܺଶ + ⋯ + ߙ௉ܺ௣൯ቁ
ଶ
൨ = ݉݅݊    (V. 4) 
Cette variance s'écrit également : 
ܧ[ߝଶ] = ܧ[(ܻ − ܻᇱ)ଶ] = ܧ[ܻଶ] − 2ܧ[ܻܻᇱ] + ܧ[ܻᇱଶ] 
  = ܸܽݎ[ܻ] − 2 ෍ ߙ௝ܿ݋ݒ൫ܻ, ௝ܺ൯
௣
௝ୀଵ
+ ෍ ෍ ߙ௝ߙ௞
௣
௞ୀଵ
ܿ݋ݒ൫ ௝ܺ, ܺ௞൯
௣
௝ୀଵ
                                     (V. 5) 
Var [Y] est la covariance de Y et cov (Y,Xj) est la covariance entre Y et Xj. 
Cette minimisation revient à annuler les dérivées partielles de l’équation (V.3) par rapport 
à chacun des paramètres α0, α1, α2,…,αp: 
     
߲ܧ[ߝଶ]
߲ߙ௃
= −2 ܿ݋ݒ൫ܻ, ௝ܺ൯ + 2 ෍ ߙ௞
௣
௞ୀଵ
ܿ݋ݒ൫ ௝ܺ , ܺ௞൯ = 0     ݆ = 1, ݌                             (V. 6) 
Si on annule la dérivée partielle par rapport au terme constant, on aboutit à l’équation 
suivante : 
             ܧ[ܻ] = ߙ଴ + ߙଵܧ[ ଵܺ] + ߙଶܧ[ܺଶ] + ⋯ + ߙ௉ܧ[ܺ௉]                                              (V. 7) 
Cette équation représente la condition de non-biais.  
Le système linéaire s'écrit donc sous forme matricielle: 
                   ܿ݋ݒ(ܺ, ܺ)ߙ = ܿ݋ݒ(ܺ, ܻ)                                                                                          (V.8) 
Tel que : 
ܻ = ൦
ଵܻ
ଶܻ
…
௡ܻ
൪ ,                                         ܺ = ൦
ଵܺ
ܺଶ
…
ܺ௡
൪ ,                                        ߙ = ൦
ߙଵ
ߙଶ
…
ߙ௡
൪ 
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Et: 
ܿ݋ݒ(ܺ, ܺ) =
⎣
⎢
⎢
⎢
⎡
  ܸܽݎ[ ଵܺ]                  ܥ݋ݒ[ ଵܺ, ܺଶ]       …    ܥ݋ݒ[ ଵܺ, ܺ௉] 
ܥ݋ݒ[ܺଶ, ଵܺ]             ܸܽݎ[ܺଶ]               …      ܥ݋ݒ[ܺଶ, ܺ௉]
 …                                …                    …                     
ܥ݋ݒൣܺ௣, ଵܺ൧            ܥ݋ݒൣܺ௣, ܺଶ൧   …   ܸܽݎ[ܺ௉] 
        
⎦
⎥
⎥
⎥
⎤
 
 
ܿ݋ݒ(ܺ, ܻ) = ൦
ܿ݋ݒ( ଵܺ, ܻ)
ܿ݋ݒ(ܺଶ, ܻ)
…
ܿ݋ݒ(ܺ௉ , ܻ)
൪ 
La solution est obtenue par inversion de la matrice de variance-covariance : 
        
                                      ߙ = ܿ݋ݒ(ܺ, ܺ)ିଵ ∗ ܿ݋ݒ(ܺ, ܻ)                                                            (V. 9)             
La Figure V.7 présente les valeurs modélisées par chacune de ces deux méthodes en 
fonction des valeurs mesurées. Ces résultats ont été obtenus en utilisant le même set de 
données pour le modèle RNA, la persistance et la régression linéaire multiple. Ces deux 
modèles (persistance et régression multiple) conduisent parfois à l’obtention de valeurs 
estimées négatives pour l’irradiation globale inclinée ce qui n’a aucun sens physiquement, 
nous avons donc ajouté la condition suivante pour chacun de ces deux modèles : 
si Y estimée est négative alors Y=0. Ainsi, les erreurs obtenues par le modèle de 
persistance et la régression multiple seront améliorées par rapport à ces mêmes modèles sans 
cette condition. 
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Figure V.7. Comparaison entre irradiations inclinées mesurées de la base de test statistique et estimées 
par une régression linéaire multiple (a) et par la persistance (b) 
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Les équations pour chacun des deux modèles sont les suivantes : 
Modèle de persistance : 
                        ܫଷ଺.଼ = 0.73 ܫ − 0.11                                                                                    (V. 10)  
Modèle de régression multiple : 
 le vecteur ߙ =
⎣
⎢
⎢
⎢
⎡
−0.19
−0.22
−0.40
0.13
0.85 ⎦
⎥
⎥
⎥
⎤
  et  ܺ = ൦
݈݀݁ܿ݅݊ܽ݅ݏ݋݊
݈ܽ݊݃݁ ݖé݊݅ݐℎ݈ܽ݁
ܫݎݎܽ݀݅ܽݐ݅݋݊ ݁ݔݐݎܽݐ݁ݎݎ݁ݏݐݎ݁
ܫݎݎܽ݀݅ܽݐ݅݋݊ ݈݃݋ܾ݈ܽ݁ ℎ݋ݎ݅ݖ݋݊ݐ݈ܽ݁
൪                      (V. 11)                                 
Les coefficients statistiques pour juger de l’adéquation des modèles sont donnés dans le  
Tableau V.4. 
Tableau V.4. Erreurs statistiques du RNA optimisé, de la régression multiple et de la persistance 
 
MAE 
Wh/m² 
nMAE 
% 
MBE 
Wh/m² 
nMBE 
% 
RMSE 
Wh/m² 
nRMSE 
% 
R² 
 
RNA (8 neurones cachés) 0,72 1,77 -0,06 -0,16 1,02 2,49 0,999 
Régression multiple 5,44 13,32 0,54 1,33 7,40 18,13 0,962 
Persistance 20,58 50,44 19,45 47,68 25,08 61,49 0,816 
La persistance et le modèle de régression linéaire présentent une plus grande dispersion 
que le modèle RNA, bien visible sur les deux figures V.7.a et V.7.b. Toutes les erreurs 
calculées montrent que le modèle RNA est de loin le plus performant des trois modèles. 
V.4.6. RNA à trois entrées dont l’indice de clarté kt  
Dans la plupart des modèles conventionnels de rayonnement solaire, on introduit l’indice 
de clarté du ciel, caractéristique de l’état du ciel, pendant la période considérée (voir Chapitre 
I). Il nous a donc paru intéressant d’observer si l’introduction de cette grandeur définie 
comme le rapport du rayonnement global horizontal sur le rayonnement extraterrestre en 
paramètre d’entrée (à la place des deux grandeurs précédentes prises séparément) améliorerait 
nos résultats. Les performances de ce nouveau modèle RNA à trois entrées sont présentées sur 
la Figure V.8 et données dans le Tableau V.5. 
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Figure V.8.  nRMSE(%) du jeu de test en fonction de nombre de neurones cachés avec kt, déclinaison 
et angle zénithal en  entrées 
Tableau V.5. Moyenne des tests statistiques entre données mesurées et estimées de l’irradiation solaire 
inclinée sur un plan à 36,8° avec 3 entrées 
N MAE nMAE MBE nMBE RMSE nRMSE R² 
 Wh.m-2 % Wh.m-2 % Wh.m-2 %  
1 3,32 8,14 -0,26 -0,64 4,25 10,42 0,991 
2 2,76 6,78 0,25 0,62 3,59 8,80 0,991 
3 1,29 3,16 0,23 0,57 1,67 4,10 0,998 
4 0,95 2,41 0,03 0,08 1,33 3,25 0,999 
5 0,89 2,18 -0,06 -0,15 1,18 2,90 0,999 
6 0,82 2,00 -0,08 -0,20 1,09 2,67 0,999 
7 0,80 1,96 -0,09 -0,22 1,07 2,61 0,999 
8 0,79 1,93 -0,09 -0,22 1,05 2,58 0,999 
On montre une fois de plus que la structure du RNA à 8 neurones cachés donne les 
meilleurs résultats. 
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L’utilisation du kt en entrée de réseau au lieu de l’irradiation globale horizontale et 
extraterrestre n’améliore pas les résultats puisque les valeurs des erreurs sont légèrement plus 
importantes (nRMSE de 2,58% pour ce nouveau modèle RNA contre 2,49% pour l’ancien 
modèle). Cependant, il faut garder à l’esprit que même si la performance est légèrement 
moins bonne, nous avons réduit le nombre de paramètres d’entrée, ce qui est fondamental en 
vertu du principe de parcimonie selon lequel il convient d’approximer une fonction avec le 
moins de paramètres ajustables possibles. De plus, le temps de calcul avec ce nouveau modèle 
est réduit du fait de la réduction du nombre de ces entrées. 
Les résultats obtenus avec le kt sont moins bons que ce à quoi nous pouvions nous attendre 
et nous ne conserverons pas cette structure par la suite. Cependant, l’indice de clarté pourrait 
être utilisés comme qualificatif de différentes classes de ciel : clair, partiellement nuageux et 
nuageux ; il est alors intéressant de découper l’ensemble des données en classes et de 
déterminer pour chacune d’elle la structure optimale du RNA correspondant. 
V.4.7. RNA à quatre entrées par tranche d’indice de clarté kt 
Nous allons donc découper l’ensemble des données de rayonnement solaire horizontal en 
plusieurs classes fonction de l’état de ciel. Le premier modèle sépare les données en trois 
classes kt<=0.3 ; 0.3<kt<=0.6 et kt >0.6, globalement ciel clair, ciel partiellement nuageux et 
ciel couvert. Le second modèle considérera 4 classes : kt<=0.2 ; 0.2<=kt<0.4 ; 0.4<kt<=0.6 et 
kt >0.6. 
Les entrées des RNA sont donc les 4 précédemment utilisées : déclinaison, angle zénithal, 
rayonnement global horizontal et extraterrestre. Les résultats en termes de performances sont 
présentés dans les Tableaux V.5 et V.6. En ce qui concerne les RNA, seuls les résultats 
correspondant à la meilleure structure sont présentés (pour le RNA, il est chaque fois spécifié 
le nombre de neurones cachés de la structure optimisée entre parenthèses). 
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Tableau V.6. Résultats par classe avec 3 intervalles de kt 
 
 
MAE 
Wh/m² 
nMAE 
% 
MBE 
Wh/m² 
nMBE 
% 
RMSE 
Wh/m² 
nRMSE 
% 
R² 
 
 
 
kt<=0,3 
Persistance 4,02 61,92 4,02 61,88 4,67 71,88 0,995 
Régression 
multiple 
0,30 4,66 -0,03 -0,40 0,47 7,22 0,995 
RNA (5) 0,26 3,99 0,00 -0,05 0,45 6,941 0,990 
 
 
0,3<kt<=0,6 
Persistance 5,26 19,52 3,23 11,97 6,20 23 0,938 
Régression 
multiple 
2.58 9.55 0,52 1.94 3.18 11,81 0,979 
RNA (7) 1,46 5,40 0,52 1,93 2,05 7,62 0,991 
 
 
kt>0,6 
Persistance 8,07 13,00 1,47 2,37 9,53 15,34 0,847 
Régression  
multiple 
1,02 1,64 -0,39 -0,63 1,41 2,26 0,997 
RNA (7) 0,77 1,24 -0,29 -0,47 1,15 1,84 0,998 
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Tableau V.7. Résultats par classe avec 4 intervalles de kt 
 
 
MAE 
Wh/m² 
nMAE 
% 
MBE 
Wh/m² 
nMBE 
% 
RMSE 
Wh/m² 
nRMSE 
% 
R² 
 
Kt<=0,2 
Persistance 4,02 61,92 4,02 61,88 4,67 71,88 0,995 
Régression multiple 0,30 4,66 -0,03 -0,40 0,47 7,22 0,995 
RNA (5) 0,26 3,99 0,00 -0,05 0,45 6,941 0,99 
0,2<kt<=0,4 
Persistance 6,30 33,83 6,29 33,78 6,99 37,53 0,992 
Régression  multiple 1,17 6,31 -0,02 -0,13 1,49 8,01 0,988 
RNA (7) 0,72 3,89 0,09 0,47 0,99 5,31 0,994 
0,4<kt<=0,6 
Persistance 5,32 17,92 3,42 11,52 6,19 20,85 0,945 
Régression  multiple 1,72 5,80 -0,44 -1,49 2,15 7,23 0,991 
RNA (7) 1,03 3,48 -0,31 -1,05 1,45 4,87 0,996 
kt>=0,6 
Persistance 8,07 13,00 1,47 2,37 9,53 15,34 0,847 
Régression multiple 1,02 1,64 -0,39 -0,63 1,41 2,26 0,997 
RNA (7) 0,77 1,24 -0,29 -0,47 1,15 1,84 0,998 
 
Il apparaît que le modèle décomposé en quatre intervalles présente de meilleures 
performances que le modèle à trois intervalles. Cependant, pour une meilleure comparaison, il 
convient de calculer les erreurs sur l’ensemble des intervalles. Ces erreurs ont été calculées et 
présentées dans les Tableaux V.8 et V.9. 
Tableau V.8. Performances du modèle global à 3 intervalles de kt 
 
MAE 
Wh/m² 
nMAE 
% 
MBE 
Wh/m² 
nMBE 
% 
RMSE 
Wh/m² 
nRMSE 
% 
R² 
 
RNA 0,95 2,45 0,03 0,09 1,48 3,83 0,999 
Régression multiple 1,34 3,45 -0,04 -0,10 1,97 5,08 0,997 
Persistance 6,04 15,59 2,22 5,73 7,59 19,60 0,964 
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Tableau V.9. Performances du modèle global à 4 intervalles de kt 
 
MAE 
Wh/m² 
nMAE 
% 
MBE 
Wh/m² 
nMBE 
% 
RMSE 
Wh/m² 
 nRMSE 
% 
R² 
 
RNA 0,36 0,93 -0,05 -0,12 0,76 1,97 0,999 
Régression multiple 0,59 1,52 -0,09 -0,24 1,15 2,96 0,999 
Persistance 2,82 7,11 2,46 6,21 4,45 11,22 0,992 
On constate que les performances du modèle à 4 intervalles de kt ont été améliorées car les 
erreurs ont été divisées pratiquement d’un facteur 2 par rapport au modèle à trois intervalles. 
Ainsi, nous nous concentrerons sur ce second modèle et nous présentons sur la Figure V.7, 
la répartition des erreurs par intervalle de kt. On note que l’allure des histogrammes présentés 
sur les deux premières Figures relatives à la nRMSE et à la RMSE sont différentes. En effet, 
d’un point de vue de la nRMSE, l’erreur diminue quand le kt augmente ; par contre pour la 
RMSE, l’erreur augmente quand le kt augmente sauf pour la dernière classe où la RMSE 
rediminue. En fait, dans la valeur relative de l’erreur quadratique on divise par la valeur 
moyenne des irradiations solaires sur l’intervalle, celle-ci est plus petite pour les classes de kt 
faible, ce qui a pour conséquence d’augmenter la nRMSE. On constate que par ciels clairs 
(kt>0.6), le modèle RNA est plus performant (nRMSE ~ 1.9% et RMSE ~ 1.18 Wh/m²) ce qui 
paraît normal puisque dans ces conditions le rayonnement solaire global est principalement 
constitué de rayonnement direct et l’anisotropie du ciel, difficile à modéliser, a alors peu 
d’influence. Pour les deux classes précédentes (0,2<kt<0,4 et 0,4<kt<=0,6), les résultats sont 
moins performants car pour ces valeurs de kt, le ciel est partiellement nuageux et la position 
des nuages dans le ciel joue un rôle prépondérant et complique énormément l’estimation du 
rayonnement incliné à partir du rayonnement horizontal, c’est dans ces deux classes que 
l’anisotropie du ciel a la plus grande influence. Au regard de la MBE, on constate que notre 
modèle de RNA surestime la réalité pour 0,2<kt<0,4 alors qu’il tend à la sous-estimer pour 
0,4<kt<=0,6. Pour la dernière classe, kt<0,2, correspondante à un ciel nuageux, voire 
fortement nuageux, la RMSE est faible et le fait que la nRMSE soit élevée s’explique par la 
moyenne faible des irradiations globales inclinées dans cet intervalle. Notons que la quantité 
de données utilisées pour l’apprentissage du réseau dans chacune des classes de kt est 
sensiblement la même pour les trois premières classes (~20000 pour kt<=0.2, 19000 pour 
0,2<kt<0,4 et 21000 pour 0,4<kt<0,6) et est beaucoup plus élevé pour kt>0.6 avec environ 
~58 000 données ; cela s’explique bien évidemment par le fait que le climat d’Alger est très 
favorable au rayonnement solaire et qu’une grande partie des journées sont à ciel clair. Il faut 
noter également que, durant les périodes à ciel très clair, la régression multiple génère une  
erreur de l’ordre de 2,26 % alors qu’elle est de 7 à 8 % pour les autres classes de kt. 
 
Chapitre V                                                                                           Résultats et discussion 
 
 Page 100 
 
 Ce résultat fait de cet estimateur naïf (régression linaire multiple) un modèle de choix pour 
les estimations durant les périodes à ciel clair et ce pour des raisons identiques à celles qui 
font que dans cette classe les résultats avec le RNA sont également meilleurs : par ciel clair, le 
rayonnement global incliné est principalement constitué de rayonnement direct et la relation 
géométrique entre le rayonnement direct incliné et le rayonnement direct horizontal est bien 
connue. 
 
 
Figure V.9.  Erreurs d’estimation pour chaque intervalle de kt par le RNA à 4 classes de kt 
Si on compare les résultats présentés dans le Tableau V.9 pour le modèle à 4 intervalles 
avec les résultats du Tableau V.4 pour le modèle sans classification mais avec les mêmes 
paramètres d’entrée, on peut dire que la prise en compte de l’état du ciel est importante car 
elle permet d’améliorer l’estimation du rayonnement global incliné de manière non 
négligeable (nRMSE de 2,49% à 1,97%). 
La Figure V.10 présentent les irradiations inclinées estimées en fonction des données 
mesurées pour le modèle RNA (a), la régression linéaire multiple (b) et la persistance (c) en 
utilisant le modèle à 4 intervalles de kt. 
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Figure V.10.  Comparaison des irradiations inclinées mesurées et estimées de la base de test statistique 
par le modèle RNA (a), la régression linéaire multiple (b) et la persistance (c) 
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V.4.8. Synthèse des résultats obtenus sur les données 5 minutes 
Il a semblé nécessaire de réaliser une synthèse des résultats que nous avons obtenus pour 
l’inclinaison des données de rayonnement solaire global au pas de temps de 5 minutes à partir 
de modèles RNA, il ne nous a pas paru utile de remettre les résultats obtenus par la régression 
linéaire multiple et le modèle de persistance.  
Nous avons successivement développé des modèles de RNA suivant : 
- 1. Modèle à 5 paramètres d’entrée : déclinaison, angle zénithal, azimut, irradiation 
extraterrestre et globale horizontale ; 
- 2. Modèle à 4 paramètres d’entrée : identique au précédent sans l’azimut 
- 3. Modèle à 3 paramètres d’entrée : déclinaison, angle zénithal et indice de clarté 
- 4. Modèle à 4 paramètres avec 3 classes d’indice de clarté 
- 5. Modèle à 4 paramètres avec 4 classes d’indice de clarté 
La Figure V.10 présente les valeurs des RMSE, nRMSE, nMBE et nMAE. 
 
Figure V.11. Comparaison de la RMSE, nRMSE, nMBE et nMAE pour les 5 modèles développés sur 
les données 5 minutes 
Il apparaît clairement que le dernier modèle est celui qui présente les meilleures 
performances et ce, quel que soit l’erreur prise en compte. L’amélioration apportée par ce 
modèle RNA à 4 classes est surtout visible au niveau de la nMAE. 
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V.5. Estimation du rayonnement global sur un plan à 36,8° à partir du 
même rayonnement horizontal à l’échelle de temps de l’heure 
Les données utilisées dans ce partie sont toujours celles mesurées sur le site de Bouzaréah 
pour la période d’Avril 2011 à Décembre 2013. Le but des manipulations présentées dans 
cette section est de sélectionner le modèle le plus apte à estimer le rayonnement global horaire 
sur un plan à 36,8° à partir de la seule valeur mesurée du rayonnement global horizontal. 
Nous testerons successivement: 
- Un PMC optimisé avec les 4 paramètres d’entrées identiques à ceux utilisés dans 
l’étude précédente ; 
- Un PMC optimisé avec 3 entrées (Indice de clarté, déclinaison et angle zénithal) que 
nous appellerons PMC clarté. 
L’étude en fonction de l’état de ciel, c'est-à-dire par classe de kt ; n’a pas été développée 
pour cette échelle de temps car la fiabilité du modèle sans classe nous a paru suffisamment 
fiable et efficace et ne nécessitait pas donc d’amélioration. Une seule couche cachée a été 
utilisée comme précédemment en vertu du principe de parcimonie ; le nombre de neurones 
cachés varie de 1 à 10. Pour ces deux modèles PMC, 85% des données ont été utilisées pour 
l’apprentissage et la validation et 15% pour le test ; tous les autres paramètres intervenant 
dans l’élaboration du PMC sont identiques à ceux utilisés avec les modèles développés au pas 
de temps de 5 minutes (Paragraphe 1). Comme précédemment, nous avons comparé les 
résultats obtenus à l’aide des PMC avec ceux issus des modèles de référence, persistance et 
régression linéaire multiple. 
V.5.1. Recherche de la structure optimale des PMC 
Nous présentons les valeurs de la RMSE en Wh/m² et de la nRMSE en % dans le Tableau 
V.10. puis de la MBE et de la nMBE dans le Tableau V.11. pour chacune des configurations 
du PMC et du PMC Clarté. Nous avons reporté en gras la configuration optimisée. 
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Tableau V.10. Valeur de la RMSE (Wh/m²) et de la nRMSE (%) pour différents nombres de neurones 
cachés pour le PMC et le PMC clarté ; Les chiffres en gras représentent les meilleures simulations 
N PMC PMC clarté 
1 58,56 (9,91%) 45,97 (7,78%) 
2 25 ,40 (4,30%) 35,64 (6,03%) 
3 15,30 (2,59%) 15,80 (2,67%) 
4 13,38 (2,27%) 11,98 (2,03%) 
5 11,60 (1,96%) 9,89 (1,67%) 
6 10,42 (1,76%) 9,34 (1,58%) 
7 9,60 (1,62%) 9,11 (1,54%) 
8 9,77 (1,65%) 9,08 (1,53%) 
9 9,58 (1,62%) 8,76 (1,48%) 
10 9,29 (1,57%) 8,80 (1,49%) 
Tableau V.11. Valeur de la MBE (Wh/m²) et de la nMBE (%) pour différents nombres de neurones 
cachés pour le PMC et le PMC clarté ; les chiffres en gras représentent les meilleures simulations 
N PMC PMC clarté 
1 -0,506 (-0,09%) -4,752 (-0,80%) 
2 -0,908 (-0,15%) -3,441 (0,58%) 
3 -4,715 (-0,80%) -0,957 (-0,16%) 
4 -4,535 (-0,77%) -1,858 (-0,31%) 
5 -3,343 (-0,57%) -1,947 (-0,33%) 
6 -2,605 (-0,44%) -1,548 (-0,26%) 
7 -0,963 (-0,16%) -1,872 (-0,32%) 
8 -0,794 (-0,13%) -1,886 (-0,32%) 
9 -0,854 (-0,14%) -1,727 (-0,29%) 
10 -0,655 (-0,11%) -1,800 (-0,30%) 
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Les Figures V.12 et V.13 représentent la variation de nRMSE et son intervalle de 
confiance en fonction du nombre de neurones dans la couche cachée, sur le jeu de test 
statistique en aveugle pour le PMC et PMC clarté respectivement. 
 
Figure V.12.  nRMSE(%) du jeu de test en fonction de nombre de neurones cachés avec 4 neurones à 
l’entrée (PMC) 
                         
Figure V.13. nRMSE(%) du jeu de test en fonction de nombre de neurones cachés avec 3 neurones 
à l’entrée (PMC clarté) 
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Les deux modèles PMC et PMC clarté donnent des résultats à peu prés équivalents : dans 
les deux cas, la nRMSE moyenne est aux environs de 1,5%. Le modèle optimisé avec indice 
de clarté (PMC clarté) montre une efficacité légèrement supérieure au modèle optimisé 
utilisant en entrée l’irradiation globale horizontale et extraterrestre (PMC) : nRMSE =1,57% 
pour le PMC à 10 neurones cachées contre 1,48% pour le PMC clarté avec 9 neurones 
cachées. Le modèle PMC clarté optimisé est le meilleure modèle car d’une part sa nRMSE est 
la plus faible et d’autre part sa structure (nombre de neurones cachée et nombre d’entrées) la 
plus simple. 
Cette constatation avait déjà été observée pour l’application aux données de rayonnement 
solaire au pas de temps de cinq minutes. 
De plus, la nMBE (Tableau V.11) est presque 3 fois moins importante avec le PMC clarté 
(-1.727 Wh/m² contre -0.655 Wh/m²). Cela signifie qu’il a une sous estimation plus 
importante de rayonnement globale horaire incliné par le modèle PMC. 
V.5.2. Comparaison des deux PMC avec les modèles de référence 
Comme dans l’étude relative aux données mesurées chaque 5 minutes, nous avons 
comparé les performances des modèles RNA optimisés aux deux modèles pris en référence, la 
régression multiple et la persistance. Nous présentons les résultats de cette comparaison dans 
le Tableau V.12. 
Tableau V.12. Comparaison du PMC et PCM clarté avec les deux modèles de référence 
 
MAE 
Wh/m² 
nMAE 
% 
MBE 
Wh/m² 
nMBE 
% 
RMSE 
Wh/m² 
nRMSE 
% 
R² 
 
PMC (10 neurones) 7,06 1,20 -0,65 -0,11 9,29 1,57 0,999 
Régression multiple  37,83 6,40 7,72 1,31 47,89 8,11 0,989 
Persistance  48,75 8,25 13,91 2,35 59,69 10,10 0,981 
PMC clarté (9 neurones) 6,53 1,11 -1,73 -0,29 8,76 1,48 0,999 
Régression multiple clarté 42,93 7,27 9,44 1,60 55,10 9,33 0,979 
Persistance clarté 322,89 54,65 322,89 54,65 362,45 61,35 0,797 
 
Les Figures V.14 et V.15 représentent les données estimées en fonction des données 
mesurées pour chacun des modèles testés avec 5 ou 4 entrées. On voit clairement sur ces 
Figures la supériorité des modèles RNA sur les modèles plus conventionnels. 
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Figure V.14. Comparaison des modèles a) PMC, b) Régression linéaire multiple, c) Persistance 
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Figure V.15. Comparaison des modèles a)PMC clarté, b) Régression multiple clarté, c)Persistance 
clarté 
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V.6. Comparaison des résultats obtenus avec les données 5 minutes et 
horaires 
Dans le Tableau V.13 nous présentons les résultats globales des deux modèles, avec 4 et 3 
paramètres d’entrée respectivement pour les deux échelles de temps, 5 minutes (modèles 2 et 
3) et horaire (modèles 6 et 7) et le modèle 5 pour les 5 minutes avec 4 intervalles de kt. 
Tableau V.13. Comparaison des modèles appliqués aux données 5-min et horaires 
Numéro du modèle 
MAE 
Wh/m² 
nMAE 
% 
MBE 
Wh/m² 
nMBE 
% 
RMSE  
Wh/m² 
 nRMSE 
% 
R² 
 
2 (8 neurones cachés) 0,72 1,77 -0,06 -0,16 1,02 2,49 0,999 
3 (8 neurones cachés) 0,79 1,93 -0,09 -0,22 1,05 2,58 0,999 
5 (avec 4 intervalles de kt) 0,36 0,93 -0,05 -0,12 0,76 1,97 0,999 
6 (10 neurones cachés) 7,06 1,20 -0,65 -0,11 9,29 1,57 0,999 
7 (9 neurones cachés) 6,53 1,11 -1,73 -0,29 8,76 1,48 0,999 
On constate, comme on s’y attendait que les modèles permettent une estimation du 
rayonnement solaire incliné sur un plan à 36,8° avec une plus grande précision à l’échelle de 
temps horaire que 5 minutes. Bien que le modèle à 4 entrées (modèles 2 et 6) procure de 
meilleurs résultats aux deux échelles de temps, ceux obtenus avec le modèle à 3 entrées (3 et 
7) sont quasi-équivalents. Etant donné que la réduction du nombre de paramètres d’entrée 
s’accompagne d’une diminution du nombre de paramètres ajustables dans la fonction 
d’approximation, d’un gain de temps de calcul, le choix entre les modèles 2 et 6 d’une part et 
3 et 7 d’autre part n’est pas aussi évident. 
Il apparaît de manière claire que le modèle par intervalle (5) donne de bien meilleurs 
résultats pour l’estimation de l’irradiation globale inclinée au pas de temps de 5 minutes. 
Dans la  prochaine section, nous  proposons  d’appliquer  la  démarche utilisée ici, à 
l’estimation du rayonnement global horizontal à partir de paramètres météorologiques plus 
aisément mesurables et disponibles. 
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V.7. Estimation des irradiations solaires globales sur un plan horizontal à 
partir de grandeurs météorologiques  
 
 Comme nous l’avons précisé dans le chapitre I, l’obtention de données de rayonnement 
solaire sur l’ensemble du territoire algérien, comme dans bien d’autres endroits au Monde est 
difficile. A cela deux raisons essentielles : 
- la première est l’étendue du territoire qui ne permet pas de disposer de données 
météorologiques avec un maillage suffisamment petit et cela est valable quelle que 
soit la donnée météorologique recherchée ; il est alors nécessaire de faire appel à des 
données satellitaires qui une fois traitées permettront d’obtenir la grandeurs recherchée 
avec plus ou moins de précision ; 
- la seconde raison est le coût élevé des capteurs de rayonnement solaire dont la 
précision est plus ou moins grande selon le type utilisé (pyranomètre, cellule 
photovoltaïque étalon, …) et l’entretien et maintenance associés à leur utilisation. 
 
 Il est donc apparu intéressant de développer des modèles pour estimer ces données de 
rayonnement solaire à partir de grandeurs météorologiques plus facilement mesurables et plus 
répandues sur tout le territoire. 
Le nombre élevé de données météorologiques mesurées (7), de grandeurs calculées (3) et 
donc de combinaisons de données possibles en entrée de notre PMC (210-1=1023) nécessite 
de sélectionner les variables de régression (ou d’entrée de réseau) opportunes [87] . De plus, 
d’après le principe de parcimonie, il ne faut utiliser que les variables les plus pertinentes, et 
uniquement celles-ci, sous peine de dégrader la qualité des estimations ; en effet, introduire en 
entrée des données qui n’apportent pas d’informations supplémentaires pour estimer 
l’irradiation solaire complique la tache et diminue la fiabilité du modèle utilisé. La Figure 
V.16 décrit le cas général de l’utilisation du PMC pour l’estimation de la grandeur de sortie. 
La couche de pré-entrée (ou pré-couche) du réseau est constituée d’un large nombre de 
neurones (dans notre cas 10). Ces derniers peuvent être soit de même nature que ceux de la 
sortie (variables endogènes : irradiation extraterrestre), soit de nature différente (variables 
exogènes : pression, température, humidité, angle zénithal, etc.). 
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Figure V.16. Méthode d’estimation basée sur l’utilisation d’un PMC avec une méthode de sélection de 
variables 
V.7.1. Nécessité d’une sélection préalable des variables d’entrée 
Choisir les meilleures variables d’entrée de notre modèle est donc un des préalables à sa 
construction. D’abord dans un souci d’économie, car la parcimonie est une condition 
essentielle de la généralisation. Ensuite, pour les performances du modèle car toutes les 
variables n’y concourent pas de manière similaire et égale : certaines n’apportent que peu 
d’information, voire pas d’information du tout, d’autres sont entachées de bruit, d’autres 
encore sont redondantes donc susceptibles de donner plus de poids à une dimension du 
phénomène étudié qu’elle ne le mérite. 
A cela s’ajoute le fait qu’une augmentation du nombre de neurones d’entrée s’accompagne  
inévitablement d’une augmentation du nombre de neurones cachés. Le système se  
complexifie énormément augmentant les temps de calcul, le nombre de minima locaux, et 
plus généralement diminuant la qualité des résultats.  
 
 
Couche de Pré-
entrée 
Couche d’entrée 
Couche cachée 
Couche de sortie 
Sélection des variables 
Variables exogènes Variables endogènes 
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Cette diminution du nombre de neurones d’entrée est le rôle de l’étape de sélection des 
variables qui doit statuer sur la pertinence de celles-ci avant de les intégrer à la couche 
d’entrée (Figure V.15). La sélection revient donc à trouver un sous ensemble pertinent eu 
égard au problème posé, composé d’éléments aussi indépendants que possibles et en nombre 
suffisant pour expliquer convenablement le processus à modéliser. La véritable difficulté tient 
au caractère souvent non monotone et conjoncturel du problème de sélection. En effet, le 
meilleur sous ensemble de p variables ne contient pas forcément le meilleur sous ensemble de 
q variables, avec q<p. Si tel était le cas, il suffirait d’effectuer une recherche séquentielle par 
ajout ou élimination successif de variables pour trouver aisément une solution. Face à ce 
caractère non monotone, seule une exploration exhaustive de toutes les combinaisons 
possibles permettrait effectivement de découvrir le ou les meilleurs sous ensembles. 
Nous avons choisi d’utiliser, avant de mettre en place notre RNA, une méthode de 
sélection basée sur l’information mutuelle et d’en tester l’efficacité avant de réaliser un test 
exhaustif des différentes combinaisons si cette méthode d’information mutuelle ne s’avère pas 
probante. 
L’information mutuelle est une mesure issue de la théorie de l’information. Elle mesure à 
la fois l’information qu’apporte une variable aléatoire sur une autre et la réduction 
d’incertitude sur une variable aléatoire grâce à la connaissance d’une autre. 
Par opposition aux méthodes fondées sur l’optimisation d’une fonction de coût, 
l’utilisation de l’information mutuelle peut se faire indépendamment des modèles prédictifs. 
L’information mutuelle est une méthode de sélection qui peut être appliquée avant divers 
méthodes d’analyses quantitatives telle que la méthode de réseaux de neurones artificiels. 
V.7.2. Les bases de la théorie de l’information 
L’objectif de ce paragraphe est de présenter les bases de la théorie de l’information qui 
nous permettront de comprendre la notion d’information mutuelle que nous appliquerons à 
nos données météorologiques. Nous ne présenterons pas toutes les démonstrations ni toutes 
les propriétés de l’outil mais nous nous limiterons aux informations nécessaires à une bonne 
compréhension de la méthode utilisée. 
Pour ce faire, il convient au préalable de rappeler quelques notions fondamentales sur la 
théorie des probabilités discrètes.  
V.7.2.1. Théorie des probabilités discrètes 
Soit une expérience aléatoire dont l’ensemble des résultats possibles appelée espace des 
épreuves ou Univers est noté   contenant n événement(s) élémentaire(s). 
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Soit X la variable aléatoire associée à cette expérience aléatoire prenant les valeurs x1, x2, …, 
xn. Ainsi on a : 
  nxxx ,,, 21            (V.12) 
Les résultats de l’expérience sont donc : « X=x1 », « X=x2 », …, « X=xn » 
La probabilité que :  X=x1 est notée  1xXp X   
   X=x2 est notée  2xXp X   
   . 
   . 
   . 
   X=xn est notée  nX xXp   
On a : 
   0,  iX xXpi  et    
n
i
iX xXp
1
1        (V.13) 
La moyenne ou l’espérance de X, notée X  est donnée par : 
         

n
i
iXinXnXX xXpxxXpxxXpxxXpxX
1
2211 ....     (V.14) 
V.7.2.2. Probabilité conditionnelle [132] 
On considère un espace XY, produit de 2 ensembles  nxxxX ,,, 21   et  myyyY ,,, 21  . 
Le produit XY est l’ensemble des couples  ji yx ,  pour tout nii 1/  et tout mjj 1/ . Le 
cardinal de XY est n.m. 
Cet espace XY peut être muni d’une loi de probabilité XYp appelée loi de probabilité 
conjointe de X et de Y. 
 jiXY yxp ,  est la probabilité d’avoir simultanément ixX   et jyY   
La probabilité d’un événement X=xi est la somme des probabilités d’avoir X=xi et Y=yj 
pour tout j, soit : 
    

m
j
jiXYiX yxpxXp
1
,         (V.15) 
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De même, la probabilité de l’événement Y=yj peut s’écrire : 
    

n
i
jiXYjY yxpyYp
1
,        (V.16) 
pX et pY sont appelées lois marginales de PXY 
Pour un espace joint XY, avec  nxxxX ,,, 21   et  myyyY ,,, 21  , la moyenne de X 
s’écrit : 
   
 
n
i
m
j
jiXYi yxpxX
1 1
,.                 (V.17) 
On suppose que   0 iX xXp , la probabilité conditionnelle pour que Y=yj sachant que 
X=xi (autrement dit, la probabilité que l’évènement Y=yj se réalise sachant que l’évènement 
X=xi est réalisé) est définie par : 
     iX jiXYijXY xp
yxp
xyp
,        (V.18) 
Exemple [133]: on tire deux cartes successives et sans remise d’un jeu de 32 cartes. 
Quelle est la probabilité que ce soient deux piques ? 
Il y a 8 chances sur 32 de tirer un pique pour la première carte, puis 7 chances sur 31 (puisque 
qu’il ne reste que 7 piques pour 31 cartes) donc
124
7
31
7
32
8  . 
Soit X l’évènement « la première carte est un pique » et Y l’évènement « la seconde carte 
est un pique » et Z l’évènement « les deux cartes tirées sont des piques ». On a donc : 
XYZ   et 
X
XY
XYXYXXYZ p
p
ppppp   
De façon symétrique, nous définissons la probabilité conditionnelle de X=xi sachant que 
Y=yj par :  
     jY jiXYjiYX yp
yxp
yxp
,        (V.19) 
Les évènements X=xi et Y=yj sont dits statistiquement indépendant si : 
      jYiXjiXY ypxpyxp ,        (V.20) 
Et dans ca cas de figure, en couplant (V.19) et (V.20) on obtient : 
            jYiX jYiXiX jiXYijXY ypxp
ypxp
xp
yxp
xyp  ,     (V.21)  
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V.7.2.3. Description qualitative et quantitative de l’information 
Comme la précise Lasaulce [133], on conçoit très bien qu’un évènement certain ne contient 
pas de nouveauté ni d’information. Par exemple, lorsque la météo annonce une énergie sans 
pluie dans le Sahara, on apprend peu de choses. Inversement, l’annonce de la pluie est un 
renseignement précieux car inattendu. On comprend donc aisément l’intérêt de qualifier et 
quantifier l’information. 
La notion d’information est déjà inhérente à celle de probabilité conditionnelle [132]; en 
effet, considérons les évènements X et Y. la probabilité conditionnelle XYp peut être 
interprétée comme la modification apporté à la probabilité Yp de l’évènement Y lorsque l’on 
reçoit l’information que l’évènement X est réalisé. 
L’information « X est réalisé » modifie la probabilité de Y, c’est-à-dire l’incertitude sur la 
réalisation de Y, de Yp à XYp . On a donc les propriétés suivantes : 
- YXY pp  alors l’incertitude sur Y augmente si on sait que X s’est réalisé ; 
- YXY pp  alors X et Y sont indépendants ; l’information apportée par X n’influence pas 
l’incertitude sur la survenue de Y ; 
- YXY pp   alors l’incertitude sur Y diminue si on sait que X s’est réalisé ; 
L’idée de Shannon est de quantifier cette donnée sachant que plus le contenu du message 
est rare, plus l’information apportée est importante [134]. Au contraire, si on est sûre de 
recevoir un certain message, il n’apporte aucune information et la mesure de l’information 
apportée devra alors être nulle. 
Pour mesurer la variation de l’incertitude, il faudra choisir une fonction décroissante de la 
probabilité [133]. Le logarithme permet d’exprimer aisément les variations d’incertitude, on 
peut ainsi définir l’information associée à une réalisation xi d’une variable aléatoire X discrète 
comme suit : 
   iXi xpxI log         (V.22) 
De plus, le logarithme à une propriété d’additivité intéressante ; la quantité d’information 
fournie par la réalisation de deux évènements xi et yj statistiquement indépendant doit être 
égale à la somme des quantités d’information fournies par les réalisations de xi et yj pris 
séparément [132]. On doit donc avoir      jiji yIxIyxI ,  et puisque selon[135]      jYiXjiXY ypxpyxp ,  lorsque xi et yj sont indépendants, il est naturel d’utiliser le 
logarithme.  
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La valeur de  va dépendre de la base choisie pour le logarithme. On définit le bit (binary 
unit) comme la quantité d’information apportée par le choix entre deux valeurs équiprobables 
[136]. Donc si on a une variable X qui prend deux valeurs équiprobables (pile ou face) alors 
la quantité d’information apportée par la réalisation de X=pile est de 1 bit par définition du 
bit. On a dans ce cas :     21 faceppilep XX  alors la quantité d’information fournie par 
la réalisation de l’évènement X=pile (ou X=face) est de 1 bit. On a [132]: 
       2log
1
12log
2
1
loglog 

  pileppileI X  
Donc l’équation (11) devient :       2log
log
log iXiXi
xp
xpxI    
Ce qui revient à choisir le logarithme en base 2 pour la définition de l’information I. le 
« bit »est à comprendre dans son sens originel de « binary unit ».  
On note bien que : 
Si  iX xp diminue alors  ixI augmente et si   1iX xp alors      0log2  iXi xpxI  
De plus, si X e Y sont 2 évènements indépendants alors : 
                jYiXjYiXjiXYji ypxpypxpyxpyxI 2222 logloglog,log,  
     jiji yIxIyxI ,  
Exemple [134] : soit un jeu de 32 cartes dans lequel on effectue des tirages et les 
évènements xi={la carte tirée est un valet de cœur} et yj={la carte tirée est un cœur}.  
On a :     5
32
1  iiX xIxp  et     241  jjY yIyp  
xi et yj ne sont pas indépendant car :  
     8141321,  jY jiXYjiXY yp
yxp
yxp  (  
32
1
, jiXY yxp car la probabilité d’avoir à la fois un 
valet de cœur et une carte de cœur revient à la probabilité d’avoir un valet de cœur) 
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V.7.2.4. Information mutuelle 
On veut mesurer l’apport d’information de l’évènement Y sur l’évènement X [134]. si la 
réalisation de Y augmente la probabilité de réalisation de X, on veut que cette mesure soit 
positive, et inversement si Y augmente l’incertitude sur X, cette mesure doit être négative ; si 
les deux évènements sont indépendant alors cette mesure doit être nulle. 
L’information mutuelle entre les évènements X=xi et Y=yj est définie par : 
    iX jiYXji xp
yxp
yxI 2log;         (V.23) 
or          iXijXYjYjiYXjiXY xpxypypyxpyxp ,  donc  
   ijji xyIyxI ;;   (Symétrie)      (V.24) 
Si   0; ji yxI  alors si l’un des deux évènements se réalise, alors la probabilité d’occurrence 
de l’autre augmente ; 
Si   0; ji yxI  alors si l’un des deux évènements se réalise, alors la probabilité d’occurrence 
de l’autre diminue ; 
Si   0; ji yxI  alors les deux évènements sont statistiquement indépendants. 
Si   0, jiXY yxp  alors la réalisation d’un des évènements rend impossible la réalisation de 
l’autre et   ji yxI ;  
V.7.2.5. Information mutuelle moyenne et entropie [132] 
Dans l’espace XY où  nxxxX ,,, 21   et  myyyY ,,, 21  , l’information mutuelle peut être 
considérée comme une variable aléatoire réelle. 
L’information mutuelle moyenne de X et Y dans l’espace XY est définie par : 
                 
n
i
m
j jYiX
jiXY
jiXY
n
i
m
j
jijiXY ypxp
yxp
yxpyxIyxpYXI
1 1
2
1 1
,
log,;,;    (V.25) 
On peut également définir la moyenne de l’information d’un espace  nxxxX ,,, 21  , cette 
moyenne s’appelle l’entropie. 
L’entropie d’un espace X est définie par :  
         


n
i
iXiXiiX xpxpxIxpXH
1
2log                                 (V.26) 
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L’entropie conditionnelle de X sachant Y dans l’espace XY est donnée par : 
       
      
 
n
i
m
j
jiYXjiXY yxpyxpYXH
1 1
2log,                                     (V.27) 
On peut montrer par un calcul un peu long que : 
         YXHXHYXI ;                        (V.28) 
Et en déduire également [136] : 
      XYHYHYXI ;        (V.29) 
        YXHYHXHYXI ,;        (V.30) 
Si X et Y sont indépendantes alors   0; YXI      (V.31) 
Si X=Y alors      YHXHYXI ;        (V.32) 
L’équation (V.32) nous indique que l’information mutuelle d’une variable aléatoire avec elle 
même est égale à l’entropie de cette variable. C’est pour cette raison que l’entropie est parfois 
désignée comme la ″self-information″ d’une variable aléatoire.  
Les relations entre H(X), H(Y), H(X, Y),H(X\Y), H(Y\X) et I(X;Y) peuvent être illustrées par 
le diagramme de Venn représenté dans la figure (V.17) : 
 
Figure V.17.  Relations entre l’entropie et l’information mutuelle [138] 
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V.7.3. Estimation de l’information mutuelle par la méthode d’histogramme [137]  
Comme nous l’avons précisé précédemment, l’information mutuelle introduite par 
Shannon est une mesure quantifiant la dépendance statistique entre deux variables malgré la 
possibilité d’existence d’une relation non linéaire entre ces variables. Elle est largement 
utilisée, soit comme une mesure de similarité entre des variables aléatoires (paramètres), soit 
comme une mesure de pertinence pour la sélection des variables dans un contexte de 
régression. 
Cependant, le calcul de l’information mutuelle à partir des données exige l'estimation des 
Fonctions de Densités de Probabilités (fdp) conjointes et marginales qui ne sont pas connues 
en pratique et qui sont estimées à partir d’un nombre d’échantillons fini. L’estimation 
s’effectue par des méthodes non paramétriques telles que la méthode d’histogramme, la 
méthode à noyau (Kernel Density Estimation KDE) ou les méthodes paramétriques dont le 
modèle de mélange gaussien ( Gaussian mixture model GMM). 
Dans notre travail, on a retenu l’estimateur de l’information mutuelle fondé sur la méthode 
d’histogrammes pour ses avantages indéniables en termes de simplicité de calcul. 
L’estimation des densités de probabilités jointes passe par l’utilisation d’histogrammes bi-
dimensionnels.  Les tailles des cellules (bins) des histogrammes sont des paramètres 
importants qui doivent être choisis soigneusement.  Si les cellules sont trop grandes, 
l'approximation ne sera pas assez précise ; si elles sont trop petites, la plupart d'entre elles 
seront vides et l'approximation ne sera pas suffisamment lisse.  Même si des heuristiques ont 
été proposées pour guider ce choix, seule l’expérience peut conduire à un choix optimal [138]. 
L’estimation de l'Information Mutuelle basée sur la méthode d’histogramme divise le plan 
euclidien {(ݔ, ݕ) ∕ ݔ ∈ ܴ ݁ݐ ݕ ∈ ܴ} en (݇௑ × ݇௒ )  cellules  (bins) de  taille  constante  
(∆௑ × ∆௒ )  et de  coordonnées (i,j). 
L'approximation discrète de l'IM (V.25) entre deux variables contenues s’écrit :  
ܫ(ܺ; ܻ) ≈ ෍ ෍ ௑݂௒(ݔ௜, ݕ௝) log ቆ
௑݂௒(ݔ௜, ݕ௝)
௑݂(ݔ௜). ௒݂(ݕ௝)
ቇ
௞௬
௝ୀଶ
௞௫
௜ୀଵ
 ∆௑∆௒                                   (V. 33) 
où (xi,yj) représente le centre du bin (i,j). 
Utilisant le fait que  ௜ܲ௝ ≈ ௑݂௒(ݔ௜, ݕ௝)∆௫∆௬  la probabilité pij d’observer un échantillon dans 
le bin (i,j) est estimée par  ݌̂௜௝ ≈
௞೔ೕ
ே
 (kij est le nombre d’échantillons apparus dans le bin (i,j) 
parmi un nombre total de N données), l' équation suivante conduit à l'estimateur de I (X ;Y): 
           ܫመ(ܺ; ܻ) = ෍ ෍ ቆ
݇௜௝
ܰ
ቇ log ቆ
݇௜௝ܰ
݇௜ ௝݇
ቇ
௞௫
௜ୀଵ
௞௬
௝ୀଵ
+ ݈݋݃∆ݔ                                           (V. 34)  
Le lecteur intéressé pourra trouver plus de détails sur cette méthode dans [137]. 
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V.7.4. Application de la méthode d’information mutuelle( IM): Variables d'estimation 
de l'irradiation globale horizontale  
Pour pouvoir comparer les informations mutuelles entre les différentes  (variable A et 
variable B), d’une part entre les variables d’entrée et la variable de sortie, et d'autre part, entre 
les variables d’entrée elles-mêmes, nous présentons nos résultats sous forme d’information 
mutuelle réduite (IR) définie par la relation suivante [139]: 
                           ܫܴ(ܣ; ܤ) =
ܫ(ܣ; ܤ)
ඥܫ(ܣ; ܣ) × ඥܫ(ܤ; ܤ)
                                                            (V. 35) 
Il est bien évident que l’information mutuelle réduite entre une variable et elle-même est de 
1 (100%) et ne seront pas représentées sur notre graphiques. 
L’information mutuelle réduite entre les variables d’entrée et le rayonnement global 
horizontal au pas de temps de l’heure et de 5-min est présentée sur la Figure V.18. 
Figure V.18. Information mutuelle réduite entre les variables d’entrée et le rayonnement global 
horizontal au pas de temps de l’heure et de 5-min 
Rappelons que certaines de ces grandeurs sont calculées et non mesurées (déclinaison, 
angle zénithal et irradiation extraterrestre), il n’y a donc pas de problèmes de disponibilités 
puisque ces trois variables qui n’ont besoin que de la latitude du lieu, le jour et l’heure pour 
être calculées. 
On note que l’information mutuelle est globalement plus importante au pas de temps 
horaire que celui de 5-min. 
0%
5%
10%
15%
20%
25%
30%
35%
40%
Dec Ang Zen Temp Hum Pres Prec Vit Vent Dir Vent Durée 
Inso
Extrat
Horaire
5-min
1
1
2
2
3
3
4
4
6
7
8
9105 6
7
8
9 10
IR
 (%
)
Chapitre V                                                                                           Résultats et discussion 
 
 Page 121 
 
Gardons aussi à l’esprit que certaines grandeurs varient plus vite que d’autres. Si la vitesse 
du vent peut subir de fortes variations en 5 minutes, la pression, quant à elle, varie très peu 
dans cet intervalle de temps, ce qui peut expliquer en partie les différences entre les résultats 
au deux pas de temps. 
Les principales constatations globales : 
- les variables contenant le plus d’information mutuelle avec le rayonnement global 
horizontal sont le rayonnement extraterrestre et l’angle zénithal, mais rappelons que le 
calcul du rayonnement extraterrestre fait appel à celui de l’angle zénithal ; il doit donc 
y avoir une information mutuelle élevée entre ces deux grandeurs et l’une d’elle n’est 
donc probablement pas nécessaire en entrée. 
- les deux variables les moins liées au rayonnement global ont les précipitations et la 
vitesse du vent ; 
- l’humidité arrive en troisième position au pas de temps horaire mais seulement en 6ème 
position au pas de temps de 5 minutes. Cette différence pourrait être due à la vitesse 
de variation de cette grandeur ; 
- si la direction du vent semble avoir une information mutuelle importante avec le 
rayonnement au pas de temps horaire, elle est néanmoins  faible au pas de temps 5-
minutes. En effet, un régime de vent peut influencer sur le rayonnement solaire en 
amenant ou en repoussant les nuages, et son influence sur une heure peut être 
importante mais négligeable en 5 minutes. 
- la durée d'ensoleillement, très souvent utilisée dans les modèles de rayonnement 
solaire, en particulier pour des valeurs moyennes par des relations de type Angstrom, a 
en pourcentage une information mutuelle plus élevée au pas  de temps horaire qu’à 
celui de 5 minutes, mais il n’est que le 6ème paramètre en horaire contre le 3ème en 5-
min. 
Si certains paramètres semblent avoir plus d’information mutuelle avec le rayonnement 
solaire, aussi faut-il regarder si ces variables d’entrée n’ont pas trop d’informations mutuelles 
entre elles sans quoi nous introduirions en entrée du RNA un paramètre n’apportant pas 
d’information supplémentaire.  Ce qui est contraire au principe de parcimonie, et pourraient 
même avoir des conséquences négatives sur les performances du modèle RNA élaboré. 
La Figure V.19 représente l’information mutuelle réduite entre les variables d’entrée au 
pas de temps de l’heure. Pour plus de clarté, nous n’avons représenté que la moitié des 
histogrammes puisque    ABIRBAIR ;;   et n’avons pas reporté les histogrammes 
correspondant à   1; AAIR . Les valeurs sont reportées dans le Tableau V.14. 
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Figure V.19 . Information mutuelle réduite entre les variables d’entrée au pas de temps de l’heure 
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Tableau V.14. Information mutuelle réduite entre les variables d’entrée au pas de temps de l’heure 
 ߠ௓    T     H      P    Prec    V    Dir    S    I0    I 
 0.4144 0.2603 0.2772 0.2529 0.0151 0.0198 0.2853 0.1969 0.4233 0.2833 
ߠ௭     1 0.1990 0.2823 0.0945 0.0158 0.0188 0.2922 0.1959 0.6788 0.3652 
T      1 0.1934 0.0920 0.0128 0.0178 0.1950 0.1366 0.2021 0.1978 
H       1 0.0879 0.0142 0.0163 0.2744 0.2126 0.2851 0.2933 
P        1 0.1976 0.1620 0.1006 0.0714 0.0982 0.0884 
Prec         1 0.0001 0.0140 0.0076 0.0160 0.0157 
V          1 0.0153 0.0184 0.0190 0.0172 
Dir           1 0.1857 0.2962 0.2904 
S            1 0.2029 0.2445 
I0             1 0.3687 
Comme nous l’avons précisé précédemment, les trois paramètres calculés: la  déclinaison, 
l'angle zénithal et l'irradiation extraterrestre sont liés , l’angle zénithal nécessite de connaître 
la déclinaison et l’irradiation extraterrestre nécessite la connaissance de l’angle azimutal. On 
les retrouve dans le Tableau  V.14 avec des informations mutuelles réduites entre 41 et 68%.  
Nous pouvons donc nous demander si l’utilisation simultanée des deux variables 
(irradiation extraterrestre et angle zénithal) qui avaient une bonne information mutuelle avec 
l’irradiation globale est judicieuse puisque leur information mutuelle est de 68%. 
Les autres informations mutuelles relativement élevées concernent la température ambiante 
avec l’humidité, la direction du vent, la déclinaison, la durée d'ensoleillement et l’irradiation 
globale avec des valeurs autour de 20%. 
De même, nous retrouvons des liens encore plus importants entre l’humidité et ces mêmes 
paramètres (autour de 30%). 
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Il est donc difficile de tirer d’autres conclusions à partir de ce tableau. 
La Figure V.20 représente les mêmes informations mutuelles au pas de temps de 5 minutes 
dont les valeurs sont reportées dans le tableau V.15. 
 
Figure V.20 . Information mutuelle réduite entre les variables d’entrée au pas de temps de 5 minutes 
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Tableau V.15. Information mutuelle réduite entre les variables d’entrée au pas de temps de 5 minutes 
 ߠ௓     T     H     P   Prec     V    Dir     S    I0    I 
 0.1344 0.1851 0.1081 0.2290 0.0082 0.0057 0.1150 0.0271 0.1370 0.0501 
ߠ௓     1 0.0716 0.0314 0.0358 0.0069 0.0055 0.1101 0.0098 0.5592 0.1949 
T      1 0.0770 0.0805 0.0067 0.0053 0.0834 0.0233 0.0713 0.0415 
H       1 0.0440 0.0051 0.0045 0.0554 0.0590 0.0313 0.0382 
P        1 0.6248 0.9737 0.0527 0.0411 0.0358 0.0321 
Prec         1 0.0000 0.0066 0.0048 0.0069 0.0078 
V          1 0.0052 0.0029 0.0058 0.0041 
Dir           1 0.0092 0.1129 0.0327 
S            1 0.0094 0.0975 
I0              1 0.2084 
Nous retrouvons peu de similitude avec l’étude faite au pas de temps de l’heure. Nous 
retrouvons un lien assez fort entre l’angle zénithal et le rayonnement hors atmosphère. On 
trouve également une IM élevée entre la pression et la vitesse de vent, et la précipitation; ce 
qui n’était pas le cas à l’échelle horaire. 
Il est donc difficile de tirer des conclusions de ce tableau car les valeurs des informations 
mutuelles sont faibles et peu d’écarts existent entre les valeurs obtenues. 
V.7.5. Synthèse de l’étude d’information mutuelle 
Les résultats obtenus par cette étude d’information mutuelle ne sont pas très probants et 
surtout différent selon l’échelle de temps. Si elle semble montrer la prépondérance de 
certaines grandeurs sur la donnée de sortie (l’irradiation globale), elle ne fait pas vraiment  
ressortir de conclusions quant aux relations entre les variables d’entrée si ce n’est entre les 
trois variables calculées, et surtout l’angle zénithal et l’irradiation extraterrestre. 
On peut donc déduire de cette étude : 
- peu d’IM entre l’irradiation solaire entre, d'une part la vitesse du vent et les 
précipitations et, d'autre part , à moindre titre  avec la pression (et la direction du vent 
au pas de temps de 5-min) 
- une IM mutuelle élevée entre l’irradiation hors atmosphère et l’angle zénithal qui 
devrait conduire à ce que l’une de ces deux grandeurs soit retirée des entrées. 
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Il semble donc que nous ne pouvons pas nous soustraire à la nécessité de faire une étude 
exhaustive des configurations des RNA, mais nous nous efforcerons de faire le lien entre les 
résultats que nous obtiendrons et cette étude d’information mutuelle. 
V.7.6. Application du test exhaustif  à l’estimation de l’irradiation globale horizontale 
V.7.6.1. Résultats horaires 
Mille vingt trois (1023)  configurations ont été testées et classées par ordre croissant de 
qualité en termes d’erreur quadratique moyenne relative. Nous avons présenté sur la Figure 
V.21, les valeurs,  moyenne, minimale et maximale de la nRMSE ainsi que l’écart type de la 
nRMSE en fonction du nombre d’entrées. On note que la nRMSE minimale obtenue pour la 
configuration à 10 entrées est de 13,33% contre 67,74% pour la plus mauvaise (configuration 
à uniquement la pression en entrée). 
 
Figure V.21. nRMSE ainsi que son écart type (%) en fonction du nombre d’entrées 
Nous présentons dans le Tableau V.16, les deux meilleures et deux plus mauvaises 
configurations en fonction du nombre d’entrées. 1 indique la présence de cette variable en 
entrée, 0 son absence. 
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Tableau V.16: les deux meilleures et deux plus mauvaises configurations en fonction du nombre 
d’entrées 
Nombre 
d'entrées 
Classement ߜ ߠ௭ T H P Prec V Dir S I0 nRMSE Nombre 
neurones 
Meilleures configurations 
10 1 1 1 1 1 1 1 1 1 1 1 13,33 12 
9 2 1 0 1 1 1 1 1 1 1 1 13,39 11 
9 4 1 1 1 1 1 0 1 1 1 1 13,50 11 
8 3 0 0 1 1 1 1 1 1 1 1 13,44 10 
8 6 1 1 1 1 1 0 1 0 1 1 13,57 8 
7 8 0 1 1 1 1 0 1 0 1 1 13,60 9 
7 15 0 0 1 1 1 0 1 1 1 1 13,80 9 
6 18 0 0 1 1 1 0 1 0 1 1 13,90 8 
6 20 0 1 1 1 1 0 0 0 1 1 13,91 9 
5 82 0 0 1 1 1 0 0 0 1 1 14,49 8 
5 89 0 1 1 1 1 0 0 0 1 0 14,55 8 
4 154 0 0 0 1 0 0 1 0 1 1 15,22 6 
4 211 0 1 0 1 0 0 1 0 1 0 15,79 7 
3 308 0 0 0 1 0 0 0 0 1 1 17,04 6 
3 315 0 1 0 1 0 0 0 0 1 0 17,16 6 
2 383 0 0 0 0 0 0 0 0 1 1 20,09 4 
2 384 0 1 0 0 0 0 0 0 1 0 20,23 5 
1 767 0 1 0 0 0 0 0 0 0 0 42,28 3 
1 768 0 0 0 0 0 0 0 0 0 1 42,30 4 
Plus mauvaises configurations 
9 388 1 1 1 1 1 1 1 1 0 1 27,60 11 
9 79 1 1 1 1 1 1 0 1 1 1 14,43 9 
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8 769 1 0 1 1 1 1 1 1 1 0 45,27 10 
8 577 1 1 1 0 1 1 1 1 0 1 33,25 11 
7 881 1 0 1 1 1 1 1 1 0 0 51,12 8 
7 802 0 0 1 1 1 1 1 1 1 0 47,01 10 
6 935 1 0 1 0 1 1 1 1 0 0 55,68 9 
6 912 0 0 1 1 1 1 1 1 0 0 52,97 9 
5 971 1 0 0 0 1 1 1 1 0 0 59,94 8 
5 963 0 0 1 0 1 1 1 1 0 0 58,62 8 
4 1005 0 0 0 0 1 1 1 1 0 0 63,63 7 
4 992 1 0 0 0 1 1 1 0 0 0 61,99 7 
3 1014 0 0 0 0 1 1 1 0 0 0 65,97 5 
3 1012 0 0 0 0 1 0 1 1 0 0 65,66 6 
2 1020 0 0 0 0 1 0 1 0 0 0 67,21 5 
2 1019 0 0 0 0 1 0 0 1 0 0 67,20 4 
1 1023 0 0 0 0 1 0 0 0 0 0 67,74 3 
1 1022 0 0 0 0 0 0 0 1 0 0 67,70 4 
On constate que le nombre de neurones cachés pour la structure optimale diminue en 
fonction du nombre d’entrées ce qui confirme les règles énoncées lors de la présentation des 
modèles RNA au niveau de nombre optimal de neurones cachés dans la couche cachée. 
La fiabilité du modèle ne dépend pas du nombre d’entrées : des modèles ayant un nombre 
plus réduit de paramètres d’entrée peuvent être meilleurs que des modèles à grand nombre de 
paramètres d’entrée. La preuve en est : le meilleur modèle à 1 entrée se place en 767ème 
position sur 1023 combinaisons. 
Le fait d’ajouter de nouveaux paramètres d’entrée peuvent diminuer la qualité du modèle, 
ce qui a déjà été précisé en présentation de ces derniers. 
Rappelons également qu’ajouter des paramètres calculés est chose aisée pour peu que leur 
introduction ne diminue pas la qualité du modèle. Il serait dommage de se priver de ces 
paramètres d’entrée (déclinaison, angle zénithal and irradiation hors atmosphère). 
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 Les deux meilleures configurations par nombre d’entrées 
La déclinaison n’intervient pratiquement jamais dans les meilleures structures mais il ne 
coute rien de la laisser. 
Dans les meilleures configurations, il n’apparaît jamais les précipitations et la direction du 
vent. 
La durée d'ensoleillement apparaît toujours, nous allons donc refaire un classement sans la 
durée d'ensoleillement qui est bien connue pour être fortement liée à l’irradiation solaire. De 
plus, l’obtention de la durée d'ensoleillement S n’est pas toujours simple et ne peut pas être 
vraiment considérée comme un paramètre météorologique facilement disponible. 
 Les deux plus mauvaises configurations par nombre d’entrées 
La durée d'ensoleillement et l’irradiation extraterrestre sont prépondérantes (elles sont 
toujours absentes dans les plus mauvaises configurations). 
L’angle zénithal semble important car son absence conduit à de mauvais résultats en 
termes de fiabilité. 
L’humidité semble jouer également un rôle non négligeable. 
Afin de juger de la nécessité d’adjoindre les paramètres mesurés basés sur des formulations 
géométriques de la position du soleil, nous avons observé les résultats obtenus sans la 
présence de ces paramètres. 
Après avoir retirées toutes les valeurs calculées 
Il ressort que la meilleure configuration porte le numéro 802 (nRMSE=47%) par conséquent 
ne pas utiliser ces valeurs calculées est une aberration et ce, d’autant plus qu’elles sont aisées 
à calculer. 
Les meilleurs modèles sans paramètres calculées comprennent en général la température et 
toujours la durée d'ensoleillement. 
Quelle est parmi les trois grandeurs calculées celle qui est la plus nécessaire ? 
Sans la déclinaison, la meilleure structure de RNA comprends 8 paramètres (angle zénithal 
exclu) avec une nRMSE de 13,44%. 
Sans l’angle zénithal, la meilleure structure comprends les 9 autres entrées (mais on 
retrouve en deuxième position la structure précédente (sans la déclinaison) avec une nRMSE 
de 13,39% 
Sans l’irradiation extraterrestre, la meilleure structure comprend 8 paramètres (sans 
direction du vent) avec une nRMSE de 13,78%. 
 
Chapitre V                                                                                           Résultats et discussion 
 
 Page 130 
 
Il est difficile de déduire une quelconque remarque, les trois paramètres calculables sont, 
semble-t-il, aussi importants. 
Sans déclinaison ni angle zénithal, le meilleur modèle a une nRMSE de 13,44% 
Sans déclinaison ni irradiation extraterrestre, la nRMSE du meilleur modèle est de 14,01% 
Sans angle zénithal ni irradiation extraterrestre, le meilleure modèle n’a plus une 
nRMSE que de 38,53%. En fait, ces deux grandeurs contiennent la même information 
(Equation I.13) 
Il semble donc important et nécessaire qu’au moins un des deux paramètres 
interviennent en entrée du RNA.  
 Résultats sans durée d'ensoleillement  
La durée d'ensoleillement étant présente dans toutes les meilleures configurations, il 
apparaît qu’elle « écrase » les autres grandeurs d’entrée. Nous avons donc réitéré cette étude 
en extrayant la durée d'ensoleillement des données d’entrées. Le fait de retirer la durée 
d’ensoleillement des données d’entrée fait chuter la nRMSE puisque dans le meilleur des cas 
celle-ci atteint 27,1% contre 13,33% pour la meilleure configuration à 10 entrées précédente. 
Le Tableau V.17 présente les deux meilleures et deux plus mauvaises configurations en 
fonction du nombre d’entrées.  
Tableau V.17.Les deux meilleures et deux plus mauvaises configurations en fonction du nombre 
d’entrées 
Nbre 
entrées 
Classement ߜ ߠ௭ T H P Pr V Dir S I0 nRMSE Nombre 
neurones 
Mauvaises configurations 
9 388 1 1 1 1 1 1 1 1 0 1 27,60 11 
8 385 1 1 1 1 1 1 1 1 0 0 27,10 10 
8 386 0 1 1 1 1 1 1 1 0 1 27,46 11 
7 387 0 0 1 1 1 1 1 1 0 1 27,561 10 
7 389 0 1 0 1 1 1 1 1 0 1 27,65 10 
6 391 1 1 1 1 1 1 0 0 0 0 27,69 9 
6 399 0 0 1 1 1 1 0 1 0 1 27,85 9 
5 421 0 0 1 1 1 1 0 0 0 1 28,12 8 
5 423 0 0 1 1 1 0 0 1 0 1 28,14 8 
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4 435 0 0 1 1 1 0 0 0 0 1 28,36 8 
4 436 0 0 1 1 1 0 0 0 0 1 28,38 7 
3 498 0 1 0 1 1 0 0 0 0 0 29,59 6 
3 509 0 0 0 1 1 0 0 0 0 1 29,81 6 
2 573 0 1 0 1 0 0 0 0 0 0 31,64 5 
2 576 0 0 0 1 0 0 0 0 0 1 31,77 5 
1 767 0 1 0 0 0 0 0 0 0 0 42,28 3 
1 768 0 0 0 0 0 0 0 0 0 1 42,30 4 
Plus mauvaises configurations 
8 577 1 1 1 0 1 1 1 1 0 1 33,25 11 
8 464 1 1 1 1 0 1 1 1 0 1 28,99 10 
7 881 1 0 1 1 1 1 1 1 0 0 51,12 8 
7 627 1 1 0 0 1 1 1 1 0 1 35,89 6 
6 935 1 0 1 0 1 1 1 1 0 0 55,68 9 
6 912 0 0 1 1 1 1 1 1 0 0 52,97 9 
5 971 1 0 0 0 1 1 1 1 0 0 59,94 8 
5 963 0 0 1 0 1 1 1 1 0 0 58,62 8 
4 1005 0 0 0 0 1 1 1 1 0 0 63,63 7 
4 992 1 0 0 0 1 1 1 0 0 0 61,99 7 
3 1014 0 0 0 0 1 1 1 0 0 0 65,97 5 
3 1012 0 0 0 0 1 0 1 1 0 0 65,65 6 
2 1020 0 0 0 0 1 0 1 0 0 0 67,21 5 
2 1019 0 0 0 0 1 0 0 1 0 0 67,20 4 
1 1023 0 0 0 0 1 0 0 0 0 0 67,74 3 
1 1022 0 0 0 0 0 0 0 1 0 0 67,70 4 
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Nous avons présenté sur la Figure V.22 la valeur moyenne, minimale et maximale de la 
nRMSE ainsi que l’écart type de la nRMSE en fonction du nombre d’entrées. 
 
           Figure V.22. nRMSE ainsi que son écart type (%) de la nRMSE en fonction du nombre 
d’entrées 
 Les deux meilleures configurations par nombre d’entrées 
On constate que le modèle à 9 entrées n’est pas le meilleur même si la valeur de sa nRMSE 
est peu différente (27.6%) de celle des deux meilleurs modèles à 8 entrées (27,1%). 
Les meilleurs modèles pour différents nombres d’entrée perdent environ 13% de nRMSE 
par rapport aux modèles comprenant la durée d'ensoleillement. 
Dans les meilleurs modèles sans durée d'ensoleillement, la déclinaison apparaît peu comme 
nous l’avions déjà remarquée auparavant. Il en est de même de la direction et de la vitesse du 
vent. 
 Les deux plus mauvaises configurations par nombre d’entrées 
Nous retrouvons exactement les mêmes modèles que ceux obtenus lors de l’étude 
comprenant la durée d'ensoleillement. 
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Après avoir retirées toutes les valeurs calculées 
Sans aucun paramètre calculé et sans la durée d'ensoleillement, la fiabilité du modèle 
tombe à 53%.  
Sans la déclinaison et sans la durée d'ensoleillement, le meilleur modèle comprend les 8 
autres paramètres et a une nRMSE de 27,46% seulement, prouvant une fois de plus la 
prépondérance de la durée d'ensoleillement. 
Il en est de même si on observe la validité des modèles sans angle zénithal et sans durée 
d'ensoleillement et sans irradiation extraterrestre ni durée d'ensoleillement. 
Ces constatations confirment nos remarques faites avec la durée d'ensoleillement. 
Si nous observons l’influence en enlevant, outre la durée d'ensoleillement, deux paramètres 
calculés, on obtient : 
 Sans déclinaison ni angle zénithal : 27,55% 
 Sans déclinaison ni irradiation extraterrestre : 27,83% 
 Sans angle zénithal ni irradiation extraterrestre : 46,51% 
Il est donc nécessaire de prendre en entrée, l’angle zénithal ou l’irradiation extraterrestre. 
Conclusion 
Au niveau horaire, la fiabilité des modèles est bonnes surtout si la durée d'ensoleillement 
est introduites dans les données d’entrée du RNA. 
Il ressort que les précipitations et la direction du vent sont peu liées à l’irradiation solaire. 
Nous avons aussi noté qu’il y avait une redondance entre le rayonnement hors atmosphère 
et l’angle zénithal, aisément expliqué par le fait que le premier se calcule à partir du second. 
La nRMSE du modèle à 6 entrées (10 – déclinaison – angle zénithal – direction du vent – 
précipitation) est de 13,90% contre 13,33% pour le modèle à 10 entrées. 
Sans la durée d'ensoleillement, le modèle précédent donc à 5 entrées a une nRMSE de 
28,27% contre 27,60% pour le modèle à 9 entrées sans la durée d'ensoleillement. 
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V.7.6.2. Résultats 5 minutes 
Mille vingt trois (1023)  configurations ont été testées et classées par ordre croissant de 
qualité en termes d’erreur quadratique moyenne relative. Nous avons présenté sur la Figure 
V.21, les valeurs,  moyenne, minimale et maximale de la nRMSE ainsi que l’écart type de la 
nRMSE en fonction du nombre d’entrées. On note que la nRMSE minimale obtenue pour la 
configuration à 10 entrées est de 18,65% contre 73,91% pour la plus mauvaise (configuration 
avec en entrée la vitesse et la direction du vent). 
Figure V.23. nRMSE ainsi que son écart type (%) en fonction du nombre d’entrées 
Nous présentons dans le Tableau V.18, les deux meilleures et deux plus mauvaises 
configurations en fonction du nombre d’entrées. 1 indique la présence de cette variable en 
entrée, 0 son absence. 
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Tableau V.18.Les deux meilleures et deux plus mauvaises configurations en fonction du nombre 
d’entrées 
Nbre 
entrées 
Classement ߜ ߠ௭ I0 T H V Dv Pre P S nRMSE Nombre 
neurones 
Meilleures configurations 
10 2 1 1 1 1 1 1 1 1 1 1 18,65 8 
9 1 1 1 0 1 1 1 1 1 1 1 18,65 7 
9 3 1 1 1 1 1 1 1 0 1 1 18,76 7 
8 6 0 1 1 1 1 1 1 0 1 1 19,01 6 
8 7 1 0 1 1 1 1 0 1 1 1 19,04 6 
7 15 0 1 1 1 1 1 0 0 1 1 19,28 5 
7 24 1 1 0 1 1 1 0 0 1 1 19,51 5 
6 18 0 0 1 1 1 1 0 0 1 1 19,35 5 
6 32 0 0 1 1 1 1 0 0 1 1 19,69 4 
5 108 0 0 1 0 1 1 0 0 1 1 20,66 3 
5 117 0 0 1 1 1 1 0 0 0 1 20,76 3 
4 196 0 0 1 1 1 0 0 0 0 1 21,74 2 
4 226 0 0 1 0 1 0 0 0 1 1 22,20 2 
3 360 0 0 1 0 1 0 0 0 0 1 25,18 1 
3 363 0 1 1 0 0 0 0 0 0 1 25,44 1 
2 372 0 0 1 0 0 0 0 0 0 1 25,89 1 
2 379 0 1 0 0 0 0 0 0 0 1 28,08 1 
1 753 0 1 0 0 0 0 0 0 0 0 45,92 1 
1 754 0 0 1 0 0 0 0 0 0 0 45,97 1 
Plus mauvaise configurations 
9 382 1 1 1 1 1 1 1 1 1 0 32,07 7 
9 144 1 1 1 1 0 1 1 1 1 1 21,12 7 
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8 840 1 0 1 0 1 1 1 1 1 1 54,95 6 
8 766 1 0 0 1 1 1 1 1 1 1 50,92 6 
7 871 1 0 0 1 1 1 1 1 1 0 56,73 5 
7 783 0 0 0 1 1 1 1 1 1 1 52,53 5 
6 1002 0 0 0 0 1 1 1 1 1 1 67,75 4 
6 931 1 0 0 1 0 1 1 1 1 0 61,57 4 
5 977 1 0 0 0 0 1 1 1 1 0 65,74 3 
5 951 0 0 0 1 0 1 1 1 1 0 63,89 3 
4 1009 0 0 0 0 0 1 1 1 1 0 70,36 2 
4 992 1 0 0 0 0 1 1 0 1 0 66,78 2 
3 1014 0 0 0 0 0 1 1 0 1 0 71,01 1 
3 1012 0 0 0 0 0 1 1 1 0 0 70,77 1 
2 1023 0 0 0 0 0 0 1 1 0 0 73,91 1 
2 1021 0 0 0 0 0 1 0 1 0 0 71,60 1 
1 1022 0 0 0 0 0 0 1 0 0 0 71,70 1 
1 1020 0 0 0 0 0 0 0 0 1 0 71,53 1 
 
On constate comme pour les données horaires que le nombre de neurones pour la structure 
optimale diminue en fonction du nombre d’entrées. 
La fiabilité du modèle ne dépend pas du nombre d’entrées : des modèles ayant un nombre 
plus réduit de paramètres d’entrée peuvent être meilleurs que des modèles à grand nombre de 
paramètres d’entrée. La preuve en est : le meilleure modèle à 1 entrée se place en 753ème 
position sur 1023 combinaisons. 
Le fait d’ajouter de nouveaux paramètres d’entrée peuvent diminuer la qualité du modèle. 
 Les deux meilleures configurations par nombre d’entrées 
Comme lors de l’étude au pas horaire, la déclinaison intervient très peu dans les meilleures 
structures. 
Dans les meilleures configurations, il n’apparaît jamais la direction du vent et les 
précipitations comme c’était déjà le cas en horaire. 
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La durée d'ensoleillement est également toujours présente à cette échelle de temps 
L’irradiation hors atmosphère est pratiquement toujours présente dans toutes les 
configurations optimales. 
 Les deux plus mauvaises configurations par nombre d’entrées 
La durée d'ensoleillement, l’angle zénithal et l’irradiation extraterrestre sont prépondérants 
(ces trois paramètres sont quasi toujours absents dans les plus mauvaises configurations). 
La pression semble peu importante puisqu’elle est présente malgré les mauvais résultats. 
L’humidité semble jouer également un rôle non négligeable. 
On retrouve donc les mêmes conclusions qu’à l’échelle horaire. 
Afin de juger de la nécessité d’adjoindre les paramètres mesurés basés sur des formulations 
géométriques de la position du soleil, nous avons réitéré l’étude réalisée au pas de temps 
horaire.  
Après avoir retirées toutes les valeurs calculées 
Il ressort que la meilleure configuration porte le numéro 684 (nRMSE=43,58%) par 
conséquent utiliser des valeurs calculées est une nécessité. 
Les meilleurs modèles sans paramètres calculées comprennent en général la température et 
la durée d'ensoleillement comme pour le pas horaire. 
Quelle est parmi les trois grandeurs calculées celle qui est la plus nécessaire ? 
Sans la déclinaison, la meilleure structure de RNA comprends la totalité des autres  
paramètres avec une nRMSE de 18,93%. Mais la seconde meilleure configuration n’en 
comprend que 8 (sans les précipitations) avec une nRMSE de 19,01% 
Sans l’angle zénithal, la meilleure structure comprends 8 (sans direction du vent) avec une 
nRMSE de 19,04% mais on retrouve en deuxième position la structure à 9 entrées avec une 
nRMSE de 19,08% 
Sans l’irradiation extraterrestre, la meilleure structure comprend encore les 9 autres 
paramètres avec une nRMSE de 18,65%. 
Il est difficile de déduire une quelconque remarque, les trois paramètres calculables jouent, 
semble-t-il, un rôle quasi-identique. 
Sans déclinaison ni angle zénithal, le meilleur modèle a une nRMSE de 19,25% 
Sans déclinaison ni irradiation extraterrestre, la nRMSE du meilleur modèle est de 19,64% 
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Sans angle zénithal ni irradiation extraterrestre, le meilleure modèle n’a plus une 
nRMSE que de 43,58%. Il est donc nécessaire qu’au moins un des deux paramètres 
interviennent en entrée du RNA.  
On peut considérer que les conclusions sont identiques à celles tirées de l’étude au pas 
de temps horaire. 
 Résultats sans durée d'ensoleillement  
Comme pour l étude horaire nous allons retirer la durée d'ensoleillement de nos données 
d’entrée 
Le fait de retirer la durée d’ensoleillement des données d’entrée fait chuter la nRMSE 
puisque dans le meilleur des cas celle-ci atteint 32,07% contre 18,65% pour la meilleure 
configuration à 10 entrées précédente. 
Le Tableau V.19 présente les deux meilleures et deux plus mauvaises configurations en 
fonction du nombre d’entrées.  
Tableau V.19. Les deux meilleures et deux plus mauvaises configurations en fonction du nombre 
d’entrées 
Nbre 
entrées 
Classement ߜ ߠ௭ I0 T H V Dir Prec P S nRMSE Nombre 
neurones 
Meilleures configurations 
9 382 1 1 1 1 1 1 1 1 1 0 32,07 7 
8 383 0 1 1 1 1 1 1 1 1 0 32,29 6 
8 384 1 0 1 1 1 1 1 1 1 0 32,32 6 
7 389 1 0 1 1 1 1 0 1 1 0 32,64 5 
7 391 0 1 1 1 1 0 1 1 1 0 32,73 5 
6 398 0 1 1 1 1 0 0 1 1 0 33,03 4 
6 399 1 0 1 1 1 0 0 1 1 0 33,03 4 
5 421 0 1 1 1 1 0 0 0 1 0 33,47 3 
5 426 0 0 1 1 1 0 1 0 1 0 33,58 3 
4 468 0 1 0 1 1 0 0 0 1 0 34,34 2 
4 496 0 0 1 1 1 0 0 0 1 0 34,80 2 
3 587 0 0 1 0 1 0 0 0 1 0 40,16 1 
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3 605 0 1 0 0 1 0 0 0 1 0 40,75 1 
2 635 0 0 1 0 1 0 0 0 0 0 41,68 1 
2 650 0 1 0 0 1 0 0 0 0 0 42,16 1 
1 753 0 1 0 0 0 0 0 0 0 0 45,92 3 
1 754 0 0 1 0 0 0 0 0 0 0 45,97 1 
Plus mauvaises configurations 
8 561 1 1 1 1 0 1 1 1 1 0 38,53 6 
8 417 1 1 1 1 1 1 1 1 0 0 33,36 6 
7 871 1 0 0 1 1 1 1 1 1 0 56,73 5 
7 641 1 1 1 0 0 1 1 1 1 0 41,85 5 
6 931 1 0 0 1 0 1 1 1 1 0 61,57 4 
6 903 0 0 0 1 1 1 1 1 1 0 59,09 4 
5 977 1 0 0 0 0 1 1 1 1 0 65,74 3 
5 951 0 0 0 1 0 1 1 1 1 0 63,89 3 
4 1009 0 0 0 0 0 1 1 1 1 0 70,36 2 
4 992 1 0 0 0 0 1 1 0 1 0 66,77 2 
3 1014 0 0 0 0 0 1 1 0 1 0 71,01 1 
3 1012 0 0 0 0 0 1 1 1 0 0 70,77 1 
2 1023 0 0 0 0 0 0 1 1 0 0 73,91 1 
2 1021 0 0 0 0 0 1 0 1 0 0 71,60 1 
1 1022 0 0 0 0 0 0 1 0 0 0 71,70 1 
1 1020 0 0 0 0 0 0 0 0 1 0 71,53 1 
Nous avons présenté sur la Figure V.24, la valeur moyenne, minimale et maximale de la 
nRMSE ainsi que l’écart type de la nRMSE en fonction du nombre d’entrée. 
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Figure V.24. nRMSE ainsi que son écart type (%) en fonction du nombre d’entrées 
  Les deux meilleures configurations par nombre d’entrées 
On constate que le meilleur modèle à 9 entrées avec une nRMSE de 32,07% ce qui est 
correcte pour le pas de temps qui est le nôtre. Il apparaît que la nRMSE varie peu jusqu’à des 
RNA à 6 entrées. 
Les meilleurs modèles de RNA qui n’utilisent pas la durée d'ensoleillement perdent 
environ peu de fiabilité tant que le nombre d’entrées ne descend pas au dessous de 7 ; pour 
des RNA à plus petit nombre d’entrées, la perte en fiabilité est entre 20 et 30%. 
Dans les meilleurs modèles sans durée d'ensoleillement, la déclinaison apparaît peu comme 
nous l’avions déjà remarquée au pas de temps horaire. Il en est de même de la direction et de 
la vitesse du vent. 
Nous retrouvons les mêmes constatations qu’à l’échelle horaire 
 Les deux plus mauvaises configurations par nombre d’entrées 
Nous retrouvons exactement les mêmes modèles que ceux obtenus lors de l’étude 
comprenant la durée d'ensoleillement. 
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Après avoir retirées toutes les valeurs calculées 
Sans aucun paramètre calculé et sans la durée d'ensoleillement, la fiabilité du modèle 
tombe dans le meilleure des cas à 44% c’est-à-dire une valeur bien meilleure que celle que 
nous avions obtenu dans le même cas de figure avec les données horaires (53%). 
Sans la déclinaison et sans la durée d'ensoleillement, le meilleur modèle comprend les 8 
autres paramètres et a une nRMSE de 32,29%.  
Il en est de même si on observe la validité des modèles sans angle zénithal et sans durée 
d'ensoleillement et sans irradiation extraterrestre ni durée d'ensoleillement : même ordre de 
grandeur de la nRMSE. 
Ces constatations confirment nos remarques faites avec la durée d'ensoleillement, bien 
qu’il semble que l’influence de la durée d'ensoleillement à l’échelle 5-minutes sont moins 
forte qu’à l’échelle horaire ; cela peut s’expliquer par le fait que cette durée d'ensoleillement 
peut prendre que 5 valeurs sur une période de 5 minute contre 60 sur l’heure, elle perd un peu 
d’information commune avec l’irradiation solaire. 
Si nous observons l’influence en enlevant, outre la durée d'ensoleillement, deux paramètres 
calculés, on obtient : 
Sans déclinaison ni angle zénithal : 32,78%, peu différente de celle au pas de temps 
horaire. 
Sans déclinaison ni irradiation extraterrestre : 33,06%, même remarque. 
Sans angle zénithal ni irradiation extraterrestre : 43,58% plus faible qu’au pas de temps 
horaires. 
Il est donc nécessaire de prendre en entrée, l’angle zénithal ou l’irradiation extraterrestre. 
Conclusion 
Au niveau 5-minutes, la fiabilité des modèles est assez bonne surtout si la durée 
d'ensoleillement est introduites dans les données d’entrée du RNA. L’écart au niveau de la 
nRMSE avec les résultats horaires n’est pas si conséquente. 
Il ressort comme pour l’horaire que les précipitations et la direction du vent sont peu liées à 
l’irradiation solaire. 
Nous avons aussi noté qu’il y avait une redondance entre le rayonnement hors atmosphère 
et l’angle zénithal, aisément expliqué par le fait que le premier se calcule à partir du second. 
La nRMSE du modèle à 6 entrées (10 – déclinaison – angle zénithal – direction du vent – 
précipitation) est de 19,35% contre 18,65% pour le modèle à 10 entrées. Il semble que cette 
combinaison présente une bonne performance avec le minimum d’entrées comme c’était le 
cas au pas de temps horaire. 
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Sans la durée d'ensoleillement, le modèle précédent donc à 5 entrées a une nRMSE de 
33,58% contre 32,07% pour le modèle à 9 entrées sans la durée d'ensoleillement. 
V.7.6.3. Influence des données d’entrées aux deux échelles de temps 
L’étude des informations mutuelles entre les données d’entrées et l’irradiation solaires 
n’avaient pas donné les résultats attendus mais cependant mettre en évidence deux choses : 
- peu d’IM entre l’irradiation solaire , la vitesse du vent et les précipitations et dans 
une moindre mesure avec la pression (et la direction du vent au pas de temps de 5-
min) 
- une IM mutuelle élevée entre l’irradiation hors atmosphère et l’angle zénithal qui 
devrait conduire à ce que l’une de ces deux grandeurs soit retirée des inputs. 
Nous avons reporté sur la Figure V.25, les résultats obtenus lors de l’étude exhaustive pour 
les RNA à une seule entrée i.e. que nous cherchons le meilleur RNA liant chaque donnée 
d’entrée au rayonnement solaire. La Figure présente la nRMSE et le classement du RNA sur 
les 1023 étudiés. 
 
 
Figure V.25. nRMSE et le classement du RNA sur les 1023 étudiés de meilleur RNA liant chaque 
donnée d’entrée au rayonnement solaire pour les RNA à une seule entrée 
 
 
0
10
20
30
40
50
60
70
80
Ang Zen Extrat Durée Inso Hum Temp Déc Prec Vit Vent Dir Vent Pres
nR
M
S
E
 (%
)
700
750
800
850
900
950
1000
1050
C
la
ss
em
en
t
nRMSE (horaire)
nRMSE (5-min)
Classement (horaire)
Classement (5-min)
Chapitre V                                                                                           Résultats et discussion 
 
 Page 143 
 
Il ressort déjà que les résultats sont quasi-identiques à l’échelle de temps horaire et 5-
minutes, ce qui, du point de vue de l’interprétation physique des résultats est réconfortant.  
Il apparaît que l’irradiation extraterrestre et l’angle zénithal sont les plus liés à l’irradiation 
solaire au sol, ce que l’étude de l’IM avait déjà mis en exergue. Cependant, l’importance de la 
durée s’insolation pour l’estimation du rayonnement solaire qui apparaît dans l’étude 
exhaustive n’apparaît pas dans l’IM sauf à l’échelle 5 minutes. 
La Figure V.25 montre également qu’il y a très peu de différences au niveau des 
performances et des classements ( tous entre 1017 et 1021) entre précipitation, vitesse et 
direction du vent et pression. Cela est conforté par les résultats de l’étude IM qui mettaient 
ces quatre paramètres aux 4 dernières places au niveau de l’information mutuelle avec 
l’irradiation solaire. 
Le fait également que la Figure V.25 montre des performances identiques entre angle zénithal 
et irradiation hors atmosphère est logique puisque ces deux grandeurs sont fortement liées. 
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Conclusion générale 
Ce travail de thèse visait à mettre au point un modèle neuronal, de l'estimation du 
rayonnement solaire au sol. Nous avons ainsi réalisé ce dernier à partir de données recueillies 
à la station météorologique du Centre de Développement des Energies Renouvelables 
(CDER) à Bouzaréah, Alger sur la période 2011-2013.Nous avons vu que cette démarche 
essentielle est tributaire de différentes modalités d’approche comme, notamment, le pas de 
temps considéré, la sélection des variables à utiliser, le calcul de l’erreur, etc.  
Nous avons procédé à l’optimisation des estimateurs pour diminuer le plus possible 
l’erreur commise. Ce type d’approche est scientifiquement intéressant, mais cette 
spécialisation des estimateurs va à l’encontre de la généralisation des résultats. 
Intellectuellement, il est toujours intéressant de diminuer même avec une valeur très faible le 
nRMSE de l'estimation, cependant et d’un point de vue énergétique, il est probable que les 
personnes qui ont besoin de ces estimateurs soient peu intéressées par le gain occasionné. Ce 
qui est recherché avant tout dans ce travail est l’élaboration d’une méthode simple à mettre en 
place, rentable et exploitable sur plusieurs sites : la sélection des données et des paramètres 
des modèles choisis doit être parcimonieuse. 
Nous sommes ensuite revenus sur les différentes manipulations réalisées et présentées dans 
ce travail avec l'objectif de les hiérarchiser en fonction de leur performance et du pas de temps 
considéré. Enfin, nous nous sommes attachés à proposer une série de perspectives et 
d'améliorations qui pourront faire suite à ce travail doctoral.   
1. Bilan des manipulations 
Pour atteindre notre objectif, nous avons présenté, dans une première étape, une analyse de 
la situation énergétique de l’Algérie et en particulier de ses ressources en énergie 
renouvelables. Les résultats de cette analyse montrent que l’Algérie dispose d’un potentiel 
énergétique renouvelable important, notamment le solaire, qui peut contribuer à la production 
d’une grande partie de l’énergie nationale. Ainsi, comparativement aux autres régions, le sud 
du pays, qui représente 80% de la superficie totale, possède le meilleur potentiel énergétique. 
Par conséquent, cette région est plus favorable à l’exploitation de ce type d’énergies.  Ensuite 
nous avons introduit de manière générale le rayonnement solaire et ses composantes sur des 
plans horizontaux et inclinés.  
Après une brève synthèse bibliographique sur l'estimation du rayonnement solaire par les 
réseaux de neurones artificiels , nous avons situé notre travail par rapport à ces études 
(Chapitre II) .  
Pour utiliser correctement la méthode des RNA à l'estimation  du rayonnement global, il a 
fallu dégager des connaissances précises en la matière dans la troisième partie dans laquelle 
nous avons présenté aussi les différentes grandeurs statistiques à l’aide desquelles nous avons 
jugé l’adéquation des architectures des réseaux de neurones que l’on a créées. 
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Les méthodologies présentées ont permis d’entreprendre une série de manipulations en vue 
d’estimer l’irradiation solaire globale à des pas de temps différents (5 minutes et horaires). 
Avant toute chose, nous avons effectué de nombreux tests de qualité pour éliminer les 
données expérimentales aberrantes inhérentes aux appareils de mesures et aux défaillances 
des systèmes d’acquisition. Après une étude approfondie, nous avons sélectionné les variables 
d’entrée les plus importantes et qui influent le plus sur le comportement du réseau de 
neurones et l’estimation des données à la sortie. Puis, à l'aide du logiciel MatLab®, nous 
avons procédé à des simulations pour montrer l'efficacité des réseaux de neurones 
particulièrement dans le domaine de l’estimation du potentiel solaire.  
Cette méthodologie a permis d'estimer le rayonnement global horizontal et incliné sur 
différents pas du temps. Les résultats que nous avons obtenus sont restitués et résumés dans 
les points suivants : 
1°- La première étude est relative à l'estimation 5 minutes du rayonnement globale incliné. 
Grace à elle, nous avons pu mieux comprendre comment utiliser les PMC. 
Performance du modèle de l'irradiation globale inclinée 
Dans le cas 5 minutes, nous avons effectué des manipulations de l'estimation de 
l'irradiation globale inclinée qui ont permis de mettre en place une méthodologie de 
l'estimation à base de PMC. De plus, nous avons remarqué qu'en l'absence de l'angle 
azimutale aux entrées de PMC les résultats sont équivalents. Le fait d'utiliser l'indice de clarté 
à l'entrée de PMC n'apporte pas une amélioration dans les résultats obtenus mais une 
réduction de nombre de paramètres d'entrées et donc un modèle plus parcimonieux. La 
dernière amélioration que nous avons exposée concerne l'utilisation des modèles à chaque état 
de ciel. Néanmoins, ces modèles sont surtout efficaces durant les périodes à faibles 
occurrences nuageuses et un gain de nRMSE de 0.5 % dans le modèle global est enregistré. 
Le pas de temps horaire remet également en cause ce qui a été démontré pour la première 
étude. En effet, il est plus adéquat de manipuler l'indice de clarté que l'irradiation solaire 
globale horizontale et l'extraterrestre. Cet indice permet de diminuer le nRMSE de 0.9 % avec 
un nombre de neurones cachés et d'entrées encore mois et donc un modèle plus parcimonieux. 
Pour cette étude, si l'on compare notre méthodologie globale(le meilleur modèle parmi les 
modèles développés) avec une estimation simple telle que la persistance et la régression 
linéaire multiple, on obtient une réduction de l'erreur de l'estimation de respectivement 9% et 
1% au pas de temps 5 minutes et de 60% et 7% au pas de temps horaire. 
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Performance du modèle de l'irradiation globale  
Dans cette étude nous avons vu que les résultats obtenus par l'étude d'information mutuelle 
ne sont pas très probants. Il nous a fallu aller vers une étude exhaustive de configurations de 
RNA. Au niveau horaire comme au niveau 5 minutes les performances des modèles est bonne 
quand la durée d'ensoleillement est introduite dans les données d'entrées du RNA. Nous avons 
aussi montrés que le fait d'utiliser plusieurs paramètres à l'entrée du RNA ne fait pas 
augmenter les performances du modèle développé. Il apparaît que l’irradiation extraterrestre 
et l’angle zénithal sont les plus liés à l’irradiation solaire au sol, ce que l’étude de 
l’Information Mutuelle (IM) avait déjà mis en exergue. Cependant, l’importance de la durée 
s’ensoleillement pour l’estimation du rayonnement solaire qui apparaît dans l’étude 
exhaustive n’apparaît pas dans l’IM sauf à l’échelle 5 minutes. Des performances identiques 
entres ces deux paramètres ont été remarquées, cela est logique puisque ces deux grandeurs 
sont fortement liées. 
2. Perspectives et améliorations 
Les résultats de cette étude ouvrent de nombreuses perspectives.  
- La principale étant certainement d’essayer de comparer nos résultats avec les résultats 
obtenus avec les modèles conventionnels;  
- Ces résultats que nous n’avons pu exploiter correctement dans le cadre de cette thèse 
pourrait ouvrir une nouvelle voie de recherche sur l'estimation du rayonnement solaire  
sur des sites non pourvus en historique de mesures et donc la généralisation du 
modèle; 
- Les inférences Bayesiennes et une méthode de sélection basée soit surles facteurs de 
Bayes, soit sur la vraisemblance marginale (appelée « evidence » en anglais)pourraient 
être un très bon critère de choix pour la sélection de variables. Aux vues de nos 
recherches, la possibilité de sélectionner les variables d'entrées en utilisant les 
concepts des inférences Bayésienne apparait, elle aussi, comme une piste 
d’expérimentation intéressante; 
- Il existe aussi une possibilité d’estimer le potentiel solaire à l’aide d’autres types de 
réseaux de neurones : les réseaux récurrents. Travailler sur ces types de réseaux 
permettrait ainsi de mener de nouvelles expériences; 
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