Abstract. Borwein and Choi conjectured that a polynomial P (x) with coefficients ±1 of degree N − 1 is cyclotomic iff
Introduction
For a polynomial p(z) ∈ C(z) and a positive α, define the L α norm of p(z) as:
The polynomials with coefficients ±1 are called Littlewood polynomials by Borwein and Choi in [1] , since Littlewood [3] raised a number of questions concerning such set of polynomials. The L 2 norm of a Littlewood polynomial with degree n is equal to √ n + 1. One of the older of Littlewood's questions, which is over fifty years and still remains unsolved, is the following conjecture: Conjecture 1.1. (Littlewood) There exist two positive constants c 1 and c 2 such that for any n we can find a Littlewood polynomial p n with degree n satisfying that c 1 √ n + 1 ≤ |p n (z)| ≤ c 2 √ n + 1 for all complex z with |z| = 1.
Many of the questions raised concern comparing the behavior of Littlewood polynomials in other norms to the L 2 norm, among which is the problem of minimizing the L 4 norm. In particular, can Littlewood polynomials of degree n have L 4 norm asymptotically close to √ n + 1? For a polynomial p(z) = a(z −α 1 )(z −α 2 ) · · · (z −α n ) ∈ C(z), its Mahler measure is defined as M (p) = |a| αi≥1 |α i |. Since where N = p 1 p 2 · · · p r and the p i are primes, not necessarily distinct, and where Φ p (x) := (x p − 1)/(x − 1) is the p−th cyclotomic polynomial.
They [1] proved two special cases when N is odd or a power of 2. As an application of Conjecture 1.2, Borwein, Choi and Ferguson [2] proved that
where N = p 1 p 2 · · · p r and the p i are primes, then
This paper addresses the investigation of Conjecture 1.2. It presents a new approach that we call the E−transformation. And by this approach, we prove that Conjecture 1.2 is true for a wider variety of cases and give the key and the direction to further investigate the conjecture. The paper is organized as follows: Section 2 is preparations, including the notations that will be used and simple discussion on Conjecture 1.2. In Section 3, we introduce the E−transformation and offer more cases for which Conjecture 1.2 is true. A concrete example is taken in Section 4, and through observation and analysis we point out the direction under which Conjecture 1.2 may be completely solved.
Preparations
Throughout the paper we always let 2 ≤ N = 2 t M with M odd and 2 ≤ i ≤ N − 1. And for convenience, we define some sets of polynomials in Z[x] as follows:
where N = p 1 p 2 · · · p r with p i prime. The importance of P N (x) lies in that all P (x) ∈ LC(N ) can be transformed from P N (x) through a so-called E−transformation, which will be proved in Section 3. For any P N (x) = P (x) = N −1 n=1 a n x n ∈ LC(N ), it is easy to show that there exists one and only one polynomial in {P (x), P (−x), −P (x), −P (−x)} that belongs to LC(N, i) for some 2 ≤ i ≤ N − 1.
As usual, for z ∈ Z + and a prime p, let v p (z) denote the p−adic valuation of z,
This notation is also valid for the ring Z(x).
n=1 a n x n ∈ LC(N ). Since P (x) is cyclotomic, it can be written as the product of the irreducible d−th cyclotomic polynomials Φ d (x) where
. Suppose all roots of P (x) are
n=1 (x − x n ). So there are three expressions of P (x) and we will choose its suitable expression according to circumstances.
Let S k (P ) be the sum of the k−th powers of all the roots of P (x), i.e. S k (P ) = N −1 n=1 x k n and C d (k) be the sum of the k−th powers of the primitive d−th roots of unity (Ramanujan sum), i.e.
where a is over a irreducible set of d. If no confusion, we simply denote S k (P ) by S k . It is easy to see that
In what follows, when we use the notation S k it means 1 ≤ k ≤ N − 2.
Lemma 2.1. The Ramanujan sum C d (k) has the following properties:
is the sum of k−th powers of the roots of d|2 n = x 2 n −1, which equals 2 n for 2 n |k and zero else, by (b) and (c) the results follows.
Let P (x) = N −1 n=1 a n x n ∈ LC(N ), we can characterize P (x) from two aspects: its coefficients, which are all ±1, and its roots, which are all the primitive roots of unity. What is the relationship between both? The famous Newton's formula can partially answer this question. Since P (x) is cyclotomic, we have x N −1 P (1/x) = ±P (x). Thus it follows from Newton's formula that (see [1] )
Without loss of generality, suppose P (x) = N −1 n=1 a n x n ∈ LC(N, i), then we have a 0 = a 1 = . . . = a i−1 = 1 and a i = −1. Using (2.1) repeatedly, we will get S 0 = S 1 = . . . = S i−1 = −1 and S i = 2i − 1. Since i ≥ 2, S i is the first sum that is not equal to -1. In other words, we have i = min{k :
However, only Newton's formula is not enough since it is true for all Littlwood polynomials. To further reveal the relationship between coefficients and roots of P (x), we should sufficiently utilize its cyclotomic characteristic.
3. E−transformation and some special cases
where
From Lemma 3.1 above, it follows that e(2 t+1 ) = 0.
is square-free. Suppose that P (x) ∈ OC(N ) is square-free, it is easy to show that for 1 < d|M there are only two cases:
And for d = 1, there are also only two cases:
2) (e(1), e(2), e(4), . . . , e(2 t )) = (0, 1, 1, . . . , 1) or (1, 0, 1, . . . , 1).
Now we define an important as well as interesting tranformation
How does S k (P ) chang during the transformation? By Lemma 2.1 (a) and (d) we have
We call (t ′ , d ′ ) the parameters set of E. For convenience, we usually omit the parameters and simply denote E(P |t
, we still denote it by E(P ). For finite E−transformations of P (x), let G(E) denote the set of all its parameters. To be precise, suppose that n E−transformations have been made in all and (t i , d i ) is the parameters set for i−th E−transformation where 1 ≤ i ≤ n, then we have
We will show that any P (x) ∈ OC(N ) can be transformed into P N (x) through finite E−transformations, i.e.,
It is equivalent to the following:
. . , w t+1 ). Then by finite E−transformations on w, we can get E(w) = (1, 1, . . . , 1, 0) (or : E(w) = (0, 1, . . . , 1, 0) ).
Proof. Firstly, we define two functions of w:
Now we can give an algorithm as follows: 1 Since w 0 + t+1 n=1 2 n−1 w n = 2 t , then w 0 +w 1 must be even. Repeat E−transformation on w 0 and w 1 until w 0 = w 1 .
(or: Since w 0 + t+1 n=1 2 n−1 w n = 2 t − 1, then w 0 + w 1 must be odd. Repeat E−transformation on w 0 and w 1 until w 0 = w 1 − 1.) 2 Compute r and R. If R = −1, then go to 4 ; else continue next step. For example, let d be odd, (e(d), e(2d), e(4d), e(8d), e(16d)) = (2, 4, 1, 0, 0) → (3, 3, 1, 0, 0) → (2, 2, 2, 0, 0) → (1, 1, 1, 1, 0) . Clearly, the algorithm in Lemma 3.2 is reversible. So reversing the algorithm and noting that S k (P N ) = −1, by (3.3) we have the following theorem: Theorem 3.3. For any P (x) ∈ OC(N ), by finite E−transformations we can get
And furthermore
In what follows we always suppose that P (x) ∈ LC(N, i) and E(P N (x)) = P (x) and denote S k (P ) by S k again. What interests us are those sets (t
. Then S k can be written as (3.4)
From (3.4), we can easily get the following results:
Definition 3.5. (see [5] ) Let S be a set contained in N. We say that a ∈ S is a least-type divisor in S, if it can be deduced that c = a from c|a and c ∈ S, that is, there is no other true divisor of a in S. Define K(P ) to be the set of least-type divisors in {k | 1 ≤ k ≤ N − 2 and S k = −1}. Corollary 3.6. If k ∈ K(P ) then k|N . In particular, we have i ∈ K(P ) and i|N .
Proof. Suppose k ∈ K(P ). Let p be an odd prime factor of k and d|M . Since
Then by Lemma 2.1, we have
It yields that S k/p = S k = −1 by Lemma 3.1. This contradicts that k ∈ K(P ). So the assumption is not true and hence we have
. It yields that S k/p = S k = −1 by Lemma 3.1. This contradicts that k ∈ K(P ). So this case does not exist.
Thus we have k|N . Since i = min{k | 1 < k < N and S k = −1}, it follows that i ∈ K(P ) and hence i|N . 
Remark 3.8. Borwein and Choi [1] have pointed that P (x) = N −1 n=1 a n x n ∈ LC(N, i) is of the "periodicity" on its coefficients, that is, a li+j = a li for 0 ≤ l ≤ N i − 1 and 1 ≤ j ≤ i − 1. We call it "exterior periodicity", since P (x) is also of the "interior periodicity" on S k 's, that is, S k = −1 for i ∤ k. As seen from Lemma 3.7 above, the "periodicity" of a k 's is totally determined by that of S k 's. Thus to prove the "periodicity" of S k 's is key to prove Conjecture 1.2, and we will see it clearly from the following theorem.
Theorem 3.9. Let P (x) ∈ LC(N ). |K(P )| ≤ 1 iff P (x) is of the form (1.1).
Proof. Since the sufficiency is easy to show by Lemma 3.7 (a), we only deal with its necessity. And the case of |K(P )| = 0 is trivial as it means that P (x) = P N (x). Suppose P (x) ∈ LC(N, i) We use induction on N . K(P ) = {i} implies that S k = −1 for i ∤ k. By Lemma 3.7 (a) we have a li = a li+1 = . . . = a li+i−1 for 0 ≤ l ≤ N i −1. It follows that P (x) = P 1 (x)P 2 (x i ) where P 1 (x) = 1 + x + · · · + x i−1 ∈ LC(i) and P 2 (x) ∈ LC(N/i). By induction, P 1 (x) and P 2 (x) are of the form (1.1) and hence so is P (x).
is of the form (1.1).
Proof. The case of |T (E)| = 0 is trivial as it means that P (x) = P N (x). Suppose P (x) ∈ LC(N, i) and
Since a mi+j , a mi+j−1 , a (m+1)i+j , a (m+1)i+j−1 = ±1, it follows that a mi+j = a mi+j−1 and a (m+1)i+j = a (m+1)i+j−1 .
By Lemma 3.7 (a), we have S k ′ = S mi+j = −1. It is a contradiction. So our claim that K(P ) = {i} is true. The result follows by Theorem 3.9.
Corollary 3.12. Let P (x) ∈ LC(N ). Conjecture 1.2 is true in the following cases:
l where p is an odd prime and l ≥ 1. (e) N = 2M with M odd and e(4d) = 0 for any d|M .
Proof. By Theorem 3.9 and Corollary 3.11, it is sufficient to prove that |K(P )| ≤ 1 or |T (E)| ≤ 1.
(a)Since P (x) is square-free, by (3.1) and (3.2) we have that {0, t} ⊃ T (E). If t > 0 we claim that 0 / ∈ T (E). Otherwise by Corollary 3.4 (c) we have
(b) It is just the case of t = 0 in (a).
(c) By Corollary 3.6, each number in K(P ) is the power of 2. Since K(P ) is the set of least-type divisors, we have K(P ) = {i}.
(d) For any k ′ ∈ K(P ), Since k ′ |N by Corollary 3.6, we have that
also implying l 2 > l ′ ). Thus i|k 1 (or: i|k 2 ). This contradicts that K(P ) is the set of least-type divisors. So we have K(P ) = {i}.
case 2: i = 2p l1 . First we claim that 2p l2 / ∈ K(P ) for all 0 ≤ l 2 ≤ l. Otherwise it follows that l 2 > l 1 implying i|2p l2 . It is a contradiction. Then we claim that
. By Lemma 3.1 we have
Similarly, noting that 2 ∤ k ′ and k ′ > i hence l 2 > l 1 > 0, we have
e(1)−e(2) = 1 comes from that S 1 = (2−4e(4p))(−1)+e(1)−e(2) = −1, e(4p) = 0, 1 and e(1) − e(2) = ±1. We claim that l 2 ≥ 2. If not, since l 2 > 0, it follows that l 2 = 1. Therefore we have
Dividing both sides of (3.5) by p and noting that e(4p) = 0, 1, we get 2|p. It is impossible. So we have l 2 ≥ 2.
Case 2.1:
Case 2.2: l 1 = 0. Then we have 4 − 1 = (2 − 4e(4p))(−1) + 1. It follows that e(4p) = 1. Substituting e(4p) by 1 in S k ′ , we have
Dividing both sides of (3.6) and (3.7) by p, we get the same result: 2|p. It is impossible. So p l2 / ∈ K(P ) and hence K(P ) = {i}. Thus we prove that K(P ) = {i} for N = p l with p odd prime and l ≥ 1. (e) For any 1 < d|M , since e(4d) = 0, the E−transformation on (e(d), e(2d), e(4d)) must be (1, 1, 0) → (2, 0, 0) or (1, 1, 0) → (0, 2, 0) . Likewise for d = 1, we have (1, 1) → (0, 2) or (1, 1) → (2, 0) . It follows that |T (E)| ≤ |{0}| = 1.
Further Investigation and a Conjecture
Let P (x) ∈ LC(N, i). As seen from Remark 3.8 and Theorem 3.9, the key to prove that P (x) is of the form (1.1) is to prove that K(P ) = {i}. We have proved in Corollary 3.11 that |T (E)| = 1 implies K(P ) = {i}. In fact, we can apply induction on |T (E)| under some constraints.
For convenience, define LC(N ) := 2≤i|N LC(N, i). And to express clearly, we use E P2→P1 to denote the E−transformation such that E(P 2 ) = P 1 .
In what follows suppose that t ′ / ∈ T (E PN →P2 ). We have
We claim that K(P 1 ) = {i}. Otherwise assume that k
Otherwise by (4.1) we have S k ′ (P 1 ) = S k ′ (P 2 ). Since i ∤ k ′ , it follows that S k ′ (P 2 ) = −1 by Theorem 3.9 and hence S k ′ (P 1 ) = −1. It is a contradiction. So we have
. By (4.1), we have S (m+1)i+j (P 1 ) = S (m+1)i+j (P 2 ). Since i ∤ (m + 1)i + j, it follows that S (m+1)i+j (P 2 ) = −1 by Theorem 3.9 and hence S (m+1)i+j (P 1 ) = −1. By the similar discussion in Corollary 3.11, we have S k ′ (P 1 ) = −1. It is a contradiction. So our claim that K(P 1 ) = {i} is true. By Theorem 3.9, P 1 (x) is of the form (1.1) too.
Proof. We use induction on |T (E PN →P )|. We have proved in Corollary 3.11 that Conjecture 1.2 is true for |T (E PN →P )| ≤ 1. Then assume Conjecture 1.2 is true for |T (E PN →P )| ≤ n, i.e. P (x) ∈ LC(N ) is of the form (1. By Corollary 3.11, P 1 , P 2 , P 3 , P 4 , P 6 , P 7 are of the form (1.1). Since T (E P4→P5 ) = 2 and T (E P7→P8 ) = 1, P 5 , P 8 are also of the form (1.1) by Lemma 4.1. Thus Conjecture 1.2 is true for N = 12 by Lemma 4.2. The difficulty is how to remove the "if" in Lemma 4.2. In other words we raise the following conjecture: Conjecture 4.3. For any P 1 (x) ∈ LC(N, i) there exists P 2 (x) ∈ LC(N, i) satisfying (1) |T (E PN →P1 )| ≤ |T (E PN →P2 )| + 1; (2) T (E P2→P1 ) = {t ′ } with t ′ ≥ v 2 (i).
