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Abstract
Traditional computational methods to analyze electroencephalography (EEG) data
jump directly to the frequency domain and tend to focus on differences in power in EEG
frequency bands. However, these methods do not provide information about time-domain
waveform shape or about the timing of small-scale fluctuations in power within a
frequency band (known as bursts). Understanding both bursts and waveform shape may
provide clues about the network-level brain function of various disorders.
This study analyzed a novel method of processing EEG data, which implements
time-domain cycle-by-cycle analysis. This "bycycle" method, developed by the Cole &
Voytek laboratory, was implemented on a EEG dataset of children with and without
Phelan-McDermid Syndrome (PMS), a rare genetic disorder that frequently presents
with Autism Spectrum Disorder. The aim of this exploratory data analysis was to find
group-level differences in the EEGs of individuals with PMS and typically-developing
controls, as well as to verify the bycycle method as a processing method for future
analyses. After pre-processing, a supplemental Python pipeline was developed to
summarize, organize, and visualize the large amount of data from the bycycle pipeline.
This led to the discovery of group-level differences in measures of cycle symmetry in
alpha band waves over the sensorimotor electrodes. Further, the degree of difference in
these waveform features in the PMS group correlated with clinical measures of symptom
severity. When non-bursting cycles were excluded, these results became even stronger.
These differences might be explained by a disruption of the mu rhythm over the
sensorimotor cortices or by the same inhibitory/excitatory imbalance seen in individuals
with Autism.
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The bycycle tool and the supplemental pipeline written for this study were also
validated as a sound EEG analysis method that may complement Fourier-based analyses.
Bycycle performed well compared to a power spectral density analysis in analyzing cycle
period consistency. The supplemental pipeline was shown to represent the group
differences resulting from bycycle accurately through simulations of randomized
participant groups. This study concluded that the bycycle tool and associated pipeline
may provide additional information important to analyzing the causes of disorders and
serves as a launching point for more directed analyses.
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1. Introduction
1.1 Background on EEG
Electroencephalography (EEG) has been used for decades as a method to analyze
neural activity. It harnesses the power of the naturally-occurring electrical field produced
by the brain, whose time varying electrical potentials can be picked up with electrodes
placed on the scalp. These electrical potential waveforms are measured in the time
domain, then decomposed, filtered, and analyzed in accordance with the activity being
performed at the time of collection, or the cognitive/disease state of the individual. EEG
has uncovered much about the correlation between electrical activity and certain
cognitive states (S. Cole & Voytek, 2019). EEG is most commonly used to diagnose
epileptic activity, as certain abnormalities in EEG signify risk for seizures. It can even be
used to predict epileptic seizures in real time, though in practice this technique has not
been used extensively (Le Van Quyen et al., 2001). More recently, EEG research findings
have suggested that the shape and duration of oscillations in the beta frequency band
(13-30 Hz) might differ in individuals with Parkinson’s disease: (S. R. Cole et al., 2017;
Feingold et al., 2015). The knowledge of this pattern, as in seizures, may allow for
diagnosis and act as a potential point of intervention in the future. Furthermore, there is
evidence suggesting that one can induce seizures (for electroconvulsive therapy, for
instance) or otherwise modify behavior by applying waveforms of different shapes
through oscillatory neurostimulation (Dowsett & Herrmann, 2016; Weiner et al., 1986).
This supports the hypothesis that waveform shapes play a role in the path from
neurobiology to cognitive states and behavior. It also suggests that efforts to change them
may act as a potential treatment.
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Despite these recent developments, little is known about the underlying
mechanisms that produce the oscillations exhibited in EEG. A commonly-held
assumption is that groups of neurons near the scalp produce simultaneous postsynaptic
potentials. When a population of neurons follows the same pattern of excitability, it
creates waves, or oscillations, that we see as EEG data (Cohen, 2017). However, it
remains unclear which "neural microcircuits" produce the various EEG features (qualities
that characterize an EEG response, like amplitude, waveform shape, cross-frequency
coupling, etc.) associated with cognitive processes (Cohen, 2017). It also remains
unclear how big a population of neurons must be to produce an oscillation, and from what
cranial depth EEG electrodes can pick up activity (Cohen, 2017). Finally, the EEG
feature to microcircuit configuration ratio is unknown. For example, it is possible that the
specific EEG features which signify Parkinson's also define a number of other cognitive
states (Cohen, 2017). EEG research is just now turning to these issues, and novel
methods of analyzing the waveforms may be the key. This study explores the usefulness
of one such method, cycle-by-cycle analysis.

1.2 Limitations of Fourier Analyses
To understand why novel methods, specifically cycle-by-cycle analysis, hold
promise in uncovering the mechanisms of brain oscillations, it is necessary to understand
the limitations of existing quantitative EEG analysis methods. The most common and
widely-used quantitative methods are based on the Fourier transform, which transforms
neural oscillations from the time domain to the frequency domain. The Fourier transform
decomposes a complex wave into its constituent frequency bands by taking the dot
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product of the signal itself with imaginary basis functions (composed of real and
imaginary sinusoids) at various frequencies (Schaedler). In Matlab (Mathworks, Inc,
Natick, MA), this is done through a function called the fast fourier transform (FFT),
which takes in samples of the original signal and returns the relative intensity levels at
discrete frequencies. These intensity levels are determined by summing up the dot
products along the wave, and they represent the relative amount of each frequency
present in the signal (Schaedler). Sometimes a spectrogram is then created, which
represents the relative power of each frequency band in the signal over time.
This traditional method of analysis has been used for a long time in EEG analysis,
but it has multiple limitations. One issue with Fourier-based methods is that oscillatory
signals with different features–and therefore biophysical generators–may create similar
spectrograms, making it difficult to tell contrasting signals apart (Jones, 2016) . Without
analyzing the time-domain waveforms themselves, one would not know the source of the
difference. Cycle-by-cycle analysis attempts to solve this issue by giving more
information on the specific cycle features of a signal (S. Cole & Voytek, 2019).
Fourier-based methods may also leave out information that helps to explain the
source of an EEG feature; for example, it has been found that individuals with
Parkinson's disease exhibit increased beta-gamma phase amplitude coupling (PAC) in
comparison to controls, which is thought to be a source of impaired information flow that
causes motor dysfunction (De Hemptinne et al., 2015; De Hemptinne et al., 2013). Cole
and colleagues (2017) analyzed both beta-gamma PAC and the raw time series
waveform. They found the same strong PAC that researchers had found previously but
also saw sharp voltage transients in the beta waveforms, which characterized the beta
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wave as a non-sinusoidal oscillation. Further, the sharpness of the waves correlated with
the strength of the beta-gamma PAC (Cole et al., 2017). The sharp transients represent a
large change in voltage magnitude which is not seen in sinusoidal beta, which suggests
that the underlying cause of the high beta-gamma PAC may have to do with waveform
shape (Cole et al., 2017). In this case, using time-domain analysis as a supplementary
method allowed researchers to better hypothesize about the biophysical generators of an
EEG feature.
Finally, the Fourier transform treats all cycles in a frequency band as important
and unchanging, due to the fact that it breaks down complex waves into periodic
sinusoids (Cohen, 2017). In fact, most frequency-defined brain rhythms are not composed
of sustained waves but rather intermittent "bursts" of oscillations that make the wave
fluctuate between higher and lower power (Jones, 2016; van Ede et al., 2018). Sinusoidal
filters lose information about these fluctuations, especially once a signal is
bandpass-filtered into a frequency band. Similarly, the Fourier analysis assumes that
signals are infinite in time in order to provide frequency resolution (which is why there is
no time domain representation in a power spectrum). However, real data sets are finite;
thus, information about the timing of events and changes in frequency intensity is
unknown.
The Fourier-based methods of analysis also tend to average stimulus-dependent
brain rhythms over many trials (Jones, 2016; van Ede et al., 2018). This presents a
problem because when periods of bursts are not exactly synchronous between trials, the
bursts will cancel out (or add up, depending on the method of analysis), creating a
spectrogram that does not reflect bursts and transient periods (Jones, 2016). This results
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in a large difference between the power fluctuations that can be observed within a
single-trial signal and those that can be observed over the trial-averaged time course of a
wave (Feingold et al., 2015; Jones, 2016). Additionally, due to the same process of
averaging, Fourier-based methods may conflate changes in burst duration with changes in
amplitude and frequency that did not occur (S. Cole & Voytek, 2019). Information about
the variability of the signal is thus lost.
Clearly, Fourier-based methods have limitations, but this is not to say that
sinusoidal filters cannot give us valuable information. After all, they have been the
primary quantitative analysis method for EEG data for many years and allow us to see at
what frequency bands activity is most prominent and when. However, they should be
used in conjunction with methods that provide information about waveform shape and
variability in the oscillations within a frequency band. It has been theorized that
waveform shape can reveal information about the neural mechanisms of waveforms; Cole
& Voytek (2019) state that "differences in waveform shape may hint at differences in the
parameters, conditions, or even qualitative mechanisms of the oscillatory generator” (p.
850). It is for this reason that Cole and Voytek developed a method to overcome the
pitfalls of traditional methods, one that takes into account waveform shape and the
variability in bursts within an oscillation.

1.3 Bycycle Method
Cole & Voytek's novel "bycycle" method implements cycle-by-cycle analysis on a
raw time-series waveform using Python code (S. Cole & Voytek, 2019). First, lowpass
and bandpass filters clean the raw signal. The signal is then filtered at the frequency band
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of interest, inputted by the user. The zero-crossings of the voltage are used to identify
putative cycles, those cycles' peaks and troughs, and their rise and decay midpoints. From
this information, the bycycle code computes information about 23 features regarding each
cycle's waveform shape, such as rise-decay symmetry and peak-trough symmetry (see
Appendix A for a glossary of the 23 terms). The bycycle method also outputs information
about whether each cycle is part of a "burst," which it determines based on a set of
user-specified parameters (S. Cole & Voytek, 2019). This feature comes from the
previously-mentioned recognition that most "sustained oscillations" actually consist of
intermittent periods of firing (Jones, 2016; van Ede et al., 2018). This information allows
the user to examine waveform features that extend beyond Fourier-based analyses.

1.4 Oscillatory Bursts
For this paper's purposes, "bursts'' will refer to parts of a signal in which an
"oscillatory rhythm" is present; Cole & Voytek (2019) are especially interested in
analyzing waveform features during these periods due to the hypothesis that during
transient (non-bursting) periods, the estimates of other features will have less meaning
(Haller et al., 2018). The true origin of bursts is unknown, although a period of sustained
and clear oscillations is thought to reflect synchronous firing of a large population of
neurons (Sherman, 2001). It used to be thought that periods of bursting occurred only
during sleep or drowsiness and that awake bursting behavior was pathological, but
Sherman (2001) found by analyzing extracellular recordings in the lateral geniculate
nucleus of monkeys that bursting behavior occurs during normal thalamic functioning.
Furthermore, both burst firing and transient periods are important for different types of
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information transfer (Sherman, 2001).These results illuminate the lack of a consensus
surrounding the meanings of bursts–and specifically whether transient periods hold
important information–but it is clear that they are important. As an example, Feingold
and team (2015) were able to uncover the possible neurophysiology for Parkinson's
disease after observing that beta-band bursting probabilities in macaques increase during
specific times, such as during movement and at task end. Cagnan et al. (2015) had also
found that in Parkinson's disease, beta bursts are prolonged and invariable during
movement. Applying this information to their own results, Feingold et al. (2015)
hypothesized that a brain affected by Parkinson's sends the same movement messages on
repeat or that the messages are not sending at all (due to lack of transient periods). Thus,
bursts have the potential to help us uncover the mechanisms behind disease states, and
their prevalence will be monitored as a supplementary analysis in this study.
Recently, Schaworonkow & Voytek (2021) utilized the bycycle method on a
dataset of typically developing infants to examine how burst features and aperiodic
components of EEG signals change with age. They found that in comparison to adult
EEG, sustained oscillations were mostly absent, verified by few peaks in infant power
spectra and by time-domain analyses, which show that oscillatory bursts occurred rarely
(Schaworonkow & Voytek, 2021). Given that this study involves infant data, it is
especially important to account for bursts.

1.5 Phelan-McDermid Syndrome
I will apply the bycycle method of analyzing neural data to a set of children with
Phelan-McDermid Syndrome (PMS), which is caused by a rare genetic mutation of the
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SHANK3 gene, causing individuals to present with intellectual disability,
neurodevelopmental challenges, and often symptoms of autism spectrum disorder (ASD)
(Mariscal et al., 2020). Individuals with PMS have been little-studied with EEG, but their
high incidence of seizures and the fact that the SHANK3 mutation alters synaptic activity
make them a prime candidate for such analysis (Holder & Quach, 2016). They also have
a high incidence of ASD, with 75% of individuals with PMS receiving an ASD diagnosis
(PMSF, n.d.). It is known that individuals with autism exhibit clear differences in
oscillatory power in EEG, so it is likely that individuals with PMS show EEG differences
as well (Wang et al., 2013) .
The goal of uncovering abnormalities in the EEGs of individuals with
neurodevelopmental disorders (NDDs) is to develop EEG-based biomarkers, which are
observable indicators that mark the severity or presence of a disease state. One use of
biomarkers is to improve the safety and efficacy of clinical trials for drugs in these
disorders, by predicting individual variations in treatment response and instructing
individual dosing (Sahin et al., 2019). Perhaps more importantly, biomarkers can be used
as a tool to diagnose NDDs before behavioral characteristics of the disorder are present,
paving the way for early intervention. ASD has been a special focus of the effort to
develop EEG-based biomarkers because ASD is difficult to diagnose before age 3-4 and
because the mechanisms underlying it are poorly understood. Certain features of EEG,
namely the entropy and spectral power across all frequency bands, have been shown to be
distinguishable between infants at low risk for ASD and those at high risk, distinctly
enough that one can predict an infant’s risk group with these measures (Bosl et al., 2011;
Tierney et al., 2012). However, ASD does not have a clear genotypic cause, which makes
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it hard to identify the biological/neurological roots of the disorder. It is helpful, then, to
rely on NDDs caused by a single gene mutation that have a high incidence of ASD, such
as Phelan-McDermid Syndrome. If individuals with both PMS and an ASD diagnosis
exhibit a certain EEG feature, and the cause of that feature can be explained by the
genetic mutation, this may explain some of the mechanisms behind ASD as well.
Therefore, another reason to identify biomarkers is to find the commonalities between
individuals with the same diagnoses and hopefully uncover the underlying
neurophysiology (Sahin et al., 2019).
Recently, Mariscal et al. (2020) found no significant differences in EEG
oscillatory power between 26 children with PMS and their typically-developing
counterparts; however, they did find a greater posterior alpha-gamma phase bias and
came to the conclusion that circuit function is altered in PMS. To date, neither PMS nor
ASD EEG data have been analyzed using cycle-by-cycle analysis. Here, Cole & Voytek's
bycycle method will be applied to the same dataset used by Mariscal et al. (2020), in the
hopes of uncovering the network dynamics that alter brain function in PMS and
discovering potential biomarkers.
In this paper, I will address the need for a novel method of decoding time-series
EEG waveforms–in which waveform shape may be important–specifically in application
to biomarkers of Phelan-McDermid Syndrome.

2. Methods
The goals of the present study are twofold: (1) to analyze the bycycle processing pipeline
as a signal processing method for EEG, specifically with noisy data that has already been
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preprocessed, and (2) to use the bycycle method to uncover group differences in EEG
between individuals with Phelan-McDermid Syndrome and TD individuals.
This study analyzed a previously published dataset of resting-state EEG from
typically-developing (TD) individuals and those with PMS (Mariscal et al., 2020). Data
from 26 individuals with PMS and 15 typically-developing controls was analyzed in
another published report, which found that individuals with PMS display significantly
increased phase bias—a measure of cross-frequency coupling—the degree of which was
significantly correlated with phenotypic measures of PMS symptoms (Mariscal et al.,
2020).

2.1 Participants
Participants were collected through an observational cohort study as a part of the
Developmental Synaptopathies Consortium (Clinical Trial NCT02461420). The sites of
collection were Icahn School of Medicine at Mount Sinai, University of Texas
Southwestern, Rush University Medical Center, and Boston Children’s Hospital, as well
as Stanford University and the National Institute of Mental Health, who only collected
phenotyping data (not EEG). EEG was collected for 35 individuals with PMS and 16
typically-developing (TD) individuals, all between the ages of 4 and 19. Individuals with
PMS were confirmed to have the deletion or mutation of the SHANK3 gene, and their TD
counterparts were matched on age and sex. See Table 1 for demographic information.
Note that Table 1 includes data for all 26 participants with PMS and 15 TD individuals.
Of those 51 individuals, 26 individuals with PMS and 15 TD individuals had
usable EEGs, as determined by having greater than 300 seconds of data that passed
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pre-processing specifications (Mariscal et al., 2020). After my own preprocessing (see
EEG Acquisition/Pre-Processing), 22 individuals with PMS and 14 TD individuals had
EEGs considered clean enough to put through the bycycle processing pipeline.

2.2 Phenotypic and Genotypic Data
For the purpose of correlating EEG findings with ASD phenotypes of the PMS
participants, individuals underwent several assessments: the Vineland Adaptive Behavior
Scales (Vineland II): Survey Interview Form, the Autism Diagnostic Observation
Schedule (ADOS) 2nd edition, the Autism Diagnostic Interview-Revised, the Autism
Diagnostic Criteria Checklist from the Diagnostic and Statistical Manual of Mental
Disorders, 5th edition, the Short Sensory Processing Profile (SSP), and the Repetitive
Behavior Scale-Revised (RBS-R). To assess cognitive abilities, each participant was
either given the Mullen Scales of Early Learning (MSEL) the Stanford Binet-5 (SB-5), or
the Differential Ability Scales, 2nd edition (DAS-II).
In this study, I used data from the SSP and ADOS. The SSP is a short
parent-completed questionnaire regarding the child’s sensory processing patterns in daily
life. The ADOS is a series of structured social interaction tasks between a certified
examiner and the child under assessment, meant to diagnose and assess autism. I also
used data on the size of the SHANK3 gene deletion, which was collected from clinical
reports for the 19 of 26 PMS participants who had a deletion rather than mutation.
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Table 1: Demographic information for the 41 participants with usable EEGs. Categorical
variables (i.e. yes, no) are presented as the number in each category, followed by the percentage
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in each category. Continuous variables are presented as the mean value ± their standard
deviation. (Mariscal et al., 2020). Note: only 36 of these 41 were used for this study

2.3 EEG Acquisition/Pre-Processing
All sites followed a standard EEG collection process: continuous resting-state
EEG was collected for up to 10 minutes as participants watched a silent movie of their
choice during EEG recording (which is common practice for individuals with NDDs).
EEG was recorded either with a 128-channel Hydrocel Geodesic Sensor Net or
32-channel ActiveTwo Biosemi net. Data were sampled at either 512 or 1000 Hz but all
files were later resampled to 250 Hz.
EEG files were then processed using the Batch EEG Automated Processing
Platform (BEAPP) (Levin et al., 2018). BEAPP is an EEG processing platform, which
integrates existing EEG analysis tool boxes but aims to make the process of analyzing
EEG more flexible and accessible, with automated batch processing of EEG datasets
(Levin et al., 2018). BEAPP is divided into four stages (figure 1). Stage 1 involves
converting the EEG data from its original file format into BEAPP’s file format. Stage 2
involves preprocessing the continuous data. The user can choose whether to filter the data
and whether to resample it, as well as to run an Independent Components Analysis (ICA).
One option for an ICA is to put the filtered data through the HAPP-E pipeline, another
processing pipeline specifically designed for artifact removal in EEG data collected from
infants or those with NDDs, which typically have high noise/artifact levels
(Gabard-Durnam et al., 2018). Finally, the user can opt to re-reference the data to a new
reference electrode or detrend it (Levin et al., 2018). For this study, data was filtered
with a high-pass of 1 Hz and a low-pass of 100 Hz. Data was then resampled to 250 Hz.
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HAPP-E was run, since the data came from a population who might have high artifacts.
HAPP-E includes re-referencing to the average. Data was detrended towards the mean.
Stage 3 involves dividing the data into segments, and the choice of rejecting
segments that are determined to be artifact (Levin et al., 2018). For baseline, or
resting-state data, the user chooses the length of segments. For this study, data were
segmented into 10-second increments, as this increment length had been previously
determined to perform well in the bycycle pipeline (Schaworonkow & Voytek, 2020).
Segment rejection was turned on to reject any segment with an amplitude above 40 mV.
40 mV is the threshold recommended by HAPP-E, reflecting the reduced signal
amplitude that results from wavelet-thresholding and independent components analysis in
HAPPE (Gabard-Durnam et al., 2018). It was at this stage that 4 of the 26 EEG’s from
PMS participants and 1 of the 15 TD individuals were excluded for having too few
acceptable segments. The resulting format of an individual’s data after segmentation is a
3-dimensional table, representing channel × segment × timepoint. This table was then
exported to python to be processed in the bycycle pipeline (see figure 2).
It is worth recognizing that the data being fed to the bycycle pipeline had been put
through a full set of filters in BEAPP, which clearly impacts the bycycle outputs.
However, the parameters of BEAPP were held constant for each dataset and can only
assume to have minimized artifacts. The parameters of BEAPP are not the focus of this
study.
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Figure 1: BEAPP Pipeline Visualization

2.4 Bycycle Processing
The next phase of processing involved putting individuals’ data through the
Python-based bycycle processing pipeline. The code for the whole package of bycycle
functions written by the Cole & Voytek lab can be found at
https://github.com/bycycle-tools/bycycle and the API documentation at
https://bycycle-tools.github.io/bycycle/api.html. For this study, the function
compute_bycycle_features_3d was used. It encompasses the bycycle processing

steps laid out in the introduction. This function’s arguments include segmented EEG data
in the format of [channel × time point × segment], the user’s frequency band of interest,
and the user-defined thresholds of what qualifies a putative cycle as a burst. The function
filters the data in the frequency band of interest, then computes the 23 bycycle features
for each slice of data it determines to be a cycle (Cole & Voytek, 2019). See Appendix A
for a list of the bycycle feature outputs.
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This pipeline outputs a large amount of data for each participant, as the function
returns a list of dataframes, one for each segment in each channel, in the form of [cycle ×
bycycle feature]. In order to perform statistical analysis on bycycle features across
individuals and between groups, new functions were developed to organize and extract
this data. A summary of the pipeline of functions can be found in figure 2 and in
Appendix B. The code can be found at
https://github.com/naomi1233/Bycycle-Supplementary-Pipeline.
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Figure 2: Pre- processing steps, including BEAPP in Matlab, a function called run_a_group()
written to format the data correctly, and the Bycycle compute_features_3d() function.
Green=outputs to each step. White=pipeline process

2.5 Exploratory Data Analysis
Due to the large amount of data gathered, along with the novelty and lack of
validation of Cole & Voytek’s Bycycle pipeline, I decided to perform an exploratory data
analysis (EDA) to inform more specific and targeted analyses in the future. The analysis
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was performed with data in the alpha frequency band, defined as 8 to 12 Hz. Alpha was
chosen because it has been the specific focus of differences between individuals with
autism and neurotypical individuals. Also, Mariscal et al. (2020) discovered differences
in alpha-gamma phase bias between the PMS and TD individuals in this study, signifying
that alpha (or the gamma) may be abnormally regulated in this specific sample. Finally, it
was decided for the initial statistical analyses to include data from all cycles that bycycle
created, rather than just taking into account the “burst” cycles. This is because bycycle
classifies burst cycles depending on user-inputted thresholds, and reliable thresholds have
not yet been determined. A supplemental burst analysis was performed at the end of the
study (see section 2.8).
The first goal was to identify bycycle features for which the average measure
across all cycles in a channel was significantly different between PMS and TD
individuals. The segmented files for the two groups (22 PMS files and 14 control files)
were run through the bycycle function compute_features_3d() in the alpha band
(8-12 Hz). The pipeline which I wrote reduced the data from a large list of [cycle ×
bycycle feature] dataframes (one for each channel and each individual) into a smaller list
of dataframes—one for each individual—that represented the mean bycycle features
across all cycles in each channel. The mean is a parametric method, which assumes that
the spread of bycycle features across all cycles in a channel follows a normal distribution.
This is shown to be true in the results section 3.2.
Kruskal-Wallis tests were performed on all 414 combination of channels and
bycycle features (18 channels x 23 features = 414 channel-feature combinations), to
compare the averages from each participant between the two groups (ex. the averages of
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the 22 PMS participants and 14 TD participants’ rise-decay symmetry in O1). The
Kruskal-Wallis test is a non-parametric test to determine whether the medians of two
groups' scores are significantly different. It was chosen because it cannot be assumed that
the spread of data points from each participant for a certain feature was normally
distributed. This is partially due to the small sample size. Feature/channel combinations
that resulted in a statistical difference with a significance level of p<.05 were seen as
locations and features for further analysis. See figure 3 for a summary of the pipeline that
resulted in this data.
The next goal was to determine if any of these possibly-significant tests survived
a multiple comparisons correction. In a test of 414 combinations, it is likely that ~20 tests
would be significant at the p<.05 level by chance. Multiple comparisons corrections are
usually not performed in an EDA, but correction allowed me to further hone in on
seemingly-significant features and channels. FDR, or false detection rate, was used as the
multiple comparisons method. FDR was performed on sets of 23 p-values, representing
each bycycle feature in a single electrode channel. For example, in O1, the 23 p-values
for rise-decay symmetry, monotonicity, time rise, etc. (all 23 bycycle features) were put
through one FDR correction. It was decided to do tests across sets of 23 channel-feature
combinations rather than across all 414 channel-feature combinations because the
channels represent independent locations, and one would expect significant features to
carry across neighboring locations. Comparison tests whose p-values were p<.05 before
FDR correction, and which remained p<0.1 after FDR correction were seen as features
worthy of further inquiry.
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Figure 3: Summary of the pipeline written to take outputs from Figure 3 (list of tuples
summarizing each participant's average bycycle features in all channels) and produce a
list of channel-feature combinations determined significantly different between groups at
p<.05 level before FDR correction and p<0.1 level after FDR correction.

Once FDR had been used to find combinations of features/channels with
significant differences between groups, another question remained: does the degree of
difference in this measure correlate with phenotypic severity of Phelan-McDermid
Syndrome? If a bycycle feature really is different between PMS and control groups, then
one would expect a correlation between the severity of PMS and the feature itself.
Because PMS has a heterogeneous phenotype, there is no composite measure that
represents severity of symptoms; however, we can correlate the severity of various
genotypic and phenotypic measures associated with PMS. Several of these measures, as
laid out in the Methods-Phenotypic Data section, were chosen specifically for these
correlations: Hg19bp deletion size, ADOS Severity Score, and the SSP Total score (see
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Methods section 2.2). Hg19bp size is actually a proxy for genotypic severity of PMS, as
it represents the size of the deletion of the SHANK3 chromosome. However, not all PMS
participants had a deletion (a few had a mutation), so the data was incomplete. ADOS
and SSP scores are proxies for phenotypic severity, with ADOS scores going up as
autism traits increase and SSP scores going down as sensory processing deficits increase.
The strength of correlations between a chosen bycycle feature and each of these measures
was assessed across all electrode channels and graphed in topographic plots to look for
trends.

2.6 Verification of Bycycle Method & Associated Pipeline
2.6.1 Histograms
Due to the novel nature of the bycycle processing pipeline, it was necessary to
confirm that the bycycle pipeline and corresponding data organization pipeline written for
this paper were sound methods of comparing group data. For the EDA, each individual
was described by a datapoint representing the mean of a bycycle feature across all cycles
in a channel of their recorded EEG. This involved data reduction on a large scale,
especially since the bycycle pipeline identified thousands of putative cycles for each
individual in each channel. To make sure the mean is a reliably descriptive statistic to
represent all of this data, I created histograms for each individual for certain
channel-feature combinations identified as significantly different between groups. The
shape of distribution, standard deviation, and standard errors were analyzed to determine
whether the mean represented a reliable statistic.
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2.6.2 Simulation
Two primary statistics used to compare individual mean statistics between groups
were p-values from Kruskal-Wallis tests, and average group differences of these data
points. It was necessary to ensure that any statistic with p<.05 was actually representative
of expected type I error rates for a group difference and also not confounded by
signal-processing factors or coding errors. Therefore, a simulation was created in which
all 36 participants were randomly assigned to be part of an experimental (PMS) or control
(TD) group, with 22 random participants in the experimental and 14 in the control group.
The data was processed with the bycycle pipeline as usual and taken to the level of
finding a single statistic for each individual, representing the average measure of a
bycycle feature in a particular channel.
Kruskal-Wallis tests were run across the new randomized group configuration to
determine p-values for group differences in certain channel-feature combinations. The
combinations were chosen from the list of those identified to be significantly different
between the groups from the EDA (see section 2.5). A simple difference datapoint was
also calculated by averaging the individual statistics in each group and subtracting the
resulting means. The groups were randomly assigned this way 100 times, and the
resulting p-values and mean differences were saved and eventually graphed in
histograms. If the two processing pipelines accurately attributed differences to groups,
then the simulation should have resulted in distinct distributions: a normal distribution for
the 100 randomized group differences, centered around a difference of 0, and a uniform
distribution for the 100 p-values, ranging from 0 to 1.
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2.7 Comparison with Existing Signal-Processing Methods
Finally, it was decided to compare the bycycle method with Fourier-based
methods to verify its processing once again. The point of the bycycle method is to
uncover information about EEG data that traditional methods do not, so a direct
comparison with any traditional method was not possible. However, one of the bycycle
output features, period consistency, in a certain frequency band can be seen as a proxy for
the spread of power in very narrow frequency bins, which allows for comparison with a
power spectral density calculation. Cole & Voytek describe period consistency as "the
maximum relative difference between all pairs of adjacent periods that include the cycle
of interest" (Cole & Voytek, 2019). When calculated for all cycles and averaged across
them, it represents on average the consistency in period length betweens adjacent cycles.
A period consistency of 1 (extremely consistent cycle length) would be represented in a
power spectrum by a singular peak at one frequency. A lower period consistency,
specifically in the alpha frequency band (8-12) might correlate with a wider power peak
in that frequency range.
To create the power spectra, each individual's pre-processed but unsegmented
EEG data was filtered in the 8-12 Hz range, with the method of bandpass filtering done in
two ways. In the first, I employed the same method as Cole & Voytek used in the bycycle
pipeline: an FIR filter, with a frequency response that can be seen in figure 4. In the
second, an IIR Butterworth filter of order 4 was used. Both bandpass filter methods were
used to see how filtering affected the power spectra peaks.
After filtering, a Welch's power spectral density estimate was used to calculate
and plot the power spectrum of each individual. Data was detrended towards the mean (as
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was done in pre-processing in BEAPP for earlier analyses). A Hanning window was used
on segments of length 1024, and an FFT of length 2048. At this point I calculated the
full-width half maximum (FWHM) of the power spectrum's alpha peak, whose size
would serve as a proxy for period consistency. To do this, the maximum y-value in the
8-12 Hz range was found, and the two points on either side nearest to half the maximum
value were located. The x-values of these two points were subtracted to find the FWHM.
The FWHMs of each group were run through a Kruskal-Wallis test and plotted in a
categorical scatterplot for comparison with the measure of period consistency from
bycycle.

Figure 4: Frequency response of the FIR filter used to bandpass filter the unsegmented
EEG's for comparison with power spectral density

2.8 Burst Analysis
The exploratory data analysis outlined above informed a supplementary analysis
on the waveforms which the bycycle pipeline determined to be "bursts''. As part of the
pipeline, the user chooses 4 thresholds that a putative cycle must surpass in order to be
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considered a burst: amplitude fraction, period consistency, amplitude consistency, and
monotonicity (see Appendix A for definition of terms). As stated, it was decided to
perform all of the initial analyses with thresholds of 0 for all, due to the fact that no
standards have been developed for optimal burst thresholds. However, due to the
importance of bursts according to Cole & Voytek, I decided to complete an abbreviated
data analysis on bursts to see how the results of the exploratory data analysis change
when some cycles were excluded.
Namely, I ran the same series of steps as in the exploratory data analysis:
Kruskal-Wallis tests on all channel-feature combinations, multiple comparisons
correction with a false detection rate, and correlations with PMS clinical measurements.
However, only cycles considered to be bursts with the following thresholds were used to
calculate bycycle average measures for each participant: amplitude fraction = 0, period
consistency = 0.5, amplitude consistency = 0.5, and monotonicity = 0.5. Amplitude
fraction was set to 0 because of the lack of knowledge of an appropriate threshold. The
other three thresholds were set to 0.5 because that is the median possible value. In
another study that used the bycycle method on a longitudinal infant EEG dataset, these
three parameters were sensitivity-tested across a range, and the median was determined to
be a stable threshold (Schaworonkow & Voytek, 2020). Though they were selected
manually, these parameters were kept consistent for all subjects.
The list of channel-feature combinations determined to be significantly different
was compared to the results from the EDA when using all cycles. I then chose one
channel-feature combination that overlapped between the two analyses to further perform
correlations within the PMS group.
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3. Results
3.1 Exploratory Data Analysis
Exploratory Data Analysis was first used to identify possible channel-feature
combinations of significant difference between the PMS and TD groups. Of the 414
combinations, 32 were identified as significantly different between groups (p<.05) with a
Kruskal-Wallis test. The significant combinations tended to cluster around electrodes in
C3, C4, P3, and F8, with a recurring appearance of the bycycle features rise time, trough
time, and rise-decay symmetry time as well as period consistency (Table 2).
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Table 2: A list of the channel-feature combinations whose Kruskal-Wallis tests between
groups resulted in p<.05 significance values. First column=electrode channel, second
column=bycycle feature, third column= Kruskal-Wallis test statistic, fourth
column=p-value

Running the 414 results through FDR correction led to a more succinct list of 15
channel-feature combinations that remained significant at p<0.1 after FDR multiple
comparison correction. These included rise time in 7 electrodes, rise decay symmetry in 5
electrodes, and period consistency in 2 electrodes, with the recurring appearance of C3
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and C4 for all three of these features, and of P3 for rise decay symmetry and rise time
(Table 3).

Table 3: results of FDR multiple comparisons correction of Kruskal-Wallis tests for all 414
channel-feature combinations. FDR was run on sets of 23 features at a time (going channel by
channel). Results with a p<0.1 after correction are shown here. P-values before and after
correction are displayed. First column=electrode channel, second column=bycycle feature, third
column= Kruskal-Wallis test statistic, fourth column=p-value, fifth column = accept or reject the
null hypothesis for multiple comparisons (only rejected ones are shown, meaning there is a
difference between groups), sixth column= new p-value after FDR multiple comparisons
correction

From this information, it was clear that a source of difference between groups
might have to do with the symmetry of EEG waves. Time rise-decay symmetry
(time_rdsym) is defined as the fraction of the period spent in the rise phase of a cycle
(versus the decay phase) (Cole & Voytek, 2019). A value of 0.5 means perfectly
symmetrical, while any deviation from 0.5 within the 0 to 1 range implies asymmetry.
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This feature is closely related to rise time (time_rise), the time between the current peak
and the next trough, and trough time (time_trough), the time between the previous decay
and the current rise. Before FDR correction, a repeating series of electrodes were identified
as significantly different between groups in all three of these measures, which makes sense
considering the features' relatedness. These were O1, C3, C4, and P3, where rise time and

trough time were identified as longer and cycles less symmetric in the PMS group than in
the TD group (figure 5). After FDR correction, only channel-feature combinations for
rise time and rise-decay symmetry survived, with the highest significance levels in C4,
C3, and P3 (table 3). Due to their physical proximity and repeated presence in lists of
statistical significance, C3, C4, and P3 were identified as the most likely candidates to
explain the group differences. P4 was also included in further analyses because of its
proximity and functional relatedness to P3. It is important to note that this series of
electrodes is concentrated over the sensorimotor cortices of the brain (figure 6).
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A)

B)
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C)

D)

Figure 5: Categorical scatter plots overlaid with box plots, representing group
differences for a specific channel and feature. Difference in group means and
kruskal-wallis test statistics for the group comparisons are shown. P-values are
uncorrected. A & B: average rise time across cycles for each individual in C3, C4, P3,
and P4. C & D: average rise-decay symmetry in C3, C4, and P3.
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Figure 6: placement of Extended International 10-20 electrodes overlaid on brain
regions. C3, C4, P3, and P4 lie over the parietal cortex, where the sensory and motor
cortices span the brain laterally.

Another source of difference (after FDR correction) occurred in the measure of
period consistency in C3 and C4. Period consistency is a measure of how rhythmic the
cycles are, equal to the maximum relative difference between all pairs of adjacent
periods, including the cycle of interest (Cole & Voytek, 2019). A higher average period
consistency means the periods of adjacent cycles are more consistently equal. In both C3
and C4, the PMS group had lower average period consistency (figure 7), meaning the
periods are less consistent.
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Figure 7: Categorical scatter plots overlaid with box plot, representing group differences
for average period consistency in C3 and C4. Difference in group means and
kruskal-wallis test statistics for the group comparisons are shown. P-values are
uncorrected.

The next step was to run correlations between measures of PMS severity and
these potential sources of difference. If a bycycle feature really is different between PMS
and control groups, then one might expect a correlation between phenotypic measures of
PMS and the degree of the feature itself. Again, the phenotypic measures used were
ADOS comparison score and the SSP Total score (see section 2.5), and the genotypic
measure of PMS severity was the size of the chromosome deletion for the SHANK3 gene
on chromosome 22. It is worth noting that not all 22 PMS participants had scores for each
of these: 17 ADOS comparison scores, 20 SSP scores, and 16 mutation sizes were
provided. It is also important to keep in mind that the continuous phenotypic variables
chosen may not capture the physical aspect of PMS that the group differences show.
Specifically, the SSP scores would capture sensory processing deficits and the ADOS
score the severity of autistic symptoms, while the gene deletion size is thought to be a
more global measure of PMS severity since it encompasses the amount of genetic
information that was altered in the individual. Spearman rank correlations were run
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between each of these measures and rise time, rise-decay symmetry, and period
consistency, which were identified above as the three features of repeated statistical
significance after FDR multiple comparison correction. Correlations were run not only in
the channels identified as significant above, but across the whole head so as to observe
patterns.
Results for rise-decay symmetry are shown in figure 8. Stronger correlations were
expected in those electrodes identified as having significant differences between groups,
namely C3, C4, P3, Fz and Pz (table 3). The expected pattern was not quite observed.
With mutation size, rise decay symmetry showed the strongest correlations in FP2
(rs(16)=0.5, p=.04) and Pz (rs(16)=-0.62, p=.01). With SSP Total score, rise decay
symmetry correlated significantly only in C3 (rs(20)=-0.46, p=.03). With ADOS
comparison score, rise decay symmetry correlated significantly in F7 (rs(17)=0.48,
p=0.04), FP1 (rs(17)=0.49, p=.04), and T3 (rs(17)=0.48, p=.04). In terms of the direction
of the correlation, a deviation from 0.5 in any direction indicates asymmetry for this
feature, with a value greater than 0.5 signifying rise time > trough time and a value less
than 0.5 signifying trough time > rise time. All of the significant correlations seen were in
the expected direction, where a longer rise time would correlate with higher symptom
severity, except for the correlation of Pz with mutation size. In terms of topographic
patterns, the direction of the correlation seems to switch from posterior and anterior
electrodes. It is worth noting, however, that the range of all participants' (PMS and TD)
data points for this measure was small, between 0.48 and 0.51 (Table 4).
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A)

B)

35

C)

Figure 8: Topographic plots of the 10-20 EEG electrodes. Spearman rank correlations
between the average rise-decay symmetry time in the alpha band and clinical measures
representing PMS symptom severity. For each row, the left topo-plot represents the
strength of the correlation (p-value) and the right represents the test statistics. A:
Correlations between average rise-decay symmetry and gene deletion size in PMS
participants. B: Correlations between average rise-decay symmetry and ADOS
comparison scores in PMS participants. C: Correlations between average rise-decay
symmetry and SSP Total score in PMS participants.
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Table 4: A list of all participants' average rise-decay symmetry values

For rise time, one would expect a positive correlation between rise time and PMS
severity due to the fact that the PMS group had higher rise times than the TD group in the
electrodes deemed significantly different between groups (after FDR correction) (figure
9). There were 7 such electrodes: O1, O2, C3, C4, P3, P4, and Pz. Again, this was not
quite the observed behavior, at least not consistently across measures (figure 9).
Statistically significant positive correlations were seen between rise time and mutation
size in FP1 (rs(16)=0.54, p=.02), Fz (rs(16)=.53, p=.03), FP2 (rs(16)=.62, p=0.01), and
T4 (rs(16)=.51, p=.04). Marginally significant positive correlations were seen in F7, F8,
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F4, F3, C3, and C4 (p<0.1). For SSP total score, one would actually expect a negative
correlation between score and rise time since a lower score indicates higher severity.
Marginal negative correlations were observed in C3 (rs(20)=-.37, p=.09) and C4
(rs(20)=-.33, p=.14) but no other statistically significant correlations were found.
A)

B)

C)
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Figure 9: Topographic plots of the 10-20 EEG electrodes. Spearman rank correlations between
the average rise time in the alpha band and demographic measures representing PMS symptom
severity. For each row, the left topo-plot represents the strength of the correlation (p-value) and
right represents the test statistic. A: Correlations between average rise-decay symmetry and gene
deletion size in PMS participants. B: Correlations between average rise-decay symmetry and
ADOS comparison scores in PMS participants. C: Correlations between average rise-decay
symmetry and SSP Total score in PMS participants.

For period consistency, one would expect to see a negative correlation between
PMS severity and consistency due to the fact that in group comparison, the PMS group
tended to have lower average period consistency than the TD group. The significant
differences after FDR correction were seen in C3 and C4. When correlations were run
across all electrodes, however, C3 and C4 were not isolated regions of significant
correlation. For correlating gene deletion size and period consistency, no electrodes
showed a significant correlation, though almost all correlations were negative (as is to be
expected) (figure 10). For the correlation of the SSP score and period consistency, the
strongest correlation existed in C3 (rs(20)=0.61, p=.01), but there was no significance in
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C4. For the correlation of ADOS comparison score and period consistency, there were no
areas of significant correlation, though all tended towards a negative correlation.
A)

B)
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C)

Figure 10: Topographic plots of the 10-20 EEG electrodes. Spearman rank correlations between
the average period consistency in the alpha band and clinical measures representing PMS
symptom severity. For each row, the left topo-plot represents the strength of the correlation
(p-value) and the right represents the test statistic. A: Correlations between average rise-decay
symmetry and gene deletion size in PMS participants. B: Correlations between average
rise-decay symmetry and ADOS comparison scores in PMS participants. C: Correlations
between average rise-decay symmetry and SSP Total score in PMS participants.

3.2 Verification of Bycycle Method & Associated Pipeline
3.2.1 Histograms
As explained in Methods, the correlations and t-tests run in the above sections used one
datapoint per individual, representing the average of a bycycle feature over all cycles in
one channel. Histograms were created for individuals to represent the spread of these data
points. As seen in the examples in figure 11, this analysis showed that the mean was in
fact a reliable statistic with which to summarize an individual's data. All individuals'
histograms for rise time and period consistency can be found in Appendix C.
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Figure 11: sample individual histograms for C3 period consistency, and P3 rise-decay symmetry.
Both are participants in the PMS group. See Appendix C for all participants

3.2.2 Simulation
The simulation explained in the methods section was run 100 times on the
channel-feature combinations determined significant after FDR correction. These
included P3/P4/C3/C4/Pz/Fz time rise-decay symmetry, P3/P4/C3/C4 rise time, and
C3/C4 period consistency. The 100 average group differences and kruskal-wallis p-values
were plotted in histograms (figure 12). As expected, the simulation resulted in a normal
distribution for the 100 randomized group differences–centered around a difference of
0–and a roughly uniform distribution for the 100 p-values, ranging from 0 to 1. This was
consistent across all channel-feature combinations. It can be assumed that running the
simulation many more times would have evened out the distributions further, but the
processing time to run these simulations prevented further trials.
Further, the true differences and true p-values (from the original groups) were
confirmed to be on the edges of each distribution through a percentile calculation. This
boosts the reliability of the "significance" of tests that had p<.05 from Kruskal-Wallis.
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A)

B)

Figure 12: Results of the 100 simulation trials for C3 and C4 period consistency. A:
represents the 100 p-values for a Kruskal-Wallis test on randomly assigned groups. These
p-values make a uniform distribution with differences ranging 0 to 1. B: represents the
100 group differences resulting from randomly assigned groups. Average differences
between groups make up roughly normal distributions.
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A)

B)
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Figure 13: Results of the 100 simulation trials for C3, C4, P3, and P4 rise time. A: represents the
100 p-values for a Kruskal-Wallis test on randomly assigned groups. These p-values make a
uniform distribution with differences ranging 0 to 1. B: represents the 100 group differences
resulting from randomly assigned groups. Average differences between groups make up roughly
normal distributions
A)
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B)

Figure 14: Results of the 100 simulation trials for C3, C4, P3, and P4 rise decay symmetry time.
A: represents the 100 p-values for a Kruskal-Wallis test on randomly assigned groups. These
p-values make a uniform distribution with differences ranging 0 to 1. B: represents the 100 group
differences resulting from randomly assigned groups. Average differences between groups make
up roughly normal distributions
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3.3 Comparison with Existing Signal-Processing Methods
Two methods of bandpass filtering were used to find the power spectral density in
the alpha range. When using the FIR bandpass filter, the FWHMs of the two group's
power spectra alpha peaks were significantly different (H(1)=6.20, p=.013). The mean
FWHM of the PMS group was 2.91 with a median of 3.05 Hz and the mean of the TD
group was 2.08 with a median of 1.95 Hz. When using the IIR filter however, a
non-significant difference in the FWHMs was found (H(1)=2.65, p=.10), though the
mean and median FWHM for the TD group was smaller than that of the PMS group: the
mean of the TD group was 2.09 Hz, with a median of 2.08 Hz, and the mean of the PMS
group was 2.59 Hz with a median of 2.75 Hz (figure 15). Examples of individual power
spectra, filtered in the two different ways, are shown in figure 6. All individuals' C3
power spectra for the alpha band can be found in Appendix C.
It is possible that the FIR filter provides outcomes more aligned with bycycle
processing, since it uses the same bandpass filter settings used in the bycycle pipeline to
filter the data. However, the two clearly different outcomes speak to the important effects
of small changes in pre-processing on significance levels. It is clear from figure 15, that
despite p-values, the PMS group's FWHMs clustered around a higher frequency range.
This is consistent with the discovery of the PMS group having significantly lower
period-consistency in C3 than the TD group.
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A)

B)

C)

Figure 15: Results of the FWHM calculations for power spectra in C3 alpha band. A:
Categorical scatter plot by group of results when pre-processing with an FIR bandpass
filter. B: Results of same calculation using an IIR Butterworth filter (order=4). C: results
of average period consistency in alpha band across C3, using bycycle processing. Results
are consistent with FWHM differences, as lower period consistency in the PMS group
correlates with a wider power spectrum.
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A)

B)

Figure 16: A: Alpha band power spectra of an individual participant from the PMS group, from
baseline EEG recording in C3. Left resulted from an IIR butterworth bandpass filter and right
from an FIR bandpass filter. Orange point represents peak power, blue diamonds represent the
frequencies nearest to half the power peak, and blue dashed line represents full width half
maximum length. B: Same for an individual in the TD group. Individual has two clear peaks in
the alpha band. Left resulted from an IIR butterworth bandpass filter and right from an FIR
bandpass filter.

3.4 Burst Analysis
The burst analysis was performed to see how much the results of the exploratory
data analysis changed when only cycles which the bycycle toolbox considered bursts
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were included. With the thresholds used, around 60% of cycles were considered bursts
and included in this analysis, with around 40% excluded. Kruskal-wallis tests were run
between groups on the average measures for all 414 channel-feature combinations. The
combinations which resulted in a significant group difference of p<.05 can be seen in
Table 5. Similarly to the results of the exploratory data analysis, the significant
combinations tended to cluster in the electrodes C3, C4, and P3. Several channel-feature
combinations that were considered to be significant earlier no longer made the list,
notably period consistency in C4. Several channel-feature combinations were also
significant in this analysis that were not significant in the prior analysis, notably period
length in P3 and C4.
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Table 5: A list of the channel-feature combinations whose Kruskal-Wallis tests between groups
resulted in p<.05 significance values. Only cycles considered bursts (at thresholds amplitude
fraction=0, period consistency=0.5, amplitude consistency=0.5, monotonicity=0.5) were
included in the calculation of averages for each individual. First column=electrode channel,
second column=bycycle feature, third column= test statistic, fourth column=p-value

Once FDR correction had been run to narrow this list down, the results were compared to
the FDR-corrected significant combinations from the initial exploratory data analysis.
Table 6 shows much similarity to the earlier Table 3. The only differences are which
electrodes have significance for rise decay symmetry (only P3 and O1 here versus
P3/C3/C4/Pz/Fz in the initial analysis) and the lack of significance in C4 for period
consistency. The same 7 electrodes in both analyses were considered significant for rise
time. In fact, 6 out of the 7 became more significant when bursts only were included, with
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p values all .05 or below after FDR correction. The spread of these differences for
P3/P4/C3/C4 rise time can be visualized in the categorical scatter plots in figure 17.

Table 6: results of FDR multiple comparisons correction of Kruskal-Wallis tests for all 414
channel-feature combinations. FDR was run on sets of 23 features at a time (going channel by
channel). Results with a p<0.1 after correction are shown here. P-values before and after
correction are displayed. Only cycles considered bursts were included in the analysis

A)
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B)

Figure 17: Categorical scatter plots overlaid with box plots, representing group differences for a
specific channel and feature. Difference in group means and kruskal-wallis test statistics for the
group comparisons are shown. P-values are uncorrected. Only bursting cycles were used to
calculate these measures. A: average rise time across cycles for each individual in C3 and C4. B:
average rise time across cycles for each individual in P3 and P4

From here, just as in the initial analyses, correlations were run between bycycle
features and PMS clinical measures across the scalp. I focused on the feature of rise time,
as this was the feature with multiple electrodes of significance, and which closely
matched the results of the initial analysis. The correlations were run with the same 3
clinical measures: SSP Total score, ADOS Comparison score, and Hg19bp deletion size.
Interestingly, a slightly different pattern was observed when only bursts were used for the
correlation. For instance, when correlating rise time and SSP sensory scores, all
electrodes exhibited a positive correlation. A negative correlation was expected and was
previously observed in the posterior electrodes in the previous analysis (figure 18).
Notably, the only two electrodes of near significance in this correlation were C3 and C4,
and these two did trend towards a lower positive correlation than the rest.
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For the correlation with ADOS comparison score and gene deletion size, a
positive correlation was expected. In fact, the correlations of rise time with these
measures became less positive in the anterior electrodes than they were in the previous
analysis, and more positive in the posterior electrodes than they were in the previous
analysis. The electrodes whose correlations were significant, however, were in the
anterior and medial electrodes. Overall, it seems that the exclusion of certain
non-bursting cycles changed the correlations across the head.
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A)

B)
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C)

Figure 18: Topographic plots of the 10-20 EEG electrodes. Spearman rank correlations between
the average rise time in the alpha band and clinical measures representing PMS symptom
severity. For each row, the left topo-plot represents the strength of the correlation (p-value) and
right represents the test statistic. Only cycles considered bursts were included for correlation
calculation. A: Correlations between average rise time and SSP Total score in PMS participants.
B: Correlations between average rise time and gene deletion size in PMS participants. C:
Correlations between average rise time and ADOS Comparison score in PMS participants.

4. Discussion
4.1 Exploratory Data Analysis
In the EDA, I explored potential sources of abnormality in the alpha band EEG of
individuals with PMS as compared to TD controls. Running Kruskal-Wallis tests on
individual channel-feature combinations across all electrodes resulted in the findings that
the PMS group had significantly higher average measures of rise time and rise-decay
symmetry than the TD group in the electrodes C3, C4, and P3, with near significance in
the same pattern in P4. Additionally, the PMS group had significantly less consistent
periods of cycle length as compared to the TD group in electrodes C3 and C4. C3, C4,
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and P3 also had significant differences in trough time, which is closely related to rise
time and rise-decay symmetry, but these were not further analyzed as they were no longer
considered significant after correcting for multiple comparisons.
As far as the rise time and symmetry differences, there are several pieces of
information that may explain these results. One obvious one is that C3, C4, P3, and P4
are placed above the motor and sensory cortices of the brain, which sit on the precentral
and postcentral gyri, respectively. Knowing that some of the main characteristics of ASD
(and therefore PMS) are sensory processing deficits and difficulties with motor planning
and imitation, it makes sense that the neural circuits in these areas produce atypical
waveforms. The data here suggest that abnormality exists in the form of longer rise times
and more asymmetrical waveforms. This hypothesis is supported by the negative
correlation in PMS participants between rise times in C3 and scores on the sensory
processing questionnaire. As rise times rise, the sensory processing deficits worsen. The
same correlation was seen in C3 rise decay symmetry, with a statistically-significant
association between increasing asymmetry and decreasing sensory processing scores.
The root of these abnormalities is unknown, though it may have to do with the
thalamocortical circuits which underlie the alpha rhythm. Alpha oscillations—known as
mu oscillations when present in the somatosensory cortex (where the central electrodes
lie)—are thought to be important for information processing. Mu rhythms are so called
due to their shape like the greek letter µ (mu). During resting state, the mu rhythm
inhibits irrelevant sensory information (Kropotov, 2016). Alpha power is also known to
have a negative correlation with fMRI BOLD signals, providing further evidence for its
role as an inhibitor (Kropotov, 2016). When an individual prepares to make a movement,
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however, their alpha power slowly becomes suppressed. During movement or tactile
stimulation, it is strongly suppressed, as it is replaced by faster activity at higher
frequencies (Kropotov, 2016; Garcia-Rill, 2015). Though there is less research on PMS
with EEG, there is research on the link between EEG alpha band characteristics and
ASD. Matthewson et al. (2012) found in a small sample of adults that those with ASD
showed higher posterior alpha activity than controls, and that certain phenotypic traits,
such as preferential attention to detail, correlated with levels of alpha activity. Similarly,
Edgar et al. (2014) found using MEG that in children with ASD, there was more activity
in alpha in the primary sensory cortices, and that alpha activity within ASD correlated
with worsening social responsiveness scores. Together these findings suggest that
individuals with ASD exhibit abnormal alpha power, and that the degree of the
abnormality correlates with phenotypic markers of autism. Given that PMS has high
comorbidity with ASD (32% of the PMS sample in this study had an ASD diagnosis, and
around 75% of all individuals with PMS have an ASD diagnosis), it is not unreasonable
to think a similar circuitry could be occurring. Though alpha power was not a point of
comparison in this study, the abnormalities in waveform shapes through rise time and
rise-decay symmetry indicate that alpha is affected in the brain of individuals with PMS.
On the neuronal level, inhibitory-excitatory balance might be able to explain the
alpha symmetry-related differences observed in the brain of individuals with PMS. Alpha
oscillations are thought to represent a general inhibition mechanism across the brain.
Mazaheri and Jensen (2010) propose that this inhibition is induced in pulses by
GABAergic interneurons on the nearby pyramidal dendrites. Further, they hypothesize
that increases in GABAergic inhibitory activity affect primarily the peaks of the alpha
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oscillations; in fact, Mazaheri & Jensen (2008) found in an MEG study that asymmetric
waveforms of the alpha rhythm, weighted towards the peaks, explained slow evoked
responses in response to stimuli.
There is already a well-documented inhibitory/excitatory balance in individuals
with ASD, which may transfer to PMS. One study involving mice found that a Shank3
duplication resulted in behavior that was consistent with a synaptic excitatory/inhibitory
imbalance, such as seizures and manic-like behavior (Han et al., 2013). Shank3 mutant
mouse models have also demonstrated decreased excitability of GABAergic neurons
(Chen et al., 2020). Therefore, an imbalance of GABA resulting in an
excitatory/inhibitory imbalance may explain the asymmetry in alpha cycles seen in this
data, which were more heavily weighted towards the rise of the cycle.
In regards to the period consistency differences in C3 and C4, period consistency
reflects the rhythmicity of the alpha cycles themselves. The lower consistency in
individuals with PMS could be explained by a bottom-up or a top-down approach. A
bottom-up explanation could be that the PMS participants were more likely to be
distracted by external stimuli, which are known to desynchronize the alpha rhythm
(Kropotov, 2016). Since the effects were mainly seen in C3 and C4 on the somatosensory
cortex, this means they may have simply made more physical movements during the
EEG, either causing them to collect new tactile input or to perform motor activity, which
disrupts the mu rhythm in C3/C4. On the other hand, the difference could be a top-down
one, explained by the excitatory/inhibitory imbalance. Or, it could be explained by a
combination of both: if the circuit-level differences in the PMS individuals cause them to
exhibit more movement, such as when individuals with ASD rock or flap, the movement
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would then have affected the EEG collection, creating a brain signal associated with
movement. It would be beneficial to analyze data on what participants were doing during
the EEG in the future.
Moving on to correlations, the topographic plots were used to verify whether the
group differences observed were real. Within the PMS group, I expected rise time,
rise-decay symmetry, and period consistency measures to correlate with the three chosen
measures of PMS symptom severity in C3, C4, P3, and P4. The three measures were
SHANK3 deletion size (which goes up with severity), ADOS score (which goes up with
severity), and SSP score (which goes down with severity). For rise time,
marginally-statistically significant positive correlations were seen across the frontal lobe
electrodes for both gene deletion size and ADOS scores, though not necessarily at
C3/C4/P3/P4 as would be expected (figure 9). Marginal correlations with the sensory
processing score were seen in C3 and C4, which is promising considering that it is a
measure of sensory processing and it was seen primarily in the sensorimotor electrodes.
For rise-decay symmetry, marginal correlations with gene deletion size and
ADOS comparison scores were seen in the frontal and parietal/occipital lobes (figure 8).
Interestingly, the anterior electrodes tended to see positive correlation while the posterior
electrodes tended to see negative correlations with these two measures. This might speak
to the fact that posterior parts of the brain primarily handle "bottom-up" information
while anterior parts handle "top-down." If the difference in rise-decay symmetry has to
do with information processing, as we've seen that alpha does, then an imbalance makes
sense. However, it is worth noting these contradictory findings could be coming from
limitations in the data: Only 17 participants had ADOS comparison scores, 20 had SSP
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scores, and 16 had mutation sizes. This comes from an already small sample.
Additionally, all rise-decay symmetry scores clustered closely around 0.5, ranging from
0.48 to 0.505, making a correlation calculation difficult.
Finally, period consistency had the strongest difference between the two groups
and also the most consistent patterns of correlation. In correlating period consistency and
mutation size, no electrode was found to be significant at p<.05, but every electrode had a
negative correlation (figure 10), meaning as PMS mutation severity increased, periods
got less consistent. For ADOS comparison score, aguin no electrode was found to be
significant at p<.05, but all tended towards negative correlations. For SSP scores, C3 and
P3 had significant positive correlations (p<.05), meaning as sensory processing issues
worsened, so too did period consistency. This is the effect I expected to see from a
correlation analysis of this type and it strengthens the hypothesis that period consistency
is abnormal in the alpha band of PMS participants. Additionally, this correlation was seen
not just in the sensory electrodes but also in frontal electrodes, signifying it may have a
wider-reaching effect. The fact that few electrodes were found to have statistically
significant correlations may suggest that there are findings at the whole-brain level which
cannot be captured perfectly at the single electrode level. Future analyses should do a
whole-brain average for correlations.

4.2 Comparison with Existing Signal-Processing Methods
Power spectral density calculations were used to indirectly compare the findings
of the bycycle method to that of an existing Fourier-based method. I expected the PMS
group to have longer full width half-maximums of the alpha band peak in C3/C4 than the
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control group, due to the finding of PMS having less consistent cycle periods in C3/C4
alpha. For C3 specifically (as this is where the analysis was run), this is what was found,
though the significance of that finding depended on whether an FIR or an IIR filter was
used to bandpass filter the original signal in the 8-12 Hz range. The FIR filter, which is
what the bycycle processing pipeline uses to filter as well, resulted in a significant
difference between group FWHM lengths. This finding verifies the fact that Cole and
Voytek's bycycle method is consistent with those that analyze EEG signals in the
frequency domain rather than the time domain. However, the use of PSD and FWHM to
represent period consistency also points to the fact that many of the bycycle outputs do
not have a direct equivalent in Fourier-based methods. In fact, Cole and Voytek
developed this method so that they could uncover information not previously available
from Fourier-based methods. Also, the fact that a small change in a pre-processing filter
had such a large impact on the FWHMs shows the variability that can be introduced
through pre-processing choices, which likely rings true for the bycycle method as well.

4.3 Burst Analysis
As stated before, burst analysis was done as a supplementary analysis with a
specific set of burst thresholds to see what, if anything, changed when I allowed the
bycycle pipeline to exclude ⅓-½ of the cycles which it deemed irrelevant to the analysis.
However, results should be considered cautiously due to the choice of one specific set of
burst thresholds. Other sets were not tested and may have outputted different results.
One promising result is that the features and locations of significant difference for
the PMS group remained mostly the same even when bursts were considered. They
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clustered around P3, C3, C4 and P4 and included features signifying some abnormality in
the waveform shape (rise time, rise decay symmetry, period, period consistency). Even
after FDR correction for multiple comparisons, the channel-feature combinations
considered significantly different between groups were remarkably similar to those found
to be significant when bursts were not considered. They included features related to the
symmetry of the waveform and they centered around the electrodes in the sensorimotor
cortices (Table 6). The fact that these same combinations showed up as significant when
non-bursting cycles were included suggests that either a) the burst thresholds were not
stringent enough to have an effect on the bycycle analysis or b) the results seen as
significant earlier were strong enough to stand out despite the presence of tonic
(non-bursting) cycles in the bycycle calculations. There is reason to suspect the latter
since the strength of the kruskal-wallis test increased for many of the results when bursts
were considered. Namely, the difference between the PMS and TD groups got stronger
when bursts were considered, specifically for P3 rise-decay symmetry as well as for P3,
P4, C3 and C4 rise time. However, the disappearance from this list of significant results
of C4 period consistency and P4/C3/C4 rise-decay symmetry suggests that a closer look
is warranted. Are there certain burst thresholds at which these would have remained?
Were these results simply a product of noise or non-bursting cycles? Many questions
remain.
Another consideration is the change in correlations between the rise time and
clinical features when bursts were considered. Though the location of electrodes with
significant correlations remained constant between analyses, the direction and size of the
correlation changed in several cases. Supposedly, these data should be more
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representative of the true correlation since the non-informative cycles were factored out
in the computation of bycycle features. However, the correlations changed in a way so as
to defy expectations that were previously met. For example, I expected a negative
correlation between rise time and SSP total scores, which was observed previously but
which now turned positive. The correlations were performed with a small sample size and
therefore a small change in burst analysis results has the potential to affect the size of the
correlations. It is also possible that the expected correlations were not observed because
the clinical measures which I used were not actually good clinical proxies for the
circuit-based neural features. In the future, I would do a sensitivity analysis across a
sliding scale of burst thresholds to see how it affects the significant measures, as well as
incorporate more phenotypic measures into correlation analyses to discover the root of
the changing correlations.

Limitations
Because this was an exploratory data analysis, no generalization can be made
about broad group abnormalities in individuals with PMS. The sample was quite small,
with just 22 PMS participants and 14 TD controls. Data collection was performed at
multiple sites and with different EEG net systems, which may have introduced
inconsistencies into data collection, though preprocessing was set up to address this as
best as possible. Another data collection consideration is that participants watched a
movie of their choice during data collection, which may have introduced random visual
stimuli effects. This is standard procedure for running EEG with neuro-atypical
populations, as the data would be too noisy otherwise. Fortunately, the data were not

64

time-locked so this should not have introduced a systematic bias into the data. However,
since the analysis was primarily done in the alpha band, which regulates sensory
attention, this factor should be considered in the future.
Another methodological consideration is that the data was heavily pre-processed
with BEAPP before being put through the bycycle pipeline. As I saw from the difference
in outcomes of the FWHM calculation just based on small changes in bandpass filtering,
any one of these pre-processing parameters may have a bigger effect than can be known
on the output. Also, the bycycle method is new and has not been applied to many datasets
thus far. Though I did use multiple methods to verify its uses, it should continue to be
compared to traditional methods. This is the first known application of the bycycle
method to a dataset with children, many of whom had noisy data.
In terms of my own method, the small sample size likely affected the power of the
statistical tests. Further, the need to reduce a large amount of data from bycycle's outputs
resulted in summarizing each individual through one datapoint reflecting the average
across all cycles in the whole recording. It would be informative and insightful in the
future to inspect individual's waveforms visually, or to split them into smaller chunks of
time. Data should be analyzed not just in terms of individual's mean bycycle measures
but their individual cycles, or at least smaller groups of cycles.

5. Conclusion
The goal of this study was to verify the methodology of the novel Bycycle python
processing pipeline and use it to perform an exploratory data analysis on a dataset of TD
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controls and individuals with Phelan-McDermid Syndrome. The development of a
supplemental processing pipeline allowed me to summarize and visualize the vast amount
of data provided by bycycle. This exploratory analysis revealed a data-driven hypothesis
for difference between the two groups involving the symmetry of their alpha cycles over
the sensorimotor cortices. A possible neurobiological basis for the observed differences is
an excitatory/inhibitory imbalance similar to that seen in Autism Spectrum Disorder.
However, the sample was small and the data heavily reduced to arrive at these
conclusions. Therefore, this study should provide a launching point for further analyses
using the bycycle method, which clearly uncovers information not readily accessible
through traditional methods of EEG analysis. This work hopefully enables
hypothesis-driven future studies on PMS and on other NDDs using the bycycle method.
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Appendices
Appendix A: Glossary
(from https://bycycle-tools.github.io/bycycle/glossary.html)

Period (period)
A single cycle of a rhythm, defined as the time between two consecutive troughs (or
peaks).

Peak (time_peak)
The time between the rise and decay zero-crossings.

Trough (time_trough)
The time between the previous decay and the current rise.

Rise (time_rise)
The time between the current peak and the next trough.

Decay (time_decay)
The time between the current peak and the last trough.

Rise-decay symmetry (time_rdsym)
The fraction of the period in the rise phase.

Peak-trough symmetry (time_ptsym)
The fraction of the period in the peak phase.

Sinusoidality
A symmetrical wave with 0.5 rise-decay and peak-trough symmetry.
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Voltage Peak (volt_peak)
The voltage at the current peak.

Voltage Trough (volt_trough)
The voltage at the trough before the peak.

Voltage Rise (volt_rise)
The voltage change between the previous trough and the current peak.

Voltage Decay (volt_decay)
The voltage change between the current peak and the next trough.

Voltage Amplitude ( volt_amp)
The average of the rise and decay voltage.

Band Amplitude ( band_amp)
The average analytic amplitude of the period or oscillation.

Burst
Additional shape features that aid in determining where a signal may be bursting.

Amplitude Fraction (amp_frac)
The average amplitude, relative to all other cycles. A value of 1.0 represents the cycle
with the maximum average amplitude. Values approaching 0.0 represents the
minimum.

Amplitude Consistency (amp_consistency)

74

The amplitude consistency of a cycle is equal to the maximum relative difference
between rises and decay amplitudes across all pairs of adjacent rises and decays that
include one of the flanks in the cycle (3 pairs) (e.g. if a rise is 10mV and a decay is
7mV, then its amplitude consistency is 0.7).

Period Consistency (period_consistency)
Period consistency is equal to the maximum relative difference between all pairs of
adjacent periods that include the cycle of interest (2 pairs: current + previous cycles
and current + next cycles) (e.g. if the previous, current, and next cycles have periods
60ms, 100ms, and 120ms, respectively, then the period consistency is min(60/100,
100/120) = 0.6)).

Monotonicity (monotonicity)
The monotonicity is the fraction of samples that the instantaneous derivative
(numpy.diff) is consistent with the direction of the flank. (e.g. if in the rise, the
instantaneous derivative is 90% positive, and in the decay, the instantaneous
derivative is 80% negative, then the monotonicity of the cycle would be 0.85
((0.9+0.8)/2)). The rise and decay flanks of the cycle should be mostly monotonic.

Burst Fraction (burst_fraction)
The proportion of a cycle’s samples that are bursting according to the dual amplitude
threshold algorithm (e.g. if a cycle contains three samples and the corresponding
section of is_burst is np.array([True, True, False]), the burst fraction is 0.66 for that
cycle).
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Appendix B : Explanation of processing pipeline
The primary data organization function, run_a_group(), takes in a folder of individual
participants’ segmented EEG data and loops through each one. Within the loop, it
performs the compute_features_3d() function from the bycycle package. It then reduces
the data from a list of dataframes to one dataframe, of the format [channel x bycycle
feature]. Each bycycle feature has been reduced to one data point representing the
average over all cycles in that channel. The user can select whether to only include data
from those cycles determined to be part of bursts (which will vary based on the
user-defined thresholds for what qualifies a burst) or data from all cycles regardless of
burst-status. The individual data frames are collected in a tuple and are tied to the
participant’s file name and net type for further processing. The output tuples of this
function—one for the PMS group and one for TD controls—can be saved and reloaded,
as they represent the basis for all future statistical processing.
For the purpose of exploratory analyses, the user can use another function, called
control_vs_pms() to compare the TD and PMS groups on a bycycle feature in a certain
channel. This uses a Kruskal-Wallis due to the small sample size and non-parametric…?
This function is embedded in the more useful function, “find_all_significant()”, which
performs said Kruskal-wallis test between groups on every 10-20 channel and every
bycycle feature combination (414 in total). It returns a dataframe of the measures deemed
significantly different between groups, where p<.05. Though these have not yet been
corrected for multiple comparisons, this dataframe presents an opportunity to observe
trends and identify possible sources of significant differences in waveform/cycle shape
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between groups. For example, if one bycycle feature, such as average time_rise, is
significantly different across groups in multiple channels, it might suggest a
biological/neurological basis and would warrant further analysis. If multiple comparisons
are desired, another function, fdr_correction_across_channels() performs an fdr
correction on sets of 23 measures, one channel at a time.
Once the above functions have been used to identify possible features and locations of
significance, the function find_correlations() can be used to see if in the PMS group, the
degree of an individual’s datapoint for that feature correlates with a clinical measure for
PMS. The clinical measures came from a .csv sheet with scores from each clinical test for
each PMS participant. The function takes in a channel and a clinical measure as
arguments and finds the strength of the correlation, using a Spearman-R correlation,
between each bycycle feature and that phenotypic measure for the PMS participants. The
functions laid out above aim to identify group differences between PMS and control
groups in EEG features, which as Mariscal and team (2020) point out, indicates
“circuit-level” differences. However, correlations within the PMS group allow us to see
whether the strength of the circuit level difference is indeed tied to the severity of PMS
symptoms. This would provide support for the presence of a significant group-level
difference with a biological cause.
Finally, functions were written to visualize the correlations across all channels for one
bycycle feature and one phenotypic measure. This allows the discovery of patterns across
the head.
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Appendix C: Supplementary Data
Histograms for all participants: C3 in time_rdsym with inclusion of all cycles
PMS Group

78

79

80

TD Group
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Histograms for all participants: C3 in period_consistency with inclusion of all cycles
PMS Group
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TD Group
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Individual Power Spectra in C3: IIR filter
PMS group
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FIR filter
PMS Group
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