Abstract-This paper focuses on congestion control over multihop, wireless networks. In a wireless network, an important constraint that arises is that due to the MAC (Media Access Control) layer. Many wireless MACs use a time-division strategy for channel access, where, at any point in space, the physical channel can be accessed by a single user at each instant of time.
I. INTRODUCTION

W
E CONSIDER the problem of congestion control over wireless, multi-hop networks. Nodes in such networks are radio-equipped, and communicate by broadcasting over wireless links. Communication paths between nodes which are not in radio range of each other are established by intermediate nodes acting as relays to forward data toward the destination. The diverse applications of such networks range from community-based roof-top networks to large-scale ad hoc networks. Over the past few years, the problem of congestion control has received wide-spread attention in the Internet context, where most of this research has focused on modeling, analysis, algorithm development of end-to-end control schemes (such as TCP), and adaptation of such schemes to ad hoc networks [1] . Recent work on congestion control problem provides an optimization-based framework for Internet congestion control and derives a differential-equation-based distributed solution in presence or absence of feedback delay with both primal [2] - [9] and dual [10] , [11] approach. Given routing path and bandwidth constraints, algorithms have been developed which converge and have a stable operation. In a wireless context, however, an important additional resource constraint that arises is that due to the Media Access Control (MAC). To address this, we consider a wireless system, where multiple frequencies/codes are available for transmission, and enables parallel communication in a neighborhood using such orthogonal channels. The wireless MAC in such a system use a time-division strategy for channel access [12] , [13] , where, at any point in space, the physical channel can be accessed by a single user at each instant of time (see Section II-A for details).
This paper formulates an optimization framework for congestion control algorithm in wireless multi-hop networks with the constraint imposed by the MAC. We develop a distributed, hop-by-hop congestion control scheme, which is shown to be stable in the absence of propagation delays, and allocates bandwidth to various users in a proportionally fair manner. In the presence of delay, we show that it has the property of spatial spreading. In other words, focused loads at a particular spatial location in the network get "smoothed" over space. In Fig. 1 , we illustrate this effect. Consider a node accessed by a number of flows. While an end-to-end control scheme could result in large transient overloads (due to delayed feedback) at a single node, a hop-by-hop scheme will "push-back" and cause congestion to occur over space, resulting in smaller peak overloads. Thus, even if the bottleneck node is very close to the receiver (the "worst case" for a hop-by-hop scheme), there are potential gains to be had due to spatial spreading. Hence, even if the total buffer requirement over the network is the same, the hop-by-hop scheme ensures that the buffers required are spatially spread.
Hop-by-hop congestion control algorithms have been studied in the wireline context [14] - [17] . Such schemes provide feedback about the congestion state at a node to the hop preceding it. The preceding node then adapts its transmission-rate-based on this feedback. Feedback is typically provided based on the queue length at the congested node. If the queue length exceeds a threshold, congestion is indicated and the preceding node is notified in order to decrease its transmission rate. It is well known that such schemes, by reacting to congestion faster than end-to-end schemes (the bottleneck node would send feedback backward, thus decreasing the delay in the control loop), result in better performance than a corresponding end-to-end scheme. However, Internet congestion control has been dominated by end-to-end schemes (in particular, TCP), and congestion control research in the recent past has focused on the end-to-end schemes, primarily due to scalability and deployability. Hop-by-hop schemes require to have per-flow state management in intermediate nodes, which generates scalability problems.
However, in a wireless network, the number of flows per node is of a much smaller order than in the Internet. Further, wireless networks usually have per-flow queueing for reasons of packet scheduling [12] , [18] , [19] , and the fact that different users are at different locations, thus requiring different physical layer strategies (such as the channel coding and modulation scheme of the power level). In fact, recent studies indicate that per-flow handling may be feasible even in the Internet. In the Internet context, the authors in [20] have measurements to suggest that even in the Internet, per-flow queueing is possible, as the number of active flows is in the tens or few hundreds, which can be supported. Thus, the hop-by-hop schemes seem feasible over a wireless multi-hop network.
Related work includes [21] , where the authors consider max-min fair scheduling in the context of a wireless network using a similar model as that considered here for media access control (MAC). The authors develop a token-based local scheduling policy at each node to ensure max-min fairness. The work on congestion (or rate) control algorithm in wireless ad hoc networks also has been considered in the context of cross-layer design, where medium access control was jointly studied [22] , [23] . In [22] , the authors focus on proposing a unified framework for joint rate control and medium access scheduling using a dual approach, and proving stability the proposed algorithm in absence of delay. Recent work in [23] generalizes the resource constraint discussed in this paper (by considering secondary contention as well as primary contention) imposed on MAC layer using flow contention graph, and proposes joint congestion control and media scheduling algorithm based on optimization framework in the context of only end-to-end controllers. This paper differs from the above-mentioned work in that under MAC constraints in (multi-channel) wireless ad hoc networks, we develop rate-based hop-by-hop as well as end-to-end congestion control algorithm with the objective of (weighted) proportionally fair resource allocation among users. In particular, we prove that the proposed hop-by-hop algorithm is also stable in spite of coupling of transmission rates at each hop in absence of delay. Further, we derive bounds on peak queue lengths in the presence of propagation delay, both with an end-to-end and hop-by-hop scheme, and quantitatively demonstrate spatial spreading in the hop-by-hop control.
A. Main Contributions and Organization
The main contributions of this paper are the following. 1) We develop (weighted) proportionally fair congestion control algorithms (both hop-by-hop as well as end-to-end) with the MAC constraint being imposed in the form of a channel access time constraint, using an optimization-based framework. In the absence of delay, we show that these algorithms are globally stable using a Lyapunov-function-based approach. In particular, with the hop-by-hop algorithm, we have a collection of coupled controllers due to the fact that each node along a session's path implements a separate congestion controller. We show that this system of coupled controllers converges to a unique fixed point, which satisfies the proportional fairness condition. 2) We consider the evolution of these algorithms in the presence of propagation delay. We analytically show the effect of spatial spreading, by explicitly deriving the reduction in peak buffer overload under the hop-by-hop scheme for a feed-forward network. We show that at a bottleneck node, the difference in the peak queue length between an end-to-end scheme and a hop-by-hop scheme is at least of order , where is the number of hops, is the number of sessions, and for all . We begin with a description of the system model in Section II, and discuss a utility-function-based network optimization framework. In Sections III and IV, we develop a distributed end-to-end and hop-by-hop congestion control algorithm, and prove the stability of both algorithms in absence of delay. Next, in Section V, we also develop a distributed end-to-end and hop-by-hop algorithm with delay, based on which, in Section VI we illustrate spatial spreading in a hop-by-hop algorithm by means of deriving bounds on the peak queue lengths in the presence of feedback delay. We provide simulation results in Section VII to validate the analysis.
II. SYSTEM MODEL
A. Access Structure and Network Model
Consider a network with a set of links, a set of vertices (nodes), and let be the finite capacity of link , for . Each vertex corresponds to a node in the network. Each data flow in the network corresponds to an ordered sequence of links , and we denote as the set of possible sessions. 1 Thus, we model a wireless link between any two nodes in the network to have a finite positive capacity. We further assume that there is no data loss due to channel errors, and we ignore the effect of control data on the usage of channels, and implicitly assume no power control at the node.
In reality, wireless channels are time-varying [24] , where each link has some average capacity which will depend on the physical layer scheme. However, in this paper, we model the link to have a fixed capacity. Such a modeling is reasonable when the congestion controller changes slowly compared to a MAC packet transmission time, and MAC packet transmission spans multiple channel states, thus resulting in the channel capacity appearing constant (see also [21] , [23] for a similar constant capacity model).
We next describe the access structure considered in this paper. We consider a wireless system, where multiple frequencies/codes are available for transmission (using FDMA/CDMA), where frequency/code (resource) is allowed to be reused in the network, as long as the nodes using the same resource are sufficiently apart and are not involved in the same "contention," enabling parallel communications in a neighborhood using such orthogonal FDMA/CDMA channels (see [21] , [25] , [26] for additional discussion).
In this wireless system, a single transmission is intended for only one receiver, and each node has only a single transceiver, and hence only half-duplex communication is allowed. Further, a node can successfully receive from at most one other node at the same time. Thus, at any instant of time, data flows that do not share nodes can transmit/receive simultaneously, but data flows that share a node cannot do so. In other words, simultaneous transmissions can take place over links (i.e., between a pair nodes) as long as the links do not share a common node. We next describe the constraints on the data flows that follows from this wireless system model.
B. Time Constraint
There are two types of constraints that are imposed, namely, 1) the link constraint and 2) the time constraint. The link constraint (usually considered in wired networks) corresponds to the fact that the sum of date rates of all sessions that traverses through link is not greater than , the capacity of link . The time constraint means that at any instant of time, there can be only one instance of communication at a given node. To illustrate a fluid model for this constraint, we consider an example shown in Fig. 2 .
The network consists of three sessions, , , and , as shown in Fig. 2 . Let be the data rate of the sessions, respectively. We observe that the time constraint is imposed on each node in the network. Let us consider node C in the figure, and define , , by if traverses the link otherwise.
Observe that can be interpreted as the fraction of time node C expends to receive data of session 1 from node A over a unit interval of time. Similarly, is interpreted as the fraction of time expended by node C to transmit data of session 1 to node D over a unit interval of time. Similar interpretations hold for all . Thus, as total fraction of time expended at node C cannot exceed 1, the time constraint at node C is Similar time constraints apply for all other nodes in the network.
In general, however, the time constraints presented above are not sufficient to ensure that a feasible MAC protocol exists [21] , [26] . A feasible MAC always exists if the time constraints are relaxed by replacing the right-hand side of the expressions (i.e., the term "1") by a parameter [26] . In this paper, we consider a fluid model for the MAC, and do not focus on the actual implementation (i.e., MAC protocol) of the resource sharing mechanism at each node. At the fluid time-scale, the details of these different MAC protocols manifest only as an efficiency factor that is captured by the parameter , , which governs the fraction of time that the time resource at each node can be used for successful data transfer. For example, the time constraint at node C is represented by The efficiency factor is chosen such that some MAC protocol is feasible for the given network topology and session configuration. From our earlier discussion, , , ensures that a time-division MAC is always feasible independent of the network topology. Further, an inefficient MAC scheme would be associated with a larger value of , . For example, an ideal MAC algorithm would allow the maximum possible (subject to MAC feasibility) time resources at each node to be used for successful data transfer. However, an ALOHA-based MAC would have inefficiencies associated with it, which would allow only a fraction of the time resources at a node to be used for successful data transfer. Table I presents the link and time constraints for the network in Fig. 2 . As we can observe from the table, the link constraints are subsumed by the time constraints. Any link constraint is trivially a time constraint, if it is the only flow and terminates at the node. In all other cases, the time constraint is strictly stronger than a link constraint. Thus, we do not need to consider link constraints, and will henceforth restrict ourselves to only time constraints.
C. An Optimization Problem
Let us denote , , and as the number of links, nodes, and sessions, respectively. For any link and ses-sion , let if link is in the path of flow , and 0 otherwise. Thus, we define the matrix by if link in session otherwise.
Similarly, define if link is incident on node , and 0 otherwise. Thus, the matrix is defined by if link incident on node otherwise.
Using and , the time constraint for a given network can be expressed as (3) where , , and corresponds to the vector of user data rates. For each user (session) , let be the data transmission rate. Associated with each user (session) is a utility function , which is the "reward" or utility that user gets by transmitting at the rate of (see [2] for further discussion). Assume that the utility is an increasing, strictly concave, and continuously differentiable function of over the range . In this paper, we restrict ourselves to weighted proportionally fair utility functions of the form . From a resource allocation point of view, the resource allocation achieved under any concave and increasing utility functions can be achieved by a weighted proportionally fair allocation 2 [27] through appropriate choice of weights . The objective is to maximize total utility in the network subject to the link and time constraints. In this paper, we develop congestion control mechanisms to share the time resources in the network in a (weighted) proportionally fair manner. Thus, with session rates , we need to solve subject to
As the cost function is strictly concave and the constraint set is convex, there is a unique solution to . In Section III, we develop a decentralized congestion control algorithms (both hop-by-hop and end-to-end) to address .
III. DISTRIBUTED END-TO-END ALGORITHM
A. Algorithm Description
In this section, we develop an distributed end-to-end congestion control algorithm to solve . In this paper, we do not consider the optimal global MAC scheduling problem. Thus, "distributed" in this paper means that the congestion controller itself is distributed, since each source needs only local information on resource usage and feedback from the network to adjust its transmission rate. Similar discussion holds for the hop-by-hop congestion control presented in Section IV.
As the optimization problem has a strictly concave cost function, and convex constraints, we solve using Lagrange multipliers. The Lagrangian of the problem is (4) We denote the input and output link of a session on the node when a session goes through as and , respectively (for instance, in Fig. 2 , and ). For completeness, for the source and destination nodes, we define and , respectively, where the source and the destination node of session are denoted by and . Let us denote as the set of all downstream nodes from node in the path of session . Thus, is the collection of all nodes in the path of session .
By differentiating (4), we have (5) Therefore, the unique solution to the problem is given by the following condition:
We now present rate adaptation mechanisms for session sources. At each time , we denote the transmission rate of session by . Suppose that adapts according to (7) where (8) is a marking function at node , and determines the fraction of flow to be marked. Here, corresponds to the set of sessions incident on node , and is a fixed constant. This function is an indicator of (time) congestion at a node, and sources adapt based on the congestion indication [2] , [3] . As in the Internet context, this function is assumed to be a continuous, increasing function with range . Observe that (7) is analogous to the differential equation developed in [2] . However, (7) differs from the algorithm of [2] in that (7) handles relative transmission or reception times instead of actual rates. In practice, the incoming/outgoing rates could be known to the nodes by measuring the amount of data over a small interval of time.
To understand the intuition for (7), observe that is interpreted as the price for using node per unit time. In addition, is the fraction of time the MAC at node expends in receiving and re-transmitting (to the next hop) the data from session . As time is the resource in our formulation, the total cost of using node equals .
Thus, the source congestion control mechanism tries to equalize the aggregate cost with .
B. Marking Function
Corresponding to each node in the network is a marking function . In this paper, we consider a marking function of the form (at node ) (9) This marking function has the interpretation of the fraction of time lost when the time usage at node exceeds a certain level , called the "virtual time" (This is similar to the concept of "virtual capacity" in [3] ). As seen in (8) , the parameter of is the sum of MAC time utilizations by all flows, both incoming and outgoing, at node .
Thus, as discussed earlier, marks the fraction of flow which exceeds a time threshold . Observe that the total time utilization at the MAC cannot exceed 1. Thus, is a parameter that controls the desired time utilization at the node. For instance, for an inefficient MAC (say, random access), one would set . If the MAC is more inefficient at node , the (equilibrium) utilization at that node is smaller. This means that the node has to mark more packets. Thus, an inefficient MAC has low value of .
We will discuss the choice of this parameter in Section III-C.
C. Stability Analysis
In this section, we show that the system of controllers defined in (7) is globally stable. The proof is analogous to that in [2] . Let the function be defined by (10) We can show that is a strictly concave function, with a unique equilibrium .
Then, with a slight extension to [28] , we can find virtual times at each node , and , such that the unique maximum of the optimization problem given by (10) also solves . Thus, the equilibrium rate can be suitably chosen by choosing appropriate values for the time thresholds , and the constant . In particular, is chosen such that the equilibrium solves the optimization problem discussed in Section II-C. Due to space limitation, we skip the proof. Adaptively choosing these parameters in a manner similar to that in [28] , [29] is a topic for future research. We now show that the congestion controllers described by (7) and (8) converge to this equilibrium point. Now, we have the following proposition on the stability of the end-to-end congestion controller.
Proposition 3.1: is a strictly concave, Lyapunov function for the system of differential (7). The unique value of maximizing , denoted by is a stable point of the system, to which all trajectories converge. Proof: The proof is analogous to that in [2] , where we use the Lyapunov function defined in (10) . We skip the details.
IV. DISTRIBUTED HOP-BY-HOP ALGORITHM
In this section, we develop a distributed hop-by-hop algorithm for congestion control. First, we observe that the congestion controller at the source of each session reacts based on the sum of the congestion prices at each node. Instead of passing this feedback downstream as in the end-to-end algorithm, one could envisage a scheme where each node passes the (partial sum) price upstream. In other words, each node adds its current congestion cost to that it received from a downstream node, and passes this information toward the upstream node. The source will ultimately receive the sum of all price information from the corresponding downstream nodes and use the information for controlling rates. We refer to Fig. 3 for the illustration of the hop-by-hop algorithm.
The basic idea of a hop-by-hop algorithm is that every node in the path of the session operates a congestion control algorithm. In Fig. 3 , the congestion price at node C is passed to the upstream node B. Node B computes its local congestion price and adds it to the congestion price from node C. Node B adapts its transmission rate to node C based on this sum of congestion prices. In addition, node B passes this sum of two prices to the upstream node A. Using this "price passing" method, the source of session 1 receives aggregate congestion price from its downstream nodes and controls its transmission rate based on it.
Let us denote as the actual transmission rate at the th hop of session in the hop-by-hop control algorithm. Corresponding to each node along the path of session is a virtual transmission rate , which is described by
where is the node corresponding to the th hop of session . are defined similar to that in (8) , but with the actual transmission rates instead of the source transmission rates. Along the path of each flow , and for each hop , the initial conditions for the virtual transmission rates are assumed to satisfy (in particular, all of them could be equal).
Thus, in the above algorithm, we sum over all prices downstream along session . Thus, each node operates a (per-flow) controller based on the perceived congestion due to downstream nodes, and determines the maximum rate it can transmit at (the virtual transmission rate). The actual rate it chooses transmits at the rate of the minimum of the incoming data rate 3 from th hop node in the session's path (the previous hop node), i.e, , and the maximum possible rate . We comment that at each intermediate node, the controller has knowledge of the local link rates, as well as the "ramp-up" constant for each of the sessions that is incident on the node. It can be shown that the stability analysis and later analysis are valid even if the node uses an upper bound on the ramp-up constant. Thus, from an implementation perspective, one could assume that are globally bounded by some value , and use this value at each intermediate node. Heuristically, the convergence proofs are valid even when a bound is used because the data transmission rate into the network is ultimately governed by the source, which will use the correct value of . However, to keep the exposition simple, we will use the exact value of at each node in this paper.
Proposition 4.1:
The transmission rates for the hop-by-hop controller described in (11) and (12) converge to the equilibrium value given in Proposition 3.1. In particular, for each route , and for each hop , as . Proof: At any fixed time , note that decreases along a flow path. This follows from (12) , where the implies that . Further, from (11) , it follows that the sum of the Lagrange multipliers decreases along a flow path (as smaller number of nonnegative terms added as we get closer to the destination). These two facts imply that from (11) . This observation, along with the ordering of the initial conditions of implies that increases along a flow path (i.e., for increasing values of ). In other words, for each , , , we have
Next, for each , , from (12), we have that
Thus, from (13) and (14), we have . Hence, it follows that This implies that, for each flow , the actual transmission rates are the same over all hops. This in turn implies that the source dynamics for flow is the same as source dynamics of the end-to-end controller. Hence, from Proposition 3.1, the result follows.
We finally remark that in practice, will be bounded by a finite constant (typically, the output link capacity). This is to ensure that in the absence of congestion, the virtual capacity does not become unbounded (this can happen for instance, if the congestion occurs only upstream to a particular node, and thus, all downstream controllers are redundant).
V. CONGESTION CONTROL WITH DELAY
In the previous section where we proved stability, we assumed that the time resource was large enough so that queueing did not occur (or equivalently, the time threshold are suitably chosen). In this section, we do not make such an assumption. We will study the dynamics with queueing in the presence of feedback delay.
For the end-to-end algorithm, we denote the output transmission rate of session traversing the link by . Thus, and are the incoming input and outgoing transmission rate of session at node in the end-to-end algorithm, respectively. Similarly, for the hop-by-hop algorithm, we denote the actual and maximum (virtual) sending rate of session traversing the link by and , respectively. Thus, and are the actual incoming input and actual outgoing transmission rates of session at node , respectively.
Finally, each node has a per-flow buffer to temporarily store data before forwarding. We denote the queue length of session at node by .
A. The End-to-End Controller With Delay
Unlike in the delay-free case considered in Section III, queueing can occur at intermediate nodes due to feedback delay. In this section, we describe the detailed dynamics of rates for a session at each node.
For each node , let us define by Thus, is the fraction of the time resource at the MAC of node consumed by incoming flows, and corresponds to the set of sessions incident on node . We will assume that the MAC protocol at the nodes ensure that . Thus, if a timing overload occurs at a node, data loss will occur, causing unsuccessful transmissions to be queued at the preceding hop (where the data was transmitted from). We assume a suitable error and collision detection mechanism exists such that data is queued in case of timing overload. Thus, from a fluid model perspective, we can assume that the successful data transmission into a node satisfies . In addition, a poor MAC protocol may not be able to support a time utilization of "1" (for instance an ALOHA-based MAC would have a maximum time utilization less than 0.36). However, in the following discussions, we will assume that the MAC can support a time utilization of "1" for notational ease. The results that are presented can be easily generalized to nonideal MACs by suitable scaling.
Let us now define
The interpretation of is the following: If there is no congestion at the node , the output transmission rates would simply be equal to the incoming rate.
is the time utilization at the MAC in such a case.
We now consider the following two cases. 1) As the time utilization at the node will exceed "1" if the output flow rates equal the input flow rates, we decrease the transmitted output rates such that the time constraint is met. In other words, we choose such that , and set the output transmission rate by . The remaining flow (of fraction ) is queued at node .
2)
In this case, the output flow rate for each session can be set to at least the input rate of the corresponding session. If some of the sessions have strictly positive queue lengths, i.e., users with backlogged queues (corresponding to congestion in the past), these users are allocated output rates that are greater than their input rates. The rates will be allocated in some fair manner (for example, a proportional rate increase to all backlogged users), subject to the timing constrain being met. Let us denote be the set of backlogged sessions at node at time . We choose such that the time utilization at the node is less than or equal to one, and for all sessions , .
B. The Hop-by-Hop Controller With Delay
We now develop the dynamics of the hop-by-hop controller with delay. As in the Section V-A, we define the total time utilization due to incoming flows at node , by Let us denote be the set of backlogged sessions at node at time , and define where is the maximum possible rate for flow at node , and is described by (11) . We now consider two cases: 1) In this case, there is no scarce time resource at this node. If the user queues are zero, the output rate is simply equal to the input rate. In general, the output rate for session is given by if if
2)
In this case, the time resource at node is potentially not sufficient to handle the output rate. Similar to Case 1) for the end-to-end controller in Section V-A, we choose such that , and set the output transmission rate correspondingly.
VI. SPATIAL SPREADING
In this section, we derive the peak occupied buffer size with the end-to-end controller as well as with the hop-by-hop controller described in Section V. We consider the evolution of these algorithms in the presence of propagation delay. We analytically show the effect of spatial spreading by explicitly deriving the reduction in peak buffer overload under the hop-by-hop scheme.
Consider a feed-forward network, shown in Fig. 4(a) , with sessions where the links are symmetric and have the same propagation delay. Let us denote the link (one-hop) round-trip delay by (i.e., a link propagation delay = ). Further, we assume that all the sessions has the same end-to-end round-trip delay (denoted by ). Thus, all sessions have number of hops in their end-to-end path. We assume a single bottleneck in the network (see Fig. 4) , and that the delays from the sources to the bottleneck are all equivalent. We also assume that the capacities of other links than those of input or output links of the bottleneck node are well provisioned, such that congestion occurs only at the common point for all the flows [the bottleneck node in Fig. 4(a) ]. We will first consider the end-to-end scheme and compute maximum queue length at the bottleneck node.
Since we consider a system with flows, we scale the capacities of the bottleneck node with the input and output capacities of the bottleneck node being and , respectively. This scaling ensures that the steady-state rate allocated to each user is invariant with the number of sessions. Physically, this would correspond to a bandwidth scaling at the bottleneck. To mathematically reflect such a scaling, we scale the congestion price appropriately such that the equilibrium rate for each user is invariant with . In other words, the fraction of flow marked at the bottleneck, , is invariant with , where is the congestion price at the bottleneck in the th system; see (8) (i.e., either the marking function or the value of can be scaled for the th system; this is analogous to scaling the marking function in [9] , [30] ). Hence, the dynamics of each flow at the th system are given by (15) Then, the steady-state rate of flow , denoted by is given by where is the average steady-state rate over all flows, and is invariant with . Note that is the virtual time constant of the marking function (9), and is the marking function of the bottleneck node.
Further, we assume that the equilibrium rates are stable, (i.e., , where is the MAC efficiency at the bottleneck node). This ensures that the queue lengths are zero at the bottleneck link when the system is at equilibrium (however, queues will build up during transients due to network propagation delay).
We finally comment that we have assumed that the feedback (marks) do not experience congestion, and that the delay in the feedback is solely due to propagation delays. As we have per-flow queueing, a packet implementation to approximate this could be the following. When congestion occurs at a node, instead of marking the incoming packet (implemented via setting the ECN (Explicit Congestion Notification) bit [31] ), one could mark the head-of-line (outgoing) packet in the queue of the corresponding user. This would ensure that the queueing delays are minimized for the feedback, and that the source gets the appropriate feedback. Such a scheme seems feasible in a wireless context, as per-flow queueing is expected to be implemented for scheduling as well as physical layer reasons [12] , [18] , [19] . Further, the number of flows in this network is expected to be of a smaller scale than that in the wired network.
Let and . By summing (15) across all sessions, we obtain (16) where , , and . Next, for each time , under the end-to-end control scheme, let us denote the average (over flows) queue length (across sessions) at the bottleneck node by , and the average input and output rates by and , respectively. Observe that congestion occurs if , where and . Since the constant scaling of and does not affect the analysis result (Lemma 6.1 and Proposition 6.1), we assume that for notational simplicity.
Further, observe that . We now describe the dynamics of the queue length process. We consider several cases: 1)
2) and The dynamics of are identical to that in Case 1). 3) and In this case, as the buffer at the bottleneck node is empty, and there is no congestion, we have . Thus, with (18) we have if if (19) where . As discussed earlier, we assume that the equilibrium rate is stable. Thus, we let be the node utilization at the bottleneck node, i.e., , where . We next derive the "worst case" peak initial queue length at the bottleneck node under the end-to-end controller as well as a hop-by-hop controller, and with the system starting from rest (i.e., the value of the first local maximum of the queue length at the bottleneck, when all initial conditions are zero). Let us define to be the (unscaled) initial maximum queue length at the bottleneck node in the end-to-end control with the one-hop round-trip delay and the number of hops (links) for each session being and , respectively (thus, the end-to-end round-trip delay is ). Also let be the peak (initial) queue length for the scaled system defined by (16) and (19) . Let (20) With this definition, we have: Lemma 6.1: Fix any . Then, we have , and for any , with , such that , . The proof consists of two parts. We first derive an upper bound on the queue length for a one-hop network (with delay ) by 1) observing that the source controller increase rate cannot increase faster than (i.e., ), and 2) by providing a lower bound on the rate of decrease of the arrival rate, once the controller rate has peaked. More precisely, for time , where is the time at which the controller rate peaks (see Fig. 6 ), we show for some explicitly constructed . This upper bound is denoted by , and formally given by (20) . We next derive a lower bound on , by appropriately bounding the end-controller transmission rates.
Using this lower bound, and the upper bound for the one-hop system, the lemma is proved. The details of the proof are presented in the Appendix.
Using this result, we prove the main result of this section. Similar to and , let us define to be the unscaled maximum queue length (due to initial transients) with the hop-by-hop control, and to be the corresponding scaled queue length. We then have Proposition 6.1: Fix any . Then, for any , with , such that , . Proof: The proof proceeds analogously to that in Lemma 6.1. As the control loop for the hop-by-hop controller has roundtrip delay , the upper bound derived for the one-hop end-to-end controller with round-trip delay of can be shown to also hold here, i.e.,
. Now, from Lemma 6.1, the desired result follows.
Remark 6.1: The tree network in Fig. 4(b) is a special case of the feed-forward network, such that each session has a separate path. The tree architecture could be used in a community roof-top wireless network, where a single wired based station could be used to provide community Internet access. Tree architectures are also popular in Bluetooth-based ad hoc networks [32] , [33] , as well as in broadcasting applications [34] . In Section VII, we will see that we achieve significant gains for the tree network even with only five flows.
VII. SIMULATION RESULTS
In this section, we present simulation results that compare the hop-by-hop algorithm with the end-to-end algorithm, and show that there is a significant decrease in the peak load with the hop-by-hop algorithm. We consider packet level simulations using the ns-2 [35] simulator. We have made suitable modifications in ns-2 to support hop-by-hop as well as end-to-end controllers with a MAC.
A. Simulation Setup
The network topology used in the simulation is a tree network shown in Fig. 4(b) , with five sessions and five hops from the sources and the destinations. Each of the input and output links at the bottleneck node has a bandwidth of 5 Mb/s. Since we use a fixed size packet of 1000 bytes, this corresponds to 625 packets per second. Thus, the equilibrium rate over one session at the bottleneck is 62.5 packets per second.
In our ns-2 implementation, we have assumed a separate side channel for communicating prices (with a bit rate of 1 bit per data packet) that enables a simple implementation. In practice, this price information can be embedded in ACK packets. We used a fixed data packet size of 1000 bytes. For every one data packet, the associated ACK packet contains one ECN bit, which represents marked/unmarked status. To compute the price information at every node, each node measures outgoing/incoming data rate over all incident links on the corresponding node in the following manner. For outgoing rates, the node knows the transmission rates (from the congestion controller at the node), and for incoming rates, the node measures rates by computing inter-packet times (using a sliding window mechanism). Thus, we have the 95% node utilization. In our implementation, we approximate the fluid model for a MAC with a time-division MAC. The MAC protocol implemented in the simulation is a simple centralized TDMA MAC protocol (a centralized scheduler that distributes the requested number of time slots to each link). A time slot interval is chosen to be the transmission time of a single packet. If the incoming/ outgoing traffic imposed on a node violates the timing constraint, as discussed in Section V in the paper, we give higher priority to the incoming traffic to the nodes (in this case queueing occurs on the output link buffer).
B. Simulation Results
Fig. 5(a) and (c) plots the instantaneous sum rate of five sessions for 10 ms and 200 ms of one-hop delay, respectively. The 10-ms case corresponds to an efficient MAC, where the hop-delay primarily occurs due to the propagation delay and physical layer air interface. On the other hand, the case where the hop delay is 200 ms corresponds to a network with large per-hop delays (possibly due to the MAC implementation). In both of these cases, Fig. 5(a) and (c), we see that the transmission rates (with the end-to-end and hop-by-hop controllers) oscillate about the corresponding fixed point. As expected, we observe that for the large delay case, the end-to-end algorithm leads to larger oscillations than the hop-by-hop algorithm.
In Fig. 5(b) and (d), we plot the evolution of the bottleneck queue length (measured every 20 ms). The spatial spreading effect is clearly illustrated by these plots, where we see that the peak buffer size with the hop-by-hop controller is much smaller than that of the end-to-end controller. These fluid and packet simulations indicate that significant gains are to be had with the hop-by-hop scheme, and validate our analytical results.
We also provide a plot with short background flows (modeled by ON-OFF processes) in Fig. 5 (e) and (f). The only difference from the previous setup is that we have background ON-OFF flows, whose mean rate is set to be 10% of the equilibrium rates of controlled flows, and their burst and idle times are set to be 50 ms each. Given a , we suitably chosen and such that the node utilization is about 95%. The values are chosen in a similar manner to (21) . Fig. 5 (e) and (f) show that again, the hop-by-hop scheme outperforms an end-to-end scheme.
APPENDIX PROOF OF LEMMA 6.1
Proof:
In this proof, we will show the following: For any fixed , 1) 2)
such that , , where is a positive finite constant. Suppose that 1) and 2) are true. Then, from the definition of [see (20) ], for any , and sufficiently large , we have Thus, it suffices to show 1) and 2) to complete the proof.
Proof of 1): Consider a network of a single link with the end-to-end round-trip delay of each session being . As discussed earlier, we have the equilibrium rate , where is the node utilization with . Thus, at the steady state we have (22) Recall that is the marking function of the bottleneck node [see (15) ].
Let us define the following time epochs (see Fig. 6 ):
We first consider an end-to-end system with an input rate constraint (which could be arbitrarily large), as shown in Fig. 6(a) . Due to the input constraint , the actual rate arriving at the bottleneck node, which we denote by , could be different from , depending on and [see Fig. 6(a) ]. We will upper-bound (and ) by a trajectory , and use this bound to compute an upper bound on the peak queue length. We consider the following two cases: a) and b)
.
Case a):
In this case, is the actual input arrival rate at the bottleneck node. Now, observe that the peak queue length at the bottleneck node is given by We assume that the initial condition satisfies , . We can see that achieves the maximum (i.e., ) at , since . This follows from the fact that and from (22 Note that we have the following two cases: (i) and (ii) . First, consider the case of [ Fig. 6(a) ]. For , let us define with . Then, using the fact that , , we have , leading to the fact that (27) Second, if , this case corresponds to (26) . Case b) In this case, is the actual input arrival rate at the bottleneck node. Let . Note, however, that , we have . Thus, the bound (i.e., ) constructed in Case (i) based on also holds for , i.e., (28) From (25) , (26) , (27) , and (28) , is an upper bound on or irrespective of the position of . By the straight-line extension of until it crosses , we define . Note that we have Thus, the upper bound on the peak occupied queue length for a fixed is given by (29) This completes the proof of (i).
Proof of (ii): Next, we show (ii), which describes for sufficiently large . In this setup, we consider an end-to-end controlled system with its round-trip delay being . Thus, the time epochs described in (23) hold for the round-trip delay . Fig. 6 (b) explains this setup. Recall that . As , we have (30) Note that we derive for sufficiently large . Then, it is clear that for a sufficiently large and any finite , we have . Thus, is the actual arrival rate to the bottleneck node with its input constraint of . Instead of computing the exact peak queue length, we lower-bound it by computing the area of the shaded region (denoted by ) in Fig. 6(b) .
Let be the first time after such that hits . By definition of time epochs, [see (23) ], and we have Then, we have
Thus, we can find a positive constant , such that (32) Then, the proof of (ii) follows from (32) .
