ABSTRACT
INTRODUCTION
Certain characteristics of IR make it very attractive as the basis of a high bandwidth indoor short-range communication system and provide the motivation for its use, on the other hand some of the unwanted features detract from this potential and are the focus of our research efforts. The IR band spans wavelengths of 700 -1500 nm potentially supporting 200 THz of bandwidth [1] . IR exhibits the same qualitative features of visible light; both are absorbed by dark objects, diffusely reflected by light coloured objects and directionally reflected by shiny surfaces [2] . IR radiation is unable to penetrate opaque structures like walls and ceilings, confining transmissions to the room in which they originate. This provides a certain amount of inherent security whilst allowing the same bandwidth to be reused in adjacent rooms with no detrimental effects Regrettably all wireless communication systems suffer degradation in performance due to imperfections in the transmission path or channel, the primary causes being noise and dispersion. The majority of noise in IR environments emanates from ambient lighting, either natural sunlight or artificial sources. Unfortunately one cannot limitlessly increase power levels to overcome this interference as ocular safety considerations limit the amount of transmitted power. This restriction often means that the noise level exceeds the signal power by 25 dB or more [1] . Dispersion, also called multipath distortion, is caused by multiple reflections of the transmitted signal arriving at the receiver at different times and strengths as shown in Fig. 1 . This results in the signal being smeared over adjacent pulse intervals and is referred to as inter symbol interference (ISI). Both noise and dispersion have a more pronounced effect at higher frequencies, ultimately limiting the data rate or range of the communication system well below its theoretical potential.
The particular configuration of the IR transmitter and receiver has a direct impact on the channel characteristics and thus the achievable data rate. IR systems come in two major flavours, Line Of Sight (LOS) and diffuse. Commercial implementations of both types are available in [3] and [4] . Indoor environments favour the use of a multipoint diffuse arrangement (or some variation of it) since the need to align with other transmitterreceiver (TR) elements and disruption in communications caused by shadowing are eliminated, however the multipath effect and the subsequent ISI penalty can be severe. LOS systems on the other hand are generally pointTx Rx to-point and particularly suited to high capacity building-to-building links. By definition this type of configuration does not suffer from dispersion to the same extent, and is not the focus of our attention here.
Diffuse systems use a surface in the room (usually the ceiling) as a Lambertian [1] reflector for illuminating the room with the transmission. The channel is subject to severe dispersion caused by reflections of the signal off the many objects, walls, chairs, desks, etc that occupy the space.
Our research focuses on a novel method to mitigate the bandwidth limiting effects of the diffuse indoor IR channel so that the large bandwidth potential can be employed more effectively. The proposed system extracts the temporal and spectral features from a noisy and distorted binary signal. An artificial neural network (ANN) whose output is thresholded to produce the desired binary output subsequently classifies these features. The whole scheme being simulated using the Matlab software package.
CHANNEL CHARACTERISATION
For low cost IR communications systems, Intensity Modulation with Direct Detection (IM/DD) is the most feasible option compared with more complex coherent based systems. In IM/DD mode of operation the intensity of the optical source is directly modulated by varying the drive current [2] . At the receiver, a photo-detector is employed to generate a photocurrent, which is proportional to the instantaneous optical power incident upon it. Indoor IR links are subject to multipath propagation, which leads to dispersion. However, IR photo-detectors have surface areas, typically millions of square wavelengths, providing an inherent spatial diversity which prevents multipath fading [1] In addition the frequency response of the channel is relatively stable, appreciable changes will only occur when objects move on the scale of the wavelength of the modulating signal, this being about 3m at 100 MHz [1] . Fortunately such stability means that simulation of the channel can be based on static parameters without compromising the validity of the results.
As a signal propagates through a room the multiple reflections results in ISI that distorts the received version of the waveform. For an On-Off-Keying (OOK) signal this causes a smearing of individual pulses across several pulse intervals, see Fig. 2a , the actual shape of the stream being dependent on the number of consecutive binary ones or zeros. The dispersed signal is further corrupted by ambient noise in the surrounding environment. The effects of these two phenomena combine to produce a received waveform, which, at a signal-to-noise ratio of 12 dB has been severely distorted, see Fig. 2c .
An 'eye' diagram affords an observable measure as to the severity of noise and distortion; it is named as such due to its resemblance to the human eye. The diagram is constructed by plotting the waveform over a fixed time interval and then wrapping the plot back to the start for the next time interval; thus drawing a number of overlapping traces. The width of the eye provides some indication of the timing tolerance whilst the height of the eye gives an indication of what the symbol decision threshold should be. The smaller the opening of the 'eye', the more difficult correct detection of the signal will be. Figure 2b shows an eye diagram for a multipath OOK signal without noise. The dispersion produces a diamond shaped 'eye' with a significantly reduced opening, thus decreasing tolerances for timing and threshold values. The effect of adding noise to the signal is illustrated in Fig. 2d , where the eye has completely closed, thus making signal detection without a significant number of errors quite impossible for a simple receiver system.
For simulation purposes the dispersion in a channel can be mathematically modelled using ray tracing, however, the number of paths makes this method computationally complex and the calculation is specific to the particular layout of a room. An analytical method for modelling the effects of dispersion proposed by Carruthers et al [5] , which has also been adopted in our simulations for consistency of comparison. Here the model considers the transmitter as a light source directed at the ceiling and the receiver as a collector also pointing at the ceiling. This configuration eliminates any line of sight transmission between the two with the minimum path including at least one reflection. The channel can be characterised by the normalised delay spread, this dimensionless parameter is defined as the root mean square (RMS) delay spread divided by the bit duration. The analysis of such parameters is not particularly intuitive and the reader is directed to the references for a more detailed explanation of these terms.
On channel modelling considerations are given to many different configurations of transmitter and receiver in order to achieve an increased data rate over simple implementations. These different configurations give rise to alternative mathematical models such as that proposed by Jungnickel et al [6] .
The effect of ambient light sources can readily be simulated by the use of additive white Gaussian noise (AWGN). This is a standard technique for modelling noise in communication systems.
CHANNEL COMPENSATION
There are a number of techniques that are used to overcome the effects of noise and dispersion in non-ideal channels. The majority can split into two categories; those that try and compensate for distortion before final detection at the receiver, and those that transmit extra information in an effort to code the transmission in a way that errors are more easily detected and corrected.
Of course, the techniques can be employed in a complementary manner, where a compensation technique is followed by a coding technique. However, the choice of method used in a practical system will depend not only on pure performance issues, but also on complexity, size and cost. All compensation techniques work by trading off some increase in desirable behaviour, with an increase in some tolerable undesirable behaviour.
The subject of channel equalisation and coding is vast and simply cannot be covered in this paper. An overview of practical techniques, including the more recent 'turbo codes' can be found in [7] . However, it is worthwhile to outline the principles of a few well-established techniques since these will form the early benchmarks against which our system will be measured.
Equalisation.
A dispersive channel has a non-flat frequency response that attenuates certain frequencies more than others. This type of behaviour can be overcome by employing an equaliser at the receiver. Equalisers are usually realised in the form of finite impulse response (FIR) digital filters whose frequency characteristic is an exact mirror of the channel to be compensated. For example a peak in the channel frequency response will result in an attenuation of that frequency by the equaliser, the overall effect being to produce a flat frequency response.
Linear equalisers are less than ideal, boosting noise at frequencies that are naturally attenuated in the channel, thus degrading the noise aspect of the receiver performance. The more complex Decision Feedback Equaliser (DFE) does not boost noise as much, however, it does suffer from error propagation, since errors in the decision device will cause incorrect ISI estimates to be fed back.
Coding.
There are two main types of coding techniques, sometimes referred to as Forward Error Correction (FEC), these are cyclic block codes, and convolutional codes. Both techniques rely on transmitting effectively redundant information along with real data. The redundant bits are subsequently used to detect and correct errors in the payload bits.
Block codes consist of a pre-defined number of permitted code words containing information and check bits. These codes have a 'Hamming distance,' this is a measure of the difference between two code words and is an indicator of the error correcting power of the code. Each block is independent of those previously transmitted and thus the error correcting performance is confined to the redundant bits contained within the block.
In contrast to block codes, a convolutional code, sometimes referred to as a trellis code, depends not only on the current block, but also on one or more previous blocks. This can result in a complex decoding structure that must consider a complete and potentially infinite number of code sequences.
The convolutional encoder can be described as a finite state machine (FSM), where a particular input will produce a particular output depending on what 'state' the decoder is at the time the input is received. Decoding is more complex than encoding and is further complicated by the lack of distinct code words. This means in theory their could be an infinite time that the decoder has to take before being able to decide between two code sequences.
There are two basic decoding techniques; the most commonly quoted being maximum likelihood sequence detection (MLSD), and sometimes implemented as the Viterbi algorithm. It's objective being to find the path through the code trellis that most closely resembles the received sequence.
Feature Extraction and Pattern
Recognition.
In contrast to the techniques discussed in 3.1 and 3.2, the principles of feature extraction and pattern recognition as applied here do not work by compensating for channel distortion or correcting errors caused by it. Instead, the distortion is left as an inseparable part of the received signal.
Simplistically assuming no power attenuation in the channel, the transmitted energy remains in the received signal regardless of the distortion and added noise. The problem then becomes one of how to recover the energy in a meaningful way.
Assuming that the channel characteristics are static or so slow moving so as to be regarded as static, as in the case of diffuse indoor IR, then the well known pattern recognition capabilities of ANN's can be used to determine the content of the received signal provided that an appropriate training sequence is transmitted first. Arguably, simply sampling the incoming waveform would provide the ANN with little information regarding the combined temporal and frequency characteristics of the received signal.
Wavelet analysis however, is a method that can be used to extract features from the received signal that relate to time and frequency in the form of wavelet coefficients. These coefficients are the input to the pattern classifying ANN that then detects the transmitted values within the distorted signal. The block diagram of proposed simulation model is shown in Fig. 3 . The transmitter channel and noise are as previously described. The receiver is composed of a filter (for band limiting noise), feature extraction, pattern recognition, and threshold detector. The heart of the model being encapsulated in the wavelet analysis and artificial intelligence sections. A brief introductory overview of these techniques is given in order to give an insight to their use in our application. The reader is further encouraged to explore the references and other material on the subject for a more in depth review of the subjects.
Wavelet Analysis.
The subject of wavelets is mathematically complex. Fortunately the operating principles of wavelet analysis can be understood and even applied without getting too buried in the pure mathematics of the process. Practical discrete wavelet analysis can be efficiently accomplished with digital signal processing (DSP) techniques.
The Matlab wavelet toolbox [8] offers comprehensive facilities for the simulation, analysis and display of signals employing wavelets.
A more rigorous explanation of wavelets, techniques and applications can be found in [9] and [10] Wavelets are limited duration waveforms with an average value of zero. There are numerous pre-defined wavelets that can be used in signal analysis, or you can design your own; providing mathematical rules for the process are adhered to. Figure 3a shows the 'Daubechies 2' (db2) wavelet, named after Ingrid Daubechies of Bell Labs, while figure 3b shows a coif 1 wavelet, named after G. Coiffman. Which type of wavelet one uses depends on the application, but it is worthwhile to noting that wavelets are more effective at analysing waveforms that are similar to themselves [11] .
Wavelets divide a signal into its frequency components with a resolution based on the scale of the wavelet.
Wavelet analysis produces coefficients that are an indication of correlation between the wavelet and the signal under investigation at a particular time and scale. Wavelet decomposition can be viewed as calculating a "resemblance index" between the signal and the wavelet located at position 'τ' and of scale 'a'. If the index is large, the resemblance is strong, these indexes C(a,τ), are called the wavelet coefficients. One of the key features of wavelet analysis is that it produces results that are related to time. This gives us an indication of not only what frequencies a signal contains, but also when they appear.
This should be contrasted against basic Fourier analysis that produces values relating purely to the frequency. There are some similarities between the two techniques in as much as both use a basis function for decomposition and reconstruction of the waveform. For Fourier analysis the basis functions are sine and cosines, whilst for wavelet analysis these are wavelets.
In essence wavelet analysis consists of scaling and translating the original wavelet, usually referred to as the mother wavelet, with respect to the waveform under analysis, as shown in Fig 5. This process results in a series of coefficients for every scale and translation. The coefficients then can be thought of as a measure of the goodness of fit of the scaled wavelet at a particular point. This process is known as continuous wavelet analysis (CWT) and produces coefficients for every scale and translation, the formulae for which is: Where ψ is the mother wavelet, a and τ are the scale and translation respectively.
It may help at this point to introduce a comparison with the results of the more familiar Fourier transform on a simple signal. Figure 6a shows the plot of 3 sine waves at different frequencies and times. The results of Fourrier analysis, Fig. 6b show the expected three peaks relating to the three frequencies contained in the original signal. The peaks will remain statically located regardless of where in time the frequencies occur, just as we would expect from the basic implementation of this technique. Now contrast this with the plot of Fig. 6c , the first thing to notice is the inclusion of a third axis relating to time. This gives us the ability to localise events within the signal under analysis.
Although we do not have a frequency axis, we do have an indication of scale. When inspecting a wavelet it is fairly intuitive to think of a larger scaled version of it matching lower frequencies and a smaller scale to higher frequencies. Further comparisons of the wavelet plot with the original signal appear to confirm this intuitive approach. The lower frequencies seen earlier in time relate to the larger scales contained in the wavelet plot, the transition from one frequency to the next being clearly visible. The magnitude of the wavelet coefficient relates to the correlation of the wavelet at a particular time and scale with the signal under analysis. It should also be noted that wavelets are also good at localising discontinuities within the signal, unfortunately, space considerations do not allow for graphical representation of this property here.
Wavelet coefficients can be used to reconstruct the original waveform in a similar manner that the coefficients produced by a Fourier transform can, however, such a process would have little value. A common application of wavelets is the de-noising and compression of signals. Again, the simplistic mechanics of such processes can be understood from observation of Fig. 6c . Let us imagine that the high frequency (small scale) coefficients to the lower right of Fig. 6c represent the noise content of the signal. If we remove these coefficients prior to synthesis the resulting waveform will not contain the higher frequency sinusoid, effectively de-noising the signal. The actual process is somewhat more complex, however, the principal remains the same.
Wavelet analysis provides us with the ability to isolate time-varying features of a signal. Application of wavelets analysis, coupled with AI methods is a topic of research area in many areas. Our work endeavours to extend this promising technique to the field of IR communications.
2 Artificial Intelligence.
AI systems employ simple processing elements working in parallel; these elements are loosely based on the biological neurons found in the human brain. Research into AI has been active for many years and has resulted in its use in numerous environments from the adaptive techniques used in communication electronics to the classification of medical conditions [12] .
There are many varieties of ANN, some of them quite complex. However, the basic structure of a simple network of artificial neurons is relatively easy to understand. Let us look at the construction of a single artificial neuron as shown in Fig. 7a , it has X 1 to X n inputs that are multiplied by weights W 1 to W n that increase or attenuate the input. The summing junction 'Σ' adds the inputs to produce a result that is subsequently modified by an activation function F to give an output 'Out'.
There are few types of activation function, including linear, sigmoid and tan-sigmoid. These functions impose some characteristic on the output from the summing junction, for example, holding the minimum and maximum values between 0 and 1 respectively.
The basic neuron can become part of a network consisting of one to many layers as in Fig. 7b . Only the first and last layers have connections to the outside world, the inner ones being connections to other neurons only. A network of neurons can solve complex problems for which no analytical solution exists, the detail of how this is accomplished is beyond the scope of this text; however, many excellent references on the subject, including [13] are available.
For ANNs to produce meaningful outputs they must be trained. There are two types of training: supervised and unsupervised. Our work focuses on supervised training where the ANN is presented with a particular input vector of data to be classified and a target vector corresponding to the correct output. Together these two vectors are referred to as the training pair and used in conjunction with a training algorithm to modify the behaviour of the neural network in such a manner that it is able to classify an input it has never seen before.
Although various training algorithms are available the underlying principles for their implementation are the same. Each input to the network produces an output that is compared with the corresponding value of the target set.
The training algorithm then modifies the weights associated with the neuron inputs in an effort to minimise the difference between the input and target vectors. This process may continue many times until a desired error value is attained. An interesting but undesirable property of neural networks is that they can be over trained, here the network effectively 'tunes' itself to the training inputs and looses its ability to generalise. In such a case the network would yield minimal errors between its training and target vectors, however, a new set of input and target vectors would produce significant errors. It is therefore important to adopt a training scheme that minimises the effect of over training. Our interest in ANN is primarily confined to its pattern recognition capability that is used to detect a pattern from imperfect data, corrupted by noise and dispersion. The simulation flow for the receiver chart is shown in Fig. 8 . The incoming data plus noise signal is low pass filtered in a similar manner to that proposed in [5] .
The signal is effectively decimated into discrete 5 bit lengths, where each 5 bit sample only changes its information content by one bit. This can be thought of as a 5 bit sliding window as shown in Fig. 9 . Each of these 5 bit frames is subsequently analysed by a CWT operating at scales of 60, 80, 100 and 120 using a coif1 mother wavelet; the scales being chosen by observation of the CWT coefficients over a number of window samples.
At this point the coefficients at the various scales are still continuous in the time axis and require a sampling strategy to make the number of data points more manageable for input to a neural network. layer function is Tan-Sigmoid, the second is Linear, the third and fourth being Log-Sigmoid producing an output between 0 and 1. This output is passed through a simple threshold level detector that assigns an output of "1" if its input >0.5 and "0" if input <0.5.
The length of the training vector corresponds to an input of 250 symbols with a constant noise value of 21dB. Over training is guarded against by using a validation set not used by the training algorithm; this checks for divergence in network performance when compared to the training set and interrupts the training iteration when the divergence reaches some pre set value.
RESULTS AND DISCUSSION
The complete system shown in Fig. 3 was simulated using Matlab and results obtained for Bit Error Rate (BER) performance versus signal-to-noise ratio (SNR) are shown in Fig.  10 . For comparison other simple schemes have also been simulated, these include unfiltered basic threshold detection, filtered threshold detection and simple convolutional coding with MLSD.
It can be seen that both convolutional coding and wavelet-AI schemes offer dramatic improvements over basic threshold detection.
The results for the wavelet-AI based receiver show that at a BER of 10 -5 it offers 2 dB, 8 dB and 17 dB less SNR compared with the MLSD, filtered and unfiltered based receivers, respectively. It should be pointed out however that improved receiver filtering and a more complex code would improve the MLSD performance, but still at the expense of transmitting redundant information; effectively reducing the bit rate.
The described receiver structure undoubtedly shows promise, but is at an early and fundamental stage of development with a number of interesting problems to be resolved and applications to be developed. In particular finding efficient systematic methods of selecting system parameters for a given channel is a significant challenge.
The limitation in transmission power due to safety issues will lead us to investigate the use of more power efficient modulation techniques; these are the pulse schemes such as pulse position modulation and pulse interval modulation. These schemes may provide us with opportunities to add further information or coding to the pulse itself thus increasing the payload value. In addition, research into the receivers' multi-channel capability may reveal alternative strategies to established optical code division multiple access (OCDMA) methods.
