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Abstract
We study D-branes in a nonsupersymmetric orbifold of type C2/Γ, perturbed by a tachyon
condensate, using a gauged linear sigma model. The RG flow has both higgs and coulomb
branches, and each branch supports different branes. The coulomb branch branes account
for the “brane drain” from the higgs branch, but their precise relation to fractional branes
has hitherto been unknown. Building on the results of hep-th/0403016 we construct, in
detail, the map between fractional branes and the coulomb/higgs branch branes for two
examples in the type 0 theory. This map depends on the phase of the tachyon condensate
in a surprising and intricate way. In the mirror Landau-Ginzburg picture the dependence
on the tachyon phase is manifested by discontinuous changes in the shape of the D-brane.
July 20, 2005
1. Introduction and summary
An important property of string theory is that it is well-defined in the presence of
certain spacetime singularities which render general relativity and quantum field theory
ill-defined. Moreover, string theory contains mechanisms for smoothing out spacetime
singularities. An interesting set of concrete examples of this phenomenon are spacetime
nonsupersymmetric orbifolds of flat space [1]. (See [2][3] for reviews). In such situations,
the closed string spectrum contains tachyons whose wavefunctions are localized near the
singular point; the resolution of singularities happens through the condensation of these
tachyons. The presence of N = 2 worldsheet supersymmetry imposes constraints on the
dynamics of the system, allowing one to understand the renormalization group (RG) flow
[4] in a way analogous to the understanding of open string tachyon condensation (see e.g.
[5]). In this paper we assume that the RG flow gives a good description of condensation
of localized closed string tachyons. The behavior of the system in the IR corresponds to
later times in the time evolution.
It is technically convenient to introduce the gauged linear sigma model (GLSM), whose
higgs branch in the ultraviolet is the nonsupersymmetric orbifold [6][7]. In the process of
RG flow, the higgs branch resolves into a smooth Hirzebruch-Jung space, which has a
natural spacetime interpretation. The number of branes wrapping nontrivial two-cycles of
the Hirzebruch-Jung space is generally smaller than that of fractional branes, so naively
a “brane drain” is taking place. However one must bear in mind that the infrared theory
contains a coulomb branch with isolated massive vacua. It has been suggested in [7] that D-
branes wrapping nontrivial cycles in the higgs branch, together with D-branes supported at
the vacua of the coulomb branch, are in one-to-one correspondence with fractional branes
in the orbifold theory. This picture has been sharpened in [8] where the open string Witten
index was used to construct a map between the fractional branes and higgs and coulomb
branch branes in the IR.1 While [8] found the map in the case of type II string theory, a
similar construction is possible in type 0 theory. We describe it in detail in Section 2.
One can study D-branes away from the conformal point using techniques developed in
[12]. The mirror description of the GLSM is given by the Landau-Ginzburg (LG) theory
with an inhomogeneous superpotential. Fractional branes localized at the orbifold fixed
1 The significance of the coulomb branch goes back to [9][10] and was also recently emphasized
in [11] where the correlators in the topologically twisted A-model were found to have support
precisely on the coulomb branch.
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point preserve B-type supersymmetry, so they become A-type branes in the LG model.
The latter are associated with critical points of the superpotential: the critical points away
from the origin give rise to the coulomb branch branes, while those at the origin describe
the higgs branch brane(s). In this paper we focus on the overlap of the boundary state
with the identity operator (this is defined more precisely in Section 3). This quantity,
which we call the generalized central charge, should in the first approximation be thought
of as generalization of the D-brane mass to nonconformal theories. The generalized central
charge of a brane described by the boundary state |B〉 can be computed as an integral
〈B|1〉 =
∫ ∫
dx1
x1
dx3
x3
exp(−W ) (1.1)
over the A-brane surface. In (1.1) x1 and x3 are the LG fields, andW is the superpotential.
To determine the shape of the A-brane, it is necessary to solve certain soliton equations.
The set of all solutions is parametrized by a small circle (wavefront) around the critical
point. The A-brane surface is traced by the wavefront evolving in time [12].
We specialize to the case of C2/ZZn(p), p = 1 orbifolds, whose minimal resolution
contains a single non-trivial cycle. (The higgs branch in this case is O(−n)→IP1.) There is
a single higgs branch brane wrapping the nontrivial cycle, and n−2 coulomb branch branes
associated with the massive vacua of the superpotential. We find that the generic form of
the A-brane surface resembles that of a propeller. Near the critical point, the wavefront
is a small circle, whose segments at late times trace various quarter-planes (“wings” of
the “propeller”). This property can be used to compute (1.1) as a function of (complex)
tachyon expectation value w; w→0 corresponds to the orbifold (UV) limit, while |w|→∞
describes the IR regime. As explained in Section 4, (1.1) satisfies a GKZ equation, which
in the Calabi-Yau case is a Picard-Fuchs equation for the periods. A basis of nonconstant
solutions of the GKZ equation is given by the integrals (1.1) over the quarter planes. Linear
combinations of these integrals, which we compute in Section 4, determine the generalized
central charge of the A-brane whose wings asymptote to these quarter planes.
We analyze the behavior of (1.1) in the simple cases of n = 3, 4 in Section 5. The
intersection matrix and the quantum symmetry of the orbifold theory suffices to determine
the map between the coulomb branch branes and the fractional branes. This map depends
of the phase of the tachyon expectation value. Multiplication of w by an n-th root of unity
enforces the permutation symmetry of the fractional branes. In terms of the propeller
surfaces, the asymptotics change discontinuously when the value of w goes from one angular
sector of the complex plane to another.
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As explained in Section 2, even after modding out by permutation symmetry of the
fractional branes, in the type 0 theory there is more then one expression for the higgs
branch brane which is consistent with the intersection matrix. In section 5 we find that
each of the n angular sectors which differ by a permutation of fractional branes is further
divided into smaller subsectors, where different expressions for the higgs branch brane are
realized. The generalized central charge for all higgs branch branes has the same leading
logarithmic behavior in the regime of large |w|.
To summarize, this paper is organized as follows. In the next section we describe
the orbifold, GLSM and its mirror LG model. We use the intersection matrix to relate
fractional branes to the coulomb and higgs branch branes in the IR. In Section 3 we define
the generalized central charge. In Section 4 we show that it solves the GKZ equation, and
analyze the solutions. Section 5 is devoted to the detailed analysis of the n = 3 and n = 4
cases. We discuss our results and directions for future research in Section 6. Appendix A
contains information on the construction of fractional brane boundary states. Appendix
B is devoted to the numerical analysis of the shape of A-branes in the LG theory.
2. Fractional branes vs. higgs and coulomb branch branes
In this section we start by reviewing the results of [7]and [8] where the fate of fractional
branes was studied using the gauged linear sigma model. We recall the mirror description
in terms of the Landau-Ginzburg theory, and give a first hint at the appearance of the
fractional branes in this language. We study the intersection form for type II and type 0
orbifolds and use it to construct the linear map between the fractional branes and the LG
branes. We discuss the C2/ZZ3(1) and C
2/ZZ4(1) examples in detail. Part of this section is
review material. A more detailed exposition can be found in [4][7][8][2]. The map between
the fractional branes and the LG (or, equivalently, GLSM) branes is spelled out in detail,
although such a map was constructed implicitly in [8]. The discussion of the intersection
form in the type 0 theory is new. The intersection form in type 0 theory is important for
the C2/ZZ3(1) example which is discussed at the end of this section and later in the paper.
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2.1. Condensation of localized tachyons and the fate of the fractional branes.
We consider type II or type 0 theory in 9+1 dimensions. The orbifolding by ZZn(p)
happens in the 67 and 89 planes, parametrized by complex coordinates X(1) and X(2).
The orbifold group is generated by
g = exp
(
2πi
n
(J67 + pJ89)
)
, (2.1)
where J67 and J89 generate rotations in two complex planes. When there are fermions in the
theory, p is defined mod2n. We will take the fundamental domain to be p ∈ (−n, n). The
action of gn on the Ramond sector ground state is a multiplication by (−1)p±1, depending
on chirality. When p is even, this acts as (−1)F where F is the spacetime fermion number.
In type II, there is no bulk tachyon and there are closed string fermions in the bulk, hence
p must be odd [1]. In the NSR formalism, a useful ingredient in the theory is the operator
[4]
X
(i)
s
n
= σ
(i)
s/n exp
[
i(s/n)(H(i) − H˜(i))
]
; i = 1, 2; s = 1, 2, · · · , n− 1 (2.2)
where H(i), H˜(i) are the bosonised left- and right-moving fermions and σs/n is the bosonic
twist s operator [13]. In the following we will restrict our attention to the left movers.
There are two possible inequivalent choices for the worldsheet N = 1 supersymmetry
generator in the theory. Correspondingly, there are two chiral rings which are BPS under
these supersymmetries. The (c,c) ring vertex operators are
X
(cc)
s
n
= X
(1)
s
n
X
(2)
{ spn }, (2.3)
where {x} ≡ x− [x] is the fractional part of x. The (c,a) ring vertex operators are
X
(ac)
s
n
= X
(1)
s
n
(
X
(2)
1−{ spn }
)∗
, (2.4)
The operation p→− p corresponds to exchanging the (c, c) and the (c, a) rings. Therefore
we can restrict ourselves to the theories with p ∈ (0, n).
The generators of the (c,a) ring, denoted Wα, α = 1 . . . r form a collection of (in
general) relevant operators. Turning these on in the action induces RG flow to the minimal
resolution of the singularity [4,7]. For the C2/ZZn(p) orbifold such a resolution is encoded
in the continued fraction
n
n− p = a1 −
1
a2 − 1a3−...
:= [a1, a2, . . . ar], (2.5)
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Note the appearance of n − p rather then p in (2.5), since we are talking about the (c,a)
ring. The smooth space which appears after the minimal resolution of the singularity is
called the Hirzebruch-Jung manifold. The generators of the chiral ring are in one-to-one
correspondence with the exceptional IP1’s of this space. Their intersection numbers are
given by
Cαβ = −δα,β−1 + aαδα,β − δα,β+1 (2.6)
The (c,c) ring generators give rise to the resolution with similar properties; one needs to
substitute n−p→p in (2.5). In the type II theory one should bear in mind the existence of
a chiral GSO projection. As explained in [8], all generatorsWα in the (c,a) ring survive the
GSO projection if and only if all aj are even integers. In the (c,c) ring at least one generator
is projected out [8]. In the type 0 theory chiral operators in (c,a) and (c,c) rings are not
projected out by the diagonal GSO projection. Since p→p + n does not affect the ring
structure, but only affects the GSO projection, the closed string sector in type 0 theories
is unchanged under this operation. This means that type 0 theories with p and n − p are
isomorphic: they are related by interchanging the (c,c) and the (c,a) rings. Put differently,
in a type 0 theory with a given p, one should be able to resolve the singularity into
two different Hirzebruch-Jung spaces, whose intersection numbers correspond to continued
fractions determined by both p and n− p. In [8] it has been shown that branes in type II
theory which wrap nontrivial two-cycles in the Hirzebruch-Jung space are given by linear
combinations of the fractional branes. In this paper we will see that the situation in the
type 0 string theory is similar. Since there are two different resolutions, one can define
two sets of branes wrapping the two-cycles in these spaces. Both sets are given by certain
linear combinations of fractional branes.
In [7] the gauged linear sigma model (GLSM) was used to shed light on the fate of
fractional D-branes in the process of twisted tachyon condensation. The field content of
the relevant GLSM involves r abelian N = 2 gauge fields Vα, α = 1, ..., r coupled to r + d
N = 2 chiral matter fields Xi with charges
Qαi = −Cαi (2.7)
with Cαi given by [compare with (2.6)]:
Cαi = −δα,i−1 + aαδα,i − δα,i+1; i = 0, . . . , r + 1 (2.8)
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The field strengths of the gauge fields are contained in twisted chiral superfields Σ =
1
2
{D,D∗}. The classical Lagrangian is
L =
∫
d4θ
(
X¯ie
2QαiVαXi − 1
2e2α
Σ¯αΣα
)
− 1
2
(∫
d2θ˜ tαΣα + c.c.
)
, (2.9)
where repeated indices are summed and
tα = ζα − iθα (2.10)
combines the Fayet-Iliopoulos (FI) parameter ζ and theta angle θ for the αth gauge field;
d2θ˜ is the twisted chiral superspace measure. The renormalized FI parameters at the scale
µ is
tα,eff(µ) = tα,bare +
r+d∑
i=1
Qαi log
µ
Λ
(2.11)
where tα,bare are bare parameters defined at the momentum cutoff scale Λ. Due to (2.7),
(2.6), tα,bare→−∞ in the UV. As explained in [7], in this regime the higgs branch describes
the C2/ZZn(p) orbifold. The theory also contains a coulomb branch, where the lowest
components of Σα get expectation values. In the infrared, the higgs branch becomes the
Hirzebruch-Jung space [7]. We will call branes wrapping two-cycles in this resolved space
“higgs branch branes”. Another important property of the infrared physics is decoupling
of the coulomb branch from the higgs branch. The former develops a set of massive isolated
minima. Some fractional branes become B-branes “supported” at these coulomb branch
vacua, as twisted tachyons condense [7]. We call such branes “coulomb branch branes”.
For our purposes it will be more convenient to look at the “mirror” description of the
coulomb branch that follows from the approach to mirror symmetry using abelian duality
of 2D gauge theory of Morrison and Plesser [10][14]. This can be cast in terms of an
effective Landau-Ginzburg theory [12]. (We follow the line of argument explained in [7].)
The chiral superfields X i are eliminated in favor of the twisted scalar superfields Yi. The
twisted superpotential in the theory reads
W˜ =
r∑
α=1
Σα
(
r+1∑
i=0
QαinYi − tα(µ)
)
+ µ
∑
i
λie
−nYi (2.12)
Integrating out the Yi gives the effective superpotential of [9][10], while eliminating in-
stead the Σα and Yα α = 1, ..., r, gives (in terms of u0 = (µλ0)
1/nexp[−Y0] and
ur+1 = (µλr+1)
1/nexp[−Yr+1])
W˜ = un0 + u
n
r+1 +
r∑
α=1
λ′αu
pα
0 u
qα
r+1 , (2.13)
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where
λ′α = λα Λ
1−∆α et
′
α,bare = λα µ
1−∆α et
′
α,eff (µ) . (2.14)
The scaling dimensions of the α’s operator in the sum identifies it with the ring generator
Wα. Two important comments are in order
(1) The LG description involves dualizing the phases of Xi, and hence is not well defined
near the higgs branch, where Xα = 0. We do expect it to give a correct description
of the coulomb branch though. As we will see later in the paper, we will be able to
recover the description of the higgs branch as well. The essential ingredient will be the
identification of the higgs branch brane with a combination of the fractional branes
with the help of intersection form.
(2) The ‘mirror’ ZZn transformation
(u0, ur+1) ∼ (ωu0, ω−pur+1) (2.15)
leaves the effective superpotential (2.13) invariant – it fixes all the Σ′α. Indeed it
is a gauge symmetry remnant of the duality transformation and therefore we should
quotient the LG model by its action.
In this paper we will be concerned with the simplest case of a continued fraction of length
one. This corresponds to p = 1, r = 1, a1 = n. There are two fields, x1 ≡ u0 and
x3 ≡ u2. The tachyon expectation value is determined by the parameter w ≡ λ′1. The LG
superpotential is
W = xn1 + wx1x3 + x
n
3 (2.16)
and the theory should be quotiented by
(x1, x3) ∼ (e 2piin x1, e− 2piin x3) (2.17)
2.2. Intersection form and the map between LG and fractional branes
We start by reviewing the results of [8]. There we considered the D-brane intersection
form in type II string theory on the orbifold C2/Γ [15-17]
Iab = trR,ab(−1)F qL0− c24 . (2.18)
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Here the trace is over the states of the open string suspended between D-branes which
correspond to representations of Γ labeled by a and b and F is the worldsheet fermion
number. In the case of type II theory, this formula can be written as [8]
Iab = 4
n
n−1∑
s=0
exp
(
2πi(b− a)s
n
)
sin
(πs
n
)
sin
(πsp
n
)
(2.19)
The first factor in the sum comes from the action of the group element on the Chan-Phaton
factors, while the product of the sin’s is due to the fermion zero modes in the R sector. It
is not hard to evaluate (2.19):
Iab = δa−b− 1−p2 + δa−b+ 1−p2 − δa−b− 1+p2 − δa−b+ 1+p2 (2.20)
where
δa ≡ δa,0 mod n. (2.21)
Note that the arguments of delta functions in (2.20) are always integers, thanks to the
requirement that p is odd. The matrix I in (2.20) is written in the basis
e0, e1, . . . , en−1 (2.22)
where ea is the a-th fractional brane
2. The intersection matrix I is invariant under the
cyclic permutation of fractional branes, ea→ea+1. In [8] we found a change of basis which
block-diagonalizes I; one of the two blocks is given precisely by the intersection matrix for
the higgs branch branes Cαβ . However this block-diagonalization is clearly invariant under
the cyclic permutation of the fractional branes; in other words, if certain expressions for
the higgs branch branes
hα =
∑
a
Hαaea, Hαa ∈ ZZ (2.23)
give rise to the intersection matrix Cαβ , then the expressions with the indices of fractional
branes permuted,
hα =
∑
a
Hαaea+1 (2.24)
are equally good. We will see later in the paper that, thanks to the dependence of the map
between fractional and coulomb/higgs branch branes on the tachyon VEV, all possible
2 The details of fractional brane construction in type 0 and type II string theories are summa-
rized in Appendix A.
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cyclic permutation of fractional branes are realized, depending on the phase of the tachyon
expectation value. For now we assume the basis (2.22) for simplicity, keeping the permuta-
tion symmetry in mind. In fact, it is convenient to switch to the basis
∑
a ea, e1, . . . , en−1
which effectively substitutes both the first row and the first column in I by a set of zeroes
(since the D0 brane, D0 =
∑
a ea, has zero intersection with any brane in the theory,
including itself). Now we can omit the first row and column from I– it is this reduced
matrix, denoted I˜ which appears in the rest of this paper, unless stated otherwise.
We would like to generalize this discussion for type 0. The number of branes is now
doubled, for there are branes which are labeled by the choice of sign in the gluing conditions
(see Appendix A for details). We will call these branes η = +1 or η = −1 branes3. As
explained in [8], when p is odd, the intersection form of the type 0 theory is simply obtained
from the intersection form I˜ of type II:
I˜0 =
(
0 I˜
I˜T 0
)
(2.25)
where I˜T = I˜. Note that fermionic degrees of freedom only exist on the intersections of
branes of different types. It will be convenient to separate η = +1 and η = −1 fractional
branes into two sets: the ones that are labeled by the “special representation” integer epα
and the rest, eν . The integers pα are determined by the continued fraction [a1, a2, . . . ar]
via the recursion relations [7]:
pj−1/pj = [aj , aj+1, . . . , ar] , 1 ≤ j ≤ r (2.26)
with the initial conditions pr+1 = 0, pr = 1. In the basis
e(+)p1 , . . . , e
(+)
pr
, {e(+)ν }, e(−)p1 , . . . , e(−)pr , {e(−)ν } (2.27)
we consider the following ansatz for the linear map between the LG branes (higgs and
coulomb branch branes hα and cα) and the fractional branes
h
(+)
α
c
(+)
α
h
(−)
α
c
(−)
α
 = ( A 00 B
)(
e(+)
e(−)
)
=

1 a 0 0
0 1 0 0
0 0 1 bT
0 0 0 1


e
(+)
pα
e
(+)
ν
e
(−)
pα
e
(−)
ν
 (2.28)
3 These branes are often called electric and magnetic branes in the literature, but they are
not electric/magnetic duals. In type 0 theories obtained as orbifolds by (−1)Fspacetime of the type
II string, they are in fact fractional branes [8].
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where a and b are matrices whose entries are integers. We then require
(
A 0
0 B
)(
0 I˜
I˜T 0
)(
AT 0
0 BT
)
=

0 0 C 0
0 0 0 C′
C 0 0 0
0 C′ 0 0
 (2.29)
One can solve for a, b and C. The result is
a = −xC′−1, b = −C′−1y, C = C1 − xC′−1y (2.30)
where C1, C
′, x and y are the components of I˜:
I˜ =
(
C1 x
y C′
)
(2.31)
Note that the map determined by (2.30) is determined up to an addition/subtraction of
any multiple of D0 branes, since the latter have zero intersection with any fractional brane.
When p is odd, the orbifold group is ZZn, one can define type II theory, and I˜ = I˜T .
In this case I˜ is given by the reduction of (2.20), and a = bT . In [8] it was shown that if in
addition all aα are even, then the entries of a (and b) in (2.30) are integers and C computed
in (2.30) coincides with (2.6). The closed string sector of type 0 theory is invariant under
p→p+ n. However eq. (2.19) is not invariant under such a shift. This is a manifestation
of the fact that one can define two sets of branes in the type 0 theory. These two types of
branes will have intersection matrices corresponding to two different types of resolution, as
discussed above. A simple set of examples considered in [8] is p = 1, n−1. The intersection
form for the p = 1 case reproduces the Cartan matrix which defines the supersymmetric
ALE singularity. For p = n−1 there is a single higgs branch brane h which wraps the base
of O(−n)→IP1 which is the Hirzebruch-Jung manifold in this case. The change of basis in
the p = n− 1 case is nontrivial; here we quote the result obtained in [8]:
h = e1 + 2e2 + . . .+
n
2
en
2
−
(n
2
− 1
)
en
2 +1
− . . .− en−1 (2.32)
Suppose now p is even. (And, consequently, n is odd as we restrict our consideration
to n, p relatively prime.) In this case the orbifold group is ZZ2n and expression (2.19) for
the unreduced matrix I0 should be modified to
I0,ab = 4
2n
2n−1∑
s=0
exp
(
2πi(a− b)s
2n
)
sin
(πs
n
)
sin
(πsp
n
)
(2.33)
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The indices a, b which label the branes now run from 0 to 2n − 1. n is substituted by 2n
in the prefactor and in the first factor in the sum– this is the result of the order of the
orbifold group becoming ZZ2n. The matrix element in (2.33) evaluates to zero whenever
a− b is even. This is an indication that a, b now label not only different types of fractional
branes, but also η = +1 and η = −1 types. We can define a = 2a′ and b = 2b′ + 1 with
a′ = 0, . . . , n−1 and b′ = 0, . . . , n−1 labeling η = +1 and η = −1 branes respectively. The
intersection form is then of the form (2.25), although I is no longer a symmetric matrix:
Ia′b′ = δa′−b′+ p2 + δa′−b′+1− p2 − δa′−b′− p2 − δa′−b′+1+ p2 (2.34)
To use (2.30) we still need to factor out the D0 brane by omitting the first row and the
first column. At this point it is worth mentioning the following important issue that was
not present in the type II theory. We can shift the η = −1 branes by e(−)a′ →e(−)a′+1, without
shifting the η = +1 branes. This leads to permutation of columns, Ia′,b′→Ia′,b′+1. After
the reduction to the subspace which does not contain a D0 brane, we obtain n inequivalent
matrices I˜ this way. In this paper we mostly discuss the p = 1 case for n = 3, 4. As
explained in Section 5, all inequivalent matrices I˜ obtained as described above, admit a
block-diagonalization of the form (2.29). The analysis for general n and p will be reported
elsewhere.
3. D-branes in the LG mirror and generalized central charges
The superpotential of the LG model providing a mirror description of the GLSM (2.9)
has a set of critical points. According to [12] each critical point gives rise to a D-brane
with A-type boundary conditions. This D-brane, which we will sometimes refer to as
an A-brane surface, is a Lagrangian submanifold of C2 whose image in the W -plane is a
half-line which starts at the critical value and extends in the positive real direction. The
critical points away from (x1, x3) = (0, 0) correspond to the coulomb branch branes, while
the single critical point at the origin gives rise to a higgs branch brane (recall that we
specialize to the case of continued fraction of length one)
As explained in [12] a practical way to determine these surfaces is to consider the
soliton equation
dxi
dσ
=
1
2
gij¯∂j¯W¯ (3.1)
where gij¯ is the Kahler metric and σ is the coordinate along the soliton trajectory. The
soliton trajectory is supposed to originate from a critical point, where the Kahler metric
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is nonsingular. (This leads to problems when considering the higgs branch brane, whose
critical point is at (x1, x3) = (0, 0) where the Kahler metric cannot even be reliably deter-
mined). The shape of the A-brane associated with a given critical point is the set of all
trajectories satisfying (3.1). Near the critical point this shape can be easily determined.
One needs to find the coordinates ui which diagonalize the system (3.1). In these coordi-
nates, the solutions are ui = ui0exp(λ
iσ), so that ui→0 as σ→−∞. Consistency of the
equations (3.1) then forces ui0 ∈ IR. A convenient way of parameterizing a set of solutions
[12] is considering a sphere of small radius ǫ
∑
i
(ui)2 =W (φi∗ + u
i)−W (φi∗) = ǫ2, ui ∈ IR (3.2)
As σ increases, this small sphere (“the wavefront”) will evolve; the surface traced by it
in this process is the A-brane. In Appendix B we analyze these surfaces numerically. We
find that in the models we consider they resemble a propeller, with various segments of
the small circle developing into quarter-plane “wings”.
An interesting object that one can consider in the LG models is an overlap of a RR
ground state4, corresponding to the identity operator, with the D-brane specified by the
boundary state |B〉 [12]. To make this object holomorphic, one needs to consider the
formal limit W¯→0 [12]. In this case, the overlap can be computed as an integral over the
A-brane surface:
〈B|1〉 =
∫ ∫
dx1
x1
dx3
x3
exp(−W ) (3.3)
As we will see in the next section, this integral is convergent, since W→+∞ in the asymp-
totic region. Moreover, in the next section we will also see that (3.3) satisfies the GKZ
equation. In the supersymmetric case the solutions would give rise, via mirror symmetry,
to the integrals of the complexified Kahler form over the cycles in the higgs branch of
the GLSM. This motivates us to call the quantity (3.3) “the generalized central charge”
of the D-brane described by the boundary state |B〉. In the non-Calabi-Yau case of this
paper, the higgs branch brane in the GLSM still has a geometric interpretation of a brane
wrapping a two-cycle in the Hirzebruch-Jung space.
Note that the branes described above correspond to the B-branes in the original GLSM
and orbifold theories with η = 1. Before performing the GSO projection, the theory
4 The correspondence is realized by performing the worldsheet path integral on the semiin-
finitely long cigar with no insertions, but in the twisted theory, to produce a RR state.
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contains a second set of branes with η = −1, which preserve a different combination of
the worldsheet N = 2 supersymmetry. Such branes are described by eq. (3.1) with an
additional minus sign in the right-hand side. The image of these branes in the W -plane
would therefore be half-lines extending in the negative real direction. The definition (3.3)
would have to be modified accordingly.
4. Generalized periods for the C2/ZZn(1) orbifold
In this section we consider the generalized periods for the LG superpotential
W := a1x
n
1 + a2x1x3 + a3x
n
3 (4.1)
This section is rather technical. A summary is found in the final subsection.
4.1. GKZ Equation
Associated to a toric manifold is a canonically determined system of differential equa-
tions, the GKZ system of differential equations. For toric hypersurfaces in CY manifolds
these equations are related to the Picard-Fuchs equations of the mirror and therefore so-
lutions are related to the periods of the mirror variety.
In the present case, using the toric data of the C2/ZZn(1) manifold one finds the dif-
ferential equation [
Θ2 − z(nΘ)(nΘ+ 1) · · · (nΘ+ n− 1)
]
F (z) = 0 (4.2)
with Θ = z ddz . z = ∞ is a regular singular point, and corresponds to the orbifold point.
z = 0 is an irregular singular point and corresponds to the “IR limit.”
To derive (4.2) one begins with the fan v1 = (0, 1), v2 = (1, 0), v3 = (n,−1) to produce
the differential operator
D := (∂a1∂a3 − (−1)n∂na2) (4.3)
Now, again using the toric vectors one defines an invariant combination z := a1a3/a
n
2 .
When acting on a function depending on ai only through z it is straightforward to show
that
Df(z) = 1
a1a3
[
Θ2 − z(nΘ)(nΘ+ 1) · · · (nΘ+ n− 1)
]
F (z) (4.4)
This establishes (4.2).
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A useful change of variable w = z−1/n = a2/(a1a3)
1/n brings the GKZ equation to
the form: [
−(− d
dw
)n
+
1
n2
(
w
d
dw
)2]
f(w) = 0 (4.5)
The n-dimensional space of solutions to this equation is the n-dimensional space of
generalized periods. The constant solution - which will be associated with the D0 brane - is
somewhat trivial and we define V to be the space of nonconstant solutions which vanish at
w = 0. Much of the work in Section 5 of this paper will be writing down different bases for
V and interpreting them physically. One basis of solutions is obtained by straightforward
application of the Frobenius technique. This is:
fˆ−1(w) := 1
fˆm(w) := (−w)m+1
∞∑
k=0
(−w)nk
(
Γ(k + m+1n )
)2
Γ(kn+m+ 2)
0 ≤ m ≤ n− 2
(4.6)
Note that fˆm(w) are entire functions in the w-plane for n > 2 with an essential singularity
at w = ∞. It will be useful to extend the definition (4.6) to include fˆn−1(w), although
this function does not solve the GKZ equation.
4.2. Integral representation
In the physical interpretation of the solutions it is very useful to have an integral
representation directly related to the path integral which computes the overlap between
RR groundstates and the branes. This solution has the schematic form∫
γ
e−W
dx1
x1
dx3
x3
(4.7)
where γ is an appropriate contour, to be discussed in detail below.
Note that it is trivially true that for W given by (4.1) and D given by (4.3)
D
∫
γ
e−W
dx1
x1
dx3
x3
= 0 (4.8)
where γ is any fixed chain of real dimension 2 in C∗ ×C∗.
Now, the generalized periods should only be functions of the scaling variable w. This
can be arranged by exploiting the C∗ ×C∗ action on (x1, x3). In fact, by analyticity, we
need only consider IR∗+ × IR∗+ invariant orbits. Any such orbit through (α, β) ∈C∗ ×C∗ is
of the form
γα,β := {(t1α, t3β)|t1, t3 > 0}. (4.9)
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One might be tempted to use the chains γα,β in (4.7) to produce solutions of (4.5). There
are two problems with this. First, we must also regularize the logarithmic singularities at
the origin. Next, we must ensure convergence of the integral at ∞. The singularity at the
origin is easily regularized by taking ti ≥ ǫ. Thus we consider the contour integral:
Iα,β(w; ǫ) :=
∫ ∞
ǫ
dt1
t1
∫ ∞
ǫ
dt3
t3
e−W (4.10)
where
W = αntn1 + αβwt1t3 + β
ntn3 (4.11)
with t1, t3 > 0 always.
We will use this basic integral to construct solutions. To ensure convergence at infinity
we require Re(αn) > 0 and Re(βn) > 0. There are different sectors of the (x1, x3) plane
in which the integrals converge. We will need a way of denoting these convergent sectors.
Define α = |α|eiθ. Then if α is in a convergent sector there must exist an integer sα such
that
− π
2n
< θ +
2π
n
sα <
π
2n
(4.12)
We will denote the convergent sectors (4.12) in the α plane by Ssα . Equation (4.12) only
defines sα modulo n. If we choose the principal branch of the logarithm then sα is defined
absolutely. We choose the fundamental domains: 5
s =
n− 1
2
,
n− 3
2
, . . . ,−n− 1
2
n odd
s =
1
2
n, . . . ,−1
2
n n even
(4.13)
See Figs. 1,2 for n = 3, 4.
By using rescalings of t1, t3, the equation De−W = 0, and keeping track of boundary
terms, and (4.4) it is straightforward to show that
a1a3DIα,β(w; ǫ) = 1
n2
e−W (t1=ǫ,t3=ǫ)−α
n
n
∫ ∞
ǫ
dt1t
n−1
1 e
−W (t1,t3=ǫ)−β
n
n
∫ ∞
ǫ
dt3t
n−1
3 e
−W (t1=ǫ,t3)
(4.14)
5 This has one awkward feature for n even: In this case the angular sector containing the
negative real axis is a convergent sector and s is discontinuous across the negative real axis,
jumping from s = −n/2 just above the negative real axis to s = n/2 just below the negative real
axis.
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Fig 1. The angular structure in the α, β (equivalently, x1, x3) planes for n = 3. In
the shaded sectors the integral (4.10) converges.
Thus, the Iα,β(w; ǫ) do not solve the differential equation. Note, however, that the RHS
of (4.14) has a smooth ǫ→ 0 limit, given by −1/n2
We will form solutions from the Iα,β by taking appropriate linear combinations of
Iα,β(w; ǫ) and taking the ǫ→0 limit. In order to produce appropriate combinations let us
investigate the ǫ→ 0 behavior. Note that Iα,β(w; ǫ) has a convergent expansion in w. If we
expand the integrand in (4.10) in a power series in w, only the first term has a divergence
as ǫ→ 0. Let us define Iˆα,β(w; ǫ) via:
Iα,β(w; ǫ) =
∫ ∞
ǫ
dt1
t1
e−α
ntn1
∫ ∞
ǫ
dt3
t3
e−β
ntn3 + Iˆα,β(w; ǫ) (4.15)
The first term is divergent for ǫ→ 0, and constant in w. In fact, one has:∫ ∞
ǫ
dt1
t1
e−α
ntn1 =
1
n
E1(ǫ
nαn) = − log ǫ− 1
n
logαn − γ
n
+O(ǫn). (4.16)
Thus we conclude that
Iα,β(w; ǫ)→ (log ǫ)2 +Kαβ log ǫ+ 1
n2
(logαn + γ)(logβn + γ) + Iˆαβ(w; 0) +O(ǫ) (4.17)
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Fig 2. The angular structure in the α, β (equivalently, x1, x3) planes for n = 4. In
the shaded sectors the integral (4.10) converges.
In particular
d
dw
Iα,β(w; ǫ) =
d
dw
Iˆα,β(w; ǫ) (4.18)
has a smooth ǫ→ 0 limit.
It follows from (4.17) that if we choose linear combinations∑
cαβ Iˆα,β(w; 0) (4.19)
such that ∑
cαβ = 0 (4.20)
then we have a solution of the GKZ equation (4.5). Indeed, we can take the limit ǫ → 0
directly from (4.15) and we can compute the power series in w explicitly. Using∫ ∞
0
dt
t
tke−α
ntn = α−ke−2πi
k
n
sα
1
n
Γ(
k
n
) k ≥ 1 (4.21)
we arrive at
Iˆα,β(w; 0) =
1
n2
∞∑
k=1
(−w)k (Γ(k/n))
2
k!
e−2πi
k
n
(sα+sβ)
=
1
n2
n∑
j=1
e−2πi
j
n
(sα+sβ)fˆj−1(w)
(4.22)
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where fˆm was defined in (4.6). Recall that fˆn−1 does not solve the differential equation
(4.5). This is in accord with (4.14).
Let us note a few important properties of the functions Iˆα,β(w; 0). First, it is clear
from (4.22) that Iˆα,β(w; 0) only depends on α, β through the sector Ssα ×Ssβ . In fact Iˆαβ
only depends on the combination sαβ := (sα+ sβ)mod n. By definition, the function Iˆs is
Iˆαβ such that sαβ = smod n. Next, note that the functions
∑
csIˆs(w; 0) (4.23)
subject to
∑
cs = 0 span the space V of nonconstant solutions to the GKZ system. Indeed,
inverting the finite Fourier transform we see that the span of Iˆα,β(w; 0) is the span of
fˆ0, . . . , fˆn−1, and that fˆm for m < n− 1 are given by linear combinations with
∑
cαβ = 0.
Finally, note that
∑
cαβIαβ(w; ǫ) only has a smooth limit for
∑
cαβ = 0 and
∑
cαβKαβ =
0. In this case limǫ→0
∑
cαβIαβ =
∑
cαβ Iˆαβ.
4.3. LG symmetry
The “LG symmetry” or “quantum symmetry” plays a fundamental role in what fol-
lows. The point w = 0 corresponds to the orbifold point, where there is a quantum
symmetry that permutes the fractional branes. From the action of this symmetry on the
chiral ring generator we see that the action of the quantum symmetry is w → ωw, where
ω = e2πi/n, so a generator of the quantum symmetry takes Iˆs → Iˆs+1, that is:
Iˆs(ω
tw) = Iˆs−t(w) (4.24)
Thus the set of solutions Iˆ1 − Iˆ0, Iˆ2 − Iˆ1, . . . , Iˆn−1 − Iˆn−2, Iˆ0 − Iˆn−1 are cyclically
permuted under the quantum symmetry. The sum of these solutions is 0. Thus, this basis
is reminiscent of the the space of fractional branes orthogonal to the D0 brane, and one
might be tempted to identify these with the periods of fractional branes. Unfortunately,
quantum monodromy is not strong enough to guarantee this and we will see that in fact a
more subtle basis corresponds to the basis of fractional branes.
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4.4. Critical points and propeller branes
The integral representation (4.7) is useful for investigating the asymptotics of the
solutions via stationary phase. In this section we set a1 = a3 = 1 so
W = xn1 + wx1x3 + x
n
3 .
Of course, solving for W ′ = 0 is the same as solving for the LG vacua. We find there are
(n− 1)2 solutions. n(n− 2) solutions are nonzero and come in (n− 2) different “Landau-
Ginzburg orbits” of the quantum ZZn symmetry (x1, x3)→ (ωx1, ω−1x3).
We should simply write:
x1 = (−w
n
)
1
n−2 e
2πi
ν(n−1)
n(n−2)
x3 = (−w
n
)
1
n−2 e2πi
ν
n(n−2)
(4.25)
with ν = 1, . . . , n(n−2). The LG ZZn symmetry is ν → ν+(n−2). The remaining critical
point is at (x1, x3) = (0, 0).
The critical value of W at (4.25) is
Wν = (2− n)
(−w
n
) n
n−2 e2πi
ν
n−2 (4.26)
Note that the different LG orbits are separated by the value of W on the orbit. It is also
useful to compute the Hessian:
W ′′ν = −w
(
(n− 1)e−2πiν/n −1
−1 (n− 1)e2πiν/n
)
(4.27)
Note that
detW ′′ = w2n(n− 2)
does not depend on the sector. All critical points are Morse critical points.
Associated to each critical point is a vacuum state in the GLSM. Associated with each
vacuum is a (topological) D-brane. To write the generalized period for the brane we define
Γν to be the A-brane surface defined in [12](see Section 3). In the math literature these
are known as “Lefshetz thimbles” and in the context of this paper they are the propeller
branes. We then define
Cν(w) :=
∫
Γν
e−W
dx1
x1
dx3
x3
(4.28)
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These are well-defined for the nonzero critical points. The period C0 for brane correspond-
ing to (x1, x3) = (0, 0) cannot be obtained from (4.28) because the latter has a logarithmic
singularity.
Although the chains Γν are not IR
∗×IR∗ invariant the functions Cν nevertheless satisfy
the GKZ equation. The reason is that the chains Γν approach a linear combination of the
chains γαβ at infinity, and, by Cauchy’s theorem we can deform contours in a compact
region without changing the integral. In fact, by examining the asymptotic behavior of
the functions Cν(w) at large w we find that Cν with ν = 0, 1, . . . , n− 2 define a basis for
the space V, and therefore there is a locally constant matrix Mνs such that
Cν =
∑
s
MνsIˆs (4.29)
This matrix is only locally constant. It will be constant in angular sectors and will change
discontinuously across angular sectors because the solutions to an equation with an irreg-
ular singular point exhibit Stokes’ phenomenon.
4.5. A basis of asymptotic solutions
Let us now consider the asymptotic behavior of the functions in V at large w. From
the saddle point formula the contribution of the critical point of type ν to Cν is:
ǫν
1√
n3(n− 2)
(−w
n
) −n
n−2 e−2πi
ν
n−2 exp
[
(n− 2)(−w
n
)
n
n−2 e2πi
ν
n−2
]
(4.30)
where ǫν = ±1. This is the leading term in an asymptotic expansion given by expanding
the integrand of
e−Wν
∫ +∞
−∞
dt1dt3
(x1 + t1)(x3 + t3)
e
− 12 ( t1 t3 )W
′′
(
t1
t3
)
e
−
∑
n
j=3
(nj)x
n−j
1 t
j
1+
∑
n
j=3
(nj)x
n−j
3 t
j
3
(4.31)
in powers of t1, t3 and doing the gaussian integrals. Here (x1, x3) is the critical point we are
expanding around. Note that the “interaction vertices” in the Feynman diagram expansion
depend on ν. The result is that (4.30) is multiplied by a power series in w−n/(n−2).
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These asymptotic expansions give n − 2 asymptotic solutions to the GKZ equation,
valid at large w. The last solution is the log solution from the asymptotic expansion at
(0, 0). Thus, we have a basis of formal solutions:
b0 = logw −
∞∑
k=1
Γ(kn)
(k!)2
w−kn
bν =
1√
n3(n− 2)
(−w
n
) −n
n−2 e−2πi
ν
n−2 exp
[
(n− 2)(−w
n
)
n
n−2 e2πi
ν
n−2
]
pν ν = 1, . . . , n− 2
(4.32)
where pν is an asymptotic series in w−n/(n−2).
Note that, roughly speaking, half of the series bν are “exponentially growing,” and
half are “exponentially decreasing.” Thus, there is a filtration on V given by the maximal
asymptotic growth as w →∞ along a fixed ray. We order the values of νi so that
Re(−w
n
)
n
n−2 e2πi
ν1
n−2 < Re(−w
n
)
n
n−2 e2πi
ν2
n−2 < · · · (4.33)
to produce the filtration
F1 ⊂ F2 ⊂ · · · ⊂ Fn−1 = V (4.34)
Note that there are (n− 1) steps in the filtration because of the logarithmic solution.
Our next task is to find out how the true solutions
∑
s csIˆs(w) with
∑
s cs = 0 fit into
the filtration (4.34).
4.6. Asymptotics of Iˆs: exponential growth
The most natural way to investigate the asymptotics of Iˆs is to apply the saddle-point
technique to the integral representation
d
dw
Iˆαβ = −
∫
γαβ
e−W dx1dx3. (4.35)
Applying the saddle point technique is not straightforward. Care is needed in establishing
which of the saddle points (4.25) contribute to a given integral Iˆs. However, if a critical
point lies in the convergent sector containing the contour defining Iˆs then that critical
point does contribute since no large contour deformations are required. Using that rule
alone we can learn some useful facts about when Iˆs(w) has exponential growth.
Let us label the convergent sectors by Ss where s is defined, modulo n, by (4.12).
Depending on the phase of w the critical points (x1, x3)ν in (4.25) might or might
not be in a convergent sector. Note that since xν1 = x
ν
3e
2πi ν
n , it follows that x1, x3 either
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both lie in a convergent or in a nonconvergent sector. The condition to lie in a convergent
sector is:
Re
(
(−w
n
)
n
n−2 e2πi
(
ν
n−2
))
> 0 (4.36)
This is precisely the criterion that Wν < 0, and hence the same as the criterion that the
contribution to an integral, if it exists, is always a growing exponential.
Let us analyze more fully when the exponentially growing critical points can contribute
to an integral Iαβ. Let
(−w
n
)
1
n−2 e2πi
(
ν
n(n−2)
)
= eiψA (4.37)
where A > 0, and −π < ψ < π. Then from (4.36) we know there is an s∗ with
− π
2n
< ψ +
2π
n
s∗ <
π
2n
(4.38)
Then the critical point (4.25) is in the sector:
(Aeiψ+2πiν/n, Aeiψ) ∈ Ss∗+ν × Ss∗ (4.39)
Thus, for w such that (4.38) holds, Iˆαβ has an exponential growth from a critical point
iff sαβ = 2s∗ + νmod n. Moreover, the Landau-Ginzburg symmetry ν → ν + (n − 2)
relates the growth of different functions Iˆs → Iˆs+1. To exploit this consider Iˆ0(w). For
| arg(−w)1/(n−2)| < π
2
, that is, for
−π
2
+
π
n
< arg(−w) < π
2
− π
n
(4.40)
the critical point ν = n(n−2) ∼= 0 contributes to the integral. Therefore, Iˆ0 has exponential
growth in this sector. Now using Iˆs(w) = Iˆ0(ω
−sw) we can make similar statements about
the other sectors.
As we shall see in the next section, in the sector complementary to (4.40) Iˆ0 has in
fact at most logarithmic growth. In overlapping sectors of the type (4.40) we can form
linear combinations of the Iˆs to produce functions with exponential growth slower than
the leading one.
Examples
1. n = 3. The functions Iˆs have exponential growth like E = −
√
27w−3exp((−w/3)3)
for:
Iˆ0 : − π
6
< arg(−w) < π
6
Iˆ1 : − 5π
6
< arg(−w) < −3π
6
Iˆ2 :
3π
6
< arg(−w) < 5π
6
(4.41)
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These are the shaded regions in Fig. 3 below.
2. n = 4. We have exponential growth for
Iˆ0 : − π
4
< arg(−w) < π
4
Iˆ1 :
π
4
< arg(−w) < 3π
4
Iˆ2 :
3π
4
< arg(−w) < 5π
4
Iˆ3 :
−3π
4
< arg(−w) < −π
4
(4.42)
See Fig. 4.
4.7. Asymptotics of Iˆs: Coefficient of the logarithm
In this section we introduce a different integral representation for the functions Iˆs
which, while only valid in part of the complex w plane, is very useful for extracting asymp-
totic behavior for |w| → ∞. We apply a method described in [18]. 6
In what follows arg(z) always means the principal branch of the logarithm, so it is
defined for z ∈C− IR− and | arg(z)| < π. We begin with
e−z =
1
2πi
∫
C
Γ(u)z−udu | arg(z)| < π/2 (4.43)
where C is the contour u = ǫ+ iy, y ∈ IR, ǫ > 0. Note that
|Γ(x+ iy)| ∼
√
2π|y|− 12+xe− pi2 |y| (4.44)
for y → ±∞ at any fixed x. Thus the integrand converges absolutely for | arg(z)| < π/2.
To prove (4.43) note that we can close the contour in the left half plane.
We apply this to e−αβwt1t3 in the integral representation for Iˆ which follows from
(4.10). Thus we must require
| arg(αβw)| < π
2
(4.45)
and for such values of α, β, w we define the integer N(α, β, w) by
−π
2
< arg(α) + arg(β) + arg(w) + 2πN(α, β, w) <
π
2
(4.46)
6 This reference examines asymptotics of the integrals relevant to the more general set of
C2/ZZn(p) models and might be useful in further extensions of the present paper.
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The integrals are absolutely convergent and we can exchange them and do the t1, t3 integral.
Using the generalization of (4.21)∫ ∞
0
dt
t
t−se−α
ntn = αs−1e
2piisα
n
(s−1) 1
n
Γ(
1− s
n
) Re(s) < 1 (4.47)
we find
d
dw
Iˆαβ(w; 0) = −e−2πisαβ/n 1
2πin2
∫
C
Γ(u)
(
Γ(
1− u
n
)
)2
w−uexp
[
2πiu
(sαβ
n
−N(α, β, w))]du
(4.48)
This is valid in the region (4.45). It is a good exercise to use (4.44) to check that (4.48) is
an absolutely convergent integral in this range. Indeed, this condition guarantees absolute
convergence of the integral in (4.48) along any contour of the form x+ iy for fixed x with
y ∈ IR.
Now, using the property that Iαβ only depends on the wedge in which α, β live we
can map out the range of validity for the integral representation (4.48). It follows that, for
Iˆ0, the domain of validity of (4.48) is the region
−π
2
− π
n
< arg(w) <
π
2
+
π
n
(4.49)
Note that this is perfectly complementary to the region (4.40). Using the LG symmetry
we find that the formula (4.48) for Iˆs holds in the range
−π
2
+
π
n
(2s− 1) < argw < π
2
+
π
n
(2s+ 1) (4.50)
If n is sufficiently larger then s then N = 0 throughout (4.50).
The integral (4.48) is useful because it allows us to obtain asymptotic expansions for
Iˆs in the region (4.50). While we cannot close the u-contour integral in the left half plane,
we can displace the contour to the right, thanks to (4.44). In the process we pick up poles
from u = 1 + kn, k = 0, 1, 2, . . .. In this way we arrive at the asymptotic expansion
d
dw
Iˆαβ(w; 0) ∼ 2πi(sαβ
n
−N(α, β, w))
∞∑
k=0
Γ(1 + kn)
(k!)2
w−1−kn +
∞∑
k=0
Dk(n)w
−1−kn (4.51)
where the Dk(n) are functions of k, n but are independent of w and, crucially, are inde-
pendent of α, β and hence cancel out when one forms combinations
∑
cαβ Iˆαβ such that
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∑
cαβ = 0. Integrating this formula we have the asymptotic expansion
Iˆαβ(w; 0) ∼ 2πi(sαβ
n
−N(α, β, w))
(
logw −
∑
k≥1
Γ(kn)
(k!)2
w−kn
)
+ U
U := −1
2
(logw)2 − (n− 2)
n
γ logw + c+
∑
k≥1
Γ(kn)
(k!)2
(−knw−kn logw + hkw−kn)
hk := −1 + 2
n
(1 +
1
2
+ · · ·+ 1
k
− γ)−Ψ(1 + kn)
(4.52)
where c is a constant. The important thing in this formula is that U is independent of α, β
(and hence of s). Note that the s-dependent term is nicely consistent with the logarithmic
dependence on w in the expansion U , and the LG symmetry. The formula is valid in the
LG images of (4.49). The asymptotics perfectly complement the region (4.40) where the
leading exponential dominates.
One important conclusion we can draw from (4.52) is that in those regions where (4.45)
is simultaneously valid for all terms with cαβ 6= 0 and such that
∑
cαβ(
sαβ
n
−N(α, β, w)) =
0 then
∑
cαβ Iˆαβ will be an exponentially decaying solution.
The discussion in this section falls short of giving a complete description of the filtra-
tion (4.34) in all angular sectors for general n because we have not explained how to form
linear combinations with prescribed sub-exponential growth. One can apply the saddle
point technique to the integral (4.48) for linear combinations, such as Iˆs + Iˆ−s − 2Iˆ0 for
which the pole terms cancel. One finds that Iˆs contributes an exponential behavior like
exp
[
−(n− 2)(wn ) nn−2 e− 2piin−2 (s+1)] Imw > 0
exp
[
−(n− 2)(w
n
) n
n−2 e−
2pii
n−2 (s−1)
]
Imw < 0
(4.53)
in the intersection of the regions (4.50). (We assume n≫ |s| at this point.) The term with
the least rapid decay will then dominate. Careful application of this rule might suffice
to determine the full filtration (4.34) but we have not carried this out. There is also a
Mellin-Barnes representation of the functions fˆm but the saddle point technique applied to
this representation proves inconclusive. Nevertheless, the results we have presented here
do suffice to give a rather complete picture of the filtration for n = 3 and n = 4, as we
describe in the next subsection.
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4.8. Examples: n = 3 and n = 4
Let us show how the above general results can give a complete picture of the filtration
for the cases n = 3 and n = 4. Let
E = −
√
27w−3exp
(−w
3
)3
(4.54)
Then we have
Iˆ0 ∼
{U −5π6 < argw < 5π6E −π
6
< arg−w < π
6
(4.55)
Iˆ1 ∼

U + 2πi3 logw + · · · −π6 < argw < π
U − 4πi3 logw + · · · −π < argw < −π2E −π
2
< arg−w < −π
6
(4.56)
Iˆ−1 ∼

U + 4πi3 logw + · · · π2 < argw < π
U − 2πi
3
logw + · · · −π < argw < π
6E π6 < arg−w < π2
(4.57)
Now let us describe the corresponding filtrations. There are only two steps in (4.34).
In the “convergent sectors” Rew3 < 0 the exponential solution, which is asymptotic to E ,
is growing and we have F0 ⊂ F+ where F0 is the 1-dimensional space spanned by the log
solution. In the sectors with Rew3 > 0, E is decaying and we have the filtration F− ⊂ F0,
where F− is the one-dimensional space spanned by the exponentially decaying solution E .
The first step in the filtration is given by
F0 = Span

Iˆ0 − Iˆ−1 ∼ 2πi3 logw + · · · −3π6 < argw < −π6
Iˆ1 − Iˆ−1 ∼ −2πi3 logw + · · · −π6 < arg(−w) < π6
Iˆ0 − Iˆ1 ∼ −2πi3 logw + · · · π6 < argw < 3π6
(4.58)
for the sectors in which E is exponentially growing. Note the three lines of (4.58) are
related by LG symmetry. Similarly the first step in the filtration is given by
F− = Span

2Iˆ0 − Iˆ−1 − Iˆ+1 ∼ cnst.E −π6 < argw < π6
2Iˆ1 − Iˆ−1 − Iˆ0 ∼ cnst.E 3π6 < argw < 5π6
2Iˆ−1 − Iˆ1 − Iˆ0 ∼ cnst.E −5π6 < argw < −3π6
(4.59)
for the sectors in which E is exponentially decreasing.
Similarly, for n = 4 we find:
Iˆ0 ∼
{U −3π
4
< argw < 3π
4E0 −π4 < arg(−w) < π4
(4.60)
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Here E0 ∼
√
2w−2exp[w2/8] is the growing exponential corresponding to the critical point
with ν = 0 (or its LG images).
Iˆ1 ∼

U + 2πi4 logw + · · · −π4 < argw < π
U − 3πi4 logw + · · · −π < argw < −3π4E1 −3π4 < argw < −2π4
(4.61)
Here E1 ∼
√
2w−2exp[−w2/8] is the growing exponential corresponding to the critical point
with ν = 1 (or its LG images). Similarly
Iˆ−1 ∼

U − 2πi
4
logw + · · · −π < argw < π
4
U + 3πi4 logw + · · · 3π4 < argw < πE1 π4 < argw < 3π4
(4.62)
Iˆ2 ∼

U + iπ logw + · · · π
4
< argw < π
U − iπ logw + · · · −π < argw < −π4E0 −π4 < argw < π4
(4.63)
Using these formulae we can specify bases for the 3-step filtration F− ⊂ F0 ⊂ F+,
where F− has at most exponential decay, and F0 has at most logarithmic growth. In the
sectors | argw| < π4 we find that F− is generated by 2Iˆ0 − Iˆ1 − Iˆ−1 ∼ cnst.E1, while F0 is
spanned by Iˆ0− Iˆ1 and Iˆ0− Iˆ−1. The filtrations in the other sectors are given by applying
the LG symmetry.
4.9. Stokes matrices
The differential equation (4.5) can be written as a first order n × n matrix equation
of the form: ( d
dw
− A(w))Ψ = 0 (4.64)
where
A(w) =
n−1∑
i=1
ei,i+1 +
(−1)n
n2
wen,2 +
(−1)n
n2
w2en,3 (4.65)
and ei,j are matrix units. We regard this as an equation for an n × n invertible matrix
Ψ. The physical interpretation of Ψ is that it is the matrix of 1-point correlators of the
elements of the chiral ring
(
C[x1, x3]/(xi∂iW )
)
ZZn
:
Ψij =
∫
γi
(x1x3)
je−W
dx1
x1
dx3
x3
(4.66)
At infinity there is a formal asymptotic solution. True n×n matrix solutions asymptotic to
the fixed formal solution can only be defined in angular sectors. For sectors of sufficiently
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wide angle the true solution is unique. On overlapping sectors two such solutions will be
related by right multiplication by a constant matrix known as a Stokes matrix. For further
details see, for examples, [19][20].
The results of the previous sections allow one to determine the Stokes matrices for
n = 3, 4. We work directly with a basis for V, rather then Ψ. For n = 3 we define a vector
of formal solutions (
κ0b0
κ1b1
)
(4.67)
where κ0, κ1 are appropriate constants and b0, b1 are defined in (4.32). We now introduce
six sectors: Sj := {w|πj3 − π2 < argw < πj3 + π6 }, 1 ≤ j ≤ 6. In each of these sectors there
is a unique basis of solutions asymptotic to (4.67). These are:
S1 : ψ1 =
(
Iˆ0 − Iˆ1
2Iˆ0 − Iˆ1 − Iˆ−1
)
S2 : ψ2 =
(
Iˆ0 − Iˆ1
2Iˆ1 − Iˆ0 − Iˆ−1
)
S3 : ψ3 =
(
Iˆ1 − Iˆ−1
2Iˆ1 − Iˆ0 − Iˆ−1
)
· · · · · ·
(4.68)
The other sectors are obtained by LG symmetry. Then we have Stokes matrices:
S1 ∩ S2 : ψ1 =
(
1 0
3 1
)
ψ2
S2 ∩ S3 : ψ2 =
(
1 −1
0 1
)
ψ3
· · · · · ·
(4.69)
and the remaining sectors are obtained by applying LG symmetry. Similarly, one can
compute the Stokes matrices for n = 4.
4.10. Summary
The generalized periods are solutions of the GKZ equation (4.5). A basis of solutions
can be written in the integral representation (4.7) (4.35) for appropriate linear combi-
nations of regulated “straightline contours” (4.9). These linear combinations should be
thought of as elements of the homology group Hn(C
2, B) where B is the region at infinity
where ReW → +∞. By combining the “Landau-Ginzburg symmetry” (4.24) with sad-
dle point techniques ( equations (4.25)(4.26)(4.30)) and the integral representation (4.48)
we are able to find the angular-sector-dependent asymptotic behavior of the generalized
periods, which exhibit Stokes’ phenomenon. We gave a detailed analysis for the cases of
n = 3, 4 in (4.54)–(4.63) and showed how to compute the Stokes’ matrices in (4.69).
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5. Propeller branes vs. fractional branes: analysis for small n
In this section we analyze C2/ZZn(p=1) orbifolds for n = 3, 4. Let us first summarize
our findings. We look at the overlap of the Ramond ground state with the branes in the
theory deformed by the addition of a tachyon vertex operator. This quantity is the direct
analog of the central charge in the spacetime supersymmetric theories and we call it the
“generalized central charge” or “generalized period.” Earlier in the paper we explained
that this quantity satisfies the GKZ equation. A convenient basis of non-constant solutions
is provided by combinations of Iˆs which satisfy (4.23).
As x1, x3→∞, the A-brane surfaces defined in Section 3 asymptote to quarterplanes
(4.9) used in the definition of Iα,β in (4.10). More precisely, we find that
〈cν |1〉 = C1 + C2(Iˆs+1 + Iˆs−1 − 2Iˆs) (5.1)
with the relation between ν and s to be determined later. In eq. (5.1) C1 and C2 are
w-independent constants. We do not know the behavior of the contour Γν in the compact
region. Because of the pole 1/x1x3 in the measure we must allow for a constant term
C1 which cannot be determined by our techniques
7. In the following, we will adopt the
notation
〈cν |1〉 ∼ Iˆs+1 + Iˆs−1 − 2Iˆs (5.2)
which is meant to be equivalent to (5.1). The evidence for (5.2) comes from numerically
solving the differential equations that define the profile of the A-brane. [We also observe
that (5.2) is consistent with the saddle-point evaluation of the integral (3.3).]
The theory at the orbifold point contains a set of fractional branes whose boundary
states are described in appendix A. In the following we will provide evidence that the
coulomb branch branes are equivalent to the fractional branes, up to a permutation. In
fact, we propose
〈ea|1〉 = C2(Iˆa+1 + Iˆa−1 − 2Iˆa) + 1
n
(5.3)
(From the exact boundary state description we happen to know the value of the constant
term for this overlap; it is equal to 1/n.) The evidence for (5.3) comes from the map
between the higgs branch brane and the fractional branes, which is determined by the
intersection matrix. In fact, for n = 3 the map also implies that the coulomb branch brane
7 Recall that the intersection matrix is also insensitive to the addition/subtraction of D0
branes, which corresponds to adding/subtracting an integer from (5.1).
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is equal to the fractional brane up to permutations. Here is a consistency check for (5.3).
Consider turning on the tachyon vertex operator w. The worldsheet action of the orbifold
theory is modified by
δS ∼ w
∫
dzdz¯
∫
d2θX 1
n
. (5.4)
The disk one-point function of the unit operator to first nontrivial order in w is
〈ea|1〉 ∼ w exp
(
−2πia
n
)
+O(w2) (5.5)
where we used the boundary state expression for the fractional brane to determine the one-
point function, and we have dropped n-dependent normalization constants. Substituting
the small w expansion (4.22) into (5.3) gives precisely (5.5).
5.1. n = 3
We first consider the case of n = 3, p = 1. In fact, the orbifold group is ZN=2n = Z6
due to the action on fermions; only the type 0 (not the type II) theory can be defined.
There are three choices for the intersection matrix for fractional branes, given by (2.34)
and by matrices obtained from (2.34) by permutation of columns.
(1) The complete, unreduced intersection matrix, obtained by a permutation of columns
from (2.34) is
I =
 −2 1 11 −2 1
1 1 −2
 (5.6)
The reduced matrix, with the D0 brane factored out, corresponds to the continued
fraction determined by n/(n− p)→[2, 2].
I˜ =
( −2 1
1 −2
)
(5.7)
The corresponding Hirzebruch-Jung space is an ALE space. It is obtained from the
orbifold by turning on the generators of the (c,c) ring. This is essentially equivalent
to the spacetime supersymmetric case. There is no coulomb branch and the map
between the fractional branes and the higgs branch branes is known via the McKay
correspondence.
(2) The unreduced matrix is obtained by a permutation of columns in (5.6). The reduced
intersection form is determined by the continued fraction determined by n/p→[3].
I˜ =
(
1 −2
1 1
)
(5.8)
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According to (2.30), the higgs and the coulomb branch branes are given by
h = es − es+1, c = es+1 (5.9)
where the index s is not determined at this stage. In fact, as we will see below, all
permutations will be realized, depending on the argument of w.
(3) Similar to the previous case, the continued fraction is n/p→[3] and
I˜ =
(
1 1
−2 1
)
(5.10)
and therefore
h = es + 2es+1, c = es+1 (5.11)
To proceed further, it will be convenient to have a map of the w-plane divided into angular
sectors. This is shown in Fig. 3.
c=e 0
c=e
c=e
     
     
     
     
     





     
     
     
     
     





     
     
     
     
     
     






Im w
Re w
1
2
Fig 3. The angular structure in the w plane. w in the shaded sectors gives rise to a
critical point with a negative value of ReW . Big blue arrows mark sectors which differ by
permutations of fractional branes. Dashed red and green arrows mark sectors which differ
by the type of higgs branch brane
31
According to (4.25), modulo the LG symmetry, there is a single critical point of the
superpotential W . Its coordinates, and the value of W are
x1 = x3 = −w
3
, W∗ =
(w
3
)3
(5.12)
Hence there are three angular sectors in the w-plane where W∗ is negative and the integral
(3.3) can pick up an exponentially growing contribution from the critical point. This
happens when (x1, x3) given by (5.12) fall into the regions (see (4.42) above)
5π
6
≤ arg(w) ≤ 7π
6
, s = 0
3π
2
≤ arg(w) ≤ 11π
6
, s = 1
π
6
≤ arg(w) ≤ π
2
, s = −1
(5.13)
These are the shaded sectors in Fig. 3. The value of s in (5.13) specifies which Iˆs receives
an exponentially growing contribution, in accord with the rule (4.39). In these sectors,
the nonconstant solutions of the GKZ equation are spanned by the two functions with the
following leading asymptotics:
5π
6
≤ arg(w) ≤ 7π
6
: Iˆ−1 − Iˆ1 ∼ 2πi
3
logw, Iˆ0 − I−1 ∼ exp(−W∗)
3π
2
≤ arg(w) ≤ 11π
6
: Iˆ0 − Iˆ−1 ∼ 2πi
3
logw, Iˆ1 − I0 ∼ exp(−W∗)
π
6
≤ arg(w) ≤ π
2
: Iˆ1 − Iˆ0 ∼ 2πi
3
logw, Iˆ−1 − I1 ∼ exp(−W∗)
(5.14)
where W∗ is given by (5.12) and is a growing exponential. The precise form of the expo-
nential growth is given in (4.54), but we use e−W∗ as a shorthand for E . Note that the
three sectors are different by a simple permutation of indices of Iˆ’s. We will see below
that this is a general phenomenon which is rooted in the permutation symmetry of the
fractional branes.
Consider now three sectors where ReW∗ is positive, and the contribution from the
nonzero critical point is a decaying exponential. These are the unshaded sectors in Fig.
3. The leading contribution now comes from the critical point at (x1, x3) = (0, 0) and is
logarithmic.
−π
6
≤ arg(w) ≤ π
6
: Iˆ1 − Iˆ0 ∼ 2πi
3
logw, 〈c|1〉 ∼ Iˆ1 + Iˆ−1 − 2Iˆ0 ∼ exp(−W∗)
π
2
≤ arg(w) ≤ 5π
6
: Iˆ−1 − Iˆ1 ∼ 2πi
3
logw, 〈c|1〉 ∼ Iˆ−1 + Iˆ0 − 2Iˆ1 ∼ exp(−W∗)
7π
6
≤ arg(w) ≤ 3π
2
: Iˆ0 − Iˆ−1 ∼ 2πi
3
logw, 〈c|1〉 ∼ Iˆ0 + Iˆ1 − 2Iˆ−1 ∼ exp(−W∗)
(5.15)
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In eq. (5.15) we identified the exponentially decaying solution with the generalized central
charge of the coulomb branch brane. Indeed, we expect the latter to receive an exponen-
tially decaying contribution from the critical point of W . Now both (5.9) and (5.11) state
that the coulomb branch brane is the same as the fractional brane, up to a permutation.
But we can fix the freedom with the help of (5.5). This leads to (5.3).
The picture that we infer from (5.15) is therefore the following. In the (undashed)
sector −π
6
≤ arg(w) ≤ π
6
, c = e0. Rotating arg(w) by 2π/3 enforces the permutation
of fractional branes. E.g. in the sector π
2
≤ arg(w) ≤ 5π
6
, c = e1 etc. What we do
not yet know is how the transition between c = e0 and c = e1 (and more generally,
between c = es and c = es+1) happens. A natural scenario would be the following. The
w plane is divided into 3 angular regions, marked by the blue arrows in Fig. 3. In the
region −π/3 ≤ arg(w) ≤ π/3, c = e0, and w→exp(2πi/3)w enforces the permutation
of the fractional branes es→es+1. Unfortunately we cannot see this directly from the
asymptotics of Iˆ’s. The reason is that both es and es+1 have the same exponentially
growing asymptotics in the region where the transition happens. However there is a way
to verify the picture proposed above. As explained before, the shape of the coulomb
branch brane can be inferred from the solution of the soliton equations. The corresponding
solutions emanate from the critical point of W and run to infinity along the quarterplanes
γαβ used to define the Iˆαβ’s (there are n = 3 inequivalent choices of them). Solving the
equations near the critical point and far away, in the asymptotic region, is easy. The more
difficult question is matching the solutions in the two regions, i.e. understanding which
direction in the w plane is chosen by a certain soliton trajectory, and how this choice
depends on arg(w). In appendix B we analyze this question numerically. Our analysis
confirms the picture described above. That is, there are three angular sectors in the w
plane, and the asymptotics of the A-brane surface emanating from the nonzero critical
point (i.e. coulomb branch brane) jump as w crosses the lines of arg(w) = π/3, π,−π/3.
Moreover, the asymptotics are consistent with (5.15).
So far we have determined the behavior of the generalized central charge for the
coulomb branch brane as a function of w. The theory contains a single higgs branch
brane, which wraps the exceptional IP1 of O(−3)→IP1. Unfortunately we cannot analyze
the soliton equations for this brane, since the LG model is unreliable near (x1, x3) = (0, 0)
which would serve as a critical point. Nevertheless, we can use (5.9) and (5.11) together
with (5.3) to compute the generalized central charge. Let us specialize the discussion to
the angular sector −π/6 ≤ arg(w) ≤ π/6; the other two sectors differ by permutation.
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In this sector c = e0, therefore the two possibilities for the higgs branch brane consistent
with the intersection matrix are h(1) = e2− e0 and h(2) = e2+2e0. (Again, one must keep
in mind that the expression for the the higgs and coulomb branch branes are obtained
modulo the addition/subtraction of D0 branes) Using (5.3) we obtain
〈h(1)|1〉 ∼ 3(Iˆ0 − Iˆ−1), 〈h(2)|1〉 ∼ 3(Iˆ1 − Iˆ0) (5.16)
We can identify the logarithmic solution with the higgs branch brane for the shaded sectors
in the w plane. This is where it is defined uniquely (in the unshaded sectors, one can add
an exponentially decaying solution without changing the leading asymptotics). Comparing
with (5.14) we observe that for −π/3 ≤ arg(w) ≤ −π/6, h(1) = e2 − e0, while for π/6 ≤
arg(w) ≤ π/3, h(2) = e2 + 2e0. The natural line of transition between the two happens at
arg(w) = 0. (This would be a direct analog of the transition between c = es and c = es+1).
We cannot rigorously prove this point and leave further justification to the future8.
Let us summarize. There are n = 3 “big” angular sectors. In the sector −π/3 ≤
arg(w) ≤ π/3, the coulomb branch brane c = e0. Multiplication by exp(2πi/3) causes
cyclic permutations of the fractional branes e0→e1 etc. In addition, each big sector is
divided into two smaller ones. For example, in the angular sector −π/3 ≤ arg(w) ≤ π/3
there are two possible higgs branch branes:
h(1) = e2 − e0 + ℓD0, −π
3
≤ arg(w) ≤ 0
h(2) = e0 − e1 + ℓ′D0, 0 ≤ arg(w) ≤ π
3
(5.17)
where ℓ and ℓ′ are nonnegative integers. It is natural to assume that ℓ′ = ℓ. The two branes
in (5.17) then differ by a permutation. Note that both higgs branch branes in (5.17) have
the same asymptotic behavior for the generalized central charge as a function of w:
〈h(1,2)|1〉 ∼ 2πi logw (5.18)
This is reminiscent of the mirror map for the spacetime non-supersymmetric case. When
ℓ = 0 or ℓ′ = 0, the branes in (5.17) become massless at the orbifold point, which generally
signals the breakdown of the string perturbation theory. It is possible however, that the
states which appear in the Hilbert space of the orbifold theory have positive ℓ, ℓ′.
8 We can solve the soliton equations with the flat metric similarly to what is described in
appendix B. The solutions emanating from the (x1, x3) = (0, 0) critical point suggest that the
corresponding A-brane surface indeed asymptotes to the quarter planes defining 3(Iˆ0 − Iˆ−1) and
3(Iˆ1− Iˆ0) and the transition between the two happens at arg(w) = 0. This is another strong piece
of evidence in favor of the picture proposed.
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5.2. n=4
Our next example is n = 4, p = 1. In this case the orbifold group is ZN=n = Z4 and
both type 0 and type II theory can be defined. There are n = 4 choices for the reduced
intersection matrix I˜.
(1) The intersection form corresponds to the continued fraction determined by n/(n −
p)→[2, 2, 2].
I˜ =
 −2 1 01 −2 1
0 1 −2
 (5.19)
This describes spacetime-supersymmetric ALE space. In all other examples the inter-
section form is determined by the continued fraction determined by n/p→[4].
(2)
I˜ =
 1 −2 −10 1 −2
1 0 1
 (5.20)
The higgs branch brane is given by
h(1) = es + 2es+1 + 3es+2 (5.21)
(3)
I˜ =
 0 1 −21 0 1
−2 1 0
 (5.22)
and therefore
h(2) = es + 2es+1 − es+2 (5.23)
In fact, I˜ in (5.22) is the intersection matrix for the type II string, and (5.23) is the
unique higgs branch brane in this case.
(4)
I˜ =
 1 0 1−2 1 0
1 −2 1
 (5.24)
This is the transpose of (5.20). The higgs branch brane is
h(3) = es − 2es+1 − es+2 (5.25)
We also claim that in (2)− (4)
c1 = es+1, c2 = es+2, or c1 = es+2, c2 = es+1 (5.26)
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The reasoning goes as follows. Below we will see that the generalized central charge for
the coulomb branch branes is given by (5.2). This formula satisfies (in a certain angular
sector)
〈ck|1〉 ∼ w exp
(
2πi(k − 2)
n
)
+O(w2), k = 1, 2 (5.27)
The intersection form implies that ck and ek are possibly related as(
es
es+1
)
=
(
a b
c d
)(
c1
c2
)
, ad− bc = 1 (5.28)
The consistency with (5.5) implies that in this angular sector e0 = c2, e1 = c1 and, more
generally, (5.26). (The alternative solution is e1 = c1, e2 = −c2 implies “negative mass” for
the c1 brane and therefore should be discarded. It is also not consistent with the formula
for the higgs branch brane.)
What happens as the phase of w is varied? The relevant angular sectors are depicted
in Fig. 4. There are two critical points (modulo LG symmetry)
ν = 0 : (x1, x3) = (
√−w
2
,
√−w
2
); ν = 1 : (x1, x3) = (
√−wepii4
2
,
√−we 3pii4
2
) (5.29)
The choice of sign in the square root does not matter, the difference amounts to the LG
symmetry. We choose a fundamental domain to be 0 ≤ arg(−w) < 2π which maps into
0 ≤ arg(√−w) < π. For a given value of w, ReW∗ has different signs for the two critical
points. One critical point contributes a growing exponential, while the other a decaying
one. The w plane is divided into four big sectors, which can labeled by ν = 0, 1 and
s = 0, 1, 2, 3, depending on which critical point contributes a growing exponential to which
Iˆs.
−π
4
< arg(w) <
π
4
: ν = 0, s = 2
π
4
< arg(w) <
3π
4
: ν = 1, s = 3
3π
4
< arg(w) <
5π
4
: ν = 0, s = 0
5π
4
< arg(w) <
7π
4
: ν = 1, s = 1
(5.30)
These big sectors differ from each other by a permutation of fractional branes, in exact
analogy to the n = 3 case. The exponentially decaying solution can be identified unambigu-
ously; the logarithmically growing solution is defined up to an addition of exponentially
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Fig 4. The angular structure in the w plane for n = 4. When w is in the shaded
sectors, the ν = 0 (ν = 1)critical point has negative (positive) value of ReW . This is
reversed in the unshaded sectors. Big blue arrows mark sectors which differ by permuta-
tions of fractional branes. Dashed red and green arrows mark sectors which differ by the
type of higgs branch brane
decaying piece:
−π
4
< arg(w) <
π
4
: Iˆ1 − Iˆ3 ∼ πi
2
logw, Iˆ1 + Iˆ3 − 2Iˆ0 ∼ exp(−W1)
π
4
< arg(w) <
3π
4
: Iˆ2 − Iˆ0 ∼ πi
2
logw, Iˆ2 + Iˆ0 − 2Iˆ1 ∼ exp(−W0)
3π
4
< arg(w) <
5π
4
: Iˆ3 − Iˆ1 ∼ πi
2
logw, Iˆ3 + Iˆ1 − 2Iˆ2 ∼ exp(−W1)
5π
4
< arg(w) <
7π
4
: Iˆ0 − Iˆ2 ∼ πi
2
logw, Iˆ2 + Iˆ0 − 2Iˆ1 ∼ exp(−W0)
(5.31)
Let us restrict to the big sector −π4 < arg(w) < π4 . The exponentially decaying solution
is given by the first equation in (5.31). According to (5.3), the respective coulomb branch
brane c2 must be equal to e0. Hence, there are two possibilities, consistent with (5.26).
Either c1 = e1, c2 = e0 and s = 3 in (5.26) (remember that s is defined mod n.) Then,
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〈c2|1〉 ∼ Iˆ1 + Iˆ3 − 2Iˆ0, 〈c1|1〉 ∼ Iˆ2 + Iˆ0 − 2Iˆ1. In this case
〈h(1)|1〉 ∼ 4(Iˆ2 − Iˆ1) ∼ exp(−W0)
〈h(2)|1〉 ∼ 4(Iˆ1 − Iˆ0) ∼ 2πi log(w)
〈h(3)|1〉 ∼ 4(Iˆ0 − Iˆ3) ∼ 2πi log(w)
(5.32)
The generalized central charge for h(1) has a growing exponential behavior instead of the
expected logarithmic behavior. Alternatively, it might happen that c1 = e3, c2 = e0, s = 2
in (5.26), and hence 〈c1|1〉 ∼ Iˆ0 + Iˆ2 − 2Iˆ3, 〈c2|1〉 ∼ Iˆ1 + Iˆ3 − 2Iˆ0 and
〈h(1)|1〉 ∼ 4(Iˆ1 − Iˆ0) ∼ 2πi log(w)
〈h(2)|1〉 ∼ 4(Iˆ0 − Iˆ3) ∼ 2πi log(w)
〈h(3)|1〉 ∼ 4(Iˆ3 − Iˆ2) ∼ exp(−W0)
(5.33)
Now it is h(3) whose behavior is not consistent with the expectations.
In the Appendix B we analyze the behavior of the A-brane surfaces. The results
suggest that the sector −π/4 ≤ arg(w) ≤ π/4 is subdivided into the two subsectors,
similar to the n = 3 case. Whenever 0 ≤ arg(w) ≤ π/4, we have c2 = e0, c1 = e1, and
〈h|1〉 ∼ 4(Iˆ1 − Iˆ0). That is, in this subsector
h = h(2) = e3 + 2e0 − e1, 0 ≤ arg(w) ≤ π
4
(5.34)
Whenever −π/4 ≤ arg(w) ≤ 0, we have c1 = e3, c2 = e0, and 〈h|1〉 ∼ 4(Iˆ0 − Iˆ3). In this
subsector we again have
h = h(2) = e2 + 2e3 − e0, −π
4
≤ arg(w) ≤ 0 (5.35)
Hence, among the three possible expressions for the higgs branch brane consistent with
the intersection form, only one is realized. It is the one which appears in the type II case.
[As before, there is a freedom to add D0 branes to (5.34), (5.35)]
In Appendix B we also analyze the shape of the brane emanating from the ν = 1
critical point. In the analysis above it has been assumed that in the angular sector −π/4 ≤
arg(w) ≤ π/4, the corresponding central charge is given by 〈c|1〉 ∼ Iˆ1 + Iˆ3 − 2Iˆ0, since the
value of W at the critical point is positive and we expect the generalized central charge to
decay exponentially. This is confirmed by solving the soliton equations in Appendix B.
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6. Discussion
In this paper we studied A-branes in the LG model which describes the resolution of
the spacetime non-supersymmetric C2/ZZn(p=1) orbifold. The model has coulomb branch
branes, supported at the minima of the superpotential W away from the origin, and higgs
branch branes, associated with the critical point at the origin. The generalized central
charge for these branes, defined in Section 3, satisfies the GKZ equation. This fact, together
with a knowledge of the critical points of W , and the numerical analysis of the A-brane
shape, allows us to compute the central charges for both coulomb and higgs branch branes.
The results have the expected asymptotic behavior (determined by the value of W at the
corresponding critical point). They are also consistent with the open string Witten index.
That is, in the examples that we have studied, we can identify coulomb branch branes
and fractional branes using the intersection matrix and first order conformal perturbation
theory at the orbifold point. The higgs branch brane is given by a linear combination
of fractional branes, so its generalized central charge can be computed accordingly. This
procedure gives the same result as integrating (3.3) over the higgs branch brane propeller
surface9. This result has logarithmic asymptotics as |w|→∞, as expected from the form
of the integrand at the origin. Similar logarithmic behavior arises also in the spacetime
supersymmetric case.
The complex w plane, is divided into n angular sectors, related by the permutation
of the fractional branes. Hence, it is the phase of the tachyon VEV that is responsible for
a particular ordering of fractional branes being realized. Moreover, each sector is further
divided into subsectors, where different expressions for the higgs branch brane are valid.
In writing formulae for the higgs branch brane one must bear in mind that our tech-
niques are not powerful enough to distinguish between h and h + ℓD0 where ℓ ∈ ZZ and
D0 = e0+ · · ·+en−1. Recall that D0 is in the annihilator of the intersection form. In prin-
ciple this ambiguity could be fixed by determining the constant C∗ in 〈h|1〉 = C∗+
∑
csIˆs
using the propeller surface to determine (3.3). Unfortunately we have not been able to
extract this constant. In the case n = 3 we found the combination h = e2 − e0 in (5.17)
when ℓ = 0. Taken at face value this would be a massless brane at the orbifold point, sig-
naling a breakdown in string perturbation theory. For this reason we find positive values
of ℓ in (5.17) more likely. Clearly, further work is needed here.
9 Numerical data suggests that the propeller surface depends only weakly on the LG metric:
its asymptotics, which are important for the value of the integral, seem to be metric-independent.
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Among the coulomb branch branes, approximately one half have exponentially
growing periods while the other half have exponentially decaying periods. The block-
diagonalization of the intersection matrix implies that the coulomb branch branes are
decoupled from their higgs branch counterparts. Surprisingly, the two coulomb branch
branes in C2/ZZ4(1) are not orthogonal to each other, even though the coulomb vacua are
far separated in the IR! It would be interesting to analyze in detail the patterns at higher
values of n where many coulomb branch branes associated with critical points with both
positive and negative values of ReW are present. This might be useful for the physical
interpretation of (3.3) in the non-conformal case.
This work raises a number of technical issues which must be solved in order to make
further progress. We used numerical analysis to determine the shape of the propeller
branes. The wings depend on the angular sectors in the w plane; the asymptotics change
discontinuously as w crosses the borders of these sectors. It would be nice to have some
analytic technology to understand these phenomena better. In the n = 4 case, some wings
developed which did not seem to contribute to (3.3). This will probably be a persistent
issue for higher n, and understanding better the shape of the propeller brane and (3.3) is
important for making progress. Similarly, we have made an important assumption that
the asymptotics of the propeller branes is independent of the choice of metric gij¯ used in
(3.1). We have checked this numerically for the metrics of interest here (see appendix B)
but some rigorous results concerning this would be most welcome. Finally, in constructing
a map between the fractional branes and the coulomb branch branes, it is would be very
useful to know the intersection form for the latter.
Understanding the structure of branes in more general spacetime non-supersymmetric
orbifolds is another interesting direction. At present, the higgs branch brane can be ex-
pressed in terms of fractional branes for the C2/ZZn(p) orbifolds which have a resolution
in type II theory [7]. Generalizing this result to type 0 theory for arbitrary n and p will
probably involve understanding phase diagrams of multiple tachyons, and the space of
possible higgs branch branes. It would also be worthwhile understanding spacetime non-
supersymmetric C3/ZZn orbifolds, where some new features appear already in the closed
string sector [21-23].
The Stokes’ phenomenon observed in this paper is very likely related to that associated
to general semisimple Frobenius manifolds in [24][25]. It is possible that some of the
techniques used in [26][27] can be applied to elucidate the behavior of generalized periods
and their Stokes matrices for general C2/ZZn(1) orbifolds, or even C
2/ZZn(p) orbifolds. We
40
hope our considerations will be useful in understanding homological mirror symmetry for
non-Fano manifolds. In the Fano case Stokes’ matrices are related to the dimensions of
Ext groups of exceptional collections in the derived category of the mirror [26][27]. (For
recent progress in homological mirror symmetry in the Fano case see [28][29].) In the
examples of the C2/ZZn(p) orbifolds we are instead trying to formulate a quantum version
of the McKay correspondence, as explained in [7][8]. One point which is currently missing
is an analogous interpretation of the Stokes’ matrices in the non-Fano case.
Stokes’ phenomenon has recently played an important role in brane physics in the
context of minimal string theory [30]. It is interesting to contrast that application with
the present one. In both cases a “brane partition function” satisfies a differential equation
with an irregular singular point, and the angular-sector-dependence of exponential growth
and decay has important physical consequences. In both cases one can use branes to
probe the nature of spacetime, and Stokes’ phenomenon has important implications for the
resulting spacetime picture. On the other hand, in [30] one works with the non-perturbative
brane amplitude (the Baker-Akhiezer function of the matrix model, now also known as the
“FZZT partition function” ) but the present paper only makes use of the perturbative
disk one-point function. Nevertheless, there is a common mathematical thread in both
examples, since both examples are governed by a family of Landau-Ginzburg theories, and
hence by a similar underlying structure of a Frobenius manifold.
In conclusion there is an amazingly rich structure in the D-branes of the C2/ZZn(1)
orbifolds. Surely it is even more intricate in the C2/ZZn(p) and C
n/Γ orbifolds. Elucidating
this structure appears to be a challenging project.
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Appendix A. Boundary states for fractional branes
In this appendix we describe in more detail the construction of the boundary states
which correspond to fractional branes at the C2/ZZN orbifold. There are two cases: (1) p
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odd, N = n; (2) p even, N = 2n. A useful reference is [31]. The first step is constructing
B-type Ishibashi boundary states
(αm−ν − α˜−m+ν)|s; η〉〉NSNS,RR = 0, m = 1, 2, . . . , ν = s
n
(α¯m+ν − ˜¯α−m−ν)|s; η〉〉NSNS,RR = 0, m = 0, 1, . . . ,
(A.1)
and
(ψr−ν + iηψ˜−r+ν)|s; η〉〉NSNS,RR = 0, r = 1
2
+ ZZ(ZZ) for NS(R), r − ν ≥ 0
(ψ¯r+ν + iη
˜¯ψ−r−ν)|s; η〉〉NSNS,RR = 0, r + ν ≥ 0, η = ±1
(A.2)
One can verify that conditions (A.1) and (A.2) give rise to the B-boundary states of the
N = (2, 2) superconformal theory:
(G+r + iηG˜
+
−r)|s; η〉〉NSNS,RR = 0, (G−r + iηG˜−−r)|s; η〉〉NSNS,RR = 0
(Jn + J˜−n)|s; η〉〉NSNS,RR = 0
(A.3)
In the open string sector the basic ingredients are the characters with the insertion of the
group element gs where g is the generator of ZZn
χsNS,R(qo) = trNS,R g
sq
L0−
c
12
o , χ
(−)F ;s
NS,R (qo) = trNS,R (−)F gsq
L0−
c
12
o (A.4)
Here s runs from 1 to N and qo = exp(2πiτo). When p is even and N = 2n, the number
of independent characters can be reduced to n by the following identity
χs+nNS (qo) = χ
s
NS(qo), χ
(−)F ;s+n
NS (qo) = χ
(−)F ;s
NS (qo) (A.5)
and
χs+nR (qo) = −χsR(qo), χ(−)
F ;s+n
R (qo) = −χ(−)
F ;s
R (qo) (A.6)
These identities follow from (2.1). In the NS sector gn = 1, while in the R sector gn =
(−)p+1 = −1. The characters (A.4) have the following modular transformation properties
under τo→τc = −1/τo:
χsNS(qo) = σ(s) NSNS〈〈s;±|q
1
2 (L0+L˜0−
c
12 )
c |s±〉〉NSNS
χ
(−)F ;s
NS (qo) = −σ(s) RR〈〈s;±|q
1
2 (L0+L˜0−
c
12 )
c |s±〉〉RR
χsR(qo) = σ(s) NSNS〈〈s;±|q
1
2 (L0+L˜0−
c
12 )
c |s∓〉〉NSNS
χ
(−)F ;s
R (qo) = −σ(s) RR〈〈s;±|q
1
2 (L0+L˜0−
c
12 )
c |s∓〉〉RR
(A.7)
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where
σ(s) = 4 sin
(πs
n
)
sin
(πsp
n
)
(A.8)
With the exception of the factor σ(s), the modular transformation properties (A.7) are
the same as those of the untwisted characters. The boundary states are constructed by
requiring open-closed string duality. Consider N = n case first.
trab;NS q
L0−
c
12
o =
1
n
n−1∑
s=0
ω(a−b)sn σ(s)NSNS〈〈s;±|q
1
2 (L0+L˜0−
c
12 )
c |s±〉〉NSNS
= NSNS〈a;±|q
1
2 (L0+L˜0−
c
12 )
c |b;±〉NSNS
(A.9)
where we introduced the Cardy state |a; η〉NSNS and ωn = exp(2πi/n). Eq. (A.9) and its
counterpart with trab;R q
L0−
c
12
o in the RHS implies
|a; η〉NSNS =
n−1∑
s=0
ωasn
√
σ(s) |s; η〉〉NSNS (A.10)
Similarly,
|a; η〉RR =
n−1∑
s=0
ωasn
√
σ(s) |s; η〉〉RR (A.11)
Type 0 theory admits two types of branes distinguished by the value of η:
|a; +〉 = 1√
2
(|a; +〉NSNS + |a; +〉RR), |a;−〉 = 1√
2
(−|a;−〉NSNS + |a;−〉RR) (A.12)
In type II theory, only one combination is invariant under the GSO projection
|a; II〉 = 1
2
(|a; +〉NSNS − |a;−〉NSNS + |a; +〉RR + |a;−〉RR) (A.13)
The situation with p even n odd, where type II can not be defined and the orbifold group
is ZZN = ZZ2n is a little bit more tricky. Now a in the open string sector is forced to run
from 0 to 2n− 1 and the analog of (A.9) is
trab;NS q
L0−
c
12
o =
1
2n
n−1∑
s=0
(1 + (−)a−b)ω(a−b)s2n σ(s)NSNS〈〈s;±|q
1
2 (L0+L˜0−
c
12 )
c |s±〉〉NSNS
(A.14)
where we converted the sum over s = 0, . . . , 2n− 1 to the sum over s = 0, . . . , n− 1 using
(A.5) and ω2n = exp(2πi/2n). The closed string sector in type 0 is invariant under s→s+n,
that is why there are n Ishibashi states in (A.14). The sum in (A.14) is zero unless a − b
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is even. This prompts us to introduce two types of branes: the ones with a = 2a′; η = +1
and the ones with a = 2a′ + 1; η = −1. (Now, in addition to ZZn quantum symmetry
which permutes the branes, there is a ZZ2 symmetry which amounts to multiplying η by
−1.) The boundary states are
|a′; +〉NSNS,RR =
n−1∑
s=0
ωa
′s
n
√
σ(s) |s; +〉〉NSNS,RR (A.15)
and
|a′;−〉NSNS,RR =
n−1∑
s=0
ω
(a′+ 12 )s
n
√
σ(s) |s;−〉〉NSNS,RR (A.16)
These boundary states are consistent with (A.14) and its counterpart with (−)F inserted
in the LHS. They are also consistent with the corresponding open string expressions in the
R sector:
trab;R q
L0−
c
12
o =
1
2n
n−1∑
s=0
(1 + (−)a−b−1)ω(a−b)s2n σ(s)NSNS〈〈s; +|q
1
2 (L0+L˜0−
c
12 )
c |s−〉〉NSNS
(A.17)
and
trab;R (−)F qL0−
c
12
o =
1
2n
n−1∑
s=0
(1 + (−)a−b−1)ω(a−b)s2n σ(s)RR〈〈s; +|q
1
2 (L0+L˜0−
c
12 )
c |s−〉〉RR
(A.18)
Appendix B. Shape of A-branes
In this appendix we analyze the shape of A-branes in the LG theory. As explained
in [12] these branes are Lagrangian surfaces whose image in the W plane is a semi-infinite
real line emanating from the critical point φi = φi∗ and going in the positive real direction.
More practically, one is instructed to solve the soliton equation (3.1). The shape of the
A-brane associated with a given critical point is the set of all trajectories satisfying (3.1).
Near the critical point, the set of solutions can be parametrized by a small sphere, as in
(3.2).
Let us specialize to our LG model. The superpotential is
W = xn1 + wx1x3 + x
n
3 (B.1)
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To write the soliton equations we must make a choice of metric. The measure factor
in (3.3) (which originates from a path integral) suggests that one should use the metric
ds2 = |dx1x1 |2 + |dx3x3 |2 for large xi. This metric is inconvenient for displaying the results of
the numerical analysis because the soliton equations develop singularities at finite values of
σ. We have instead used the metric ds2 = |x1dx1|2 + |x3dx3|2 because this is the simplest
metric for which there is no singularity at finite σ. A tedious numerical check shows that
the asymptotics of the propeller branes described below is in fact independent of the choice
of the metric. It would be very useful to establish this rigorously. Some further comments
on metric dependence can be found below.
The soliton equations are
dx1
dσ
=
1
|x1|2 (nx¯
n−1
1 + w¯x¯3),
dx3
dσ
=
1
|x3|2 (nx¯
n−1
3 + w¯x¯1) (B.2)
The non-zero critical points are given by (4.25) and the value ofW∗ by (4.26). Substituting
x1 = x
(ν)
1 + δx1, x3 = x
(ν)
3 + δx3 we have
W =Wν +
w
2
(
e−
2piiν
n (1− n)δx21 + 2δx1δx3 + e
2piiν
n (1− n)δx23
)
(B.3)
B.1. n=3
For n = 3 there is a single critical point with ν = 0, x1 = x3 = −w/3 andW0 = w3/27.
The change of coordinates which diagonalizes (B.3) is
u =
δx1 + δx3√
2
, v =
δx1 − δx3√
2
(B.4)
which recasts (B.3) as
W = Wν + |w|exp(iϕw + iπ)
(
1
2
u2 +
3
2
v2
)
(B.5)
where we introduced ϕw = arg(w). The wavefront is a circle and can be parameterized by
a single angle θ
x1 = −w
3
+
ǫ√|w|e−iϕw+pi2
(
cos θ +
1√
3
sin θ
)
x3 = −w
3
+
ǫ√|w|e−iϕw+pi2
(
cos θ − 1√
3
sin θ
) (B.6)
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When x1, x3 are large, the wx1x3 term in the superpotential (B.1) is negligible. Therefore
in this regime the equations for x1 and x3 decouple and the A-brane degenerates to the
product of lines xn1 ∈ IR+ and xn3 ∈ IR+, which are used to define Iˆ’s. Each of these
surfaces is essentially a quarter plane. There are n2 choices of defining lines, but the LG
symmetry brings it down to n inequivalent surfaces. Generally, a circle parametrized by
θ splits into several components; at large worldsheet time σ, each component traces some
quarter plane described above. Therefore the shape of the A-brane surfaces resembles that
of a propeller, and we call these surfaces “propeller branes”. The integral of (3.3) over
each wing of the propeller defines a function Iˆs.
By solving the soliton equations (B.2) with the initial conditions (B.6) we can deter-
mine which combination of Iˆ’s corresponds to a given coulomb branch brane. The relevant
differential equation can be solved by Mathematica. In Fig. 5,6 we present a plot of
arg(x1), arg(x3) as functions of σ for several values of θ.
0 0.2 0.4 0.6 0.8
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-0.5
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Fig 5. Solution of soliton equation. Horizontal axis corresponds to σ. Vertical axis
is arg(x1(σ))/π. The lines are computed for w = exp(0.05πi), θ = 0 (orange), π/2
(pink), 3π/2 (turquoise), π (blue). They asymptote to ±2/3 as σ→∞.
From Figs. 5,6 we infer that the pink [turquoise] line which corresponds to θ =
π/2 [θ = 3π/2] asymptotes to (arg(x1), arg(x3)) = (2π/3,−2π/3) [ (arg(x1), arg(x3)) =
(−2π/3, 2π/3).] For eiθ in most of the upper (lower) half plane, the asymptotics are similar
to those of θ = π/2 (θ = 3π/2). These two regions define two different representatives of
Iˆ0 related by the LG symmetry. For θ ≈ 0 the asymptotics corresponds to Iˆ1, while for
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Fig 6. Solution of soliton equation. Horizontal axis corresponds to σ. Vertical axis
is arg(x3(σ))/π. The lines are computed for w = exp(0.05πi), θ = 0 (orange), π/2
(pink), 3π/2 (turquoise), π (blue). They asymptote to ±2/3 as σ→∞.
θ ≈ π we get Iˆ−1. Hence, we observe that the behavior of solutions is consistent with the
identification
〈c|1〉 ∼ Iˆ1 + Iˆ−1 − 2Iˆ0, −π/3 ≤ arg(w) ≤ π/3 (B.7)
In fact, Figs. 5,6 do not qualitatively change in the whole “big” angular sector −π/3 ≤
arg(w) ≤ π/3. The qualitative change happens when w crosses the lines arg(w) = −π/3
and arg(w) = π/3. The asymptotics of the coulomb branch brane changes in accord
with the rule proposed above: multiplying w by exp(2πi/3) (rotating the “big” sector)
corresponds to the permutation of the fractional branes.
In the discussion above we determined that the integral (3.3) over the propeller surface
originating at the coulomb branch critical point gives rise to (B.7). This is because the
propeller surface in question has four wings. Integrating (3.3) over these wings gives rise to
I1, I−1 and I0 (twice). Eq. (B.7) is then consistent with (4.20), with the one-point function
for the fractional brane, and with the intersection matrix. Nevertheless it is desirable to
have an independent way of determining the orientation of the wings, i.e. the signs in eq.
(B.7). Consider a wing defined by (x1, x3) = (e
2piis1
n t1, e
2piis3
n t3) for large positive t1 and
t3. A soliton trajectory originating at a given value of θ gives rise to a ray in (t1, t3) plane.
In the simplest scenario, the slope of this ray γ = |x1|/|x3| is a monotonic function of θ.
The orientation is then determined by the sign of dγ/dθ. In Fig. 7 we plot γ(θ). There are
four regions where this function is monotonic; it takes all values between zero and infinity.
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Fig 7. Orientation of the wings (n = 3) is determined by γ(θ). Vertical axis is γ ≡
|x1|/|x3|. Horizontal axis is θ/π.
These four regions correspond to I1, I−1 and I0 (twice). The signs of dγ/dθ are consistent
with the signs that appear in (B.7).
It is also interesting to investigate the dependence of the solutions of soliton equations
on the metric. One natural metric to try is the Euclidean metric, leading to soliton
equations of the form
dx1
dσ
= (nx¯n−11 + w¯x¯3),
dx3
dσ
= (nx¯n−13 + w¯x¯1) (B.8)
We analyzed the solutions of these equations emanating from a nonzero critical point. The
technical difference with (B.2) is that now x1 or x3 run off to infinity at finite values of
σ. Moreover, for generic values of θ only one of x1, x3 runs off to infinity, and only for
isolated values of θ both of them do so. All of this makes eqs. (B.8) more difficult to study
numerically then eqs. (B.2). The numerical data suggests that solutions of (B.8) asymptote
to the surface that is homologous at the infinity to the one defined by (B.2). We have also
carried out similar checks of metric independence for the metric ds2 = |dx1
x1
|2+ |dx3
x3
|2 (this
metric is the natural one to expect from the derivation of the LG theory via T -duality). All
this suggests that the behavior of the A-brane surface depends only weakly on the metric,
and the asymptotics might stay the same for a large class of metric deformations. It is
now natural to try to analyze the behavior of the higgs branch brane as well. The metric
near the origin is not known, but if the asymptotics do not depend on it, we might as well
use eqs. (B.8). The results confirm the picture described in the main text. Restricting to
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the big angular sector −π/3 < arg(w) < π/3, the solutions experience an abrupt change
as w crosses the line arg(w) = 0. Above this line, the solutions asymptote to the surface
defining 3(Iˆ1 − Iˆ0), and below the line to 3(Iˆ0 − Iˆ−1).
B.2. n=4
Consider now n = 4. We will restrict our analysis to the angular sector defined by
−π/4 < arg(w) < π/4 (see Fig. 4). Other big sectors are related to this one by the LG
symmetry. We studied the surface corresponding to the higgs branch brane (with the flat
metric). The result is
0 < arg(w) <
π
4
: 〈h|1〉 ∼ 4(Iˆ1 − Iˆ0)
−π
4
< arg(w) < 0 : 〈h|1〉 ∼ 4(Iˆ3 − Iˆ0)
(B.9)
Consider now the contribution of the critical point with ν = 0, x1 = x3 =
√−w/2,
W = −2(w/2)2. (We denote the corresponding coulomb branch brane by c1). As explained
before, it contributes a growing exponential, hence it is necessary to solve the soliton
equations to determine the asymptotics. Note that in the unshaded sectors in Fig. 4
this critical point contributes a decaying exponential. The integral (3.3) over the coulomb
branch branes associated with it, should give rise to the following overlaps:
π
4
< arg(w) <
3π
4
: 〈c1|1〉 ∼ Iˆ2 + Iˆ0 − 2Iˆ1
5π
4
< arg(w) <
7π
4
: 〈c1|1〉 ∼ Iˆ0 + Iˆ2 − 2Iˆ3
(B.10)
Returning back to the soliton equations, the change of variable which diagonalizes (B.3) is
u = e
iϕw+ipi
2 (δx1 + δx3), v = e
iϕw+ipi
2 (δx1 − δx3) (B.11)
which gives rise to
W =W0 +
|w|
2
(u2 + 2v2) (B.12)
The wavefront near the critical point is
x1 =
√−w
2
+
ǫ√|w|e−iϕw+pi2
(
cos θ +
1√
2
sin θ
)
x3 =
√−w
2
+
ǫ√|w|e−iϕw+pi2
(
cos θ − 1√
2
sin θ
) (B.13)
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The solutions exhibit more complicated behavior than what we have seen so far. As
mentioned above, whenever w is in the unshaded sector, we expect the integral (3.3) over
the wings of the propeller surface to give (B.10). This is indeed what the numerical analysis
tells us. Suppose π/4 ≤ arg(w) ≤ 3π/4. Then integrating (3.3) over the wings gives rise
to the first equation of (B.10). Crossing the line arg(w) = π/4 into the shaded sector does
not change the solution. Figs. 8–10 contain the graphs of arg(x1), arg(x3) as functions of
θ for large worldsheet time σ. According to Figs. 8–10, the propeller surface emanating
from the ν = 0 critical point has four wings. Integrating (3.3) over these wings gives rise
to the first equation in (B.10). (This is similar to the n = 3 case)
0 0.5 1 1.5 2
-0.5
-0.4
-0.3
-0.2
-0.1
0
Fig 8. Solution of soliton equation at ǫ = 0.005, σ = 8, w = w0.9πi/4. Horizontal
axis is θ/π. Vertical axis is arg(xi(σ))/π. Red line is i = 1. Green line i = 3.
To determine the orientation, we compute γ(θ) for large worldsheet time σ, where
γ ≡ |x1|/|x3|, as before. The result is presented in Fig. 11. It is essentially equivalent to
the one in Fig. 7, as is consistent with the signs in (B.10).
This is not yet the end of the story, as we will see shortly. As arg(w) decreases past
arg(w) ∼ 0.6π/4, the form of the graphs in Fig. 8 qualitatively changes. Fig. 12 provides
an illustration for arg(w) = 0.45π/4, and Figs. 13, 14 give the close-up views.
Figs. 12–14 seem to suggests that the propeller surface develops two extra wings.
The integral (3.3) over these wings can cancel, so Figs. 12–14 are still consistent with
the expression for the central charge in (B.10). Yet, they are also consistent with 〈1|c〉 ∼
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Fig 9. Close-up view of Fig. 8
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Fig 10. Another close-up view of Fig. 8
Iˆ2+2Iˆ1−3Iˆ010 To resolve this ambiguity, we look again at the γ(θ) graph which determines
the orientation. Corresponding graphs are presented in Figs. 15–17.
From Figs. 15–17 we immediately see that the orientation of the four wings which
appeared in Fig. 6 does not change as arg(w) is decreased. Therefore, we must associate
〈c1|1〉 ∼ Iˆ2+ Iˆ0− 2Iˆ1, as before. The integrals over the new wings must cancel each other,
instead of giving an extra Iˆ0. A similar situation happens for arg(w) < 0.
10 Note that as arg(w)→0, the wings which give rise to Iˆ1 shrink but do not disappear until w
crosses the arg(w) = 0 line. On the contrary, the new wings, which may define extra 2I0 disappear
as arg(w) is increased over ∼ 0.6pi/4.
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Fig 11. Orientation of the wings (n = 4; w = e0.9πi/4) is determined by γ(θ). Verti-
cal axis is γ ≡ |x1|/|x3|. Horizontal axis is θ/π.
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Fig 12. Solution of soliton equation at ǫ = 0.005, σ = 8, w = e0.45πi/4. Horizontal
axis is θ/π. Vertical axis is arg(xi(σ))/π. Red line is i = 1. Green line i = 3.
To summarize, in the sector −π/4 ≤ arg(w) ≤ π/4 we have [compare with (B.10)]
0 < arg(w) <
π
4
: 〈c1|1〉 ∼ Iˆ2 + Iˆ0 − 2Iˆ1
−π
4
< arg(w) < 0 : 〈c1|1〉 ∼ Iˆ0 + Iˆ2 − 2Iˆ3
(B.14)
This implies
0 < arg(w) <
π
4
: c2 = e0; c1 = e1
−π
4
< arg(w) < 0 : c2 = e0; c1 = e3
(B.15)
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Fig 13. Close-up view of Fig. 12
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Fig 14. Another close-up view of Fig. 12
Consider now the critical point labeled by ν = 1, giving rise to the coulomb branch
brane denoted by c2. The choice of coordinates which diagonalizes (B.3) is now given by
u = e
iϕw
2 +
ipi
4
[
1
2
(
3√
2
− 2
)1/2
δx3 − i
2
(
3√
2
+ 2
)1/2
δx1
]
(B.16)
and
v = e
iϕw
2 +
ipi
4
[
1
2
(
3√
2
+ 2
)1/2
δx3 − i
2
(
3√
2
− 2
)1/2
δx1
]
(B.17)
which corresponds to
W =W1 +
√
2|w|(u2 + v2) (B.18)
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Fig 15. Orientation of the wings (n = 4; w = e0.45πi/4) is determined by γ(θ).
Vertical axis is γ ≡ |x1|/|x3|. Horizontal axis is θ/π.
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Fig 16. Close-up view of Fig. 15.
The wavefront near the critical point is
x1 =
√−w
2
e
pii
4 +
ǫ√|w|e− iϕw2 − ipi4
[
i
2
(
3√
2
+ 2
)1/2
cos θ − i
2
(
3√
2
− 2
)1/2
sin θ
]
x3 =
√−w
2
e
3pii
4 +
ǫ√|w|e− iϕw2 − ipi4
[
−1
2
(
3√
2
− 2
)1/2
cos θ +
1
2
(
3√
2
+ 2
)1/2
sin θ
]
(B.19)
In the angular sector −π/4 ≤ arg(w) ≤ π/4, the propeller surface has four wings, and the
integral (3.3) reduces to 〈c2|1〉 ∼ Iˆ1 + Iˆ3 − 2Iˆ0. This is the unique exponentially decaying
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Fig 17. Orientation of the wings (n = 4; w = e0.45πi/4) is determined by γ(θ).
Vertical axis is γ ≡ |x1|/|x3|. Horizontal axis is θ/π.
solution in this sector. This result is consistent with the fact that the critical value of W
at the ν = 1 critical point is positive, so we expect the corresponding central charge to
decay exponentially.
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