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Abstract 
In a time of wide availability of communication technologies, language barriers are 
a serious bottleneck to multilingual Internet user's integration and to economic and 
cultural exchanges in general. Most of popular -search engines such as Google 
(www.google.com) and Yahoo! (www.yahoo.com) are available in more than 50 
languages. A search engine user obtains relevant information in another language based 
on the queries entered for one language (English into Arabic or Arabic into English) 
which is called Cross-language information retrieval (CLIR). CLIR is a subfield of 
information retrieval which is an important field of language identification as well. 
Everyone in the world should have the opportunity to utilize multilingualism on the 
Internet and universal access to cyberspace. The search engines (or search services) and 
Web directories are the most general approaches to facilitate searching for huge amount 
of information on the Web. However, the problem of developing automated tools in order 
to find, extract, filter, and evaluate the users desired information from unlabeled, 
distributed, and heterogeneous Web data is far from being solved. 
Recently, several methods to effectively utilize the Web infrastructure have been 
reported known as Web intelligence (WI). The concept of Web intelligence was 
introduced by Zhong et al. According to Zhong et al, who coined the term Web 
intelligence (Wl), "WI exploits artificial intelligence (Al) and advanced information 
technology (IT) on the Web and Intemef'. WI was first explicitly introduced in the year 
2000 as a joint research effort in developing the next generation of Web-based intelligent 
systems, through combining expertise in intelligent agents, Web mining, data mining, and 
information retrieval. 
Broadly speaking, WI encompasses the scientific research and development that 
explores the fundamental roles as well as practical impacts of Artificial Intelligence, such 
as autonomous agents and multi-agent systems, machine learning, Web mining, data-
mining, and soft computing, as well as advanced information technology, such as 
wireless networks, grid computing, ubiquitous agents, and social networks, on Web-
empowered systems, services, and activities. WI aims at producing new theories and 
technologies that will enable us to optimally utilize the global connectivity, as offered by 
the Web infrastructure, in life, work, and play. 
As more detailed blueprints and issues of WI evolved and specified in recent years, 
numerous WI research studies and business enterprises have been established around the 
world. WI companies and research centers/labs have been launched in the USA, Europe, 
Japan, and India, etc. Each one of them focuses on certain specific WI issues or 
products/services. 
A knowledge-based subsystem can enhance the capabilities of decision support not 
only by providing the subject matter knowledge, but also by providing expertise in data 
management and modeling. All technologies use knowledge, which is organized in a 
knowledge base, to provide the needed support of information search and retrieval. These 
are considered as applications of soft computing. 
The idea of soft computing (SC) is still in its initial stage of crystallization. 
According to Lotfi Zadeh, who coined the term of soft computing "Soft computing is an 
emerging approach to computing which parallels the remarkable ability of human mind 
to reason and learn in an environment of uncertainty and imprecision". In other words, 
soft computing combines techniques taken from fuzzy logic, neural network, genetic 
algorithm, probabilistic reasoning and signal processing tools such as wavelet transforms 
to obtain robust solutions for problems which would be intractable by conventional 
means. Soft computing is a partner in its domain. The principal constituent 
methodologies in SC are complementary rather than competitive. 
In fact, we need to handle these characteristics and overcome some of the 
limitations of existing methodologies. Soft computing is a consortium of methodologies 
that works synergistically and provides, in one form or another flexible information 
processing capability for handling real-life ambiguous situations. Its aim is to exploit the 
tolerance for imprecision, uncertainty, approximate reasoning, and partial truth in order to 
achieve tractability, robustness, low-cost solutions, and closely resembles to human-like 
decision making. The guiding principle is to devise methods of computation that lead to 
an acceptable solution by seeking for an approximate solution to an imprecisely/precisely 
formulated problem. This problem has motivated UNESCO to consider one of its long-
term and important goals, "to achieve worldwide access to e-contents in all languages, 
improve the linguistic capabilities of users and create and develop tools for multilingual 
access to the Internet." 
This challenge has led to a huge demand for information management 
technologies which can access it in an effective way while supporting comprehension and 
make better use of the knowledge that the electronic documents hold. A Web-based 
search engine works by matching user queries against a previous constructed index of 
Web content. The formation and makeup of this index is vital to the quality of the results 
returned by the search engine. More effective tools to overcome such barriers, in the form 
of software for indexing, query processing, compression and other cross-lingual textual 
information access tasks, are in strong demand. 
This work is an endeavor to investigate the use of soft computing techniques to 
enhance the current usage of the Web, and make it available to Internet users, regardless 
of the language(s) they speak and understand. Moreover, the current work is concerned 
with how or whether those techniques can contribute to a more intelligent use of the Web. 
Our proposed model for the query information retrieval is presented which deals 
with the query/document like a signal depending on Unicode standard and the wavelet 
transform as indexing. Unicode is the international standard for representing the 
characters used into a plurality of languages. Also, Unicode provides a unique numeric 
character, regardless of language, platform, and program in the world. Moreover, it is 
popularly used in the Internet and in any operating system of computers, as a device for 
the text visual representation and for writing systems in the whole world. The wavelet 
transform provides a way to index and query information retrieval model is introduced. 
The query of this technique can be a word(s), small and large sentences, snippets, or 
document. These signal queries do not exclude anything from the query such as the 
spaces, commas, question marks, and prepositions or applying parsing or stemming on 
the query. One of the reasons is that we need to keep the position of every word in the 
query or document in order to get full meaning of the query (document). In addition, two 
novel methods have been proposed and tested for multilingual query processing namely, 
the wavelet transform and multi-wavelet transform. Perhaps even more importantly, the 
query information retrieval model presented here by the wavelet transform or multi-
wavelet provided a framework for future research into search engine construction. 
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The thesis investigates the application of multi-wavelets for multilingual query 
processing method to get better results and demonstrate their advantages in contrast to the 
simple wavelet. Multi-wavelets transform is able to solve the problem of selecting 
optimum wavelet filters for query entered with these languages by Internet user. The 
associated results and performance are given in the same conditions with the scalar 
wavelet case to elaborate a comparison. 
The Ph.D thesis also proposed a model to query language identification based on 
ANN and the wavelet transform. The proposed cross-language identification model is 
applied to English-Arabic and English-Urdu cross-language identification experiments. 
The proposed model has been divided into three phases: preprocessing phase, feature 
extraction phase, and classification phase. In the preprocessing phase, series of steps are 
applied to the signal query. This is done to select a good filter from wavelet filters and to 
speed up the next step,i.e., feature extraction. In the feature extraction phase, the FWT 
maps the signal into a unique vector for every language that is used by the classification 
phase. Here, the main tool used in the feature extraction phase is the fast wavelet 
transform decomposition with three filters, namely, Haar, Bior 2.2 and Bior 3.1 and 
Power Deviation (PD) method. In the classification phase, the signal query is recognized 
by ANN from the unique vector obtained as an output of the feature extraction phase. We 
use an approach that is a combination of wavelet transform and artificial neural network. 
Also, the PD method for signal classification which had proved its previous ability for 
identifying any change on the signal is used. In that, after the nafive language users enter 
his/her query into a search engine, the algorithm converts the query to Unicode and deal 
with the query as a signal query without removing anything from it. One example of 
converting the query to signal is shown. After that, algorithm first checks whether the 
length of the signal query is greater or less than 2'^ . The reason of that the wavelet 
transform requires a signal length that is a power of 2 (2"). Depending upon the outcome, 
either zeros are inserted (zero padding) or/and the signal query is divided into frames. 
Then, the FWT is computed to select a good filter which can be applied depending on its 
length and quality of construction (decomposition) and reconstruction. Thereafter, we 
first compute power deviation of each level and apply Parseval's theorem to the power 
levels, and then deviation and the normalization of power are carried out. Finally, the 
signal query is extracted from the unique vector obtained. The proposed model has 
proven the aptitude of the wavelet transform in detecting the desired points in a signal 
query and depicting its features in the time-scale (time-frequency) plane and combining 
them with artificial neural network for the purpose of language identification. 
The Ph.D thesis has also investigated the use of fourier transform and the wavelet 
transform for lossy text compression. The influence of compression size and threshold of 
wavelet filters and the fourier transform as well as two parameters (i.e. families of 
wavelet filters and decomposition levels on compression factor of text files) were 
investigated. The experimental results have shown that the wavelet and the fourier 
transforms are suitable for lossy text compression with non-stationary text signal files. In 
addition, the fourier transform is the most suitable with files which have same characters 
such as aaa.txt and aaaa.txt flies. 
By the inspiration of valuable features of wavelet transform, the present work has 
demonstrated aptitude of the wavelet transform to the multilingual lossy text 
compression. The influence of two parameters (i.e. families of wavelet filters and 
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decomposition levels on compression factor of text files) are investigated. The 
experimental results showed that the proposed method gives satisfactory performance for 
multilingual text compression using the wavelet transform. This work also represented a 
step forwards dealing with both images and text compression i.e. multimedia 
compression. In other words, the thesis presents a novel method for lossy text 
compression. It investigates the proposed method with the fourier transform and the 
wavelet transform. The effectiveness of the proposed method is investigated through its 
application to multilingual text compression. 
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Abstract 
With the rapid proliferation of the Internet, some of the biggest challenges facing 
World Wide Web (the Web) are the unequal use of the language and the lack of users to 
access the relevant materials in a language that they write, speak, and understand. This 
seems to reinforce the growing knowledge gap between information and cognition 
processing on the Internet. The Internet is the most important and largest repository of 
multilingual documents and Web sites. One of the most powerful properties of the 
Internet is its multilingualism. Therefore, the profusion of resources has prompted the 
need for developing automatic mining techniques on the Web. 
In other words, the main problem is information access on the Web which is also 
called Web information retrieval due to several reasons: the dynamic, heterogeneous, and 
unlabeled resources. Therefore, a comprehensive coverage of the entire important topic is 
impossible because of high dimensional and time varying nature of the Web. 
This problem has motivated UNESCO to consider one of its long-term and 
important goals, "to achieve worldwide access to e-contents in all languages, improve the 
linguistic capabilities of users and create and develop tools for multilingual access to the 
Internet." Due to the aforementioned fact, we should have an adequate solution of the 
problem of multilingualism on the Internet. The foremost reason is that we are in a 
multilingual and multicultural world. 
However, the problem of developing automated tools in order to find, extract, 
filter, and evaluate the users desired information from unlabeled, distributed, and 
heterogeneous Web data is far from being solved. 
In fact, we need to handle these characteristics and overcome some of the 
limitations of existing methodologies. Soft computing is a consortium of methodologies 
that works synergistically and provides, in one form or another, flexible information 
processing capability for handling real-life ambiguous situations. Its aim is to exploit the 
tolerance for imprecision, uncertainty, approximate reasoning, and partial truth in order to 
achieve tractability, robustness, low-cost solutions, and close resemblance to human-like 
decision making. The guiding principle is to devise methods of computation that lead to 
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an acceptable solution by seeking for an approximate solution to an imprecisely/precisely 
formulated problem. 
This thesis proposes a new model of query processing for multilingual Web 
information retrieval. The proposed method deals with the multilingual query processing 
as one language or domain using Unicode and signal processing techniques. The thesis 
investigates the effect of signal processing techniques; namely, wavelet transform and 
multi-wavelets transform on multilingual query processing and proposes wavelet-based 
indexing of information. In addition, it proposes a solution to the problem of selecting 
optimum wavelet filters for multilingual query information retrieval through multi-
wavelets transform. 
The Ph.D thesis also proposes a model to query language identification based on 
ANN and the wavelet transform. The proposed model divides the identification into three 
phases: preprocessing phase, feature extraction phase, and classification phase. 
Finally, the thesis presents a novel method for lossy text compression. It also 
investigated using the fourier transform and the wavelet transform for lossy text 
compression. The effectiveness of the proposed method is investigated through its 
application to multilingual text compression. 
Specifically, this work is an endeavor to investigate the use of soft computing 
technique to enhance the current usage of the Web, and is concerned with how or whether 
those techniques can contribute to a more intelligent use of the Web. 
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CHAPTER 
ONE 
INTRODUCTION 
Over the last decade, the Internet or World Wide Web (the Web) has become a 
real necessity, an indispensable and dynamic resource through which public users and 
researchers can obtain desired information. The explosive growth is due to the effect 
of the Internet and communication technologies evolution on all aspects of our life. 
The Internet is the most important and largest repository of multilingual documents 
and Web sites. One of the most powerful properties of the Internet is its 
multilingualism. The profusion of resources has prompted the need for developing 
automatic mining techniques on the Web. 
Recently, several methods to effectively utilize the Web infrastructure have been 
reportedly known as Web intelligence (WI). The concept of Web intelligence was 
introduced by Zhong et al [Zhong et al., 2000]. According to Zhong et al, who coined 
the term Web intelligence (WI), "WI exploits artificial intelligence (Al) and advanced 
information technology (IT) on the Web and Internet". WI was first explicitly 
introduced in the year 2000 as a joint research effort in developing the next generation 
of Web-based intelligent systems, through combining expertise in intelligent agents, 
Web mining, data mining, and information retrieval. 
Broadly speaking, WI encompasses the scientific research and development that 
explores the fundamental roles as well as practical impacts of Artificial Intelligence, 
such as autonomous agents and multi-agent systems, machine learning, Web mining, 
data-mining, and soft computing, as well as advanced information technology, such as 
wireless networks, grid computing, ubiquitous agents, and social networks, on Web-
empowered systems, services, and activities. WI aims at producing new theories and 
technologies that will enable us to optimally utilize the global connectivity, as offered 
by the Web infrastructure, in life, work, and play. 
As more detailed blueprints and issues of WI evolved and specified in recent 
years, numerous WI research studies and business enterprises have been established 
around the world. WI companies and research centers/labs have been launched in the 
USA, Europe, Japan, India, etc. Each one of them focuses on certain specific WI 
issues or products/services. 
A knowledge-based subsystem can enhance the capabilities of decision support 
not only by providing the subject matter knowledge, but also by providing expertise in 
data management and modeling. All technologies use knowledge, which is organized 
in a knowledge base, to provide the needed support of information search and 
retrieval. These are considered as applications of soft computing. 
The idea of soft computing (SC) is still in its initial stage of crystallization. 
According to Lotfi Zadeh, who coined the term soft computing "Soft computing is an 
emerging approach to computing which parallels the remarkable ability of human 
mind to reason and learn in an environment of uncertainty and imprecision". In other 
words, soft computing combines techniques taken from fuzzy logic, neural network, 
genetic algorithm, probabilistic reasoning and signal processing tools such as wavelet 
transforms to obtain robust solutions at low cost for problems which would be 
intractable by conventional means. Soft computing is a partner in its domain. The 
principal constituent methodologies in SC are complementary rather than competitive 
[Mitra & Acharya, 2003; Thuillard, 2001; Thuillard, 2003, Thuillard, 2004]. 
Soft computing is the basis of computational intelligence (CI) which 
encompasses swarm intelligence (SI), artificial immune systems (AIS). Soft 
computing usually refers to a collective set of CI paradigms and probabilities methods 
[Eberhart& Shi, 2007; Engelbrecht, 2007]. Using hybrid intelligent system is a 
promising research field of soft computing focusing on synergistic combination of 
multiple approaches to develop and solve the complexity problem of e-leaming. 
Further details about these methods may be found in [Castro et al., 2007; Romero & 
Ventura, 2006; Abonyi et al., 2005; Dr'a'zdilov'a et al, 2010]. 
Artificial Neural Networks (ANNs) have been developed as a generalization of 
mathematical models of biological nervous systems which is designed to mimic the 
decision-making ability of the brain by providing a mathematical model of 
combination of numerous neurons connected in a network [Qian-jin et al., 2005; 
Oropesa et al., 1999]. It possesses a good learning capability that learns from given 
input/output data pairs and adjusts the design parameters through minimization of 
error function using a suitable learning algorithm. Back propagation (BP) is one of the 
most widely used training algorithms for multi-layer neural networks [Wang, 1998]. 
The multi-layer neural networks have one or more layers of nodes (neurons) between 
the input and the output nodes, which are called the hidden layer [Lippmann, 1987]. 
BP is a gradient descend method and was first described in detail in 1986 by Hinto, 
Rumelhart and Willians, and is sometimes called Generalized Delta Rule (GDR). 
1.1 MOTIVATION 
During the first decade of the search engines, most of the search engines were 
developed for the English language because English was a lingua franca. Currently, a 
report published by Internet World Stats (www.internetworldstats.com/stats7.htm) at 
the end of 2009 showed that more than 65% of all Internet users are from non-English 
speaking areas as shown in figure 1. It is also reported that the population of non-
English speaking Internet users is growing much faster than that of English speaking 
users. Asia, Africa, the Middle East and Latin America are the areas with the fastest 
growing online population. 
Nevertheless, the unequal use of the language and the users' lack to access the 
relevant materials in a language that they speak and understand seem to reinforce the 
growing knowledge gap between information and cognition processing on the 
Internet. In other words, the main problem is information access on the Web which is 
also called Web information retrieval due to several reasons: the dynamic, 
heterogeneous, and unlabeled resources. A comprehensive coverage of the entire 
important topic is impossible because of the high dimensional and time varying nature 
of the Web. 
This problem has motivated UNESCO to consider one of its long-term and 
important goals, "to achieve worldwide access to e-contents in all languages, improve 
the linguistic capabilities of users and create and develop tools for multilingual access 
to the Internet." In [Chowdhury, 2003; Peters & Picchi, 1997], the authors have 
reported that the multilingual information retrieval has become a major challenge to 
access the prolific information on the Web and digital libraries. In addition, they 
divided the problem of Web multilingual information retrieval into two sets: 
1 - Identification, manipulation, and display of multiple languages. 
Most of popular search engines such as Google (www.google.com) and Yahoo! 
(www.yahoo.com) are available in more than 50 languages. A search engine user 
obtains relevant information in another language based on the queries entered for one 
language (English into Arabic or Arabic into English) which is called Cross language 
information retrieval (CLIR). CLIR is a subfield of information retrieval which is an 
important field of language identification as well. 
Therefore, the basic knowledge of the language identification of user queries 
plays an important role in order to increase the accuracy and performance of search 
engines. The major difficulties of language identification may be summarized into two 
questions: (a) How can the search engine identify the language for the required 
information and get the relationships among these topics? (b) How can the search 
engines go in depth of content and make classification of this huge amount of 
information in the web? One of the answers to these questions is the automatic query 
language identification. The study of language identificafion is a critical problem, 
especially in identifying the language of user queries in the Web search engines. 
1.2 LANGUAGE AND UNICODE ENCODING 
Computers process and store the information in several natural languages by 
dealing with numbers. In 1987, the UNICODE encoding was introduced 
(http://unicode.org/history/earlyyears.html) to solve the problems of many encoding 
systems. Some of these problems were that these encoding systems could not 
represent sufficiently many characters as the number and diversity of languages have 
grown. Also, they often conflict with one another. 
According to the definition of UNICODE from Unicode consortium 
(http://unicode.org/), "Unicode provides a unique number for every character, no 
matter what the platform, no matter what the program, no matter what the language". 
The Unicode consortium is an organization that provides a standard for representing 
different characters in different languages with a unique encoding number. One of the 
properties of Unicode is that all ASCII characters still exist in Unicode, either 
prefixed or suffixed with a null. 
Unicode is an international standard for representing the characters used into 
plurality of languages. It also provides a unique numeric character, regardless of 
language, platform, and program in the world. Furthermore, it is popularly used in 
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2- Multilingual or cross-language information search and retrieval. 
The first problem is based on finding technology solution to enable users to use 
and access information in whatever language it is stored and to facilitate efficient 
support of prior language identification. The second problem implies allowing the 
users to get relevant information in another language based on the information needed 
for one language by users. 
Due to the aforementioned fact, we should have an adequate solution of the 
problem of multilingualism on the Internet. The foremost reason is that we are in a 
multilingual and multicultural world. 
Top 10 languages in the Internet nfillions of users 
D 29.10% 
20.10% 
D 16.40% 
D230% 
• 2.40% 
D2.40% 
• 4.10% 
D4.50% 
• 4.60% 
D 5.90% 
D820% 
DEnglish • Chinese DSpanish DJapanese •French DProlLgese 
• Germen D Arabic •Rfisian D Korean DRestLang. 
Figure 1.1: Top 10 languages in the Internet. 
Everyone in the world should have the opportunity to utilize multilingualism on 
the Internet and universal access to cyberspace. The search engines (or search 
services) and Web directories are the most general approaches to facilitate searching 
for huge amount of information on the Web. 
Internet and any operating system of computers, device for text and visual 
representation and writing system in the whole world. Many software companies often 
use it. 
Tables 1.1 and 1.2 show an example of the Unicode of two questions of the 
English and Arabic languages. 
Table!.1: 
Decimal Unicode character of "What is your name?" for the English language. 
Query What is your name? 
ASCII I 87 I 104 I 97 | 116 | 32 | 105 | 115 | 32 | 121 | 111 | H 7 | 114 | 32 | 110 | 97 | 109 | 101 | 63 
Tablel.2: 
Decimal Unicode character of " i^^ l*"! ^ " for the Arabic language. 
Query 
Unicode 
"?d4*-! U " 
1605 1575 32 1573 1587 1605 1603 1567 
1.3 RESEARCH CHALLENGES 
We have witnessed an explosive growth in the information available on the Web 
which is designed for humans to read and understand, not for machines and computer 
programs to manipulate meaningfully. Therefore, we need to incorporate and embed 
artificial intelligence into Web tools. This is precisely the objective of our work to 
mimic the brain structure. The necessity of creating server-side and client-side 
intelligent systems that can effectively mine for knowledge both across the Internet 
and in particular Web localities is drawing the attention of researchers from the 
domains of information retrieval, knowledge discovery, machine learning, and 
artificial intelligence among others. 
However, the problem of developing automated tools in order to find, extract, 
filter, and evaluate the users desired information from unlabeled, distributed, and 
heterogeneous Web data is far from being solved. 
In fact, we need to handle these characteristics and overcome some of the 
limitations of existing methodologies. Soft computing is a consortium of 
methodologies that works synergistically and provides, in one form or another flexible 
information processing capability for handling real-life ambiguous situations. Its aim 
is to exploit the tolerance for imprecision, uncertainty, approximate reasoning, and 
partial truth in order to achieve tractability, robustness, low-cost solutions, and closely 
resembles human-like decision making. The guiding principle is to devise methods of 
computation that lead to an acceptable solution at low cost by seeking an approximate 
solution to an imprecisely/precisely formulated problem. 
1.4 CONTRIBUTIONS 
The work presented in the thesis is an attempt to investigate the use of soft 
computing technique to enhance the current usage of the Web, and is concerned with 
how or whether those techniques can contribute to a more intelligent use of the Web. 
The main contributions of the Ph.D thesis are the following: 
• The Ph.D thesis proposes a new model of query processing for multilingual 
Web information retrieval. The proposed method deals with the multilingual 
query processing as one language or domain using Unicode and signal 
processing techniques. 
• The thesis investigates the effect of signal processing techniques; namely, 
wavelet transform and multi-wavelet transform on multilingual query 
processing and proposes wavelet-based indexing of information. 
• The present thesis proposes a solution to the problem of selecting optimum 
wavelet filters for multilingual query information retrieval through multi-
wavelets transform. 
• The Ph.D thesis proposes a model to query language identification based on 
ANN and the wavelet transform. The proposed model divides the 
identification into three phases: preprocessing phase, feature extraction 
phase, and classification phase. 
• Finally, the thesis presents a novel method for lossy text compression. It 
investigates the proposed method with the fourier transform and the wavelet 
transform. The effectiveness of the proposed method is investigated through 
its application to multilingual text compression. 
1.5 OUTLINE OF THE THESIS 
The rest of the thesis is organized in 7 chapters as follows: 
Chapter 2: Soft Computing Approaches In Query Language Processing and 
Identification. This chapter contains an overview of the theoretical background of the 
mathematical material used. It begins with information retrieval systems and deals 
7 
with two major categories of information retrieval models: statistical analysis and 
semantic analysis. The chapter also presents the preliminaries of the wavelet 
transform, and extension to the multi-wavelet transform as well as the artificial neural 
network. 
Chapter 3: Query Information Retrieval Model. In this chapter, the wavelet 
transform as a way to index, and query information retrieval model is introduced. One 
illustrative example for wavelet-based indexing and the proposed method of wavelet 
based searching are shown. 
Chapter 4: Multilingual Query Processing. It describes the methods that were 
developed to highlight this work which uses the Unicode processing format. The 
Unicode processing format aims to represent the characters of any language. Indeed, 
this use of Unicode will help us to process several languages, like Arabic, Japanese, 
and Chinese, etc. One demonstrative example for the multilingual method of wavelet 
based indexing such as the Arabic language is presented. In addition, this chapter 
points out the way to apply multi-wavelets, to get better results and show their 
advantages in contrast to the simple wavelet. The associated results and performance 
comparison are made with the scalar wavelet case to elaborate the work. 
Chapter 5: Cross-Language Identification. This chapter, we propose a model 
based on wavelet and artificial neural network. The main objective of the proposed 
model is to make the Internet user easily access it using one's language or any 
language for the required information. In addition, the benefit of the proposed model 
is to use a smart way for automatic language identification to reduce human efforts in 
translation and to depend on machine translation by the search engine. 
Chapter 6: Multilingual Lossy Text Compression. In general, this chapter 
addresses a new strategy to make lossy text compression and multilingual lossy text 
compression. In particular, it investigates using the fourier transform and the wavelet 
transform. 
Chapter 7: Conclusions and Future Directions. It gives the conclusions of the 
current work and proposes the future work in the areas of Web intelligence. 
CHAPTER 
TWO 
SOFT COMPUTING APPROACHES IN QUERY 
LANGUAGE PROCESSING AND IDENTIFICATION 
2.1 Introduction 
The last decades have witnessed a growing interest for language processing, 
identifications and knowledge base systems. This explosive growth is due to the effect 
of the Internet and communication technologies evolution on all aspects of our life. A 
knowledge-based subsystem can enhance the capabilities of decision support not only 
by providing the subject matter knowledge, but also by providing expertise in data 
management and modeling. All technologies use knowledge, which is organized in a 
knowledge base, to provide the needed support of e-learning, and information search 
and retrieval, etc. These are considered as some of applications of soft computing. 
The primary purpose of an information retrieval system is to retrieve all the 
relevant documents, which are relevant to the user query. This chapter presents an 
overview of the theoretical background of the mathematical material used in this 
thesis. It begins with description of information retrieval systems which have two 
important models represented in .the query processing and indexing information 
retrieval models. There are two major categories of information retrieval models of 
query processing and indexing analyses: statistical analysis and semantic analysis. 
Also, the chapter describes the preliminaries of the wavelet transform and an 
extension to the multi-wavelet transform. The chapter also presents an introduction to 
Artificial Neural Network (ANN). 
2.2 Information Retrieval Systems 
Information retrieval (IR) is defined as the task to retrieve certain documents 
from a collection that satisfies a query or an information need [Baeza-Yates & 
Ribeiro-Neto, 1999]. It studies the representation, storage, organization, retrieval of 
unstructured or semi- structured data, and accessing of the information items, and may 
contain some or all of the following parts/components: indexing, query processing, 
matching, output module, and feedback module [Moores, 1951; Salton and McGill, 
1984; Harter, 1986]. Information retrieval systems have to perform two important 
tasks to effectively respond to user requests. The first task is concerned with the 
content and structural analysis of documents on the Internet in order to build an index 
that facilitates subsequent access to information on the Internet. The second task is 
concerned with the user information requirements. In early studies, many retrieval 
systems adopt the keyword representations which can provide a crude picture of the 
text's content. SMART information retrieval system stands for"Salton's Magical 
Automatic Retriever of Text" [Salton, 1971] which is one of the earliest examples of 
such systems. 
2.2.1 Query for Information Retrieval systems 
Query information retrieval models represent an integrated part of information 
retrieval systems. There are two major categories of information retrieval models of 
query processing and indexing analyses: statistical analysis and semantic analysis. 
Statistical approaches consider the free form natural language documents to be pure 
data records and index them in terms of some statistical measure. Assessment of the 
relevance between a pair of documents is also based on a certain statistical metric. 
Semantic approaches, however, reproduce some degree of understanding of natural 
language texts that a human may provide. 
IR can be defined using the following statistical model (D,Q, F, R(qj, d;)) 
[Baeza-Yates & Ribeiro-Neto, 1999]: 
Where: 
• D is a set of logical representations for the documents 
• Q is a set composed of logical representations of the user information 
needs, which is called queries. 
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• F is a framework for modeling the documents, queries and their 
relationships. 
• R(qj, dj) is a ranking function. 
2.2.1.1 Boolean Model 
The Boolean model is still one of the most commonly used models in 
commercial IR systems. It is based on mathmatical set theory and boolean algebra. A 
query is a logical formula composed of index terms and logical connectives, like 
AND, OR, NOT. A document is considered relevant and retrieved by the IR Systems 
if it satisfies the logical formula representing the query. That gives this model 
simplicity and clarity, and easy to formalize and implement. 
The Boolean model can be defined as follows [Baeza-Yates & Ribeiro-Neto, 1999]: 
• D: The terms can either be present (True) or absent (False). 
• Q: The queries are boolean expressions, linking terms with operations. 
• F: The framework is the boolean algebra, and its operators are AND, OR and 
NOT. 
• The similarity function is defined in the context of the Boolean Algebra as: 
" True if 3 ^^c I ( 4 ; e "^ dnf ^ ( V j^j, gj (^))) ^i^oc^ 
sim(clj,q)= < (2.1) 
^ False otherwise 
Where: 
K : is the set of all index terms K = (ki, k2, , kj). 
dj: is the document. With the document dj is associated an index term vector^ 
representd by dj = (w, ^ , vv2 j , . . . . ,w,j). 
gj : is a function which returns the weight associated with the index ki in any 
dimentional vector ,i.e., g, (dp = Wy and Wjj > 0. 
dnf: Disjunctive normal form and q: is a query. 
As shown above, the relevance criteria is a boolean value either the true 
(relevant) or false (irrelevant). One of the disadvantages of this model is a binary 
representation, where it prevents any notion of scale, which has the effect to decrease 
the performance of the information system in terms of quality. Other disadvantage of 
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this model is that the ranking funcition does not provide information regarding how 
relevant a document is, so it is not possible to compare how relevant it is relative to 
others. This makes this model less flexible than the other models. 
As a result of this disadvantages, the boolean model is generally used in 
conjunction with other models, or has been modified to show a degree of relevance, as 
in the fuzzy boolean model. 
Let us assume that the Boolean model documents are the presence or absence 
of terms as follows: 
Dl, D2, D3, D4, and D5 are collaction of documents. 
D1=(A, B, A, B, A) 
D2=( A, A, A, A, A) 
D3=( B, B, B, B, B) 
D4=( A, C, B, C, A) 
D5=( A, A, B, B, B) 
Dl = (1,1,0), D2 = (1,0,0), D3 = (0,1,0), D4 = (1,1,1), and D5 = (1,1,0) 
A query of the form q = q (A & (B ) ~ C)) is mapped as q^ f^ =(1,1,1) | (1,1,0) | 
(1,0,0) where symbles &, | and ~ indicate the operations AND, OR, and NOT, 
respectively defined in the Boolean algebra. The Venn Diagram of this opearation 
shows in figuer 2.1. So, the documetns retrieved are Dl, D2, D4 and D5. 
Figure 2.1: Venn diagram query q = (A & (B | ~ C)) 
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2.2.1.2 Vector Space Model 
A first attempt to model query- document matching in a non boolean way is 
Salton's vector space model [Salton et al., 1975]. It is based on a spatial interpretation 
of both documents and queries. In this model, the documents representation over the 
Boolean model is obtained by associating each index term with a numeric value, 
called the index term weight, which expresses the variable degree of significance that 
the term has in synthesising the information content of the document. The major 
disadvantage of this model is that it does not subscribe what the values of the vector 
components should be. In other words, a document is represented as a vector N-
Dimensional space [Salton& Buckley, 1988]. Each dimension of the vector is defined 
as Wj, and is a non-negative and non binary number. The space has N dimentions 
corresponding to the unique terms present in the collection. 
The query vector is also defined as a vector in the N - dimensional space. 
• D: The N terms are dimensions, the documents are vectors in this 
space. 
• Q: The queries qj are also vectors in this N - dimensional space where 
the query vector q- = (w, ^, wj q, w, ^ ) and Wj ^ > 0. 
• F: The framework is defined in the context of the vector analysis and 
its operations. One of the most commonly used metrics of distance 
between vectors is the cosine similarity as defined below, d:: is the 
document. With the document d: is associated an index term vector d: 
representd b y ^ =(w,j, wjj,.... ,wg). 
d , -^ 
sim(d:,q)= -^r^ (2.2) 
dj X j^l 
The main advantage of using this framework is that we can define the similarity 
between queries and documents as a function of similarity between two vectors. There 
are many funcions that can give us a measure of distance between two vectors. The 
cosine similarity is one of the most used mesures for IR models. 
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2.2.1.3 Probabilistic Model 
The Probabilistic model [Robertson & Sparck-Jones, 1976] is based on the 
estimation of the probability of relevance for a document given a query. It is possible 
to refine knowledge about this distribution by interaction with the user. The 
probabilistic model is one of the few retrieval models that does not need an additional 
term weighting algorithm to be implemented. The details of a large number of 
probabilistic models of IR that have been proposed in the literature may be found in 
[Crestani et al., 1998]. If we assume that a document is either relevant R or irrelevant 
R bar to a query, the task of a probabilistic IR system is to rank documents according 
to their estimated probability of being relevant. 
The model assumes that there is a subset R of documents which are the ideal 
answer for the query q. Given the query q, the model assigns measure of similarity to 
the query. 
Formally, we have the following; 
• D: The terms have probability weights, the index term weight 
variables are all binary ,i.e., Wy e {0.1}. 
• Q: The queries are subsets of index terms (q). 
• F: The framework is defined in the context of the probability theory 
such as: 
Let R be the set of documents know to be relevant. 
Let R bar be the complement of R. 
P : The probability. 
. P(d, |R)xP(/?) 
sim (d:, q) = J (2.3) 
' P(dj |R)xP(i?) 
One of the advantages of this model is that the documents are ranked according to 
their probability to be relevant. One of the many disadvantages of this model is that it 
requires an initial classification of documents in relevant and irrelevant and the 
assumption that the terms are independent of each other. 
2.2.2 Indexing for Information Retrieval Systems 
After being posed a user information need, any information system needs to 
identify relevant information related to the query, and to accelerate the query 
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processing by quickly returning relevant information in response to user's information 
need. The identification of relevant information has been discussed in chapter 5. The 
major objective of indexing or inverted file (IF) is to reduce the size of data to speed 
up efficiently the process of monolingual/multilingual data for IR systems. The most 
popular data structure for indexing employed by IR systems is the IF. 
2.2.2.1 Latent Semantic Indexing 
Latent semantic indexing (LSI) is a technique in nautral language processing 
that exploits the idea of vector space model and singualr value decomposition (SVD) 
[Furnas et al, 1988; Deerwester et al., 1990]. In latent semantic indexing, a 
document's vector space representation is projected into a lower-dimensional space 
that represents the concepts in the text document. The reduction causes terms that are 
semantically similar to move closer to each other in semantic space. To compute the 
reduction, a singular value decomposition is applied to a document-keyword 
association matrix, to determine the dimensions in the vector space with greatest 
variability in the data, thereby neglecting the small variations of semantically similar 
terms. After reduction has been applied, words that did not originally occur in a 
document but are semantically similar as available in the vector representation of a 
document, and to index the document and to improve retrieval performance. To 
mention a few examples, latent semantic analysis of documents has been successfully 
applied to score automatically student essays [Foltz et al., 1999], to improve retrieval 
performance [Dumais, 1994; Husbands et al., 2000], even when queries and 
documents are in different languages [Dumais, 2004]. 
2.2.2.2 Index Compression for IR systems 
The IR is not only concerned with finding the desired information, but also on 
efficient mechanisms of storage. Data compression plays an increasingly significant 
role in saving storage space efficiently and in accelerating transmission speed. Saving 
storage space has a vital role in dicfionary and inverted index which are essenfial for 
efficient information retrieval. Compression mechanisms in IR systems address the 
problem of the efficient representation of information through algorithms that 
transform or code information. The aim of text compression is to use some techniques 
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to represent the digital text data in alternate representations with removing redundant 
data in order to get less space [Sayood, 2000; Ziviani et al, 2000]. Data compression 
methods are usually classified as either Lossless or lossy methods. 
By using the lossless compression algorithms the original data can be 
reconstructed from the compact one. Lossless compression algorithms can be 
classified into three categories [Sayood, 2000; Platos et al., 2008]: statistical methods 
(such as Huffman coding [Huffman 1952] and Arithmetic coding [Rissanen & 
Langdon, 1979]), dictionary methods (Lempel/Ziv algorithm [Ziv & Limpel, 1978]) 
and substitution methods (The Burrows Wheeler Transform (BWT)) [Burrows & 
Wheeler, 1994]. 
Lossy compression generally provides much higher compression than lossless 
compression but the decoding process only results in a close approximation to the 
original data. The elimination or replacement of irrelevant characters or words in text 
is considered as general methods of lossy compression of text. Their applications are 
archiving of online journals, blogs, instant text messages, emails, speed writings, and 
abbreviations. Witten et al., have suggested using lossy text compression to improve 
text compression ratio [Witten et al., 1994]. They wanted to use one compression 
method for both image and text compression as one domain. Kaufman and Klein 
introduced some ideas for lossy text compression [Kaufman & Klein, 2005]. In 
[Cannataro et al., 2001], they developed lossless and lossy compression and 
interpreted XML document as a data-cube using a multidimensional approach. The 
wavelet transform used as lossy compressor for sequences of numbers of XML 
document. Their belief is that lossy compression will become an important part in 
next applications on Internet. Palaniappan and Latifi proposed three techniques for 
character-based lossy text compression namely. Dropped Vowels (DOV), Letter 
Mapping (LMP), and Replacement of Characters (ROC) [Palaniappan & Latifi, 
2007]. The main field of signal processing is often applied to signal and images [Li et 
al., 2002]. There is a real need to find a suitable tool to make indexing and 
compression of multimedia at the same time. In addition, the compression of small or 
very large text files is difficult to obtain [Platos et al, 2008]. 
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2.2.3 Soft computing for IR systems 
The idea of soft computing (SC) is still in its initial stage of crystallization. 
According to Lotfi Zadeh, who coined the term of soft computing "Soft computing is 
an emerging approach to computing which parallels the remarkable ability of human 
mind to reason and learn in an environment of uncertainty and imprecision". In other 
words, soft computing combines techniques taken from fuzzy logic, neural network, 
genetic algorithm, probabilistic reasoning and signal processing tools such as wavelet 
transforms to obtain robust solutions for problems which would be intractable by 
conventional means. Soft computing is a partner in its domain. The principal 
constituent methodologies in SC are complementary rather than competitive [Mitra & 
Acharya, 2003; Thuillard, 2001; Thuillard, 2003; Thuillard, 2004]. One of the 
applications of soft computing is IR systems. 
2.2.3.1 Soft Information Retrieval Model 
The use of fuzzy set or connectionist techniques in IR has been recently 
referred to as soft information retrieval in analogy with the area called soft computing. 
A survey of a large number of fuzzy set and ANN models of IR that have been 
proposed in the literature may be found in [Crestan & Pasi, 1999]. There are some 
innovative and new ideas related to information search and retrieval based on 
representation of the word position or the narrative of order of the words within the 
document as signal. 
In [Brewster & Miller, 2000], Brewster and Miller convert the document to 
terms frequency matrix of signals as a method for providing document 
characterization and so as to utilize one feature or benefit of the wavelet transform to 
allow the user to produce a visual representation of the semantic structure of the 
document. Some of researchers have begun representing the word relatives, and the 
word position or the narrative of order of the words within the document as signal by 
identifying content-bearing words using Bookstein's proposed method [Bookstein et 
al., 1998]. In [Miller et al., 1998] authors are one of the pioneers in using the wavelet 
transform of text documents as scanned text images. Its main goal is to find a 
representation in the form of peaks and valleys to the topics (subjects) of a text at 
different levels of resolution. In [Al-Halimi, 2003], Al-Halimi has used Bookstein's 
proposed method with two methods, namely topic word selectors and topic flow 
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signals. The topic word selectors method has used the frequency of words within 
whole document. The topic flow signals method has taken the frequency of words 
related to every paragraph in the document and it concentrated on the position of 
words. Al-Halimi concluded that the results of the second method were better than 
another method. In addition, Park et al.,[Park et al., 2005] have proposed using the 
wavelet transform to analyze the frequency and location of the terms frequency. They 
used the frequency of words or term frequency of words within the document. They 
do not concentrate about the whole words of document. Moreover, there is a survey 
of the wavelet transform in data mining applications that includes image and signal 
content-based information retrieval [Li et al., 2002]. In [Murtagh, 2007], the author 
has proposed a new wavelet transform by using Haar wavelet as binary rooted trees or 
hierarchical clustering. Al-Dubaee et al., proposed a new strategy for clustering search 
result based on the Haar wavelet transform which is the simplest filter of the wavelet 
transform [Al-Dubaee et al., 2009A]. In [Al-Dubaee & Ahmad, 201OD], authors 
presented a comparative study of the performance of fuzzy clustering algorithms, 
namely Fuzzy C-Means (FCM), and Gustafson-Kessel (GK) algorithms with 
clustering search results. 
2.2.3.2 Wavelet Transform 
Wavelets, the term wavelet translated from ondelltes in French into English 
which means a small wave [Burrus et al., 1998], are an alternative to solve the 
shortcomings of fourier transform (FT) and short time fourier transforms (STFT). FT 
just has frequency resolution and no time resolution which is not suitable to deal with 
non-stationary and non-periodic signal. In an effort to correct this insufficiency, STFT 
adapted a single window to represent time and frequency resolutions. However, there 
are limited precision and the particular window of time is used for all frequencies. 
Wavelet representation is very similar to a musical score that location of the notes 
tells when and what frequencies of tones have occurred [Narayanaswami & HPangH, 
2003]. This is due to the fact that it has a good time-scale (time-frequency or multi-
resolution analysis) localization property which has fine frequency and coarse time 
resolutions at lower frequency resolution and it has coarse frequency and fine time 
resolutions at higher frequency resolution as well. Therefore, it makes suitable for 
indexing, compressing, information retrieval, clustering detection, and multi-
resolution analysis of time varying and non-stationary signals [Arabnia et al., 2008]. 
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Figure 2.2: Some of wavelet families. 
Wavelets are basis functions that allow transformation of signals from their original 
domain to another in which some operations can be performed in an easier way. In 
mathematics, a wavelet is a function ^(/) e L^(R) where L2(R) space is the space of 
all square-integral functions defined on the real line R with a basic property [Mallat, 
1989;Graps, 1995]. 
j ^ (t)dt = 0 (2.4) 
This means that the average value of the wavelet in time domain must 
be zero, and therefore it must be oscillatory. Some of the wavelet families are shown 
in figure 2.2. In other words, ^(Omust be a wave, and the wavelets are generated 
from a single basic function T(/), called mother wavelet, by using both scale (a) and 
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translate (b) factors and the constant! a |"^ ' is used for energy normalization 
[Narayanaswami & HPangH, 2003; Burrus et al., 1998]. 
T„,(/)=:ar-^ >F(^^) (2.5) 
a 
^,,^(1) stands for the wavelet basis. 
The wavelet transform can be divided into the continuous wavelet transform (CWT), 
the series wavelet transform (SWT) and discrete wavelet transform (DWT) based on 
the variable (a) and (b) which are continuous values or discrete numbers and type of 
input signal [Mallat, 1989; Graps, 1995]. 
2.2.3.2.1 Discrete Wavelet Transform (DWT) 
The discrete wavelet transform is also called the series wavelet transform but 
the difference is that it is used to transform a digital signal as follows [Mallat, 1989; 
Graps, 1995]: 
c^, = Xx{n)(^„{n) (2.6) 
J , , = Xx(«)^^,(n) (2.7) 
Where 
Cj 1^ anddji^ illustrate both approximation and detail coefficients. 
Here 0(n) is scaling function 
$,,(«) = V2 (^D(2^«-A:) (2.8) 
^(n) is mother wavelet function: 
'^^,in) = y[27'V(Vn-k) (2.9) 
Furthermore, the original signal can be reconstruction by 
"^) = ZSo A,.(")+1 BA(^) (2-10) 
Where: 
Jo is the last level in the decomposition stage. 
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2.2.3.2.2 Fast Wavelet Transform (FWT) 
In 1989, Mallat proposed that multi resolution analysis (MRA) can be used to 
obtain the discrete wavelet transform (DWT) of a discrete signal by replacing the 
scaling function <t>(«) and mother wavelet T(«) with low pass and high pass filters, 
respectively. Thus, an increase in speed for the wavelet transform is given. For 
increasing of speed the algorithm, Mallat proposed replacement equations (2.6) and 
(2.7) with (2.11) and (2.12), respectively [Burrus, 1998; Mallat, 1989]: 
c^{n)= Y,K{m-2n)c^^^{m) (2.11) 
^,(«)= Z^«('"~2«)C^„(OT) (2.12) 
Where 
hg is low pass filter and g^ is high pass filter 
gSn)-{-\rhM-\) (2.13) 
cj+l(nX-
ea 
ha 
dj(n). 
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Figure 2.3: Two levels of the FWT decomposition 
As shown in figure 2.3, the low pass h^  and high pass g^ filters achieve 
convolution of the Cj+j(n) input signal and subsequently they are made down 
sampling by factor 2. An output of this level is Cj(n) and dj(n), where Cj(n) is 
approximation coefficients and d:(n) is detail coefficients. 
• The reconstruction process can be made by up sampling and filtering as 
shown in figure 2.4. 
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Figure 2.4: Two levels of the FWT reconstruction 
As shown in figure 2.4, the low pass (hj) and high pass (g^) filters achieve 
convolution of the c;^|(n) input signal and subsequently up sampling them by factor 
2. An output of this level is cj(n) and dj(n), where cj(n) is approximation coefficients 
and dj(n) is detail coefficients. 
2.2.3.2.3 Multi-wavelets Transform (Discrete Multi-wavelets 
transform (DMWT)) 
The wavelet transform has a scalar scaling and mother wavelet functions, but 
the multi-wavelets transform have two or more scaling aiid wavelet functions. The 
multi-wavelet basis is generated by r scaling functions <j)^{t),(j)-^{t)....^^._^{t)diXidi r 
wavelet function ^^,(0, ^ 2 (0"--^r-i(0- Here, r denotes the multiplicity in the vector 
setting with r ^2 . 
The multi-scaling functions^(/) = [^ , (05^2(0-•••^r-i(0]^ satisfy the matrix 
dilation equation [Strela, 1996; Fritz, 2003]: 
M - I 
(//{0= ^/2X H,iiy{2t-k) (2.14) 
k = {) 
Similarly, for the multi-wavelets the y/ (/) = [v/,(Ov^(/)...v',-,(')]' matrix 
dilation equation is obtain by 
M -1 
^ ( 0 = V2"X GJ{2t- k) (2.15) 
(1 = 0 
Where the coefficients H]^  and G^, 0 ^ k ^ M - 1, are r by r matrices instead of 
scalars, which is called low pass and high pass matrix filters, respectively [Strela et 
al., 1999; Strela, 1996]. 
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Figure 2.5: Two levels decomposition in discrete multi-wavelet transform (DMWT) 
As an example, we give the GHM (Geroniom, Hardin, Massopust) system 
[Plonka & Strela, 1998; Pan et al., 2001]. 
The filter parameters are as given below: 
H0 = 
3/5 72 4/5 
-1/20 -3/10V2 
Hl= 
3/5 ^ ^ 0 
9/20 1/V2 
H2 = 
9/20 -3/10V2 
H3 = 
0 0 
1/20 0 
G0= 
G2 
-1/20 -3/10V2 
1/10 N/2 3/10 
9/20 -3/10V2 
9/10^^ -3/10 
Gl = 
G3 
9/20 -1/72 
-9/10 72 0 
^ -1/20 0' 
-1/10 72 0 
The original signal, /(/) e L2(R) where L2(R) space is the space of all square-
integral functions defined on the real line R with a basic property, which is given by 
the expansion of mulfi-scaling ((^ ,(05(^ 2(0) ^nd multi-wavelets (^1 (0.^^2(0) 
fianctions as an example depicted in figure 2.5, respectively: 
/(/) = |;C2'^^(2''7-A) + Xfz).«2^K2V-i) (2.16) 
1=0 
Where: 
* i'h 
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C{t) ^[c,ik),c,ik)....c^_,{k)J and D(t) = ld,{k),d^ik)....d^^^(k)Y are coefficients of 
multi-scaling and multi-wavelet functions, respectively and the input signal is 
discrete. To present the low pass (H) and high pass (G) filters. Based on equations 
(2.14) and (2.15) the forward and inverse discrete multi-wavelet transform (DMWT) 
can be recursively calculated by [Strela, 1996; Fritz, 2003]: 
C,_,(A)= N/2"X Hik)C,(2t-k) (2.17) 
* 
/), ,(A)= V2"X G(A)C,(2r-^) (2.18) 
Where the input of data signal should be square matrix. The low pass (H) and high 
pass (G) filters (previous parameter filters) achieve convolution of the input signal. 
Then, each data stream is made down sampling by a factor of 2 as depicted in figure 
2.5. 
2.3 Language Identification for Multilingual IR Systems 
With the advent of the Internet, search engines were developed for English 
language because English language was a lingua franca. Currently, most of popular 
search engines such as Google and Yahoo! are available in more than 50 languages. 
There is a need to identify the relevant user's natural language query of 
unknown document database or IR systems in a better way by automatic language 
identification. The study of language identification is a critical problem, especially 
identifying the language of user queries in the Web search engines. 
The researchers have been studying the challenges of language identification 
over several decades. The survey of previous work for this problem is written by 
Hughes et al, [Hughes et al., 2006]. The most related works for language 
identification are based on statistical algorithms, short-words, frequent words, and n-
gram methods. Ceylan and Kim proposed a language identification method using two 
decision tree classifiers. Their data set is created automatically from the Yahoo! 
search engine. The authors have shown that their methods give satisfactory 
performance of language identification [Ceylan & Kim, 2009]. Gottron and Lipka 
compared some of the performance of some public methods for language 
identification on very short and query-short texts. The accuracy of typical methods 
was more than 80% and close to 100% for single words and slightly longer texts, 
respectively [Gottron & Lipka, 2010]. In [Schirris, 2002], Schirris proposed a unique 
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identifier (UID) for 14 languages to facilitate multilingual identification of Internet 
users. 
In addition, there is a good commercial language identification which is called 
rosette language identifier (RLI) and belonging to basis technology 
(http^Vw-ww.basistech.com/language-identification/). Basis technology offers software 
solutions depending on Unicode standard. RLI supports and encodes in over 50 
languages. The algorithm of commercial language identification of RLI is not known 
because it is a commercial package. 
We try to make a new strategy to solve problem of identification language for 
multilingual IR systems which is called a cross-language identification model 
depending on our novel model in section 2.3.3.2. This model is discussed in details in 
chapter 5 which has its own preliminaries associated with the wavelet transform in 
this chapter. 
2.3.1 Artificial Neural Network 
An artificial neural network (ANN) is a part of soft computing approaches to 
modeling expert behavior. The research on ANN has grown tremendously, with 
valuable contributions coming from many different academic disciplines which used 
it as a solution for many applications like classification, optimization, signal 
processing, and control. Likewise, they are often used for modeling of complex 
relationships between inputs and outputs or for finding significant patterns in data 
collections. ANN is also called neural network (NN) which is a system emulated for 
the operation of biological neural networks. History of ANN (or parallel distributed 
processing) begins with the work of McCulloch and Pitts in 1943 [McCulloch & Pitts, 
1943]. 
ANN attempts to simulate the structure and ftmctional aspects of biological 
neural networks. So, they can be classified as non-linear statistical data modeling 
tools. The basic principle consists in building the model of interconnected neurons 
which are basic building blocks of the nervous system. The collective behavior of an 
ANN, like a human brain, demonstrates the ability to learn, recall and generalize the 
training patterns of data. The main property of a neural network is that it can perform 
its overall function even if some of the neurons can not work. 
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2.3.1.1 Biological Neural Network (Neuron) 
The biological neural networks contain a collection of neuron units which 
communicate with each other via axon connections. Neurons are the core component 
of biological neural network of nervous system. All neurons have a cell body which is 
called a Soma. Figure 2.6 shows the biological neuron for nervous system. The block 
diagram of figure 2.7 shows the model of a neuron, which forms the basis for the 
artificial design of neural networks. 
Axon 
Cell Body 
or Soma 
Figure 2.6: Biological neuron diagram for nervous system 
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Figure 2.7: Model of an artificial neuron of artificial neural network 
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2.3.2 Architecture Artificial Neural Networks 
ANN is inspired by modeling networks of biological neurons in the brain. 
Hence, the processing elements in ANN are also called artificial neurons. The 
synapses of the neuron are modeled as weights. The strength of the connection 
between an input and a neuron is noted by the value of the weight [Haykin, 1998]. 
The output of ANN relies on the cooperation of the individual neurons within the 
network. 
ANN can change its structure based on external or internal information that 
flows through the network during the learning phase. Mathematical model of ANN is 
defined by a funcdon f : X —> Y. The fiincfion f (x) is defined as a composition of 
other functions x; (x). A widely used type of composition is the non-linear weighted 
sum, which can be defined as: 
Net = Yj^v,x, (2.20) 
y = /(Net) (2.21) 
Where w is the synaptic weight and x is the input and represented by a vector of 
functions x = (x,, Xj , . . . , x„). There are several types of activation fijnction. 
2.3.2.1 Activations and output rules; 
Activation fiinction is required to give the effect of the total input on the 
activation of the unit. The simplest node sums weighted inputs and passes the results 
through nonlinearity as shown in figure 2.8. The activation fiinction defines the output 
of a neuron in terms of the activity level at its input. The node is characterized by an 
internal threshold i and by the type of nonlinear activation function; hard limiters, 
threshold logic elements, and sigmoid nonlinearities [Lippmann, 1987]. 
There are several types of activation signal functions [Patterson, 1996; Ahson, 
1995; Gargetal., 1995]. 
Figure 2.8 shows some of the activation fiinctions used in this work: 
1 - Sigmoid Function. 
2- Tan-sigmoid Funcfion. 
3- Linear Function. 
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Figure 2.8: Typical neural network activation functions 
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2.3.2.2 Single Layer Feed Forward Networks 
The architecture for a network that consists of a layer of M perceptrons is 
shown in figure 2.9. An input feature vector x = (xj, X2, ..., x^) is an input to the 
network via the set of n nodes. So that, each percepton receives an input from each 
component of x. At each neuron, the lines fan in from all of the input nodes. Each 
incoming line is weighted with a synaptic weight form the set w^^, where w^^ ^ 
weights the line from the nth component x^  coming into nth netiron. Then, the 
calculated output values, Y= (yj, y 2, •.., y „,)? are compared with target values. 
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Figure 2.9: Single layer feed forward networks 
2.3.2.3 Multi-Layer Feed Forward Networks (MLFFNs) 
In [Minsky & Papert, 1969], Minsky and papert showed that a two layer feed 
forward network can overcome many restrictions, but they did not present a solution 
to the problem of how to be adjusted. In [Rumelhart et al., 1986], authors gave a 
solution that the errors for units of the hidden layer may be determined by back-
propagating of the errors of the units of the output layer. For this reason, the method is 
called back-propagation (BP) learning algorithm. The BP algorithm has been widely 
used as a learning algorithm in feed forward multi-layer neural networks. The BP is 
applied to feed forward neural network with one or more hidden layers, as shown in 
figure 2.10. 
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Figure 2.10: Multi-layer feed forward networks 
2.3.3 Learning Algorithms: 
The method of setting the values of weights (training) is important 
distinguished characteristics of different artificial neural networks. There are two 
common types of training algorithms supervised and unsupervised. 
2.3.3.1 Supervised Learning Algorithms 
Supervised learning or associative learning algorithm is used for training by 
providing input X(n) and matching output patterns Y(n) in the network. The 
input/output information can be provided by an external subject (or system which 
contains the neural network). This type of learning can be provided through 
paradigms like error correction learning, reinforcement learning, or stochastic 
learning as shown in figure 2.11. The main tasks solved within this paradigm are 
pattern recognition (also known as classification) and regression (also known as 
function approximation). A well-known technique for training neural networks is a 
usage of back-propagation algorithm. The supervised learning paradigm is also 
applicable to sequential data. 
X(n) 
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Figure 2.11: supervised learning 
2.3.3.2 Unsupervised Learning Algorithms 
Unsupervised learning or self-organization learning does not require any 
external element to adjust the weight of the communication links to their neurons. The 
system is supposed to discover statistically salient features of the input population. 
In general, there are two basic kinds of unsupervised learning: Hebbian 
learning and Competitive learning. The applications include clustering, the estimation 
of statistical distributions, compression and filtering. Figure 2.12 shows unsupervised 
learning. 
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Figure 2.12: unsupervised learning. 
2.3.3.3 Back-Propagation Training Algorithm (BP) 
The back-propagation algorithm performs two steps of data flow. The first 
step is that the inputs are ordinarily propagated forward from input to output layer, 
and then it produces an actual output. The error from the difference between target 
values and actual values are propagated backward-pass from output layer to the 
previous layers to update their weights. 
Basically, BP learning consists of two passes through the different layer of the 
network: 
1 - Forward pass. 
2- Backward pass. 
During the forward pass, the synaptic weights of the network are all fixed. 
During the backward pass, the synaptic weights are all adjusted in accordance with an 
error-correction rule. 
MLFFNs consist of layers of interconnected perceptrons denoted as the input 
layer, the hidden layer, and the output layer. The number of the input nodes (units) 
and the output nodes are fixed to a problem, but the choice of the number of hidden 
nodes is somehow flexible as described in section 2.3.2.3. 
The learning rate {r\) determines the portion of weight needed to be adjusted. 
However, the optimum value of T] depends on the problem. Even though as small 
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learning rate guarantees a true gradient descent, it slows down the network 
convergence process. If the chosen value of r\ is too large for the error surface, the 
search path will oscillate about the ideal path and converges ore slowly than a direct 
descent. 
The momentum (ju) determines the fraction of the previous weight adjustment 
that is added to current weight adjustment. It accelerates the network convergence 
process. 
The algorithm of the error Back-Propagation training may be described as follows: 
1 - Initialize network weight values. 
2- Sums weighted input and apply activation function to compute output of hidden 
layers 
^=/(Z^,>^,; ) (2-22) 
Where 
h;: The actual output of hidden neuron j for input signals x . 
Xj: Input signal of input neuron i. 
Wjj Synaptic weight between input neuron i and hidden neuron j . 
/ ; The activation function. 
3- Sums weighted output of hidden layer and apply activation function to compute 
output of output layer. 
y^ =/ ( E ^ % . ) (2.23) 
where: 
•^ * : The actual output of output neuron k. 
w , 
'* : Synaptic weight between hidden neuron hj and output neuron K . 
4- Compute back propagation error. 
-XT. 
S,=(d,-y,)f'{Y,h^w^,) (2.24) 
/ 
where: 
/ ' : The derivative of the activation function. 
d^: The desired of output neuron K. 
8 : The error correction factor. 
5- Calculate weight correction term. 
Aw,, (n) = 7]S,h^ + fiAWj, (n -1) (2.25) 
6- Add delta input for each hidden unit and calculate error term. 
^/=/'(S^-%)I(^.^.) (2-26) 
7- Calculate weight correction term.. 
Aw,, (n) = Ti5 j Xi + ^Aw,j (n -1) (2.27) 
8- Update weights. 
w„{new) = Wj,{old) + Aw ,^ (2.28) 
w.j{new) ^ w^^{old) + Aw^. (2.29) 
9- Repeat step (2) for a given measure of mean square error.. 
1 
MSE = 
2p 
ZZk-^r) (2.30) 
where: 
p: The number of patterns in the training set. 
MSE: Mean square error. 
10-End. 
Figures 2.13 and 2.14 illustrate the steps and the flow chart of BP algorithm, 
respectively. 
^4 
Inputs Forward Pass Backward Pass 
X, 
W, 
t 
A w,, (n) = Ti5 J X, + ^ A Wy {n -1) 
1 
>V Jk 
Outputs 
Sk=id,-y,)rCZh^w^^ 
Figure 2.13: BP algorithm 
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Initialization of 
Weights 
Input Set 
Computation of error Back 
Propagation by 
(2.23) and (2.25) 
Updating weights by 
Equations (2.24) and (2.26) 
No 
Figure 2.14: The flowchart of the BP algorithm 
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2.4 Summary 
This chapter introduced an overview of the theoretical background of the 
mathematical material used. It begins with description of information retrieval 
systems. There are two major categories of informtion retrieval model: statistical 
analysis and semantic analysis. Also, the current chapter presents the preliminaries of 
the wavelet transform, and an extension to the multi-wavelets transform. The chapter 
also presents an introduction to artificial neural network. 
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CHAPTER 
THREE 
Query Information Retrieval Model 
3.1 INTRODUCTION 
With the exponential development of information technologies, Internet has 
become the most important information source. However, due to the tremendous 
volume of the data, it has become extremely difficult for the users to find the desired 
information. This challenge has led to a huge demand for information management 
technologies which can provide access to it in an effective way while supporting 
comprehension and make better use of the knowledge that the electronic documents 
hold. A Web-based search engine works by matching user queries against a previous 
constructed index of Web content. The formation and makeup of this index is vital to 
the quality of the results returned by the search engine. 
This chapter proposes a novel method for query information retrieval model 
using one of signal processing technique namely, the wavelet transform. We propose 
a wavelet transform based indexing as query information retrieval model as shown in 
figure 3.1. 
Data , Encoding Framing Transform Coefficient selection 
Insert to 
Index 
Structure 
Figure 3.1: Index extraction ft^om data. 
3.2 Query/Document as a Signal: Encoding 
In the real world, most of signals. Audio and Speech, implement as raw format 
and time domains signals. Mathematical transform such as fourier transform and 
wavelet transform, etc, can convert between the time and frequency domain. The 
frequency domain is the best representation to access information based on the 
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content of signal. The frequency domain can also reveal hidden information more 
than the time domain. 
We propose a new method for information indexing as given in figure 3.1. In 
this method the 'Data' is encoded as signal based on Unicode standard. Unicode is the 
international standard for representing the characters used into a plurality of 
languages. Also, it provides a unique numeric character, regardless of language, 
platform, and program in the world. Furthermore, it is popularly used in the Internet 
and in any operating system of computers, as a device for the text visual 
representation and for writing systems. Many software companies often use it. One of 
the properties of Unicode is that all ASCII characters still exist in Unicode, either 
prefixed or suffixed by a null. 
The query of the proposed method may be a word, small and large sentences, 
snippets, or documents. These signal queries do not exclude anything from the query 
(such as the spaces, commas, question marks, and prepositions or applying parsing or 
stemming on the query). One of the highlights of our work is its use of the Unicode 
processing format which aims to represent the characters of any language. Indeed, this 
use of Unicode will help us process several languages, like Arabic, Japanese, and 
Chinese, etc. In addition, we need to keep the position of every word in the query in 
order to get full meaning of the query. 
The method reads the query/document as Unicode and then it deals with the 
query/document as signals for every text file. Figure 3.2 shows snippet of a sample 
text file. Figure 3.3 shows the encoded signal of the sample text snippet of figure3.2 
while figure 3.4 shows an encoded signal for an Arabic sentence. The x-axis displays 
the number and position of alphabetic while y-axis displays the corresponding 
Unicode values in decimal numbers. 
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Subject: The staffing in the Commission of the European Communities 
Can the Commission say: 
1. how many temporary officials are wori<ing at the Commission? 
2. who they are and what criteria were used in selecting them? 
3. how many successful candidates from competitions are on reserve lists? 
Figure 3.2: Sample of En.txt text file. 
1 JJO 
100 1 
eo 
2 0 
2 0 0 0 4 0 0 0 6 0 0 0 BOOD 10OOO 1 2 0 0 0 1-qOOO 
Figure 3.3:Non-Stationary signal of En.txt text file (text signal file) and its ASCII characters. 
Figure 3.4: "What is your name?" query is translated into "?ii»A«) l»" for the Arabic language and 
converted to signal. 
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3.3 Framing 
The framing divides the signal into frames. The proposed method divides the 
whole signal of document/query into frames. The size of frame used in the proposed 
method is 64 for every frame. The advantages of framing are the following: 
• When the wavelet transform is applied to the whole signal, the transform 
coefficients capture global information but not the finer local details. 
• The individual frames capture the finer details of the document/query. 
• The transforms on the individual frames could be processed in parallel. 
Parallel processing is an attractive alternative to achieve the desired efficiency 
in data retrieval. 
3.4 Wavelet-Based Indexing 
The vital idea behind the wavelet-based indexing scheme for signal queries or 
documents is to apply the wavelet transform on frames of data, which yield a set of 
coefficients as shown in figure 3.5. A suitable number of significant coefficients are 
selected to serve as indices. Some of the properties of the wavelet transform enable 
indexing of large size of data with a small number of terms, which in turn facilitate 
faster and more accurate searches [Vitter et al., 1998; Gilbert et al., 2003]. One of the 
benefits of this method is to facilitate applying mathematical transformations where 
the signal has been transformed by the availability of mathematical transforms. 
Therefore, we can obtain further information from the signal that is not readily 
available in the raw signal or normal language. 
In addition, every language has special algorithm to apply parsing or 
stemming but our method proposed just one algorithm for most languages. Our 
method mimics the processing used in human brain in searching and retrieving the 
informafion requested. The brain of human being deal with the query (reading or 
thinking) as signal and getting the information requested 
(http ://en. wikipedia.org/wiki/Brain%E2%80%93 computer_interface) and 
(http://www.neurosciencemarketing.com/blog/articles/baynote-search.htm). 
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3.4.1 Brief overview of transform 
The major objective of mathematical transforms such as the fourier transform 
and the wavelet transform, when applied for signals is to transform the data to another 
domain which is called the frequency domain with the fourier transform and the time-
frequency domain with the wavelet transform. The transformed data is referred to as 
transform coefficients which offer several advantages such as: 
(1) Ease of processing data, 
(2) Better correspondence with visual system, 
(3) The opportunity for noise reduction, 
(4) Energy compaction, 
(5) The opportunity for compression, etc. 
Speaking specifically, given a vector X = (xj ^2...^td representing a 
discrete signal, the application of a transform yields a vector Y = (yj y2 . . . y^) of 
transform coefficients as shown in figure 3.5 such that the original signal X can be 
recovered from Y by applying the inverse transform as shown in figure 3.6. Figures 
3.5 and 3.6 show the FWT decomposition and reconstruction processes, respectively 
for three levels where h^ and g^  denote the low pass and high pass filters for the FWT 
decomposition and hg and gj denote the low pass and high pass filters for the FWT 
reconstruction used by the FWT. The signal of processing is S and the decomposition 
up to three levels by the FWT. The detail coefficients of the analysis or 
decomposition are dl , d2, and d3 for level one, level two, and level three, 
respectively. The FWT approximation coefficients of this process implemented as a3. 
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Original Signal (S) 
Low Pass Filter 
G 
Down Sample by 2 ( \ 
a I (S/2 s, 
High Pass Filter 
83 (S/8 S, 
Approximation 
Coefficients Detail Coefficients 
Figure 3.5: The FWT decomposition process S = a3 + d3+d2 + dl. 
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a^  (S/8 s/0 d^ (S/8 s/0 
Level 3 
FWT Coefficients 
Level 2 
FWT Coefficients 
Level 1 
FWT Coefficients 
High Pass Filter 
Original Signal (S) 
Figure 3.6: The FWT reconstruction process S = a3 + d3 + d2 + dl. 
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3.4.1.1 Demonstra t ion Example: 
The FWT or DWT analyzes the signal query or document at different 
frequency bands with different resolutions by decomposing the signal into a (coarse) 
approximation coefficients and detail coefficients by using the Mallat algorithm. A 
suitable number of significant coefficients are selected to serve as the indices. 
The following example shows the procedure to find the FWT coefficients by 
using Daubechies wavelet filters of order l(Dbl) or Haar with two filters, high pass 
filter and low pass filter, for FWT decomposifion and reconstruction of level 1. 
Cj+|(n)_ 
Ka 
ha 
i^i 
Gi 
J 
*\ 
J 
*\ 
(l> dj(n) 
Ci(n) 
Level One 
Figure 3.7: First level of the FWT decomposition. 
As shown in figure 3.7, the low pass (h^ )^ and high pass (g^) filters achieve 
convolution of the Cj+,(n) input signal and subsequently down sampling them by 
factor 2. An output of this level is c(n) and dj(n), where Cj(n) is approximation 
coefficients and dj(n) is detail coefficients. 
Let us suppose that the Internet user posed the "Java" word as query whereas the 
Unicode encoding of the query is [74, 97 , 118 , 97 ] so that the x signal is 
x(n) = Cj^,(n) = [ 74 , 97 ,118 , 97 ] and using Daubechies basis fiincfion of order 1 
(Db 1), which means: 
The high pass fiher and low pass filter of Haar for decomposifion process are 
(see appendix A): 
. - 1 1 
ga V2 ' V2 ] 
K r 1 1 1 
high pass filter, 
low pass filter. 
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• r i M : Means decimation, i.e. Iceep the odd indexed elements and discard the 
even ones. 
The steps to find coefficients level one of FWT are: 
1- Convolute the c:_|_|(n) input signal with high pass filter h(-n) to get ¥\ 
- 74 - 9 7 ^ 7 4 •118+97 •97+118 
12 ^2 
-1 
. - ^ 
74 1 97 • 
-74 .^ 
74 ^ . - ' 
-97 ^ 
.42 
97 . ' - ' 
118 197 
-118 ^. -97 . ' 
118 ^ .^ -1 97 _,. 
Fl = 74 -23 -21 21 97 
V2 ' V2 ' V2 ' V 2 ' V 2 . 
2- Decimate F| to get the details coefficients band of the wavelet transform 
(dj(n)). 
^-74 -23 -21 21 97 dj(n)= ( J T ) X 
V2 ' ^(2 ' V2 ' vi2 ' V2. 
I 1 
t t 
di(n)= -23 21 
V2 'V2 
(Details coefficients of the wavelet transform) 
3- Convolute the input signal with the low pass filter g^ to get Gl. 
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Gl 
74 171 215 215 97 
V2 ' V2 ' V2 ' V2 ' V2. 
4- Decimate G] to get the details coefficients band of the wavelet transform 
(cj(n)). 
^74 171 215 215 97 
cj(n) = (^ X 
ci(n) 171 215 
V^'V2 
V 2 ' V 2 ' V 2 ' > / 2 ' V 2 . 
I r 
I I 
(Approximate coefficients of the wavelet transform) 
The reconstruction process can be made by up sampling and filtering as 
shown in figure 3.8 and below: 
di(n) 
<E> 
Cj(n) 
<E> 
Level One 
Figure 3.8: First level of the FWT reconstruction. 
U2 
Ul 
U, Cj-i(n) 
0 — • WKEEP 
As shown in Figure 3.8, the low pass (hg) and high pass (gg) filters achieve 
convolution of the Cj+j(n) input signal and subsequently up sampling them by factor 
2. An output of this level is cj(n) and dj(n), where cj(n) is approximation coefficients 
and dj(n) is detail coefficients. Wkeep takes the central part of U} with the 
convenient length. 
The high pass filter and low pass filter of Haar for reconstruction process are: 
r 1 - l i 
hs = [ 
1 1 
V2 ' V2 
high pass filter 
low pass filter 
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(^fT): Means interpolation, i.e. insert zeros at even indexed elements. 
dj(n)= ( E ) ^ -23 21 V2 'V2 
di(n) 
' V 2 " V 2 
Convolute the input signal with the high pass filter to get ul 
21^ 
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_1_ 
V2 ki 
2}_ 
1 .• 
'fi -o 
-21 
0 
23 
VT 7i 
21 - 21 
ul = 
- 2 3 23 21 -21 
2 ' 2 ' 2 ' 2 
2- ( j O : Interpolate uj to get cj(n). 
cj(n) - ( g ) X 171 215 
V2'A/2 
cj(n) = 
'V2"V2 
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3- Convolute the input signal with the low pass filter to get u2 
171 215 
4i 
4i , - ' 0 
171 
.^-'0 
215 
1 . - ^ 171 . ' 
. ' D 
215 
u2 = 
t t ; t 
171 171 215 
' ^ ri 42 
' 171 171 215 215" 
L ' 2 ' 2 ' 2 ' 2 J 
215 
-JY 
Ui= U] + U2 
Ui = Ci+i(n) •23 23 21 -21 
' « ' ^ ' 2 2 2 2 + 
171 171 215 215 
' 2 ' 2 ' 2 ' 2 
4- WKEEP : Take the central part of U] with the convenient length and the 
length for original signal is 4. 
WKEEP 0, 148 194 236 194 2 ' 2 ' 2 ' T 
Cj^. , (n)-[74,97,118,97] 
x(n) = Cj+i(n) = [ 7 4 , 9 7 , 1 1 8 , 9 7 ] 
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S (4 sample(s)/ One frame (f)) Original Signal (Java) 
( [ 7 4 , 9 7 , 1 1 8 , 9 7 ] ) 
Level 1 
FWT Coefficients 
Figure 3.9: One level of the FWT decomposition with 'Java' query for wavelet tree 
V2 ' 'V2 
[74, 97,118 , 97 ] 
Figure 3.10: One level of the FWT reconstruction with 'Java' query for wavelet tree 
Level 1 
FWT Coefficients 
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3.4.2 Disadvantages of Traditional Indexing Techniques 
In early studies, many information retrieval systems adopt the keyword 
representations which can provide a crude picture of the text's content. SMART 
information retrieval system stands for"SaUon's Magical Automatic Retriever of 
Texf [Salton, 1971] is one of the earliest examples of such IR systems. Althougth, 
the traditional indexing techniques for these information retrieval systems, (which we 
introduced some of them in chapter 2,) are useful in giving some of ideas regarding 
the text content of documents. Most of these systems based on removing stop words, 
stemming words, parsing words, filter the documents according to word frequency or 
topicality, or achieving some combination of these functions which are called 
preprocessing operations. Therefore, they have several disadvantages of which are the 
following: 
• The document is implemented as a bag of words method which can not give 
a whole meaning of the document and understanding the relevence to the 
main topic of the document. 
• The word position in the document can not be understood and tracked in the 
content of document, thus information about order are lost, especially when 
the document is implemented as a bag of words. 
• Every language needs a special algorithm to be applied for preprocessing 
operations such as parsing or stemming words etc. 
• Preprocessing operations increase the computational complexity so that the 
indexing and searching processes are slow. 
• Parallel processing of query or document may not be applied, because the 
concept of frames is not supported.' 
• These techniques may not effictively support the question / answer query. 
• The Internet user can not search about chemical formulas and mathematical/ 
scientific symbols. 
3.4.3 Advantages of Wavelet-based Indexing 
We use the wavelet transform as wavelet-based indexing to signal query or 
document, because the wavelet transform has quantities in the time-frequency 
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domain. Therefore, time-frequency domain indexing is less sensitive to noise and 
results in a better search success in the case of index searches than raw-data search. In 
addition, the wavelet transform is suitable for work of data-cube approximations and 
for multi-dimensions [Vitter et al., 1998; Gilbert et al., 2003]. The wavelet-based 
indexing scheme has several advantages: 
• The query of this technique can be a word(s), small and large sentences, 
snippets or document. These signal queries (documents) do not exclude 
anything from the query (document) such as the spaces, commas, question 
marks, and prepositions or applying parsing or stemming on the query 
(document). One of the reasons is that we need to keep the position of every 
word in the query or document in order to get full meaning of the query 
(document). 
• One of the benefits of this method is to facilitate applying mathematical 
transformations where the signal has been transformed by the availability of 
mathematical transforms. Therefore, we can obtain further information from 
the signal that is not readily available in the raw signal or normal language. 
• Every language needs a special algorithm to be applied for preprocessing 
operations such as parsing or stemming words etc., but using the Unicode 
encoding of the language and the wavelet transform are based on just one 
algorithm for most languages. 
• By using the wavelet transform, only a few transform coefficients will 
suffice as an index, thus reducing the index size. 
• Some of the properties of the wavelet transform enable indexing of large 
size data with a small number of terms, which in turn facilitate faster and 
more accurate searches where the computational complexity of the wavelet 
transform is 0(n). 
• It may be enabled to use parallel processing of query/document because this 
technique supports framing query/document. 
• Wavelet-based indexing technique may effectively support the question and 
answer system. 
• The Internet user may search easily about chemical formulas and 
mathematical/scientific symbols. 
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• We need to adopt a combination of this technique, the wavelet transform, 
and artificial neural network, to mimic the brain processes of human being in 
bringing and searching the information required. The brain of human being 
deals with the query (reading or thinking) as a signal and gets the 
information required. The further details of the simulation of the brain 
processes will be presented in chapter 5. 
3.4.4 Evaluation of FWT Coefficients: 
The proposed method has implemented over the user's query or the document. 
After segmentation, framing (64 sample/frame), the FWT decomposition algorithm of 
Haar (Db 1) filter of the wavelet transform is implemented up to four levels of 
decomposition as shov/n in figures 3.11 and 3.12. The first level consists of two sets 
of coefficients each one of which contains (32) coefficients according to equation: 
S = floor 
2 
+ L (3.2) 
V ^ y 
where: 
^ : the length of the input vector to the low pass and high pass filters. 
L : the order of the wavelet type. 
/ =64 and L is the length of the input vector to the low pass and high pass filters. 
The second level contains of two sets of coefficients, each one of which contains (16) 
coefficients, the third level includes two sets each one of which contains (8) 
coefficients, and finally two sets of (4) coefficients in the fourth level. Figure 3.7 
shows the procedure to find the FWT coefficients for each level of decomposifion 
applied for a single frame taken from the user's query. 
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S (64 sainple(s)/frame (f)) 
Original Signal 
Low pass filter •/ )• High pass filter 
Level 3 
-34.(4.s/f)L.^ .>^d4(4.s/J0 
Figure 3.11: Four levels of the FWT for wavelet tree. 
Decomposition at level 4: s = ii41 (14+d3 • d> • d 1 . 
S 50 
d . 0 
•50 
'VW^ I 
10 20 30 40 50 60 
Figure 3.12: Four levels of the FWT S = a4 + d4 + d3 + d2 + dl for English language query "What 
is your name?". 
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fUser' 
Query 
• Encoding Framing 
Apply 
FWTon 
Frames 
Index Data 
Alignment 
of Frames 
i 
4— 
y 
Search 
i k 
Results 
Figure 3.13: Search scheme for user's 
query. 
3.5 Pseudo-code for Indexing and Searching 
The proposed method is based on the wavelet-based indexing which uses 
MATLAB toolboxes. The built-in function of WAVDEC has been used to 
decompose the query/document data. WAVDEC(x, N, wname) function carry out a 
multi-level one dimensional wavelet decomposition of signal x using a specific 
wavelet given by wname and returns the wavelet decomposition of x at level N (the 
FWT coefficients). The output decomposition structure contains the wavelet 
decomposition vector C and the bookkeeping vector L [Subramanya & Youssef, 
1998; Misiti et al., 2008]. Figure 3.13 shows search scheme for user's query for our 
method which is inspired from searching of audio data in audio/multimedia database 
[Subramanya & Youssef, 1998]. 
Below is provided to some of the components of algorithm used to implement the 
wavelet-based indexing. 
Following abbreviates are used in the algorithm. 
: ^cc- -^ '^  
V, 
N: Number of decomposition levels. 
C: FWT coefficients of the data. 
C : Coefficients derived from C to serve as indices. 
C„: FWT coefficients of the query. 
L: Vector containing the lengths of the approximation and different levels of detail 
coefficients of the data. 
Lq: Same as L, but for the query. 
L': Modified L to reflect the selected coefficients. 
Oq! Offset in the C vector used to locate the coefficients. 
S: Selection vector which specifies the number of coefficients to be selected from the 
subbands. 
w: Weights vector. 
ft 
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Algorithm 3.1 Derivelndices (x, N, S: in; indices: out) 
{x: Input signal, N: number, of decomposition levels} 
{indices: combination of approximation and detail coefficients} 
1. begin 
2. [C,L] ^ WAVEDEC(x,N,wname). 
{Apply the Wavelet decomposition on the signal x using the wavelet specified 
by wname to obtain approximation and detail coefficients.} 
3. Retain all of the ka approximation coefficients. 
4. [C\ V] ^ SELECTCOEFES(S,C,L,N). 
{[C\L'] is the index.} 
5. {Sitably organize the indices in an appropriate index structure.} 
6. Repeat for all data. 
7. end 
Algorithm 3.2 SELECTCOEFES(S,C,L,N) 
{ C\ V: Selected approximation and detail coefficients and their sizes} 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
begin 
Od^O; j ^ l . 
for n = 1 to N + 1 do 
V[n]^ S[n]. 
for i = 1 to S[n] do 
C[n] <- C[Od 
j ^ j + 1; 
endfor 
Od ^ Od + S[n]. 
endfor 
+ il; 
11. end 
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Algorithm 3.3 SEARCH(Q, B: in; Rlist: out) 
{Q: Example query, B: number, of matches; Rlist: retrieval result list.} 
1. begin 
2. Rlist ^ 0 
3. [Cq,Lq] ^ WAVEDEC(Q,N,wname). 
4. < F i l e , d > ^ MATCH(C,L\Cq,Lq). 
5. ifd>Hthen 
6. Rlist ^ Rlist U {<File,d>}. 
7. endif 
8. Rlist <—(Best B matches), 
9. end 
Algorithm 3.4 MATCH(C\ L\ Ld,Cd, w: in; < File, d > : out) 
(File is the filename corresponding to the data being matched to query.} 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
begin 
dist, Oj _ Oj ^ 0 . 
forn= 1 to 1 L'l do 
d 
fori 
d 
^ 0. 
= 1 to r [n] do 
^ d + (Cd[Od + i]-
endfor 
dist 
Od 
Oq 
endfor 
dist <— 
13.end 
^ dist + d. w[n]. 
^ Od + L' [n]. 
fOq + Lq[n]. 
Vdist 
•c-[Od + i]? 
3.7 Summary 
In this chapter, the wavelet transform based on indexing and query information 
retrieval model are presented. One demonstration example for the method of wavelet 
based indexing and the proposed method of wavelet based searching are shown. In 
addition, several disadvantages of traditional indexing technique and advantages of 
wavelet-based indexing and searching technique are presented. 
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CHAPTER 
FOUR 
MULTILINGUAL QUERY PROCESSING 
4.1 Introduction 
There are various technology appHcations in the digital world. Some of these 
applications are search engines, digital libraries, e-commerce portals, etc. However, 
the barrier for the diffusion of digital revolution is the variety of languages. Therefore, 
dealing with the multilingual information retrieval is a tedious task, whereas most of 
languages need special algorithms to be applied for preprocessing operations such as 
parsing or stemming words, etc. 
One of the highlights of our work is its use of the Unicode processing format 
which aims to represent the characters of any language. Indeed, this use of Unicode 
will help us process several languages, like Arabic, Japanese, Chinese languages, etc. 
We will address our contribution in this field using signal processing techniques; 
namely, wavelet and multi-wavelet transform. 
4.2 Database: 
Database is created to evaluate our novel methods with the wavelet transform 
in four levels and the multi-wavelet transform. We have created database for the 
following two types of queries by translating them into 29 languages belonging to 8 
language families. The following two types of queries were considered: 
• The first query is "What is your name?" which has one capital letter 
and many small letters, and question mark. 
• The second query is "Good morning, Hi." which has two capital letters 
and many small letters, a comma, and a dot. 
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The eight language famiUes and their 29 members are the following: 
1. The Indo-European language family: English, Spanish, Danish, Dutch, 
German, Greek, Portuguese, French, Italian, Russian, Slovenian, 
Czech, Croatian, Serbian, Swedish, Norwegian, Lithuanian, Latvian, 
Slovak, Persian, and Urdu. 
2. The Turkic language family: Turkish. 
3. The Austro-Asiatic language family: Vietnamese. 
4. The Austronesian language family: Indonesian. 
5. The Sino-Tibetan language family: Chinese (Simplified and 
Traditional). 
6. The Japanese language family: Japanese. 
7. The Korean language family: Korean. 
8. The Semitic language family: Arabic and Hebrew. 
One example of query sentences for "What is your name?" and "Good 
morning. Hi." and their translation in some of above languages are shown in tables 
4.1 and 4.2. The converted Unicode later queries as signal are shown in figures 4.1 
and 4.2. The x-axis displays the number and position of alphabetic while y-axis 
displays the corresponding Unicode values in decimal numbers. 
Table 4.1: 
Sample of multilingual query processing 
sentences of "What is your name". 
Languages 
English 
Arabic 
Spanish 
Japanese 
Korean 
Simplified 
Chinese 
Traditional 
Chinese 
Seiitences 
What isj'our name? 
?d4«)U 
^Cual es su nombre? 
S)&t©s«B3i<5ir-tfr? 
^ ^ ^ olf-o] ^5}oj^4? 
ff4^#W«?n§? 
ii-M&i^&i^^mi 
Table 4.2: 
Sample of multilingual query processing sentences 
of "Good morning, Hi.". 
X-aiaguagfes 
.Ei^iiK:.: •:•;; 
^rjabie 
Ruission 
Greek 
Putch 
Gerinari 
Portuguese 
French 
Italian 
i)anisli 
iSeritiehces':'-
Good morning, Hi. 
,5Ui tjAJ) ^U«a 
Jl,o6poe yxpo, MaKc. 
KaXi^^Epa, Hi. 
Goedemorgen, Hi. 
Guten Morgen, Hi. 
Bom dia, Hi. 
Bonjour, Salut. 
Buongiorno, Hi, 
Goddag, Hej. 
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a) English 
b) Spanish 
c) Arabic 
d)Japanese 
e) Simplified Chinese 
f) Traditional Chinese 
g) Korean 
Figure 4.1: "What is vour name?" auerv converted to sienal for six laneuaees of five language families 
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(a) Czech. 
(b) Hebrew 
(c) Indonesian 
(d) Latvian 
(e) Lithuanian 
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(0 Norwegian 
(g) Persian 
(h) Serbian 
(i)Slovak 
(J) Slovenian 
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(k) Swedish 
(I) Turkish 
(m)Urdu 
(n) Vietnamese 
(O) Croatian 
Figure 4.2: The sentence query of "What is your name? " is translated into 15 languages of three 
language families. 
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4.3 Estimating similarity percentage of the wavelet transform 
The indexing proposed method is based on the wavelet transform. The results 
will show the effectiveness of transform coefficients as indices for data. We also 
proposed the similarity percentage of calculation for selecting suitable filters of 
multilingual query processing from forty-two filters of six families; namely, Haar 
(Haar), Daubechies (Dbl-10), Biorthogonal (Biorl.l- 6.8 and rBiorl.l - 6.8), Cofilets 
(Coif 1-5), Symlets (Sym 1 - 10), and Dmey (Dmey) with 4 levels of decomposifion 
and reconstruction in which the performance metric is (see appendix C): 
Similarity (%) = ^ x 100 (3.1) 
J-/ 
where: 
X : decomposition set of variables of the Internet user's query. 
. Y : reconstruction set of variables of query. 
L : total length of the Internet user's query. 
n : integer. 
If the Internet user's query numbers are similar to the reconstruction set of variables 
query, the bit is set to 1; otherwise it is set to 0. This is represented in terms of a 
sequence of Os and 1 s. 
4.4 Multilingual Query Processing Using the Wavelet Transform 
The proposed method presents one of the advantages of using the wavelet 
transform for multilingual query processing. These advantages have been mentioned 
in chapter 3. This novel method is applied so that an Internet user can pose a sentence 
query in 29 languages. Our algorithm is applied to query of Internet user as shown in 
figure 4.3. After that, wavelet function, type of language, and decomposition level are 
selected, and the FWT is applied to the sentence under query. 
Thereafter, the approximate and details coefficients are obtained. Then, 
reconstruction of the fast wavelet transform is computed. Finally, the average of 
reconstruction of the FWT is computed by comparing the original characters and the 
reconstruction of every character and space of sentence query entered. These 
processes are applied to the entered sentence query of all 29 languages. [Al-Dubaee & 
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START 
Initialize variables of query 
^ 
Select the language 
X 
Convert the sentence query to signal 
Compute decomposition of FWT 
I 
Compute reconstruction of query by FWT 
i-
Compare decomposition & reconstruction of FWT 
Figure 4.3: Flowchart of proposed information retrieval method. 
Ahmad, 2008A; Al-Dubaee & Ahmad, 2008B; Al-Dubaee & Ahmad, 2008C; Al-
Dubaee et al., 2009B; Al-Dubaee et al., 2009C]. Many wavelet families have been 
constructed. Forty two wavelet functions (mother wavelets) of six families; namely, 
Haar (Haar), Daubechies (Dbl-10), Biorthogonal (Biorl.l- 6.8 and rBiorl.l - 6.8), 
Cofilets (Coif 1-5), Symlets (Sym 1-10), and Dmey (Dmey) are investigated in order 
to evaluate a suitable wavelet function for multilingual query processing (see 
appendix A)[Misiti et al., 2008]. 
The main result of this work is that the proposed method can deal with the 
query of a language similar to the signal, such as speech and audio for Internet user. 
There is no standard method to select a wavelet function (filter) in the wavelet 
transform with signals and languages. Some criteria have been proposed to select a 
wavelet function. One of them was that the wavelet and signal should have good 
similarities. This also appears in our results of reconstruction (retrieval) where the 
type of language and wavelet should have good similarities as shown in figures 4.4 up 
to 4.7, and tables 4.3 up to 4.7 and there are also results of influence of wavelet 
functions to each level from the four levels of 29 languages in appendix B.l & B.2. 
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This means that the proposed method can apply all features of wavelets on a 
multilingual document/query as signal. The accuracy of the reconstructions of the 
FWT to each wavelet function is estimated by average percentage reconstruction of 
each decomposition level of the four levels on the entered sentence query of 29 
languages of the Internet users. Also, we should concentrate in the order of the 
wavelet functions. With the increase of the order of wavelet functions, the results of 
the approximate and detailed coefficients and the processes increase. As depicted in 
table 4.5, one example of average percentage reconstruction of wavelet functions on 
English language has been shown. 
One example of average percentage reconstruction of wavelet functions for all 
6 languages from 29 languages with the first query of "What is your name?" is shown 
as depicted in figure 4.5 and tables 4.3, 4.5 and 4.7 and in Appendix B.l. The results 
show that Db 1, Haar, Sym 1, Bior 1.x, Bior 2.2, Bior 2.4, and Bior 3.x as wavelet 
filters give better results among six families of wavelet transform. 
However, some of the wavelet functions are not suitable for all languages 
families similar to the Bior 2.4 filter on Arabic language ,whereas average percentage 
reconstruction of it is 38%, and the Demy filter is not suitable of all languages as 
shown in table 4.6, except Chinese (simplified and tradifional) language, whereas its 
average percentage reconstruction is 100%. In sum, the wavelet function Bior 2.1 
gives a superior result with the first query on 10 languages as shown in appendix B.2 
[Al-Dubaee & Ahmad, 2008A]. 
In figures 4.6 and 4.7 and tables 4.4, 4.7, and 4.8 and some of those found in 
appendix B.2, another example of average percentage reconstruction of wavelet 
functions for all 10 languages from 29 languages with the second query of the 
database is illustrated. The results show that the wavelet functions Dbl, Haar, Sym 1, 
Bior 1.1, Bior 1.3, Bior 3.1 and Bior 3.5 give better results among six families of the 
wavelet transform. However, the wavelet funcfions Db 1, Haar, Sym 1, Bior 1.1, Bior 
1.3, and Bior 3.5 endow the same results at all languages, except Arabic and German. 
These wavelet functions do not give a good result on Arabic and German languages. 
In sum, the wavelet function Bior 3.1 gives a superior result with the second 
query on all languages as depicted in table 4.4 [Al-Dubaee & Ahmad, 2008B]. 
We do not compute Daubechies Dbl with the average percentage 
reconstruction of the FWT, because it represents the same wavelet as Haar on signal 
or text. 
66 
To investigate the influence of decomposition levels, the results are shown in 
figures 4.5, 4.6, and 4.7. Moreover, the tables 4.5 up to 4.8 show the detailed analysis 
of the FWT with four levels, on the English and Arabic languages for the two 
sentence queries of the database, respectively. With the increase of decomposition 
levels, the average of reconstructions of some languages decreased and slightly 
distorted. It has been noticed that the main problem of the sentence reconstruction, in 
some of these languages, reconstructed with either different words other than the 
entered words or the sentence without space between words as shown in tables 4.3 up 
to 4.8 and in appendix B.l & B.2. 
Therefore, level one has been selected as a good level to get speed up in 
processing, low size on storage, and quality of retrieval for 29 languages. Also, 
Symlet (Sym 1) has given same results of Db 1 and Haar with the entire languages. 
Nevertheless, the Sym 1 has a different phase than Db 1 and Haar as shown in chapter 
two and figure 2.2. 
The above results prove that the wavelet transform is suitable for multilingual 
Web information retrieval. There is no matter of type, script, word order, direction of 
writing or difficult font problems of the language. However, there is a one problem of 
the wavelet transform method which represents selection of optimum wavelet 
function within the wavelet transform for sentence query entered for these languages. 
One illustrative example is given in section 4.3.1 
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100 r 
80 
60 
401 
20 r 
0 
? ^^';. 
H ! " • - + I 
- 1 - —f-
ChinSm OinTfad Japan Kaean : Spanish Enc|ish Afabic 
.L1 79.67073 78.18298 77.02195 7Z29268 65.0878 6367805 6Z19512 
[2 80.48537 79.12195 78.13902 72097561 65.84878 6i81463 64.02439 
13 79.53415 78.58W9 77.75854 74.W878 64.95386 64.63171 66.15854 
L4 78.70732 77.22439 77.3 74.829268 64.57073 65.03699 66.15854 
• LI 
12 
L3 
1 4 
Figure 4.4: Influence of the decomposition level with 6 languages 
Figure 4.5: More declaration of the decomposition level and average percentage reconstruction with 10 
languages 
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Figure 4.6: Influence of the decomposition level with 10 languages 
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4.4.1 Demonstration Example: 
The FWT or DWT analyzes the signal (the query or document) at different 
frequency bands with different resolutions by decomposing the signal into a (coarse) 
approximation coefficients and detail coefficients by using the Mallat algorithm. A 
suitable number of significant coefficients are selected to serve as indices. 
The following example shows the procedure to find the FWT coefficients by 
using Daubechies wavelet filters of order 1 (Dbl) or Haar which has and two filters: high 
pass filter and low pass filter for the FWT decomposition and reconstruction with one 
level. Let us suppose that the Internet user posed the Arabic sentence "?>iSAMJ U " as query 
and the translation of it as "What is your name?" the Unicode encoding of the query is 
[ 1605,1575,32,1573,1587,1605,1603,1567] so that the x signal is x(n) = Cj+i(n) -
11605,1575, 32,1573,1587,1605,1603,1567] and using Daubechies basis function of 
order 1 (Db 1), which means: 
The high pass filter and low pass filter of Haar for decomposition process are 
shown below (also, see appendix A): 
ga " [ -7r . -7y ] high pass filter. 
ha = [ - ^ , -7=] low pass filter. 
\^^'- Means decimation, i.e. keep the odd indexed elements and discard the • 
even ones 
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The steps to find coefficients level one of the FWT are the following: 
1- Convolute the Cj+](n) input signal with high pass filter h(-n) to get F] 
t t t t 
1605 30 1543 -1541 
V2 V2 V2 V2 
Fl = -1605 30 1543 -1541 -14 -18 -2 36 1567 
A/2 ' V 2 ' V 2 ' V2 ' V 2 ' V 2 ' V 2 ' A / 2 ' V2 
2- Decimate F] to get the details coefficients band of the wavelet transform (di(n)) 
dj(n)= ( D -1605 30 1543-1541 -14 -18 -2 36 1567 
. V2 ' ^ / 2 ' V 2 ' -Jiz ' V 2 ' N ^ ' V 2 ' V 2 ' V 2 
dj(n)= 20 -1541-18 36 
.V2' V2 'V2 'V2 . ( Details coefficients of the wavelet transform) 
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3- Convolute the input signal with the low pass filter gg to get G]. 
1605 
605 
^ 
ri .-
1.605 
1575 32 1573 1587 
1575 32 1573 1587 
V^ '-' ^ ' l>^ \JT 
-?575 -n587 
1605 3^80 1607 i60? 3^60 3192 3208 
~4i ii li ~^ li V2 VT 
1605 1603 1567 
1605 1603 1567 
^<B^ \M' M^' 
M605 
l2\ 
J-6'03 .4567 
V2r ' ' /^2 
t 
3170 1567 
V^ 
1605 3180 1607 1605 3160 3192 3208 31701567 
^/2'^/2'V2'^/2'V2'^/2'^/2'V2'^/2' 
4- Decimate Gl to get the details coefficients band of the wavelet transform (cj(n)). 
cj(n) = ( £ ) X 1605 3180 1607 1605 3160 3192 3208 3170 1567 
L V ^ ' ^ / ^ ' ^ / 2 ' V 2 ' ^ / 2 ' ^ / 2 ' V ^ ' ^ / 2 ' 7 ^ ' 
cj(n) = 3180 1605 3192 3170 
. V2 ' /^2 ' 72 ' V2 . 
(Approximate coefficients of the wavelet transform) 
• The reconstruction process can be made by up sampling and filtering .The high 
pass filter and low pass filter of Haar for reconstruction process are: 
gs = {—v= •> - p ] high pass filter 
hs = [-7= , -r=] low pass filter 
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(ji) : Means interpolation, i.e. insert zeros at even indexed elements. 
dj(n)= ( J i ) X 20 -1541-18 36 
.V2' V2 '^^'V2, 
d:(n) 
Vz V / V^ V^ 
Convolute the input signal with the high pass filter to get Uj 
}0_ 
V2 
-1541 
/^2 
-18 
V2 
V^  
' ^ M 
30 
0.^-
-36' 
-1541 
0. '" 
2 . - ' 
t t ^ ; t 
^ 30 -30 _i55l 1541 
2 2 9 2 
-18 
r 
-18 
18 
2 
36 
9 '- ' 
- 36 
ui = 0, 
30 -30 -15411541-18 18 36 -36 
' _ ' ~ ' ~ > 2 2 2 2 2 2 2 2 
2- Q2J) : Interpolate Uj to get cj(n). 
cj(n)=(5)x 31801605 3192 3170 
L V2 ' V^  ' 72 'TJ 
ci(n) 3180 1605 3192 3170 
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3- Convolute the input signal with the low pass filter to get U2 
2 
1 
W' 
0 
0,'' 
>" 
3180 
4i 
3180 
1 1605 
0 1 4~2 
0^, 
1605 
•A fi-
3192 
^ 1 4i-
1 3192 
- ' I I . --
0 
T"' 
3170 , 
3170 
3170 
I • , • • • I 
, I ' t I I I ^ 
^ 3^ 180 3180 160? 1605 3^92 31^2 3170 3^1 70 
U2 = 
3180 3180 1605 1605 3192 3192 3170 3170 
2 ' 2 
Ui= Ui + U2 
U| = Cj+,(n) = 
30 -30 -1541 1541-18 18 36 -36" 
0, 
r 2 2 2 2 2 2 
0, 
3180 3180 1605 1605 3192 3192 3170 3170 
2 ' 2 2 2 ' 2 ' 2 2 ' 2 
3210 3150 64 3146 3174 3210 3206 3134 
1 1 1 1 ' 2 
4- WKEEP :Take the central part of U1 with the convenient length and the 
length for original signal is 8. 
Cj+i(n> WKEEP X [0,1605,1575,32,1573,1587,1605,1603,1567] 
x(n) = Cj+,(n) = [ 1605,1575,32,1573,1587,1605,1603,1567] 
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Deccmiioalkxial teyet 4: s s 841 d4 + d,3 + d21 d l . 
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Figure 4.7: Four levels of the FWT for the Arabic language query "^ t^ lAiJil U " 
4.5 Multilingual Query Processing Using Multi-Wavelet Transform 
In scalar wavelet transform (FWT), there is no standard method to select a 
suitable wavelet function with signals and languages as shown in section 4.3. Some 
criteria have been proposed to select a wavelet. One of them was that the wavelet and 
signal should have good similarities. It has been noticed that the main problem of the 
sentence reconstruction with scalar wavelet transform, in some of these languages, is 
reconstructed either with different words or shapes other than the words entered or with 
the sentence without space between the words. 
There are differences with getting perfect retrieval for Bior 2.2 and Bior 3.1 filters 
of these languages, respectively as depicted in tables 4.3 up to 4.10 and in appendix B.l 
&B.2. 
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We suggest solving the problem selecting optimum wavelet function within 
wavelet transform that use multi-wavelet transform. Due to the fact that, the discrete 
multi-wavelet transform (DMWT) can simultaneously posses the good properties of 
orthogonality, symmetry, high approximation order and short support which are not 
possible in the scalar wavelet transform. The amazing results of DMWT appear that its 
retrieval of the information is perfectly 100% with these languages as shown in tables 4.9 
and 4.10. The accuracy of the reconstructions of the DMWT is estimated by average 
percentage reconstruction of one decomposition level on the 60 sentence queries from the 
database which are entered for 29 languages. 
This novel method has been assumed that some multilingual Internet users pose 
60 sentence queries for 29 languages that belong to eight language families for two main 
types of queries from the database that depends on one's own language. 
As shown below in figure 4.8, type of language and the first level decomposition 
are selected, and DMWT is applied to the sentence query entered after converting the 
query to signal (as matrix) by using Unicode standard. Unicode standard provides a 
unique numeric character, regardless of language, platform, and program in the world. 
After that, the approximation and detail coefficients are obtained by using decomposition 
of the DMWT (GHM filter) of sentence query entered. Then, reconstruction of DMWT is 
computed. Finally, the average of reconstruction of DMWT has been achieved by 
comparing the decomposition and reconstruction of every character and space of sentence 
query entered. These processes are applied to the 60 sentence query entered in all 29 
languages of eight language families. 
We adapted a multi-wavelet software tool [Al-Jewad, 2006] that was originally 
developed for signal and image processing for our work. The normal retrieval result using 
multi-wavelet tool of Al-Jewad, for a long sentence query "I am a research scholar in 
Department of Computer Engineering at Aligarh Muslim University, Aligarh, India I am 
interested in SC" is "I am a qerdarcg scholaq hn Departmdns of Compuseq Dnghneeqing 
't AkigarhMurkim Uniueqrity, Akigarh, Indh' I am hmserestdd hn RC" gives 76% 
average reconstruction (retrieval). But with multi-wavelet transform of our proposed 
method have implemented with Matlab 7.0 (R14) toolbox [Misiti et al., 2008], and mutli-
wavelet tool of Al-Jewad. 
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i START 
Initialize variables of query 
W 
Select the language 
Convert the sentence query to signal 
Compute decomposition of DMWT 
Compute reconstruction of query by DMWT 
i-
Compare decomp. & reconstruction of DMWT 
YES 
JND_ 
Figure 4.8: Flowchart of proposed information retrieval method 
In brief, the main problem of selecting optimum wavelet transform for sentence 
query entered of any language by Internet user has been solved by using the DMWT [Al-
Dubaee & Ahmad, 2008C; AI-Dubaee et al., 2009B; Al-Dubaee et al., 2009C]. Based on 
the results, the multi-wavelet transform has already proved to be suitable for multilingual 
Web information retrieval. There is no restriction on of type, script, word order, direction 
of writing or difficult font problems of the language. This means that we can apply all 
properties of DMWT with GHM parameter filters on document as signal. 
However, there is a problem of the discrete multi-wavelet transform tool which 
has been improved by us. The problem is that we should enter the information data as 
square matrix (two dimensions). As a result, we need to develop our proposed method 
with the concentration of decreasing the complexity time of process. 
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4.5 Summary 
Two novel methods for multilingual query processing were presented in this 
chapter which uses the Unicode processing format described. The Unicode processing 
format aims to represent the characters of any language. Indeed, this use of Unicode will 
help us to process several languages, like Arabic, Japanese, and Chinese, etc. The 
illustrative example for the multilingual method of wavelet based on indexing such as the 
Arabic language is presented. In addition, this chapter pointed out the way to apply multi-
wavelets transform, to get better results and show their advantages in contrast to the 
simple wavelet. The associated results and performance comparison are made with the 
scalar wavelet case to elaborate the work. 
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CHAPTER 
FIVE 
CROSS-LANGUAGE IDENTIFICATION 
5.1 Introduction 
In traditional language identification methods, it is not so easy for search 
engines to find relevant language database of a given query. In [Chowdhury, 2003; 
Peters & Picchi, 1997], they have pointed out that the multilingual information 
retrieval has become a major challenge to access to the prolific informafion on the 
Web and digital libraries. In addition, they divided the problem of Web muhilingual 
information retrieval into two sets: 
1 - Identification, manipulation, and display of multiple languages. 
2- Multilingual or cross-language information search and retrieval. 
The first problem is based on finding technology solutions to enable users to use 
and access information in whatever language it is stored and facilitate the efficient 
and prior support to identify languages. The second problem implies allowing the 
users to get relevant information in another language based on the information needed 
for one language by users., 
Therefore, there is a need to identify the relevant user's natural language query 
of unknown document database in a better way by automatic language identification. 
In several CLIR problems, the problem of untranslatable words, i.e., words not found 
in the dictionaries, which are usually refered to as Out Of Vocabulary (OOV) words. 
Moreover, the number of variables is very large. As a result, the processing of the data 
can be slow and may require a lot of memory. Also, classification algorithms may 
cause over-fitting or overtraining of the training algorithm. Feature extraction is a 
general term for methods of constructing combinations of the variables which 
overcome the above problem. In other words, the most useful information is chosen 
from the complete feature space to form a feature vector in a lower dimensional 
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space. Therefore, the feature extraction removes any redundant and irrelevant 
information that may have detrimental effects on the performance of recognition. 
In this chapter, the proposed model for cross- language identification based on 
wavelet and artificial neural network will be presented. The main objective of the 
proposed model is to make the Internet user easily access it using one's language or 
any language for the required information. In addition, the benefit of the proposed 
method is to use a smart way for automatic language identification and reducing 
human efforts in translation and reducing the search engine dependence on machine 
translation. 
5.2 Query cross-language identification model: 
The work proposed is a cross-language identification model (figure 5.1) using 
the FWT and the ANN. For evaluation of an effective method and the quality 
performance of the proposed model, we present two cross-language identification 
experiments using one architecture and without changing the sturcture of ANN in the 
proposed model. In the first experiment use the English and Arabic cross-language 
identification is used, and in the second experiment the English and Urdu cross-
language identification is used with the same proposed model. 
V User's Query 
Convert Query to Signal 
^ ' 
Training 4 P 
Preprocessing Phase 
T ' 
Feature Extraction Phase 
1 
Testing 
Classification Decision 
Deci sion 
Classification Phase 
y 
Engligb/Arabic /^ NEngUslUJLlidu 
Database Database 
Figure 5.1: Methodology for classification of the processed signal for the two experiments 
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As shown in figures 5.1 and 5.2, the methodology or the proposed model is 
divided into three phases: preprocessing, feature extraction, and classification phases. 
In the preprocessing phase, series of steps are applied to the signal query. This is done 
to select a good filter from wavelet filters and to speed up the next step,i.e., feature 
extraction. So, the data is now ready for the feature extraction phase. 
In the feature extraction phase, the FWT maps the signal into a unique vector for 
every language that is used by the classification phase. Hence, the main tool used in 
the feature extraction phase is the fast wavelet transform decomposition with three 
filters; namely, Haar, Bior 2.2 and Bior 3.1 and Power Deviation (PD) method 
[Resende et al., 2001]. In the classification phase, the signal query is recognized by 
ANN from the unique vector obtained as an output of the feature extraction phase. We 
use an approach that is a combination of wavelet transform and artificial neural 
network. Also, the PD method for signal classification which had proved its previous 
ability for identifying any change on the signal is used. In that, after the native 
language users pose his/her query into a search engine, the algorithm converts the 
query to Unicode and deal with the query as a signal query without removing 
anything from it [Al-Dubaee & Ahmad, 2008A; Al-Dubaee & Ahmad, 2008B]. One 
example of converting the query to signal is shown in tables 5.1, and 5.2 and figures 
5.3, and 5.4. After that, algorithm first checks whether the length of the signal query is 
greater or less than 2^. The reason of that the wavelet transform requires a signal 
length that is a power of 2 (2"). Depending upon the outcome, either zeros are 
inserted (zero padding) or/and the signal query is divided into frames. Then, the FWT 
is computed to select a good filter which can be applied depending on its length and 
quality of construction (decomposition) and reconstruction. Thereafter, we first 
compute power deviation of each level and apply Parseval's theorem to the power 
levels, and then deviation and the normalization of power are carried out. Finally, the 
signal query is extracted from the unique vector obtained. These phases are discussed 
in details in the following sections 5.4 of this chapter. 
5.3 Databases: 
For implementation of ANN, we need to create database a part for training 
process and a part of it to make a test process as well. However, there is a lack of 
finding any standard or common available multilingual data set [Ceylan & Kim, 2009; 
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Gottron & Lipka, 2010]. Therefore, in this work we applied data collected from 
different Websites to evaluate performance of our model.. The data collected is 
divided into two parts as follows: 
1. English and Arabic cross-language database: 
The first part of the database is the database of English and Arabic cross-
language which is collected from headlines of World Health Organization 
(WHO)'s website (http://www.who.int). It contains 52 headlines of both 
languages with different types of queries such as words, small and long 
sentences, and questions as shown in table 5.1 and figure 5.3. The total of 
our dataset is 104 WHO headlines whereas we use the first 26 of both 
languages (English and Arabic) in this database to train the artificial neural 
network and the remainder of data of both languages to test its performance 
[Al-Dubaeeetal.,2010]. 
2. English and Urdu cross-language database: 
The second part of the database is the database of English and Urdu 
cross-language which is collected from headlines and some contents 
(snippets) of Wikipedia's websites (http:/en.wikipedia.org/wiki/Computer) 
and(http://ur. wikipedia.org/wiki/%D8%B4%D9%85%D8%A7%D8%B 1 %D 
9%90%D9%86%D8%AF%DB%81) and we used a native Urdu user to get 
some data and confirm our database. Our database contains 52 different 
types of queries in both languages such as a word(s), small and large 
sentences, snippets, or document as shown in table 5.2 and figure 5.4. The 
total of our dataset is 104 headlines, a word(s), small and long sentences, 
snippets, and questions whereas we use the first 26 of both languages 
(English/Urdu) in this database to train the artificial neural network and the 
remainder of data of both languages to test its performance [AI-Dubaee & 
Ahmad, 20lOE]. 
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Table 5.1: 
Some of the queries for English and Arabic cross-language. 
No English Queries Arabic Queries 
The WHO agenda •Uihul l 7c-oUjJ 
Gaps in social justice 3JCLU3.V1 y i ^ l Jla-a iji CJIJSU 
Summary of the scenarios discussed in 
preparation for the Eleventh General 
Programme of Work 
(_5J djjia_jj ,_JJII CJIAJJJUAUJI ( jn- ' tU 
t_^juji JAXJI ? t ^ i j j j ji^ifti 
? ( j j j j j j i ] | 1 ^ (.jA] i-jU-aJ LJjS 
What are the signs and symptoms of typical j Vl^ljclj (jji»]l CJU^ U^^  ^JAl> 
infection? 
Table 5.2: 
Some of the queries for English and Urdu cross-language. 
English Queries 
Computer 
Urdu Queries 
i^^\jLut 
Computers cannot "think" for | siijLui j ^ . ^ UJ Jl5o (500500) M'J?' I^^J^ 
themselves in the sense that they - : , ,,,(<' K-, ,-1,1,, <<' , ., 1 
only solve problems m exactly the , , . , ., , . :. ^t • x 
way they are programmed to, and i:r: - ^-^^ ^j c- ^ \ ^r-r-^y 
arrive at the correct answer o^P^^y-Ci^^^}^j^'^.J^o^ 
(500,500) with little work. In other -^M 
words, a computer programmed to 
add up the numbers one by one as in 
the example above would do exactly 
that without regard to efficiency or 
alternative solutions. 
2. 
4 
Punch Card /JUaJ ^ ^ 1 j j j j i_5ul l£ 
I What's your name? y^us ^ ui£ u Where do you live? ? -_J ^ _ul ( j l ^ (jI*J ISol 
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too 
9 0 
SO 
7 0 
6 0 
SO 
•ao 
3 0 
/ ^ 
f\ 
V \ 
. / 
1 0 1 2 1-4 
a) English query No. 1. 
b) Arabic query No. 1 
1 0 0 
c) English query N0.3. 
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1 SOO 
1 QUO 
1-000 
1 2 0 0 
1 0 0 0 
SOO 
6 0 0 
•^KiO 
2 0 0 
O 
O 
d) Arabic query No.3. 
1 2 0 
""^~1 
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« 
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' 
r-^ ' 
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ri 
1 
r^i 
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-
1 0 2 0 3 0 AO S O 6 0 7 0 
>as 
e) English query No.4. 
1 aoo 
1 eoo 
0 Arabic query No.4. 
Figure 5.3: Some of signal queries (a to f) for the English and Arabic languages. 
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1 aoo 
1 eoo 
1400 
1200 
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d) Urdu query No.2. 
e) English query No.3. 
2 S O 
1 S 
f) Urdu query No.3. 
Figure 5.4: Some of signal queries (a to f) for the English and Urdu languages 
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5.4 The proposed Model: 
The proposed model is divided into three phases; namely, preprocessing phase, 
feature extraction phase, and classification phase as shown in figure 5.1 and figure 5.2. 
5.4.1 Preprocessing phase 
In the preprocessing phase, series of steps are applied to the signal query. This is 
done to select a good filter from wavelet filters and speed up the next step ,i.e., feature 
extraction. So, the data is now ready for the feature extraction phase. 
The primary result for selecting a good filter has shown that the filters Haar, Bior 
2.2, and Bior 3.1 are better among forty-two wavelet filters of six families; namely, Haar 
(Haar), Daubechies (Dbl-10), Biorthogonal (Biorl.l- 6.8 and rBiorl.l - 6.8), Cofilets 
(Coif 1-5), Symlets (Sym 1-10), and Dmey (Dmey) [Al-Dubaee& Ahmad, 2008A; Al-
Dubaee & Ahmad, 2008B]. 
5.4.2 Feature Extraction phase: 
In the feature extraction phase, the FWT maps the signal into a unique vector for 
every language that is used by the classification phase. Hence the main tool used in the 
feature extraction phase is fast wavelet transform decomposition with three filters; 
namely, Haar, Bior 2.2 and Bior 3.1 and Power Deviation (PD) method [Resende et al., 
2001]. 
The steps of feature extraction are illustrated as shown in figure 5.5 and figure 5.6 
whose analysis has used PD method as follows [Resende et al., 2001]: 
1. Each frame of the entered queries is now expanded using the FWT up to 4 levels 
of decomposition, and the over all coefficients in each branch of decomposition is 
calculated according to equation (5.1) 
S = floor a^-\)^ 
V ^ y 
+ L (5.1) 
Where 
£ : the length of the input vector to the low pass and high pass filters. 
L : the order of the wavelet type. 
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2. By computing the Parseval's theorem [Diniz et al., 2002] in each frame and level 
of decomposition according to equation (5.2), feature vectors will be obtained to 
describe the power distribution over the time- frequency plane. This scale power 
density along every frame describes the power variation in each scale. 
K K J K 
si/(«)r=ik(«)r+szK(«)f (5.2) 
n=\ n-l /=! n=\ 
Where 
K : Number of frames. 
J : The high level. 
K 
V | / ( « ) | : Total energy of the signal. 
V|fl ; («)| : Total energy concentrated in the level"]" of the approximated 
version of the signal 
,/ K , 
X X r / ("•^  • ^°^^ ' ^n^^§y concentrated in the detailed version of the signal, 
from levels " 1 " to "f-
3. In this stage the steps 1 and 2 are repeated for the corresponding "pure sinusoidal 
version" of the signal in study. 
4. The total distorted signal energy of the signal in study, found in step 2, is 
compared to the corresponding one of the pure signal version, evaluated in step 3. 
The result of this comparison is a deviation that can be evaluated by equation 
(5.3). 
dp(j)(%)= 
where: 
energy input signal (j)-energy reference (j) 
Maximum energy reference level •100 (5.3) 
j : the wavelet transform level. 
dp( j) (%): Deviation between the energy distributions of the signal in study 
and its corresponding fundamental sinusoidal wave signal, at each 
wavelet transfonn level. 
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Our algorithm deals with the signal queries to speed up the preprocessing. The 
query of proposed method can be a word(s), small and large sentences, snippets, or 
document. These signal queries do not exclude anything from the query (such as the 
spaces, commas, question marks, and prepositions or applying parsing or stemming on 
the query). Also, one of the reasons of that we need to keep the position of every word in 
the query in order to get full meaning of the query. 
Signal Query 
Frame 1 
Frame 2 
Frame 3 
Frame N 
— • 
— • 
— • 
aij(n) 
a^ /n) 
a3j(n) 
Sij(n) 
du ( " ) 
d^/n) 
d s / n ) 
^ij-i(n) 
^2J.i(n) 
d3j.,(n) 
^ j ( n ) d^j.,(n) 
^lJ-2(") 
d2j.2(n) 
d3j-2(n) 
d l J » 
d2J.N(^) 
d3J.N(n) 
dNJ.2(n) ^NJ-NC^^) 
I 
Piaj(n) 
P2 aj(n) 
Pidj(n) Pidj.N(n) 
P2dj(n) P2dj.N(n) 
P^a/n) P^d/n) P^c i , » 
I 
f P P P P I 
L J J-l -^  J-2 ^ J-N J 
[Dp, Dp,, Dp,., Dp,.J 
Figure 5.5 Steps Analysis by PD Method 
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User's Query 
Convert Query to Signal 
>2n 
Compute Fast Wavelet Transform 
Compute Power Deviation of each level 
Apply Parseval's Theorem 
Compute deviation and variance 
Extract unique vector of the signal 
END 
Figure 5.6 Flowchart for Power Deviation method 
5.4.3 Classification phase with Artificial Neural Network: 
The proposed model uses a feed forward with Back-Propagation learning algorithm 
as the architecture (toploogy) of the artifical neural network. There are two steps to 
design ANN for the proposed model. The two steps are as follows: 
• Network Architecture; 
In the network architecture, we need to fix the network architecture and some 
necessary parameters. They are the number of input and output nodes for input and 
output layers, respectively. The number of the input nodes is set equal to the length of 
the training vectors (i.e. 5 nodes). The feature extraction process produces five input 
nodes. Regarding the output nodes, the number is related to the number of languages, 
which is selected in this work to two ouput nodes. The selection of the number of 
neurons in the hidden layer is done empirically, by varying the number of neurons in 
the hidden layer in the ANN architecture and examining the effect on convergence 
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speed and classification error rate. Typical configurations were (15 nodes) in hidden 
layer. This number of neurons is suitable to perform satisfactory for most of tests. 
• Training: 
The second step in the building of this classifier is generation of the training sets or 
patterns. For each query of 26 training vectors, is to be computed. All these vectors 
lead to 52 vectors of normalized power for all queries in the case of English and 
Arabic cross-language experiment. On the other hand, 26 for each query is to be 
computed, and total vectors lead to 52 vectors of normalized power in the case of the 
second experiment for English and Urdu cross-language. 
The supervised training method, that was chosen here, needs a set of vector pairs 
each of which contains the input patterns and the associated outputs or targets. Each 
signal query has a desired ouput or target vector. Each signal query to be recognized has 
its own single output neuron, which must be active 1 for the feature vector of the query 
language it represents, and an inactive -1 output for other users's query language feature 
vectors as shown in table 5.3. Obviously, in a real performance, most of the outputs will 
not be -1 or 1 but they will tend to this value as shown in tables 5.5, and 5.9. The ouput 
value is active 1 when the output performance is one or more than 0.5, otherwise it will 
be considered as an inactive -1. 
Table 5.3 : 
Activation of output layer neurons for two experiments. 
Arabic-English CLIR 
The Arabic language 
The English language 
The target 
1 
-1 
-1 
1 
Urdu-English CLIR 
The Urdu language 
The English language 
The target 
1 
-1 
-1 
1 
Several trials have shown that the best architecture of the best convergence for two 
experiments is with: 
• 15 nodes in the hidden layer. 
• The activation function between the input layer and the hidden layer is taken as 
logsigmoid. 
• The activation function between the hideen layer and the output layer is taken 
as tansigmoid. 
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Figure 5.7 shows the artificial neural network classifier architecture for the two 
experiments of cross-language identification whereas the proposed model depends on 
only one architecture of ANN for the two experiments. 
Tables 5.4 and 5.8 represent a sample of the actual neurons input for ANN as 
training data of the two experiments for both English-Arabic and English-Urdu cross-
language identification using Haar basis funciton, respectively. 
Tables 5.5 and 5.9 represent a sample of the actual neurons input for ANN as 
testing data of the two experiments for both English-Arabic and English-Urdu cross-
language identification using Haar basis funciton, respectively. 
Tables 5.6 and 5.10 represent the actual target for each node after the training 
process of the two experiments for both English-Arabic and English-Urdu cross-
language identification using Haar basis funciton, respectively. 
Tables 5.7 and 5.11 depict the actual ouput for each node for the two experiments 
of cross-language identification using Haar basis function, correspondingly. 
Query Language Database Identification 
Input layers Hidden layers Output layers 
Figure 5.7: The proposal architecture using ANN of PD method for cross-language 
5.4.3.1 Training and Testing Processes 
We used Wavelet Toolbox and Neural Network Toolbox of Matlab™ 7.6 for 
computing the fast wavelet transform, and for the training process and the testing process 
of ANN, respectively. Three wavelet decomposition filters; namely, Haar, Bior 2.2 and 
Bior 3.1 from forty-two wavelet filters of six families; namely, Haar (Haar), Daubechies 
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(Dbl-10), Biorthogonal (Biorl.l- 6.8 and rBiorl.l - 6.8), Cofilets (Coif 1-5), Symlets 
(Sym 1-10), and Dmey (Dmey) have been used in order to identify a suitable wavelet 
filter for language identification. The performance of the three filters has given superior 
results than other filters in the preprocessing phase. The processing of signal queries 
achieved in the feature extraction phase produces 5 coefficient inputs with 4 levels of 
FWT decomposition which feed the fifth input nodes of ANN to achieve training and test 
processes. 
Hence, we propose after many trials and errors that a good architecture is with three 
layers of back-propagation algorithm and structures as 5-15-2 (five input layers, fifteen 
hidden layers and two output layers) for ANN of PD method as shown in figure 5.7. This 
number of neurons is suitable to perform best for most of tests. 
Figure 5.8 shows the training process of the ANN dedicated to FWT (Haar) for 
English-Arabic cross-language identification. 
Once the proposed model has been developed, The two experiments have been 
started to evaluate the proposed model work, separately. 
In the first experiment of English and Arabic cross-language identification, the 
testing data of table 5.5 have been used to verify that the model is working properly. The 
results value are shown in table 5.7 and the testing data set is shown in table 5.5 and its 
predicted ouput is shown in table 5.6. 
In the second experiment of English and Urdu cross-language identification, the 
testing data of table 5.9 have been used to verify that the model is working properly. The 
results value are shown in table 5.11 and the testing data set is shown in table 5.9 and its 
predicted ouput is shown in table 5.10. 
Tables 5.4 and 5.8 demonstrate the actual neurons input as training data of the 
ANN for the two experiments of cross-languae identification, respectively. 
Tables 5.5 and 5.9 illustrate the actual neurons input as testing data of the ANN for 
the two experiments of cross-languae identification, respectively. 
Figure 5.9 shows the training of the ANN dedicated to FWT (Haar) for English-Urdu 
cross-language identification. The idea of studying the proposed model with changing the 
three wavelet functions is to show that the wavelet function types influence directly the 
cross-language identification accuracy. After some experiments the Haar or Db 1 wavelet 
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of order 1 is chosen in the processing phase and compared with Haar wavelet as shown in 
the following tables and figures: 
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Figure 5.8: The training of the ANN dedicated to FWT using (Haar filter with 4.3 seconds) for the English 
and Arabic languages 
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Figure 5.9: The training of the ANN dedicated to FWT using (Haar filter with 9.5 seconds) for the English 
and Urdu languages 
5.5 Results and Discussions 
The aim of using the FWT is to extract the maximum information or features from 
the signal query by projection onto a coordinate model or basis function in which that 
signal query is best or most efficiently represented. If classification is required, then the 
most efficient basis will be the one wherein most of the information is contained in just a 
few coefficients, and a basis which most uniquely represents a given class of signal in the 
presence of other known classes will be most desirable. 
5.5.1 Selecting the Best Basis Function: 
In this part, the primary result for selecting a good filter in the preprocessing phase 
of Chapter 4 has shown that the filters Haar, Bior 2.2, and Bior 3.1 are better among 
forty-two wavelet filters of six families; namely, Haar (Haar), Daubechies (Dbl-10), 
Biorthogonal (Biorl.l- 6.8 and rBiorl.l - 6.8), Cofilets (Coif 1-5), Symlets (Sym 1 -10), 
12 
and Dmey (Dmey) [Al-Dubaee & Ahmad, 2008A; Al-Dubaee & Ahmad, 2008B; 
Al-Dubaee & Ahmad, 2008C; Al-Dubaee et al., 2009B; Al-Dubaee et al., 2009C]. 
After that, the artificial neural network classifier is stabilized to fix its architecture 
and its weights and threshold. The estimation of its behavior and effectiveness in 
classifying and identifying the different filters of wavelet transform is evaluated. So, test 
sets of 26 power deviation for each type of the experiment candidates are generated and 
passed through the classifier for both the two experiments. 
The performance resutls of two cross-language identification experiments use the 
same architecture and there is no need to change the sturcture of ANM in the proposed 
model. The architecture is presented in figure 5.7. 
In the training and testing processes, the database of the two experiments has 
been used and selected for the good parameters of the architecture which are separately 
achieved. The computer used in experiments has the following parameters: Intel® 
Core(TM) 2 Duo CPU, E4500 @ 2.20GH, and 2.19 GHz, 0.99 GB of RAM. 
The performance results of English-Arabic and English-Urdu cross-language are 
independently shown as follows: 
> English-Arabic cross-language identification: 
In [Al-Dubaee et al., 2010], a novel approach presented an automatic method for 
English and Arabic cross-language identification. The classifier used is a three-layered 
feed-forward artificial neural network and the feature vector is formed by calculating the 
wavelet coefficients. Three wavelet decomposition filters; namely, Haar, Bior 2.2 and 
Bior 3.1 have been used to extract the feature vector set and their performance results 
have been compared. The performance results of the Haar filter have given superior 
results than other filters. 
In this work, the first experiment applies the same database and architecture of 
ANN to identify English and Arabic cross-language. However, the results of average 
classification ratios for all filters used have improved except the Bior 2.2 filter as shown 
in tables 5.12 and 5.13. The Bior 2.2 filter gives same performance results for the English 
languge which are 50% as classification ratio. However, the classification ratio of the 
Arabic language is different which equals 88.5%. One of the reasons of getting 
13 
improving calssiflcation ratio is that the artificial neural network needs more training and 
more amount of training sets. Table 5.13 shows the performance results of Haar filter for 
this work which are 76.9% and 88.5% as classification ratio with training time 4.78 
seconds for the English and Arabic languages, respectively. Also, The performance 
results of Bior 2.2 filter are 50% and 92% as classification ratio with training time 2.5 
seconds for the English and Arabic languages, respectively. In addition, the performance 
results of Bior 3.1 filter are 69% and 65% as classification ratio with training time 12.25 
seconds for the English and Arabic languages, respectively as shown in table 5.12. 
As a result, the satisfactory performance of identification of English and Arabic 
cross-language is the Haar filter with 82.7% as average classification ratio and training 
time 4.78 seconds as shown in tables 5.13 and figure 5.10. 
Table 5.12: 
Training time and classification ratio of ANN for the English and Arabic languages for previous work [Al-
Dubaeeetal., 2010] 
Filters 
Haar 
Bior 2.2 
Bior 3.1 
Training Time (sec) 
9.5 
9.5 
6.27 
Accuracy % 
English 
73% 
50% 
57.7% 
Arabic 
80.8% 
100% 
73% 
Average 
% 
76.9% 
75% 
65.4% 
Table 5.13: 
Training time and classification ratio of ANN for the English and Arabic languages for this work 
Filters 
Haar 
Bior 2.2 
Bior 3.1 
Training Time (sec) 
4.78 
2.5 
12.25 
Accuracy % 
English 
1 76.9% 
50% 
69% 
Arabic 
88.5% 
92% 
65% 
Average 
% 
82.7% 
71% 
67% 
14 
D Bluish 
lAabJc 
Haar Hor22 Bia3.1 
Figure 5.10: A typical bar graph plot corresponding to the percentage of correct identification for the 
English-Arabic cross-languages using Haar with 4.78 seconds 
> English-Urdu cross-language identification: 
The second experiment is English-Urdu cross-language identifiction whereas the 
performance results of Haar filter are 100% and 100% as classification ratio with training 
time 4.3 seconds for the English and Urdu languages, respectively. The performance 
results of Bior 2.2 filter are 92.3%) and 76.9%) as classification ratio with training time 
18.1 seconds for the English and Urdu languages, respectively. Also, the performance 
results of Bior 3.1 filter are 57.7% and 84.6%) as classification ratio with training time 
11.6 seconds for the English and Urdu languages, respectively. So, the total average of 
performance of the Haar filter has given superior results than other filters as shown in 
table 5.14 and figure 5.11. 
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The conclusion of the two experiments is that the total average of performance of 
the Haar filter has given superior results than other filters. In addition, the Haar filter is a 
good filter because it has low order coefficients and gives good results in FWT 
construction and reconstruction as shown in the previous two chapters. Further, the Haar 
filter is the simplest wavelet. 
One of the reasons of getting different results with all results of the two experiments 
is that the artificial neural network needs more training and more amount of training sets. 
Also, we can say that there is no standard method to select a wavelet function in wavelet 
transform with signals and languages. Some criteria have been proposed to select a 
wavelet. One of them was that the wavelet and signal should have good similarities. This 
also appears on our results in the preprocessing phase where the type of the sentence 
query language and wavelet filters should have good similarities as shown also in tables 
5.12, 5.13, and 5.14 [Al-Dubaee & Ahmad, 2008A; Al-Dubaee & Ahmad, 2008B; Al-
Dubaee & Ahmad, 2008C; Al-Dubaee et al., 2009B; AI-Dubaee et al., 2009C]. 
Table 5.14: 
Training time and classification ratio of ANN for the English and Urdu languages 
Filters 
Haar 
Bior 2.2 
Bior 3.1 
Training Time (sec) 
4.3 
18.1 
11.6 
Accuracy % 
English 
100% 
92.3% 
57.7% 
URDU 
100% 
76.9% 
84.6% 
iiverage 
100% 
84.6% 
71.2% 
oBiglish 
l l idu 
\ ^ mil Bia3.1 
Figure 5.11: A typical bargraphplot corresponding to the percentage of correct identification for the 
English-Urdu cross-languages 
5.5 Summary 
In this chapter, a novel model has been proposed for feature extraction and 
identification of queries in cross-language search engines. The main objective of the 
proposed model is to make the Internet user easily access it using one's language or any 
language for the required information. In addition, the benefit of the proposed method is 
to use a smart way for automatic language identification and reducing human efforts in 
translation and reducing the search engine depending on machine translation. It is based 
on the wavelet transform and artificial neural network. The proposed model is divided 
into three phases; namely, preprocessing phase, feature extraction phase, and 
classification phase as shown in figures 5.1 and 5.2. 
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For evaluation of an effective and the quality performance of the proposed model, 
we have presented two cross-language identification experiments using one architecture 
and without changing the sturcture of ANN in the proposed model. The first experiment 
identification uses English and Arabic cross-language identification and the second 
experiment identification uses English and Urdu cross-language identification using the 
same proposed model, separately. The classifier used is a three-layered feed-forward 
artificial neural network and the feature vector is formed by calculating the wavelet 
coefficients. Three wavelet decomposition functions (filters); namely, Haar, Bior 2.2 and 
Bior 3.1 have been used to extract the feature vector set and their performance results 
have been compared. 
The conclusion of the two experiments is that the total average of performance of 
the FWT using Haar filter has given superior results than other filters. In addition, the 
Haar filter is a good filter because it has low order coefficients and gives good results in 
FWT construction and reconstruction as shown in the previous two chapters. Further, the 
Haar filter is the simplest wavelet. 
One of the reasons of getting different results with all results of two experiments is 
that the artificial neural network needs more training and more amount of training sets. 
Also, we can say that there is no standard method to select a wavelet function in wavelet 
transform with signals and languages. Some criteria have been proposed to select a 
wavelet. One of them is that the wavelet and signal should have good similarities. This 
also appears in our results in the preprocessing phase where the type of the sentence 
query language and wavelet filters should have good similarities [Al-Dubaee & Ahmad, 
2008A; Al-Dubaee & Ahmad, 2008B; Al-Dubaee & Ahmad, 2008C; Al-Dubaee et al., 
2009B; Al-Dubaee et al., 2009C]. 
CHAPTER 
SIX 
MULTILINGUAL LOSSY TEXT COMPRESSION 
1.1 Introduction 
After being posed a user information need, any information system needs to 
identify relevant information related to the query, and to accelerate the query 
processing by quickly returning relevant information in response to user's information 
need. The identification of relevant information has been discussed in chapter 5. The 
major objective of indexing or inverted file (IF) is to reduce the size of data to speed 
up efficiently the process of monolingual / multilingual data for IR systems. The most 
popular data structure for indexing employed by IR systems is the IF. Compression 
mechanisms in IR systems address the problem of the efficient representation of 
information through algorithms that transform or code information. 
This chapter focuses on finding a suitable tool to reduce the amount of space 
required to increase efficiently the process of monolingual / multilingual data for IR 
systems. 
6.2 Lossy text compression 
One benefit of data compression in IR systems is the reduction of consumption 
of resources of memory and bandwidth transmission. Data compression plays an 
increasingly significant role in saving storage space efficiently and in accelerating 
transmission speed. The saving storage space has a vital role in dictionary and 
inverted index which are essential for efficient information retrieval. The aim of text 
compression is to use some techniques to represent the digital text data in alternate 
representations with removing redundant data in order to get less space [Sayood, 
2000; Ziviani et al., 2000]. Data compression methods are usually classified as either 
Lossless or lossy methods. 
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By using the lossless compression algorithms the original data can be 
reconstructed from the compact one. Lossless compression algorithms can be 
classified into three categories [Sayood, 2000; Platos et al., 2008]: statistical methods 
(such as Huffman coding [Huffman 1952] and Arithmetic coding [Rissanen & 
Langdon, 1979]), dictionary methods (Lempel/Ziv algorithm [Ziv, 1978]) and 
substitution methods (The Burrows Wheeler Transform (BWT)) [Burrows & 
Wlieeler, 1994]. 
Lossy compression generally provides much higher compression than lossless 
compression but the decoding process only results in a close approximation to the 
original data. The elimination or replacement of irrelevant characters or words in text 
is considered as general methods of lossy compression of text. Their applications are 
archiving of online journals, blogs, instant text messages, emails, speed writings, and 
abbreviations. Witten et al., have suggested using lossy text compression to improve 
text compression ratio [Witten et al., 1994]. They wanted to use one compression 
method for both image and text compression as one domain. Kaufman and Klein 
introduced some ideas for lossy text compression [Kaufman & Klein, 2005]. In 
[Cannataro et al., 2001], they developed lossless and lossy compression and 
interpreted XML document as a data-cube using a multidimensional approach. The 
wavelet transform used as lossy compressor for sequences of numbers of XML 
document. Their belief is that lossy compression will become an important part in 
further applications on Internet. Palaniappan and Latifi proposed three techniques for 
character-based lossy text compression namely. Dropped Vowels (DOV), Letter 
Mapping (LMP), and Replacement of Characters (ROC) [Palaniappan & Latifi, 
2007]. The main field of signal processing is often applied to signal and images [Li et 
al., 2002]. There is a real need to find a suitable tool to make indexing and 
compression of multimedia at the same time. In addition, the compression of small or 
very large text files is difficult to obtain [Platos et al., 2008]. 
6.2.1 Database: 
We apply the experiment of lossy text compression on data created from the 
Calgary/Canterbury text compression corpus to evaluate the practical performance of 
our method [Bell et al., 1990; Arnold & Bell, 1997]. The result of reading five text 
files and dealing with them as signals are called non-stafionary signal files, except the 
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aaa.txt and aaaa.txt text files which are considered as stationary signal files. This is 
because, the aaa.txt and aaaa.txt text files described later in this chapter include same 
character which is the 'a' character but they are at different sizes, 97.6 KB and 489 
KB, respecfively. 
START 
Read text file 
i 
Convert the text file into signal 
T 
Compute decomposition of FWT or FFT 
Apply threshold 
Compute compression of file by FWT or FFT 
X 
Measure De/ Compression of FWT or FFT 
YES 
Figure 6.1: Algorithm of proposed monolingual/multilingual text compression method. 
6.3 Methodology 
In this chapter, we propose an algorithm for lossy text compression. The 
distinctive characteristic of the algorithm is that it converts the original text into signal 
to build proper compression. As shown in figure 6.1, the algorithm consists of six 
steps [Ai-Dubaee & Ahmad, 2010A; Al-Dubaee & Ahmad, 201 OB]: 
1- Pre-processing the input text file; this includes reading the original 
text and converting it into a proper format to be ready for 
processing by one of signal processing tools, the fast wavelet 
transform and the fast fourier transform (the FFT); 
2- Decomposing the FWT or the FFT and using it to compress the 
original text file; 
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3- Applying the range of threshold to obtain an approximation result 
which is well suited for signal compression; 
4- Computing the compression for decomposition of the FWT or the 
FFT by sorting, and finding effect of threshold on decomposition, 
and selecting a small number of insignificant approximation 
coefficients and changing them into zeroes; 
5- Post-processing and measuring the error compression according to 
original and reconstructed signals; and 
6- Repeating the above aforementioned steps to check if there is more 
than one file. 
The algorithm reads the text files as ASCII and then it deals with the ASCII files 
as signals for every text file as shown in figures 6.2 up to 6.5 [Al-Dubaee & Ahmad, 
2008A; Al-Dubaee & Ahmad, 2008B; Al-Dubaee & Ahmad, 2008C; Al-Dubaee et 
al., 2009B; Al-Dubaee et al., 2009C]. One of the properties of Unicode is that all 
ASCII characters sfiil exist in Unicode, either prefixed or suffixed by a null. 
The FFT has just one filter for decomposition and reconstruction for which it 
applies the algorithm for once of every text file. However, the FWT applies the 
algorithm for different types of the FWT with specified decomposition levels which 
are used for text compression. 
There are forty-two wavelet filters of six families, namely, Haar (Haar), 
Daubechies (Dbl-10), Biorthogonal (Biorl.l- 6.8 and rBiorl.l - 6.8), Cofilets (Coif 
1-5), Symlets (Sym 1 - 10), and Dmey (Dmey) with 5 levels of decomposition that 
are investigated in order to evaluate a suitable wavelet filter for lossy text 
compression. The purpose of applying different types of wavelet filters and different 
levels is to select a suitable filter and level for lossy compression of text. 
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aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa 
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa.... 
Figure 6.2: Sample ofaaa.txt text file o f a' character. 
X 1 0 
Figure 6.3: Stationary signal of'a' character and its ASCII (97) for aaa.txt text file. 
Subject: The staffing in the Commission of the European Communities 
Can the Commission say: 
1. how many temporary officials are working at the Commission? 
2. who they are and what criteria were used in selecting them? 
3. how many successful candidates from competitions are on reserve 
lists? 
Figure 6.4: Sample of En.txt text file. 
1 so 
1 6 0 
1 2 0 
1 0 0 
80 I 
6 0 
•ao 
2 0 
i I liil lli I I I r If III flm llllll II in I lli I lin llHiiflli 
2 0 0 0 6QOO iaooo 1 4 0 0 0 
Figure 6.5:Non-Stationary signal of En.txt text file (text signal file) and its ASCII characters. 
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6.4 Estimating similarity percentage of wavelet transforms 
Our implementation is evaluated based on compression factor of text files and 
2-norm errors of the thresholds (0.6, 0.7, 0.8 and 0.9) [Cannataro et al., 2001] for 
forty-two wavelet filters of six families, namely, Haar (Haar), Daubechies (Dbl-10), 
Biorthogonal (Biorl.l- 6.8 and rBiorl.l - 6.8), Cofilets (Coif 1-5), Symlets (Sym 1 -
10), and Dmey (Dmey) with 5 levels of decomposition in order to select a suitable 
wavelet filter for lossy text compression in which the performance metrics are the 
following: 
The compression factor (CF) 
( ( 
1-
Compressed Size 
Original Size 
\ \ 
J) 
xlOO (6.1) 
Ik, 
\ 2 
•xc, 
Error = V ' I K I 
Where x [xi 
(6.2) 
the original signal x^] is 
xc = [xcj xc^] is the reconstructed one. The error rate is between 0 and 1. 
The threshold determines maximum of a small number of insignificant approximation 
coefficients in order to change them into zeroes in transformation domain. 
6.5 Results and Discussions 
The results of the FWT ofaaa.txt and aaaa.txt presented in tables 6.1 up to 6.3 
do not appear to be suitable to stationary signal files so that the FWT is the more 
suitable for text files which have different characters which are called non-stationary 
signal file. Therefore, the FFT is the most suitable for single characters of text files 
(aaa.txt and aaaa.txt) which are called stationary signal file according to our method 
as shown on the tables 6.1, 6.2 and 6.3. 
In addition, the FWT and the FFT compress the stationary signal files (aaa.txt 
and aaaa.txt) as lossless text compression where the error rate is zero. We can also 
nofice from tables 6.1, 6.2 and 6.3 that some results of the FFT for some thresholds 
have been given superior compression than the FWT except the 0.6 threshold of the 
FWT. However, the error rate of the FFT is close to the FWT. We consider that the 
most suitable for wavelet filter is to achieve a good error rate regardless of the 
compression factor whereas the error rate can be improved in fiiture as shown in 
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aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa 
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa.... 
Figure 6.2: Sample ofaaa.txt text file o f a' character. 
9 3 
97 8 
9 7 . 6 
97 .4 -
9 7 . 2 
97 
9 6 . 8 -
96 B 
96 .4 
9 8 . 2 
9 6 
O 9 10 
Figure 6.3: Stationary signal of a' character and its ASCII (97) for aaa.txt text file. 
Subject: The staffing in the Commission of the European Communities 
Can the Commission say: 
1. how many temporary officials are woricing at the Commission? 
2. who they are and what criteria were used in selecting them? 
3. how many successful candidates from competitions are on reserve 
lists? 
Figure 6.4: Sample of En.txt text file. 
1 ao 
1 eo 
1 4 0 
1 2 0 
eo 
60 
4 0 
2 0 
2000 4000 6000 eOOO 10000 12000 1.*DOO 
Figure 6.5:Non-Stationary signal of En.txt text file (text signal file) and its ASCII characters. 
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6.4 Estimating similarity percentage of wavelet transforms 
Our implementation is evaluated based on compression factor of text files and 
2-norm errors of the thresholds (0.6, 0.7, 0.8 and 0.9) [Cannataro et al., 2001] for 
forty-two wavelet filters of six families, namely, Haar (Haar), Daubechies (Dbl-10), 
Biorthogonal (Biorl.l- 6.8 and rBiorl.l - 6.8), Cofilets (Coif 1-5), Symlets (Sym 1 -
10), and Dmey (Dmey) with 5 levels of decomposition in order to select a suitable 
wavelet filter for lossy text compression in which the performance metrics are the 
following: 
The compression factor (CF) r Compressed Size 
^^ 
Original Size 
xlOO (6.1) 
EI-, •xc, 
Error = V ' EK 
Where [^ i the 
(6.2) 
original signal x^] is 
xc = [xcj xc]sj] is the reconstructed one. The error rate is between 0 and 1. 
The threshold determines maximum of a small number of insignificant approximation 
coefficients in order to change them into zeroes in transformation domain. 
6.5 Results and Discussions 
The results of the FWT ofaaa.txt and aaaa.txt presented in tables 6.1 up to 6.3 
do not appear to be suitable to stationary signal files so that the FWT is the more 
suitable for text files which have different characters which are called non-stationary 
signal file. Therefore, the FFT is the most suitable for single characters of text files 
(aaa.txt and aaaa.txt) which are called stationary signal file according to our method 
as shown on the tables 6.1, 6.2 and 6.3. 
In addition, the FWT and the FFT compress the stationary signal files (aaa.txt 
and aaaa.txt) as lossless text compression where the error rate is zero. We can also 
notice fi-om tables 6.1, 6.2 and 6.3 that some results of the FFT for some thresholds 
have been given superior compression than the FWT except the 0.6 threshold of the 
FWT. However, the error rate of the FFT is close to the FWT. We consider that the 
most suitable for wavelet filter is to achieve a good error rate regardless of the 
compression factor whereas the error rate can be improved in fiiture as shown in 
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tables 6.1, 6.2 and 6.3 and figures 6.6 and 6.7. Also, the wavelet transform is flexible 
with selecting the filters than FFT. Therefore, the FFT and the FWT are suitable for 
lossy text compression with non-stationary signal file. 
After dealing with the text file as signal to facilitate using signal processing, 
the performance of the wavelet and fourier transforms is tested and the following 
points are observed. The wavelet and fourier transforms are suitable for non-
stationary signals of text compression. However, the fourier transform is the most 
suitable for stationary signals of text compression. No further advantage can be 
gained in processing of lossy text compression beyond level 5 for the FWT. 
As a result, it is expected that the wavelet filter of Coif 1 can be used for lossy 
text compression effectively with files that contains different characters which are 
called non-stationary signal files. Furthermore, the Coif 1 wavelet filter will be a good 
solution to the compression of small or very large text files. The fourier transform is 
expected to be suitable for single characters or stationary signal files. 
In sum, in the proposed method the wavelet transform gives results with 
improved the error rate of compression and decompression as compared to the foruier 
transform. The FWT and the FFT compress the stationary signal files (aaa.txt and 
aaaa.txt) as lossless text compression where the error rate is zero. 
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DDb1 
• Db10 
DCoif l 
DSym1 
I bior2.2 
Level 1 Level 2 Levels Level 4 Levels 
Levels 
Figure 6.6: Error rates and 5 levels for some wavelet filters ofbible.txt file for threshold 0.9. 
400000 
o 
N 300000 
I 200000 
a. 
E 
o 
o 
100000 
0 
D Level 1 
I Level 2 
D Level 3 
D Level 4 
I Level 5 
Db1 Db10 Coif1 Sym1 bior2.2 
some of Wavelet filters 
Figure 6.7:Effect compression size of some wavelet filters and for 5 levels ofbible.txt file threshold 
0.9. 
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6.6 Multilingual Lossy Text Compression 
Despite the tremendous growth of textual information via the Internet, digital 
libraries and archival text data in many applications, the efficient storage 
manipulation and transmission of digitized text data still represent a major challenge. 
Any language has a unique Unicode standard. Unicode is the international standard 
for representing the characters used as a plurality of languages. Also, Unicode 
standard provides a unique numeric representation for each character, regardless of 
language, platform, and program in the world. It was designed to extend ASCII for 
encoding text in different languages (Multilingual). A survey of Unicode compression 
is explained [Ewell, 2004]. Most of the data compression algorithms were developed 
for English language. Therefore, there is a real need to find a tool to facilitate non-
English text compression. 
Various text compression algorithms have been proposed to reduce the file 
size by a reasonable amount. In section 6.2, we have found that the wavelet and the 
fourier transform are a suitable for lossy text compression. The FWT has a flexible 
other than the FFT. 
6.6.1 Database: 
There is a lack of availability of any standard or common multilingual data set 
[Hughes et al., 2006; Ceylan & Kim, 2009]. Therefore, our experiment is applied on 
data collected from different Web sites to evaluate the practical performance of our 
method from three resources of multilingual text compression: 
1. The Arabic collection: 
The collection was collated from university of Leeds by Latifa Al-Sulaiti's 
homepage http://www.comp.leeds.as.uk/eric/latifa/arabic_corpora.htm. The 
collection is used as follows [Al-Dubaee & Ahmad, 2010A]: 
• CCA_raw_utf8.txt contains long Arabic article without header 
which is general and not belonging to any category of collection. Its 
size is 5.99 MB and converting it into signal to be 5677324 Values 
(we deals with the Unicode numbers). 
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• S13.txt contains Arabic short story belong to Short Stories category 
without header. Its size is 26 KB and converting it into signal to be 
21763 Values. 
• CHDll.txt contains Arabic short story that belongs to Children's 
Stories category without header. Its size is 3 KB and converting it 
into signal to be 2582 Values. 
2. The Chinese collection: 
The collection was obtained from Chinese text project's website 
(ChineseMedicen_4.txt and ChineseMedicen_5.txt) 
(http://chinese.dsturgeon.net/text.pl?node=80993&if=en) and 
(http://chinese.dsturgeon.net/text.pl?node=81032&if=en) and download bible's 
website (Big5 _chinese_Bible.txt) (http.7/www.o-bible.com/dlb.html): 
• Big5 _chinese_Bible.txt which we named it in our processing as 
Bible.txt. It contains the text bible file in Chinese language without 
header. Its size is 2.33 MB and converting it into signal to be 
1290119 Values. 
• ChineseMedicen_4.txt contains sample of Chinese language from 
Chinese text project and it is without header. Its size is 6.86 KB and 
converting it into signal to be 3725 Values. 
• ChineseMedicen_5.txt contains sample of Chinese language from 
Chinese text project and it is without header. Its size is 3 KB and 
converting it into signal to be 1453 Values. 
3. Another five languages (English, French, German, Italian, and Spanish) 
collection: 
They were colleted from Multext project of CESDOC corpus's website 
(http://aune.lpl.univ-aix.fi-/projects/multext/MUL4.html): 
• En.txt contains sample of English CESDOC corpus without header. 
Its size is 15.8 KB and converting it into signal to be 13526 Values. 
• Fr.txt contains sample of French CESDOC corpus without header. 
Its size is 13.9 KB and converting it into signal to be 11965 Values. 
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• Gr.txt contains sample of German CESDOC corpus without header. 
Its size is 13.2 KB and converting it into signal to be 11598 Values. 
• It.txt contains sample of Italian CESDOC corpus without header. Its 
size is 13.6 KB and converting it into signal to be 11730 Values. 
• Sp.txt contains sample of Spanish CESDOC corpus without header. 
Its size is 13.2 KB and converting it into signal to be 11275 Values. 
6.7 Methodology 
We apply the FWT with the same algorithm as described in section 6.3 
without using the FFT. The algorithm converts the original of multilingual text of 
database into signal to build a proper compression. As shown in figure 6.1, the 
algorithm consists of six steps [Al-Dubaee & Ahmad, 20IOC]: 
1. Pre-processing the input text file; this includes reading the original text 
and converting it into proper format to be ready for processing by fast 
wavelet transform; 
2. Decomposing FWT and using it to compress the original text file; 
3. Appling the range of threshold to obtain an approximation result which 
is well suited for signal compression; 
4. Computing the compression for decomposition of FWT by sorting, 
and finding effect of threshold on decomposition, and selecting a small 
number of insignificant approximation coefficients into zeroes; 
5. Post-processing and measuring the error compression accordinig to 
original and reconstructed signals; and 
6. Repeating the aforementioned steps to check if there is more than one 
file. 
6.8 Results and Discussions 
The result of reading eleven text files and dealing with them as signals are 
non-stationary signal files. This means that we can apply all features of wavelet 
transform on text file as signal. In fact, we can say that there is no standard method to 
select a wavelet filter in the wavelet transform with signals and text files. Some 
criteria have been proposed to select a wavelet. One of them was that the wavelet and 
signal should have good similarities. 
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This is also evident from our results of multilingual lossy text compression 
where the type of text language and wavelet filter should have good similarities as 
shown in figures 6.8 and 6.9, and tables 6.4, 6.5 and 6.6. 
We got lots of results and after analyzing them, the results show that the 
compression factor is increasing with the increase of the compression level and the 
threshold but the computational time is increasing, too. We consider that the most 
suitable for wavelet filters is to achieve a good compression factor regardless of the 
error rate whereas the error rate can be improved in future as shown in table 6.6 and 
figures 6.8 and 6.9. 
Figures 6.8 and 6.9 depict the results of compression factor for some 
wavelet filters, namely Db 2 and Sym 2, Coif 1, Bior 2.8, and Bior 5.5 often levels 
compression with range of thresholds (0.6, 0.7, 0.8, and 0.9) in order to select the 
suitable wavelet filter and level of text compression achieved and the effect of error 
rates of ten levels de/compression with a range of threshold for the same filters of all 
text files declared. Table 6.4 describes the influence of different wavelet filter of 
compression factor and error rate with mulfilingual text files. For example, we select 
Coif 1 filter than Sym 7 filter because Coif 1 has compression factor or compression 
size better than Sym 7 where we take the compression factor, regardless of the error 
rate. In addition, the result shows that the German and Italian text files give suitable 
compression factor and error rate. 
Furthermore, the level 10 is adequate with no further advantage gained in 
processing beyond it. The table shows that some filters are suitable for some text 
language file and not suitable for others. This is because the wavelet and signal should 
have good similarities. So, we suggest using Multi-wavelet transform to solve 
problem of selecting optimum wavelet transform at future work. Multi-wavelet 
transform can simultaneously posses the good properties of orthogonality, symmetry, 
high approximation order and short support which are not possible in the wavelet 
transform. 
From the experiments conducted, the evaluation of wavelet fianctions shows 
that the multilingual lossy text compression can be performed using the wavelet 
transform technique with several different wavelet filters. Haar, Daubechies, Coiflets, 
Biorthogonal, Dmey and Symlets are examined in order to identify a suitable wavelet 
function. The results show the satisfactory performance of the applied wavelet 
functions. The following point is observed from experience with the results of seven 
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text language files and the results show the following points observed. The wavelet 
transform is the most suitable for non-stationary signals of text compression. The 
wavelet and type of language should have good similarities. No further advantage can 
be gained in processing of lossy text compression beyond level 10. 
As a result, it is expected that wavelet fiUers can be used for lossy text 
compression effectively with files containing different characters which are called 
non-stationary signal files and the wavelet transform will be a good solution to the 
compression of small or very large text files. 
The wavelet transform is generally used in lossy compression of audio and 
image data (JPEG 2000) [Li et al., 2002; Skodrqs et al., 1997]. Moreover, we show 
the ability of wavelet and fourier transforms to perform lossy text compression so that 
it can compress all texts, images, videos and audios in Internet application easily and 
effectively at the same time. Also, using lossy text compression may be one of the 
solufions of low bandwidth transmission and communication in the IR systems and 
computer networks. 
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Figure 6.8: Compression factor, range of thresholds with 10 levels for multilingual text files 
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Figure 6.9: Error rate, range of thresholds and 10 levels for multilingual text files 
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6.9 Summary: 
In general, this chapter addressed a new strategy to achive lossy text 
compression and multilingual lossy text compression. In particular, it investigated 
using the fourier transform and the wavelet transform for lossy text compression. The 
influence of compression size and threshold of wavelet filters and the fourier 
transform as well as two parameters (i.e. families of wavelet filters and decomposition 
levels on compression factor of text files) are investigated. The experimental results 
have shown that the wavelet and the fourier transforms are suitable for lossy text 
compression with non-stationary text signal files. Most of the algorithms of data 
compression were developed for the English language. However, the aptitude of 
wavelet transform for multilingual lossy text compression is promising. The wavelet 
transform is an adaptive compression method. By the inspiration of valuable features 
of wavelet transform, the presented work highlight the aptitude of wavelet transform 
for multilingual lossy text compression. The influence of two parameters (i.e. families 
of wavelet filters and decomposition levels on compression factor of text files) are 
investigated. The experimental results showed that the proposed method presented the 
satisfactory performance of multilingual text compression using the wavelet 
transform. This work also represented a step forwards dealing with both images and 
text compression i.e. multimedia compression. 
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CHAPTER 
SEVEN 
CONCLUSIONS AND FUTURE DIRECTIONS 
7.1 Introduction 
This research work presented in this thesis belongs to the broad area of soft 
computing and Web intelligence. In particular, the research is relevant to build 
systems that provide easy access to multi-lingual web contents. This work endeavors 
to investigate the use of soft computing technique to enhance the current usage of the 
Web, and is concerned with how or whether those techniques can contribute to a more 
intelligent use of the Web. 
In this work, several methods were proposed and tested for multilingual query 
processing namely, wavelet transforms and multi-wavelet transform. Perhaps even 
more importantly, the model presented here provides a framework for future research 
into search engine construction. In addition, this work proposed cross-language 
identification model for English-Arabic and English-Urdu cross-language 
identification model based on the wavelet transform and artificial neural network. 
7.2 Conclusions 
This chapter presents a summary of results. First, we will describe the main 
achievements of our work, and sketch out areas for fiiture work. 
> In Chapter 3, we present our method which deals with the query/document 
like a signal depending on Unicode standard and the wavelet transform. Unicode is 
the international standard for representing the characters used into a plurality of 
languages. Also, Unicode provides a unique numeric character, regardless of 
language, platform, and program in the world. Moreover, it is popularly used in the 
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Internet and in any operating system of computers, as a device for the text visual 
representation and for writing systems in the whole world. The query of this technique 
can be a word(s), small and large sentences, snippets, or document. These signal 
queries do not exclude anything from the query such as the spaces, commas, question 
marks, and prepositions or applying parsing or stemming on the query. One of the 
reasons is that we need to keep the position of every word in the query or document in 
order to get full meaning of the query (document). Therefore, the wavelet transform 
as a way to index and query information retrieval model was introduced in this 
chapter. Section 3.3.1.1 exposed one illustrative example for the method of wavelet 
based indexing and the proposed method of wavelet based searching. 
> In chapter 4, two novel methods have been proposed and tested for 
multilingual query processing namely, the wavelet transform and multi-wavelets 
transform. Perhaps even more importantly, the query information retrieval model 
presented there by the wavelet transform or multi-wavelet provided a framework for 
future research into search engine construction. 
> In section 4.4, the main problem of selecting optimum wavelet transform for 
sentence query entered of the previous 29 languages of eight language families by 
Internet user has been solved by using the DMWT. The multi-wavelet is a body of 
wavelet transforms. Due to this, we suggested that multi-wavelet is considered as part 
of SC as well. This section pointed out the way to apply muhi-wavelets transform, to 
get better results and to show their advantages in contrast to the simple wavelet. 
Multi-wavelets transform has solved the problem of selecting optimum wavelet 
transforms for query entered with these languages by Internet user. The associated 
results and performance are given in the same conditions with the scalar wavelet case 
to elaborate a comparison. 
> Sections 5.4 demonstrated a proposed cross-language identification model for 
English-Arabic and English-Urdu cross-language identification experiments which 
were based on the wavelet transform and artificial neural network. The proposed 
model has been divided into three phases: preprocessing phase, feature extraction 
phase, and classification phase. The proposed model has proven the aptitude of the 
wavelet transform in detecting the desired points in a signal query and depicting its 
features in the time-scale (time-frequency) plane and combining them with neural 
networks for the purpose of classification. 
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> Section 5.5 elaborated that the total average of performance of the FWT using 
Haar filter has given more superior results than other filters for two experiments 
(English-Arabic and English-Urdu cross-language identification experiments). In 
addition, the Haar filter was found to be a good filter because it has low order 
coefficients and good results in FWT construction and reconstruction as shown in the 
previous two chapters. Further, the Haar filter was the simplest wavelet. One of the 
reasons of getting different results with all results of two experiments is that the 
artificial neural network needs more training and more amount of training sets. 
> Section 6.2 investigated using the fourier transform and the wavelet transform 
for lossy text compression. The influence of compression size and threshold of 
wavelet filters and the fourier transform as well as two parameters (i.e. families of 
wavelet filters and decomposition levels on compression factor of text files) were 
investigated. The experimental results showed that the wavelet and the fourier 
transforms are suitable for lossy text compression with non-stationary text signal files. 
In addition, the fourier transform is the most suitable with files which have same 
characters such as aaa.txt and aaaa.txt files. 
> By the inspiration of valuable features of wavelet transform, the presented 
work in section 6.6 elaborate the aptitude of wavelet transform for multilingual lossy 
text compression. The influence of two parameters (i.e. families of wavelet filters and 
decomposition levels on compression factor of text files) are investigated. The 
experimental results showed that the proposed method presented the satisfactory 
performance of multilingual text compression using the wavelet transform. This work 
also presents a step forwards dealing with both images and text compression i.e. 
multimedia compression. 
7.3 Future Directions 
The filed of the current work has a lot of challenges, and promises a potential 
advances for future works. There are many improvements that could be incorporated 
into the existing work. Therefore, we may extend the work in two directions. The first 
direction is related to this work by extending or modifying, which may include the 
following: 
> The number of languages could be extended in order to preserve endangered 
languages and cultures. 
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> The wavelet transform on the individual frames of query/document could be 
carried out in parallel processing. Parallel processing is an attractive alternative to 
achieve the desired efficiency in data retrieval. 
> Making multilingual search engine is based on soft computing techniques, 
especially using the combination of the wavelet/multi-wavelet transform and 
artificial neural network with feature of parallel processing for signal 
query/document. 
> In chapter 5, we proposed cross-language identification model for English-
Arabic or English-Urdu cross-language identification experiments which were 
based on the wavelet transform and artificial neural network. Such proposed 
model needs to investigate and compare more languages. 
> We suggest, for chapter 6, enhancing and developing our method to perform 
lossless text compression. 
> We believe that wavelet transform will perform well for multimedia (texts, 
images, videos and audios) compression. It can compress all texts, images, videos 
and audios in Internet application easily and effectively at the same time. 
> We suggest comparing our results with the results obtained using a multi-
wavelet transform and using the multi-wavelet transform to solve the problem of 
selecfing optimum wavelet filters of the text compression. 
> Using Genetic Algorithms can have an efficient learning scheme in order to 
train artificial neural networks instead of Back Propagation (BP) for improving 
the initial training and classification phase. 
> Other types of artificial neural network could be investigated such as, 
Recurrent Neural Networks, Fuzzy Neural Networks, etc. 
> It might be helpful to use a new technique for the purpose of multilingual 
identification, which is called a wavelet network. The wavelet network is artificial 
neural network where wavelet bases functions are used as activation functions. 
This new technique is suggested to create more efficient, sophisticated, and 
complex intelligent systems [Zhang & Benveniste, 1992; Thuillard, 2000]. 
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The second direction is a development of new projects and applications that are based 
on the actual work, such as: 
> Multilingual Question/Answer system. 
> Network data streaming using wavelet/ multi-wavelet transform. 
> Application of wireless sensor networks. 
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APPENDIX C 
Program listing of some of the algorithms implemented in MATLAB 7.6.0 R 2008a from 
C-1 up to C-5: 
C-1 
% This is an example for multilingual query processing using the 
wavelet transform. 
clear; clc; 
%Level = 4; % the level of decomposition of the query. 
Lang = input('Please, enter the name of language ', 's ' ) ; 
Level = input('Select the level of decomposition ' ) ; 
word = input('Enter your word/sentence query ','s'); 
if isempty (Lang )| isempty (Level) | isempty (word) 
break; 
else 
%sprintf('%s', 'Please enter word of sentence') 
viewfilter( word , Level,Lang ); 
end 
function viewfliter( word , Level,Lang) 
y = double(word); % converting to Unicode 
for i = 1 : 42 
if i == 1 
wname = 'dbl'; 
fprint2 (word,Level,Lang); 
fprintl ( y,wname,Level ) ; 
elseif i==2 
wname = 'db2'; 
fprintl ( y,wname,Level ); 
elseif i==3 
wname = 'db3'; 
fprintl ( y,wname,Level ); 
elseif i==4 
wname = ' db4 '; 
fprintl ( y,wname,Level ) ; 
elseif i==5 
wname = 'db5'; 
fprintl ( y,wname,Level ) ; 
elseif i==6 
wname = 'db6'; 
C-1 
fprintl ( y,wname,Level ) ; 
elseif i==7 
wname = 'db7'; 
fprintl [ y, wname,Level ) ; 
elseif i--8 
wname = 'db8'; 
fprintl ( y,wname,Level ) ; 
elseif i==9 
wname = 'db9'; 
fprintl { y,wname,Level ) ; 
elseif i==10 
wname = 'dblO'; 
fprintl ( y,wname,Level ) ; 
elseif i==ll 
wname = 'coif1'; 
fprintl ( y,wname,Level ); 
elseif i==12 
wname = 'coif2'; 
fprintl { y,wname,Level ) ; 
elseif i==13 
wname = 'coif3'; 
fprintl ( y,wname,Level ) ; 
elseif i==14 
wname = 'coif4'; 
fprintl { y,wname,Level ); 
elseif i==15 
wname = 'coif5'; 
fprintl ( y,wname,Level ); 
elseif i==16 
wname = 'syml'; 
fprintl ( y,wname,Level ) ; 
elseif i==17 
wname = 'sym2'; 
fprintl ( y,wname,Level ) ; 
elseif i==18 
wname = 'sym3'; 
fprintl ( y,wname,Level ); 
elseif i==19 
wname = 'sym4'; 
fprintl ( y,wname,Level ); 
elseif i==20 
wname = 'sym5'; 
fprintl ( y,wname,Level ); 
elseif i==21 
wname = 'sym6'; 
fprintl { y,wname,Level ) ; 
elseif i==22 
wname = 'sym7'; 
fprintl ( y,wname,Level ); 
elseif i==23 
wname = 'sym8'; 
fprintl ( y,wname,Level ); 
elseif i==24 
C-2 
wname = 'sym9'; 
fprintl ( y, wname, Level ) ; 
elseif i ==25 
wname = 'symlO'; 
fprintl { y,wnarae,Level ); 
elseif i ==26 
wname = 'biorl.1'; 
fprintl ( y,wname,Level ); 
elseif i ==27 
wname = 'biorl.3'; 
fprintl ( y,wname,Level ); 
elseif i ==28 
wname = 'biorl.5'; 
fprintl ( y,wname,Level ); 
elseif i ==29 
wname = 'bior2.2'; 
fprintl ( y,wname,Level ); 
elseif i ==30 
wname = 'bior2.4'; 
fprintl ( y,wname,Level ); 
elseif i ==31 
wname = 'bior2.6'; 
fprintl { y,wname,Level ); 
elseif i ==32 
wname = 'bior2.8'; 
fprintl ( y,wname,Level ); 
elseif i ==33 
wname = 'bior3.1'; 
fprintl ( y,wname,Level ); 
elseif i ==34 
wname = 'bior3.3'; 
fprintl ( y,wname,Level ); 
elseif i ==35 
wname = 'bior3.5'; 
fprintl ( y,wname,Level ); 
elseif i ==36 
wname = 'bior3.7'; 
fprintl ( y,wname,Level ); 
elseif i ==37 
wname = 'bior3.9'; 
fprintl ( y,wname,Level ); 
elseif i ==38 
wname = 'bior4.4'; 
fprintl ( y,wname,Level ); 
elseif i ==39 
wname = 'biorS.S'; 
fprintl ( y,wname,Level ); 
elseif i ==40 
wname = 'bior6.8'; 
fprintl ( y,wname,Level ); 
elseif i ==41 
wname = 'dmey'; 
fprintl ( y,wname,Level ) ; 
else 
C-3 
wname = 'haar'; 
fprintl ( y,wname,Level ) 
end 
e-d 
.d, 1] = wavedec ( N , Level ,lo_d , hi_d); lanalyse wavelet 
r =waverec (d, 1, lo r , hi r) ; •' reconstruction matrix 
••• Estimating similarity percentage of the wavelet transform 
function y= Compare{y,rword); 
A = y;% Unicode or ASCII 
B = rword; "estring 
LI = length(A);L2= length(B); 
a= A == B ;% comparing string with his Unicode or ASCII and return 
Logic{ 0 or 1) 
y = average(a); 
function y = average(x) 
* AVERAGE Mean of vector elements. 
% AVERAGE(X), where X is a vector, is the mean of vector elements. 
• Nonveotor input results in an error. 
;m,n} = size(x); 
if (-((m == 1) I (n == D ) | (m == 1 & n == 1) ) 
error('Input must be a vector') 
end 
y = sum(x)/length(x);, 
C-2 
% This is an example of Cross-language identification. 
%feature extraction using the function energy with determining the 
wavelet filters and level (PD) 
function pn = energy ( y,ft ) 
wn= ft;framesize = 64 ; ^Framing =64. 
[en , cm ] = size (y); 
num = round ( loglO ( cm ) / loglO ( 2 ) ) ; 
b = 2'^ num ; 
a = length { y ); 
if cm -= b 
y(framesize)=0; % insert if cm < b (Zero Padding) 
end 
[ cm; num , en num ] = size (y) ; 
C-4 
numframes = ceil ( cn_num / framesize ); 
ci = numframes; % number of frames (rows) 
':j = framesize ; % number of columns 
'• Convert l_d siganl to matrix 
c=vec2mat(y,framesize); 
c, , 
% Finding matrix of wavelet from signal of matrix 
[Lo_D,Hi_D,Lo_R,Hi_R] = wfilters(wn); 
for i= 1: ci 
[d(i, :),1 (i, :)] = wavedec(c(i,:),4,Lo_D, Hi_D) ; 
I analysis the matrix by %wavelet (decomposition) 
end 
•:- evaluation of energy details and decomposition for each levels and 
create matrix for them to find PD method {Feature extraction) 
[ Lm , Ln ] = size (1); 
[ dm , dn ] = size (d); 
f = Ln - 1 ; % removing length of x ( Ln = length of 
da5,dd5,dd4,dd3,dd2,ddl , length of x) 
k = 0 ; e = zeros( ci , f ); z = zeros ( ci , dn ); pn = zeros(l,f) ; 
for i = 1 : ci 
g = 1 ; s = 0; 
for j = 1 : f 
h = 1( i , j ); 
s = s + h; 
z ( i , g : s ) = ( d ( i , g . • s ) ) ; 
e( i , j )= sum( ( z( i , g : s) .'^Z ) ) ; 
g = s + 1 ; 
end 
end 
% normalized 
pmax = max { p( 1: f ) ) ; 
pn = p./ pmax ; 
%This is a Test program for the cross-language identification using 
ANN. 
function b = testbp(pn,net) 
pn =pn; 
net = net; 
b = sim( net,pn); 
C-5 
