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1. INTRODUCTION 
Consider the problem 
-Au-h=f on A2 
c 
g- +6u = 0 
(1) 
on r, 
where Q is a bounded domain in W with smooth boundary r, h E R, f and 6 
sufficiently smooth’functions defined on, respectively, 52 and r, with 6 > 0 
and a/& the outward normal derivative on r. Let &, be the principal eigenvalue 
of the Laplace operator -A on Q subject to the boundary condition of Problem I. 
Then it is well known that if h < X, , the strong maximum principle holds: if 
f(x) >, 0 (+ 0) in R, then U(X) > 0 for all x E Q. 
In this paper we shall show that for certain values of h > X, the complete 
opposite of the maximum principle holds: Given f(x) > 0 (+ 0), there exists a 
6 > 0 such that if A0 < h < h, + 6, then U(X) < 0 for all x cz 52. 
As an illustration of this result we consider Problem I in one dimension, 
setting 6 = 0, 
-u’) -Au =f, 0 <x < 1, 
u’(0) = 0, U’(l) = 0, 
(11) 
where f~ C([O, 11). Clearly for this example the first two eigenvalues & and 
A, are h, = 0, h, = 79. 
Let G(x, [, h) denote the Green function corresponding to the operator 
-d2/dx2 - h, where h E (h, , Xi). Then the solution of Problem II can be ex- 
pressed as 
4x, A) = 1’ G(x, 6, 4 f(E) de. 
‘0 
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It follows from an easy computation that 
G(x, 51, ‘) = - ~ sin B 
cos 8(1 - 0 cos p. 
’ o<x<5, 
cos B8 = ---cos/3(1 -X), 
f3 sin fl 
5 <x < 1, 
where /3 = Alp. Thus, if /3 E (0, &r), i.e., h E (0, th,), we have for any 6 E (0, 1). 
G(x, 5>4 -=c 0 on P, 5) u (6, 11, 
and hence, if f(x) >, 0 (go), then u(x, X) < 0 for all x E (0, 1) whenever 
A E (0, a&). I f  in addition supp f(x) C [K, 1 - K], where K E (0, &), then U(X) < 0 
on (0, 1) when X E (0, X,/[4(1 - K)“]). 
It should be noted that this result is stronger than the one we formulated 
for Problem 1, since it states that there exists a 6 > 0 which is independent off 
such that if &, < h < X, + 6, it follows that u(x, h) < 0 on (0, 1). 
It is not difficult to see that such a result cannot be true if n > 1. For in that 
case the Green function G(x, 6, X) of the operator --d - X is unbounded in 
Q\(t) and G(x, 5, h) -+ $-co as x - 5. Another clue to a restriction of the 
above result becomes apparent when we compute the Green function for 
Problem II, but with the Neumann boundary conditions replaced by Dirichlet 
boundary conditions. Then too it turns out that for any h > h, , the Green 
function takes on positive as well as negative values in Q. In the end we shall 
show that the stronger result will hold whenever the following conditions are 
satisfied: (i) Q C W and (ii) the eigenfunction u,, , corresponding to X, , is 
positive in Q. 
The plan of the paper is the following. After setting the scene in Section 2 
we shall prove in Section 3 the “anti-maximum principle” for a general class 
of linear boundary value problems of the form 
Lu-Au =f in Q, 
Bu =0 on r, 
in which L denotes a second-order elliptic differential operator and B a first- 
order boundary operator. In Section 4 we generalize this result to equations in 
which the parameter A occurs in the coefficients of L as well, and in Section 5 
we derive the stronger anti-maximum principle when n = 1. 
2. PRELIMINARIES 
Let Q be a bounded domain in W, of which the boundary r is a c” submani- 
fold of dimension n - 1, such that D lies locally on one side of I’. Let L denote 
the real differential operator 
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Lu=-f flij L $- f  ai -& 
axi axj + au, i.j=l i=l z 
(1) 
where aij E C(o), u,~ = aji , and xi”,+, aij(x) Eiki > 0 for x l 0 and < E lFP\(O}. 
In addition we assume that ai , a E L”(Q). 
We suppose that the boundary I’ is the disjoint union of two closed sets 
r, and r, , each of which is an rz - 1 dimensional submanifold of BP. Let 
v  E Cr(r, ; Iw”) be an outward pointing, nowhere tangent vector field on r, and 
let b E Ci(r, ; R) be nonnegative. Then we denote by B the boundary operator 
Bu = u on To, 
= $ + bu 
(2) 
on rr. 
Let p > 71, and let X = {u E lP~(Q): Bu = 0 on r>, where, since IPp(sZ) C 
Cr(@, Bu is defined in the classical sense, and let Y = Lp(Q). Let the operator 
A: X-t Y be defined by 
Au = Lu. (3) 
Then A is a Fredholm operator of index 0. This follows from the Lp-theory 
for elliptic operators [5, p. 7041 and the maximum principle [3, 41. Since the 
maximum principle will be used throughout we quote an appropriate version 
below. 
LEMMA 1. Let w > -ess inf(a(x): x E Q}, and let 24 E X satisfy 
(A + wI)u 3 0 in a. 
Then u > 0. Moreover, if u # 0, then u(x) > 0 for every x E Sz and au/h(x) < 0 
whenever U(X) = 0 on r. 
COROLLARY. The operator A + WI : X - Y is an isomorphism. 
Define e E X such that 
(A + wI)e = B 
where Q(x) 3 1 in 52. Since X C P(D), e E Cl@) and by Lemma 1, e(x) > 0 
for all x E Q and ae/av(x) < 0 at each point x E r, where e(x) = 0. 
Following Amann [l] we denote by C,(o) the set of functions u E C(a) such 
that --Ae < u < he for some X > 0, endowed with the norm 
11 u lie = inf(X > 0: --r\e < u < he}. 
We denote by P, the set of nonnegative functions in C, , by p, the set P,\(O) 
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and by P, the interior of P, in the topology of C, . As in [2, p. 3811 one proves 
that X is compactly embedded in C, . Clearly C, is continuously embedded in Y. 
Since A + ml: X-+ Y is an isomorphism, the operator T = (A + cd-l: 
Y + X is well defined; moreover, in view of the compact embedding of X in Y, 
the operator T: Y + Y is compact. Since C, C Y and since X is compactly 
embedded in C, , the operator T, = (-4 + w&l: C, --f C, is also well defined 
and compact. 
It follows from Lemma 1 that T, is a strongly positive operator. Hence, 
it follows from [1, Theorem 3.21 that T, has the following properties. 
LEMMA 2. (i) The spectral radius r( T,) is positive. 
(ii) r( T,) is a simple eigenvalue of T, with eigenvector u0 E P, . There is 
no other eigenvaiue with eigenvector in #C . 
(iii) r(T,) is a simple eigenvalue of T$ having a strictly positive eigenvector 
16 0’ 
(iv) For every g E l’, the equation 
pu - T,u = g 
has exactly one solution in P, ;f  TV > Y( T,). 
In what follows we shall set r(T,) = p. . 
As regards the operator T: Y + X we observe that since XC C, , ~1 is an 
eigenvalue of T if and only if p is an eigenvalue of T, . Thus p. is the only 
eigenvalue of T with the property that the corresponding eigenvector u0 is 
positive (E Pe). Let X0 = &Jr - W. Then X0 is the only eigenvalue of A: X - Y 
with a corresponding positive eigenfunction. We shall refer to X0 as the principal 
eigenvalue of A. 
For f E Y, we shall say that f is positive (f > 0) if f(x) > 0 in Q and f(x) > 0 
on a set of positive measure. 
We close this section with a result about the problem 
when h < ho . 
Au-k =f in I’, (4) 
PROPOSITION 1. Let u E X be a solution of Eq. (4) in which X < X0 . Then if 
f >o, 
(i) u(x) > 0 for all x E Q, 
(ii) (au/&)(x) < 0 at each point x E r, where u(x) = 0. 
Proof. Equation (4) can be written as 
(A + wl)u - (X + ,)u = f, 
222 CLiMJZNT AND PELETIER 
and hence as 
pu- Tu =pTf, 
where p = (A + w)-l. If f  > 0, Tf E pe by Lemma 1 and the fact that XC C, . 
If A < A,, p,, > 0 and hence PTf E p, as well. The result now follows from 
Lemma 2(iv). 
3. THE MAIN RESULT 
THEOREM 2. Let A be the elliptic operator defined by (3) and let X, be its 
principal eigenvalue. Suppose f  EL”(Q), p > n, such that f  > 0, and suppose u 
satisfies the equation 
Au-k =f in LP(sz). 
Then there exists a 6 > 0, which depends on f, such that if h, < X < h, + 6, 
(i) u(x) < 0 for all x E Q, 
(ii) (au/&)(x) > 0 at each point x E r, where u(x) = 0. 
Before proving this theorem, we establish two auxiliary results. Let {us) 
denote the span of u,, and R(A - A,$) the range of A - &I. 
LEMMA 3. Y = (uo) @ R(A - &,I), 
Proof. Because A - AJ: X-t Y is a Fredholm operator with index 0 and 
the dimension of its null space N(A - A$) is equal to 1, it is enough to show that 
go 4 WA - Vh 
Suppose to the contrary that u,, E R(A - A&. Then there exists an element 
w E X such that 
(A - X&w = u0 
or, since w iz C, , 
pow - T,w = iQ,u,, = cco2u, , 
where p. = l/(Ao + w). Hence 
~Lo~<#o 9 uo> = (90 3 pow - Tew) 
= <po#o - TiYo > w> 
zzz 0, 
where (0, 0) denotes the pairing between C, and its dual. Since p. = r(T,) > 0 
by Lemma 2(i) this implies that (I,$, , uo) = 0. However, since u. E pe and #o is 
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a positive linear functional, it follows that (&, , u,,) > 0. Thus, we have arrived 
at a contradiction. 
LetfE Y. Then, by Lemma 3 there exists a unique decomposition 
f =w+f1, 
where ol E R and fi E R(A - A,$). 
(5) 
LEMMA 4. Let f  E Y. Then 
oL _ 1 (#a P Tf> 
I*0 ($43 >%> ' 
where T = (A + ~l)-l. 
Proof. Because C, is dense in Y, and because T maps Y continuously into 
C, , it is sufficient to prove the lemma for f  E Y n C, . 
Operating on (5) with T, we obtain 
Tc?f == WA, i T,f, . 
Since fi E R(A - A&, there exists an element v E X such that 
(A - X,1)0 = fi 
or 
Therefore, 
/*ov - TP = pJ,f, . 
If we use this fact in (6) we obtain the desired expression for 01. 
Remark. If in Lemma 4 f  E C, , we have 
($7 T,f > = (T:A, 3 f  > = ~a+,+, , f  >, 
and we obtain the expression 
<*a ,f> 
(y = (Al 3 %) . 
COROLLARY. Let f  E Y and f  > 0. Then cy > 0. This follows at once from the 
fact that i f f  > 0, Tf E p6 and the positivity of #o . 
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Proof of the Tkeorem. By Lemma 3, we can decompose u E XC Y uniquely 
as follows, 
I.4 = pu, + Ul , (7) 
where/?E(Wandu,EXnR(A-&J).If we substitute (5) and (7) in Eq. (4) 
we obtain 
/3 = --LY(h - Ao)-1 (84 
Au,-h, =fl. (8b) 
Since the restriction of A - XI to R(A - AJ) is an isomorphism for ( h - A,, 1 <J 
8 sufficiently small, there exists a unique solution u1 of Eq. (8b) and hence, 
for 1 X - A, 1 < 8, u = ,&,, + ui is the unique solution of (4). Moreover there 
exists a constant M > 0 such that 
II ~1IIx < fvf for 1 h - A, 1 < S. 
In view of the continuous embedding of X in C, , there exists a constant yr > 0 
such that 
Ul G Yle for I X - A, 1 < S. 
Moreover, since ua E P, , there exists a constant ye > 0 such that 
Hence, with y = y1/y2 , we have 
Ul d wo for 1 A - A, 1 < S. (9) 
Finally, putting (8a), (7), and (9) together, we obtain 
u = -(A - X,)-l {au0 - (A - A&} 
< -(A - A,)-’ {a - y(X - h,)}u, . 
The result now follows if we choose S = min(& a/r}. 
Remarks. 1. In addition to the sign of u, the proof of Theorem 1 gives an 
estimate for u when h is near A,. Thus if X E (A0 , A, + 6’1, where 0 < 6’ < 6, 
it follows that 
u d - & (a - $5’) u. . 
2. In Proposition 1 and Theorem 1 we have dealt with Eq. (4) in the cases 
X < A, and A > A, but h - A, is small. We note that if X = A, and f > 0, Eq. (4) 
has no solution. Indeed it follows from the Corollary to Lemma 4 that ti > 0 
and hence that f $ R(rZ - ho). 
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4. A GENERALIZATION 
In this section we shall generalize Theorem 1 to elliptic operators which 
depend on a parameter X in a more complicated manner than the operator 
L - h discussed in Section 3. Thus, let I be a bounded open interval on the 
real line and let 
where aij E C(1, C(a)), aii = uji , ~~~j=, a,j(~, h) etj > 0 for all x E an, X EI 
and 5 E P\(O). In addition we assume that a,, a E C(I, Lm(Q)). 
Define the family of operators A(h): X+ Y by 
A(X)24 = L(h)u, XEI. (10) 
It is clear from Section 2 that for each h EZ, A(X) has a principal eigenvalue 
which we denote by u&h) and a corresponding positive eigenfunction z+,(X). 
In view of the assumptions made about L(X), g,, E C(I, R) and ua E C(1, X). 
Note that in the problem discussed in Section 3, us(X) = h, - h. For the family 
of operators A(/\) we have the following generalization of Theorem 1. 
THEOREM 2. Let A(h) be the family of elliptic operators defined by (IO), 
and let, for some X, E I, (i) a,,(&) = 0 and (ii) aa(X) < 0 on (ha , A) C I. Suppose 
u(h) satisfies the equation 
A(4u = f(h), 
in which f  E C(I, L*(Q)), p > n. Then, if f(/\) > 0 for h E [h, , A], there exists 
a 6 > 0, which depends on f  such that if A, < h < A, + 6, 
(i) 24(x, h) < 0 for all x E Q 
(ii) (&i&)(x, X) > 0 at each x E r, where u(x, A) = 0. 
Proof. For each X ~1, we can make the decomposition Y = {u,(h)} @ 
R(A(X) - aa(h) and we can write f  and u uniquely as 
f(A) = I + fi(x)l f,(h) E W(4 - &VO 
44 = %%(4 + %@h u,(h) E R(W) - q,(W) n X 
where a! E C(I, R) is positive on [X, , A], and 
B@) = 44 u,w, W4Al~ 
.4(h) u,@) = fi(4. 
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By the choice of decomposition there exist positive constants 8, and M such that 
II %@)llx G M 
Let e, E X be defined by 
for ha < h -=z A0 + 6, . 
(A(&) + 4eo = Q, 
where w > -ess inf{a(xs , 4): x eQn>. Then there exists a constant yi > 0 such 
that ui(X) < Ke, for X, < X < X, + 6, . Moreover, since u,, E C(I, X) and 
u,,(X) E peO for each X ~1, there exists a constant 3/a > 0 such that u,(h) > Yse, 
for each X E I. Thus 
44 G ~%3W1 M& + %(4rl>% - 
Because or(h) is positive and continuous on [X, , A], 
5 = inf{ol(h):X, <X <;i} >O. 
Moreover o&l\) + 0 as h J h, . Hence there exists a 6, > 0 such that for h, < 
x -=I A0 + 6, , ~y(/\)ys + a,,(/\)~~ > 0. Thus, if we set 6 = min(S, , S,> the result 
follows. 
5. THE CASE n = I 
In the example given in the Introduction we saw that in one dimension a result 
stronger than Theorem 1 may hold: The Green function may be negative for 
h E (X, , X, + S), where 6 > 0. To explore this situation further we consider the 
operator 
Lu = -$x4” + qu’ + ru for x E (a, b), (11) 
where p E C([a, b]), p(x) > 0 on [a, 61, and q, Y  EL~(u, b). At the end points 
we consider the boundary operator 
Bu(x) = cu(a) - u’(a) if x = a, 
= du(b) + u’(b) if x = b, 
(12) 
where c, d E lR+. Note that we exclude the possibility of Dirichlet boundary 
conditions. 
THEOREM 3. Let (L, B) be the operator dejked by (11) and (12), and let A, be 
its principal eigenwahe. Suppose u E WJ(a, b) satis$es 
Lu - Au 3 0 ae. on x E (a, b), 
Bu = 0 at x=a and x = b. 
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Then there exists a 6 > 0 such that if h, < h < h, + 8, either u(x) < 0 for all 
x E [a, b] or u(x) = 0 07s [a, b]. 
Proof. As in Section 2 we define the spaces X = {u E WJ(a, b): Bu = 0} 
and Y = Ll(a, b). Let us E X be the eigenfunction corresponding to h, . Then 
it is well known from Sturm-Liouville theory that U,,(X) > 0 for all x E [a, 61. 
Next, define the bilinear form 
where 
(fi g) = s,” f 0) g(t) w 4 
m(t) = {p(t)>-’ exp [ -s,t ds){PW’ ds], t E [a, 4 
for functions f and g for which the integral is defined. Observe that 0 < mi < 
m(x) < ntp < co on [a, b]. Hence (f, u,,) is defined for anyfe Y. Define the set 
Y,, = {n E Y: (ZI, u,,) = 0). Then we can write 
where {us} denotes the span of U, . 
Set f = Lu - Xu. Then if u E X, f E Y and hence we can write 
f = (J; ‘c&l + fi 9 
(13) 
24 = (u, %Ju, + 111 , 
where fi E Y0 and ui E Y,, n X = X,, . Substitution into the equation yields 
and 
(% %) = -0 - W(f, %) 
CL - AJ % + (4 - 4 Ul =A, 
Bu, = 0. 
(14) 
Define A: X--f Y by Au = Lu for u E X. We assert that A - hJ E Isom 
(X,, , I’,). To see this we observe that A - XJ can be written as 
A - Xd = B, + B, , 
where B, = -pu”. Because n = 1 and p E C([a, b]), p > 0 one can show by 
explicit computation that B, E Isom(X, Y). For rr > 1 this is not true. Clearly 
B, : X + Y is compact. Hence A - Xd is a Fredholm operator with index zero. 
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To complete the proof of the assertion we note that codim R(A - X,,Z) = 1, 
since X, is simple. Moreover, if v  E R(A - I\,,& it follows from (14) that (v, us) =0 
and hence v  E Y, . Thus R(A - h,,Z) is a subspace of the space Ys , which also 
has codimension 1. Hence R(A - 41) = Y,, . By the definition of X0 , A--&I 
maps X,, onto Y, and the restriction of A - h,,I to X,, is one to one. Hence 
A - Ad E Isom(X, , Y,). 
Thus, there exists a constant Mi > 0 such that 
But, since WJ(a, b) is continuously embedded in LW(u, b), this implies the 
existence of a constant M, > 0 such that 
I v /co < J&t I (A - 4,)~ II 3 VEX, 
where I * IP denotes the norm on D’(a, b). Applying this to (14) we obtain 
I ~1 lm < MAI f IL + I X - 4, I I * 11). 
But I v  II < (b - 4) 1 v  Im for any v  E Lm. Hence there exist constants 6, > 0 
and M3 > 0 such that 
I ~1 Im < Ms Ifi II if X, < A < X0 + 6, , 
= Ms If - (f, u&o II 7 
G MO 4, 
where M4 = 2M,/min{u,(x) m(x): a ,( x < 6). I f  we substitute this estimate 
into (I 3) we obtain for X, < h < h, + 6, 
and hence 
if we choose h E (/\a , h, + 8) with 6 = min{d, , MT’}. This completes the proof 
of the Theorem. 
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