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Tato práce se zabývá porovnáváním dopředných neuronových sítí s algoritmy teorie her
pomocí deskové hry Blokus. V teoretickém úvodu jsou popsány vlastnosti neuronových sítí
a práce s nimi a zároveň jsou nastíněny algoritmy teorie her. Druhá část se věnuje imple-
mentaci jednotlivých hráčů založených na popsaných principech a stručnou charakteristikou
grafického uživatelského rozhraní aplikace. V závěru práce byly provedeny testy hodnotící
jednotlivé hráče, které byly zpracovány do grafů.
Abstract
This thesis compares forward neural networks with algorithms using game theory on basis
of board game Blokus. The theoretical introduction part describes the characteristics of
neural networks and work with them. There is also outlined algorithm of game theory. The
second part deals about the implementation of players based on the outlined principles and
shortly descriptions GUI of application. In conclusion, the differences between the players
are evaluated on the charts created on the performed tests.
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Informatika jako vědní obor je mezi námi již dlouhá léta, spíše desetiletí. Od počátků až do
nedávné doby trvala každá výpočetní operace výrazně déle než v současnosti. Během této
doby došlo k vývoji a optimalizaci v podstatě veškerých nyní používaných algoritmů. Pro
některé problémy je již také dokázáno, že efektivnější přístup pro nalezení přesného řešení
není možné najít. Tyto algoritmy nazývejme konvenční. Pracují s konkrétními daty, nevy-
užívají náhodných hodnot a vracejí konkrétní jednoznačné výsledky. Správnost výsledku je
možné verifikovat jiným algoritmem pro stejnou úlohu. Správnost se dá také ověřit postup-
nou kontrolou jednotlivých částí algoritmu a jejich mezivýsledků či formální verifikací [1].
Dnešním trendem je tvorba tak zvaných
"
inteligentních“ aplikací a WEBu 2.0. Dá se
předpokládat, že tento vývojový směr bude i nadále pokračovat, což je dáno nejen růstem
výkonu počítačů, ale také zvětšujícími se potřebami uživatelů. Uplatňují se zde také ve větší
či menší míře algoritmy z oblasti softcomputingu [3]. Převážně jsou využívány v oblastech
predikce a klasifikace, ale také v řízení nebo optimalizaci.
Jejich hlavní výhodou oproti konvenčním algoritmům je zcela jiný přístup. Ten ovšem
nezaručuje vždy stoprocentní korektnost výsledku. Mnohdy není ani možné určit, zda výsle-
dek je opravdu správný. Jako příklad může sloužit doporučované zboží v e-shopu, generování
spojů na plošném spoji nebo i tah v komplikovanější hře. Variant může být exponenciálně
velké množství a jejich řešení konvenčním přístupem vede k velmi složitým výpočtům, které
není často možné provést v reálném čase.
Například pro generování doporučovaných produktů je možné vycházet z profilu daného
nakupujícího a prodávaného produktu, a pak provádět složité operace nad databází. Vý-
sledek je vždy předpověditelný. Variantou řešení pomocí softcomputingu je neuronová síť,
kterou je možné naučit, jaký má dávat výstup a pak ji používat. Vyčíslení i větších sítí
je poměrně rychlé oproti důslednému prohledávání všech variant. Podobná situace nastává
u řízení. Přesnost řízení je také možné demonstrovat na příkladu inverzního kyvadla nebo
řízení teploty v určitém prostoru. [5] Klasické řešení prahové teploty s hysterezí je možné
nahradit výpočty nad fuzzy množinami. Výpočet fuzzy množin je sice zdlouhavější než-li
hlídání hranic hystereze, ovšem fuzzy umožní udržování teploty s mnohem větší přesností.
Porovnávat výsledky konvenčních algoritmů nemá smysl, výsledek je vždy pevně daný
algoritmem. Tyto algoritmy se porovnávají podle časové složitosti. Opačná situace je u soft-
computingu. Na časovou náročnost se zde také pohlíží, ovšem v menší míře. Podstatný je
výsledek a jeho přesnost, respektive správnost. Je otázkou který výsledek je lepší?
Softcomputing a jeho některé metody jsou inspirovány ději v přírodě. Nezáleží na tom,
zda se jedná o genetické algoritmy [4] nebo o neuronové sítě [7], které jsou inspirovány
lidským mozkem. Nabízí se zde stejný postup srovnávání, jaký používají lidé, pomocí her.
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Hry mají v lidském životě nezastupitelnou roli, de facto celý lidský život je proložen
aktivitami vycházejícími z principu her. Je jedno, zda se jedná o hry pohybové či zaměřené
na přemýšlení, hráči tříbí své smysly, logické uvažovaní, schopnosti taktizovat a uvažovat
nad problémem. Lidé mají již ve své povaze soutěžit a porovnávat své schopnosti.
My můžeme konceptu her také s výhodou využít, a to právě pro učení neuronových sítí
z oblasti softcomputingu a jejich porovnání s teorií her jako zástupce konvenčních algoritmů.
Jako srovnávací hru jsem zvolil nepříliš známou deskovou hru Blokus [16].
Pro vypracování této diplomové práce jsem zvolil dobře osvojený programovací jazyk
Java SE [20], a to nejen pro jeho dobrou přenositelnost, ale také pro dobré možnosti ladění
a koncepci jazyka zamezující psát nekvalitní a rizikový kód.
Práce je rozdělena do tří částí. První je teoretický úvod (I), který popisuje zvolenou hru
Blokus (2) a vysvětluje její pravidla. Dále je zde nastíněn teoretický podklad pro neuronové
sítě (3) a teorii her (4). Další částí je popis implementace (II), který se věnuje prostředí hry
(5), neuronovým sítím (6), teorii her (7) a uživatelskému rozhraní (8). Poslední část (III)
zahrnuje testy vytvořených hráčů (9) a celkový závěr (10).
V rámci semestrálního projetu byla nastudována teoretická příprava pro oba druhy









Hra Blokus [16] je společenská desková hra, jejímž autorem je Bernard Tavitian. Tato hra
byla vydána v několika verzích, od klasické pro čtyři hráče, přes variantu pro dva hráče
až po trojrozměrné provedení. Pro účely této práce se bude pod obecným názvem Blokus
mínit hra Blokus Clasic, která je navržena pro čtyři hráče, umožňuje však také hru dvou
i tří hráčů. Jejím základním principem je pokládání hracích dílků na dvourozměrnou hrací
desku, jež je rozdělena na 2020 polí. Každý hráč má k dispozici 21 hracích kamenů jedné
barvy (zelené, žluté, červené nebo modré). Tyto kameny jsou tvořeny jedním až pěti čtve-
rečky o velikosti odpovídající jednomu poli hrací desky. Tvary mohou připomínat dílky ze
hry Tetris.
Obrázek 2.1: Zobrazení kamenů hry
2.2 Pravidla
Hráči hrají v pevně stanoveném pořadí modrý, žlutý, červený a zelený. V prvním tahu položí
každý hráč jeden kámen na desku tak, aby překryl čtvereček v rohu desky, ze kterého začíná
viz. obr. 2.2. Další tahy probíhají tak, že každý hráč vždy pokládá právě jeden kámen na
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hrací desku takovým způsobem, aby se dotýkal položených kamenů stejné barvy. Pravidla
definují dotyk minimálně jedním rohem, avšak žádnou hranou s kameny stejné barvy viz.
obr. 2.3. Doteky hran a rohů s kameny jiné barvy nemají na umisťování žádný vliv. Kameny
se také nemohou překrývat, respektive pokládat na sebe.
Obrázek 2.2: Správně a špatně položený úvodní kámen
Kameny se mohou na desku pouze přidávat a není dovoleno je přemisťovat. Hráči, kteří
již nemají možnost položit žádné další z jim zbývajících kamenů, pro tuto hru končí. Ostatní
hráči pokračují dále ve stejném pořadí, dokud mají možnost pokládat kameny.
Obrázek 2.3: Možnosti položení dalšího kamene
Hra končí ve stavu, kdy žádný z hráčů již nemá možnost položit jakýkoliv ze svých
kamenů nebo žádné kameny již nemá. Hráči poté sečtou čtverečky na všech zbývajících
neumístěných kamenech, přičemž každý ze čtverečků nepoloženého kamene je ohodnocen
jedním záporným bodem. Hráč, který během hry položil všechny své kameny, získává bonus
+15 bodů. Je-li však poslední umístěný kámen o velikosti jednoho čtverečku, získává hráč
místo +15 bodů bonus +20 bodů.
Hru je možné hrát také ve variantě pro dva nebo tři hráče. V rámci této práce budeme
brát v úvahu pouze hru o plném počtu čtyř hráčů. Pokud hrají pouze dva hráči, hraje každý
za dvě barvy a vždy tak, aby se hráči v tazích střídali. To znamená, že jeden hráč hraje za
modrou a červenou a druhý za žlutou a zelenou. Při hře třech hráčů se pravidelně střídají,




Neuronové sítě [7] jsou výpočetní modely inspirované principy neuronů v lidském mozku
a jejich předpokládanou funkcí. Jsou složeny stejně jako mozek ze základních výpočetních
jednotek, nazývaných neurony, které jsou mezi sebou navzájem propojeny.
3.1 Perceptron
Perceptron [6] je jednou z možností realizace neuronů v těchto sítích. Neuronové sítě mohou
být také složeny i z jiných prvků, například adaline [6]. Perceptron má n vstupů a jediný
výstup. Jeho funkci zajišťují dvě matematické funkce. První se nazývá bázová, jež vyčíslí
ze vstupních hodnot takzvaný vnitřní potenciál neuronu. Na něj je pak následně aplikována
druhá funkce - aktivační. Ta vypočítá výstupní hodnotu celého perceptronu. Tato hodnota
je buď diskrétní a zároveň bipolární, tudíž nabývá hodnot f 1; 1g, nebo může být spojitá
na stejném intervalu.
Obrázek 3.1: Perceptron
Bázové funkce můžeme rozdělit na lineární a radiální. Lineární funkce vypočítává pros-
tou sumu hodnot vstupního vektoru, které jsou vynásobeny příslušnými hodnotami z vek-
toru vah. Zároveň s ní jsou spojeny některé specifické aktivační funkce.
Nespojitá aktivační funkce porovnává vnitřní potenciál s prahovou hodnotou. Je-li po-
tenciál větší než původní hodnota, je výstupem neuronu hodnota 1. Naopak, je-li vyšší
prahová hodnota, výstupem je hodnota 0 pro binární značení, respektive -1 pro bipolární
značení. Další variantou je funkce lineární či funkce po částech lineární. Mezi nejpoužíva-
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Radiální bázová funkce definuje vnitřní potenciál neuronu jako vzdálenost vstupního
vektoru od vektoru vah. Ve spojení s radiální bázovou funkcí se využívají aktivační funkce
skokové nebo spojité.
Pro snazší práci s prahovou hodnotou perceptronu je tato hodnota přidána jako nultý
prvek vektoru vah a nultý prvek vstupního vektoru je pak vždy roven 1. Pro výpočetní
modely se práce výrazně zjednoduší, a to nejen z hlediska porovnávání s 0 místo s prahovou
hodnotou. Zároveň k uchování perceptronu stačí uložit jeho váhový vektor. Velký vliv má
tato změna na učení, kde upravuje také pouze váhový vektor.
3.1.1 Učení perceptronu
Existují dvě varianty učení neuronových sítí, učení s učitelem a bez učitele. Při učení bez
učitele síť sama podle určitých předpokladů upravuje svou topologii či hodnoty vah. Učení
s učitelem naopak vyžaduje informaci o korektním výstupu. Perceptronové sítě patří mezi ty,
kde se uplatňuje učením s učitelem. Během učení perceptronu se vychází z jeho výstupní
hodnoty a hodnoty požadované učitelem. V závislosti na jejich vyhodnocení se upravuje
vektor vah ~w. Učení perceptronu dle F. Rosenblatta
~w(1) = random (3.2)
~w(k + 1) = ~w(k) + p(d(k)  y(k))~x(k) (3.3)
kde p je koeficient učení, d(k) je požadovaná hodnota v kroku k a y je výstupní hodnota
v příslušném kroku. Vztah pro ~w(k + 1) je možné zjednodušit zavedením vektoru ~z.
~z(k) = d(k)~x(k) (3.4)
pak dostáváme
~w(k + 1) = ~w(k) + 2p~z(k) pro (~w(k): ~z(k)) <= 0 (3.5)
~w(k + 1) = ~w(k) jinak (3.6)
při zavedení koeficientu učení 0:5 se celý výraz ještě zjednoduší.
3.2 Topologie sítě
Sítě klasifikujeme podle jejich architektury na plně propojené, plně propojené symetrické,
vrstvové, acyklické a dopředné sítě.
Plně propojená síť je taková síť, kde každý neuron je propojen se všemi ostatními
neurony a také sám se sebou. Vznikají tak obousměrné vazby s různými váhami mezi dvoji-
cemi neuronů. Jednodušší variantou je plně propojená symetrická síť. Má stejnou topologii,
ovšem obě váhy mezi dvojicemi neuronů jsou shodné.
Sítě, kde jsou rozlišeny jednotlivé vrstvy, nazýváme obecně vrstvové. Vrstva, na kterou
jsou přivedena vstupní, data se nazývá vstupní vrstva, pak následuje několik vrstev skry-
tých, může jich být velké množství, nebo také žádná. Výstup výsledků sítě zprostředkovává
vrstva výstupní. Nejobecnější síť vrstvová (obr. 3.2) má omezeno projení neuronů tak, že
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výstupy neuronů mohou vést do stejné nebo vyšší vrstvy nikoliv však zpět či na stejný neu-
ron. U tohoto konceptu ale dochází k problémům s vyhodnocováním a není možné v jednom
kroku určit hodnoty propojených neuronů v dané vrstvě. Řešením je využití iterativního
výpočtu.
Obrázek 3.2: Plně propojená vrstvová síť
Pro zjednodušení byla definována síť acyklická (obr. 3.3), kde není povoleno propojovat
neurony ve stejné vrstvě. Propojení však mohou vést přes několik vrstev dopředu. Nejvíce
specifikací omezenou sítí je síť dopředná (obr. 3.4), kde výstupy mohou vést pouze dopředu
do následující vrstvy.
Obrázek 3.3: Plně propojená acyklická síť
Tyto sítě můžeme také přesněji specifikovat podle míry propojení na částečně nebo
plně propojené. Plně propojená zde ovšem znamená maximální počet spojů, které daná
klasifikace dovoluje použít. U plně propojené dopředné sítě to znamená, že každý neuron
má na svém vstupu výstupy všech neuronů z předcházející vrstvy.
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Obrázek 3.4: Plně propojená dopředná síť
3.3 Back propagation
Požadavky hráče na neuronovou síť je možné zařadit do kategorie klasifikačních problémů.
Tento to druh problémů je možné řešit pomocí dopředné sítě a učící metody back pro-
pagation. Tato metoda je velice efektivní a je určena pro učení s učitelem. Využívá, jak
již název napovídá, zpětného šíření chyby. Back propagation je možno aplikovat pouze
na dopředné sítě s perceptrony s lineární bázovou funkcí a aktivační funkcí, jež je možné
zderivovat, například sigmoida.
Velikost chyby pro účely učení se vypočítá jako rozdíl mezi požadovaným výsledkem
a výstupem sítě. Na jejím základě jsou upraveny váhy vstupů neuronů ve výstupní vrstvě.
Váhy neuronů v dalších vrstvách jsou upravovány pomocí chyb neuronů, které jsou připojeny
na jejich výstup. Změnu váhy i-tého vstupu j-tého neuronu ve vrstvě l definujme jako





























Vzhledem k platnosti luj =
Pnl 1
i=0 wjixi lze změnu váhy definovat jako
 lwji = 
lj
lxi (3.9)
Konstanta  udává faktor učení, obvykle se vybírá hodnota z intervalu < 0; 1; 0; 9 >.
Čím vyšší hodnota, tím rychleji se síť učí. Je ovšem nutné najít optimální hodnotu vzhledem
k velikosti sítě, různorodosti dat určených k učení a požadované přesnosti naučení. Pro





















kde dj je požadovaný výstup na j-tém neuronu, oj je skutečný výstup na j-tém neuronu,
L označuje číslo výstupní vrstvy, nL je počet neuronů ve výstupní vrstvě a Lyj jsou výstupní
hodnoty neuronů ve výstupní vrstvě.
































kde Lwkj je váha mezi j-tým neuronem v L   1 vrstvě a k-tým neuronem v L-té vrstvě
a l 1yj je výstup j-tého neuronu v l   1 vrstvě.1
Pro úspěšnější učení byla použita úprava nazývaná momentum nebo-li hybnost označo-
vanou řeckým písmenem . Tento koeficient určuje vliv stálosti směru, kterým se upravují
váhy jednotlivých neuronů. To znamená, že se aktuální wlji nepočítá pouze ze současných
hodnot, ale také přihlíží k předchozí změně určité váhy.
wlji(k + 1) = 
l lxi(k) + 
lwji(k) (3.16)
Pro správnou funkci back propagation je nutné, aby síť obsahovala minimálně jednu
skrytou vrstvu. Počet vrstev ani neuronů ve vrstvách však není omezený. Existuje ovšem
závislost mezi počtem neuronů respektive velikostí sítě a jejími vlastnosti. Čím více je
neuronů, tím se síť lépe učí předloženým vzorkům, ovšem tím hůře naučené informace
zobecňuje. To znamená, že vrací horší výsledky na vstupy, které nebyly mezi učenými
vzorky.
3.4 Počítačový hráč hry Blokus
Počítačový hráč pracuje na principu ohodnocení jednotlivých tahů. Neuronová síť dostane
na svůj vstup předzpracovaná data reprezentující hrací desku a jejím výstupem je jedno
reálné číslo - ohodnocení tahu. Hráč řízený sítí provede ohodnocení všech možných tahů
pro současný stav hrací desky. Aby tah mohl být ohodnocen, je vždy nutné umístit dílek
na hrací desku a pak jej zpětně odebrat, čímž se deska dostane do původního stavu. Tah
který byl ohodnocen nejvyšší hodnotou je proveden.
1Matematický postup převzat z [10]
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3.4.1 Předzpracování vstupu sítě
Neuronové sítě spadají do metod softcomputingu a proto je vhodné, částečně i nutné, jejich
vstupní data předzpracovat.
Jak již bylo řečeno, vstupem sítě je stav hrací desky. Předzpracováním se zde rozumí
otočení hrací desky vždy do stejného stavu z pohledu sítě tj. stavu, kdy se výchozí místo neu-
ronového hráče nachází v pravém dolní rohu. Dalším krokem je redukce stavového prostoru.
Všichni protihráči jsou z pohledu neuronové sítě stejní a můžeme je tak označit jedinou
hodnotou (obr. 3.5). Variantou na redukci stavového prostoru by byla i agregace několika
sousedních buněk do jednoho prvku vyjadřující zastoupení hráčů. Ovšem pro 400 políček
na desce respektive pro 400 vstupů neuronové sítě toto není potřeba. Pro síť je vytvořeno
jednorozměrné pole o délce 400 hodnot reprezentujících jednotlivá políčka desky. Pole pak
nabývá hodnot 0 pro prázdné políčko, 1 pro políčko hráče a  1 pro jakéhokoliv protihráče.
Obrázek 3.5: Sjednocení protihráčů
3.4.2 Učení
Učení sítě při hře Blokus probíhá vždy až po jejím skončení, ve chvíli, kdy je známo, zda
hráč využívající informace z neuronové sítě vyhrál nebo prohrál. V každém případě jsou
během celé hry ukládány stavy hrací desky, které byly vstupem sítě v okamžiku provedení
tahu. Toto je důležité proto, aby bylo možné následně síť s těmito vstupy učit a tím ji
informovat, zda hrála špatně či dobře.
Učení probíhá metodou back propagation. Síť každý tah ohodnocuje jedním reálným
číslem, a protože jsou hrány tahy s vyšším ohodnocením, je třeba ohodnocení výherních
tahů posílit. Tohoto je možné docílit učením s výslednou hodnotou +1:0. Tahy které vedly
k prohře naopak oslabit, a proto probíhá učení s hodnotou  1:0. Tím se tahy, které opako-






Teorie her [9] je oborem aplikované matematiky, ekonomie, sociologie, politologie a dalších
věd. Její počátek se datuje rokem 1944 vydáním publikace Theory of Games and Economic
Behavior [8]. Autoři této publikace a zakladateli této vědní disciplíny jsou John Neumann
a Oskar Morgenstern. Teorie her zkoumá racionální chování lidí a nejen jich v situacích,
kde dochází k možnostem volby či celých systémů strategií. S pomocí teorie her lze na
vytvořených modelech situací hledat nejefektivnější varianty řešení, tak zvaná ekvilibria.
Hra   = (Q;S;U) označuje strategickou konfrontaci několika racionálních hráčů, kteří
se hry účastní. Není cílem sledovat zda dobrovolně či nuceně. Každý hráč i z množiny Q má
vždy dostupnou množinu strategií Si, nebo-li množinu variant řešení hry. Z každé zahrané
strategie vyplývá hráči určitý užitek, který definujeme pomocí užitkové funkce
Ui; i 2 Q : S1  S2  S3  :::! U (4.1)
Nad užitky je zavedena relace preference upřednostňující jeden užitek před jiným. Re-
lace preference je úplná, reflexivní, tranzitivní, anti-symetrická, a asymetrická. V praxi se
velmi často využívá vyčíslení užitku pomocí celých či reálných čísel ve smyslu například fi-
nančního zisku či určitých bodů. Tuto relaci lze snadno převést na již definované relace nad
danými obory čísel. Zisk 100 mincí je rozhodně lepší než zisk 10 mincí. Relaci preference je
také možno z užitků převést přímo na strategie, které daný užitek přinášejí. Pak hovoříme
o preferencích nad strategiemi.
Hra je model nebo-li zjednodušení reálné situace, ve které abstrahujeme pravidla, hráče,
preference i užitek. V našem případě se ovšem o abstrakci v pravém slova smyslu nejedná.
Hra je nám plně známá společně s hráči i jejich preferencemi a je dostatečně jednoduchá.
Problém však nastává v definování užitku, zde se abstrahování neubráníme.
Na první pohled je zřejmé, že užitkem pro daný tah jsou body získané položením dílku.
Při kompletní analýze hry, se kterou teorie her počítá, to také vyhovuje. Ovšem tato si-
tuace je výpočetně nerealizovatelná. Zavedení další metriky jako je například otevření více
možných tahů v dalším kole, uzavření jiného hráče, nebo obecná pozice dílku v rámci hrací
desky je velmi svazující. Předurčuje hráči strategii, která ve své podstatě může být silně
zavádějící. Samotné určení koeficientů vlivu ostatních metrik na výpočet užitku, kde by se
kombinovaly tyto faktory, je v takto rozsáhlém problému nereálné. Proto je užitek vždy
brán pouze jako bodový zisk, který je jasně definovatelný a snadno vyčíslitelný.
Zmínili jsme se zde o tom, že hráči jsou racionální, což je základní předpoklad pro
modelování. Racionální hráč je takový hráč, který je schopen určit relaci preference nad
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jeho strategiemi. Hráč se snaží dosáhnout svého maximálního užitku. Racionalita hráčů
je common knowladge. Tento pojem vyjadřuje skutečnost, kdy ve hře je nějaká konkrétní
informace veřejně známá všem hráčům.
Situace s common knowladge se výborně demonstruje na vojenské situaci dvou generálů,
kteří stojí společně s armádami na protilehlých kopcích a chtějí se domluvit na společném
střetu v údolí. Generál A proto vyšle svého posla ke generálovi B. Protože ale generál A neví,
zda byla zpráva doručena, musí mu generál B zpět poslat dalšího posla. V situaci, kdyby
posel vyslaný ze strany B na stranu A byl zabit nebo se ztratil, generál A nemá potvrzeno,
zda jeho zpráva byla doručena a stejně tak generál B neví, zda potvrzení dorazilo. Proto musí
A opětovně potvrdit potvrzení. Takto bychom mohli pokračovat do nekonečna. Common
knowladge je stav, kdy obě strany ví, že ví, že ví, že ví, . . . .
Best response v přímém překladu znamená nejlepší odpověď. Vyjadřuje nejlepší tah
racionálního hráče s ohledem na všechny dostupné tahy racionálních protihráčů. Laicky
řečeno, pokud udělá protihráč tah A, já provedu tah C, na protihráčův tah B, odpovím
tahem D.
Ekvilibrium nebo-li rovnovážný bod je takový stav hry, kdy pro každého hráče je nejvý-
hodnější hrát právě strategii nacházející se v ekvilibriu. Jakákoliv odchylka od ekvilibria by
vedla pro odchýleného hráče k získání nižšího užitku než v bodě ekvilibria. Rozlišujeme více
druhů ekvilibrií. Ryzí nebo též Nashovo ekvilibrium mluví o jediné strategii pro každého
hráče, ne vždy je však takové ekvilibrium možné u hry nalézt. Smíšené ekvilibrium přisuzuje
pravděpodobnost zvolení jednotlivých strategií u hráčů tak, aby jejich získaný užitek byl
opět maximální možný. [9]
4.2 Sekvenční hra
Statická hra, která byla popsána v předchozí části, striktně předpokládá, že hráči provádějí
své tahy v jednom okamžiku a není žádným způsobem možné zjistit, co má protihráč
v úmyslu. Trochu jiná situace nastává u her sekvenčních. Zde se hráči v tazích střídají
a o této skutečnosti vědí, je common knowladge. Jejich tahy jsou reakce na tahy protihráčů.
Hráč nemusí pro daný tah uvažovat možné tahy protihráče v tomto okamžiku, musí řešit
situaci dalšího vývoje hry. Konečnou sekvenční hru s úplnou informací definujeme jako
 E = (Q;H; p; U) (4.2)
kde Q je množina hráčů, H je množina historií s podmnožinou HT , což je množina ter-
minálních historií, funkce p(h) : H nHT ! Q přiřazuje každé neterminální historii hráče,
který je na tahu, U jsou užitkové funkce hráčů.
Historie h 2 H je sekvence akcí hráčů. Prázdná sekvence H0 je počátek hry. Je-li
množina historií H konečná a 8h 2 H mají konečnou délku, pak je hra řešitelná zpětnou
indukcí.
Strategií v sekvenčních hrách je nazýván celý postup hry od počáteční historie a až
po terminální historii. Je zde zcela zřejmá převoditelnost mezi sekvenčními a statickými
hrami. Převoditelnost existuje, ovšem pro složitější aplikace je nepoužitelná. Abychom mohli
provést převod, musíme znát celý herní strom a také ohodnocení terminálních historií. Tuto
informaci však ve většině případů na začátku řešení problému neznáme a při vytváření
stromu již není problém použít metodu zpětné indukce.
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4.3 Zpětná indukce
Základem zpětné indukce je herní strom, který vyjadřuje vývoj hry ve všech alternativách.
Každý uzel reprezentuje jeden stav hry a na tahu je vždy jeden z hráčů určený dle historie.
Hrany představují jednotlivé akce hráčů. Stromem se vždy prochází od kořene s historií H0
až k terminálním historiím HT , kterým je většinou přiřazen výsledek.
Tento výsledek je možné vyčíslit v některých případech průběžně, což v našem případě
umožňuje zvolit maximální hloubku terminálních uzlů a neprocházet tak celý stavový pro-
stor hry. Samozřejmě je tím silně omezena výpočetní síla teorie her, ovšem čas strávený
výpočtem je možné značně zredukovat.
Obrázek 4.1: Herní strom
Analýza hry zpětnou indukcí se provádí od terminálních uzlů ke kořeni stromu. V pří-
kladu zobrazeném na obrázku 4.1 hledáme best response hráče s číslem 2. Pro něj je lepší
hrát tahy Ad se ziskem 3 a Bc se ziskem 4, a proto je můžeme prohlásit za best response.
Nyní se podíváme na hráče 1. Ten vychází z best response hráče 2 a ví, že tahy Ac a Bd
nebudou nikdy hrány. Hráč 1 proto volí tah B se ziskem 3 oproti tahu A, kde by jeho zisk
byl pouze 2.
4.4 Analýza hry a počítačový hráč
Smyslem herně teoretické analýzy je ohodnotit všechny dostupné tahy a jejich následky, na
jejich základě pak zvolit vhodnou strategii respektive vhodný tah. Smyslem hráče je hledání
ekvilibria.
V herním systému hry Blokus je stav hrací desky, zbývající dílky hráčů a racionalita
hráčů common knowladge. Racionalita hráčů je ovšem jen předpoklad. Hráči ovšem racio-
nální být nutně nemusí, bude-li hrát například člověk, který není schopen promyslet všechny
možné následky svých tahů. Tento fakt budeme pro tento projekt ignorovat a zaměříme se
na racionálního hráče, kterému se každý hráč snaží přiblížit a budeme zkoumat jeho best
response.
Každý hráč má ohodnocený svůj tah body. Hráč, který položil kámen o x kostičkách získá
x kladných bodů. Pokud by mu tento kámen zůstal do konce hry, proměnil by se v záporné
body, proto se počítá při položení na hrací desku bodový zisk kladně. Dále se také bere
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v potaz situace položení všech kamenů. Poslední položený kámen je ohodnocen bonusem,
a to platí i pro kámen velikosti jedna, který je dokonce hodnocen větším bonusem. Užitek
hráče je vypočítaný jako jeho bodový náskok (ztráta) oproti nejlepšímu tahu protihráče.
Ve stavu, kdy hráč může hrát více tahů se stejným užitkem, je vůči nim indiferentní. Hraje
zde smíšenou strategii1 s rovnoměrným rozložením, a proto se jako celkový užitek pro
každého protihráče volí průměrná hodnota jejich užitků.
Tato hra by se v klasifikaci teorie her dala označit za čtyř-hráčovou nekooperativní
sekvenční hru s úplnou informací. Systém této hry neumožňuje dosáhnout dvou shodných
stavů s různou historií, proto není možné optimalizovat výpočetní modely ani využít před-
generovaných řešení stavů.
Při návrhu hráče využívajícího systému analýzy založeném na teorii her vznikly dvě
varianty. První nazvaná klasická generuje strom hry podle předpokladů. V první úrovni
generuje tahy hráče. Na ně pak vytváří druhou úroveň s tahy prvního protihráče, třetí
úroveň s tahy druhého protihráče a tak pokračuje přes všechny protihráče a hráče stále
dokola. Druhá varianta označená jako 1 vs. 1 provádí výpočet postupně pro jednotlivé
protihráče v duelu s hráčem generujícím tyto herní stromy. Z toho vyplývá, že v první úrovni
jsou tahy hráče, v druhé tahy jednoho z protihráčů a pak opět hráče a tak dále. Tuto metodu
je možné použít z důvodu velkého množství stejně ohodnocených, tudíž invariantních tahů.
V okamžiku, kdy jsou stejně ohodnocené desítky tahů, není možné odhadnout tah druhého,
natož pak třetího hráče v pořadí.
Obě varianty hráče vždy vypočítají s využitím aplikace dynamického přístupu analýzy
teorie her doporučený tah. Najde-li se při analýze více výsledků se stejným užitkem, jsou
navzájem invariantní a je možné je hrát jako smíšenou strategii s rovnoměrným rozložením.
Stačí tedy náhodně vybrat z této skupiny tahů jeden a ten provést.
Vzhledem k faktu, že výpočty jsou velmi časově náročné, hráči na principu teorie her
umožňují parametrické nastavení hloubky procházení stavového prostoru herního stromu.
Umožňuje to jednak větší variabilitu co do složitosti a zároveň lepší interakci hry s uživa-
telem. Parametrem omezení je počet dostupných tahů hráče, který využívá k rozhodování
právě toto řešení teorie her.







Hra Blokus popsaná v kapitole 2 je v implementaci rozdělena do několika tříd - hrací deska,
herní kámen, hráč a vlastní řízení hry. Operace poskytované třídami jsou kontrolovány, aby
neporušovaly pravidla hry.
5.1 Hrací deska a hrací kameny
Hrací deska je zapouzdřena ve třídě Desk. Tato obsahuje dvourozměrné pole o velikosti hrací
desky (20 x 20) skládajícího se z celých kladných čísel datového typu int, která označují
obsazení pole desky kamenem daného hráče. Prázdná pole desky obsahují hodnotu nula.
Při vkládání kamene, což zajišťuje metoda putPiece, se místa, kde kámen zabírá hrací
plochu, změní z hodnoty nula na číslo odpovídající číselnému označení hráče. Tato třída dále
umožňuje kameny z desky odebírat metodou removePiece a testovat, zda je možné provést
položení na dané souřadnice, a to pomocí metody testPiecePut. Pro přístup k desce slouží
mimo přímého přístupu k poli také metoda getXY. Ta se využívá při testování položení dílku.
Podstatou je, že při překročení hranic desky nevyvolá výjimku, ale vrací hodnotu prázdného
místa. To je zaručeno testováním na hranici desky a případnou návratovou hodnotou 0. Desk
také nese informace o počátečních pozicích hráčů. Tuto informaci je možné získat voláním
metody getPlayerStartPosition.
Větší komplikace nastávají při reprezentaci herních kamenů a práci s nimi. Kámen
je reprezentován třídou Piece obsahující dvourozměrné pole jedniček a nul o příslušné
velikosti, která definuje prostorové dispozice a vzhled kamene. Při pokládání kamene na
herní desku, se vždy uvažuje jeho levý horní roh. Kameny je při hře možné jednak libovolně
otáčet a také převracet. Vzniká tím velké množství variant. Je tedy nutné najít vhodný popis
takovýchto operací, aby bylo možné s transformacemi kamenů pracovat v algoritmech. Při
otáčení a překlápění kamenů vznikají další reprezentace (celkem vznikne 91 variant), které
však musí být navzájem provázány, aby bylo možné s nimi zacházet jako s jedním kamenem.
Reference na závisející kameny jsou uchovány v poli dependences. Tímto se zaručí efektivní
odstraňování všech zbývajících transformací kamene ze seznamu nepoložených u daného
hráče při provedení tahu. Pro generování všech variací kamenů slouží třída PieceGenerator,
která vytváří pro určeného hráče seznam kamenů ve všech neduplicitních transformacích,
které jsou navzájem provázány. Při položení je pak snadné odstranit také ostatní variace
daného kamene ze seznamu zatím nepoložených.
Třída Piece obsahuje stejně jako třída Desk metodu getXY se stejnou funkcí, dále
umožňuje získání počtu bodů určených dílkem. Každý hrací kámen obsahuje také předge-
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nerovanou sadu pozic, ve kterých může na tento kámen navazovat jiný. Pozice jsou relativní
vzhledem k pozici kamene. Toho se využívá při generování dostupných tahů hráče a to tím
způsobem, že hráči se vždy při položení daného kamene doplní informace o pravděpodobně
dostupných místech pro přiložení dalšího kamene. Aby tento systém byl realizovatelný a do-
statečně efektivní, je nutné vždy po skončení tahu hráče projít všechna pravděpodobná
místa a otestovat, zda jsou skutečně využitelná, zda nejsou například mimo hrací desku či
již nejsou obsazena.
5.2 Hráči
Každý hráč je označen číslem 1 až 4 dle pořadí ve hře. V programu, kde jsou hráči uloženi
v polích se využívají indexy 0 až 3. Hráč je implementován třídou Player. Ta obsahuje
uvedené číselné označení number, ze kterého lze snadno vypočítat index, který je o 1 nižší
a získává se metodou getIndex. Dále zahrnuje seznam všech variací kamenů pieces,
které ještě nebyly položeny, optimalizační pole s dostupnými absolutními pozicemi míst
possiblePutPlaces, body získané tímto hráčem a také příznak finish, který udává, zda
již hráč dohrál či nikoliv a využívá se při získávání dalšího hráče na tahu.
Jsou zde zapouzdřeny metody pro provedení tahu daným kamenem a vzetí tahu zpět.
Uvažuje se zde pouze kontext pro daného hráče nikoliv pro desku. Z toho vyplývá manipu-
lace pouze se současným skóre a se seznamy hracích kamenů u hráče. Také je zde metoda
pro zjištění užitku hráče při zahrání tahu. Ta využívá informace od objektu třídy Piece
a pak, je-li kámen hráčův poslední, přičte patřičný bonus k ohodnocení kamene.
5.3 Herní systém
Instance všech těchto popsaných tříd koncentruje objekt hry, kterým je instance třídy Game.
Obsahuje pole hráčů o velikosti čtyři, hrací desku a také počítadlo kol. Mezi nejvyužívanější
metodu patří metoda makeMove, která realizuje již naznačené provádění tahu. Testuje, zda
je možné provést tah, pokud ano, provede tah na hrací desce a zpracuje tuto skutečnost
u hráče jednak voláním playPiece a také doplněním možných dostupných míst pro další
tahy. Na závěr je zvýšeno kolo hry o jedna.
Jsou zde implementovány ještě dvě podstatně jednoduší metody, co se funkcionality
týká. Metoda getUtility vrací aktuální užitky všech hráčů ve formě pole. Jak již bylo
řečeno, užitek daného hráče je rozdíl mezi jeho ziskem a ziskem nejlepšího hráče. Je-li tento
hráč právě ten, který má největší zisk, je naopak jeho užitek rozdílem jeho zisku se ziskem
druhého nejlepšího hráče. Pak metoda getPlaingPlayer jen a pouze vrací instanci hráče,
který je v tuto chvíli na tahu. Bere přitom v potaz informaci o ukončení hry některého
z hráčů pomocí příznaku finish. Není-li již nikdo další, kdo by mohl hrát, vrací null.
Třída Game je potomkem třídy Thread, aby bylo možné běh vlastní hry spouštět v od-
děleném vlákně. Toto přináší určité zrychlení a také primárně dovoluje oddělit běh hry od
grafického uživatelského rozhraní. Metoda run obsahuje pouze volání metody play, která
spouští a řídí běh celé hry. Je parametrizována jedinou logickou hodnotou vyjadřující, zda
aplikace běží se spuštěným grafickým uživatelským rozhraním či nikoliv.
Hlavní výkonnou částí metody play je cyklus while, ve kterém probíhají tahy jednot-
livých hráčů. Je-li spuštěno grafické uživatelské rozhraní před každým tahem nepočítačo-
vého hráče, nastaví se aktuální hráč do JPanelBrick, který zobrazuje kameny hráče. Po
ukončení tahu je opětovně nastavena herní deska pro zobrazení, tím dochází k jejímu pře-
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kreslení v grafickém rozhraní. Po ukončení hry jsou zobrazeny výsledky, buďto v textové
formě či formou dialogového okna ResultsDialog. Poslední činností je provedení dokončo-
vací metod u všech hráčů. Jediný hráč, který provádí nějakou činnost, je hráč založený na
neuronové síti. Jeho činnost je popsána v kapitole 6. Ostatní hráči neprovádějí nic, ovšem
rozhraní je zde eventuálně připravené.
5.4 Konfigurační soubor
Pro ukládání nastavení jednotlivých hráčů je vytvořen XML soubor definující jednotlivé
hráče a jejich nastavení pro hru. V konfiguraci je uložen typ hráče, který udává to, zda se
jedná o člověka, náhodného hráče, hráče založeného na teorii her nebo hráče založeného
na neuronových sítích. Teorie her, jak je uvedeno výše, umožňuje nastavení hloubky řešení
herního stromu. Tyto hodnoty jsou pak také jako vnořené elementy uloženy v XML souboru.
U neuronové sítě se zde doplňující informace ukládají jako parametry hráče.
Pro realizaci práce s XML soubory byla využita knihovna DOM4J ve verzi 1.6.1 [13].
Generované soubory jsou v univerzálním kódování UTF-8 [18]. Základním prvkem doku-
mentu je element players. Ten obsahuje další elementy player, jejich parametr type udává
druh hráče. Ten může nabývat jedné z těchto možností: human | random | gametheory |
gametheorydual | neural. Elemety s defionvým typem gametheory a gametheorydual
dále mohou obsahovat libovolné množství elementů settting s parametry range s číselnou
hodnotou horního omezení rozsahu, pro který je platná hodnota omezení hloubky prohle-
dávání definovaná parametrem value. Pro maximální hodnotu rozsahu je zvoleno
"
vysoké
číslo“ převyšující myslitelé množství tahů hráče, toto číslo je 10 000 1.
Parametry neuronové sítě jsou definovány jako parametry daného elementu. Parametr
file udává název souboru, ve kterém je neuronová síť pro tuto hru serializovaná. Dalším
parametrem je logický parametr learning, ten nabývá hodnot true a false a udává, zda
se bude nerunová síť po ukončení hry učit. Je-li true, musí být přítomny parametry mi
a momentum obsahující desetinná čísla oddělená desetinou tečkou. Tyto hodnoty udávají
koeficienty učení.
Standardně se při spouštění programu načítají data ze souboru players.xml. Obsah je
možné změnit pomocí programu po nastavení nových parametrů hráčů a zvolením z nabídky
Akce ! Jako výchozí. Konfigurační soubory je také možné ukládat pod jinými názvy nebo
konfigurace hráčů načítat z jiných souborů. Tyto akce je možné najít v nabídce Akce.
Při spouštění programu, například pro testování v textovém prostředí (přepínač -nogui)
nebo s použitím grafického prostředí, je možné definovat alternativní konfigurační soubor
parametrem -config následovaný názvem souboru.
1Počet tahů ve hře je teoreticky omezen maximálně na 1321 tahů pro jednoho hráče. Hodnota 10 000



















Hráč využívající neuronovou síť pro volbu svého tahu, vyžaduje, jak je uvedeno v teoretic-
kém úvodu v části 3.4, ohodnocení důsledků každého možného tahu.
6.1 Datové struktury
Neuronová síť je složena primárně z prvků zvaných perceptrony, které zpracovávají vstupy
na výstupní hodnotu. Obsahují však také prvky zajišťující přenos vstupních dat tj. vstupní
vrstvu. Tyto prvky musí být z pohledu neuronů nerozlišitelné s jinými neurony, aby ne-
vznikaly zbytečné komplikace při přístupu ke vstupním hodnotám. Tuto činnost zajišťuje
rozhraní Segment definující metodu getResult s návratovou hodnotou typu Double. Ta
je ve vstupních prvcích implementovaná, ve třídě Input, jednoduchým getterem vracejí-
cím vloženou hodnotu z proměnné result. Objektům této třídy je nutné před začátkem
výpočtu nastavit vstupně-výstupní hodnotu.
Neurony, přesněji perceptrony, jsou implementovány třídou Perceptron. Ta je také im-
plementací výše popsaného rozhraní Segment. Při změně vstupních hodnot je před čtením
výstupu perceptronu nutné zavolat metodu process, která vypočte novou výstupní hod-
notu. Toto řešení je realizováno kvůli častému přístupu k výsledným hodnotám v průběhu
výpočtu sítě. Aby bylo možné vytvářet sítě perceptronů, umožňuje třída připojovat vstupní
prvky implementující rozhraní Segment. Těmto napojením generuje náhodnou váhu v roz-
sahu (-0,5;0,5).
Při vytváření objektu třídy Perceptron se v konstruktoru vytvoří nultý privátní vstup
s pevnou hodnotou 1 připojený klasickým mechanismem a náhodnou váhou. Tento vstup
reprezentuje vnitřní prahovou hodnotu neuronu. Pro učení variantou back propagation je
možné volat metodu reparirWeightsBP, jejíž parametry jsou hodnoty učících faktorů  a .
Pro správnou funkci hybnosti si každý neuron uchovává poslední koeficient změny váhového
vektoru deltaOld.
Neuronová síť jako celek je implementována ve třídě NeuralNet. Ta řeší přidávání neu-
ronů do jednotlivých vrstev sítě, jejich vzájemné propojení a uchovává topologii sítě. Mezi
hlavní funkcionalitu však patří metody pro vyhodnocení výsledků process a pro učení me-
todou back propagation, metoda backPropagation. Vstupem i výstupem metody process
je seznam čísel typu Double. Metoda backPropagation oproti tomuto požaduje vstupní
vektor čísel, výstupní vektor čísel a koeficienty učení  a .
Pro snadné ukládání a přenášení vygenerovaných a naučených sítí je u každé třídy obsa-
žené v síti implementováno rozhraní Serializable. Proto každá síť může být serializována
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a uložena do souboru, a také opětovně načtena do operační paměti. Tyto dvě funkce jsou
zajištěny ve třídě NeuralNet. Proces serializování může probíhat řádově zlomky, jednotky
či desítky sekund v závislosti na velikosti sítě a vlastnostech počítače.
6.2 Vyhodnocení neuronové sítě
Nejprve se podíváme na realizaci výpočtu v jednotlivých perceptronech. Zde se realizuje
výpočet bázové a aktivační funkce. Lineární bázová funkce je dána jako vážený součet
privátního vstupu s hodnotou 1 a se všemi hodnotami na vstupu perceptronu, dle váho-
vého vektoru. Aktivační funkcí je sigmoida, jejíž výsledek se vypočítá vyhodnocením pří-
kazu result=1/(1+Math.pow(Math.E,-1.0*base));, kde base je výsledek výpočtu bázové
funkce.
Hodnoty do vstupní vrstvy musí být nastaveny před začátkem výpočtu. Číselné údaje ze
seznamu (ArrayList) vstupních hodnot jsou nastaveny vstupním segmentům sítě pomocí
metody setResult. Po té je možné začít s vyčíslováním výstupu neuronové sítě. Jedná
se o situaci, kdy známe hodnoty vstupních segmentů a chceme znát výstupní hodnoty
perceptronů ve výstupní vrstvě. Každý perceptron může vyčíslit svůj výstup až v případě,
že má dostupné výsledky na všech svých vstupech. Skutečnost, zda jsou vyčísleny výsledky,
respektive zda nejsou dostupné ještě hodnoty z minulé výpočetní operace, není potřeba
testovat, a to z důvodu, že síť je dopředná a výpočty se provádějí sekvenčně po vrstvách.
Tato situace nám velice zjednodušuje celou operaci vedoucí k získání výsledných hodnot
výstupní vrstvy.
Jak již bylo řečeno, v dopřední síti vedou spoje mezi neurony pouze od nižších vrs-
tev k vyšším vrstvám. To znamená že perceptron v x -té vrstvě potřebuje výsledky právě
z x-1 vrstvy. Víme-li, že data ve vstupních segmentech jsou nastavena, stačí pouhé po-
stupné zpracovávání jednotlivých vrstev respektive neuronů v těchto vrstvách od nejnižších
k vyšším.
Programové řešení spočívá ve dvou zanořených cyklech. Vnější cyklus prochází postupně
všechny vrstvy perceptronů od vstupní k výstupní. Vnitřní cyklus pak prochází jednotlivé
neurony ve vrstvách, u kterých je volána metoda process.
Po ukončení výpočetních operací je nutné výsledek vrátit jako návratovou hodnotu me-
tody process ve třídě NeuralNet, která zajišťuje zapouzdření neuronové sítě jako celku.
Tato operace je inverzní vůči operaci pro nastavení vstupu, využívá se zde metody getResult
a takto získané hodnoty jsou vloženy do výstupního seznamu. Tím je vyhodnocení sítě
ukončeno.
6.3 Zpracování výsledků a provedení tahu
Princip hráče, který je založen na neuronové síti, jak je popsán v kapitole 3.4, nechává ohod-
notit všechny dostupné tahy neuronovou sítí. To znamená, že dochází k položení hracího
kamenu na desku, ohodnocení hrací desky neuronovou sítí a opětovnému odebrání kamene
z desky.
Vstupem neuronové sítě je tedy hrací deska, respektive její předzpracované zobrazení.
Předzpracování je u neuronových sítí důležitý proces a velice ovlivňuje výsledek chování
celého řešení. Každé pole hrací desky je převedeno metodou deskToInput na jedno číslo
typu Double a nabývá hodnot 1,0, -1,0 či 0,0. Kladné ohodnocení dostane hrací pole, leží-li
na něm kámen právě tohoto hráče. Pole, na kterých jsou kameny nepřátel, jsou ohodnoceny
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záporně. Prázdná pole pak obsahují nulu. Další částí předzpracování, která probíhá právě
při generování vstupního vektoru pro síť, je rotace hrací desky.
Neuronová síť vždy hraje z pravého dolního rohu a tuto skutečnost je nutno zachovat.
V implementaci zde dochází pouze k rozdílnému systému indexace hrací desky. Pro snazší
realizaci je zachována dvojice vnořených cyklů, je však zavedeno šest proměnných označující
začátek (xs,ys) a konec (xm,ym) intervalu a také krok cyklu (dx,dy). Tyto proměnné jsou
nastaveny a vypočteny dle začínající pozice hráče a tím dochází ke správnému zformování
vstupu pro neuronovou síť.
Výstupem sítě je desetinné číslo udávající, jak je aktuální stav hrací desky pro hráče
výhodný. Čím je číslo vyšší tím lépe. Hráč proto zkouší postupně všechny své dostupné tahy
a nechá síť ohodnotit jejich relevanci. Hrací kámen je nutné vždy položit na hrací desku,
pak provést transformace a vyhodnocení neuronovou sítí. Na závěr je kámen z hrací desky
odebrán, aby byla připravena k položení dalšího kamene. Tah, který je nejlépe ohodnocený,
je následně proveden.
V situaci, kdy má hráč v daném stavu hry možnost provést několik desítek, spíše sto-
vek tahů, se nabízí možnost zkrátit dobu výpočtů pomocí paralelního zpracování výpočtu
ve více vláknech. Vzhledem k určení celé aplikace také do prostředí běžných uživatelů, kteří
disponují většinou jedno či dvouprocesorovými, maximálně čtyř-procesorovými pracovními
stanicemi, není zde paralelizace bezpodmínečně nutná. Jiné by to bylo například u ser-
verového řešení, kde je procesorů dostupných více. Samotný výpočet neuronové sítě není
příliš náročný, komplikuje ho pouze velký počet vyčíslení na jeden realizovaný tah. Přesto
na dnešním průměrném počítači je rychlost postačující. Dvouvrstvá síť o 500 neuronech
v každé vrstvě zvládá vyčíslit tah do 15 sekund v závislosti na počtu dostupných tahů.
6.4 Učení a ukládání
Učení probíhá vždy až po skončení hry voláním metody endGame. Je-li logická proměnná
learn pozitivní, dochází k učení. Síť je nyní učena buď s kladnou hodnotu 1.0 či na zá-
pornou hodnotu -1.0 v závislosti, zda hráč vyhrál či prohrál. Pro potřeby učení se uklá-
dají v průběhu hry vstupy sítě odpovídající hrací desce po každém provedení tahu hráče,
tj. i s provedeným tahem. U těchto vstupů se pak provádí jednotlivě učení na danou vý-
slednou hodnotu pomocí metody backPropagation. Provádí se pouze jedna iterace. Tím je
zaručeno, že se hodnocení tahu, který není špatný, při učení po výhře opět zvedne. Pokud
bychom učili iterativně na určitou přesnost, vždy bychom zničili naučené varianty.
Poslední věcí, kterou je potřeba provést, je uložení sítě. Síť se ukládá v případě, že
proběhlo učení nebo že soubor se zadaným názvem neexistuje. Protože je ukládání velkých
sítí (> 1 000 neuronů) poněkud zdlouhavé, je nutné v grafickém uživatelském rozhraní
zobrazit dialog, který oznamuje skutečnost o ukládání a nedovolí jinou manipulaci s aplikací




Simulační nástroj teorie her
Hráč založený na teorii her pracuje na principu hledání nejlepšího řešení v herním stromě.
Vzhledem k povaze hry je možné realizovat dvě různá řešení na stejném teoretickém základě.
Vzniká tak varianta klasická a varianta 1 vs. 1.
7.1 Datové struktury
Základní datovou strukturou pro analýzu sekvenční hry dynamickým přístupem s cílem
hledání výsledků je herní strom implementovaný třídou TreeGame. Tato třída nejenže re-
prezentuje prvek stromu, ale také umožňuje některé základní, z vnější strany hůře realizo-
vatelné operace pro manipulaci se stromem. Každý prvek stromu respektive instance třídy
TreeGame obsahuje topologické vlastnosti a také je nositelem výpočetních informací pro
zpracování.
Topologickou informací je odkaz na rodiče daného prvku, přičemž pro kořenový prvek
je to null, dále hloubka ve stromu a seznam potomků daného prvku. Hodnoty užitečné pro
výpočty jsou tah Move, hráč Player a pole s názvem playersUtility obsahující čtyři čísla
ohodnocující daný tah. K tomuto poli se pro jednodušší a rychlejší práci přistupuje přímo,
je realizováno jako veřejná proměnná.
Pro práci jsou implementovány metody addChild a remove. Metoda addChild přidá
tomuto prvku nového potomka, kterého předtím sama vytvoří na základě předání instance
hráče a tahu. Metoda remove odebírá aktuální prvek ze stromové struktury a zároveň
ruší odkazy na jeho potomky a hodnoty v něm uložené. Jinými slovy, prvek již není dále
použitelný ani ke čtení hodnot.
7.2 Systém výpočtů
Základem dynamické analýzy je zkoumání ohodnocení stromu hry. Ten zachycuje jednotlivé
tahy a reakce na ně. Vstupem při generování stromu je vždy tah a hráč, který tento tah
provádí. Hráč by nemusel být uvedený, ovšem pro realizaci varianty 1 vs. 1 je toto bez-
podmínečně nutné. Hodnoty užitku s názvem playersUtility jsou doplňovány do stromu
zpětně po dosažení listových uzlů.
Celý algoritmus pracuje na principu procházení stromu do hloubky. Každý uzel stromu
odpovídá provedení tahu, který je uložen v uzlu, hráčem uloženým v jeho rodiči. Tím vzniká
nové rozložení na herní desce. Listy stromu jsou definovány jako prvky, ze kterých není již
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možné generovat další tahy, což znamená že hra skončila nebo bylo dosaženo nastaveného
omezení hloubky pro prohledávání stavového stromu.
Každý vygenerovaný prvek je nutno zpracovat. Prvek, jenž není listový, je prohlášen za
dočasný, pracovní, kořen a jsou mu vygenerováni potomci. Prvek, který je listový, je ohod-
nocen dle příslušného stavu herní desky. Má-li nelistový prvek vygenerovány a zpracovány
všechny potomky, je vypočtena jeho hodnota playersUtility jako výsledek volání metody
getUtilityBR.
Pro zlepšení paměťové náročnosti jsou vypočítané uzly odstraňovány, jakmile jsou data
v nich obsažená zpracována jejich rodičem. Strom není nutné uchovávat vzhledem k malé
hloubce průběžných výpočtů. V případě následného využití v dalším tahu by byla zpraco-
vána jen nepatrná část vygenerovaného stromu.
Celý tento algoritmus je klasickým algoritmem pro implementaci pomocí rekurze, která
byla původně realizována a při provádění optimalizací převedena na řešení se zásobníkem.
Tento systém má zásobník, ve kterém jsou uloženy prvky ke zpracování. Z vrcholu zásobníku
se načítá vždy aktuální prvek. Nelistové prvky, které ještě nemají vygenerované podstromy,
nejsou ze zásobníku odstraněny a proběhne generování potomků, kteří jsou také přidávány
na zásobník. Dojde-li opětovně na zásobníku na nelistový prvek, který tentokrát již má
vygenerované potomky, vypočítá a uloží se v něm hodnota playersUtility.
Po realizaci této optimalizace čekalo zajímavé překvapení. Ač se tvrdí, že rekurze je
pomalá, rozdíly v rychlosti byly nepatrné. Optimalizace však přispěla částečně ke snížení
zátěže paměti.
Metoda getUtilityBR vrací pro daný nelistový prvek stromu vyčíslenou hodnotu best
response. V metodě se postupně procházejí všichni potomci prvku a hledá se takový prvek,
který bude mít pro hráče definovaného ve vstupním prvku největší užitek. Tento výsledek je
pak vrácen. V případě, že je nalezeno více stejně ohodnocených prvků, je hráč mezi těmito
variantami indiferentní s rovnoměrným rozložením pravděpodobnosti. Proto je z hodnot
ostatních hráčů vytvořen aritmetický průměr mezi těmito variantami.
7.3 Zpracování výsledků a provedení tahu
Třída GTSolver zajišťuje kompletní vyhodnocení tahu. To znamená prohledání stavového
prostoru a vyhodnocení jeho výsledků. Pokyn k výpočtům a následné získání vygenero-
vaného tahu je možné získat voláním metody solve s parametrem hloubky prohledávání
stavového prostoru a hráčem, který je na tahu a pro kterého je tah určen.
Je vytvořen kořenový prvek, jeho rodič je null, jeho tah je rovněž null, má však na-
staveného hráče. Ten je vložen do zásobníku, který je pak předán při spuštění generování
herního stromu. Po ukončení prohledávání zůstane pouze kořenový prvek stromu a jeho
potomci. Zbytek stromu je při generování průběžně odstraňován, jak je popsáno výše.
Výběr výsledného tahu je řešen vzhledem k možnosti více nejlépe ohodnocených tahů
pomocí seznamu uchovávajícího tyto tahy. V seznamu jsou tahy se stejným ohodnocením
jako má nejlépe ohodnocený tah. Tento seznam se vytváří z neodstraněných potomků koře-
nového uzlu stromu. Ty obsahují jednak tahy a také jejich ohodnocení. Ze seznamu tahů je
pak výsledný tah vybrán náhodně, respektive se zde uvažuje smíšená strategie s rovnoměr-
ným rozložením.
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7.4 Varianta 1 vs. 1
Hráč, jak je popsaný výše, prohledává a vytváří stavový prostor hry pro všechny hráče. Jak
již bylo také zmíněno v části 4.4, je možné realizovat variantu hráče, který řeší hru pouze
pro jednotlivé dvojice, respektive hráče a vždy jednotlivé protihráče v duelu. Proto jsou
obě třídy realizující tuto mutaci doplněny v názvu postfixem Dual.
Výpočet stromu probíhá stejným způsobem jako u klasické verze, ale dochází zde k po-
sunům kol s krokem jiným než jedna a to tak, aby se střídali právě dva hráči v duelu. Jsou
vždy zpracovány tři stromy, pro každý duel jeden. Vzhledem k tomu, že všechny stromy
měly první vrstvu generovanou stejným způsobem, jsou shodné i jednotlivé tahy v uzlech.
Pro sloučení výsledků k následnému hledání stačí sečíst pouze bodové ohodnocení potomků
kořenových prvků. Hodnoty se sčítají do prvního generovaného stromu, ze kterého následuje
výběr tahu. Ten je pak realizován stejným způsobem jako pro klasickou variantu teorie her.
7.5 Profiler a optimalizace
Zpracování teorie her je časově velice náročnou operací a špatná odezva při hře je nepří-
jemná. Několikaminutové čekání může hráče od hry úplně odradit. Doba zpracovávání je
závislá na nastavené hloubce prohledávání stromu. Takováto situace přímo vybízí k analýze
časové náročnosti a k počtu volání u jednotlivých částí programu. Nástroj sloužící k této
analýze se nazývá profiler [14]. Jedním z řady profilerů pro jazyk Java je JIP - The Java
Interactive Profiler [15] šířený pod licencí BSD. Při spouštění programu s profilováním je
nutné virtuálnímu stroji Javy předat následující parametry:
 -javaagent:/cesta k/profile/profile.jar
 -Dprofile.properties=/cesta k/profile/profile.properties
Výstupem profileru je pak textový soubor obsahující získaná statistická data zahrnující
rozložení času ve volaných metodách jednotlivých tříd rozdělené do jednotlivých vláken.
Dále pak obsahuje seznam volaných metod seřazených podle času.
Analýza profilováním ukázala, že nejvíce časově náročnou metodou je metoda pro ge-
nerování tahu, z čehož vyplývá nutnost optimalizace jejího běhu. V původní verzi pracoval
generátor tahů prostým zkoušením všech kamenů na veškerých pozicích hrací desky. Ka-
meny, které prošly testem jsou zařazeny do výstupního seznamu.
Nové řešení přineslo optimalizaci omezením množství testovaných pozic. Každý hráč
byl doplněn seznamem obsahujícím pravděpodobné pozice, které jsou při každém provedení
tahu doplněny a vyčištěny. Vyčištění znamená, že jsou odstraněna místa, která neleží na
hrací desce (kámen byl položen na kraj desky a generoval tím pozice mimo desku) a místa,
která jsou již obsazena kameny jiných hráčů. Vzhledem k exponenciální závislosti mezi
počtem míst a zbývajícím množstvím kamenů, která má tvar mistakameny, je snížení zá-
kladu z hodnoty 400 na přibližně desetinou hodnotu výrazným zrychlením. Další z metod,
která byla silně optimalizována na doporučení profileru byla metoda testPiecePut. Zde
však nedošlo ke složitější restrukturalizaci, pouze k optimalizaci procházení cyklů a dalšího
průběhu.
Mezi hlavní možnosti zrychlení výpočtů patří v dnešní době paralelizace a to v ideálním
případě většího množství procesorů v pracovní stanici nebo při možnosti využití většího
množství výpočetního výkonu formou distribuovaného výpočtu. Dynamický přístup řešení
sekvenční hry je pro paralelizaci ideální díky své nezávislosti jednotlivých podstromů. Také
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herní desku je možné jednoduše klonovat. Problém však nastává u hráčů, přesněji v jejich
seznamech nepoložených kamenů. Kameny v těchto seznamech jsou navzájem provázány
a při položení jednoho kamene se odebírají i jeho závislosti. Klonování těchto seznamů je
poměrně složitý problém a vzhledem k předpokladu, že bude aplikace používána na strojích





V roce 1995 byla představena firmou Sun Microsystems první verze nového objektového
jazyka Java [20]. V současné době existuje větší množství implementací a to jak open source
(například OpenJDK), tak komerčních (implementace například firmou IBM). Původní
a referenční implementaci, která je již také open source, má pod záštitou firma Oracle,
která Sun Microsystems pohltila.
Tento jazyk patří mezi hojně používané programovací jazyky, a to především díky mož-
nostem své přenositelnosti. Java je vydávána pro mnoho druhů zařízení, přičemž její prin-
cipy jsou zachovány, liší se pouze dostupností některých rozhraní a knihoven. Pro běžné
programátory je ovšem hlavní výhodou možnost spuštění jedné již přeložené aplikace na
všech používaných desktopových platformách. Aplikace vypadá stejně ať běží na počítači
Apple s Mac OS X či PC s operačním systémem Microsoft Windows nebo Linuxem v libo-
volné distribuci.
Java je distribuována v několika variantách. Nejjednodušší je Java Card upravená k běhu
na čipových kartách a zařízeních s velmi malou kapacitou paměti. Pro mobilní zařízení,
televizory a podobná vestavná zařízení je vyvinuta Java ME, pro desktopové prostředí
a webové applety je učena Java SE. Mutací je Java FX, která je určena jak pro mobilní
telefon, web, televizi nebo pro desktop. Využívá programátorského přístupu založeného
primárně na tvorbě uživatelského rozhraní. Nejrobustnější variantou je Java EE vyvinutá
pro enterprise řešení zahrnující webové systémy a podobně.
Java je jazyk objektový a interpretovaný, ovšem oproti běžným interpretovaným jazy-
kům zde však vzniká mezikód (bytecode), který je pak interpretován virtuálním strojem na
libovolném zařízení. Je-li nějaká část kódu často používaná, interpret provádí průběžnou
optimalizaci a bytecode překládá do nativního strojového kódu. Java neumožňuje některé
programátorské konstrukce náchylné k tvorbě chyb (např. přímý přístup do paměti, pří-
kaz goto nebo používání ukazatelů), čímž přispívá k tvorbě spolehlivého a dobře čitelného
zdrojového kódu.
Rušení objektů a dealokaci paměti v Javě nemá na starosti programátor, ale zajišťuje
je virtuální stroj. Programátor objekt vytvoří a přestane-li ho používat, zruší-li reference
na něj, dává tím signál k jeho odstranění. Velkou výhodou toho přístupu je výrazně menší
náchylnost k zapomenutí alokované paměti nebo naopak dealokace místa, které ještě má
být použito. Správu paměti zajišťuje takzvaný garbage collector, který vyhledává právě ta-
kovéto nepoužívané objekty paměti a odstraňuje je, čímž uvolňuje paměť pro další použití.
Rozšířením víceprocesorových strojů vzniká velice zajímavé řešení a to v situaci, kdy v ně-
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kolika vláknech běží vlastní aplikace a v dalším vlákně paralelně garbage collector, který
průběžně paměť čistí. Spory o rychlosti respektive o pomalosti Javy jsou velmi subjektivní
a ve většině případů závisí výrazně na konkrétní aplikaci.
8.2 Swing
Java SE je primárně určená pro vývoj desktopových aplikací. Jako jazyk zaměřený také na
uživatelské rozhraní obsahuje dvě abstraktní API1 pro jeho tvorbu, AWT a Swing. Nutnost
existence takového rozhraní určuje multiplatformní použití tohoto jazyka. Není možné se
zde vázat na konkrétní API daného operačního systému.
Prostředí AWT (Abstract Windows Toolkit) je v Javě obsaženo ve všech vydaných
verzích již od počátku jejího vzniku. AWT řeší abstrakci rozhraní systému. Veškeré zobra-
zované prvky volané tímto rozhraním jsou vytvářeny a obsluhovány operačním systémem.
Pozitivní vlastností je minimální zátěž systému, ovšem při přenášení programu mezi plat-
formami dochází ke komplikacím. Všechny systémy nemusí zobrazovat uživatelská rozhraní
stejně, mohou se lišit velikosti prvků i jejich chování. Bylo nutné aplikace ladit na dostup-
ných operačních systémech a hlavní výhoda Javy se tak stírala.
Náhradou prostředí AWT je prostředí Swing implementované od verze JDK 1.2. Hlavní
novinkou Swingu je tvorba grafických prvků rozhraní přímo v Javě. Nejsou volány žádné
prostředky z operačního systému, vše, co je možné vytvořit, se vytváří právě pomocí Javy.
Každý objekt je vykreslen jako grafický prvek generující a obsluhující určité události. Tím
jsou sjednoceny vlastnosti vzhledu a rozhraní pro všechny operační systémy. Pro vykres-
lování se používá třídy Graphics. Aby bylo možné realizovat vzhled odpovídající různým
systémům, byl pro Swing zaveden systém Look & Feel. Ten umožňuje změnu vzhledu do
předem definovaných konceptů a to i za běhu aplikace. Ve většině implementací pro určité
systémy se liší, existuje však univerzální množina dostupná na všech systémech. Tím se
zajistí, že pod operačním systémem Microsoft Windows bude aplikace vypadat podobně
jako nativní aplikace vytvářená přímo pro Windows, podobě je tomu i u Linuxových dis-
tribucí a dalších systémů. Je však také možné snadno zajistit, že vhled programu bude
stále stejný, nezávislý na systému. Swing má velké množství komponent a jejich modifikace
je snadná. Hierarchie je zobrazena na obrázku 8.1. Pro implementaci hry Blokus byl vy-
brán com.sun.java.swing.plaf.nimbus.NimbusLookAndFeel, který zachovává jednotný
vzhled na všech operačních systémech. Správu Look & Feel má na starosti třída UIManager.
Nastavení se provádí metodou setLookAndFeel s parametrem, kterým je textový řetězec
odpovídající kompletnímu názvu třídy.
Hlavními činnostmi rozhraní je výběr a nastavení jednotlivých hráčů, zobrazování herní
desky a nabídka herních kamenů doplněná o možnosti rotace a překlápění. Jednotlivé kom-
ponenty rozhraní budou rozebrány v následujících částech textu.
1API (anglicky Application Programming Interface) označuje v informatice rozhraní pro programování
aplikací. Tento termín používá softwarové inženýrství v programování. Jde o sbírku procedur, funkcí či
tříd nějaké knihovny (ale třeba i jiného programu nebo jádra operačního systému), které může využívat
programátor, který je využívá. API určuje, jakým způsobem se funkce knihovny mají volat ze zdrojového
kódu programu; rozhraní knihovny, které se využívá po přeložení programu do binární podoby a během jeho
běhu, se nazývá ABI.[11]
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Obrázek 8.1: Hierarchie swing komponent [2]
8.3 Hlavní okno
Hlavní okno celé aplikace MainFrame je složeno ze dvou oddělených částí. V horní části je
prostor pro zobrazení hrací desky, ve spodní části je pak panel pro výběr a práci s hracími
kameny. Obě třídy realizující tato zobrazení jsou potomky třídy JPanel. Vzhledem k tomu,
že k oknu přistupuje mnoho objektů celé aplikace a má v čase běhu aplikace pouze jedinou
instanci, je vytvořena jako singleton. Tento návrhový vzor umožňuje přistupovat k instanci
třídy pouze pomocí statické metody getInstance, vracející právě jednu existující instanci.
Není-li instance vytvořena, pak ji vytvoří. Aplikace jak při ukončování z menu, tak při
zavírání aplikace křížkem, vyvolá dialog potvrzující konec.
8.3.1 Hrací deska
Zobrazení hrací desky je tvořeno rozšířením komponenty JPanel. Nově vzniklá třída se na-
zývá DeskUI. Je v ní předefinována metoda paint, ve které se vykresluje obsah prvku hrací
desky. Třída také zajišťuje, v případě pokládání kamene, zobrazování jeho posunu po herní
desce. Požadavek na zobrazování pohyblivého kamene se provede jeho nastavením metodou
setPiece. Je-li předaný objekt null nebo je volána metoda clearPiece, je vykreslování
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Obrázek 8.2: Hlavní okno aplikace
pohyblivého kamene zrušeno. Snímání pohybu myši, která je v době zobrazování kamene
nad hrací deskou skryta, je provedeno pomocí MouseMotionListener a implementací me-
tody mouseMoved.
Na instanci DeskUI použité ve třídě MainFrame je aplikován další listener, tentokrát
MouseListener. Ten řeší v implementaci mouseClicked pokládání kamenů. Reakce na
kliknutí je oddělena od pohybů po desce, a to je zapříčiněno rozdílnou viditelností ob-
jektů v systému. Vlastní třída DeskUI nemá všechny potřebné informace pro provedení
tahu a slouží pouze pro zobrazování. Na rozdíl od ní MainFrame již řeší herní mechanismy.
Vykreslování v metodě paint probíhá následujícím způsobem. Jako základ je vykres-
lena mřížka hrací desky a jsou vypočítány rozměry jednotlivých dílků. Následuje vykres-
lení kamenů na desku. To se provádí cyklickým průchodem přes celou datovou strukturu
hrací desky. Vykreslení příslušného dílku desky má na starosti veřejná statická metoda
paintBrick ze třídy PieceUI zajišťující zobrazování samostatných dílků pro celou apli-
kaci. Funkci metody paintBrick je popsána v následující části.
Dále je zobrazena výchozí pozice hráčů vyplněnými kruhy o průměru 1/4 zobrazovaného
čtverečku desky. Pozice jsou vykreslovány stejnou barvou jako kameny, proto nevadí, že
dochází k jejich překrytí. Poslední operací je zobrazení pohyblivého kamene, je-li nastaven.
Zobrazení probíhá stejným způsobem jako pro ostatní kameny, metodou paintBrick, pouze
má nastavenu částečnou průhlednost a pozice je doplněna o aktuální přepočtenou pozici
myši.
Instanci grafického zobrazení je možné využít v libovolné velikosti a zobrazovat libovolně
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Obrázek 8.3: Zobrazení hrací desky
rozměrnou desku. Veškeré rozměry jednotlivých políček a mřížky jsou vypočteny z velikosti
zobrazení instance a grafické prezentace desky.
8.3.2 Výběr kamenů hráče
Třída BrickPanel zajišťující výběr kamenů hráčem je složena ze dvou částí. V levé části
je umístěn JPanel, do které jsou vkládány následně instance třídy PieceUI zobrazující
jednotlivé kameny. Na instancích je nastaven MouseListener s implementovanou metodou
mouseClicked, ve které se provádí vlastní výběr tohoto kamene.
Druhá část se skládá z instance PieceUI, tlačítek pro manipulaci s kamenem a textovým
popiskem
"
Čekáme na:“ a barevným kroužkem udávajícím barvu hráče, který je nyní na
tahu. Tlačítka realizují operace otáčení a překlápění u vybraného kamene.
Obrázek 8.4: Výběr kamene hráčem
Třída PieceUI zajišťuje zobrazování jednotlivých kamenů, řeší zobrazení jednotlivých
dílků kamene a také obsahuje informace o barvách přiřazených jednotlivým hráčům. Barvy
jsou od hráčů odděleny, a to primárně z důvodu zvýšení rychlosti operací. Do datové re-
prezentace hrací desky se ukládají pouze číselné hodnoty označující hráče. Metoda paint
této třídy vykresluje nastavený kámen do středu zobrazovacího pole. Není-li nastaven žádný
kámen k zobrazení, je vykreslen obrázek s otazníkem.
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Pro sjednocené vykreslování herních kamenů v celé aplikaci je implementována statická
metoda paintBrick. Ta pracuje přímo s předaným grafickým kontextem třídy Graphics,
do kterého vykreslí právě jedno vyplněné políčko herního kamene. Společně s instancí třídy
Graphics jsou předány hodnoty souřadnic a to tím způsobem, že je známá velikost políčka,
jeho pozice vzhledem k síti a případné celkové posunutí. Toto posunutí se používá ve třídě
PieceUI pro vystředění celkového obrazu hracího kamene.
Zobrazované dílky kamenů, pomocí jednotné metody, jsou doplněny o trojrozměrný vi-
zuální efekt. Levá a horní hrana mají zesvětlený okraj bílými částečně transparentními
linkami. Pravá a spodní hrana mají naopak okraje ztmaveny dvěma černými částečně
transparentními linkami. Na obou stranách se jedná o dvě linky. V případě, že je čtve-
reček v daném rozměru menší než definovaná konstanta sizeLimit, nastavená na hodnotu
10, je vykreslena pouze vnější linka místo dvojice linek.
Obrázek 8.5: Detail vykreslovaného čtverečku s 3D efektem
8.4 Dialogová okna
Výsledná aplikace se neskládá pouze z hlavního okna doplněného nabídkou. Velkou část
činnosti aplikace zajišťují, podobně jako u většiny aplikací, právě dialogová okna. Pro zob-
razování klasických dialogů typu otázek Ano, Ne je použita metoda showOptionDialog ze
třídy JOptionPane. Ostatní dialogová okna jsou tvořena jako potomci třídy JDialog. Jde
primárně o dialog pro nastavení hráčů a zobrazení výsledků. Všechny dialogy v celé aplikaci
jsou modální. To znamená, že nedovolují pokračování běhu programu ani zaměření jiného
okna aplikace pokud jsou viditelné.
Protože rozhraní celé aplikace je v českém jazyce, bylo nutné počeštit také dialog pro vý-
běr souborů JFileChooser. Při hledání vhodného řešení na internetu byla nalezena možnost
použití metody put ze třídy UIManager, která má dva řetězcové parametry. První para-
metr udává klíčovou frázi například FileChooser.lookInLabelText. Druhým parametrem je
pak zobrazovaný text, pro tento případ je Hledat. V principu zde dochází k plnění hešovací
tabulky novými názvy. Zároveň při řešení problému byl nalezen také kompletní překlad
právě daného dialogu. Autorem tohoto překladu je batsup@gmail.com. Celý jeho překlad
včetně zdrojové adresy je uložen a implementován ve třídě Localization.
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8.4.1 Výběr hráčů
Dialogové okno PlayersSetingDialog pro výběr a nastavení hráčů je rozděleno do čtyř
částí a je doplněno nabídkou a dvěma tlačítky. Nabídka umožňuje ukládání nastavení a jeho
zpětné načítání ze souboru, stejně tak uložení hodnot jako výchozích. Veškeré práce s kon-
figuračními XML soubory jsou zajištěny třídou XMLSetting.
Obrázek 8.6: Dialog pro nastavení hráčů
Jednotlivé bloky sdružující nastavení parametrů konkrétního hráče jsou implementovány
třídou PlayerPanel, který je potomkem JPanel. Zde se řeší jednak výběr jednotlivých
typů hráčů a také nastavení jejich konkrétních parametrů. Zároveň umožňuje metodou
getPlayer získat vytvořenou instanci příslušného hráče s již aplikovaným nastavením. Pro
případy, kdy hra pokračuje se stejným nastavením nebo se nastavení načítá ze souboru,
má třída v konstruktoru parametr, kterým je instance hráče a ten je následně zobrazen.
Předává se také nadřazený dialog, do kterého jsou PlayerPanely vloženy, aby bylo možné
při rozbalování jednotlivých detailů nastavení měnit jeho velikost voláním metody pack.
V tomto PlayerPanel jsou rozlišeny z pohledu nastavení tři skupiny hráčů. Hráči bez
nastavení (člověk, náhoda), hráč založený na neuronové síti a hráči založení na teorii her
(obě varianty).
Všechny varianty obsahují barevné kolečko označující hráče a text s jeho číslem (Hráč
č. 1), dále pak roletovou nabídku s volbou typu hráče a přepínač, který ve variantách hráče
neuronové sítě nebo teorie her zobrazuje doplňující nastavení. Pro případy lidského či ná-
hodného hráče je přepínač neaktivní. Aktivaci, deaktivaci a skrývání rozšiřujících možností
při změně typu zajišťuje metoda disablingJToggleButtonExpand volaná vždy při změně
typu hráče.
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Obrázek 8.7: Část dialogu pro nastavení hráče pracující s teorií her
Rozšířené nastavení je vloženo v panelech, a tím je rozděleno pro jednotlivé druhy
hráčů. Vkládaný JPanel obsahující prvky pro nastavování teorie her je možné získat pomocí
metody getJPanelExtendGT. Grafická i programová část určená pro klasickou variantu je
stejná jako pro variantu hráče 1 vs. 1, pouze se vytvoří jiný druh objektu, dle vybraného
typu. Hodnoty pro nastavení jsou shodné. Jak je vidět na obrázku 8.7, panel zahrnuje
roletovou nabídku obsahující pět přednastavených úrovní složitosti, od snadné a rychlé až
po extrémní, u které je časová náročnost doslova k nedočkání. Je zde také volba vlastního
nastavení. Při změně se v nabídce automaticky aktualizují zobrazené hodnoty v tabulce pod
nabídkou. Tabulka uvádí, v jakém rozsahu tahů je nastavena hloubka prohledávání stromu.
Obrázek 8.8: Dialog rozdělení intervalu
V případě změny z přednastavených hodnot v tabulce dochází automaticky k volbě
vlastního nastavení. Je zde povolena pouze přímá editace posledního sloupce udávající
hloubku prohledávání. S rozsahy se pracuje pomocí níže položených tlačítek Rozděl interval
a Sloučit. Obě tlačítka jsou neaktivní, pokud není vybrán žádný z řádků v tabulce.
V případě výběru jednoho řádku se stává aktivním tlačítko Rozděl interval, které při
stisknutí vyvolá dialog GTPartingDialog pro rozdělení intervalu viz. obr. 8.8. Dialog je mo-
dální a jeho zobrazení je řešeno voláním metody getParttion, která zároveň vrací nastavené
rozdělení. V parametrech se předává rozsah hodnot, který je možný vybrat. To znamená,
že hodnoty získané z tabulky je třeba o 1 snížit respektive zvýšit. Pro rychlé nastavení je
v dialogu JSlider a pro přesnější nastavení hodnoty u velkých rozsahů je JSpinner. Obě
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komponenty mají nastavenou událost při změně řešící omezení hodnot a vzájemné prová-
zání. Po kliknutí na tlačítko OK dojde k vytvoření nového řádku tabulky s nastavením
rozsahů. Hodnota třetího sloupce - hloubka prohledávání, je nastavena na stejnou hodnotu
jako dělený interval. Je zde ošetřena situace, kdyby se uživatel pokoušel rozdělit interval
délky jedna. V tomto případě zůstává tlačítko dělení neaktivní.
Tlačítko Sloučit je aktivováno až v případě výběru dvou a více řádků tabulky. Sloučení
probíhá odstraněním všech řádků výběru mimo prvního, kterému je nastavena horní mez
na hodnotu horní meze v posledním odebíraném řádku. Hloubka zůstává stejná, jaká byla
v prvním řádku výběru.
Obrázek 8.9: Část dialogu pro nastavení hráče pracující s neuronovou sítí
Vkládaný JPanel obsahující prvky pro nastavování neuronových sítí je možné získat
pomocí metody getJPanelExtendNeural. Hlavním prvkem této části je roletová nabídka
výběru neuronové sítě. Zaškrtávací pole učení pod roletovým výběrem aktivuje následné
dva posuvníky pro nastavení koeficientů učení. Posuvníky jsou logaritmické, aby bylo možné
zadávat pohodlně i malé hodnoty koeficientů.
Výběr vlastní neuronové sítě je poněkud komplikovanější. Při tvorbě instance třídy pa-
nelu je prohledána složka, ze které se aplikace spouští. Názvy nalezených souborů s koncov-
kou .net jsou zobrazeny v roletové nabídce bez cesty a koncovky. Názvy jsou zobrazeny díky
změně renderovací metody za vlastní, která převádí objekt třídy File na název souboru
bez cesty a koncovky. Při výběru poslední položky Další. . . se otevře dialogové okno pro
výběr souboru. Tím je možné otevřít soubor z jiného umístění či vytvořit nový prostým za-
dáním názvu. Dialog kontroluje koncovku .net, není-li u nově vytvářeného souboru uvedena
je automaticky doplněna. Zvolení nového respektive jiného souboru je indikováno vybra-
nou položkou s textem Nový: respektive Soubor: následovaným názvem souboru. Položka
je pouze textový řetězec, nikoliv objekt třídy File. Vzhledem k faktu, že je možné takto
otvírat pouze jeden soubor, je jeho instance uložena v proměnné neuralSelectedFile.
Při vytváření nové sítě je nutné definovat rozložení neuronů uvnitř sítě. Velikost vstupní
a výstupní vrstvy je předem definovaná a to jako 400 vstupních prvků a 1 výstupní neuron.
Je na uživateli, aby zvolil počet skrytých vrstev a počty jednotlivých neuronů v nich. K tomu
je určen dialog NewNeuralSetter. Je zde jeden prvek JSpinner volící počet skrytých vrstev.
Vždy se uchovává jeho poslední hodnota, aby bylo možné zjistit, zda se mají vrstvy přidat či
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odebrat. Také je omezeno minimum na jednu skrytou vrstvu a při pokusu změnit hodnotu
na menší je automaticky nastavena na 1.
Obrázek 8.10: Dialog nastavení velikosti nové neuronové sítě
Jednotlivé vrstvy jsou tvořeny privátní třídou LayerPanel, které se předávají veškerá
data tj. popisný text, přednastavený počet neuronů ve vrstvě a také to, zda je JSpinner ak-
tivní. Instance LayerPanel jsou vkládány do panelu získaného metodou getJPanelNeural,
který je vložený do JScrollPane a tím umožňuje vložení libovolného množství vrstev. Aby
se jednotlivé vrstvy vkládaly pod sebe, byl na jPanelNeural nastaven definovaný layout
GridLayout(0, 1). Při stisku tlačítka Hotovo je dialog uzavřen. Díky modalitě okna je až
po té možné metodou getNeuralNet získat nově vygenerovanou neuronovou síť odpovída-
jící grafickému nastavení.
8.4.2 Zobrazení výsledků
Po ukončení hry je nutné zobrazit výherce a také v optimálním případě bodové ohodnocení
hráčů. Zobrazení těchto informací zajišťuje dialog implementovaný třídou ResultsDialog.
Při hře čtyř náhodných hráčů, kteří dosáhli výsledků -34, -19, -34 a -28 bodů je vyhodnocen
jako výherce hráč číslo 2 s nejvyšším počtem bodů a jsou zobrazeny bodové výsledky ve
formě sloupcového grafu, jak je vidět na obrázku 8.11. Výsledné sloupce jsou zobrazeny
směrem dolů, protože se jedná o záporné body, které hráči získali za nepoložené kameny.
Pokud některý hráč získá kladné body, tím že položí všechny své kameny, je jeho sloupec
zobrazen směrem vzhůru.
Hlavní činnost probíhá v metodě setResults, které je předáno pole obsahující všechny
čtyři hráče. Každý hráč si uchovává informaci o svém bodovém zisku, který je ovšem reali-
zován sčítáním bodů za jednotlivé položené kameny. Z toho vyplývá nutnost provést korekci
na bodový systém reálné deskové hry, kde se odečítají body za čtverečky na nepoložených
kamenech. Korekce je provedena odečtením hodnoty 89 od bodového zisku. Číslo 89 je
součtem všech čtverečků na všech kamenech jednoho hráče.
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Obrázek 8.11: Dialog zobrazující výsledky hry
Výherců hry může být i více, proto se realizuje hledání hráče s maximálním ziskem
pomocí seznamu, ve kterém jsou ukládáni hráči se stejným, v daný okamžik maximálním,
výsledkem. Najde-li se hráč s lepším výsledkem, je seznam vyčištěn a je tam vložen lepší
hráč. Následně dle velikosti seznamu je také upraven zobrazovaný text na Výherce č. nebo
Výherci č., pro případ seznamu o větší délce než jedna.
V poslední části metody setResults probíhá vykreslení jednotlivých sloupců grafu.
Všechny sloupce jsou reprezentované instancemi třídy JPanel s nastavenou barvou pozadí
na barvu příslušného hráče. Každý sloupec má v proměnné start definovaný svůj začátek
a v height výšku sloupce. Začátek vykreslování je nutné měnit z důvodu některých klad-
ných výsledků. Obdobná situace je u délky. Výsledná vypočtená výška je vždy násobena
koeficientem heightMultiply, který je nastaven na 2 pro zvýraznění rozdílů bodů. Po na-
stavení velikosti je do každého JPanelu vložen JLabel s číslem vyjadřujícím body daného
hráče.
V dialogu jsou obsažena dvě tlačítka. Tlačítko Zavřít pouze toto dialogové okno zavře,
jak již název napovídá. Druhé tlačítko Znovu také tento dialog zavře a ihned poté otevře
dialog pro nastavení a spuštění nové hry.
8.4.3 Nápověda
Menu hlavního okna v nabídce Nápověda obsahuje celkem tři položky. První dvě zobrazují
pravidla hry a souhrnné informace o jednotlivých typech počítačových hráčů v aplikaci.
Obě tyto položky využívají pro zobrazování informací třídu HelpWindow, která je výjimečně
potomkem třídy JFrame, tudíž okno nemůže být modální. V konstruktoru této třídy se jako
parametr předává zobrazovaný název okna a URL, ze které se má načíst obsah HTML
stránky pro zobrazení. Zobrazovacím prvkem je zde JEditorPane. Celé okno je doplněno
o tlačítko Zavřít pro pohodlné zavírání.
HTML soubory je uloženy ve stejném adresáři jako HelpWindow. Protože je aplikace
distribuována v komprimovaném formátu .jar, URL souboru s je nutné získat pomocí
metody ClassLoader.getSystemResource. Soubor s informacemi o hráčích se jmenuje
oponents.html a pravidla jsou v souboru rules.html. Nápověda respektive HTML sou-
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bory jsou tvořeny pouze definicí nadpisů a odstavců. Jsou doplněny jen o drobné formátovací
úpravy. Barvy zůstaly původní černobílé.
Poslední položkou jsou informace O aplikaci vytvářené třídou AboutDialog. Je zde uve-
dena verze, což u malých projektů respektive diplomových prací nebývá zvykem. Vzhledem
k situaci, bylo uvolněno mezi uživatele několik verzí pro testování. Vznikla tak nutnost
oddělit od sebe jednotlivé verze a to nejen z hlediska nové funkcionality a vzhledu, ale také
primárně z hlediska opravy chyb. Číslování začíná verzí 1.0 a nyní se aplikace nachází ve
verzi 1.3.







V této kapitole se nebudeme věnovat testování správnosti implementace, jejíž testování
probíhalo již v průběhu vývoje. Budeme sledovat schopnosti jednotlivých hráčů a srovnávat
jejich herní výsledky.
Pro automatizované testování pomocí skriptů je program uzpůsoben možnostmi zadat
parametry -nogui a -config, za nímž následuje název konfiguračního XML souboru, který
definuje nastavení jednotlivých hráčů. Parametr -nogui pak spustí program bez uživatel-
ského rozhraní. Výsledek hry je poté vypsán na standardní výstup ve formě získaných,
nikoliv ztracených bodů. Toto pro porovnávání hráčů stačí. V případě, že bychom chtěli
získat hodnoty používané ve hře, odečetli bychom 89 bodů.
Bodové ohodnocení je nutné ještě dále zpracovat a určit vítěze. K tomu účelu byl vy-
tvořen jednoduchý program tester v jazyce C standardu c99. Program je stavěn jako
jednoúčelový nástroj, a proto neobsahuje testování vstupních parametrů a předpokládá va-
lidní vstupní data. Spouští se pouze s jedním parametrem a tím je číselná hodnota. Toto
číslo označuje rozsah seskupení výsledků. Tohoto se využívá při analýze učení neuronových
sítí. Na standardním vstupu pak program očekává vstupní data ve formátu
Výsledek - číslo , číslo , číslo , číslo
pro každý řádek. Řetězec
"
Výsledek - “ může být libovolný text, program nezkoumá jeho
hodnotu.
Program prochází vstupní data, pro každý vstup vyhodnotí vítězného hráče a navýší
počítadlo jeho výher. V případě, že došlo k remíze, je všem hráčům na prvním místě zvýšeno
počítadlo. Je-li překročen počet zpracovaných hodnot na vstupu zadaných pro seskupení,
jsou vypsány hodnoty počítadel a ty jsou pak vynulovány. Skončí-li vstupní soubor dříve,
než bylo možno naplnit celou skupinu, data z poslední skupiny se nevypíší, protože jsou
nekompletní a zkreslovala by statistické výsledky.
Pro zobrazení výsledků testů je použit program Gnuplot [17], který umožňuje zpracovat
textová data. Mimo jiné i s nimi manipulovat a vytvářet grafy přímo do souborů. Obsahuje
velkou škálu možností pro zobrazování dat včetně prokládání bodů různými druhy křivek.
Jeho předností je konzolové rozhraní. To usnadňuje provádění opakovaných akcí.
U sloupcových grafů jsou, jako popisky, uvedeny názvy souborů, ze kterých byly grafy
vygenerovány. V názvu souboru je také zahrnuto o jaké hráče se jedná gt - teorie her, gtd
- teorie her 1 vs. 1, r - náhodný hráč. V grafech zachycujících učení nerunových sítí jsou
křivky popsány slovně. Číslo u hráče založeného na neuronové síti udává počet neuronů,
respektive rozložení do vrstev, kde x je oddělovač vrstev, nikoliv násobení.
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9.1 Charakteristika hry
Abychom mohli objektivně posuzovat výsledky testů, je třeba zjistit jaký vliv má pořadí
hráčů na jejich dosažené skóre. Tento test byl proveden s náhodnými hráči, kteří využívají
generované pseudonáhodné posloupnosti k výběru tahů z množiny aktuálně dostupných.






















Obrázek 9.1: Hra náhodných hráčů
Jak je vidět na grafu 9.1, rozložení získaných výher není shodné. Hráč který začíná, je
ve výhodě oproti ostatním.
Hráč 1 2 3 4
Výhry 362 274 255 202
Tabulka 9.1: Hra náhodných hráčů
V tabulce 9.1 jsou zapsány hodnoty z předchozího grafu. První hráč byl o více jak 30%
úspěšnější než hráč druhý a vyhrál o téměř 80% více her než hráč poslední. Tento fakt je




V této části budeme studovat vlastnosti hráče založeného na teorii her. V prvé řadě prove-
deme porovnání obou variant s náhodnými hráči. Poté porovnáme obě varianty teorie her
navzájem.
První test zahrnuje tři náhodné hráče na prvních, výhodnějších, pozicích. Poslední pozici
zaujímá v obou případech hráč založený na teorii her, obě varianty jsou nastaveny na
prohledávání do hloubky 1. U hráče 1 vs. 1 to znamená, že předpokládá reakci každého
protihráče na svůj tah, bez ohledu na tahy ostatních hráčů. Klasická varianta bere v potaz























Obrázek 9.2: Náhodní hráči s klasickou aplikací teorie her
Na grafech 9.2 a 9.3 je jednoznačně vidět, že i malé zamyšlení přináší proti náhodným
hráčům výraznou výhodu. V tomto případě jde o upřednostňování tahů získávajících více
bodů. Podíváme-li se na konkrétní vyčíslení, tak klasická varianta získala 817 vítězství
a hráč 1 vs. 1 jich získal 814. V obou případech je to více jak 80%. Hodnoty obou hráčů
se příliš neliší. Malá holoubka prohledávání stavového prostoru dává ještě malou šanci na
výhru náhodným hráčům.
Dalším testem je porovnání klasické teorie her s variantou 1 vs. 1. Z důvodu zvýhodnění
prvního hráče (jak vyplývá z prostředí hry) byly provedeny dvě sady testů. V prvním testu
byl na první, výhodnější pozici hráč s variantou 1 vs. 1, na druhé pak s variantou klasickou.
V druhém testu byli hráči prohozeni. V obou testech byly zbývající herní pozice doplněny
o náhodné hráče. Oba hráči měli také nastavenou konstantní hloubku prohledávání herního
stromu. Hráč 1 vs. 1 byl nastaven na hloubku 1, při které odhadl tah svého protihráče.
Odpovídající nastavení klasického provedení je hloubka 3 procházející tahy všech tří proti-
hráčů.
Jak je vidět z výsledného grafu 9.4 a tabulky 9.2 obě obě varianty jsou z hlediska řešení
























Obrázek 9.3: Náhodní hráči s teoretickým hráčem 1 vs. 1
Hráč 1 2 3 4
Hra 1 304 (gtd) 202 (gt) 10 4
Hra 2 308 (gt) 193 (gtd) 9 7






















Obrázek 9.4: Porovnání obou variant teorie her
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9.3 Neuronová síť
Nyní se podíváme na schopnost neuronové sítě učit se a zároveň porovnáme výsledky růz-
ných nastavení. Testy probíhaly na sítích o různých velikostech. Veškeré testy byly pro-
váděny na větším počtu spouštěných her. Jedná se o jeden nebo dva tisíce testovacích
(respektive učících) her. Všichni protihráči byli stejní, jednalo se o náhodné hráče nebo
o hráče založené na teorii her ve variantě 1 vs. 1. Na všech grafech (9.5 až 9.16) jsou hráči
založení na neuronových sítích zakresleni vždy červenou barvou a hrají ve hře jako první.
V grafech 9.11 až 9.16 jsou protihráči založeni na teorii her. Na ose x je vynesen počet
odehraných her, osa y pak zobrazuje úspěšnost v procentech.
Pro zjednodušení se v této části pod pojmem vrstva bude jednat o skrytou vrstvu.
Celkový počet neuronů je tak roven počtu neuronů ve skrytých vrstvách plus jeden neuron
ve vrstvě výstupní. Pro tvorbu grafů byla využita agregace po 50, 100 nebo 200 hrách

















t  [ %
]
počet her
Neuronový hráč - 1 N
Náhodný hráč na 2. pozici
Náhodný hráč na 3. pozici
Náhodný hráč na 4. pozici
Obrázek 9.5: Učení neuronové sítě o 1 neuronu
Na grafech 9.5 a 9.6 je, byť i přes velikou výchozí úspěšnost (přes 80%), vidět syndrom
přeučení. Podobně je tomu u druhé sítě. Obě sítě byly učeny s koeficienty  = 0:4 a  = 0:4,


















t  [ %
]
počet her
Neuronový hráč - 10 N
Náhodný hráč na 2. pozici
Náhodný hráč na 3. pozici
Náhodný hráč na 4. pozici

















t  [ %
]
počet her
Neuronový hráč - 100 N
Náhodný hráč na 2. pozici
Náhodný hráč na 3. pozici
Náhodný hráč na 4. pozici
Obrázek 9.7: Učení neuronové sítě o 100 neuronech
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Neuronová síť o 100 neuronech v 1 vrstvě byla učena s náhodnými hráči na 1000 hrách.
Konstanty učení sítě na grafu 9.7 byly nastaveny na  = 0:4 a  = 0:4, na grafu 9.8 pak na
hodnoty  = 0:03 a  = 0:2 a bylo provedeno 2000 her. Data pro tento graf byla agregována
po 200 vzorcích.
Zřetelně je zde vidět, jaký vliv mají koeficienty na schopnost se učit. Při nastavení
velkého  se síť nemůže ustálit a naučené hodnoty jsou stále přepisovány. Při pomalejším

















t  [ %
]
počet her
Neuronový hráč - 100 N
Náhodný hráč na 2. pozici
Náhodný hráč na 3. pozici
Náhodný hráč na 4. pozici
Obrázek 9.8: Pomalejší učení neuronové sítě o 100 neuronech
Přidáváním dalších vrstev do neuronové sítě se zlepšuje její konkurenceschopnost s ná-
hodnými hráči. Síť o dvou vrstvách se 100 neurony má v průměru shodné výsledky jako
náhodní hráči. Její průběh učení je na grafu 9.9, koeficienty učení byly nastaveny na hodnoty
 = 0:4 a  = 0:4.
Síť, jejíž průběh učení je na grafu 9.10, má čtyři vrstvy po 100 neuronech. Učena byla
pomaleji s konstantami  = 0:3 a  = 0:2. Je zde jasně vidět schopnost větších sítí se lépe
učit a dosahovat lepších výsledků, v tomto případě přesahují 90% úspěšnosti.
Shrneme-li zatím poznatky z testů, pak můžeme konstatovat, že čím má síť více vrstev,


















t  [ %
]
počet her
Neuronový hráč - 100x100 N
Náhodný hráč na 2. pozici
Náhodný hráč na 3. pozici
Náhodný hráč na 4. pozici

















t  [ %
]
počet her
Neuronový hráč - 100x100x100x100 N
Náhodný hráč na 2. pozici
Náhodný hráč na 3. pozici
Náhodný hráč na 4. pozici
Obrázek 9.10: Učení neuronové sítě o čtyřech vrstvách se 100 neurony v každé vrstvě
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Nyní se přesuneme od náhodných hráčů k hráčům založeným na teorii her. Na násle-
dujících grafech je zobrazen průběh učení nově vytvořených neuronových sítí, tentokrát
s využitím protihráčů založených na teorii her. Byla použita varianta 1 vs. 1 s nastavenou
hloubkou prohledávání 1. Oproti náhodnému hráči hráč založený na teorii her vykazuje vyš-
ší inteligenci a je proto větší konkurencí. Grafy jsou označeny shodně jako při předchozích
testech.
Sít o jednom neuronu (graf 9.11) byla učena s koeficienty  = 0:02 a  = 0:1. Úspěšnost
sítě dosáhla 15%. Na druhém grafu 9.12 je průběh učení sítě s 10 neurony a koneficienty

















t  [ %
]
počet her
Neuronový hráč - 1 neuronů
Hráč založený na teorii her na 2. pozici
Hráč založený na teorii her na 3. pozici
Hráč založený na teorii her na 4. pozici


















t  [ %
]
počet her
Neuronový hráč - 10 neuronů
Hráč založený na teorii her na 2. pozici
Hráč založený na teorii her na 3. pozici
Hráč založený na teorii her na 4. pozici

















t  [ %
]
počet her
Neuronový hráč - 100 neuronů
Hráč založený na teorii her na 2. pozici
Hráč založený na teorii her na 3. pozici
Hráč založený na teorii her na 4. pozici


















t  [ %
]
počet her
Neuronový hráč - 100x100 neuronů
Hráč založený na teorii her na 2. pozici
Hráč založený na teorii her na 3. pozici
Hráč založený na teorii her na 4. pozici

















t  [ %
]
počet her
Neuronový hráč - 100x100x100x100 neuronů
Hráč založený na teorii her na 2. pozici
Hráč založený na teorii her na 3. pozici
Hráč založený na teorii her na 4. pozici


















t  [ %
]
počet her
Neuronový hráč - 800x500x500x200 neuronů
Hráč založený na teorii her na 2. pozici
Hráč založený na teorii her na 3. pozici
Hráč založený na teorii her na 4. pozici
Obrázek 9.16: Učení neuronové sítě se čtyřmi vrstvami s 800, 500, 500 a 200 neurony
Graf 9.13 zobrazuje učení sítě o 100 neuronech. Výsledky se pohybují okolo 1 - 2%
výher, a jak je vidět, síť nemá ani příliš velký potenciál pro učení. Podobně, avšak o něco
málo lépe, je na tom síť se dvěma vrstvami po 100 neuronech, jejíž graf je na obrázku 9.14.
Ta dosáhla až 4% úspěšnosti. Obě sítě měli nastaveny koeficienty na hodnoty  = 0:02
a  = 0:1.
V grafu 9.15 je zobrazeno učení větší sítě o čtyřech vrstvách se 100 neurony v každé
vrstvě. Tato síť má již v konkurenci teorie her potenciál se učit. Dosahuje až 5% vyhraných
her. Koeficienty pro učení byly nastaveny na  = 0:3 a  = 0:2. Se stejnými koeficienty
byla také učena síť na grafu 9.16, která obsahuje celkem 2000 neuronů rozložených do čtyř




Celý projekt byl vyvíjen na platformě Intel R Core 2 T5600 na frekvenci 1,83 GHz s 2 GB
RAM a operačním systémem GNU/Linux konkrétně distribuce Arch Linux [19]. Ta vychází
z původní distribuce Slackware [21], jenž je doplněna primárně o balíčkovací systém. Vý-
sledná aplikace byla otestována také na operačním systému Windows XP nainstalovaném
na počítači s procesorem AMD Athlon 2000+ a 768 MB RAM.
Vlastní rozhraní a systém hry není nijak výpočetně náročný, avšak na procesor a pa-
měť jsou náročné primárně výpočty z oblasti teorie her a také algoritmy pro vyčíslování
neuronových sítí. Celý systém byl optimalizován pro urychlení výpočtu dalších tahů pro
tyto hráče. Operační paměť spotřebovaná teorií her dosahuje cca 200 MB v závislosti na
hloubce prohledávání stromu. U neuronových sítí je paměťová náročnost přímo úměrná
velikosti sítě.
Aplikace byla testována a vyvíjena v Javě verze 6 (build 1.6.0 20), která byla původně
vyvíjena firmou Sun Microsystems. Vzhledem k použití Look & feel Nimbus je výsledné
grafické uživatelské rozhraní příjemné a svým stylem podporuje pohodlné užívání herní
aplikace. Díky implementaci v jazyce Java, využití SWINGu a multiplatformního Look
& feel je aplikace spustitelná na většině operačních systémů a vypadá vždy identicky. Pro
běh je požadována implementace Javy od Sunu a to právě kvůli Look & feel Nimbus, bez
grafického rozhraní je možné hru spustit i pod OpenJDK.
Vlastní aplikace, včetně grafického rozhraní, je navržena pro hraní běžnými uživateli.
Ovládání aplikace je jednoduché a je doplněno nápovědou. Uživateli je umožněn výběr
jednotlivých hráčů včetně jejich podrobného nastavení. Pro jednoduchost nastavení jsou
v rámci teorie her některé varianty již přednastavené. Společně s programem jsou dis-
tribuovány některé naučené sítě. Pro doplnění je zde také hráč náhodný, který volí tahy
s využitím pseudonáhodného generování čísel. Nastavení pořadí hráčů i jejich typu je libo-
volné. Je možné, aby hráli čtyři lidé, nebo aby uživatel pouze sledoval hru všech umělých
hráčů.
Při implementaci hráčů založených na teorii her vznikly dvě varianty, které se liší v ge-
nerování stromu, respektive v přístupu k jednotlivým hráčům. Klasická varianta řešení
generuje tahy všech hráčů. Oproti tomu varianta označená v této práci jako 1 vs. 1 ge-
neruje v jednom stromě pouze tahy vlastní a jediného protihráče. Pro výpočet je nutné
vygenerovat a vyhodnotit celkem tři herní stromy. Složitost je však podstatně nižší. Jak
bylo prokázáno testy, jsou obě varianty vzhledem k systému hry rovnocenné.
Rychlost hráče využívajícího k výběru tahu neuronovou síť je určena pouze velikostí
sítě. Na základě testů provedených s náhodným hráčem jsou pro hraní této hry vhodné buď
malé sítě o 1 nebo 10 neuronech, nebo velké sítě obsahující stovky neuronů ve více vrstvách.
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Jednovrstvé větší sítě se hůře učí a nedosahují takových výsledků. Naopak u malých sítí
dochází rychle k přeučení. To je stav, ve kterém další učení snižuje schopnosti sítě.
Porovnání hráče založeného na neuronové síti s hráčem využívajícím teorii her 1 vs. 1
přineslo zajímavý výsledek. Varianta 1 vs. 1 byla zvolena vzhledem k ekvivalenci s klasickou
variantou. Původní předpoklad považoval neuronové sítě za konkurenci teorie her. Jistá
konkurence se ukázala zvláště u malých sítí, avšak nepřekročila 20% úspěšnost. Střední
a velké sítě dopadly výrazně hůře. U velkých sítí se projevila schopnost učit se a výsledek
se zlepšoval, přesto dosahoval stále nízkých hodnot. Celý systém učení je silně závislý na
zvolených koeficientech a počtu odehraných her pro učení.
Výsledek práce je připraven k distribuci mezi běžné uživatele. Je vytvořen výsledný
a spustitelný JAR soubor doplněný knihovnami, neuronovými sítěmi a výchozím konfigu-
račním souborem. Program byl již částečně distribuován s pozitivním ohlasem.
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CD obsahuje zdrojové kódy herní aplikace doplněné souborem README s pokyny ke kom-
pilaci a spuštění, zkompilovaný program určený pro distribuci. Dále jsou obsaženy zdrojové
kódy programu tester a výsledky provedených testů. Součástí CD je také tato zpráva ve
formátu PDF a zdrojové kódy pro systém LATEX.
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