The paper studies the structure of J-unitary representations of connected nilpotent groups on Pk-spaces,that is, the representations on a Hilbert space preserving a quadratic form "with a finite number of negative squares". Apart from some comparatively simple cases, such representations can be realized as double extensions of finite-dimensional representations by unitary ones. So their study is based on some special cohomological technique. We concentrate mostly on the problems of the decomposition of these representations and the classification of "nondecomposable" ones.
Introduction
Irreducible unitary representations of connected nilpotent groups were studied in works of Dixmier, Lenglends, Guichardet, Pukanski, Kirillov and other mathematicians. For Lie groups Kirillov [Kir] developed the famous method of orbits relating structure of irreducible representations with symplectic geometry. The study of general unitary representations is simplified by the fact that they uniquely decompose in direct integrals of the unitary ones.
The situation is more complicated for non-unitary representations. Though all irreducible finite-dimensional representations are still one-dimensional and correspond to characters of the group, but the general finite-dimensional representations do not decompose in the sums of irreducible ones. Thus it is natural to take non-decomposable (but not necessarily irreducible) representations as building blocks -by the Krull-Schmidt theorem, the decomposition of an arbitrary finite-dimensional representation in the sum of non-decomposable ones is unique up to isomorphism. Unfortunately the classification of nondecomposable finite-dimensional representations is a "wild" problem even for a simple commutative group G = R 2 . An intermediate, or mixed situation -the combination of finite-dimensional and unitary representations -naturally arises when one considers J-unitary representations on spaces with indefinite scalar products. Let H be a complex Hilbert space with an indefinite sesquilinear form [·, ·] and let [x, y] = (Jx, y) for all x, y ∈ H and some connecting operator J * = J ∈ B(H) with bounded inverse. The initial scalar product plays an auxiliary role and can be changed if necessary by an equivalent one in such a way that J is an involution: J 2 = 1 H . Such scalar products are called J-admissible; it is convenient to fix one of them and to use it in topological constructions. It should be noted that the symbol J plays two roles in the theory: it denotes a concrete connecting involution and indicates that some term is used in "indefinite" sense (e.g. a J-unitary operator -an operator preserving the form [·, ·] ).
If J is a connecting involution then (1 H − J)/2 is an orthoprojection on a subspace H − , so that Set k ± = dim(H ± ) and k = min(k ± ). The value of k is the same for all J-admissible scalar products; if k < ∞, H is called a Pontryagin space or Π k -space. We assume that A representation π of a topological group G on H is irreducible if it has no closed invariant subspaces, weakly continuous if (π(g)x, y) is continuous on G for x, y ∈ H. It is J-unitary if [π(g)x, π(g)y] = [x, y] for all x, y ∈ H and all g ∈ G,
i.e., Jπ(g) * J = π(g −1 ).
(1.1) Theorem 1.1. [N1] Let G be a connected, locally compact solvable group and let π be a weakly continuous J-unitary representations on Π k -space H. Then (i) π has a k-dimensional non-positive invariant subspace.
(ii) If π is non-singular then it is bounded, similar to a unitary representation and H = N [+]P, where N, P are invariant subspaces, N is negative, dim(N ) = k, and P is positive. The representations π| N and π| P are similar to unitary representations.
Later Sakai [Sa] extended this result to amenable groups. Unlike nonsingular representations, singular representations of solvable groups can be unbounded and, therefore, not similar to unitary representations. Thus the "decomposition" they admit is not the decomposition into irreducible components. Rather they "decompose" into non-Π-decomposable representations. This paper is a continuation of [KS1] that studied cohomology of nilpotent groups, normal cocycles and the extensions of representations generated by cocycles of these groups. In Section 2 we review some of its results.
In Section 3 we provide further information about geometry of Π k -spaces ( [AI] , [B] , [KS] ) which is different from geometry of Hilbert spaces and often counter-intuitive. We consider some general properties of J-unitary representations and show that singular representations can be constructed as double extensions ee(λ, U, ξ, γ), where λ is a representation on a finite-dimensional space, U is a non-singular representations and ξ and γ are some cohomological data. We also obtain some useful criteria of Π-decomposability of the representations ee(λ, U, ξ, γ).
In Section 4 the results of Section 3 are refined for the case of nilpotent groups. In Section 5 we partially describe the structure of finite-dimensional J-unitary representations of connected nilpotent groups G. First we consider important classes {π k,m } and {π χ,χ * } of these representations, where k, m ∈ N and χ are non-unitary characters on G. It is shown that each finitedimensional J-unitary representation of G decomposes in the J-orthogonal sum of the representations π k,m , π χ,χ * and one-dimensional unitary representations. Even for small k and m, the structure of π k,m -representations can be very complicated. Using some results of [KS1] about neutral cocycles of nilpotent groups, we get a description of representations π 1,m . It allows us in Corollary 5.4 to describe transparently these representations for the groups T n of all n × n real upper triangular matrices with identity on the main diagonal.
Although each π 1,m representation is non-Π-decomposable, it can be J-decomposable, i.e., it can decompose in the J-orthogonal sum of two representations. In Theorem 5.9 we give some necessary and sufficient conditions for them to be non-J-decomposable. Similar results are obtained for the representations π χ,χ * .
A singular representation π of a nilpotent group G is called primary if, for some maximal invariant neutral subspace L of π, π| L has only one eigen-character, i.e., a character χ of G such that π(g)x = χ(g)x for some 0 = x ∈ L and all g ∈ G. The representations π k,m and π χ,χ * are examples of primary representations.
In Section 6 we show that all non-Π-decomposable representations of commutative groups are primary. On the other hand, we prove that if characters of G are not separated in the dual space of G (e.g., G = T 3 is the Heisenberg group of all 3 × 3 real upper triangular matrices g = (g ij ) with g ii = 1), then G has a non-Π-decomposable representation which is not primary.
We say that a maximal neutral invariant subspace L splits a singular representation π on H if there is an invariant subspace
is the J-orthogonal complement of K. In Section 7 we show that L always either splits or approximately splits π, i.e., there are invariant subspaces
The subspaces H [⊥] m increase, the representations π|
are similar to unitary ones and the invariant subspace N = ∩ m H m (the "nucleus") is degenerate, finite-dimensional and contains L. Thus the representations π| Hn are "infinitely close" to π| N and the representations π|
give an "approximate decomposition" of π.
We are very grateful to the referee for many helpful suggestions.
Cohomology of groups with coefficients in bimodules.
We first recall some cohomological notions in a version convenient for our study. For Banach spaces L and H, let B(H, L) be the space of all bounded operators from H to L and B(H) = B (H, H) . Let λ and U be representations of a topological group G on L and H respectively. Let C n be the space of all continuous functions from G n to B (H, L) . Define the map d
2)
Let H 1 , H 2 be Hilbert spaces. For a map u: G → B(H 1 , H 2 ), define the map u : G → B(H 2 , H 1 ) by:
If u is a (π 1 , π 2 )-cocycle (coboundary), where π i are representations on H i , then u is a (π 2 , π 1 )-cocycle (coboundary); if H 1 = H 2 and u is a representation then u is also representation.
(2.5)
The map γ is determined up to a cocycle. Neutral cocycles were introduced by Ismagilov [Is3] and systematically studied in [KS1] . They and their generalizations play an important role in what follows.
Consider the following example. If L = C, λ(g) ≡ 1 and U (g) ≡ 1 H are trivial representations of G, then a (λ, U )-cocycle can be identified with a continuous map α: G → H, satisfying
) Let G be a connected locally compact group and let a continuous map α : G → H satisfy (2.6). Then there are n :
for some u 1 , ..., u n ∈ H, where ω : G → R n is the composition of the canonical homomorphism G → G/G 0 with θ, so that ω(g) = (x 1 , ..., x n ) ∈ R n .
The following result obtained in [KS1] is important for the rest of the paper.
Theorem 2.2. Let λ and U be representations of a nilpotent group G. If
If χ = χ * , i.e., |χ(g)| = 1 for g ∈ G, χ is called unitary. If dim L = n and G is nilpotent and connected then, by Lie-Kolchin Theorem, λ has upper triangular form in some basis in L with characters
on the diagonal (they may repeat). The set of these characters (each taken only once) is denoted by sign(λ). It coincides with the set of all eigenfunctionals so does not depend on the choice of a basis.
If sign(λ) consists of one character χ, we say that λ is monothetic, or a χ-representation.
Corollary 2.3. (Corollary 2.18 [KS1] .) Each finite-dimensional representation λ on L of a connected nilpotent group uniquely decomposes in the direct sum of monothetic representations:
where each λ χ = λ| Lχ is an χ-representation.
Simple examples show that Corollary 2.3 does not extend to solvable groups.
We say that a representation U of G on H and a character χ of G are 1) eigen-disjoint if
2) spectrally disjoint if χ(h) / ∈ Sp(U (h)) for some h ∈ G; 3) sectionally spectrally disjoint if, with respect to some decomposition H = H 1 ⊕ ... ⊕ H n , U has an upper triangular form such that χ is spectrally disjoint with each diagonal block U i .
A set Ω of characters of G and a representation U of G are eigen-disjoint, spectrally disjoint, sectionally spectrally disjoint, if this is true for U and each χ ∈ Ω.
Combining Theorem 2.2 and Corollary 2.3 yields KS1] ) Let λ, U be representations of a connected nilpotent group and let λ be finite-dimensional. If sign(λ) and U are sectionally spectrally disjoint then
We will later need the following result.
Lemma 2.5.
be continuous characters on a connected group G.
for each g ∈ G, then χ coincides with one of the characters χ 1 , ..., χ r .
(ii) Let U = χ1 H be a representation of a connected locally compact group
3. J-unitary representations of groups on Π k -spaces First, we provide some additional information about geometry of Π k -spaces ( [AI] , [B] , [KS] ). Let H = H − ⊕H + be a Π k -space with a connecting involution
All subspaces of H we consider will be closed. Let K be a subspace of H. The J-orthogonal complement of K is defined by
We write
Then there is a J-admissible scalar product on H with respect to which K and M are orthogonal and we write
then H is a Π 1 -space. For α ∈ C, the vector x α = αe 1 ⊕ e 2 is negative if 1 < |α| , positive if 1 > |α| and
The following facts are well known (see, for example, [KS] ).
Proposition 3.1. Let H be a Π k -space. For any subspace K of H,
If K is a non-positive (e.g. neutral or negative) subspace of
If K is non-degenerate, then it is a Π n -space and
We consider now J-unitary representations π of topological groups on Π k -spaces (see (1.1)). As usual, J-unitary representations π and ρ on H and
Recall that π is singular if it has a non-zero invariant neutral subspace. We say that π is completely singular (or generic [KS] ) if it has an invariant neutral subspace of dimension k (equivalently all maximal invariant neutral subspaces are k-dimensional).
We focus our attention on the study of singular representations π.
is non-degenerate and invariant for J; M is neutral and skew-related to L.
By Corollary 3.4 [KS] , (H, [·, ·] ) is a Π n -space,
where λ = π| L and U, µ are representations of G on H and L, respectively. As π is J-unitary, we have from (1.1) that π(g
where
Thus U is J-unitary with connecting operator I. It is non-singular, as L is a maximal neutral invariant subspaces in H. As π is a representation, the maps ξ and γ satisfy
(3.6)
In other words, ξ is a cocycle and
We often write L for L ⊕ {0} ⊕ {0}, M for {0} ⊕ {0} ⊕ L, η for Iξ and µ for λ .
If π is completely singular then H is a Hilbert space with scalar product [x, y] and U is a unitary representation. In this case I = 1 H , so that (3.7) implies that cocycle ξ is neutral (see (2.5)) and γ is its prechain. Conversely, starting with a unitary representation U on a Hilbert space H, a representation λ on an n-dimensional Hilbert space L, a neutral cocycle ξ ∈ B 1 (λ, U ) and a prechain γ of ξ, one can define a completely singular representation π on a Π n -space H = L ⊕ H ⊕ L via the construction in (3.4). All completely singular representations can be obtained in this way.
To catch the general case, we will slightly extend our approach. Now U must be a non-singular representation on a Π m -space H with connecting operator I. We say that a cocycle ξ ∈ B 1 (λ, U ) is I-neutral, if there is a map γ: G → B(L, L) such that (3.7) holds. Starting with λ, U, ξ and γ, we define a representation π of G on the Π m+n -space H = L ⊕ H ⊕ L with connecting operator J as in (3.4). We denote π by ee(λ, U, ξ, γ) and call it a double extension of a non-singular representation U by λ defined by ξ. It follows from the previous considerations that any singular J-unitary representation on a Π k -space is J-unitary equivalent to a representation of this form. Now we will find some conditions for the double extension π = ee(λ, U, ξ, γ)
and with respect to this decomposition
1 . We extend this now to the case when ξ 12 + ξ 21 is a coboundary to use it in the proof of Corollary 4.3. Its inverse (Theorem 3.4) gives some sufficient condition for ξ 12 + ξ 21 to be a coboundary and will be used to prove Theorem 6.5.
Note that the I-orthogonal projection q on H 1 along H 2 commutes with U.
Proposition 3.3. Let π = ee(λ, U, ξ, γ) have form (3.8). Let
Thus ξ 21 and ξ 12 are coboundaries.
With respect to this decomposition
where η = η 11 η 12 η 21 η 22 = I (ξ ) and I = J| H . By (3.1), the I -orthogonal projection q on H 1 along H 2 satisfies I (q ) * = q I . Hence
Thus γ 21 is a (λ 2 , λ 1 )-cocycle. By (3.9), it is a coboundary:
2)) and J-orthogonal to L 2 , the subspace H 1 is also non-degenerate and J-orthogonal to L 2 . Hence, by (3.2),
Our next result is a partial inverse of Proposition 3.3. We will use it later to prove that some special representations are non-Π-decomposable. Recall that a finite-dimensional representation is semisimple if it is a direct sum of irreducible representations.
Theorem 3.4. Let λ be semisimple and not irreducible. If π = ee(λ, U, ξ, γ) is Π-decomposable then
for some projections p and q = q commuting with λ and U, respectively. If p = 0 then q maps H on a subspace which is not positive; if p = 1 L then 1 H − q maps H on a subspace which is not positive. In particular, if π is completely singular then p = 0, 1 L in (3.10).
Proof. Let P be a J-orthogonal projection such that the decomposition H (3.1)
It commutes with π and has form P = (p ij ) 3 i,j=1 with respect to the decomposition H = L ⊕ H⊕L (we may assume that p 11 = 0; otherwise replace P by 1 H − P ). Hence
Assume firstly that p 31 = 0. As λ is semisimple and not irreducible,
* , the projections r * i commute with µ and µ| M i are irreducible,
(3.11)
We claim that there is an operator s: M → L such that sµ(g) = λ(g)s and st = 0. Indeed, the restriction t = t| L j considered as operator from L j to M i is non-zero and satisfies, by (3.11), the condition t λ(g)z = µ(g)t z for z ∈ L j . As λ| L j and µ| M i are irreducible, t is invertible by the Shur Lemma. Denote by s : M i → L j the inverse of t and extend s to s: M → L by setting s = s r * i . Then sty = st y = s r * i t y = s t y = y for y ∈ L j . In particular,
Thus stλ(g) = sµ(g)t = λ(g)st, so that st belongs the commutant λ(G) of λ(G) and, by (3.11),
We have proved that the set S of all operators w ∈ λ(G) , for which the map g → wξ(g) is a coboundary, is non-zero. The algebra λ(G) is semisimple, since it is isomorphic to the direct sum of full matrix algebras by the Schur Lemma. As S is a left ideal in λ(G) , it contains a non-zero projection r (see [H, Lemma 1.3 .1]). If r = 1 L , take p = r and q = 0 in (3.10); if r = 1 L then all r i belong to S and we may set p = r 1 and q = 0. Now let p 31 = 0. Then the condition P 2 = P implies p 32 p 21 = 0. As
Ip 21 x, y) = 0 for x, y ∈ L. Moreover, F is invariant under U . Indeed, as p 31 = 0 and P commutes with π, we have from (3.4) that
Set p = p 11 and q = p 22 . Since P is a projection, p and q are projections and q = Iq * I = q , as P = JP * J. As P π(g) = π(g)P, the projections p and q commute with λ and U, respectively, and
In particular, if
for all x ∈ L, y ∈ H, and P H cannot be a positive subspace of H, we have that the subspace
Repeating the above argument, we obtain that 1 H − q maps H on a subspace which is not positive. If π is completely singular then H is positive. Hence the cases p = 0, 1 L are not possible.
Decomposition of J-unitary representations of nilpotent groups
From now on G is a connected, locally compact nilpotent group. As the structure of non-singular representations of nilpotent groups is described in Theorem 1.1, we restrict our study to singular representations on
Since λ is a representations on L and we identify L and M, we have from (2.8) that
where L χ are λ-invariant and M ω are λ -invariant. For χ ∈ sign(λ), let p χ be the projection on L χ along the sum of all other L χ .
Let Ω 1 , Ω 2 be sets of characters on G. We write
The representation π may have several maximal neutral invariant subspaces L. The following lemma describes the dependance of sign(λ) and sign(λ ) on the choice of L.
, so that they have the same unitary characters.
Proof. (i) As p χ commute with λ, p * χ commute with λ . Thus the subspace
In the same way we show that,
(iii) It follows from Corollary 1.12(ii) [KS] 
for t ∈ R. Then π is a J-unitary representation of R on a Π 1 -space H, L = Ce 1 and M = Ce 2 are skew-related maximal neutral invariant subspaces, χ(t) = e t is a non-unitary character on R, sign(π| L ) = χ and sign(π| M ) = χ * . When G is nilpotent the non-singular part U of a singular representation π can be described more precisely. If π is completely singular then H is a positive subspace and U is unitary. In the following proposition we consider the case that π is not completely singular.
Proposition 4.2. (i)
The representation U on H in (3.4) is similar to a unitary representation, and H uniquely decomposes in the J-orthogonal sum H = N [+]P, where N is a negative and P is a positive U -invariant subspaces.
(ii) The projection q on N along P is J-orthogonal, I = 1 H − 2q is an isometry in the scalar product u, v = [Iu, v] , for u, v ∈ H, and H = N + P.
(
Proof. As U is non-singular, (i) follows from Theorem 1.1 and (ii) from Proposition 3.1.
(iii) As U is J-unitary and commutes with q, it is unitary in ·, · , since
As U is non-singular, sign(U N ) and U P are eigen-disjoint. Hence U N and U P have no non-zero intertwining operators.
Let p have form p = (p ij ) with respect to the decomposition H = N + P . As p and U commute, U | N p 12 = p 12 U | P . By the above, p 12 = 0. As p * = p, we have p 21 = 0. Thus p commutes with q and with
We now obtain an important corollary of Proposition 3.
If
, and L Ω2 is a maximal neutral invariant subspace of H 2 .
Proof. As U is non-singular,
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has bounded inverse and
As Ω 1 is sectionally spectrally disjoint with U H2 , it is sectionally spectrally disjoint with
is J-orthogonal and commutes with U.
are sectionally spectrally disjoint, and since Ω 2 and U 1 = U | H1 are sectionally spectrally disjoint,
The rest follows from Proposition 3.3.
As above, let L be a maximal neutral invariant subspace of a represen-
By Proposition 4.2, U is non-degenerate and similar to a unitary representation. Hence if H χ = {0} then χ is unitary and H χ is positive or negative; otherwise it has a neutral U -invariant subspace. Set
All subspaces H χ , χ ∈ usign(λ), are mutually J-orthogonal. Hence there is a U -invariant subspace
Lemma 4.4. The representation π on H has χ-eigenspaces E χ , χ ∈ usign(λ), such that
χ is a non-degenerate subspace and π| E is nonsingular,
Since each H χ is positive or negative, each L χ is positive or negative.
As L χ are positive or negative, E χ are positive or negative. Thus E is non-degenerate. By Proposition 3.1,
As K is non-degenerate, there is a scalar product on K and a subspace M skew-related to L such that
which completes the proof.
If Ω 1 is sectionally spectrally disjoint with U | H 0 in (4.5), then
and dim H 1 < ∞.
Proof. By Lemma 4.4, H = K[+]E, L ⊂ K, E is the J-orthogonal sum of eigenspaces of π and K has decomposition (4.6). Set Φ = usign(λ) (see (4.4)), 
Let N be a maximal negative invariant subspace. Then dim N ≤ k and
H 2 , where H 1 , H 2 are invariant subspaces. By Proposition 3.1, they are Π n1 -and Π n2 -spaces, 0 < max(n 1 , n 2 ) < k. Continuing this and using (3.3), we get Lemma 4.6. Let π be a J-unitary representation on a Π k -space H and N be a maximal negative invariant subspace. Then either either H = N [+]P, where dim N = k and P is positive,
where all
Note that for some summands in (4.8) the inequality k i − ≤ k i + can fail. As π| N is similar to unitary, it decomposes into a finite sum of onedimensional unitary representations.
Consider now some particular cases of Corollary 4.5. Let π be a non-Π-decomposable representation of G on H and χ ∈ sign(λ). Set Ω 1 = {χ, χ * }∩ sign(λ) and Ω 2 = sign(λ) Ω 1 .
Let χ be non-unitary. As U | H 0 is similar to a unitary representation, it is spectrally disjoint with Ω 1 . Since usign(λ) in (4.4) consists of unitary characters, Ω 1 ∩ usign(λ) = ∅. As π is non-Π-decomposable, it follows from Corollary 4.5 and its proof that sign
where L and M are skew-related, and H 2 is positive.
Let χ be unitary and dim H < ∞. Since G is nilpotent and U is similar to a unitary representation,
⊕H ωi is a finite sum of ω i -eigenspaces of U. As χ is eigen-disjoint with U | H 0 , they are spectrally disjoint. If Ω 2 = ∅, then π is Π-decomposable by Corollary 4.5. Thus sign(λ) = {χ}.
Combining all this, we have the following summary of the results of this subsection.
Theorem 4.7. Each J-unitary representation of a connected nilpotent group G on a Π k -space decomposes in a finite sum of summands of the following types:
1) a representation on a positive subspace similar to a unitary one; 2) a unitary representation on a one-dimensional negative space;
3) a finite-dimensional non-Π-decomposable representation with sign(λ) = {χ} for a unitary χ; 4) a finite-dimensional non-Π-decomposable representation on L⊕M, where L is neutral, invariant and skew-related to M, and sign(λ) ⊆ {χ, χ * } for a non-unitary χ; 5) a non-Π-decomposable representation ee(λ, U, ξ, γ) such that sign(λ) consists of unitary characters and U = U Ω ⊕ U 0 , where U Ω acts on a space
, and where U 0 acts on a space H 0 with dim H 0 = ∞ and is eigen-disjoint but not spectrally disjoint with each χ ∈ sign(λ).
More information about cases 3) and 4) will be obtained in the further sections.
Finite-dimensional representations on Π k -spaces
In this section we consider some important classes of finite-dimensional Junitary representations of connected, locally compact nilpotent groups and prove that each finite-dimensional J-unitary representation of such a group is the direct sum of these representations.
Representations
where χ e is the identity character on G, and let U (g) = 1 H be a trivial representation of G on H. We say that π = ee(λ, U, ξ, γ) in (3.4) is π k,m representation.
The following lemma allows us to consider π k,m -representations only for m ≤ kn G .
Proof. Set P = ∩ g∈G ker ξ(g) and K = H P. By (3.4), P is π-invariant,
The structure of π k,m -representations depends on the structure of λ, ξ and γ. Since non-unitary finite-dimensional representations do not admit reasonable classification even for commutative groups, one cannot hope for a constructive description of the class π k,m in general. However, such a description is possible, though quite complicated in a very special and important case of π 1,m -representations on Π 1 -spaces.
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where ξ is a neutral (ι, U )-cocycle, ξ(g) ∈ M 1,m (C) and γ is a prechain of ξ:
for g, h ∈ G. The description of neutral (ι, U )-cocycles and their prechains was obtained in [KS1] . Here we will summarize the results obtained there. Let n = n G and ω: G → R n be the composition of the canonical homomorphism G → G/G 0 with an isomorphism G/G 0 → R n (see Proposition 2.1), so that ω(g) ∈ R n is a column. For x ∈ H, y ∈ L, a rank one operator x ⊗ y acts from H to L by the formula
where (·, ·) H is the scalar product on H. Then, for x, v ∈ H, y, u ∈ L, A ∈ B(L) and B ∈ B(H)
is the closed subgroup of G generated by all commutators [g, h] = ghg −1 h −1 where g, h ∈ G, and G [2] is the closed subgroup of G generated by all [g, h] , where
where A is an m × n matrix. It is neutral if and only if there exists a continuous real-valued function ε on G satisfying
Let (·, ·) R n be the scalar product in R n . For each ζ ∈ R n , the corresponding prechain γ ζ has form
The representation π 1,m = ee(ι, U, ξ, γ) on H has form (5.1) with ξ (g) = ξ(g −1 ) * = −e ⊗ Aω(g). (ii) If the n × n matrix A * A has real entries then the (ι, U )-cocycle ξ = Aω ⊗ e is neutral and the functions φ ζ (g) have form (5.5) with ε = 0.
(for example, G is commutative) then a cocycle ξ = Aω ⊗ e is neutral if and only if the matrix A * A has real entries.
To formulate conditions of neutrality of the (ι, U )-cocycle ξ = Aω ⊗ e in general, that is, when
, we need some additional notation.
. Let p: G → E and q: E → H be the quotient maps. By Proposition 2.1, there are continuous epimorphisms ω H : H → R l and ω Z : Z → R k for l := n H , k := n Z ∈ N. It was proved in Corollary 4.5 [KS1] that there exist 1) a Borel locally bounded right inverse ρ: H → E of the map q: q(ρ(h)) = h for h ∈ H;
2) real-valued n × n (n = n G ) matrices T 1 , ..., T k such that, for all h, h ∈ H,
is the scalar product on R l . Let n = n G . For an m × n matrix A, consider an n × n matrix S = A * A = (s ij ).
is neutral if and only if
be the scalar product on R k . The function ε on G satisfying (5.4) has form
The above construction is more transparent for the nilpotent group T k of all k × k real upper triangular matrices g = (g ij ) with identity on the main diagonal. Then g = ( g 1 , ..., g k−1 ), where g i = (g 1,1+i , ..., g k−i,k ) ∈ R k−i are the diagonals of g. We have (see Proposition 2.1)
We have p(g) = ( g 1 , g 2 , 0, ..., 0) ∈ E, so that h g = q(p(g)) = g 1 ∈ H and ω Z (h g h g ) = g 1 g 1 ∈ R k−2 . Continuing these calculations and applying Theorems 5.2 and 5.3, we obtain Corollary 5.4. Let ι(g) = 1 L and U (g) = 1 H for all g ∈ T k , where L = Ce and
Im s ij = 0, when |i − j| > 1.
(5.6)
If (5.6) holds then, for each ζ ∈ R k−1 , the prechain γ ζ has form
The corresponding representation π 1,m = ee(ι, I, ξ, γ ζ ) of T k on H = L⊕H⊕L has form
We shall now consider two particular cases: k = 3 and k = 4. (ii) For the group T 4 , 0 ≤ m ≤ 3, A is an m × 3 matrix, S := A * A = (s ij ), σ = (2s 12 , 2s 23 ), g 1 = (g 12 , g 23 , g 34 ) and ζ ∈ R 3 . By (5.6), the cocycle ξ(g) = A g 1 ⊗ e is neutral if s 13 ∈ R.
If m = 0 then A = 0 and σ = (0, 0). If m = 1 then A = (a 11 , a 12 , a 13 ), s 13 = a 11 a 13 ∈ R, σ 1 = 2 Im a 12 a 11 and σ 2 = 2 Im a 13 a 12 .
Similarly, we can consider cases m = 2, 3 and obtain a full list of representations π 1,m of T 4 .
and γ(g) * = γ(g −1 ). Then γ is a (λ, λ )-cocycle and H is a 2k-dimensional Π kspace.
If γ ≡ 0, (5.9) trivially holds. For γ = 0, consider a particular case when
It follows from Proposition 2.1 that there is a linear map δ from R n G into the space of k × k symmetric matrices such that γ(g) = iδ(ω(g)), where ω is the canonical homomorphism from
For λ = 1 L , we consider the following example. Let G = R and dim L = 2. For t ∈ R, let
Then γ satisfies (5.9) and π k,0 (t) = λ(t) γ(t) 0 λ (t) is a J-unitary representation of G.
Representations
is a J-unitary representation. For example, the character χ(t) = e t on R is non-unitary and π χ,χ * (t) = e For the real Heisenberg group T 3 (see (5.8)), let λ(g) ≡ g be its identity representation on L, dim L = 3. For α, β ∈ R, χ(g) = e αx+βy is a nonunitary character on
Decomposition of finite-dimensional representations
We will now show the universality of constructions introduced above.
Theorem 5.6. Let G be a connected locally compact nilpotent group. Each finite-dimensional J-unitary representation of G on a Π k -space H is the Jorthogonal sum of unitary representations on one-dimensional positive and negative subspaces and 1) representations χπ k,m , or J-antiequivalent to χπ k,m for unitary characters χ of G; 2) representations π χ,χ * for non-unitary characters χ of G.
Proof. By Lemma 4.6 and Theorem 4.7, we only need to consider two types of finite-dimensional non-Π-decomposable representations π on a Π k -space H:
Case a). In decomposition (4.8) of a representation into non-Π-decomposable components it may happen that
Thus we can only consider the case k − ≤ k + As dim H < ∞, we can also assume that π has no invariant subspaces K such that π| K is non-singular, since then, by Theorem 1.1, π| K is a sum of representations on a negative and positive invariant subspaces. As sign(λ) = {χ}, we have from (4.5) that
and the character χ is eigen-disjoint with U | H 0 . As G is nilpotent, U | H 0 is a finite sum of one-dimensional representations. Since χ is eigen-disjoint with U | H 0 , they are spectrally disjoint. If H 0 = {0}, we have from Corollary 4.3 that H = H 1 [+]H 2 and the representation π| H2 is non-degenerate. This contradiction shows that
χ which contradicts our assumption. Hence H χ is positive and dim L = k + = k. As π has no positive invariant subspaces, m = dim H χ ≤ kn G by Lemma 5.1. Thus π = χπ , where π is a π k,m representation.
Case b). By (3.4), (3.5) and Lemma 4.1,
χ is neutral and π-invariant. If K = L χ then (see [KS] ) R χ = L χ /K is a Π n -space and the quotient representation λ on R χ is J-unitary. By (3.4), R χ = l⊕h⊕m, where l is a maximal neutral invariant subspace of R χ . Since λ is a χ-representation, λ is also a χ-representation. Hence λ| l and the representation ρ that λ generates on m are χ-representations. However, as ρ = ( λ| l ) by (3.5), ρ is a χ * -representation. Thus χ = χ * , so χ is unitary. This contradiction shows that K = L χ is neutral. Similarly L χ * is neutral.
As H is non-degenerate, L χ , L χ * are skew-related subspaces. Hence they are maximal neutral and dim L χ = dim L χ * . Identifying L χ * with L χ , we have that, with respect to the decomposition H = L χ L χ , π has the same form as π χ,χ * in (5.10).
Theorem 5.6 implies that all non-Π-decomposable finite-dimensional representations are either one-dimensional, or of type π k,m , or of type π χ,χ . However, it does not mean that all representations of type π k,m or π χ,χ are non-Π-decomposable.
It is also interesting to study the following stronger notion of nondecomposability. We will see later that representations on infinite-dimensional spaces cannot be non-J-decomposable. For finite-dimensional representations non-Π-and non-J-decomposability are closely related: if π is non-Π-decomposable then, choosing the maximal positive invariant subspace P, we have that H = K[+]P where π| K is non-J-decomposable. For π χ,χ * -representations they are equivalent.
Proposition 5.8. Set π = π χ,χ * . The following conditions are equivalent.
(i) L does not decompose into a direct sum of invariant subspaces.
(ii) The representation π is non-Π-decomposable.
py] for x, y ∈ H, and p commutes with π, since
Thus the subspace M 1 := p H is π-invariant. For x ∈ H and y ∈ M, p x, y = [x, py] = 0, as pM = {0}. As M is a maximal neutral subspace,
and both subspaces are π-invariant. As sign(π) = {χ, χ * }, we have from Corollary 2.3 that
does not hold (Proposition 3.1). Thus K χ = {0}. Similarly, T χ = {0} which contradicts (i).
For π k,m -representations, the problem is more difficult as it needs an analysis of general finite-dimensional representations on L. Below we get a criteria of non-J-decomposability for the case k = 1, where the non-Π-decomposability is evident.
We saw earlier that each representation π 1,m has form (5.1) with ξ(g) = Aω(g) ⊗ e (see Theorem 5.2), where ω: G → R n G is the standard homomorphism, A is a m × n G matrix satisfying the conditions of Theorem 5.3 and γ(g) = φ(g)1 L , where the function φ is given in (5.5). Proof. Note first that ker A * = {0} if and only if the cocycle ξ(g) = Aω(g)⊗e satisfies the condition ∩ g∈G ker ξ(g) = {0}. Indeed, ker ξ(g) is the orthogonal complement of Aω(g) by (5.2). As ω is surjective, we conclude that ∩ g∈G ker ξ(g) is the orthogonal complement of the image of A.
Now if ker A * = {0} then K = ∩ g∈G ker ξ(g) = {0} is a non-degenerate invariant subspace. Thus π is J-decomposable. Conversely, let ∩ g∈G ker ξ(g) = {0}. Then ξ(g)x = 0, for all g ∈ G and some x ∈ H, implies x = 0.
(5.11)
Since dim L = 1, p 11 , p 13 , p 31 , p 33 are numbers. As ξ(g) ≡ 0, we have p 31 = 0. Thus ξ(g)p 21 ≡ 0. By (5.11), ξ(g)p 21 e ≡ 0 =⇒ p 21 = 0. As p is J-orthogonal, p = Jp * J by (3.1). Then p 11 = p 33 and p 32 = 0. Since p 2 = p, either p 33 = 0, or p 33 = 1. If p 33 = 0 then p 11 = p 33 = 0. Hence pπ(g) = π(g)p for all g ∈ G, so that ξ(g)p 22 = 0. By (5.11), p 22 = 0. Thus p 3 = 0, a contradiction. If p 33 = 1 then p 11 = 1. As pπ = πp, we have ξ(g)(1 H − p 22 ) = 0 for g ∈ G. By (5.11), p 22 = 1 H . Thus, as p 2 = p, we have 2p 12 = p 12 and 2p 23 = p 23 . Hence p 12 = p 23 = 0. Then p 2 = p implies 2p 13 = p 13 . Hence p 13 = 0, so that p = 1 H , a contradiction. Thus π is non-J-decomposable.
Remark 5.10. The condition ker A * = 0 can be rewritten in the following way: ∩ g∈G ker ξ(g) = {0}. This condition is necessary for a representation π k,m with arbitrary k ≥ 1 to be non-J-decomposable. What conditions guarantee that a π k,m -representation is non-Π-or non-J-decomposable?
6. Primary and completely singular representations.
It follows from Theorem 5.6 that singular finite-dimensional non-Π-decomposable representations of connected nilpotent groups on Π k -spaces possess two features that deserve consideration in the general context. They are 1) completely singular, i.e., dim L = k; 2) primary, i.e., the restriction λ = π| L to a maximal neutral invariant subspace is monothetic: sign(λ) consists of one character.
Our aim here is to understand to which groups and to which representations these properties extend. Firstly, it should be noted that each bounded singular non-Π-decomposable representation π of any group G on a Π k -space H is completely singular. Indeed, π is similar to a unitary representation ( [OST] ), so that H = N [+]P, where N, P are invariant, N is negative, dim N = k, and P is positive. As π is non-
In particular, continuous representations of compact groups are bounded. So they are completely singular by above. If π is bounded and G is nilpotent then dim L = dim N = 1, as π| N is irreducible. Thus π is also primary.
On the other hand, if G is not nilpotent, it may have an unbounded finite-dimensional singular non-Π-decomposable representation which is not completely singular. Consider the group
and I = −1 0 0 1 .
The representation ρ of G on K given by ρ(g)x = gx for g ∈ G, x ∈ K, is irreducible and J-unitary, as Ig
Representations of nilpotent groups on spaces with indefinite metric. 27 is a J-unitary representation of G on H. The subspaces L, L ⊕ K are the only non-trivial invariant subspaces. As L is a maximal neutral invariant subspace and dim L = 1, π is not completely singular.
Theorem 6.1. Each connected locally compact, commutative group G such that G/G [1] is not compact has a singular non-Π-decomposable representation which is not completely singular.
Proof. As G/G [1] is not compact, it follows from Theorem 26 [M] that G has a normal subgroup G 0 containing G [1] such that G/G 0 ≈ R n for some n = 0. Setting ker π = G 0 , we only have to show that the commutative groups G = R n have representations which are not completely singular.
Consider the indefinite form [x, y] = (Jx, y) on H. Then H − = C(e 1 − e 3 ) ⊕ Ce 2 and H + = C(e 1 + e 3 ) ⊕ H are negative and positive subspaces of H and
Let ϕ be a non-zero additive map from G = R n onto R:
Let C(x + y) be an eigenspace of π, where x ∈ H and y ∈ H. Then Cy is an eigenspace of U. As U has no eigenspaces, y = 0 and Cx is an eigenspace of σ. It is easy to see that only Ce 1 is an eigenspace of σ and, therefore, of π.
If π is Π-decomposable then
, where H i are invariant Π 1 -subspaces. By Theorem 1.1, both summands have eigenspaces, a contradiction. Thus π is non-Π-decomposable.
It remains to show that π is not completely singular, i.e., it does not have a two-dimensional neutral invariant subspace. Suppose, to the contrary, that N is such a subspace. As G is connected and commutative, N has a basis (f 1 , f 2 ) such that
As only Ce 1 is an eigenspace of π, we can assume that f 1 = e 1 and (changing if necessary f 2 by f 2 − λf 1 with an appropiate λ) f 2 = βe 2 ⊕ γe 3 ⊕ y ∈ N .
As N is neutral, 0 = [e 1 , f 2 ] = (Je 1 , f 2 ) = (e 3 , f 2 ) = γ. Thus f 2 = βe 2 ⊕ y and, for g ∈ G,
Since π(g)f 2 = ν(g)e 1 + µ(g)(βe 2 ⊕ y), we get that U (g)y = µ(g)y. As U has no eigenspaces, y = 0. Thus f 2 = βe 2 ∈ N and β = 0. Since f 2 is not neutral but negative, we have a contradiction.
Remark 6.2. Theorem 6.1 extends to all connected locally compact groups G with non-compact G/G [1] (for example, to the Heisenberg group), since, by Theorem 26 [M] , G has a normal subgroup G 0 such that G/G 0 ≈ R n .
We turn now to the question, for which nilpotent groups all non-decomposable singular representations are primary. Our first aim is to show that this is true for commutative groups.
Theorem 6.3. Let G be a commutative connected, locally compact group. Each singular non-Π-decomposable representation π of G on a Π k -space H is primary.
Proof. Denote by G * the group of all unitary characters of G. As in (4.
Since π is non-Π-decomposable, it follows from Corollary 4.5 that it suffices to prove our result in the case when sign(λ) has no non-unitary characters, i.e., sign(λ) ⊂ G * . Let χ ∈ sign(λ). As the representation U on H is similar to a unitary representation,
where P is a spectral measure on G * . Set Ω 1 = {χ} and Ω 2 = sign(λ) \ {χ}. By Lemma 2.5, there is h ∈ G such that χ(h) / ∈ {φ(h)} φ∈Ω2 . Set ε = 1 3 min{|χ(h) − φ(h)|: φ ∈ Ω 2 } and consider the sets V = {ω ∈ G * : |χ(h) − ω(h)| < ε} and
The subspaces
for each φ ∈ Ω 2 . Thus Ω 1 , U | H2 are spectrally disjoint, and Ω 2 , U | H1 are spectrally disjoint.
Applying Corollary 4.3, we have that H = H 1 [+]H 2 is the sum of invariant subspaces, L χ is a maximal neutral invariant subspace of H 1 and L Ω2 = ω∈Ω2 L ω is a maximal neutral invariant subspace of H 2 . As π is non-Π-decomposable, Ω 2 = ∅. Thus sign(λ) = {χ}.
For a unitary representation π of a group G, denote by E(π) the set of all matrix elements of π: the functions g → (π(g)x, x), where x ∈ H. For unitary equivalent representations π and ρ, E(π) = E(ρ). The dual object of G is the set G of all unitary equivalence classes π of irreducible unitary representations of G, supplied with the topology of uniform convergence of matrix elements: π belongs to the closure of M ⊂ G if each element of E( π) can be uniformly approximated on compacts by matrix elements of representations in M . This topology is usually non-Hausdorff, but there is a large class of groups for which G is a T 0 -space, i.e., the intersection of all neighborhoods of each point contains only this point. This class contains all groups of type I [D1, 4.4.1] and, in particular, all connected nilpotent locally compact groups (see [Kir] ).
Each unitary character χ of G, identified with the equivalence class of one-dimensional representations χι, is contained in G. The open sets
where K ⊂ G are compacts and ε > 0, form a base of neighbourhoods for χ. Characters χ and ω are separated in G if they have non-intersecting neighbourhoods in G. Note that they are separated if and only if the trivial character χ e and the character χω are separated in G.
As an example, we consider the dual space of the real Heisenberg group G = T 3 (see (5.8)). It is known (see [ShZ] ) that the unitary characters χ of G and the corresponding one-dimensional unitary representations ι χ on Cu have form χ α,β (g(x, y, z)) = e i(αx+βy) , for α, β ∈ R, and ι χ α,β (g)u = χ α,β (g)u.
In particular χ 0,0 = χ e , and ι χ0,0 = ι, the trivial representation. Infinite-dimensional unitary irreducible representations of G act on L 2 (R) by the formula
where 0 = σ ∈ R.
Proposition 6.4. Every two characters of G = T 3 (see (5.8)) cannot be separated in G.
Proof. It suffices to prove the proposition for χ 0,0 and each character χ.
Consider the increasing sequence of compacts K m = {g = g(x, y, z): |x| + |y| + |z| ≤ m}. As G = ∪ m K m , the sets W Km,ε (χ 0,0 ) (see (6.2)) form a base of neighbourhoods of χ 0,0 .
Consider the set of representations {U σn : σ n = n −6 , n ∈ N}. Define f n in L 2 (R) by f n (t) = n −2 for t ∈ [0, n 4 ], and f n (t) = 0 for t / ∈ [0, n 4 ]. Then f n = 1 and, for g = g(x, y, z),
Hence the matrix elements (U σn (g)f n , f n ) uniformly tend to 1 on each K m . This means that each neighbourhood W Km,ε (χ 0,0 ) of χ 0,0 contains representation U σn for all n starting for some N.
On the other hand, it should be noted that if
Thus if U σn ∈ W Km,ε (χ 0,0 ) then U σn ∈ W Km,ε (χ), so that χ 0,0 and χ cannot be separated.
We shall show now that if G has unitary characters not separated in G, then it has a non-Π-decomposable Π k -representation which is not primary.
Theorem 6.5. Let G be a connected locally compact nilpotent group. Suppose that G has unitary characters not separated in G. Then there is a finitedimensional representation λ of G on L, a unitary representation U on H and a neutral (λ, U )-cocycle ξ such that the double extension π = ee(λ, U, ξ, γ) is a non-Π-decomposable representation on H = L ⊕ H ⊕ L and not primary.
Proof. We mentioned above that if two unitary characters are not separated in G, there is a unitary character χ which is not separated in G from the trivial character χ e . Define a unitary representation λ on the 2-dimensional Hilbert space L = Ce 1 ⊕ Ce 2 by λ(g) = e 1 ⊗ e 1 + χ(g)(e 2 ⊗ e 2 ) (see (5.2)).
(6.4)
As χ is unitary, λ (g)
Since connected locally compact groups are σ-compact, choose compacts
As χ e , χ are not separated in G, W Kn,2 −n (χ e ) ∩ W Kn,2 −n (χ) = ∅ (see (6.2)). This means that there are irreducible unitary representations π n of G on H n and u n , v n ∈ H n such that, for g ∈ K n ,
As e ∈ K n , | u n 2 − 1| < 2 −n and | v n 2 − 1| < 2 −n . Changing u n ,v n if necessary, we may assume that u n = v n = 1. Since G is a T 0 -space, the representations π n can be chosen pairwise non-equivalent. As each π n is irreducible, it either coincides with ι, or χι, or it has no χ e -and χ-eigenspaces. It follows from (6.5) that, starting from some n, π n can not coincide with ι, or χι. Thus, without any loss of generality, we assume that χ e and χ are eigen-disjoint with all π n .
Set
and u(g)
Similarly, v(g) ∈ H. As
we have, for g, h ∈ G,
+ (v n , u n (g))(e 2 ⊗ e 1 ) + (v n , v n (g))(e 2 ⊗ e 2 )). (6.9)
The series converges uniformly on compacts because of condition (6.7). Then ξ is a (λ, U )-cocycle by (6.8), ξ (g) = ξ(g −1 ) * = e 1 ⊗ u(g −1 ) + e 2 ⊗ v(g −1 ) and
11 (e 1 ⊗ e 1 ) + a 12 (e 1 ⊗ e 2 ) + a 21 (e 2 ⊗ e 1 ) + a 22 (e 2 ⊗ e 2 ), where
By direct calculations we obtain, using (5.3), that
In other words, ξ is a neutral (λ, U )-cocycle and γ is its prechain (see (2.5)). Set H = L ⊕ H ⊕ L and π = ee(λ, U, ξ, γ). Then H is a Π 2 -space and sign(λ) = {χ e , χ}, so that π is not primary. We have to show that π is non-Π-decomposable. Suppose that it is Π-decomposable. By Theorem 3.4, there is a projection p = 0, 1 L commuting with λ and a projection q = q * commuting with U such that
(6.10)
As p commutes with λ, either p = e 1 ⊗e 1 , or p = e 2 ⊗e 2 . Let p = e 1 ⊗e 1 . Then, by (5.3), T = (e 1 ⊗ e 1 )S(1 H − q) = x ⊗ e 1 for some x ∈ H. Hence, by (6.9) and (6.10),
As q commutes with U and all π n are pairwise non-equivalent, q is the projection on a subspace
for n / ∈ E and all g ∈ G.
As χ e is eigen-disjoint with all π n , we have u n = x n for n / ∈ E. Taking into account that u n = 1 and x 2 = x n 2 < ∞, we conclude that the set N \ E is finite.
Similarly,
Repeating the above argument, we get that v n = z n for n ∈ E. As v n = 1 and z 2 = z n 2 < ∞, we conclude that the set E is finite, a contradiction. Thus π is non-Π-decomposable.
Splitting and approximate splitting of singular representations
While non-singular J-unitary representations of nilpotent groups are similar to unitary representations (Theorem 1.1), singular representations have much more complicated structure. Although some of them decompose into sums of finite-dimensional representations (their structure was described in Corollary 5.6) and representations similar to unitary, this situation is comparatively rare.
In this section we will show that all singular representations admit an "approximate" decomposition of this kind. We will start by introducing some terminology.
Definition 7.1. We say that a maximal neutral invariant subspace L of a representation π on
We will show that, for arbitrary J-unitary representation π of a connected nilpotent group G, each maximal neutral invariant subspace L either splits or approximately splits π. Moreover, this does not depend on the choice of L.
Note that, in representations π considered in Theorem 6.1, maximal neutral subspaces split π, while in Theorem 6.5 maximal neutral subspaces approximately split π.
Let π be a J-unitary representation on a Π k -space H and (see (4.5)) H n are U -invariant subspaces such that each U | Hn and sign(λ) are spectrally disjoint.
Proposition 7.2. If U | H 0 is not sectionally spectrally disjoint with some χ ∈ sign(λ), then H 0 = ⊕ ∞ n=1 H n and there are non-degenerate invariant subspaces
and π| H Proof. If N < ∞ in (7.2) then each ω ∈ sign(λ) is sectionally spectrally disjoint with U | H 0 . As χ is not sectionally spectrally disjoint with U | H 0 , we have N = ∞. Thus H 0 = ⊕ ∞ n=1 H n . We prove the rest of the theorem by induction. In (7.1) set As
As all spaces H (ii) The following conditions are equivalent: 1) L splits π; 2) H = M [+]P, where M and P are invariant subspaces, dim M < ∞ and P is positive;
3) each non-degenerate invariant subspace R of H has a decomposition R = M R [+]P R , where M R and P R are invariant subspaces, dim M R < ∞ and P R is positive;
4) π has a minimal non-degenerate invariant subspace containing L.
(iii) If L splits π then each maximal neutral invariant subspace splits π.
Proof. (i) Setting Ω 1 = sign(λ) and K = H 1 in Corollary 4.5, we get that L splits π.
(ii) 1) =⇒ 4) is evident. 4) =⇒ 1). Let K be a minimal non-degenerate invariant subspace containing L. As in (7.1),
Assume that dim K = ∞. If sign(λ) is sectionally spectrally disjoint with U | K 0 then, by (i), L splits π| K : there is a non-degenerate invariant subspace K 1 of K such that dim K 1 < ∞ and L ⊂ K 1 -a contradiction. Thus U | K 0 is not sectionally spectrally disjoint with some χ ∈ sign(λ). By Proposition 7.2, there are non-degenerate invariant subspaces {K m } ∞ m=1 of K containing L. This contradicts the assumtion that K is minimal. Thus dim K < ∞.
1) =⇒ 2). If L splits π, H = K[+]K
[⊥] , dim K < ∞ and L ⊂ K. Thus K [⊥] has no neutral invariant subspaces, so π| K [⊥] is non-singular. By Theorem 1.1, K [⊥] = N [+]P, P is a positive and N is a negative invariant spaces, dim N < ∞. Set M = K[+]N. Then dim M < ∞ and H = M [+]P.
2) =⇒ 1). Let H = M [+]P. As M and P are π-invariant, the projection q on P along M commutes with π. As dim L < ∞, the subspace R = qL of P is invariant, dim R ≤ dim L and L ⊆ M [+]R. Then K := M [+]R is invariant, non-degenerate, dim(K) < ∞ and L ⊂ K. Thus H = K[+]K [⊥] , so L splits π.
2) =⇒ 3) Let H = M [+]P. If R is a non-degenerate invariant subspace then P R = R ∩ P is invariant, positive and has finite codimension in R, as codim(P ) < ∞. By (3.2), R = M R [+]P R , M R is invariant and dim M R < ∞. 3) =⇒ 2) is evident.
(iii) Let L split π. By (ii), H = M [+]P, M, P are invariant, dim M < ∞ and P is positive. Let L be a maximal neutral invariant subspace. As in 2) =⇒ 1), we get that H = K[+]Q, where K, Q are invariant, dim K < ∞, L ⊂ K and Q is positive. Thus L splits π.
If L splits π then H = K[+]K
[⊥] , dim K < ∞ and π| K decomposes in a finite J-orthogonal sum of one-dimensional unitary representations and of representations χπ k,m , π χ,χ * (Theorem 5.6). The representation π|
is non-singular and similar to a unitary representation. 
is a non-degenerate invariant space. If L does not split π, it does not split π| K . Hence we have from Theorem 7.3 that sign(λ) has a character which is not sectionally spectrally disjoint with U | K 0 . Then, by Proposition 7.2, there are non-degenerate invariant subspaces "almost approximate" π. Since singular representations π, as a rule, do not decompose into irreducible components, this is the closest we can get to the decomposition of π.
If π is non-Π-decomposable then all H [⊥] m are positive subspaces.
