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초    록 
 
본 논문에서는 3차원 전자파 이미징 알고리즘(microwave imaging 
algorithm)에 관한 연구를 살펴보았다. 기존의 시간 영역에서의 이미징 
알고리즘 접근법과 주파수 영역에서의 이미징 알고리즘 접근법들을 
검토하고 문제점들을 분석하였으며, 이를 개선하기 위해 적응형 기법 
(adaptive technique)이 적용된 새로운 알고리즘을 제안하였다. 
알고리즘 해석은 2차원부터 시작하여 3차원으로 확장하였다. 
먼저 시간 영역 접근법(time-domain approach)에서의 대표적인 
방법이라고 할 수 있는 후광 영사 (BP : back-projection) 방법을 
검토하고 문제점을 제시하였으며 이를 개선하기 위해 최근 제안되고 
있는 몇 가지 방법에 대해서도 알아보았다. 다음으로는 주파수 영역 
접근법(frequency-domain approach)에서의 대표적인 방법이라고 할 
수 있는 거리 천이 알고리즘(RMA : range migration algorithm)을 
살펴보았다. 기본적으로 시간 영역 접근법보다는 빠른 처리를 할 수 
있다는 장점을 지니지만 알고리즘의 처리 과정 중에서 적용되는 보간 
계산상의 문제점을 가지고 있다.  
기존의 방법들에 대한 장, 단점을 분석하여 본 논문에서는 이미지의 
품질 향상을 위해 최근 연구되고 있는 초해상도 (super-resolution) 
기법 중 하나인 강화된 뮤직 (eMUSIC : enhanced multi-signal 
classification) 알고리즘을 가중 함수로 사용하는 것을 제안하였다. 
제안한 방법으로부터 얻은 변환 데이터를 거리 천이 알고리즘에 
적용하여 본래의 원시 데이터(raw data)를 이용한 이미징 결과와 
비교를 함으로써 가중 함수 적용에 대한 타당성도 증명하였다. 아울러, 
주파수 영역에서의 이미징 접근법에서 나타나는 문제점인 보간 계산을 
생략하면서, 각 레인지 셀 별로 단계적인 거리 천이를 할 수 있는 
레인지 셀 포커싱 기법(RCF : range cell focusing technique)을 
제안하였다. 레인지 셀 별로 변화하는 정합 필터 함수(matched filter 
function)를 생성하였고 이를 적용하여 레인지 굴곡을 보상하였다. 
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제안된 알고리즘은 모든 레인지 셀에서 정합 필터 함수를 생성하고 
계산하기 때문에 시간적인 효율이 떨어지지만 몬테카를로 방법이 이용된 
적응형 기법을 적용함으로써 해상도뿐 만 아니라, 알고리즘 처리상의 
시간 효율도 개선하였다. 이를 적응형 레인지 셀 포커싱 (ARCF : 
adaptive range cell focusing) 기법이라 명하며 먼저, 이상적인 
점타깃에 대한 시뮬레이션 데이터를 이용하여 이미징을 구현하였다. 
1차원 선형 스캔(linear scan)을 통한 2차원 원시 데이터의 2차원 
이미징과 2차원 스캔을 통한 3차원 원시 데이터의 3차원 이미징을 통해 
알고리즘의 효율성을 검증하였다. 
실험 환경은 포지셔너(positioner), X-Band 더블 릿지드 안테나(X-
Band double ridged antenna), 벡터 네트워크 어널라이져(VNA : 
vector network analyzer)로 구성되어있다. 송·수신 안테나를 
이용하여 이동하면서 원시 데이터를 획득하였고 복원하고자 하는 
타깃(target)으로는 불연속적 타깃과 연속적인 타깃 두 종류를 
사용하였다. 불연속적인 타깃으로는 직경 6cm의 금속 구로 이루어진 
임의의 알파벳 모양을 이용하였으며 연속적인 타깃으로는 총기류와 
유사한 모형과 하드디스크, 텀블러 등을 이용하였다.  
다양한 실험 결과로부터 본 논문에서 제안한 알고리즘의 타당성이 
검증되었으며, 이는 향후 3차원 고해상도의 실시간 전자파 이미징 
알고리즘을 구현하는데 있어 초석이 되고자 한다. 
 
주요어 : 적응형 후상 영사 기법 (adaptive back-projection 
technique), 적응형 레인지 셀 포커싱 기법 (adaptive range cell 
focusing technique), 후광 영사 (back-projection), 정합 필터 함수 
(matched filter function), 전자파 이미징 (microwave imaging), 거리 
천이 알고리즘 (range migration algorithm) 
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 1 
제 1 장 서    론 
 
 
1.1 연구의 배경 
 
레이더(RADAR : radio detecting and ranging)나 위성 등의 
마이크로파대의 전자파(microwave)를 이용한 이미징 기술은 현대전에 
있어 매우 중요한 요소로 인식되고 있다 [1]-[5]. 탐지된 미지의 
표적에 의해서 산란되는 신호를 분석하여 표적의 종류를 알아내는 것이 
목적이며 이를 위해서는 표적의 위치와 특징에 대한 정확한 판단을 할 
수 있도록 하여야 한다. 특히, 합성 개구면 레이더 (SAR : synthetic 
aperture radar) 시스템은 날씨나 주, 야간에 관계없이 고해상도의 
영상을 획득할 수 있고 도플러 효과를 이용하여 이동하는 표적에 대한 
식별이 가능하기 때문에 전자파를 이용한 레이더 기반의 활용범위는 
지속적으로 넓어지고 있는 추세이다 [6]-[15]. 또한 이를 이용하여 
의료분야나 비파괴 검사 등 여러 분야에 응용 될 수 있는데 눈으로 
보이지 않는 인체 내부의 물질이나 옷 안의 금속, 액체가 들어있는 
유리병이나 종이봉투에 들어있는 가루 등도 검색이 가능하다. 기존에는 
인체나 가방 등을 검사하기 위하여 X선 등을 사용하였으나 일정 이상의 
양에 노출이 될 경우 인체에 암과 같은 부작용 문제가 발생할 수도 
있다는 연구 결과에 따라 해외에서는 전자파를 이용한 검색장비에 많은 
투자가 이루어져 이미 상용화되어 이용되고 있다. 최근에는 이미징 
기술의 근본적인 목적이라고 볼 수 있는 고해상도의 실시간 처리를 위한 
연구가 주로 진행되고 있다 [16]-[23].  
현재 전자파를 이용한 합성 개구 레이더 이미징의 대표적인 기법은 
3가지로 나눌 수 있다 [24]-[34]. 레인지 도플러 알고리즘 (RDA : 
range doppler algorithm), 거리 천이 알고리즘 (RMA : range 
migration algorithm) 그리고 첩 스케일링 알고리즘(CSA : chirp 
scaling algorithm)으로 나눠진다. 합성 개구 레이더 이미징 기법은 
기본적으로 주파수 영역에서의 이미징 접근법에 속하며 그 중 거리 천이 
알고리즘이 대표적인 합성 개구 레이더 이미징 기법이라고 볼 수 있다. 
합성 개구 레이더 시스템의 모드에 따라 스트립 맵 모드(stripmap 
mode)와 스파트 라이트 모드(spotlight mode)로 나눠지는데 이는 위상 
보상의 과정이 다르다. 스트립 맵 모드는 중심선에 대한 위상 보상을 
의미하며 스파트 라이드 모드는 스캔 영역의 중심에 해당하는 점에 대한 
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위상 보상을 뜻한다. 거리 천이 알고리즘은 이렇게 보상된 데이터가 
정합 필터(matched filter)를 거친 후, 레인지 굴곡(range 
curvature)으로 나타나는 위상의 형상을 Stolt 보간법을 이용하여 2차 
위상 보상을 구현하고 역퓨리에 변환(IFFT : inverse fast Fourier 
transform)과 이미지의 압축(compression)을 통해 타깃의 영상을 얻는 
형태이다. 보통 주파수 영역에서의 이미징 접근법은 빠른 처리를 할 수 
있다는 장점을 지니지만 보간 계산상의 문제로 이미지의 품질을 
저하시킬 수 있는 문제점을 가지고 있다 [35]-[43]. 
이러한 이유로 최근에는 의료 영상분야에서 다루고 있는 후광 영사 
(BP : back-projection) 방법이 레이더 이미징 분야에 응용되어 
적용되고 있는 실정이다. 후광 영사 방법은 기본적으로 시간 영역에서의 
이미징 접근법으로 주파수 영역에서 계산되었던 보간법이 불필요하기 
때문에 보간상에서 발생하는 문제점을 극복할 수 있다. 하지만 각 수신 
위치에서 모든 이미지의 픽셀 값들을 고려해야 하고, 값을 누적해야 
하는 점 때문에 시간적인 효율이 떨어지게 된다. 따라서 최근에는 이를 
개선시키고자 적응형 후광 영사 방법(adaptive back-projection)이나 
펜슬 후광 영사 방법(pencil back-projection), 그리고 분해된 후광 
영사 방법 (factorized back-projection) 등 많은 연구가 진행 중에 
있다 [44]-[58].  
이러한 흐름에 기반하여, 본 논문에서는 고해상도의 영상을 얻고 
빠른 처리를 위한 새로운 알고리즘을 제안하고자 한다. 이미지의 품질 
향상을 위해 초해상도 [59]-[74] 기법을 적용하여 획득한 원시 
데이터의 변환을 제시하였고 새로운 적응형 기법을 제안하였다. 더불어, 
새로운 이미징 알고리즘에 적응형 기법을 적용함으로써 주파수 영역 
이미징 접근법의 단점과 시간 영역 이미징 접근법의 단점을 극복함과 











1.2 논문의 구성 
 
제 1장에서는 본 연구의 배경에 대하여 요약, 설명하였다.  
 
제 2장에서는 전자파 이미징을 위한 송·수신 신호의 수치적 
모델을 정의하고 표현된 수신 신호를 이용하여 시간 및 주파수 
영역에서의 기본적인 이미징 접근법인 후광 영사 방법과 거리 천이 
알고리즘에 대해 살펴보도록 한다.  
 
제 3장에서는 초기에 얻어진 원시 데이터에 가중 함수를 
적용함으로써 변형된 데이터를 구현한다. 아울러 최종 획득 이미지의 
품질을 향상시키기 위한 기존의 연구동향을 살펴보고 이러한 해석 
기법들의 문제점들을 분석하며 원시 데이터 변환의 필요성에 대해 
역설한다. 먼저 초해상도 기법에 사용되는 기본적인 뮤직 알고리즘을 
가중 함수로 정의하여 적용하고 나아가 강화된 뮤직 알고리즘의 가중 
함수 적용을 제안한다. 이렇게 변환된 데이터를 거리 천이 알고리즘에 
적용함으로써 가중 함수의 적용에 대한 검증을 실시한다. 
 
제 4장에서는 3차원 적응형 레인지 셀 포커싱 기법을 제안하며, 
제안한 알고리즘에 대한 단계적인 설명과 더불어 수치적 해석법에 
대하여 자세히 살펴보도록 한다. 특히, 적응형 기법을 구현하기 위한 
몬테카를로 방법에 대해 알아보도록 한다. 알고리즘에 대한 설명은 
2차원 해석에서 시작하여 3차원 해석으로 확장한다. 
 
제 5장에서는 제 4장에서 제안된 적응형 레인지 셀 포커싱 기법에 
대한 다양한 검증을 실시한다. 알고리즘의 검증을 위하여 이상적인 
점타깃에 대한 원시 데이터를 알고리즘에 적용하여 검증을 실시하며 
이후 여러 가지 임의의 타깃 모델을 대상으로 하는 실질적인 실험을 
통하여 알고리즘에 대한 검증을 실시한다. 모든 검증은 1차원 스캔을 
통한 2차원 이미징을 먼저 실시하며, 이에 대한 검증이 이루어진 이후 
2차원 스캔을 통한 3차원 이미징을 실시하여 최종 검증에 이르게 된다. 
 
제 6장에서는 본 논문의 결과와 향후 진행될 관련 연구에 대하여 




제 2 장 전자파 이미징 시스템 및 알고리즘 
 
 
신호는 형태에 따라 크게 세 가지로 구별할 수 있다. 단일 주파수의 
신호를 연속적으로 송신하는 연속파(CW : continuous wave), 일정 
주파수 범위 내에서 주파수를 변화시키면서 연속적으로 송신하는 주파수 
변조 연속파(FMCW : frequency modulation continuous wave), 
일정한 주기를 갖는 짧은 펄스 형태의 신호를 송신하는 펄스파 
(pulse)로 나눌 수 있다. 연속파는 펄스파와 달리 송신 신호를 시간에 
대해 휴지시간 없이 지속적으로 발사하는 방식으로 그 원리상 송·수신 
안테나가 분리되어 있고 거리 측정 시에 별도의 변조가 필요하다는 
단점이 있다 [33]-[35]. 또한 송·수신 안테나 사이의 간섭이 
발생하기 때문에 이를 고려하여야 한다.  
 
표 2.1 펄스 특성 비교 
Table 2.1 Comparison of pulse characteristic  
 Chirp signal Pulse 
Short range detection Better Worse 
Long range detection Worse Better 
Visibility of close in target Better Worse 
Range resolution Better Worse 
Azimuth resolution Same Same 
 
펄스 레이더는 송·수신 파형으로 주파수 및 위상 변조된 펄스가 
사용되고 펄스의 송·수신 왕복 시간으로 거리를 측정하며, 도플러 
(Doppler) 신호 변이를 이용하여 속도를 추정한다. 높은 거리 
분해능(range resolution)을 얻기 위해 고출력의 협대역 펄스가 
사용되지만 협대역 펄스를 사용하면 평균전송전력을 감소시켜 탐지 
거리가 짧아지는 단점을 지니고 있다. 주파수 변조 연속파 레이더는 
연속파 레이더에 주파수 변조 기술을 함께 사용한 것으로 거리와 속도를 
동시에 탐지하기 위한 효과적인 방법이다. 따라서 본 논문에서는 주파수 
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변조 연속파를 기반으로 하는 신호처리 과정을 설명한다. 
 
 
2.1 신호 모델 
 
제 1절에서는 전자파 이미징의 데이터 처리를 위한 기본적인 
송·수신 신호 모델을 살펴본다. 그림 2.1은 송·수신 신호의 데이터가 
획득되는 원리를 형상화한 것이다. 송·수신 안테나로 이루어진 
레이더는 전체 길이가 L인 레일을 따라 이동하면서 신호를 
송·수신한다. 1차원 스캔일 경우, X축에 평행한 상태에서의 선형 데이터 
획득을 의미하여 start-stop 근사 방법을 이용한다. 고정된 지점인 
스캔영역의 중심은 Rs로 표현되며 각각의 수신 위치는 (xm, ym, zm)이고 
타깃의 위치는 (xi, yi, zi)로 지정한다. 본 논문에서 다루는 송·수신의 




그림 2.1 데이터 획득을 위한 시스템 형상화 





2.1.1 송신 신호 
 
주파수 변조 연속파는 그림 2.2와 같이 시간의 경과에 따라 신호의 
주파수가 변화하는 신호를 말한다.  
 
 
그림 2.2 주파수 변조 연속파 
Fig 2.2 LFM 
 
그림 2.2와 같이 선형적으로 주파수가 증가하는 신호를 선형 
주파수 변조 신호 (LFM : linear frequency modulation) 혹은 첩 
(chirp) 신호라고도 불린다. 첩 비율(chirp rate)은 주파수 대역폭과 
신호주기의 비로 나타낸다. 그 중 주파수의 상승 구간에서의 송신 신호 




Bt C t f ω = π + − 
 
                   (2.1) 
 
첩 신호의 송신 신호는 아래 식 (2.2)와 같이 표현될 수 잇다.  
 













2.1.2 수신 신호 
 
그림 2.1과 같이 임의의 이상적인 점타깃이 존재하고, 1차원 선형 
스캔을 통한 데이터 획득을 구현하는 경우 수신 위치에서의 ym과 zm은 
0으로 가정할 수 있다. 이때 단일 타깃으로부터 반사되는 데이터는 각 
수신 위치에서 식 (2.3)과 같다.  
 
( ) ( ) ( )2 2
2
, expm i m i i s
t
s x t a j x x y N
c
 ω
= − − + + 
  
      (2.3) 
 
여기서 c는 빛의 속도를 말하며 3×108 (m/sec) 이고, Ns은 외부 
잡음을 의미한다. 이상적인 점타깃을 가정하였기 때문에 반사계수 ai는 
1로 정의된다.  





m i m i i
i
t
s x t a j x x y N
c=
 ω
= − − + + 
  
∑      (2.4) 
( ) ( ), expm r i r i Ss x k a jk R R = − −              (2.5) 
( ) ( ) ( ) )2 2 2
B
i m i m i m i
R
R x x y y z z
=
= − + − + −         (2.6) 
 
다수의 타깃이 존재하는 경우, 식 (2.4)와 같이 각 타깃에 대한 
반사파의 선형 합으로 표현될 수 있다. 계산상의 편의를 위해 식 
(2.4)는 1차적인 위상 보상 과정을 포함하는 식 (2.5)로 동일시 되며 
거리 주파수는 송·수신상에서의 왕복을 고려하여 4π/c(kr)로 비례한다. 
본 논문에서는 식 (2.5)와 같이 다중 반사(multi-reflection)를 








2.2 전자파 이미징 알고리즘 
 
본 절에서는 시간 및 주파수 영역에서의 대표적인 이미징 접근법인 
후광 영사 방법과 거리 천이 알고리즘에 대해 알아보고자 한다. 
 
2.2.1 후광 영사 방법 
 
 
그림 2.3 후광 영사 방법 순서도 
Fig 2.3 Block diagram of the BP method 
 
후광 영사 방법은 마이크로파가 방사되는 전방의 영상 이미지에서 
한 픽셀에 대한 값을 구하기 위해 각 수신 안테나 위치에서 수집된 표적 
반사 신호를 시간 영역에서 동기화된 위상으로 더한 것이다 [36].  
 
 
그림 2.4 후광 영사 방법의 개념도 
Fig 2.4 Concept of the BP method 
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후광 영사 방법에 대한 개념도는 그림 2.4와 같다. 그림 2.3에서 
설명된 바와 같이 알고리즘의 순서도와 결합하여 수치적인 
해석법(analytical method)으로 설명하고자 한다. 수신 데이터는 앞서 
언급된 식 (2.5)를 사용하며 아래 식 (2.7)과 같이 거리 방향에 대한 
IFFT를 실시한다. 후광 영사 방법은 시간 영역에서의 이미징 
접근법이므로 수신 위치 및 거리 주파수 영역에서의 데이터를 수신 위치 
및 거리 영역의 데이터로의 변환을 먼저 실시한다. 
 
( ) ( ), , r Rjk ym R m R rs x y s x K e dk= ∫           (2.7) 
 
다음으로는 시간 영역에서의 보간 계산을 실시한다. 후광 영사를 
위해 각 수신 위치에서 픽셀 간의 거리를 먼저 추정하고 아래 식 
(2.8)과 같이 이에 대한 값을 보간 계산한다. 일반적으로 안테나 배열의 
길이를 M으로 가정하였을 때 계산시간은 M3에 비례한다. 
 
( ) ( ), ' interp , , 'm R m R Rs x y s x y y =             (2.8) 
 
식 (2.8)에서 y’R은 수신위치에서 각 픽셀간의 위치 벡터를 표현하고 
interp[·]은 선형 보간 계산을 의미한다.  
마지막으로 후광 영사를 계산하게 되는데 이는 이미지 상에서 한 
픽셀의 값은 각 수신 위치로부터 수집된 반사신호의 합으로 표현된다. 
이는 아래 식 (2.9)와 같고 수치적 해석법을 사용하면 식 (2.10)과 
같다.  
 
( ) ( ),N m NIM I s x I dx= ∫                 (2.9) 






IM I s x I
=





아래 표 2.1은 후광 영사 방법을 통해 이미지를 구현하기 위한 
시뮬레이션 변수들을 나타낸 것이다. 아울러, 그림 2.5는 표의 변수들을 
이용하여 얻은 원시 데이터를 후광 영사 방법에 적용하여 얻은 결과 
이미지이다.  
 
표 2.2 후광 영사 방법을 위한 시뮬레이션 변수 
Table 2.2 Simulation parameters for BPA 
주파수 X대역 (8 GHz ~ 12 GHz) 
주파수 샘플링 100 MHz 
거리방향 해상도 0.0375 m 
합성 개구 길이 0.7 m 
수신 위치 샘플링 0.01 m 
타깃 위치 (0, 1 m), (0, 1.5 m) 
원시데이터 크기 [71 by 401] 
 
 
그림 2.5 후광 영사 방법을 이용한 점타깃 이미지 














그림 2.6 후광 영사 방법을 통해 얻은 실험 데이터의 이미지, (a) ‘O’, 
(b) cylinder 
Fig 2.6 Image of experimental data obtained from BP method, (a) 






2.2.2 거리 천이 알고리즘 
 
 
그림 2.7 거리 천이 알고리즘 순서도 
Fig 2.7 Block diagram of the RMA 
 
위 그림 2.7은 거리 천이 알고리즘의 순서도를 보여주고 있다. 
순서도를 통해 보듯이 위 알고리즘은 FFT 기반의 주파수 영역 이미징 
접근법임을 알 수 있으며 주파수 영역에서의 보간법을 필요로 한다. 
이는 거리 축에서 보여지는 레인지 굴곡을 보상하는 과정을 의미하는데 
이에 대한 내용은 2차원의 수치적 해석법으로 설명하고자 한다.  
먼저, 수신 위치 및 거리 주파수 영역에서의 데이터를 방위 주파수 
및 거리 주파수 영역으로의 변환을 위해 수신 위치 방향에 대한 FFT를 
취한다. 이에 대한 수치적 표현은 아래 식 (2.11)과 같다. 본 논문에서 
다루어 지는 수치적 해석법은 첩 신호의 적분을 위해 PSP (principle of 
stationary phase) [75]-[77] 방법을 적용하여 계산한다. PSP에 대한 
원리는 아래와 같다. 
 
( ) ( ), , x mjk xx r m r ms k k s x k e dx−= ∫           (2.11) 
 
< Principle of stationary phase > 
 
( ) ( ) ( )
b j X
X a
F K f X e dX= ∫ ϕ  
f(X) : slowly varying function 
φ(X) : changes by many cycles over the interval of integration 









1. stationary point φ(X)을 결정한다. 
2. 결정된 포인트에서 적분 계산 
 
식 (2.11)은 위에 언급된 PSP를 이용하여 계산되는데 아래 식 
(2.12)와 같이 먼저 신호의 고정 위상 지점을 변수에 대한 미분을 통해 
계산한다. 
( ) ( )
,
0m r x m r i S
m
x k
k x k R R
dx
= − − − =
ϕ
          (2.12) 
 











                   (2.13) 
 
여기서 RB는 아래 식과 같다. 
 
( ) ( )2 2B m i m iR y y z z= − + −             (2.14) 
 
식 (2.13)을 통해 얻어진 고정 지점 xm을 식 (2.11)에 적용한다면 식 





                 
x r r i x m r S
x i B r x r S
s k k k R k x k R
k x R k k k R
∠ = − − +
= − − − +
           (2.15) 
 
실제 원시 데이터의 수치적 해석법에 있어 신호의 크기보다는 위상이 더 
큰 영향을 미치며 대부분의 이미징 알고리즘들은 위상의 보상 혹은 
변경을 통하여 구현되기 때문에 본 논문에서는 신호의 크기에 대해서는 
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자세히 다루지 않는다.  
 
( ) ( ) ( ), , exp ,x r x r x rs k k s k k j s k k = − ∠             (2.16) 
 
이에 따라 FFT를 계산한 식 (2.11)은 (2.15)에서 표현된 위상을 
고려하여 식 (2.16)과 같이 표현될 수 있다. 
두번째로는 정합 필터링을 취하여 1차 레인지 굴곡을 보상하게 
된다. 정합 필터 함수는 식 (2.17)과 같이 임의의 타깃에 영향을 받지 
않으며 거리에 따라 불변하는 변수 RS를 사용하게 된다.  
 
( ) 2 2,MF x r r S S r xk k k R R k k= − + −ϕ             (2.17) 
 
정합 필터 함수의 위상 신호인 위의 식 (2.17)을 아래 식 (2.18)과 
같이 적용하게 된다. 정합 필터 함수에서 중요한 것은 수신 
지점으로부터 수직 거리인 RS에 대해 결정하는 것에 있다. 기본적으로 
원시 데이터가 식 (2.5)와 같이 1차적으로 선에 대해 보상된 데이터를 
사용한다면 임의의 값을 가지는 RS가 되지만, 실험에서 획득한 데이터와 
같이 임의의 타깃으로부터 직접 반사된 원시 데이터인 경우 Rs는 0으로 
정의될 수 있다. RS를 어떻게 결정하느냐의 차이에 따라 결과 이미지의 
품질이 달라지기 때문에 정합 필터 함수에서 Rs에 대한 정의는 매우 
중요하다.  
 
( ) ( ) ( ), , exp ,MF x r x r mf x rs k k s k k j k k = ⋅  ϕ          (2.18) 
 
위의 식 (2.18)에서 위상 관련 식은 다시 아래와 같이 표현될 수 있다. 
 
( ) ( )
( )( )2 2
, ,
                     exp
MF x r MF x r
x i B S r x
s k k s k k
j k x R R k k
= ×
 − + − −  
      (2.19) 
 
다음으로는 Stolt 보간법을 적용한다. 1차적으로 레인지 굴곡이 
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보상된 신호를 재배치하고 모든 타깃들의 레인지 굴곡을 다시 제거하기 
위한 것이며 마이크로파 대역의 kr 주파수 함수를 이미지 상의 공간 
주파수 함수인 ky 함수로 낮추어 주는 효과를 낸다. 이것은 이미지의 
중심에서 동일한 거리에 있는 모든 타깃이 새로운 영역을 위해 1차 
배열을 수행하는 것을 의미한다. 먼저 방위 주파수에 대한 정의를 아래 
식 (2.20)과 같이 정의할 수 있고 Stolt 보간법은 식 (2.21)과 같다. 
실질적으로는 1차원 선형 보간(linear interpolation)을 사용하는 것을 
의미한다. 대부분의 경우 선형 보간을 적용하지만 경우에 따라서는 
스플라인 보간법(spline interpolation)을 사용할 수도 있다. 
 




                   (2.20) 
2 2
y r xk k k= −                     (2.21) 
 
식 (2.20)에서도 볼 수 있듯이 △x의 값이 작아질수록 ky는 허수에 
가까워지게 되므로 보간이 어려워 질 수 있다. 이는 같은 합성 개구면의 
길이 내에서 수신 정보가 많아질수록 데이터를 오히려 잃어버릴 수 
있다는 것을 의미한다 [38]-[41].  
 
 
그림 2.8 Stolt 보간법에 의해 생성하는 허수부 데이터 
Fig 2.8 Imaginary part of data from Stolt interpolation 
 
그림 2.8에서도 표현되어 있듯이 수신 정보가 많으면 많을수록 
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잃어버리는 데이터가 증가하는 단점을 지니고 있으며 사용 가능하지 
않는 데이터가 존재하는 영역에 임의의 타깃이 존재할 경우 정확한 
복원이 어려움을 의미한다. 특히 이 영역 내에서는 근접한 위치에 
존재하는 타깃의 분리도 불가능하다. 이는 2차원 IFFT 과정에서 
보간으로 계산되지만 보간 중에 생성되는 오차는 피할 수 없다. 아래 
그림 2.9는 보간 상에서의 데이터 손실로 인한 이미징 형성의 
부정확정을 보여주고 있다.  
 
 
그림 2.9 보간의 문제로 생기는 부정확한 이미지  
Fig 2.9 Inaccurate image from interpolation problem 
 
정합 필터링을 통과한 신호가 보간 계산을 거친 후 도메인 변화는 아래 
식 (2.22)와 같은 형태로 표현된다. 
 
( ) ( ) ( )( ), , expy y x r x i B S yS k k S k k j k x R R k = − + −          (2.22) 
 
마지막 단계로는 아래 식 (2.23)과 같이 2차 IFFT 계산을 통하여 
이미지 상에서의 방위 및 거리 방향으로의 압축된 영상 신호를 얻을 수 
있다.  
 
( ) ( ) ( ), , expx y x m y m x yS X Y S k k j k x k y dk dk = + ∫∫      (2.23) 
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최종 이미지는 식 (2.23)을 통하여 얻을 수 있지만 주 임펄스 응답 
(impulse response) 특성을 고려하여 이 과정에서 가중 함수를 적용할 
수도 있으며 여러 가지 기술들이 이 단계에서 적용된다.  
 
 
그림 2.10 거리 천이 알고리즘 내 타깃의 굴곡 보상 과정 
Fig 2.10 Processing of range curvature compensation of the RMA 
 
그림 2.10은 거리 천이 알고리즘 처리 과정 중 레인지 굴곡 보상의 
과정을 이해하기 쉽도록 도식화 한 것이다. 그림에서 보여지듯이 거리 
천이 알고리즘은 임의의 타깃에 의해 생성되는 굴곡을 정합 필터링과 
보간법을 통하여 보상한 이후 최종적으로 압축하여 영상을 얻는 과정을 
일컫는다. 이러한 이유로 압축률을 높여 이미지의 품질을 향상시키기 
위하여 제로 페딩(zero padding)을 취하는 경우도 있다. 더불어 
최근에는 더욱 정확한 목표물을 구분하기 위해 FFT 이외에 고해상도 
기술이 개발되고 있다 [78]-[83].  
아래 그림은 거리 천이 알고리즘을 이용하여 얻은 실제 결과와 
이미지의 형상 과정을 각 처리 순서에 따라 보여주고 있다. 이미지 형상 
과정을 구현하기 위하여 주파수는 108.9MHz에서 242.4MHz, 합성 
개구 길이는 760.8m로 정의하였고 수신 위치의 간격은 0.7m로 
설정하였다. 그리고 타깃의 위치는 (0, -200m), (0, 0), (0, 200m)로 




(a)                             (b) 
  
(c)                              (d) 
 
(e) 
그림 2.11 거리 천이 알고리즘의 이미지 형성 과정, (a) 레인지 굴곡, 
(b) 방위 방향 FFT 후 레인지 굴곡, (c) 정합 필터링 후 레인지 굴곡, 
(d) Stolt 보간 후 레인지 굴곡, (e) 최종 압축 이미지 
Fig 2.11 Image processing of RMA , (a) range curvature, (b)range 
curvature after cross range FFT, (c) range curvature after matched 




제 3 장 원시 데이터 변환 및 검증 
 
 
3.1 원시 데이터 변환의 필요성 
 
 
그림 3.1 전자파 이미징 개요 
Fig 3.1 Concept of microwave imaging 
 
그림 3.1은 일반적인 전자파 이미징의 개요도를 보여주고 있다. 
실험 혹은 시뮬레이션 데이터를 이용하여 얻은 원시 데이터를 임의의 
알고리즘 처리를 통하여 최종 영상 이미지를 얻게 된다. 결국 최종 
이미지의 품질을 결정하는 것은 초기에 얻은 원시 데이터의 품질과 
알고리즘의 특성에 따라 좌우된다. 원시 데이터의 품질을 향상시킬 수 
있는 방법에는 두 가지 측면이 있다. 하드웨어적인 시스템 구성에 있어 
더 높은 파워의 크기가 큰 송·수신 안테나를 사용하는 것과 얻어진 
데이터에 임의의 가중 함수를 적용하여 원시 데이터를 변환하는 방법을 
가지고 있다. 안테나 크기에 한계가 존재하고 더불어 임의로 하드웨어의 
구성을 변경할 수 없다면 이미 획득한 원시 데이터의 변환을 통하여 질 
좋은 이미지를 얻어야 한다. 기존에 있던 테일러 가중 (Taylor 
weighting) 함수를 사용하는 것은 이런 맥락으로 볼 수 있다. 최종 영상 
이미지의 품질을 향상시킨다는 의미는 근접한 거리에 있는 타깃에 대한 
정확한 분리와 원거리 영역에 존재하는 타깃에 대한 정확한 복원을 
의미한다. 하지만 테일러 가중 함수를 사용한다는 것은 원거리에 
존재하는 타깃의 복원 성공에 중점을 둔 방법이다. 즉, 근접한 거리에 
존재하는 서로 다른 타깃에 대한 분리는 일반적인 테일러 가중 함수를 
통해서는 어렵다. 따라서 이를 위한 연구도 필요하다 [45]-[50]. 
가중 함수를 이용하여 본래의 데이터를 변환하는 것에는 다음과 
같은 이유가 있다. 앞서 언급한 이상적인 점타깃에 대한 예를 들어볼 때, 
1차원 레인지 축 상에서 존재하는 점타깃에 대한 응답은 그림 3.2와 
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같이 임펄스의 형태를 띤다. 이상적인 점타깃이 아닌, 임의의 불연속한 
타깃에 대한 응답도 아래 그림과 같이 나타날 수 있다.  
 
 
그림 3.2 거리 분해능을 만족하는 타깃 응답 
Fig 3.2 Target response satisfying range resolution 
 
 
그림 3.3 거리 분해능을 만족하는 못하는 타깃 응답 
Fig 3.3 Target response that does not satisfy range resolution 
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하지만 샘플링을 만족하지 못하는 근접한 위치에 서로 다른 타깃이 
존재한다면 그림 3.3과 같이 마치 하나의 타깃이 있는 것과 같은 
응답을 나타나게 된다. 그림 3.3과 같이 나타난 신호들이 모여 원시 
데이터를 이룬다면 알고리즘 처리 과정을 거쳐 얻은 최종 이미지에도 
영향을 주기 때문에 이에 대한 분리가 필요하며 이는 곧 원시 데이터 
변환의 필요성을 의미하고 있다.  
최근 들어 근접한 타깃의 분리, 잡음 및 클러터 (clutter) 제거 등 
해상도를 높이기 위한 여러 가지 방안들이 제안되고 있는데 특히 
초해상도 기법이 전자파 이미징에 많이 적용되는 추세이다. 압축 센싱 
(compressive sensing) 기법, 뮤직 알고리즘, ESPRIT(estimation of 
signal parameter via rotational invariance technique), MP (matrix 
pencil) 방법 등이 초해상도 기법으로써 많이 사용되고 있는데 본 
논문에서는 뮤직 알고리즘을 기반으로 하는 강화된 뮤직 알고리즘을 
이용하였다 [51]-[60]. 뮤직 알고리즘은 구현이 간단하고 분해능 
성능이 좋아 근접한 타깃에 대한 분리가 용이하다. 하지만 잡음 신호가 
많이 유입되는 경우 성능이 떨어지기 때문에 강화된 뮤직 알고리즘을 
이용하였으며 이를 가중 함수로 적용하여 원시 데이터의 변환을 



















3.2 가중 함수 정의 
 
본 절에서는 원시 데이터에 적용되는 가중 함수에 대하여 알아본다. 
초해상도 기법 중 하나인 뮤직 알고리즘을 설명하며 기존의 뮤직 
알고리즘을 보완하고자 고안된 강화된 뮤직 알고리즘에 대해서도 
알아본다.  
 
3.2.1 뮤직 알고리즘 
 
뮤직 알고리즘은 신호의 도착 방향, 즉 DOA(direction of 
arrival)를 추정하는 대표적인 알고리즘으로써 공분산 행렬(covariance 
matrix)의 고유값(eigenvalue)과 고유벡터(eigenvector)를 이용한다. 
그리고 신호의 부공간(signal subspace)과 잡음 부공간(noise 
subspace)이 서로 직교한다는 성질을 이용하여 공간 스펙트럼을 구하게 
되고 공간 스펙트럼상에서의 최대값을 신호의 도착 방향으로 추정하는 
알고리즘이다. DOA를 추정하는 식의 출발점은 본 논문에서 다루고 있는 
이상적인 점타깃을 나타내는 식 (2.5)와 유사하기 때문에 원시 
데이터의 적용에도 용이하다. 식 (2.5)는 아래와 같은 행렬(matrix)의 
형태로 나타낼 수 있다.  
 
( ),  :ms x Ax=                      (3.1) 
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s(xm, :)는 임의의 수신 위치 xm에 존재하는 모든 주파수 성분을 
의미하고 입력 벡터라 볼 수 있다. 먼저 뮤직 알고리즘의 적용이 
가능하기 위해서는 조향 벡터(steering vector)라고 볼 수 있는 A 
행렬이 상관관계에 있는지에 대한 증명이 필요한데 결국 A 행렬의 
랭크(rank)값이 full 랭크 값을 가지는지에 대한 계산이 선행되어야 
한다는 의미이다. 식 (3.3)에서 볼 수 있듯이 임의의 수신 위치에서 
수신되는 데이터의 조향 벡터는 각 행에서 주파수 샘플링만큼의 차이가 
존재하기 때문에 full 랭크 값을 지니게 된다. 이는 뮤직 알고리즘 
적용의 타당성을 증명한다. 
다음으로 이에 대한 공분산 행렬을 구하면 아래 식 (3.4)과 같다. 
 
( )( )
    






R E Ax N Ax N
AE xx A E NN
AR A R
 = + +  
   = +   
= +
              (3.4) 
 
여기서 Rx는 아래와 같이 표현될 수 있다. 
 
H
xR E xx =                       (3.5) 
 
식 (3.4)로 표현된 공분산 행렬의 고유치 분해를 구현하면 다음과 같다.  
 
s i i iR e e= λ                      (3.6) 
 
여기서 λ i와 ei는 고유값과 고유 벡터이다. 고유값을 오름차순으로 
정렬하면 다음과 같다.  
 
1 2 3 M> > >λ λ λ λ                  (3.7) 
 
정렬된 고유값을 1차원적으로 나타내면 고유값의 변화율이 가장 큰 
부분이 존재한다. 즉, 고유값이 갑자기 작아지는 부분을 잡음 고유값, 
작아지는 부분 이상에 존재하는 값을 신호 고유값으로 정의한다. 전체 
 
 24 
M개의 요소들 중 D개를 신호 고유값으로 정의하고 (M-D)개를 잡음 
고유값으로 정의한다면 잡음 특성에 대한 고유 벡터는 아래와 같다.  
 
[ ]1N D D ME e e e+=               (3.8) 
 
잡음 고유 벡터와 방향 벡터 식 (3.8)로부터 뮤직 스펙트럼은 다음과 
같다 [24]. 뮤직 알고리즘에서 신호의 도착 방향은 전자파 이미징에서 
1차원상에서 타깃의 거리를 찾는 것과 동일하다고 볼 수 있다. 임펄스 
형태로 나타나는 타깃의 응답이 존재하는 거리 성분을 찾는 것인데 이는 
식 (3.9)를 통해 구해진다. 
 
( ) ( ) 0H HN NA r E E A r =            (3.9) 
 
뮤직 알고리즘에서는 식 (3.9)를 만족시키는 r값을 추정하게 되는데 
거리 스펙트럼은 다음의 수식을 통해서 구할 수 있다. 
 
( )





A r E E A r
=
              (3.10) 
 
위 식을 통해서 알 수 있듯이 식 (3.10)를 만족시키는 r에서 최대치 
값을 가지게 된다. 그리고 r값은 타깃의 거리로 추정할 수 있다.  
 
 
그림 3.4 뮤직 알고리즘이 추정하는 타깃의 거리 
Fig 3.4 Target distance by MUSIC algorithm  
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그림 3.4는 뮤직 알고리즘을 통해 추정되는 타깃의 거리를 
표현해주고 있다. 붉은색으로 표시된 각 수신 위치에서 임의의 타깃까지 
떨어진 거리에 임펄스 함수의 응답이 나타나게 되는데 뮤직 알고리즘은 
수신 데이터를 이용하여 식 (3.10)을 통해 1차원적으로 타깃의 거리를 
추정하게 된다. 다음은 뮤직 알고리즘을 이용한 DOA 추정에서의 예를 
보여주고 있다. 시뮬레이션 변수들은 아래 표와 같다.  
 
표 3.1 DOA 추정을 위한 시뮬레이션 변수 
Table 3.1 Simulation parameters for DOA estimation 
Direction of arrival [20, 50, 70] 
Frequency [π/3, π/5, π/4] 
Sample 200 
Array element  100 
λ 150 m 
SNR 20 dB 
 
 
그림 3.5 뮤직 알고리즘으로부터 DOA 추정 
Fig 3.5 DOA estimation from MUSIC algorithm 
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다음으로는 뮤직 알고리즘이 전자파 이미징에 적용되어 1차원 
레인지 축 상에서 타깃까지의 거리 추정을 구현하는 결과를 보여주고 
있다. 각 시뮬레이션 변수들은 아래 표와 같다.  
 
표 3.2 타깃의 거리 추정을 위한 시뮬레이션 변수 (1) 
Table 3.2 Simulation parameters for estimation of target distance 
주파수 X대역 
주파수 샘플링 100 MHz 
거리방향 해상도 0.0375 m 
수신 위치 (0, 0 m) 
타깃 위치 (0, 1 m), (0, 1.5 m), (0, 3 m) 
타깃 거리 1 m, 1.5 m, 3 m 




그림 3.6 뮤직 알고리즘으로부터 타깃 거리 추정 




2차원 이미지상에서의 정확한 위치를 찾는 것은 불가능 하지만 그림 
3.6과 같이 1차원 적으로 거리를 추정하는 것은 가능함을 알 수 있다.  
 
3.2.2 강화된 뮤직 알고리즘 
 
앞선 장에서는 뮤직 알고리즘에 대하여 알아보았다. 본 장에서는 
앞서 언급한 뮤직 알고리즘의 단점을 보완하고자 제안된 강화된 뮤직 
알고리즘에 대하여 설명하고자 한다. 강화된 뮤직 알고리즘은 기존의 
방법을 그대로 유지하면서 신호 대비 잡음비(SNR : signal-to-noise 
ratio)가 낮은 경우, 입력 신호가 상관 관계에 있는 경우, 그리고 타깃의 
분리가 쉽지 않은 경우 등을 대비하여 고안된 알고리즘이다 [61]. 입력 
벡터의 변환을 위하여 변환 행렬을 구하면 아래 식과 같이 표현될 수 
있다. 
 
*p Js=                     (3.11) 
 
0 0 1










   

                (3.12) 
 
식 (3.11)에 표현된 s*는 입력 벡터의 complex conjugate를 의미하고 
변환된 입력 벡터의 상관 행렬을 구하면 다음과 같다.  
 
H H
p pNR E pp JE ss J R   = = +          (3.13) 
 
Rs와 Rp의 합으로부터 복원된 conjugate 행렬은 다음과 같다. 
 
( )  
s p
H H H H
sN pN
R R R
AE xx A J AE xx A J R R
= +
   = + + +   
   (3.14) 
 
행렬의 기본적인 성질에 의하면 Rs와 Rp와 R은 고유값 크기의 차원이 
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동일하기 때문에 행렬의 잡음 부공간 차원도 동일하다. 뮤직 
알고리즘에서 나타낸 바와 같이 잡음 부공간을 Epn으로 정의한다면 







A r E E
=
 + 
                   (3.15) 
 
위 식 (3.15)를 통해 얻은 가중 함수를 본래의 수신 위치 별 거리 
방향에 해당하는 데이터 (2.5)에 적용하기 위해서는 먼저 본래 원시 
데이터에 제로 페딩이 먼저 실시되어야 한다. 가중 함수로 사용되는 
초해상도 알고리즘의 일종인 뮤직 알고리즘은 기본적인 거리 해상도보다 
몇배 높은 해상도를 가지고 있기 때문에 데이터의 크기를 맞추기 위하여 
제로 페딩 후 IFFT가 선 수행되어야 한다. 제로 페딩 후 IFFT 
데이터는 sz로 표현될 수 있고 이 데이터에 가중함수가 적용되면 다음과 
같이 표현할 수 있다.  
 
( ) ( ) ( ), , ,wei m R z m R ms x y s x y P x r= ⊗             (3.16) 
 
뮤직 알고리즘이나 강화된 뮤직 알고리즘 모두 본래의 원시 데이터 
보다는 거리 분해능이 뛰어나기 때문에 가중 함수로 사용하지 않고 바로 
원시 데이터로 사용하는 것을 고려해볼 수도 있다. 하지만 뮤직 
알고리즘을 통해 얻은 스펙트럼은 크기 성분만 가지고 있기 때문에 위상 













다음으로는 강화된 뮤직 알고리즘을 이용하여 DOA 추정과 1차원 
레인지 축상에 존재하는 타깃의 거리 추정을 실시하였다. 또한 앞서 
설명한 뮤직 알고리즘을 이용한 결과와도 비교하였다. 
 
표 3.3 타깃의 거리 추정을 위한 시뮬레이션 변수 (2) 
Table 3.3 Simulation parameters for estimation of target distance 
Direction of arrival [20, 50, 70] 
Frequency [π/3, π/5, π/4] 
Sample 200 
Array element  100 
λ 150 
Element spacing λ/2 




그림 3.7 강화된 뮤직 알고리즘으로부터 DOA 추정 




표 3.4 타깃의 거리 추적을 위한 시뮬레이션 변수 (3) 
Table 3.4 Simulation parameters for estimation of target 
distance 
주파수 X대역 
주파수 샘플링 100 MHz 
거리방향 해상도 0.0375 m 
수신 위치 (0, 0 m) 
타깃 위치 (0, 1 m), (0, 1.5 m), (0, 3 m) 
타깃 거리 1 m, 1.5 m, 3 m 




그림 3.8 강화된 뮤직 알고리즘으로부터 타깃 거리 추정 





그림 3.9 뮤직 알고리즘과 강화된 뮤직 알고리즘의 결과 비교 
Fig 3.9 Comparison of the MUSIC and eMUSIC algorithms 
 
앞선 그림 3.9는 기존의 뮤직 알고리즘과 강화된 뮤직 알고리즘을 
통해 얻은 추정된 타깃의 거리에 대한 비교를 보여주고 있다. 그림을 
통해 알 수 있듯이 실제 타깃과 잡음의 분리를 위해서는 강화된 뮤직 


















3.3 가중된 원시 데이터 검증 
 
본 절에서는 앞서 언급한 강화된 뮤직 알고리즘을 원시 데이터에 
적용하여 변환된 데이터의 품질 향상에 대한 검증을 실시한다. 본 
논문에서는 근접한 거리에 위치한 타깃의 분리 능력을 높이는 부분에 
중점을 두고 있기 때문에 하나의 거리 분해능 안에 2개의 타깃이 
존재한다는 가정하에 구현하도록 한다. 변환 데이터는 기본 원시 데이터, 
원시 데이터에 제로 페딩이 적용된 데이터, 뮤직 알고리즘이 가중된 
변환 데이터, 그리고 마지막으로 강화된 뮤직 알고리즘이 가중된 변환 
데이터의 4가지 경우에 대하여 비교 및 검증을 실시한다. 검증을 위한 
데이터는 아래 표와 같은 시뮬레이션 변수들을 이용하여 구현하였다.  
 
 
표 3.5 변환 데이터 검증을 위한 시뮬레이션 변수 
Table 3.5 Simulation parameters for verification of transformed data 
주파수 X대역 
주파수 샘플링 100 MHz 
거리방향 해상도 0.0375 m 
수신 위치 (0, 0 m) 
타깃 위치 (0, 1 m), (0, 1.03 m) 
타깃 거리 1 m, 1.03 m 






그림 3.10 변환 데이터의 비교 
Fig 3.10 Comparison of the transformed data 
 
 34 
3.4 변환 데이터를 이용한 거리 천이 알고리즘 
 
본 절에서는 앞선 절에서 얻은 변환 데이터를 이용하여 거리 천이 
알고리즘에 적용함으로써 가중 함수 적용에 대한 타당성을 증명하였다.  
 
 
그림 3.11 변환 데이터가 적용된 거리 천이 알고리즘 순서도 
Fig 3.11 Block diagram of the RMA algorithm applied transform data 
 
위 그림 3.11은 변환 데이터가 적용된 거리 천이 알고리즘에 대한 
순서도를 나타내고 있다. 앞선 장에서 설명하였듯이 일반적인 거리 천이 
알고리즘과 비슷하지만 초해상도 기법인 강화된 뮤직 알고리즘을 
적용해야 하기 때문에 먼저 원시 데이터에 대한 거리 방향의 IFFT를 













표 3.6 근접한 점 타깃 이미징을 위한 시뮬레이션 변수 
Table 3.6 Simulation parameters for close point target imaging 
주파수 X대역 
주파수 샘플링 100MHz 
거리방향 해상도 0.0375m 
합성 개구 길이 0.7m 
수신 간격 0.01m 





그림 3.12 원시 데이터의 거리 천이 알고리즘 적용 





그림 3.13 제로 페딩 데이터의 거리 천이 알고리즘 적용 




그림 3.14 뮤직 알고리즘이 가중된 변환 데이터의  
거리 천이 알고리즘 적용 





그림 3.15 강화된 뮤직 알고리즘이 가중된 변환 데이터의  
거리 천이 알고리즘 적용 






















제 4 장 3차원 적응형 레인지 셀 포커싱 기법 
 
 
앞선 장에서 원시 데이터 변환의 필요성과 이에 대한 검증을 마쳤기 
때문에 본 장에서는 레인지 셀 포커싱 기법과 적응형 기법에 관한 
설명이 주를 이룬다. 먼저 제안한 알고리즘의 전체적인 설명을 실시하고 
다음으로는 수치적 해석법에 따른 분석, 다음으로는 제안된 적응형 
기법에 대한 설명과 결합을 통한 해석을 실시한다. 2차원에 대한 해석을 
시작으로 3차원 해석을 실시한다. 
 
 
4.1 레인지 셀 포커싱 기법의 개요 
 
 
그림 4.1 적응형 레인지 셀 포커싱 기법의 순서도 
Fig 4.1 Concept of the adaptive range cell focusing technique 
 
위 그림 4.1은 본 논문에서 제안하고자 하는 3차원 적응형 레인지 




그림 4.2 레인지 셀 포커싱 기법의 순서도 
Fig 4.2 Concept of the range cell focusing technique 
 
먼저 가중 함수를 적용하여 얻은 변환된 데이터를 적응형 레인지 셀 
포커싱 기법에 결합한 형태를 띠고 있다. 본 절에서는 그림 4.2의 
순서도와 같이 타깃 지표를 찾아가는 과정을 나타내는 적응형 기법이 
제외된 실질적인 레인지 셀 포커싱 기법에 대한 설명을 한다.  
레인지 셀 포커싱 기법은 거리 천이 알고리즘의 보간 계산상에서 
존재하는 문제점을 보완하기 위해 제안된 방법으로 볼 수 있다. 고정된 
거리에 대한 위상 보상 값을 적용하는 기존의 알고리즘과 달리 레인지 
셀 포커싱 기법은 각각의 레인지를 나타내는 값을 변형시켜가며 위상의 
보상을 취함으로써 2차적인 위상 보상에 해당하는 보간 계산이 
불필요하다. 본 알고리즘도 주파수 영역에서의 이미징 접근법이므로 
주파수 영역인 (kx, kr)영역에서의 데이터를 이용하여야 하기 때문에 
먼저 각 축의 방향으로 FFT를 실시한다. 이후 각각의 레인지 셀 별로 
정합 필터 함수를 구현한다. 다음 장에 있는 그림 4.3과 그림 4.4, 그림 
4.5는 임의의 점타깃 3개가 존재한다고 가정하였을 때, 거리 천이 
알고리즘 상에서의 1차 위상 보상 과정과 레인지 셀 포커싱 기법의 











그림 4.3 거리 천이 알고리즘에서의 1차 위상 보상 (정합 필터링) 
Fig 4.3 First phase compensation in RMA (using matched filter) 
 
 
그림 4.4 레인지 셀 포커싱 기법에서의 1차 위상 보상 





그림 4.5 N차 위상 보상의 과정 
Fig 4.5 N-th order phase compensation processing 
 
위 그림 4.3과 그림 4.4, 그림 4.5는 거리 천이 알고리즘과 레인지 
셀 포커싱 기법의 위상 보상 과정을 비교하여 그림으로 보여주고 있다. 
먼저 고정된 값으로 위상 보상 함수를 생성하는 거리 천이 알고리즘의 
경우 그림 4.3과 같이 중앙을 중심으로 위상이 반전되는 현상을 볼 수 
있다. 이러한 이유로 나머지 굴곡의 보간 계산을 통한 2차 위상 보상 
과정이 필요하게 되지만 레인지 셀 포커싱 기법과 같은 경우 위 그림과 
같이 먼저 첫번째 셀에 대한 정합 필터함수를 구현하고 이후 다음 셀에 
대한 함수를 구현하는 방식으로, 셀 별로 단계적인 적용을 통하여 모든 
셀에 존재할 수 있는 타깃에 대한 위상 보상이 이루어지게 되는 것이다. 
따라서 보간 계산이 불필요하게 된다. 다음으로는 이렇게 보상된 위상의 
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정보들이 하나의 셀을 기준으로 저장된다. 이는 최종적으로 압축할 
데이터를 얻기 위해 각각의 셀 데이터들을 수집하는 과정으로 볼 수 
있다. 위상 보상 후 데이터 저장의 과정으로 다음과 같은 그림으로 




그림 4.6 위상 보상 후 데이터 저장 과정 
Fig 4.6 Processing of data storage after phase compensation 
 
    위의 2차원 처리 과정에서 확장하여 3차원 해석으로 이루어질 
시에는 z축에 대한 부가적인 설명이 필요하다. 방위 방향의 축이 
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추가됨으로써 계산 시간의 증가가 불가피하지만 2차원 해석과의 
차이점은 없다. 3차원 레인지 셀 포커싱에 대한 개념과 이미지 획득 
과정은 아래 그림 4.7과 같다.  
 
 
그림 4.7 2차원 해석으로부터 3차원 해석의 확장 
Fig 4.7 Analysis from 2D to 3D RCF algorithms 
 
그림 4.7과 같이 3차원 해석에서도 각 레인지 셀 별로 구해진 
이미지들의 축적으로 최종 이미지가 얻어진다. 그림을 통해 볼 수 
있듯이 각 레인지 셀 별로 계산 후 수집된 데이터가 압축이 되기 때문에 
시간적인 효율이 떨어질 수 있다. 따라서 적응형 기법을 제안하였는데 






4.2 2차원 레인지 셀 포커싱 기법의 수치적 해석 
 
본 절에서는 2차원 레인지 셀 포커싱 기법의 수치적인 해석법을 
설명한다. 앞선 절에서 적용하였던 PSP 원리를 이용하여 계산한다.  
 
4.2.1 변형된 데이터 정의 및 거리 방향 FFT 
 
먼저 변형된 데이터에 대한 정의를 실시한다. 일반적으로 실험이나 
시뮬레이션을 통하여 얻은 데이터를 식 (2.5)와 같이 표현할 때, 제로 
페딩을 통한 IFFT, 가중 함수 적용 등을 통하여 식 (3.16)과 같이 
표현된다. 본 알고리즘도 주파수 영역에서의 이미징 접근법이므로 다시 
거리 방향으로의 FFT를 실시한다. 원시 데이터의 제로 페딩 후 거리 
주파수 데이터는 아래와 같은 형태로 나타낼 수 있다. 
 
( ) ( )/ /, expwei m R N i R N i Ss x k a jk R R = − −           (4.1) 
 
위의 식 (4.1)에서 첨자 R/N은 N의 배수만큼 제로 페딩이 되어 본래 
얻은 원시 데이터의 개수보다 훨씬 많음을 의미하며 이는 또한 본래 
데이터의 해상도보다 높은 품질을 지닌 데이터를 의미한다.  
 
4.2.2 방위 방향 FFT  
 
다음으로는 주파수 영역으로 변환을 위해 방위 방향으로 FFT를 
취한다. 이는 아래와 같은 식으로 표현될 수 있다.  
 
( ) ( )/, , expx r wei m R N x m ms k k s x k jk x dx= −  ∫       (4.2) 
 
위 식 (4.2)의 위상 부분은 다음과 같이 표현될 수 있다.  
 
( ) ( ),m r r i S x mx k j k R R k x Ψ = − − +              (4.3) 
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                   (4.4) 
 
위의 식 (4.4)를 통해 얻은 위상의 고정 지점을 식 (4.2)에 대입하면 





                 
x r r i r m r S
x i B r x r S
s k k k R k x k R
k x R k k k R
∠ = − − +
= − − − +
           (4.5) 
 
4.2.3 레인지 셀 포커싱 함수 생성 및 적용 
 
다음으로는 제안하는 알고리즘 처리 과정 중에서 가장 핵심이 되는 
레인지 셀 포커싱을 위한 정합 필터 함수를 형성하고 적용하는 과정이다. 
기존의 거리 천이 알고리즘에서는 아래와 식 (2.17)과 같이 고정된 
Rs값을 이용하여 정합 필터 함수를 구현하였다.  
 
( ) 2 2,MF x r r S S r xk k k R R k k= − + −ϕ            (2.17) 
 
하지만 이를 적용하면서도 제거되지 않는 레인지 굴곡을 위해, 제안 
알고리즘에서는 아래 식 (4.6)과 같이 ym으로 표현되는 변수를 본래의 
정합 필터 함수에 적용하였다.  
 
( ) 2 2
1,...,
,MF x r r m m r x
m M
k k k y y k k
=






그림 4.8 위상 함수에서 거리 범위 정의(1차 보상 신호) 
Fig 4.8 Definition of range in phase function  
(1st order compensation signal) 
 
 
그림 4.9 위상 함수에서 거리범위 정의(직접 반사 신호) 
Fig 4.9 Definition of range in phase function  
(direct reflection signal) 
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본래 스캔 영역의 중점인 RS만큼 보상된 신호를 사용한다면 정합 필터 
함수를 적용하기 때문에 아래 그림과 같이 ym의 값은 시작 지점을 (-
)영역으로, ‘0’까지 설정하게 된다. 하지만 1차적으로 위상이 보상된 
신호가 아니라 실험을 통해 얻은 원시 데이터와 같이 타깃으로부터 직접 
반사된 신호를 사용하는 경우, ym의 정의는 달라지게 된다. 이는 RS만큼 
보상된 신호를 적용하는 것이 아니기 때문에 위 그림 4.9와 같이 
범위는 (-)영역에서 (+)영역까지 적용하게 된다. 
따라서 식 (4.6)의 위상 함수를 식 (4.5)에 적용하면 아래와 같이 
표현할 수 있다. 
 
( ) ( ) { }, , expPC x r x r PCS k k S k k j= ⊗ Φ          (4.7) 
( ) ( ) 2 2pc r S m m i r x x iS k R y y y k k k x∠ = − + − − −       (4.8) 
 
4.2.4 거리 방향 IFFT 및 데이터 저장 
 
다음으로는 거리 방향으로 IFFT를 수행하며 위상 보상 함수로 
포커싱된 각 레인지 셀의 데이터를 저장한다. 먼저 거리 방향으로의 
IFFT는 다음과 같다. 
 
( ) ( ), , expPC x m PC x r r m rS k y S k k jk y dk=   ∫          (4.9) 
 









− −                 (4.10) 
 


























 − − − 
 − − 
     (4.11) 
 
계산상의 편의를 위해 위의 식 (4.11)은 다시 아래와 같은 형태로 
표현할 수 있다. 
 
( ) ( ) ( )( ), , expPC x m PC x m x i mS k y S k y j k x F y  = − +          (4.12) 
 









1 1Sm S m i
S i mS i m
RF y R y y
R y yR y y
 
 = + − −
 − −− −  
  (4.13) 
 
다음으로는 식 (4.12)를 통해 얻은 데이터를 저장하는 과정을 
구현한다. 각 레인지 셀 별로 위상 보상을 실시하면서 얻어지는 SPC(Kx, 
Y) 도메인에서, Ym의 값이 셀 별로 이동하면서 데이터를 저장하게 
되는데 이는 아래와 같이 표현될 수 있다.  
 
( ) ( )
1,...,
:  , :  ,IMAGE m PC m m MS Y S y ==             (4.14) 
 
(:)는 각 축에 해당하는 모든 요소들을 의미한다. 따라서 식 (4.14)에 
표현되어 있는 (:)는 하나의 레인지 셀 상에서 방위 주파수 방향에 대한 





4.2.5 방위 방향 IFFT 
 
다음으로는 최종적으로 방위 방향으로의 IFFT를 통한 압축으로 
최종 이미지를 획득하게 된다. 이에 대한 수치적 표현은 다음과 같다. 
 
( ) ( )
( ) ( ) ( )
, , exp
                      , exp
IMAGE m m PC x m x m x
IMAGE m m m m
S x y S k y jk x dk
S x y j P x Q y
=   
  = +  
∫
    (4.15) 
 
위의 식 (4.15)는 최종으로 획득한 이미지의 수식이다. 다음으로는 
2차원 레인지 셀 포커싱 기법의 이미지 획득 과정을 차례대로 보여주고 
있다. 이미지 획득 과정을 설명하기 위해 거리 천이 알고리즘의 이미지 
획득 과정을 보여주기 위한 시뮬레이션 변수와 동일한 변수를 사용한다. 
 
   
(a)                              (b) 
  




(e)                              (f) 
 
그림 4.10 레인지 셀 포커싱 기법의 이미지 형성 과정, (a) 원시 데이터 
레인지 굴곡, (b) 방위 방향 FFT 후 레인지 굴곡, (c-e) 1,2,3차 위상 
보상, (f) 최종 압축 이미지 
Fig 4.10 Processing of image of RCF algorithm, (a) range curvature 
of raw data, (b) range curvature after cross range FFT, (c-e) 1st, 














(a)                              (b) 
 
(c) 
그림 4.11 레인지 셀 포커싱 기법의 장점, (a) 허수부 영역에서의 타깃, 
(b) 거리 천이 알고리즘으로부터 얻은 허수부 영역 타깃 이미지, (c) 
레인지 셀 포커싱 기법으로부터 얻은 허수부 영역 타깃 이미지 
Fig 4.11 Advantage of RCF algorithm, (a) targets in imaginary part, 
(b) target image in imaginary part from RMA, (c) target image in 
imaginary part from RCF algorithm 
 
위 그림 4.11은 제안한 알고리즘이 거리 천이 알고리즘에서 
발생하였던 문제점인 허수부 영역에 존재하는 타깃에 대한 정확한 
복원이 성공하였음을 보여준다. 
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4.3 2차원 적응형 레인지 셀 포커싱 기법 
 
본 절에서는 3차원 적응형 레인지 셀 포커싱 기법의 설명에 앞서 
2차원에서 적응형 기법을 정의하고 구현하며 이미지를 얻는 과정을 
설명한다. 본 절에서 정의하는 적응형 기법이란 타깃이 있을 확률이 
높은 영역을 설정하고 설정한 부분에 대해서만 이미지 처리 과정을 
거치는 것을 의미한다. 자세한 설명은 이어서 하도록 한다. 
 
4.3.1 적응형 기법의 정의 및 구현 
 
적응형 기법이란 복원하고자 하는 임의의 타깃이 있을 확률이 높은 
거리 방향의 지표를 추정하고 이렇게 추정된 지표에서의 이미지 처리를 
수행하는 것을 의미한다. 여기서 추정된 지표를 타깃 지표(TI : target 
indicator)라 명하고 타깃 지표를 찾기 위해 본 논문에서는 몬테카를로 
이론을 적용한다 [84]-[89]. 
 
 
그림 4.12 몬테카를로 이론 적용을 위한 레인지 굴곡 제거  
Fig 4.12 Elimination of range curvature for Monte-Carlo theory 
 
제안한 알고리즘에서는 몬테카를로 방법을 이용하여 원시 데이터의 
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잡음 확률을 획득하는 방법을 적용하였다. 이는 특히 무선 시스템간의 
간섭 분석 방법으로 많이 사용되고 있는 방법으로 잡음 환경과 관련한 
모든 변수 값들을 지정하고 통계적인 방법에 의해 간섭 확률을 계산하는 
방식으로 모든 간섭 환경을 시뮬레이션 할 수 있으나 복잡도가 큰 간섭 
분석 방법이다. 다양한 공학 분야에서 유용한 시뮬레이션 기법의 
일종이다. 본 논문에서 다루고 있는 전자파 이미징 알고리즘을 
구현하는데 있어 원시 데이터는 일정 수준 이상의 반복 측정이라고 볼 
수 있기 때문에 위 방법의 적용이 가능하다. 하지만 본 논문에서는 
레이더 시스템을 이용하기 때문에 측정마다 수신 위치가 이동하게 되고 
그만큼의 환경이 달라진다는 것으로 동일한 환경에서의 반복 측정을 
의미하지 않는다. 그림 4.12를 통해서도 볼 수 있듯이 레인지 굴곡이 
발생하는 이유와도 같다. 이를 해결하기 위해서는 실험이나 
시뮬레이션을 통해 직접 반사된 데이터를 받아 1차적인 위상 보상의 
과정이 필요하다. 즉 레인지 굴곡을 보상하여 제거하는 과정이 
필요하다는 의미가 되고, 이런 과정을 거치게 되면 수신 위치에 
상관없이 동일한 신호의 특성을 가지므로 몬테카를로 방법을 통한 
확률론적 접근이 용이하다.  
이상적인 점타깃이 존재하고 잡음이 없는 상황에서는 타깃 지표의 
추정이 비교적 쉽고 몬테카를로 이론의 적용도 불필요하다. 하지만 그림 
4.13과 같이 잡음이 포함되어 있는 경우에는 확률론적인 접근이 
필요하다. 몬테카를로 기법의 기본 이론은 단위 변수의 패턴을 알아내 
그 단위 변수의 조합 패턴을 추정하는 것이다. 각 변수의 확률 분포를 
통합해서 목표로 하는 값의 학률 분포를 알아내는 것이다. 즉, 전자파 
이미징 상에서 적응형 기법을 구현하기 위해 적용되는 이론은 많은 수신 
위치에서 얻은 원시 데이터의 성질을 확률적으로 이용하여 잡음으로부터 
분리를 할 수 있다. 일반적으로 얻은 원시 데이터에 임의의 레인지 
굴곡을 제거하는 과정을 거치게 되면 실제 그림 4.12와 같이 표현된다. 
여기서 거리 방향의 축으로 나타나는 신호의 값들의 특성을 잘 살펴볼 
필요가 있다. 임의의 타깃이 존재하는 경우 타깃이 움직이지 않는 한 
항상 동일한 거리 방향의 좌표에서 임펄스 함수 형태의 응답이 나타나는 
것을 확인할 수 있다. 나머지 부분에서도 약한 임펄스 함수의 형태로 
표시되긴 하지만 그 비율이 현저하게 떨어지는 것을 볼 수 있다. 이를 
통해 그림 4.13에서 표현된 각 수신 위치에서의 신호를 살펴보았을 때 
Y축 상에서 동일한 지점에 나타나는 임펄스 응답을 타깃의 신호로 




그림 4.13 위상 보상된 수신 위치에서의 신호  
Fig 4.13 Compensated signals at each received position  
 
다수의 수신 위치에서 측정했을 때 높은 확률로 타깃의 응답이 존재하게 
된다. 하지만 잡음 환경인 경우 그 레인지 셀 부분에 있어 신호의 
형태가 전역 최적점이 될 확률은 그만큼 줄어든다. 본 논문에서는 각 
레인지 셀에서의 신호가 피크 값으로 볼 수 있는 임펄스 신호인지 아래 
그림과 같은 과정을 거쳐 추정하였다.  
 
 
그림 4.14 임펄스 신호 추정을 위한 과정  
Fig 4.14 Processing for estimation of impulse signal  
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본 논문에서 1차원 스캔을 통한 2차원 원시 데이터를 이용할 시, 
식 (2.5)를 고려하여 데이터의 형태가 [M by N]의 크기라면 M번의 
측정 신호에 대한 임펄스 신호 확률을 측정하여 타깃 지표를 지정한다. 




= ×                     (4.17) 
 
위의 식 (4.18)에서 x는 임의의 거리 지표에서 확인되는 최대값의 
횟수를 의미한다. 본 절에서 구현된 적응형 기법은 최종적으로 아래와 
같은 단계를 거치는 것을 알 수 있다. 
 
 
그림 4.15 적응형 기법의 적용  
Fig 4.15 Application of adaptive technique  
 
이렇게 추정된 타깃 지표를 이용하여 레인지 셀 포커싱 기법에 
결합된 형태로 나타나게 되는데 이에 대한 설명은 다음 과에서 
설명하도록 한다. 아래 그림은 시뮬레이션을 통해 얻은 원시 데이터에 
그림 4.15의 적응형 기법 과정을 거친 후 타깃 지표를 추정한 결과이다. 
시뮬레이션 변수는 아래와 같다. 적응형 기법을 구현하기 위해 주파수는 
108.9MHz에서 242.4MHz, 합성 개구 길이는 760.8m로 정의하였고 
수신 위치의 간격은 0.7m로 설정하였다. 그리고 타깃의 위치는 (0, -
200m), (0, 0), (0, 200m)로 설정하였다. 이는 앞서 설명한 거리 천이 










그림 4.16 시뮬레이션 데이터의 적응형 기법 적용 




그림 4.17 시뮬레이션 데이터의 적응형 기법 적용 





4.3.2 2차원 적응형 레인지 셀 포커싱 기법 
 
 
그림 4.18 적응형 레인지 셀 포커싱 기법의 순서도 
Fig 4.18 Flow chart of range cell focusing technique 
 
앞선 과에서 설명되었던 적응형 기법이 그림 4.18에서 보여지는 TI 
판별로서 결합되는데 이에 대한 수치적 해석법은 기본적인 레인지 셀 
포커싱 기법에서 약간의 수정을 거치면 된다. 
레인지 셀 포커싱 기법의 수치적 해석법은 식 (4.2)에서부터 
시작하여 식 (4.15)까지 표현하였다. 먼저 레인지 셀 포커싱을 위한 
함수가 적용되었을 때, 적응형 기법은 식 (4.8)에서 ym=yi로 표현되고 
이에 따라 타깃 지표 추정을 통한 데이터 저장 부분과 추정된 지표에서 
방위 방향으로 IFFT를 실행하는 과정을 표현하는 수학적 계산 
부분에서의 수정이 필요하다. 따라서 아래 식 (4.8)은 식 (4.18)과 같이 
간략하게 표현될 수 있다. 
 
( ) ( ) 2 2pc r S m m i r x x is k R y y y k k k x∠ = − + − − −       (4.8) 
( )pc r S m x is k R y k x∠ = − −               (4.18) 
 
다음으로는 식 (4.18)을 이용하여 거리 방향에 대한 IFFT를 취한다. 




( ) ( )
( ) ( )
, , exp
                    , exp
image x m pc x r r m r
image x m r S x i r
s k y s k k jk y dk
s k y j k R k x dk
=   
 = − 
∫
∫      (4.19) 
 
위의 식 (4.19)는 다시 아래와 같이 표현할 수 있다.  
 
( ) ( )
( )exp
, , x i r Sx m x m
S
j k x k R
s k y s k y
R
 − − =          (4.20) 
 
다음으로는 최종적인 이미지를 얻기 위하여 방위 방향에 대한 IFFT를 
취한다. 이는 아래와 같이 표현된다.  
 
( ) ( )
( )exp1, , exp mm m x m x m x
m i S
G x
s x y s k y jk x dk
x x R
  = = ×   −∫   (4.21) 
 
제안 알고리즘을 이용하여 얻는 최종 이미지의 각 픽셀들에 대한 값은 
식 (4.21)을 통해 얻어진다. 
 
4.3.3 개선된 이미지 품질의 수학적 증명 
 
본 절에서는 앞선 절에서 얻은 최종 이미지에 대한 품질 평가를 
수학적으로 접근한다. 앞선 절에서 얻은 식 (4.21)은 최종적으로 
보여지는 절대값의 이미지로 표현한다면 다음과 같다.  
 





−                (4.22) 
 
식 (4.22)를 보면 알 수 있듯이 최종 이미지의 값은 적응형 기법의 
적용으로 타깃의 지표 중 방위 방향에 대한 변수인 xm에 의해서만 
영향을 받는다. 또한 타깃의 방위 방향 위치를 표현하는 xi가 xm에 
일치하는 경우 식 (4.22)는 그 위치에서 임펄스 형태를 띄며 타깃을 
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그려낸다. 따라서 최종 이미지에 존재하는 잡음의 양은 아래와 같은 





x xS m iR x x≠
=
−∑                (4.23) 
 
식 (4.23)은 제안한 알고리즘에서의 잡음이 되는 부분에 대해 계산한 
것이다. 다음으로는 2장에서 설명한 거리 천이 알고리즘을 통해 얻은 
이미지의 잡음 부분을 계산하고자 한다. 계산을 위해서는 식 (2.22)와 
식 (2.23)을 볼 필요가 있다. 아래와 같이 표현된 식 (2.22)를 식 
(2.23)에 대입하면 식 (4.24)와 같이 표현할 수 있다. 
 
( ) ( ) ( )( ), , expy y x r x i B S ys k k s k k j k x R R k = − + −      (2.22) 
 
( ) ( ) ( ), , expm m x y x m y m x yS x y s k k j k x k y dk dk = + ∫∫    (2.23) 
 
( )
( ) ( )exp exp
, m m
i m i S m
P x Q y
S X Y S
x x y R y
         =    
− − −      
         (4.24) 
 
식 (4.23)을 구한 것과 마찬가지로 제안 알고리즘의 최종 이미지에서도 
아래 식과 같이 절대값을 생성 후 잡음에 관한 식으로 나타낼 수 있다. 
 
( )
( ) ( )exp exp
final image , m m
i m i S m
P x Q y
X Y
x x y R y
      =
− − −         (4.25) 
 
1 1Error
m i m i
RMA
y y x x i m i S mx x y R y≠ ≠
=
− − −∑ ∑            (4.26) 
 
주파수 영역에서의 접근법인 기존의 거리 천이 알고리즘과 제안한 
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알고리즘에 대하여 잡음 성분의 차이를 비교하기 위해서는 식 (4.23)과 









− −∑          (4.27) 
 
즉, 거리 천이 알고리즘으로부터 생성되는 잡음의 지표는 임의의 
타깃에 대한 거리 방향의 변수 yi에 따라 달라지지만 기본적으로 식 
(4.27)과 같이 제안한 알고리즘으로부터 얻은 잡음의 지표에 RS배 


























4.4 3차원 적응형 레인지 셀 포커싱 기법 
 
본 절에서는 2차원 알고리즘에서 확장하여 3차원 적응형 레인지 셀 
포커싱에 대하여 알아본다.  
 
 
그림 4.19 2차원 및 3차원 레인지 셀 포커싱 알고리즘의 이미지 형상 
과정 비교 




그림 4.19는 제안 알고리즘의 2차원 해석과 3차원 해석을 비교한 
것이다. 3차원으로 확장하여 해석한다면 방위 방향의 축이 생성되지만 
각 레인지 셀 별로 포커싱을 하는 방법은 동일하다. 2차원에서 하나의 
레인지 셀에 해당하는 1차 데이터였다면 3차원에서는 하나의 레인지 
셀에 해당하는 2차원 이미지에 대한 위상 보상 과정을 의미한다. 
다음으로 3차원 적응형 레인지 셀 포커싱 기법에 대한 수치적 해석법을 
보고자 한다. 
 
4.4.1 변형된 데이터 정의 및 거리 방향 FFT 
 
제안된 알고리즘의 수치적 해석을 위해서는 먼저 변형된 알고리즘에 
대한 정의를 내려야 한다. 앞서 설명된 2차원 이미지를 위해 사용되었던 
변형 데이터 (3.16)은 아래와 같이 3차원의 형태로 수정된다. 
 
( ) ( ), , expwei m m R i r i ss x z k a jk R R = − −        (4.21) 
 
여기서 Ri 또한 아래와 같다.  
 
( ) ( ) ( )2 2 2i m i m i m iR x x y y z z= − + − + −        (4.22) 
 
4.4.2 방위 방향 FFT 
 
다음으로는 방위 방향에 대한 2차원 FFT를 수행한다. 이에 대한 
계산은 아래와 같이 표현된다.  
 
( ) ( ) ( ), , , , expx z R wei m m R x m z ms k k k s x z k j k x k z dxdz = − + ∫∫  (4.23) 
 
PSP 이론을 적용하여 식 (4.23)을 구하기 위해 먼저 식의 위상에 관한 












m i m i m i





x x y y z z
∠
= − − =
∂ ∂
−
⇒ − − =
− + − + −
    (4.24) 
 
( ) ( )2 2B m i m iR y y z z= − + −             (4.25) 
 




m x B i
r x




                (4.26) 
 
위의 식 (4.25)으로부터 얻은 고정 지점을 식 (4.23)에 대입하면 
아래와 같이 표현될 수 있다.  
 
( ) ( ) ( )
2 2
2 2 2 2
, , , , exp
                   exp
1 1                     exp
x z r x z r x m z m
r S x i
r B x B z m
r x r x
s k k k s k k k j k x k z dxdz
jk R jk x
j k R k R k z dz
k k k k
 = − + 
= − + ×  
  
  − + +





다음으로 z방향에 대한 FFT를 수행하여야 한다. 위의 식 (4.27)에 








∂                  (4.28) 
 




[ ] ( )
( ) ( )
2 2
2 2 2 2 2 2
B m ir r
r x r x m i m i
R z zjk kj
zk k k k y y z z
∂ −−
= −
∂− − − + −
 (4.29) 
[ ] ( )
( ) ( )
2 2
2 2 2 2 2 2
B m ix x
r x r x m i m i
R z zjk k
j
zk k k k y y z z
∂ −−
= −
∂− − − + −
 (4.30) 
 
위 식 (4.29)과 식 (4.30)를 통해 식 (4.28)은 다음과 같이 계산된다. 
 
( ) ( ) ( )
( ) ( )
2 2
2 2 2 2
, ,
0
r xx m R m i
z
r x m i m i
k ks k z k z z
j jk
z k k y y z z
+∂∠ −
= − − =
∂ − − + −  
(4.31) 
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r x
m i z m i
r r z x r z
k k
z z k y y




         (4.32) 
 
식 (4.32)를 식 (4.27)에 대입하면 방위 방향에 대한 FFT 는 
최종적으로 다음과 같다.  
 
( )
( ) ( )
( )
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( )
2 2
2 2 2 2 2 2            exp
r x
z i z m i
r r z x r z
k k
jk z k y y
k k k k k k
  −   + − + −




4.4.3 레인지 셀 포커싱 함수 생성 및 적용 
 
다음은 각 레인지 셀에 대한 타깃의 포커싱을 위해 정합 필터링 
함수를 구현한다. 2차원의 식과 마찬가지로 아래와 같이 표현될 수 있다. 
 
( ) 2 2 2
1,...,
, ,MF x z r r m m r x z
m M
k k k k y y k k k
=
= − + − −ψ      (4.34) 
( ) ( ) ( ){ }, , , , exp , ,pc x z r x z r MF x z rs k k k s k k k j k k k= ⊗ ψ    (4.35) 
 
이때 적응형 기법 구현으로 ym=yi를 만족한다면 위 식 (4.35)는 다음과 
같이 계산된다. 
 
( ) ( )
( ) 2 2 2
, , , ,
                    exp
x z r x z r
r S m x i z i m r x z
s k k k s k k k
jk R y jk x jk z jy k k k
= ×




4.4.4 거리 방향 IFFT 및 저장 
 
다음은 식 (4.36)을 통해 얻은 위상이 보상된 데이터에 대하여 
거리 방향으로 IFFT를 수행하고 저장하는 과정을 거친다. 거리 방향에 
대한 IFFT는 아래와 같이 표현할 수 있다. 
 
( ) ( ), , , , exppc x z m pc x z r r m rs k k y s k k k jk y dk=   ∫          (4.37) 
 
위의 식 (4.37)에서 적분 내에 존재하는 위상 부분에 관한 식은 다시 
아래와 같이 표현된다. 
( ) 2 2 2 0pc r S m x i z i m r x z
r r
s
jk R y jk x jk z jy k k k
k k
∂∠ ∂  = − + + − + − − =  ∂ ∂  (4.38) 
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앞선 계산과 마찬가지로 PSP 이론을 적용하기 위해 위상 부분의 
고정 지점을 추정하기 위해 식 (4.38)과 같은 계산 과정이 필요하다. 






S m x z
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S m m






                 (4.39) 
 
식 (4.39)를 통해 얻은 고정 지점을 식 (4.37)에 적용하면 다음 식 
(4.40)과 같다. 
 
( ) ( )
( )








                       
S m x z
pc x z m x i z i
S m m
z S m m x z
m
S m m
R y k k
s k k y s j jk x jk z
R y y




+ += − + −
+ −
 − + + +   + 
+ − 

  (4.40) 
 
4.4.5 방위 방향 IFFT 
 
다음으로는 방위방향에 대한 IFFT 변환을 통해 최종 이미지를 
얻는다.  
 
( ) ( ) ( ), , , , expm m m pc x z m x m z m x zs x z y s k k y j k x k z dk dk = + ∫  (4.41) 
 
식 (4.41)을 계산하면 최종적으로 얻는 3차원 결과 이미지는 다음과 
같은 식으로 정리될 수 있다. 
 




그림 4.20 3차원 적응형 레인지 셀 포커싱 기법 개요 
Fig 4.20 Concept of 3D range cell focusing technique 
 
3차원 적응형 레인지 셀 포커싱 알고리즘에 대한 개요는 위 그림 
4.20과 같다. 적응형 기법을 통해 추정되는 타깃 지표를 따라 각 레인지 
셀 상에서의 압축된 이미지를 수집하는 방식으로 타깃 중심의 
표면(focal plane)을 찾는 효과를 가져다 준다. 많은 3차원 이미징 
알고리즘의 특성상 타깃 중심 표면의 잘못된 추정으로 이미지의 품질에 

















제 5 장 제안 알고리즘 검증  
 
 
본 절에서는 제안한 알고리즘에 대한 검증을 실시하며 제안한 
알고리즘 또한 주파수 영역에서의 이미징 접근법이므로 기존의 거리 
천이 알고리즘을 이용하여 얻은 결과 이미지와의 비교를 통해 제안 
알고리즘의 우수성을 입증한다. 
 
5.1 시뮬레이션 데이터 이용 
 
본 절에서는 시뮬레이션 데이터를 이용하여 알고리즘을 검증한다. 
 
5.1.1 2차원 데이터를 이용한 결과 이미지 검증 
 
먼저 2차원 시뮬레이션 변수는 아래와 같다. 시뮬레이션 데이터는 
해상도를 만족하는 타깃이 존재할 경우에 대한 결과이다. 
 
표 5.1 제안 알고리즘 검증을 위한 시뮬레이션 변수 
Table 5.1 Simulation parameters for verification of the proposed 
algorithm 
주파수 X대역 (8 GHz ~ 12 GHz) 
주파수 샘플링 100 MHz 
거리방향 해상도 0.0375 m 
합성 개구 길이 0.7 m 
수신 위치 샘플링 0.01 m 
타깃 위치 (0, 1), (0, 2), (0, 3) 
원시데이터 크기 [71 by 401] 






그림 5.1 시뮬레이션 데이터의 RMA 적용 




그림 5.2 제로 페딩된 시뮬레이션 데이터의 RMA 적용 




그림 5.3 시뮬레이션 데이터의 2차원 제안 알고리즘 적용 
Fig 5.3 Application of simulated data for 2D proposed algorithm 
 
표 5.2 알고리즘의 정량적 평가 
Table 5.2 Evaluation of algorithm 













본 논문에서는 제안된 알고리즘을 정량적으로 평가하기 위하여 
이미지의 품질을 결정하는 ISLR(integrated side lobe ratio)을 
이용하였다. 해상도를 만족하지 못하는 경우, 임의의 타깃에 대한 




5.1.2 3차원 데이터를 이용한 결과 이미지 검증 
 
3차원 시뮬레이션 변수는 아래와 같다. 2차원 데이터를 이용한 결과 
이미지의 획득 과정과 동일한 과정을 거친다.  
 
표 5.3 3차원 이미징을 위한 시뮬레이션 변수 
Table 5.3 Simulation parameters for 3D imaging 
주파수 X대역 (8 GHz ~ 12 GHz) 
주파수 샘플링 100MHz 
거리방향 해상도 0.0375m 
합성 개구 길이 (X, Z) 0.7m 
수신 위치 샘플링 (X, Z) 0.01m 
타깃 위치 (0, 0, 1m) , (0, 0, 2m) , (0, 0, 3m) 






그림 5.4 시뮬레이션 데이터의 3차원 RMA 적용 




그림 5.5 시뮬레이션 데이터의 3차원 제안 알고리즘 적용 




표 5.4 알고리즘의 정량적 평가 
Table 5.4 Evaluation of algorithms 


































5.2 실험 데이터 이용 
 
본 절에서는 실험 데이터를 이용하여 알고리즘을 검증한다.  
 
5.2.1 실험 환경 구성 
 
 
그림 5.6 실험 환경 
Fig 5.6 Experimental set-up 
 
그림 5.6은 실험 데이터를 얻기 위한 실험 환경을 보여주고 있다. 
실험 구성은 송·수신 안테나(bi-static)와 벡터 네트워크 어널라이저와 
포지셔너, 임의의 타깃으로 이루어졌다. 안테나는 X대역 더블 릿지드 
안테나를 사용하였으며 안테나의 빔폭은 30°이다. 송, 수신 두 
안테나의 이격 거리는 20cm이며 벡터 네트워크 어널라지저와 연결 후 
S21을 측정하였다. 포지셔너는 원점을 기준으로 상하, 좌우 35cm를 
이동할 수 있다. 포지셔너의 스캔 가능한 이탈도는 50μm이히이며, 위치 
정밀도는 100μm 이하로서 정밀하게 스캔 포인트를 설정할 수 있다. 
도플러 효과를 고려하지 않았으며 일반적인 잡음이 포함된 환경에서 
측정을 실시하였다. 출력 파워는 5dBm을 사용하였다. 선형 스캔을 통한 
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이미징을 위해 금속 구로 이루어진 알파벳 모형과 총기류와 유사 모델인 
드릴을 이용하였으며 금속 기둥, 하드디스크 또한 이용하였다. 금속 
기둥과 하드디스크는 임의의 물질(옷)로 덮어놓은 상태에서도 복원이 
가능한지 확인하였다. 2차원 스캔을 이용한 3차원 이미징 구현에서도 





































그림 5.7 실험 데이터의 RMA 적용 (‘A’) 




그림 5.8 실험 데이터의 2차원 제안 알고리즘 적용 (‘A’) 






그림 5.9 실험 데이터의 RMA 적용 (‘drill’) 




그림 5.10 실험 데이터의 2차원 제안 알고리즘 적용 (‘drill’) 




그림 5.11 실험 데이터의 RMA 적용 (‘O’) 




그림 5.12 실험 데이터의 2차원 제안 알고리즘 적용 (‘O’) 








그림 5.13 실험 데이터의 RMA 적용 (하드디스크, 금속기둥) 




그림 5.14 실험 데이터의 2차원 제안 알고리즘 적용 (하드디스크, 
금속기둥) 







그림 5.15 실험 데이터의 RMA 적용 (옷 안의 하드디스크, 금속기둥) 




그림 5.16 실험 데이터의 2차원 제안 알고리즘 적용 (옷 안의 
하드디스크, 금속기둥) 




표 5.5 알고리즘의 정량적 평가 
Table 5.5 Evaluation of algorithms 










































그림 5.17 3차원 실험 데이터를 이용한 알고리즘 비교결과 (1), (a) 
실제 이미지, (b) 금속구, (c) 드릴  
Fig 5.17 Comparison of algorithms using 3D experimental data, (a) 










 그림 5.18 3차원 실험 데이터를 이용한 알고리즘 비교결과 (2), (a) 
실제 이미지, (b) 금속구, (c) 실린더 
Fig 5.18 Comparison of algorithms using 3D experimental data, (a) 







표 5.6 알고리즘의 정량적 평가 
Table 5.6 Evaluation of algorithms 






Proposed Algorithm  
4.06 
 
다음으로는 2차원 및 3차원 데이터의 이미지 처리에서 연산 시간의 
효율성 증가를 보여주고 있다. 표 5.7에서는 각 2차원 데이터와 3차원 
데이터 처리에 있어 각 알고리즘에 적용하였을 때 평균적으로 소비되는 
계산 시간을 보여주고 있다.  
 
표 5.7 각 알고리즘의 평균 연산 시간 
Table 5.7 Average calculation time of each algorithm 
평균 연산 시간 
 RMA BPA Proposed 
2차원 
71 by 401 
1.317 2.172 1.032 
3차원 
71 by 71 by 401 









제 6 장 결    론  
 
6.1 결론 및 토의 
 
본 논문에서는 3차원 전자파 이미징을 위한 새로운 알고리즘 
개발에 관한 연구를 진행하였다. 먼저 기존 방법들로 시간 영역에서의 
이미징 접근법인 후광 영사 방법과 주파수 영역에서의 이미징 접근법인 
거리 천이 알고리즘의 장, 단점을 분석하였다. 후광 영사 방법은 최종 
획득되는 이미지의 품질이 향상되는 반면 시간의 효율이 감소하지만 
거리 천이 알고리즘은 이와 반대의 경우이다. 더불어 거리 천이 
알고리즘은 보간 계산상에서 나타나는 문제점도 존재한다. 따라서 본 
논문에서는 각 방법들의 단점은 극복하고 장점을 유지하는 새로운 
레인지 셀 포커싱 알고리즘을 개발하였고 이는 고해상도 및 빠른 이미징 
처리에 목적을 두고 있다.  
제안 알고리즘의 목적에 맞게 먼저 고해상도의 이미지를 얻기 
위하여 원시 데이터의 변환을 유도하였다. 최근 고해상도의 영상을 얻기 
위해 활발히 연구가 진행 중인 초해상도 기법 중 강화된 뮤직 
알고리즘을 가중 함수로 적용하는 것을 제안하였고 이는 실제 잡음 
환경이 포함되어 있는 상황에서 신호 대비 잡음의 비를 높이는 효과를 
가져왔다. 특히 근접한 거리에 존재하는 타깃의 분리에 유용하며 기존의 
해상도를 높여주는 효과를 갖는다. 시스템의 변경이 불가능한 경우 원시 
데이터의 변경만으로도 충분히 고해상도의 이미지를 얻을 수 있다는 
결론을 내릴 수 있다.  
하지만 해상도가 높아진다는 것이 기본적으로 수집한 데이터의 양이 
증가한다는 것을 뜻한다. 이는 계산 시간의 비효율성을 의미하는데 이를 
위해 본 논문에서는 적응형 기법을 제안하였으며 앞서 언급한 레인지 셀 
포커싱과 결합한 적응형 레인지 셀 포커싱을 제안하였다. 적응형 기법은 
다수의 측정을 통해 얻은 데이터 중 타깃의 응답이 일어날 확률이 높은 
거리 방향의 지표를 추정하는 과정을 의미한다. 이렇게 추정된 타깃 
지표에 대해 레인지 셀 별로 위상을 보상하면서 이미지를 획득하였다. 
제안한 알고리즘은 시뮬레이션 데이터와 실제 실험 데이터를 이용하여 
검증하였다. 항상 선형 스캔을 통한 2차원 이미징에서 시작하여 2차원 
스캔을 통한 3차원 이미징을 구현함으로써 검증을 구현하였다. 또한 
이상적인 점타깃을 이용하여 시뮬레이션 데이터를 획득 후 알고리즘에 
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적용하였으며 실험 데이터는 금속 구로 이루어진 알파벳 모형과 드릴, 
하드디스크 등을 사용하였다. 다양한 실험으로부터 얻은 데이터를 
이용하여 알고리즘에 적용한 결과 제안 알고리즘의 정확성과 효율성이 
검증되었으며 향후 전자파 이미징과 관련하여 고해상도 및 실시간 
































6.2 향후 연구 
 
본 논문에서 제안한 알고리즘 이외에도 고해상도 및 실시간 처리를 
위한 다양한 연구가 진행되어야 한다. 본 논문에서는 기존에 널리 
사용되고 있는 시간 및 주파수 영역에서의 이미징 접근법의 장, 단점에 
대하여 살펴보았다. 더불어 각 방법의 단점을 보완하는 주파수 
영역에서의 접근법을 제안하였다. 따라서 향후에는 시간 영역에서의 
실시간 처리에 용이한 알고리즘을 개발할 필요가 있다. 본래 FFT 
기반의 알고리즘보다 시간 영역에서의 직접적인 알고리즘 처리가 시간상 
더욱 효율적이다.  
본 논문에서는 이동하면서 측정하는 방식을 취하지 않았기 때문에 
도플러 효과에 대해 고려하지 않았다. 따라서 제안한 알고리즘에 
대해서도 도플러 효과가 존재하는 데이터에 대한 이미징이 가능한지 
살펴볼 필요가 있다. 이를 위해서는 추가적인 실험도 필요하며 이에 
대한 검증이 된다면 SAR 이미징 및 신호 처리에 있어 큰 도움이 될 
것으로 판단된다.  
마지막으로 최근 연구가 진행중인 초해상도 기법에 대해서도 깊은 
연구가 필요하다. 최근의 경향으로 볼 때 초해상도 기법이라는 명칭은 
특정한 알고리즘을 지칭하지 않는다. 압축 센싱 기법, ESPRIT, 뮤직 
알고리즘 등 다양한 알고리즘들의 고차원적인 연구와 몇몇의 기법들이 
결합된 하이브리드 형태의 알고리즘을 보통 초해상도 기법이라 한다. 
따라서 본 논문에서 제안한 초해상도 기법의 가중 함수 적용보다는 
실질적인 초해상도 알고리즘 개발도 필요하다고 판단된다.  
이러한 방향으로 연구를 진행함으로써 고해상도의 영상 획득과 
실시간 처리 모두를 고려하여 전자파 이미징 뿐만 아니라 SAR 이미징 
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   This paper describes the 3D microwave imaging algorithm and 
analyze the advantages and drawbacks of existing time domain 
approach and frequency domain approach. So to overcome the 
drawback of these algorithms this paper proposed novel imaging 
algorithm applied adaptive technique. Analysis of the algorithms 
start from 2D to 3D analysis. 
Firstly, we review the BP (back-projection) method as time 
domain approach and present the drawback of this algorithm. And to 
improve efficiency that is a main drawback of the BP method, this 
paper suggest adaptive technique. Next, we review the RMA (range 
migration algorithm) as frequency domain approach. Generally, 
frequency domain approach has the advantage in respect to fast 
operation. However, it has drawback in respect to calculation of 
interpolation in algorithm processing.  
In this paper, we review the existing algorithms. To improve 
quality of the final image this paper suggest application of enhanced 
MUSIC (eMUSIC : enhanced multi signal classification), that is a 
kind of super-resolution technique, as weighting function. Then, by 
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using the transformed data to RMA and comparing the result, we 
identify the validity of eMUSIC weighting method. In addition, this 
paper proposes the RCF (range cell focusing) algorithm that omits 
the interpolation processing and compensates the phase by step-
by-step at each range cell. Because it decreases the efficiency of 
operation time this paper applied Monte-carlo theory as adaptive 
technique to RCF algorithm. It can be named ARCF algorithm. 
Firstly, we used simulated data to verify the proposed algorithm. 
Through the 2D imaging from 1D linear scan and 3D imaging from 
2D scan, it verifies the efficiency of the proposed algorithm. 
The experimental set-up consists of positioner, X-Band double 
ridged antennas, and VNA (vector network analyzer). The 
transmitting and receiving antenna collect the raw data. The targets 
are consist of continuous and discontinuous targets. Hard disk, drill, 
and tumbler are used for continuous target and alphabet model that 
consists of metal spheres is used for discontinuous target.  
From the various experimental raw data, the validity of the 
proposed algorithm in this paper is demonstrated. We expect that 
the proposed algorithm will be the basis technique for 3D real time 
microwave imaging in the future. 
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