WirelessHART is an international wireless communication standard proposed by HART Communication Foundation. As a crucial technique for wireless networks, time synchronization plays an important role especially in WirelessHART networks. For constant and reliable communication, it is necessary to provide precise network-wide time synchronization for TDMAbased WirelessHART. The network-wide time synchronization (NWTS) on an open source platform named OMNeT++ was implemented in this paper. In addition, we not only adopted a proposed Kalman-Filtering algorithm to ensure the precise synchronization but also designed a NWTS mechanism for WirelessHART. Moreover, we detailedly designed the mechanism of selecting and synchronizing the time reference sources (TRSs). Finally, we evaluated this implementation and made a comparison to TPSN in the aspect of error, robustness and power consumption.
Introduction
The WirelessHART standard, launched by HART Communication Foundation, is a wireless sensor network communication protocol applying to industrial process control [1] [2] . Because of the TDMA mechanism used in the MAC layer [12] , node's behaviors are scheduled by a series of super frames. It is important to synchronize the whole network's time so that the message can be transmitted correctly and the network will work on well.
Every node in WirelessHART network has its own local clock. With the surrounding temperature changes and time flies, the frequency of oscillator varies and will result in time deviation between different nodes. If the deviation crosses a threshold, nodes will be divorced from the network. Hence, it's essential to design an effective synchronization mechanism. In WirelessHART standard, however, there's no specification of how to realize the time synchronization of the entire network and how to select the time reference sources.
So far, several time synchronization algorithms have been proposed for wireless sensor network, such as RBS (Reference Broadcast Synchronization) [3] , FTSP (Flooding Time Synchronization Protocol) [4] , TPSN (Time Synchronization Protocol for Sensor Networks) [5] , DMTS (Delay Measurement Time Synchronization) [11] , etc. However, these algorithms are not suitable for WirelessHART network considering of limited energy, precise time and mesh topology. De Biasi etc. [6] researched the clock drift of WirelessHART on TrueTime which is a matlab-based tool. However, they did not implement the entire protocol stack nor the whole network time synchronization. Huang etc. [7] utilized the OMNeT++ simulator to study the 802.11 network time synchronization. However, they just synchronized two nodes rather than realize network-wide synchronization. Fang promoted an energy-efficient time synchronization algorithm for WirelessHART networks based on OMNeT++ [9] . However, they compared their algorithm with RBS neglecting the deviation of frequency and never considered the network-wide synchronization.
In the open source OMNeT++ simulator [8] , we implemented the whole WirelessHART network including the network manager and the node model. Moreover, we not only designed the local clock model and the packet exchange model in detail but also implemented the network-wide time synchronization applicable to the mesh network. We adopted a precise Kalman-Filtering synchronization algorithm and designed a network-wide time synchronization mechanism for WirelessHART network. Finally, some simulating cases were tested to evaluate this implementation.
The rest of the paper is organized as follows: Section 2 depicts the local time model and packet exchange model. Section 3 describes the details about how to implement network-wide time synchronization (NWTS). Section 4 simulates NWTS and compares it to TPSN. Section 5 concludes this paper.
Design of the time synchronization model
Local clock model. The node's time is usually generated from crystal oscillator which is greatly influenced by manufacturing process and surrounding environments. Generally speaking, clock frequency is different from the normal value that will result in deviation of offset and skew. In OMNeT++ simulator, we utilize the local clock model to represent the real clock in nodes.
i) Common node's clock model Let t and f j (t) denote the accurate reference time and clock j's frequency at reference time t. C j (t) is defined as the local time of nodes at the reference time t and can be expressed as:
We can think that the frequency is stable in a short time. Then, C j (t) should be updated as:
ii) Network manager's clock model Network manager is the root node in the WirelessHART network and is responsible for the network-wide time service. So, all nodes should be synchronizing to network manager and it's clock model C NM (t) can be expressed as:
) Package exchange model. In our simulator, we adopted the Kalman-Filtering method proposed by paper [16] to synchronize node i with node j based on two-way message exchange. Kalman-Filtering technology just needs to record the previous estimated value and the Kalman-Filtering gain. The current estimated value can be calculated according to the current measured value. There is no need to record all the historical data. This algorithm regards the clock offset and the frequency deviation as the state variables that include noise. Then the optimal estimation of the clock offset and frequency deviation can be conducted by the Kalman-Filtering method. As is illustrated in Fig. 1 , in the nth synchronous cycle, node j sends a synchronous request to node i at the reference time t1 and node i receives the timestamp at time t2. Then, node i sends a response message embedded with the estimated time lag to node j. Node j catches the packet at time t4 and records the local clock's time C L,j,n (t 4 ). According to paper [16] , the Kalman gain can be calculated as:
Therefore, the optimal estimation of time offset should be expressed as: 
Design of network-wide time synchronization
The NM needs to coordinate the synchronization only of a few TRS nodes, and all the other nodes synchronize with the TRSs privately. In this section, we implemented the network-wide time synchronization by selecting the time reference sources (TRSs) and synchronizing these TRSs. Selecting the TRSs (time reference sources).TRS selecting mechanism is put forward dynamically while the network construction is in progress. Detailed steps are as follows: Firstly, network manager is configured as a TRS while starting the network. Secondly, one node is going to join the network by selecting a node agent. If there is a TRS in the node's neighborhood, the node selects the TRS as the node agent. Subsequently, the node joins the network by synchronizing to the node agent. If the node won't receive any broadcast information from a TRS for a time, the node will select any neighbor node as a node agent and synchronize to the node agent which is regarded as a TRS temporarily. Then, the node will apply for TRS while requesting to join the network. Lastly, other nodes will utilize these steps to join the network until every node finishes this process. A set of brief procedures are depicted in Fig. 2 . Fig.2 : Process of selecting TRSs Synchronizing the TRSs.After all the TRSs are determined, it is necessary to synchronize these TRSs. Network manager starts time synchronization between the TRSs every once in a while. It's easy to prove that there exits at least one common neighbor node between any pair of TRSs. So we can utilize the common neighbor node to synchronize TRSs. Assuming a and b are a pair of TRSs, node c is their common neighbor node. We can use <a, c, b> to represent this relationship and select a to be the master node. According to Fig. 3 , this algorithm selects the top stack element as the TRS (x), and then traverses the set A to find out all the nodes that have common neighbor node with x. If there is no matching node, the algorithm selects the element which is below the top stack element. For handling pair <x, j, i>, we firstly let j synchronize with x and then synchronize i to j.
Fig.3: Process of synchronizing TRSs
Testing the NWTS mechanism.Time synchronization algorithm is running in the network manager and the data link layer. In this test, there are 8 WirelessHART nodes and a NM (network manager). Fig. 4 illustrates the process of selecting TRSs. Firstly, NM (network manager) starts and configures itself as a TRS. Secondly, node 1, 2 select NM as their node agent to synchronize with and join the network. Thirdly, when node 3 starts, there is no TRS around. It randomly selects node 1 or node 2 as a node agent and later applies to the NM for becoming a TRS. Fourthly, node 4 and node 5 select node 3. Node 6 randomly selects node 4 or node 5 and applies for TRS. Finally, node 7 and node 8 use the same steps to synchronize to the TRS and join the network.
Fig.4: Test of NWTS
In the above section, we implement the selection of TRSs. Next it is time for the synchronization between TRSs. Traversing the network topology graph, we can conclude that A= {NM, 3, 6} according to Fig. 4 . NM is deleted from A and pushed on a stack S. Then A= {3, 6} and isn't empty. So traverse A to find out qualified 3 with common nodes 1, 2. Furthermore, 3 is pushed on S and deleted from A. Qualified pair <NM, 1, 3> is added to the queue Q. Then, A= {6}, and S.pop()= 3 . Next we can find out the qualified pair <3, 4, 6> and add it to Q. Finally, Kalman Filtering method is used to handle these two pairs.
Test the implementation
In this section, we implemented the WirelessHART emulation system. On this basis, the above network-wide time synchronization mechanism is simulated. We compare this algorithm with TPSN in the aspect of synchronization error, network robustness and power consumption. Parameters of the simulation scenario are configured in table 1. Because of the influence of channel quality, packet loss is common in the process of transmitting data. If the synchronization error reaches the max threshold, there is a high possibility that synchronization will fail. Furthermore, it will lead nodes unable to communication normally and fail to connect with the network. Supposing that the clock jitter is 42ppm and synchronous cycle is 5s, the clock offset will reach above 200us once the synchronization fails. Assuming the probability of transmission failure is 0.1% and Kalman method is not adopted， the probability of breaking away from the network in the nth cycle is: 3 1 ( ) 10 *0.999
If we adopt the Kalman method, the probability of breaking away from the network in the nth cycle is: 6 2 ( ) 10 *0.999
We can see the network reliability increases 999 times. Considering a harsh environment, packet loss rate is 5%. Meanwhile the node will drop off the network once synchronization fails because of packet loss. As Fig. 6 shows, NWTS using the Kalman predicting method performs better than TPSN with respect to reliability and robustness. Fig.6 : Robustness of the network According to Kalman algorithm, local clock's frequency will be close to the reference clock after long time of frequency compensation. As a result, clock offset will be decreased over time. Therefore, in order to reduce the energy consumption of time synchronization, it is important to lengthen synchronizing cycle appropriately. We use a self-adapting method to adjust the time synchronizing cycle. As is depicted in Fig. 7 , α is the adjusting coefficient of the synchronizing cycle, △ β is the judging coefficient, θ is the number of the synchronizing cycle, C(n) is the time deviation in the nth synchronization, Max_Sycn_Num is the max number of synchronization and Max_Sycn_Period is the max value of synchronizing cycle. The node can adjust the synchronizing cycle according to this algorithm. Fig.7 : The self-adapting algorithm We set α=1.01,β=0.9 and θ=6. As Fig. 8 illustrates, the power consumption of TPSN is constant and stays at a high level. For NWTS, the self-adapting algorithm lengthens the synchronizing cycle and reduces the power consumption of synchronization. After 900 cycles, the synchronizing cycle and the power consumption tend to be stable. 
Conclusions
In this paper, OMNeT++ simulator is developed for implementing and simulating the time synchronization of WirelessHART. In addition, a precise Kalman-filtering synchronizing algorithm is adopted and a network-wide synchronization mechanism is put forward specially for the mesh network of WirelessHART. This paper offers an efficient way to analyze and evaluate the performance of network-wide time synchronization. The results also show that NWTS performs better than TPSN with respect to error, robustness and power consumption.
