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Various optimization problems associated with the time-
optimal control of distributed parameter systems with
time lags appearing in the boundary conditions have been
studied recently by (Wang, 1975) and was next developed by
Knowles (1978) and Wong (1987). It was also intensivelycience, Beni-Suef Univer
.
i-Suef University
sevier
ity. Production and hostinvestigated by Kowalewski (1991, 1998; 1999, 2009),
Kowalewski and Duda (1992, 2004), Kowalewski and
Krakowiak (1994, 2008), Kotarski (1997), Kotarski et al.
(2002b), Kotarski and Bahaa (2007) and El-Saify (2005, 2006)
in which linear quadratic problem for parabolic systems
with time delays given in the different form (constant time
delays, time-varying delays, time delays given in the integral
form, etc.) were presented.sity, Beni-Suef, Egypt. Tel.: þ00966541580439 (mobile)
ing by Elsevier B.V. All rights reserved.
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Kowalewski and Krakowiak (1994), presents necessary and
sufficient optimality conditions for the Neumann problem
with quadratic performance functionals, applied to a single
one equation of second order parabolic system involving
constant time lags.
In this paper we recall the problem in a more general
formulation. We consider the time-optimal control problem
for infinite order parabolic systems involving constant time
lags appearing in both in the state equation and in the
boundary condition simultaneously. Such an infinite order
parabolic system can be treated as a generalization of the
mathematical model for a plasma control process. The
quadratic performance functional defined over a fixed time
horizon are taken and some constraints are imposed on the
boundary control. Following a line of the Lions scheme,
necessary and sufficient optimality conditions for the Neu-
mann problem applied to the above systemwere derived. The
optimal control is characterized by the adjoint equations.
This paper is organized as follows. In section 1, we intro-
duce spaces of functions of infinite order. In section 2, we
formulate the mixed Neumann problem for infinite order
parabolic systems involving time lags. In section 3, the time-
boundary optimal control problem for this case is formu-
lated, then we give the necessary and sufficient conditions for
the control to be an optimal. In section 4, we study some
mathematical examples to illustrate the control problem. In
section 5, we concluded and generalized our results. Section 6,
is the conclusions section.
1.1. Sobolev spaces with infinite order
The object of this section is to give the definition of some
function spaces of infinite order, and the chains of the con-
structed spaces which will be used later.
Let U be a bounded open set of ℝn with a smooth boundary
G, which is a C∞-manifold of dimension (n  1). Locally, U is
totally on one side of G. We define the infinite order Sobolev
space W∞{aa,2}(U) of infinite order of periodic functions 4(x)
defined on U (Dubinskii, 1975, 1976; 1986) as follows:ðW∞faa; 2gðUÞÞn ¼ W∞faa;2gðUÞ W∞faa; 2gðUÞ ……:W∞faa; 2gðUÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ntimes
¼
Yn
i¼1
ðW∞faa;2gðUÞÞi;W∞faa;2gðUÞ ¼
(
fðxÞ2C∞ðUÞ :
X∞
jaj¼0
aakDafk22 <∞
)
;
where C∞(U) is the space of infinite differentiable functions,
aa  0 is a numerical sequence and k:k2 is the canonical norm
in the space L2(U): space (equivalence class) of functions
square integrable on U; kuk22 ¼
R
U
u2dx<∞ and
Da ¼ v
jaj
ðvx1Þa1…:ðvxnÞan ;a¼(a1,…,an) being a multi-index for differentiation,
jaj ¼Pni¼1ai.
The space W∞{aa,2}(U) is defined as the formal conjugate
space to the space W∞{aa,2}(U), namely:
W∞faa;2gðUÞ ¼
n
jðxÞ : jðxÞ ¼
X∞
jaj¼0ð1Þ
jajaaD
ajaðxÞ
o
;
where ja2 L
2(U) and
P∞
jaj¼0aakjak22 <∞:
The duality pairing of the spaces W∞{aa,2}(U) and
W∞{aa,2}(U) is postulated by the formula
ðf;jÞ ¼
X∞
jaj¼0
aa
Z
U
jaðxÞDafðxÞdx;
where
f2W∞faa; 2gðUÞ; j2W∞faa; 2gðUÞ:
From above, W∞{aa,2}(U) is everywhere dense in
L2(0,T;W∞L2(U) with topological inclusions andW∞faa;2gðUÞ
denotes the topological dual space with respect to L2ðUÞ, so we
have the following chain of inclusions:
W∞faa; 2gðUÞ4L2ðUÞ4W∞faa; 2gðUÞ:
We now introduce L2ð0;T; L2ðUÞÞwhich we shall denoted by
L2ðQÞ; where Q ¼ U0;T½; denotes the space of measurable
functions t/fðtÞ such that
kfkL2ðQÞ ¼
0
@ZT
0
kfðtÞk22dt
1
A
1
2
<∞;
endowed with the scalar product ðf ; gÞ ¼ R T0 ðfðtÞ; gðtÞÞL2ðUÞdt,
L2ðQÞ is a Hilbert space.
In the same manner we define the spaces
L2ð0;T;W∞faa; 2gðUÞÞ, and faa;2gðUÞÞ, as its formal conjugate.
Also, we have the following chain of inclusions:
L2ð0;T;W∞faa;2gðUÞÞ4L2ðQÞ4L2

0;T;W∞faa; 2gðUÞ

;
The construction of the Cartesian product of n-times to the
above Hilbert spaces can be construct, for examplewith norm defined by:
kfkðW∞faa ;2gðUÞÞn ¼
Xn
i¼1
kfikW∞faa ;2gðUÞ;
where f ¼ ðf1;f2;…;fnÞ ¼ ðfiÞni¼1 is a vector function and
fi2W
∞faa;2gðUÞ.
Finally, we have the following chain of inclusions:

L2ð0;T;W∞faa;2gðUÞÞ
n
4

L2ðQÞn4L20;T;W∞faa; 2gðUÞn;
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ðL2ð0;T;W∞faa;2gðUÞÞÞn. The spaces considered in this paper
are assumed to be real.2. Mixed Neumann problem for infinite order
parabolic system involving time lags
The object of this section is to formulate the following mixed
initial boundary value Neumann problem for infinite order
parabolic system involving time lags which defines the state
of the system model.
vy
vt
þAyðx; tÞ þ bðx; tÞyðx; t hÞ ¼ u; ðx; tÞ2U ð0;TÞ; (1)
yðx; t0Þ ¼ F0ðx; t0Þ; ðx; t0Þ2U ½h;0Þ; (2)
yðx;0Þ ¼ y0ðxÞ; x2 U; (3)
vy
vnA
¼ cðx; tÞyðx; t hÞ þ v; ðx; tÞ2G ð0;TÞ; (4)
yðx; t0Þ ¼ J0ðx; t0Þ; ðx; t0Þ2G ½h; 0Þ; (5)
where U3Rn has the same properties as in Section 1. We have
y≡yðx; t; vÞ; y0≡yðx; 0; vÞ; yðTÞ≡yðx;T;vÞ;u≡uðx; tÞ;v≡vðx; tÞ;
Q ¼ U ð0;TÞ;Q ¼ U ½0;T;Q0 ¼ U ðh; 0Þ;S ¼ G ð0;TÞ;
S0 ¼ G ðh;0Þ;
 T is a specified positive number representing a finite time
horizon,
 h is a specific positive number representing a time lag,
 b, c are given real C∞ functions defined on Q, S respectively,
 y is a function defined on Q such that
U ð0;TÞHðx; tÞ/yðx; tÞ2R,
 u, v are functions defined on Q and S such that
U ð0;TÞHðx; tÞ/uðx; tÞ2R
and
G ð0;TÞHðx; tÞ/vðx; tÞ2R;
 F0;J0 are initial functions defined on Q0;S0 such that
U ½h; 0ÞHðx; t0Þ/F0ðx; t0Þ2R:
G ½h; 0ÞHðx; t0Þ/J0ðx; t0Þ2R:
The parabolic operator v
vtþA in the state Equation (1) is an
infinite order parabolic operator and A (Dubinskii, 1975, 1976;
1986) and (Gali et al., 1983) and (Kotarski et al., 2002b) is given
by:Ay ¼
 X∞
jaj¼0
ð1ÞjajaaD2jaj þ 1
!
yðxÞ;
and
P∞
jaj¼0ð1ÞjajaaD2jaj is an infinite order self-adjoint elliptic
partial differential operator maps W∞faa; 2gðUÞ onto
W∞faa; 2gðUÞ.
For this operator we define the bilinear form as follows:
Definition 2.1. : For each t2ð0;TÞ, we define a family of
bilinear forms on W∞faa; 2gðUÞ by:
pðt; y;fÞ ¼ ðAy;fÞL2ðUÞ; y; f2W∞faa; 2gðUÞ;
where A maps W∞faa;2gðUÞ onto W∞faa;2gðUÞ and takes the
above form. Then
pðt; y;fÞ ¼ ðAy;fÞL2ðUÞ
¼
  X∞
jaj¼0
ð1ÞjajaaD2a þ 1
!
y;f
!
L2ðUÞ
¼
Z
U
X∞
jaj¼0
aaD
ayðxÞDafdxþ
Z
U
yfdx:
Lemma 2.1. The bilinear form pðt; y;fÞ is coercive on
W∞faa;2gðUÞ that is
pðt; y; yÞ  lkyk2W∞faa ;2gðUÞ; l> 0: (6)
Proof.. It is well known that the ellipticity of A is sufficient for
the coerciveness of pðt; y;fÞ on W∞faa; 2gðUÞ.
pðt;f;jÞ ¼
Z
U
X∞
jaj¼0
aaD
ayðxÞDajdxþ
Z
U
yjdx:
Then
pðt; y; yÞ ¼
Z
U
X∞
jaj¼0
aaD
ayðxÞDaydxþ
Z
U
yydx
 P∞
jaj¼0
aakDayðxÞk2L2ðUÞ
 lkyk2W∞faa; 2gðUÞ; l>0:
Also we have:
cy;f2W∞faa; 2gðUÞ the function t/pðy;fÞ
is continuously differentiable in ð0;TÞ and pðy;fÞ ¼ pðf; yÞ:
(7)
Equations (1)e(5) constitute a Neumann problem. Then the
left-hand side of the boundary condition (4) may be written in
the following form:
vyðuÞ
vnA
¼
X∞
juj¼0
ðDuyðuÞÞcosðn; xkÞ ¼ qðx; tÞ; x2G; t2ð0;TÞ; (8)
where v
vnA
is a normal derivative at G, directed towards the
exterior of U, and cosðn; xkÞ is the k th direction cosine of n,
with n being the normal at G exterior to U.
Then (4) can be written as:
qðx; tÞ ¼ cðx; tÞyðx; t hÞ þ vðx; tÞ; x2G; t2ð0;TÞ: (9)
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of a unique solution of the mixed initial-boundary value
problem (1)e(5) for the case where the control v or u belong to
L2ðSÞ or L2ðQÞ respectively.
For this purpose, we introduce the Sobolev space W∞;1ðQÞ
(Lions and Magenes, 1972; Vol. 2, p. 6) defined by:
W∞;1ðQÞ ¼ L2ð0;T;W∞faa; 2gðUÞÞ∩W1

0;T; L2ðUÞ; (10)
which is a Hilbert space normed by
kykW∞;1ðQÞ ¼
2
4ZT
0
kyk2W∞faa;2gðUÞdtþ kyk
2
W1

0;T; L2ðUÞ
3
51=2
¼
2
64 Z
Q
 X∞
jaj¼0
aajDayj2 þ
vyvt
2
!
dxdt
3
75
1=2
¼
2
64 Z
Q
 
a0jyj2 þ
X∞
jaj¼1
aajDayj2 þ
vyvt
2
!
dxdt
3
75
1=2
;
(11)
where the space W1ð0;T; L2ðUÞÞ denotes the Sobolev space of
order 1 of functions defined on ð0;TÞ and taking values in
L2ðUÞ. (Lions and Magenes, 1972; Vol. 1).
The existence of a unique solution for the mixed initial-
boundary value problem (1)e(5) on the cylinder Q can be
proved using a constructive method, i.e., solving at first Eqs.
(1)e(5) on the sub-cylinder Q1 and in turn on Q2 etc., until the
procedure covers the whole cylinder Q. In this way, the solu-
tion in the previous step determines the next one.
For simplicity, we introduce the following notation:
Ejbððj 1Þh; jhÞ; Qj ¼ U Ej; Sj ¼ G Ej
Q0 ¼ U ½h;0Þ; S0 ¼ G ½h; 0Þ for j ¼ 1;2;…
Using Theorem 6.1 of Lions andMagenes (1972: Vol 2, p.33),
then the following result holds.
Theorem 2.1.. Let y0, F0, J0, v and u be given with
y02W∞faa; 2gðUÞ, F02W∞;1ðQ0Þ, J02L2ðS0Þ, v2L2ðSÞ and
u2W∞;1ðQÞ. Then, there exists a unique solution y2W∞;1ðQÞ for
the mixed initial-boundary value problem (1)e(5). Moreover,
yð:; jhÞ2W∞faa;2gðUÞ for j ¼ 1; 2;…3. Problem formulation and optimization
theorems
Now, we shall formulate the minimum-time problem for
(1)e(5) in the context of the Theorem 2.1, that is
v2U ¼ v2L2ðSÞ : vðx; tÞ  1: (12)
We shall define the reachable set Y such that:
Y ¼
n
y2L2ðUÞ : ky zdkL2ðUÞ  ε
o
; (13)
where zd and u¨ are given with zd2L2ðUÞ and ε>0.
The solving of the formulated minimum-time problem is
equivalent to hitting the target set Y in minimum time, that is,
minimizing the time t, for which yðt;vÞ2Y and v2U.Moreover, we assume that
there exists T> 0 and v2U such that yðT; vÞ2Y: (14)
Consequently, the following theorem can be proved.
Theorem 3.1.. If the assumption (14) holds, then the set Y is
reached in minimum time t by an admissible control v2U.
Moreover,Z
U
ðzd  yðt; vÞÞðyðt;vÞ  yðt;vÞÞdx  0 cv2U: (15)
The idea of the proof of the above theorem is the same as
Theorem 3.1 in Kowalewski and Krakowiak (2008).
Consequently, we shall apply Theorem 3.1 to the control
problem (1)e(5).
In order to simplify (15), we introduce the adjoint equation,
and for every v2Uad, we define the adjoint variable
p ¼ pðvÞ≡pðx; t;vÞ as the solution of the equations:
vpðvÞ
vt
þApðvÞ þ bðx; tþhÞpðx; tþh;vÞ ¼ 0; ðx; tÞ2U ð0; t hÞ;
(16)
vpðvÞ
vt
þApðvÞ ¼ 0; ðx; tÞ2U ðt  h; tÞ; (17)
pðx; t;vÞ ¼ zdðxÞ  yðx; t;vÞ; x2U; (18)
vpðvÞ
vnA
ðx; tÞ ¼ cðx; tþ hÞpðx; tþ h;vÞ; ðx; tÞ2G ð0; t  hÞ; (19)
vpðvÞ
vnA
ðx; tÞ ¼ 0; ðx; tÞ2G ðt  h; tÞ; (20)
where
vpðvÞ
vnA
ðx; tÞ ¼
X∞
juj¼0
ðDupðvÞÞcosðn; xuÞ;
Ap ¼
 X∞
jaj¼0
ð1ÞjajaaD2jaj þ 1
!
pðx; tÞ:
(21)
As in the above section with change of variables, i.e., with
reversed sense of time. i.e., t0 ¼ t  t, for given zd2L2ðQÞ and
any v2L2ðSÞ, there exists a unique solution pðvÞ2W∞;1ðQÞ for
problem (16)e(20).
The existence of a unique solution for the problem
(16)e(20) on the cylinder U ð0; tÞ can be proved using a
constructivemethod. It is easy to notice that for given zd and v,
the problem (16)e(20) can be solved backwards in time start-
ing from t ¼ t, i.e., first solving (16)e(20) on the sub-cylinder
QK and in turn on QK1, etc. until the procedure covers the
whole cylinder U ð0; tÞ. For this purpose, we may apply
Theorem 2.1 (with an obvious change of variables).
Hence, using Theorem 2.1, the following result can be
proved.
Lemma3.1. Let the hypothesis of Theorem 2.1 be satisfied. Then for
given zd2L
2ðU;R∞Þ and any v2L2ðSÞ, there exists a unique solution
pðvÞ2W∞;1ðU ð0; tÞÞ for the adjoint problem (16)e(20).
We simplify (15) using the adjoint Equation (16e20). After
setting v ¼ v in (16)e(20), multiplying both sides of (16), (17) by
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U ðt  h; tÞ respectively and then adding both sides of
(16),(17), we get
Zt
0
Z
U
	
 vpðv
Þ
vt
þApðvÞ


 ½yðvÞ  yðvÞdxdt
¼ 
Z
U
pðx; t;vÞ  ðyðx; t;vÞ  yðx; t;vÞÞ
þ
Zt
0
Z
U
pðvÞ v
vt
½yðvÞ  yðvÞdxdtþ
Zt
0
Z
U
ApðvÞ½yðx; t; vÞ
yðx; t; vÞdxdt
þ
Zt  h
0
Z
U
bðx; tþ hÞpðx; tþ h;vÞ  ½yðx; t;vÞ  yðx; t;vÞdxdt ¼ 0:
(22)
Then, after applying (18), formula (22) can be expressed as
Z
U
ðzd  yðt;vÞÞ  ½yðt; vÞ  yðt;vÞdx
¼
Zt
0
Z
U
pðvÞ v
vt
½yðvÞ  yðvÞdxdtþ
Zt
0
Z
U
ApðvÞ½yðx; t; vÞ
yðx; t;vÞdxdt
þ
Zt  h
0
Z
U
bðx; tþ hÞpðx; tþ h;vÞ  ½yðx; t;vÞ  yðx; t;vÞdxdt:
(23)
Using the Equation (1), the first integral on the right-hand
side of (23) can be written as
Zt
0
Z
U
pðvÞ v
vt
½yðvÞ  yðvÞdxdt ¼ 
Zt
0
Z
U
pðvÞA½yðvÞ  yðvÞdxdt

Zt
0
Z
U
bðx; tÞpðx; t; vÞ  ½yðx; t h;vÞ  yðx; t h;vÞdxdt
¼ 
Zt
0
Z
U
pðvÞA½yðvÞ  yðvÞdxdt

Zt  h
h
Z
U
bðx; t0 þ hÞpðx; t0 þ h; vÞ  ½yðx; t0; vÞ  yðx; t0; vÞdxdt0:
(24)
Using Green’s formula, the second integral on the right-
hand side of (23) can be written as
Zt
0
Z
U
ApðvÞ½yðvÞyðvÞdxdt¼
Zt
0
Z
U
pðvÞA½yðvÞyðvÞdxdt
þ
Zt
0
Z
G
pðvÞ
	
vyðvÞ
vnA
vyðv
Þ
vnA


dGdt
Zt
0
Z
G
vpðvÞ
vnA
½yðvÞyðvÞÞdGdt:
(25)Using the boundary condition (4), one can transform the
second integral on the right-hand side of (25) into the form:
Zt
0
Z
G
pðvÞ
	
vyðvÞ
vnA
 vyðv
Þ
vnA


dGdt ¼
¼
Zt
0
Z
G
pðx; t;vÞcðx; tÞ  ½yðx; t h; vÞ  yðx; t h; vÞdGdt
þ
Zt
0
Z
G
pðx; t; vÞðv vÞdGdt
¼
Zt  h
h
Z
G
pðx; t0 þ hÞ;vÞcðx; t0 þ hÞ  ½yðx; t0; vÞ  yðx; t0;vÞdGdt0
þ
Zt
0
Z
G
pðx; t; vÞðv vÞdGdt (26)
The last component in (25) can be rewritten asZt
0
Z
G
vpðvÞ
vnA
½yðvÞyðvÞdGdt¼
¼
Zth
0
Z
G
vpðvÞ
vnA
½yðvÞyðvÞdGdtþ
Zt
th
Z
G
vpðvÞ
vnA
½yðvÞyðvÞdGdt:
(27)
Substituting (26) and (27) into (25), and then (24), (25) into
(23), we obtainZ
U
ðzdyðt;vÞÞ½yðt;vÞyðt;vÞdx¼
¼
Zt
0
Z
U
pðvÞA½yðvÞyðvÞdxdt

Z0
h
Z
U
pðx;tþhÞ;vÞbðx;tþhÞ½yðx;t;vÞyðx;t;vÞdxdt

Zth
0
Z
U
pðx;tþh;vÞbðx;tþhÞ½yðx;t;vÞyðx;t;vÞdxdt
þ
Zt
0
Z
U
pðvÞA½yðvÞyðvÞdxdt
þ
Z0
h
Z
G
pðx;tþhÞ;vÞcðx;tþhÞ½yðx;t;vÞyðx;t;vÞdGdt
þ
Zth
0
Z
G
pðx;tþh;vÞcðx;tþhÞ½yðx;t;vÞyðx;t;vÞdGdt
þ
Zt
0
Z
G
pðx;t;vÞðvvÞdGdt

Zth
0
Z
G
vpðvÞ
vnA
½yðvÞyðvÞdGdt
Zt
th
Z
G
vpðvÞ
vnA
½yðvÞyðvÞdGdt
¼
Zt
0
Z
G
pðx;t;vÞðvvÞdGdt:
(28)
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0
Z
G
pðvÞðv vÞdGdt  0 cv2Uad: (29)
The foregoing result can now be summarized.
Theorem 3.2.. The optimal control v is characterized by the min-
imum condition (29). Moreover, in particular case
vðx; tÞ ¼ sign ðpðx; t; vÞÞ; ðx; tÞ2U ð0; tÞ (30)
where pðx; tÞs0.
This property leads to the following result.
Theorem 3.3.. If the coefficients of the operatorA and the functions
bðx; tÞ; cðx; tÞ are analytic in U ½0;T, and U has analytic boundary
G, then there exists a unique optimal control for the mixed initial-
boundary value problem (1)e(5). Moreover, the optimal control is
bangebang that is jvðx; tÞj≡1, almost everywhere and the unique
solution of (1)e(5), (16)e(20), and (29).
The proof of this Theorem can be obtained in a similar way
as in the case of Theorem 5 in Kowalewski and Krakowiak
(1994).4. Mathematical examples
Example 4.1.. We can also consider an analogous time-
optimal control problem where the condition (15) is given by:Z
G
ðzGd  yðt;vÞ

G
Þ½yðt;vÞ
G
 yðt;vÞ
G
dG  0 cv2U; (31)
where zGd2L2ðGÞ.
We define the adjoint variable p ¼ pðvÞ ¼ pðx; t;vÞ as the
solution of the equations:
vpðvÞ
vt
þApðvÞþbðx;tþhÞpðx;tþh;vÞ¼ 0; ðx;tÞ2Uð0;t hÞ;
(32)
vpðvÞ
vt
þApðvÞ ¼ 0; ðx; tÞ2U ðt  h; tÞ; (33)
pðx; t;vÞ ¼ 0; x2U; (34)
vpðvÞ
vnA
ðx; tÞ ¼ cðx; tþ hÞpðx; tþ h; vÞ þ ðzSd  yðvÞ

S
ðx; tÞÞ;
ðx; tÞ2G ð0; t  hÞ:
(35)
vpðvÞ
vnA
ðx; tÞ ¼ ðzSd  yðvÞ

S
ðx; tÞÞ; ðx; tÞ2G ðt  h; tÞ; (36)
As in the above section, we have the following result.
Lemma 4.1.. Let the hypothesis of Theorem 2.1 be satisfied. Then,
for given zSd2L
2ðSÞ and any v2L2ðSÞ, there exists a unique solution
pðvÞ2W∞;1ðQÞ to the adjoint problem (32)e(36).Using the adjoint equations 32e36 in this case, the condi-
tion (28) can also be written in the following form
ZT
0
Z
G
pðvÞðv vÞdGdt  0 cv2Uad: (37)
The foregoing result can now be summarized.
Theorem 4.1. The optimal control v is characterized by the mini-
mum condition (37). Moreover, in particular case
vðx; tÞ ¼ signðpðx; t;vÞÞ; ðx; tÞ2U ð0; tÞ (38)
whenever pðvÞ is non-zero.
This property leads to the following result.
Theorem 4.2.. If the coefficients of the operator AðtÞ and the
functions bðx; tÞ; cðx; tÞ are analytic in U ½0;T, and U has analytic
boundary G, then there exists a unique optimal control for the mixed
initial-boundary value problem (1)e(5). Moreover, the optimal con-
trol is bangebang that is jvðx; tÞj≡1, almost everywhere and the
unique solution of (1)e(5), (32)e(36), and (37).
The proof of this Theorem can be obtained in a similar way
as in the case of Theorem 5 in Kowalewski and Krakowiak
(1994).
Example 4.2.. Case: u2L2ðQÞ . We can also consider an anal-
ogous time-optimal control problem where the condition (15)
is given by:
Z
U
ðzd  yðt;uÞÞ½yðt;uÞ  yðt;uÞdx  0 cu2U; (39)
We define the adjoint variable p ¼ pðuÞ ¼ pðx; t;uÞ as the
solution of the equations:
vpðuÞ
vt
þApðuÞ þ bðx; tþ hÞpðx; tþ h;uÞ
¼ 0; ðx; tÞ2U ð0; t  hÞ; (40)
vpðuÞ
vt
þApðuÞ ¼ 0; ðx; tÞ2U ðt  h; tÞ; (41)
pðx; t;uÞ ¼ zdðxÞ  yðx; t;uÞ; x2U; (42)
vpðuÞ
vnA
ðx; tÞ ¼ cðx; tþ hÞpðx; tþ h;uÞ; ðx; tÞ2G ð0; t  hÞ; (43)
vpðuÞ
vnA
ðx; tÞ ¼ 0; ðx; tÞ2G ðt  h; tÞ: (44)
As in the above section, we have the following result.
Lemma 4.2.. Let the hypothesis of Theorem 2.1 be satisfied. Then,
for given zd2L
2ðUÞ and any u2L2ðQÞ, there exists a unique solution
pðuÞ2W∞;1ðQÞ to the adjoint problem (40)e(44).
Using the adjoint Equations (40e44) in this case, the con-
dition (37) can also be written in the following form:
Zt
0
Z
U
pðuÞðu uÞdxdt  0 cu2Uad: (45)
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Theorem 4.3.. For the problem (1)e(5), (35) with zd2L2ðQÞ, and
with adjoint Equations 40e44, there exists a unique optimal control
u which satisfies the minimum condition (45) and (38).
Example 4.3.. We can also consider an analogous time-
optimal control problem where the condition (15) is given by:Z
G
ðzGd  yðt;uÞ

G
Þ½yðt;uÞ
G
 yðt;uÞ
G
dG  0 cu2U; (46)
where zGd2L2ðGÞ.
The above inequality can be simplified by introducing an
adjoint equation, the form of which is identical to (32)e(36) (by
replacing v ¼ u). Then using Theorem (2.1), we can establish
the existence of a unique solution
p ¼ pðuÞ ¼ pðx; t;uÞ2W∞;1ðQÞ for (32)e(36).
As in the above section, we have the following result.
Lemma 4.3.. Let the hypothesis of Theorem 2.1 be satisfied. Then,
for given zGd2L
2ðGÞ and any u2L2ðQÞ, there exists a unique solu-
tion pðuÞ2W∞;1ðQÞ to the adjoint problem (32)e(36).
Using the adjoint Equations 32e36 in this case, the condi-
tion (41) can also be written in the following form
Zt
0
Z
U
pðuÞðu uÞdxdt  0 cu2U: (47)
The following result is now summarized.
Theorem 4.4.. For the problem (1)e(5), (46) with zGd2L2ðGÞ, and
with adjoint equations 32e36, there exists a unique optimal control
u which satisfies the minimum condition (47) and (38).
5. Generalization
The time-optimal control problems presented her can be
extended to certain different two cases. Case 1: Time-optimal
control for 2 2 coupled infinite order parabolic systems
involving time lags. Case 2: Time-optimal control for n n
coupled infinite order parabolic systems involving time lags.
Such extension can be applied to solving many control prob-
lems in mechanical engineering.
5.1. Time-optimal control for 2 2 coupled infinite order
parabolic systems involving time lags
We will extend the discussions to study the time-optimal
control for 2 2 coupled infinite order parabolic systems8>>>>>><
>>>>>>:
vp1ðvÞ
vt
þ
 X∞
jaj¼0
ð1ÞjajaaD2a þ 1
!
p1ðvÞ þ b1ðx; tþ hÞp1ðx; tþ h; vÞ þ
ðx; tÞ2U ð0; t  hÞ;
vp2ðvÞ
vt
þ
 X∞
jaj¼0
ð1ÞjajaaD2a þ 1
!
p2ðvÞ þ b2ðx; tþ hÞp2ðx; tþ h; vÞ 
ðx; tÞ2U ð0; t  hÞ;involving time lags. We consider the case where
v ¼ ðv1; v2Þ2L2ðSÞ  L2ðSÞ, the condition (15) is given by:
X2
i¼1
Z
U

zid  yiðt; vÞ

yiðt;vÞ  yiðt; vÞ

dx  0 cu2U; (48)
where zd ¼ ðz1d; z2dÞ2L2ðUÞ.
The following results can now be proved.
Theorem 5.1.. Let y0, F0, J0, v and u be given with
y0 ¼ ðy0;1; y0;2Þ2ðW∞faa;2gðUÞÞ2, F0 ¼ ðF0;1;F0;2Þ2ðW∞;1ðQ0ÞÞ2,
J0 ¼ ðJ0;1;J0;2Þ2ðL2ðS0ÞÞ2, v ¼ ðv1; v2Þ2ðL2ðSÞÞ2 and
u ¼ ðu1;u2Þ2ðW∞;1ðQÞÞ2. Then, there exists a unique solution
y ¼ ðy1; y2Þ2ðW∞;1ðQÞÞ2 for the following mixed initial-boundary
value problem:
8>>><
>>>:
vy1
vt
þ
 X∞
jaj¼0
ð1ÞjajaaD2aþ1
!
y1þb1ðx;tÞy1ðx;thÞy2¼u1; inQ;
vy2
vt
þ
 X∞
jaj¼0
ð1ÞjajaaD2aþ1
!
y2þb2ðx;tÞy2ðx;thÞþy1¼u2; inQ;
(49)
y1ðx; t0;uÞ ¼ F0;1ðx; t0Þ; ðx; t0Þ2U ½h;0Þ
y2ðx; t0;uÞ ¼ F0;2ðx; t0Þ; ðx; t0Þ2U ½h;0Þ (50)

y1ðx;0;vÞ ¼ y0;1; x2U;
y2ðx;0;vÞ ¼ y0;2; x2U; (51)
8><
>:
vy1
vnA
¼ c1ðx; tÞy1ðx; t hÞ þ v1; on S;
vy2
vnA
¼ c2ðx; tÞy2ðx; t hÞ þ v2; on S;
(52)

y1ðx; t0;uÞ ¼ J0;1ðx; t0Þ; ðx; t0Þ2G ½h; 0Þ;
y2ðx; t0;uÞ ¼ J0;2ðx; t0Þ; ðx; t0Þ2G ½h; 0Þ; (53)
where
y≡yðx; t; vÞ ¼ y1ðx; t;vÞ; y2ðx; t; vÞ2W∞;1ðQÞ2;
u≡uðx; tÞ ¼ ðu1ðx; tÞ;u2ðx; tÞÞ2

W∞;1ðQÞ02;
v≡vðx; tÞ ¼ ðv1ðx; tÞ;v2ðx; tÞÞ2

L2ðSÞ2:
Lemma 5.1.. Let the hypothesis of Theorem 4.1 be satisfied. Then
for given zd ¼ ðz1d; z2dÞ2ðL2ðQÞÞ2 and any v ¼ ðv1; v2Þ2ðL2ðSÞÞ2,
there exists a unique solution pðvÞ ¼ ðp1ðvÞ; p2ðvÞÞ2ðW∞;1ðQÞÞ2 for
the adjoint problem:p2ðvÞ ¼ 0;
p1ðvÞ ¼ 0;
(54)
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>>>:
vp1ðvÞ
vt
þ
 X∞
jaj¼0
ð1ÞjajaaD2aþ1
!
p1ðvÞ¼0; x2U;t2ðt h;tÞ;
vp2ðvÞ
vt
þ
 X∞
jaj¼0
ð1ÞjajaaD2aþ1
!
p2ðvÞ¼0; ðx;tÞ2Uðt h;tÞ;
(55)

p1ðx; t; vÞ ¼ z1dðxÞ  y1ðx; t;vÞ; x2 U;
p2ðx; t; vÞ ¼ z2dðxÞ  y2ðx; t;vÞ; x2 U; (56)
8>><
>>:
vp1ðx;tÞ
vnA
¼ c1ðx;tþhÞp1ðx;tþh;vÞ; ðx;tÞ2Gð0;t hÞ;
vp2ðx;tÞ
vnA
¼ c2ðx;tþhÞp2ðx;tþh;vÞ; ðx;tÞ2Gð0;t hÞ;
(57)
8>><
>>:
vp1ðx; tÞ
vnA
¼ 0; ðx; tÞ2G ðt  h; tÞ;
vp2ðx; tÞ
vnA
¼ 0; ðx; tÞ2G ðt  h; tÞ:
(58)
Theorem 5.2.. The optimal control
v≡vðx; tÞ ¼ ðv1ðx; tÞ;v2ðx; tÞÞ2ðL2ðSÞÞ2 is characterized by the
following minimum condition:
Zt
0
Z
G

p1ðvÞ

v1  v1
þ p2ðvÞv2  v2dGdt  0;
c v ¼ ðv1;v2Þ2

L2ðSÞ2;
(59)
where p≡pðx; t; vÞ ¼ ðp1ðx; t;vÞ;p2ðx; t;vÞÞ2ðW∞;1ðQÞÞ2 is the
adjoint state.
The foregoing result is now summarized.
Theorem 5.3.. For the problem (49)e(53), with the condition (48),
with zd ¼ ðz1d; z2dÞ2ðL2ðUÞÞ2 and with adjoint problem (54)e(58),
then there exists a unique optimal control
v≡vðx; tÞ ¼ ðv1ðx; tÞ;v2ðx; tÞÞ2ðL2ðSÞÞ2 which satisfies the mini-
mum condition (46) and (38).5.2. Time-optimal control for n n coupled infinite order
parabolic systems involving time lags
We will extend the discussion to n n coupled infinite order
parabolic systems. We consider the case where
v ¼ ðv1;v2;…:; vnÞ2ðL2ðSÞÞn, the condition (15) is given by:
Xn
i¼1
Z
U

zid  yiðt;vÞ

yiðt;vÞ  yiðt;vÞ

dx  0
cv ¼ ðv1;v2;…:; vnÞ2

L2ðSÞn;
(60)
where zd ¼ ðz1d; z2d;…:; zndÞ2ðL2ðUÞÞn.
The following results can now be proved.
Theorem 5.4.. Let y0, F0, J0, v and u be given with
y0 ¼ ðy0;1; y0;2;…:; y0;nÞ2ðW∞faa;2gðUÞn,
F0 ¼ ðF0;1;F0;2;…:;F0;nÞ2ðW∞;1ðQ0ÞÞn,
J0 ¼ ðJ0;1;J0;2;…:;J0;nÞ2ðL2ðS0ÞÞn,
v ¼ ðv1;v2;…:; vnÞ2ðL2ðSÞÞn andu ¼ ðu1;u2;…:;unÞ2ðW∞;1ðQÞÞn. Then, there exists a unique so-
lution y ¼ ðy1; y2;…:; ynÞ2ðW∞;1ðQÞÞn for the following mixed
initial-boundary value problem: ci; i ¼ 1;2;…:;n we have
vyi
vt
þ Syiðx; tÞ þ biðx; tÞyiðx; t hÞ ¼ ui ðx; tÞ2U ð0;TÞ; (61)
yiðx; t0Þ ¼ F0;iðx; t0Þ ðx; t0Þ2U ðh; 0Þ; (62)
yiðx; 0Þ ¼ y0;iðxÞ; x2 U; (63)
vyi
vnS
¼ ciðx; tÞyiðx; t hÞ þ vi ðx; tÞ2G ð0;TÞ (64)
yiðx; t0Þ ¼ J0;iðx; t0Þ ðx; t0Þ2G ðh;0Þ; (65)
where
y≡yðx; t;vÞ ¼ y1ðx; t; vÞ; y2ðx; t;vÞ;…::; ynðx; t; vÞ2W∞;1ðQÞn;
u≡uðx; tÞ ¼ ðu1ðx; tÞ;u2ðx; tÞ;…::;unðx; tÞÞ2

W∞;1ðQÞn;
v≡vðx; tÞ ¼ ðv1ðx; tÞ; v2ðx; tÞ;…::;vnðx; tÞÞ2

L2ðSÞn;
bi; ci are given real C
∞ functions defined on Q;S, respectively,
h is a time lag,
F0;i;J0;i are initial functions defined on Q0;S0 respectively.
The operator S is an n n matrix takes the form see
(El-Saify and Bahaa, 2002)
S ¼
0
BBBBBBBB@
P∞
jaj¼0
ð1ÞjajaaD2a þ 1 1 : : 1
: … : : 1
: : : : :
: : : : :
1 1 : :
P∞
jaj¼0
ð1ÞjajaaD2a þ 1
1
CCCCCCCCA
nn
:
That is
SyiðxÞ ¼
X∞
jaj¼0
ð1ÞjajaaD2ayiðxÞ þ
Xn
j¼1
BijyjðxÞ ci; i ¼ 1;2; ::;n;
where
Bij ¼

1 if i  j
1 if i< j:
Lemma 5.2.. Let the hypothesis of Theorem 4.4 be satisfied. Then
for given zd ¼ ðz1d; z2d;…:; zndÞ2ðL2ðQÞÞn and any
vðx; tÞ ¼ ðv1ðx; tÞ;v2ðx; tÞ;…::;vnðx; tÞÞ2ðL2ðSÞÞn, there exists a
unique solution
pðvÞ≡pðx; t;vÞ ¼ p1ðx; t; vÞ;p1ðx; t;vÞ;…::; pnðx; t;vÞ2W∞;1ðQÞn;
for the adjoint problem: c i; i ¼ 1; 2;…::;n, we have
 vpiðvÞ
vt
þ SpiðvÞ þ biðx; tþ hÞpiðx; tþ h; vÞ ¼ 0;
ðx; tÞ2U ð0; t  hÞ;
(66)
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vt
þ SpiðvÞ ¼ 0; ðx; tÞ2U ðt  h; tÞ; (67)
piðx; t;vÞ ¼ zidðxÞ  yiðx; t;vÞ; x2U; (68)
vpiðvÞ
vnS
ðx; tÞ ¼ ciðx; tþ hÞpiðx; tþ h;vÞ; ðx; tÞ2G ð0; t  hÞ;
(69)
vpiðvÞ
vnS
ðx; tÞ ¼ 0; ðx; tÞ2G ðt  h; tÞ: (70)
Theorem 5.5.. The optimal control v≡vðx; tÞ ¼ ðv1ðx; tÞ; v2ðx; tÞ;
…:;vnðx; tÞÞ2ðL2ðSÞÞn is characterized by the following minimum
condition
Xn
i¼1
Zt
0
Z
G
piðvÞ

vi  vi

dGdt  0;c v ¼ ðv1;v2;…:;vnÞ2ðUadÞn;
(71)
where
pðvÞ≡pðx; t;vÞ ¼ p1ðx; t; vÞ; p1ðx; t; vÞ;…::;pnðx; t;vÞ
2

W∞;1ðQÞn;
is the adjoint state.
The foregoing result can now be summarized.
Theorem 5.6.. For the problem (61)e(65) with the condition (60)
with zd ¼ ðz1d; z2d;…:; zndÞ2ðL2ðUÞÞn, and with adjoint Equations
66e70, then there exists a unique optimal control
v≡vðx; tÞ ¼ ðv1ðx; tÞ;v2ðx; tÞ;…:;vnðx; tÞÞ2ðL2ðSÞÞn which satisfies
the minimum condition (71).6. Conclusions
The optimization problem presented in the paper constitutes
a generalization of the time-optimal control problem of a
second order parabolic systems involving constant time lags
appearing in the boundary condition have been considered in
Gali et al. (1983), Kowalewski (1991, 1998; 1999, 2009),
Kowalewski and Duda (1992, 2004), El-Saify (2005, 2006), El-
Saify and Bahaa (2002), Kotarski and Bahaa (2005, 2007),
Kotarski et al. (2002a) and Kowalewski and Krakowiak (2008).
In this paper, we have considered the time-optimal
boundary control problem for infinite order parabolic system
and also for ðn nÞ infinite order parabolic systems involving
time lags appearing both in the state equations and in the
Neumann boundary conditions. We can consider the time-
optimal boundary control problem for ðn nÞ infinite order
parabolic or hyperbolic systems with time-varying delays
appearing in the state equations and in the Neumann or
Dirichlet boundary conditions. We can also consider the time-
optimal boundary control problem for ðn nÞ infinite order
hyperbolic systems with time-varying delays appearing in the
integral form with h2ða;bÞ or h2ð0;bÞ both in the state
equations and in the Neumann or Dirichlet boundary condi-
tions. Also it is evident that by modifying: the boundary conditions, (Dirichlet, Neumann, mixed,
etc.),
 the nature of the control (distributed, boundary, etc.),
 the nature of the observation (distributed, boundary, etc.),
 the initial differential system,
 the time delays (constant time delays, time-varying delays,
multiple time-varying delays, time delays given in the in-
tegral form, etc.),
 the number of variables (finite number of variables, infinite
number of variables systems, etc.),
 the type of equation (elliptic, parabolic, hyperbolic, etc.),
 the order of equation (second order, Schr€odinger, infinite
order, etc.),
 the type of control (optimal control problem, time-optimal
control problem, etc.),
as many of variations on the above problem are possible to
study with the help of Lions (1971) and Dubovitskii-Milyutin
formalisms see Kotarski et al. (2002a, 2002b), Bahaa (2003,
2005; 2007, 2008a; 2008b, 2012a; 2012b), Bahaa and Kotarski
(2008), Bahaa and Qamlo (2013), Qamlo and Bahaa (2013),
Bahaa and Tharwat (2011; 2012a, 2012b), Bahaa and El-Shatery
(2012; 2013; 2013a; 2013b) and Bahaa and El-Gohany (2012;
2013a, 2013b; 2013c). Those problems need further in-
vestigations and form tasks for future research. These ideas
mentioned above will be developed in forthcoming papers.Acknowledgement
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