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Abstract. Monitoring and transforming smart grid (SG) assets in a timely man-
ner is highly desired for emerging smart grid applications. This critically re-
quires the design of a neighborhood area network (NAN) which is capable of 
providing high-efficiency and reliable two-way last mile communication from 
meters to other SG domains. For this demand, IEEE 802.11s based wireless 
mesh network (WMN) is anticipated to be utilized in a NAN as it can provide 
high scalability, high-speed and cost-effective wireless transmission. In this pa-
per, we propose a NAN QoS-aware and load-balance routing scheme (NQA-
LB) based on the default hybrid wireless mesh protocol (HWMP) of IEEE 
802.11s, which aims to address multiple QoS requirements from different NAN 
applications, and guarantee the highly reliability transfer of NAN traffic data 
towards gateway. With the NQA-LB, various QoS requirements can be satisfied 
through sufficient differentiated services as well as network congestion is miti-
gated by achieving load balance between multiple transmission paths. In order 
to improve the reliability of NQA-LB, we present an EDCA based adaptive pri-
ority adjustment scheme, called AP-EDCA, which dynamically adjusts packet’s 
priority to increase the throughput under low load condition and to mitigate the 
collision under heavy load condition to improve the reliability of applications 
with high QoS requirements. Extensive simulation experiments demonstrate the 
superiority of the proposed scheme in terms of packet delivery ratio, end-to-end 
delay and throughput while satisfies various QoS requirements much better at 
the same time. 
Keywords: smart grid, neighborhood area network (NAN), wireless mesh net-
work (WMN), IEEE 802.11s, EDCA 
1 INTRODUCTION 
Establishing reliable and real-time bi-directional communication system is vital for 
smart grid (SG) to work efficiently. Through bi-directional communication system, 
customers can optimize their electricity consumption for minimizing utility costs. 
Furthermore, the control centers can make real-time power pricing and many other 
decisions according to energy demands to improve the resource utilization [1, 2]. 
Hence, a balance of power generation and demands in the entire grid can be achieved 
to significantly improve power quality and efficiency by bi-directional communica-
tion system. According to National Institute of Standards and Testing (NIST) [3], SG 
communication infrastructure consists of three different networks. These networks are 
home area network (HAN), neighborhood area network (NAN) and wide area net-
work (WAN). A HAN focuses on small-scale data communication between devices 
inside typical households. A NAN is defined to provide a backbone for data that are 
transmitted from multiple HANs as well as providing various services of its own. 
While a WAN connects grid control centers and NAN data concentrators with long 
distance in very large areas, and transmits data in a very high-speed manner. These 
networks could utilize any appropriate communication technology such as broadband 
power line communications (BPLC), wireless sensor networks (WSNs), wireless local 
area networks (WLANs), and wireless mesh networks (WMNs), as they should pro-
vide different functional requirements [2]. In this paper, we specially focus on NAN 
system which forms data transmission bridge between WAN and HAN in SG. 
As one of the core technologies, an efficient and reliable communication network 
plays an important role in realization of all the goals of SG NAN [4]. NAN collects 
the electricity utility data from multiple HANs and forwards it to backbone through 
NAN gateways. Meanwhile, it delivers control and pricing messages in the reverse 
direction. Some data are transmitted in a periodic manner such as periodic metering 
and periodic power quality data. While some other data must be transmitted in a time-
ly manner with high QoS, such as demand response (DR) is considered as a killer 
application for smart grid that even some studies are dedicated to develop reliable and 
efficient wireless communication networks especially for DR [5, 6]. These varieties of 
traffic characteristics that lead to NAN require high standard of reliable and various 
QoS transmission technology to support various electrical services and applications. 
The design of such a network depends not only on the application layer requirement, 
but also on the nature of its medium access control (MAC) and physical (PHY) layer. 
Since WMN supports various physical modules including 802.11a/b/g/n, it is permis-
sible to handle various applications such as bulk of data and time stringent data. In 
addition, WMN is automatically self-organized and self-healed when network prob-
lems occur so that it is useful to establish robust connections. Furthermore, it also 
provides cost-effective deployment, easy network maintenance and reliable service 
coverage [7]. Therefore, WMN technology which is based on IEEE 802.11s stands [8] 
can be a potential candidate for reliable and high-speed wireless NANs applications. 
And some unique functions of IEEE 802.11s are also expected to support various QoS 
requirements of NAN especially [13]. Firstly, the root to mesh STAs (stations) topol-
ogy provides an ideal topology for NANs. For example, the upstream data (such as 
AMI data, power quality monitoring, and video surveillance) generated by NAN me-
ters can be constantly transmitted to root that forwards the data to a head-end in SG, 
the structure of IEEE 802.11s WMN for NAN is shown in Fig. 1. Secondly, the de-
fault hybrid wireless mesh protocol (HWMP) of IEEE 802.11s suggests a hybrid rout-
ing rule and airtime link metric (ALM) to suit for static WMNs in smart grid NANs. 
Finally, IEEE 802.11s adopts the enhanced distributed coordination access (EDCA) 
scheme from IEEE 802.11e [9] for various QoS provisioning by utilizing access cate-
gories (ACs) mapped into multiple data queues, which is also a representative re-
quirement in NANs. 
 
Fig. 1. IEEE 802.11s WMN for NAN in SG 
However, some new challenges can be anticipated when the original IEEE 802.11s 
is applied to the smart grid NAN. The first challenge is that the default ALM in 
HWMP defines the fixed length test frame and the same MAC retransmission level 
for all data packets that cannot correspond to various traffic data in NAN. This con-
sideration is especially important in smart grid applications, because data packets for 
different services have different sizes and various QoS requirements. The second 
problem is that ALM still does not address the load balancing and may route the traf-
fic to a more congested area where nodes are highly loaded, which may introduces 
more flows into that path and increases the traffic load of forwarding nodes resulting 
in increasing the end-to-end delay as well as degrading the network throughput and 
reliability. Furthermore, even though different types of applications can be distin-
guished by EDCA, the fixed parameters in EDCA are unable to satisfy the various 
QoS demands of NAN. When the network load is heavy, the QoS of some high-
priority traffic data cannot be guaranteed due to intense background channel conten-
tion for the fixed queue access mechanism of EDCA. And under low load condition, 
the low priority traffic needs long back-off time to access channel resulting in wasting 
the idle slot time, so that the resources utilization rate will be reduced. 
Therefore, the main objective in this paper is to guarantee the various QoS re-
quirements and increase the reliability of SG last smile communication by resolving 
above problems. To achieve this, we propose a NAN QoS-aware and load-balance 
routing scheme based on HWMP, named NQA-LB, which is suitable for special NAN 
in smart grid. NQA-LB not only considers the data packets size but also captures the 
accurate frame loss probabilities for various applications coming from MAC layer, 
which is capable of providing differentiated and efficient services for NAN applica-
tions with various priorities. In addition, the traffic load of forwarding nodes in a path 
is aware in NQA-LB for achieving load balance among transmission paths. In view of 
the disadvantages of EDCA in QoS guarantee and collision avoidance, we further 
present an EDCA based adaptive priority adjustment scheme (AP-EDCA) for NQA-
LB, which dynamically adjusts packet’s priority based on frame loss probability and 
queue length of each AC, to increase the network throughput under low load condi-
tion and improve the reliability of applications with high QoS requirement under 
heavy load condition. We evaluate the performance of NQA-LB and AP-EDCA on 
ns-3 in NAN scenarios with various applications. The simulation results show that our 
proposal satisfies the various requirements of NAN applications much better than 
original HWMP, and also the outperformance of our scheme in packet delivery ratio, 
end-to-end delay and throughput compared to some existing schemes. 
The reminder of this paper is organized as follows. In section 2, we review the re-
lated work of the research area. Then, we propose the NQA-LB routing scheme in 
section 3 and detail the AP-EDCA in section 4. Simulation results are shown in sec-
tion 5. Finally, section 6 concludes this paper. 
2 RELATED WORK 
Thus far, several approaches have been proposed by improving HWMP protocol 
for meeting QoS requirements and providing better transmission reliability for various 
services and applications in SG systems. A QoS mechanism called Optimized Multi-
Constrained Routing (OMCR) is proposed in [10], which analyzed the dynamics of 
power market and the impacts of communication metrics like delay and outage on the 
revenue of home appliances, the SG control center return one or more optional rout-
ing for home applications through sending QoS requests to guarantee the QoS re-
quirements. In [11], Xu and Wang modeled the SG networks and presented the com-
munication delay analysis in typical wireless mesh network deployment scenarios of 
SG with Voronoi diagram, which provides theoretical guiding rules for designing 
WMN to meet the delay requirements. Dabin et al added a delay-tolerant management 
module in HWMP routing maintenance mechanism so that the latency-tolerant data 
can be cached rather than discarded directly when links break down and sent after the 
routes are repaired in [12]. This mechanism guarantees high QoS requirements of 
important flows by scarifying end-to-end delay of delay-tolerant flows. In addition, 
the main issues about reliability of IEEE 802.11s in SG communication network are 
analyzed by Kim et al [13, 14] and they are improved by modifying routing metric, 
routing mechanisms and routing maintenance mechanism in HWMP. But, the load 
balance between paths have not considered in above approaches. 
Besides optimizing routing metric, many studies tend to improve EDCA mecha-
nism to improve the QoS of IEEE 802.11s based WMNs to satisfy the NANs QoS 
demands. Since in IEEE802.11e based WMNs, the transmission performance of traf-
fic with low priority is poor because of the default parameters presented in EDCA 
scheme, so a cross-layer mechanism based on EDCA (CL-EDCA) is proposed to 
promote the QoS of legacy EDCA in [15]. CL-EDCA can dynamically adjust packet’s 
priority of each flow at network layer by considering per AC delay and queue length. 
In order to meet various QoS requirements of NAN, Jaebeom et al presented a conten-
tion mitigated EDCA algorithm called CM-EDCA in [16], which utilized the packet 
collision probability and MAC retransmission to change the packet priority and re-
duce packet collision. It is compatible with IEEE 802.11e and easy to implement for 
SG devices, while the poor HWMP routing metric is not considered. 
Furthermore, the nature of routing algorithms in the NAN network may cause an 
inefficient use of network resources such that some of the gateways are heavily load-
ed while the others are lightly loaded. Therefore, many studies use multiple gateways 
to balance the traffic load between gateways. A tree-based mesh routing scheme 
based on multi-gateway mesh network architecture is presented in [17]. The multi-
gateway mesh routing scheme is based on a flexible mesh network architecture that 
expands on the hybrid tree routing of the IEEE 802.11s. In [18], authors devised a 
load-balance scheme that distributes NAN data to multiple gateways. In the proposed 
scheme, a relay node probabilistically selects its serving gateways by explicitly con-
sidering the congestion levels of the gateways to distribute the loads of congested 
gateways to lightly loaded gateways fast. However, they neglected the HWMP rout-
ing metric ignoring the queuing delay of packets, which may introduce more flows 
into the path to light loaded gateway simultaneously, and thus increases the traffic 
load of the forwarding nodes. As a result, end-to-end delay is increased due to the 
growing length of buffer queues of intermediate nodes and average network through-
put is degraded because more collision will happen in intermediate congested areas. 
Therefore, based on the HWMP and EDCA, we aim to design a new NAN QoS-
aware and load-balance routing scheme for SG in this paper, aiming to select accurate 
transmission path for various applications with less load so as to meet QoS demands 
and improve the SG system performance in terms of reliability and the rate of net-
work resources utilization. 
3 PROPOSED ROUTING SCHEME 
In SG environments, a NAN may provide various services to a varying number of 
applications which vary in data size and QoS requirements. For example, power con-
trol information and users on-demand responses information demand higher QoS 
requirement, they are also very important to SG for guaranteeing high efficiency of 
whole grid. In order to satisfy the requirements of QoS about various NAN applica-
tions, we differentiate various applications based on QoS requirements by employing 
EDCA scheme firstly. Them, we analyze the Markov model for EDCA to obtain the 
frame loss probability of specific NAN applications. Finally, we detail the HWMP 
based NAN QoS-aware and load-balance routing scheme (NQA-LB), which extends 
the airtime of HWMP by capturing the frame error rate and adding the queuing delay 
of each class of applications with different packets size separately combining with 
EDCA. 
3.1 NAN Applications Differentiation 
EDCA defines four access categories (ACs) with different priorities: AC_VO, 
AC_VI, AC_BE and AC_BK represent voice, video, best effort and background re-
spectively from high to low. Each AC has its own transmission queue and a set of 
channel access parameters to contend for transmission opportunities, they are mini-
mum contention window ( ), maximum contention window ( ) and Arbi-
trary Inter-Frame Space (AIFS). If an AC has a smaller AIFS,  and , 
traffic in this AC has a better chance to access the channel earlier than ones of lower 
service classes. The contention window  for AC after  transmission failure 
is calculated as follows: 
  ,     (1) 
where  is the number of ACs with default value 4,  is the maximum retransmis-
sions with 4 or 7. Nodes can access after backing off channel until the channel meas-
ured idle time for an AIFS. The AIFS is defined in the EDCA as Fig. 2 and it is calcu-
lated as equation (2), where  is the short inter-frame space. 
                              (2) 
 
Fig. 2. AIFS defined in EDCA mechanism 
Table 1. Smart grid Applications and EDCA priority 
Priority AIFSN CWmin CWmax QoS Application Type 
3 2 7 15 AC_VO Control information  
2 2 15 31 AC_VI AMI demand response , 
Power quality data 
1 3 31 1023 AC_BE Periodic meter reading 
data 
0 7 31 1023 AC_BK Video surveillance 
Various traffic demand various QoS requirements in NAN, traffic such as control 
information and power quality monitoring data should be assigned with high priority 
for stable electric service of the SG system, while video surveillance data has low 
priority for guaranteeing the higher priority data even with strict latency. The map-
ping of NAN applications and EDAC priority are shown in Table 1. 
3.2 Model Analysis for EDCA 
As in [19], the Markov chain of priority (  = 0 ) class for EDCA is shown as 
Fig.3. The model states consist of 3 variables . The first variable  denotes the 
priority of the transmitted packet. Let  denotes the probability that a transmitted 
frame collides and also equals to probability that a station in the back-off stage for 
priority  class senses the channel busy. This has to be calculated separately for each 
priority class. The variable  in the model represents the number of collisions that 
occurred when trying to transmit a packet. The last variable is the back-off counter 
of the stations. 
 
Fig. 3. Markov model for the priority  class in EDCA 
For a given station in the priority  class ( ), the transition probabilities of 
the Markov model in Fig. 3 are listed as follows, where  is the number of re-
transmission allowed for  class: 
          
      
                   
     
              
Let  be the stationary distribution of Markov chain that 
denotes the probability of the packet with priority where the collision encountered 
for  and the back-off counter is equal to . Then the following relations can be 
driven through chain regularities: 
                                   (3) 
              (4) 
                                             (5) 
From (3), (4) and (5), we get 
                                 (6) 
Let  be the probability that a station in priority  class transmits during a generic 
slot time. It is calculated by summing the steady state probabilities of states where the 
back-off counter is equal to 0. 
                  (7) 
A transmitted frame collides when one more station also transmits during a slot 
time. So the probability  that a station in the back-off stage for priority  class sens-
es the channel busy is given as: 
,                             (8) 
where  (  = 0 ) denote the number of stations in priority  class. Let  
denotes the frame loss probability for priority  class. Transmission attempt will be 
before losing packet. Hence, the frame loss probability  and the frame 
success probability  for priority  class can be obtained as: 
                                                (9) 
               (10) 
We can get the optimum transmission probability  that provides maximum 
achievable throughout according to paper [19], where  is the number of ACs and  
is the number of stations. 
                                              (11) 
3.3 NQA-LB Routing Scheme 
The default routing metric of HWMP is airtime link metric (ALM) to identify an 
efficient radio-aware path. The calculation of the ALM for each link is based on the 
following equation: 
,                                      (12) 
where and are the channel access overhead and protocol overhead, is the 
test frame size,  is the data rate, and is the test frame error rate. The draft does not 
specify how to calculate the frame error rate, leaving this choice to the implementa-
tion. 
ALM reflects the amount of channel resources consume by transmitting test frame 
over a particular link, which is similar to ETT [20]. The left part in the brackets of 
(12) represents transmission time of a frame and the right part measures the number 
of transmission attempts needed to successfully deliver a packet. However, it is hard 
for ALM to meet QoS requirements very well when integrated into the smart grid 
network. Because using fixed test frame and same frame error rate calculation for all 
data packets in ALM cannot correspond to various traffic data with different priorities 
from NAN. Therefore, we modify the routing metric of HWMP as (13) by including 
actual packets size, and calculating frame error rate separately for various applications 
obtained from EDCA, subsequently the routing metric of HWMP can route more 
accurately for various NAN applications to meet the different QoS demands. In (13), 
 is the packet size of applications with priority  ( ), and  is the 
frame error rate of  class which equal to frame loss probability  calculated 
from equation (9). 
                          (13) 
 
Fig. 4. EDCA basic queue access model 
Furthermore, ALM ignores the queuing delay of packets which may route the traf-
fic to a more congested area where nodes are highly loaded. This is because this met-
ric always select the path with higher data rates, which may introduce more flows into 
that path and thus increase the traffic load of the forwarding nodes. As a result, end-
to-end delay is increased due to the growing length of buffer queues of intermediate 
nodes and average network throughput and reliability are degraded because more 
collision will happen in congested areas. Hence, we take consideration of queuing 
delay of different applications separately to balance traffic load between transmission 
paths, to decrease the congestion happened in intermediate nodes so as to improve the 
network performance. Queuing delay is defined as the period from the instant that a 
packet added to buffer to the instant that it is to be serviced (becoming the first row), 
which equals to the sum of transmission delay of all packets in queues transmitted 
before current packet being serviced. So the end-to-end delay of a packet of priority 
( ) class is expressed as: 
,                                     (14) 
where  is the transmission delay of packet with priority  class that equal to 
ALM ( ) and is the queuing delay of current packet. The EDCA 
basic access model is shown as Fig. 4, each AC has its own transmission queue, 
where denotes the probability of a packet of class to be transmitted without 
being dropped, and it can be calculated from (10) in 3.2. If there are  packets in 
queue of class  and  packets in queue of class  when adding a packet into 
queue of class . We suppose that no packets are added into buffer of class  in the 
calculation period, so the queuing delay of current packet can be in one of the follow-
ing two situations: 
(1) When packets in queue of class  are smaller than that of class  (  ): 
                  (15) 
(2) Otherwise ( ): 
               (16) 
Therefore, we modify the ALM of HWMP as: 
     
         
(17) 
The calculation of  and  is shown in (13). Owning to the instantaneous 
queue length changes rapidly, frequent rerouting might be incurred if we directly 
utilize it to estimate the queuing delay. So we employ EWMP (Exponentially 
Weighted Moving Average) to reduce bias in order to prevent frequent rerouting,  is 
a set in the range of [0, 1]: 
                                           (18) 
4 ADPTIVE PRIORITY ADJUSTMENT SCHEME AP-EDCA 
Although the QoS requirements of various NAN applications can be satisfied by 
the NQA-LB, but since the fixed parameters in EDCA, the low priority traffic will 
take long back-off time to access channel which will result in reducing the resource 
utilization rate under low load condition. In addition, the reliability of NQA-LB will 
be decreased as a result from intense background channel contention under heavy 
load condition. Adjusting the EDCA parameters dynamically is propitious to wireless 
networks for supporting QoS, but modifications to the IEEE 802.11e standard cannot 
backward compatible with original EDCA. Therefore, we present an EDCA based 
adaptive priority adjustment scheme, called AP-EDCA, which dynamically adjusts 
packet’s priority to increase the throughput under low load condition and to mitigate 
the collision under heavy load condition to improve the reliability of applications with 
high QoS requirements. 
We put to use the sum of packet loss probability of four priority classes to indicate 
the network condition (NC) and it can be calculated as (19) based on (9). The EWMA 
is employed to calculate the average packet loss probability to include the historical 
packet loss probability, where β is set in the range of [0, 1], is the current 
packet loss probability and  is the historical average packet loss probability: 
,                                   (19) 
                                   (20) 
The traffic load condition ( ) is calculated by using the average queue length of 
each AC. Each node traces the queue length of each AC in period and the calculation 
of  is similar to (19) and (20), where  is the average queue length of class  and 
is the maximum queue level of queue : 
 ,                                          (21) 
                         (22) 
As shown in algorithm 1, Nodes analyze the network condition NC and each AC 
traffic load  as well as compare them with preset threshold values, then dynami-
cally adjusts the priority of packets according to comparison results. When the NC is 
lower than threshold value, that shows the network load is light. Similarly, if the 
queue length of high-priority traffic (AC3, AC2) is less than minimum threshold val-
ue, that indicates network resource has a surplus. Hence we give high priority services 
to low priority packets so that more chances are given to access channel to improve 
the utilization of the channel resources. If the network condition is moderate, the pri-
ority of each flow is unchanged and packets are sent in accordance with the original 
EDCA access mechanism. When the NC is higher than threshold value, it shows net-
work congestion is serious resulting in that high QoS traffic cannot be guaranteed. If 
the queue lengths of lower ACs (AC0, AC1) are smaller than minimum threshold 
value as well as the high-priority (AC2, AC3) queue lengths are larger than maximum 
threshold value at this point, the priority of the high priority packets should be low-
ered. By choosing the queue which has lower priority, packets can choose their con-
tention window from a wider range to avoid collision and in consequence the network 
reliability is improved. 
Algorithm1: Adaptive priority adjustment scheme AP-EDCA 
Require: initializing the parameters of ACs and differentiating packets, the frame 
loss rate threshold value  and , the queue length threshold  and 
 of each AC; 
Ensure: the priority of ACs flow. 
1: calculating frame loss rate  and comparing it with threshold value  
and ; 
2: if  
3:    check each AC’s average queue length ; 
4:     for ( )  //AC_BK flow and AC_BE flow packets 
5:         if ; 
6:              ; rise the priority of low ACs flow 
7:         end if 
8:   end for 
9: else if  
10:      for ( )  //AC_VI flow and AC_VO flow packets 
11:          if  &&  
12:               ; //degrade the priority of high ACs flow: 
13:          end if 
14:      end for 
15: else  
16:         ; //unchanging the priority of flows 
17: end if 
5 SIMULATION  AND  ANALYSIS 
5.1 Simulation Environment  
Since the ns3 platform includes IEEE 802.11s model and HWMP routing protocol, 
which realized the EDCA mechanism in MAC layer, we evaluate the performance of 
our proposed NQA-LB on ns3-19 by modifying IEEE 802.11s codes in mesh model 
and EDCA codes in wifi model under a NAN environment. In simulation scenarios, 
nodes are laid out on the network in a grid topology with node sizes (NS) distributed 
from 9 to 64. We also add an extra mesh node into network as a gateway outside in-
terferences to gather the traffic of rest mesh nodes. The distance between each mesh 
STA is 150m. Each mesh STA is equipped with one 802.11a transmission device with 
a maximum transmission rate of 54 Mb/s. And the AARF is used as rate adaptive 
adjustment algorithm. The factors , and  are set to 0.5. The transmission proba-
bility of each station is the same and calculated according to equation (11). Other 
simulation parameters are shown in Table 2. For each simulation scenario, we repeat 
simulation for 10 runs with different random seeds and take the average. 
Table 2. Simulation environment 
Parameter Value 
Simulation time 500s 
PHY Standards IEEE 802.11a 
Rate adaptive  enable (AARF) 
HWMP RANN interval 5s 
 50(packets) 
 0.01/0.1 
 0.3/0.7 
 0.2/0.8 
EDCA parameters default 
NAN applications are configured and differentiated according to [21] and SG Net-
work System Requirements Specification v4.1-draft3 [22]. Power management data 
and AMI management data require high reliability to stable the whole SG so the pri-
orities are set to 3. While the lowest priority is set to video surveillance data since 
they are not important in SG compared with other data even with strict delay require-
ment, and detail parameters are shown in Table3. AMI data can be thought as data 
from HAN nodes, whereas power quality, power management and video surveillance 
data come from the NAN applications. Periodic AMI, AMI management, periodic 
power quality, and power management data are reported to the root at every specified 
interval and all applications are generated with the gateway (root mesh STA) as their 
destination. 
Table 3. Smart grid applications setting 
Type of service Transmis-sion interval 
Application 
size 
Priority 
(EDCA) 
Requirement 
latency 
Periodic AMI 15s 123 bytes 1 <15s 
AMI management 300s 4000 bytes 3 <1s 
Periodic power quality 3s 3000 bytes 1 <3s 
Power management 300s 4000 bytes 3 <1s 
Requested AMI On-demand 123 bytes 2 <5s 
Requested power quality On-demand 2000 bytes 2 <5s 
Video surveillance Constant 250kB/s 0 <100ms 
5.2 Performance Evaluation  of  NQA-LB 
In the first experiment, we compare the performance of our proposed routing proto-
col NQA-LB with original HWMP and HWMP-reliability enhancement routing 
scheme (HWMP-RE) proposed in [13] in different mesh network sizes. The MAC 
layer schemes of all protocols are original EDCA IEEE 802.11s used default. The 
amount of traffic generated in this environment naturally causes congestion in the 
network when the number of nodes gradually increases. 
Simulation results are shown in Figs.5 to 7 below. Fig.5 shows the packet delivery 
ratio (PDR) of three protocols that represents the ratio of total number of packets 
received by the root nodes and the overall number of packets transmitted by all NAN 
mesh nodes in the network. With the number of nodes increasing, network becomes 
increasingly congested and PDR declines in this figure. Owing to poor route selec-
tion, the decline of ratio in original HWMP is steeper than in other schemes. Howev-
er, with the increase of traffic load, NQA-LB provides a higher delivery ratio by cap-
turing the buffered queue length of each forwarding node and selects a path with low-
er frame error rate and lightly loaded nodes for various applications. Therefore, it 
shows that our proposal compared with original IEEE 802.11s improves about 15% 
and guarantees PDR≥80% when NS≤64. The HWMP-RE unable to aware traffic 
loads in the forwarding nodes even though the delay-tolerant model can reduce the 
packets loss probability when network is congested. Consequently, the performance 
of HWMP-RE is inferior to that of NAQ-LB. 
The average end-to-end delay, which represents the average time required for a 
packet to reach root mesh STA from a source node (a mesh STA), is shown in Fig. 6. 
Since the optimized routing criterion which takes actual frame error rate and queuing 
delay into account during the path selection for various applications in NQA-LB, it 
could choose a better route to achieve a lower end-to-end delay even in the congested 
network. While, when 49 nodes are deployed in the network for HWMP-RE, the de-
lay-tolerant management model begins to handle the delay-tolerant applications in-
stead of being discarded when delay-tolerant packets cannot be transmitted timely, 
which actually increases the end-to-end delay of delay-tolerant applications, but this 
comes at the cost of much higher transmission reliability. 
 
Fig. 5. Average packet delivery ratio comparison of three protocols in various network sizes 
 
Fig. 6. Average end-to-end delay comparison of three protocols in various network sizes 
Fig.7 shows the average throughput of three protocols which indicates the total 
amount of data received by root mesh STA in each second. The more the number of 
nodes, the more the data will be generated and this leads to an increase in the 
throughput. After a certain saturation NS=36, throughput of HWMP decreases be-
cause of insufficient resources. Since HWMP-RE and NQA-LB optimized the ALM 
for choosing a better transmission path for certain traffic, the throughput of both of 
them is still increased when NS≥49. Moreover, as NQA-LB could aware the number 
of packets in each AC queue. It is capable of selecting the better routes with less load, 
aiming to reduce the transmission collision and the overhead for retransmitting pack-
ets. By doing so, NQA-LB gets higher throughput than HWMP-RE when the network 
is congested. 
     
Fig. 7. Average throughput comparison of three protocols in various network sizes 
5.3 Performance Evaluation of AP-EDCA 
In the second experiment, we evaluate the performance of our adaptive priority ad-
justment scheme AP-EDCA comparing with original EDCA and CM-EDCA mecha-
nism proposed in [16] based on the default routing protocol HWMP of 802.11s.  
 
Fig. 8. Average packet delivery ratio comparison of three schemes in various network sizes 
    The average packet delivery ratio comparison of three schemes is shown in 
Fig.8. In this figure, the end-to-end packet reliability of AP-EDCA has higher com-
pared to IEEE 802.11s using EDCA and CM-EDCA, because we adjust packets prior-
ity dynamically in MAC layer according to network state and each AC traffic load to 
speed the transmission of lower priority when network resources are abundant and 
reduce the congestion when network is congested. Even though CM-EDCA improves 
the reliability to a certain extent through changing packet priority and reducing pack-
ets collision when networks are congested, it does not consider the queuing length 
which may introduce more flows into the lower priority queues result in decreasing 
the performance of traffic with low priority, so the increasing of average PDR is not 
obvious.  
Fig. 9 shows the average end-to-end delay comparison of three schemes in various 
network sizes. The average end-to-end delay of AP-EDCA decreases greatly compar-
ing with the other two schemes. This is because AP-EDCA raises the priority of lower 
AC packets to speed them that could decrease the end-to-end delay when network 
load is light; it also reduces the contention and congestion by balance the load be-
tween different priority queues in nodes when network is congested. In CM-EDCA, 
packets may select a lower priority queue when network is congested, which in turn 
increase the delay as lower priority have larger CW value, but the transmission colli-
sions can be reduced hence the end-to-end delay on the whole is decreased compared 
to EDCA. 
 
Fig. 9. Average end-to-end delay comparison of three schemes in various network sizes 
5.4 Protocol  Comparison in Various Applications 
In this experiment, we compare the performance of our proposed scheme NQA-
LB+AP-EDCA with HWMP, CM-EDCA and HWMP-RE in various NAN applica-
tions. Fig. 10 to 13 compare the packet delivery ratio of four schemes in various NAN 
applications (AMI and power management, Requested AMI and power quality, Peri-
odic AMI and power quality, Video surveillance). From Fig.10, we see that the PDF 
of all applications in HWMP is almost similar and declines rapidly with the increasing 
number of nodes because it does not distinguish various applications. The PDF of all 
applications in CM-EDCA are close to that in HWMP when . Network con-
gestion starts to occur when , CM-EDCA alleviates the congestion by priority 
adjustment scheme, so the PDF of all applications increased 8% comparing with 
HWMP. However, CM-EDCA cannot guarantee the QoS of important applications 
since it does not optimize metric for various NAN applications. We note that for 
HWMP-RE, the performance of video surveillance data transmission does not im-
prove relative to CM-EDCA when network is congested, this is due to the delay-
tolerant traffic management, dropping the video surveillance data while retaining 
higher priority data for more reliable transmission. Since the NQA-LB not only con-
siders the data packets size and captures the accurate frame loss probabilities for vari-
ous applications coming from MAC layer, but also aware the traffic load of forward-
ing nodes to select less load paths for traffic, which is capable of providing differenti-
ated and efficient services for NAN applications with various priorities. Besides, the 
AP-EDCA adjusts the priority of packets dynamically to speed packets transmission 
under light traffic load and decrease continues congestion under heavy load. Hence, 
the PDF of all applications is above 90% when  and is considerably increased 
compare to CM-EDCA and HWMP-RE when network severely congested. 
 
Fig. 10. Packet delivery ratio of HWMP in various NAN applications 
 Fig. 11. Packet delivery ratio of CM-EDCA in various NAN applications 
 
Fig. 12. Packet delivery ratio of HWMP-RE in various NAN applications 
 
Fig. 13. Packet delivery ratio of NQA-LB+AP-EDCA in various NAN applications 
The end-to-end delay comparison for four schemes in various NAN applications 
are shown in Fig. 14 to 17. We can see from Fig. 14, the end-to-end delay of all appli-
cations in HWMP is similar in that all NAN applications transmitted with the same 
level. In CM-EDCA, owing to the selection of lower priority queues when network 
congestion occurs, the delay of some traffic is higher than HWMP. We can see that 
the delay of periodic power quality data is considerably increased, but much less than 
the requirement in SG. And for some traffic the delay is actually less than in EDCA 
scheme for less contention and collision in CM-EDCA which speeds up the transmis-
sion. When network is congested (NS>36), HWMP-RE handle delay-tolerant applica-
tions (Requested AMI/power quality data, Periodic AMI/power quality data) to sup-
port high reliability, so the end-to-end delay of delay-tolerant is increased rapidly with 
the increasing number of nodes. As shown in Fig. 12 and Fig. 16, HWMP-RE im-
proves the reliability of SG by scarifying the delay of delay-tolerant applications. 
Comparing to other schemes, the delay of all applications in our scheme is greatly 
lower than in other three schemes. Therefore, NQA-LB + AP-EDCA guarantee the 
QoS for all traffic flows, at the same time, ensures the fairness of all traffic flows. 
This is owing to, NQA-LB gets packets loss probability of different flows timely from 
MAC layer to provide accurate route for particular traffic, and it considers the queu-
ing delay of data packets that can dynamically schedule packets to the path with less 
load and less expected transmission delay. Besides, AP-EDCA adjusts packets priori-
ty dynamically in MAC layer according to network state and each AC traffic load to 
speed the transmission of lower priority when network resources are abundant and 
reduce the congestion when network is congested. 
 
Fig. 14. End-to-end delay of HWMP in various NAN applications 
 Fig. 15. End-to-end delay of CM-EDCA in various NAN applications 
 
Fig. 16. End-to-end delay of HWMP-RE in various NAN applications 
 
Fig. 17. End-to-end delay of NQA-LB+AP-EDCA in various NAN applications 
Overall, our NQA-LB and AP-EDCA not only can provide sufficient differentiated 
services for various NAN applications, but also can provide highly reliable wireless 
data transmission and satisfy various QoS requirements for smart grid environments 
by making optimizations to the original IEEE 802.11s HWMP and EDCA. 
6 CONCLUSION 
One of the most important challenges to implement smart grid communications is 
to provide a reliable and efficient last smile communications that covers the connec-
tivity from the meters to the advanced metering infrastructure (AMI) head-end. In 
order to satisfy the various QoS demands and provide high reliable transmissions for 
NAN applications in smart grid, in this paper, we have first distinguished the various 
NAN applications by EDCA according to their QoS requirements regarding service 
differentiation. Then, a NAN QoS-aware and load-balance routing scheme (NQA-LB) 
has been proposed. The main contribution of the NQA-LB is that it has addressed the 
inadequacies of IEEE 802.11s in smart grid communications systems by using three 
methods. Simulation results on ns3 have shown that our proposal can satisfy NAN 
QoS requirements well and also significantly improved the average packet delivery 
ratio and throughput with a reduced end-to-end delay of all NAN applications, com-
paring to other existing schemes. 
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