Abstract. The restricted backtracking algorithmic paradigm is applied to the Maximum Clique Problem. The notion of backtracking coordinates is introduced. The program searches for those cliques whose backtracking coordinates are bounded by the values given in the input.
Introduction and motivation
The problem of constructing a clique of the maximum size in a given graph, the clique problem, was proved to be NP-hard in 10] (see also 8] and 13] for a survey on the problem). Recently, it was proved ( 1] ) that even constructing a clique whose size is within a factor of n of the maximum is NP-hard (here n is the vertex number and > 0). Nevertheless, we argue that these results do not necessarily imply the intractability of the problem \in practice." The essential di erence between the theoretical model and the way the problem occurs in applications is as follows: the size of the graph which can be stored in the memory of any computer is bounded; it cannot exceed 10 40 |the estimated number of particles in the known universe|but obviously, the \real-life" bound on n is much smaller, probably close to 10 10 : there is often additional information pertaining to the problem; it relates to either the structure of the input graph, or the structure of the desired solution.
One implication of the above points is that an important ingredient of an algorithm's e ciency is its ability to be modi ed to e ectively use any additional available information, including the size of the input. In this paper, we present the results of computational experiments with a program implementing restricted backtracking for nding cliques in graphs. The restrictions expressed Constructing Cliques Using Restricted Backtracking in terms of backtracking coordinates are given as a part of the input together with the input graph. Our experience shows that the language of the backtracking coordinates is su ciently exible to enable one to utilize additional information about the problem, even though its nature may not be known beforehand.
It is well known (see 6] , for example) that a greedy algorithm is generally a poor method for constructing cliques of maximal or near-maximal size. Several modi cations of the greedy idea propose the selection of the next available vertex in such a way that some target function (usually, polynomially computable) is minimized. Often, the target function is simply the degree of a vertex. Although these modi cations improve the results somewhat, as a rule, the clique sizes are often far from optimal. The reason for such a performance of the greedy algorithm is, obviously, that for most of the inputs, the step-by-step construction of a maximum or near-maximum clique must include some non-greedy steps. Considering all combinations of greedy and non-greedy steps, which is what the standard backtracking algorithm does, is infeasible even for small graphs, unless they are very sparse.
Most of the algorithms for the clique problem can be viewed as executing some type of restricted backtracking. The di erence between the algorithms is in the pattern 1 of the restrictions. Roughly, our algorithm considers all solutions that can be obtained with the use of a bounded number of \non-greedy" steps.
Let S be the size of the clique that the algorithm nds and T be the maximum number of the allowed non-greedy steps. Our experiments with di erent types of graphs that led us to consider this type of algorithmic strategy showed that the dependence of S on T is far from linear. The corresponding function S = F(T) often seems 2 to be a concave function with the rst derivative having large values for T near 0 and small values for large T. Thus, setting T to be small but positive yields the value of S which is substantially bigger than that obtained by the greedy algorithm (T = 0) and often close to the maximum. At the same time, small values of T keep the running time of the program within acceptable limits.
Furthermore, we found that most of the non-greedy steps that are \needed" to obtain good values of S occur on the rst levels of the backtracking tree, while the \end" of the process can almost always be made greedy without any loss in the value of S. This led us to introduce the notion of backtracking coordinates.
Using the language of the backtracking coordinates, we describe the search area of the algorithm.
Finally, we use reorderings to narrow the search-space of the algorithm; in particular, appropriate reorderings allow us to decrease the value of the bound T without reducing the sizes of the constructed cliques. The experiments show that for large graphs, the reduction in running time caused by decreasing T more than compensates for the time needed to perform reorderings.
3
Since the restrictions of the backtracking are speci ed in the input to our program, changes of the search pattern can be easily implemented. Thus, it is easy to tailor the restrictions to speci c classes of graphs, or even to individual graphs. Consequently, this exibility facilitates \training" the program on classes of graphs. Thus, for most of the benchmark graphs in the appendix, the restrictions used were developed before the graphs became known to us. We took advantage of the fact that the \types" of those graphs, i.e. random, brock-graphs, etc, were known beforehand. Obviously, individual tuning up is also possible, and indeed was used for some of the benchmark graphs.
The next section contains a description of the approach and the main features of the program; the program itself, called RB-clique, can by obtained by contacting M. Goldberg at goldberg@cs.rpi.edu. Section 3 presents computational results. The conclusion and future work are outlined in the last section.
Algorithm
The backtracking algorithmic paradigm can be viewed as \walking" along a (virtual) backtracking tree. In our implementation, the backtracking tree of the clique problem is a directed rooted tree whose nodes are labeled by lists of vertices of the graph and whose edges are labeled by individual vertices, so that Thus, the leaves of the backtracking tree correspond to maximal cliques; they can be retrieved by tracing the labels of the path leading from the root to the leaf. The level of the root is set to be 0; the level of any other node is r + 1, where r is the level of the parent-node.
If the reordering procedures used by the algorithm are xed, then every node z of the backtracking tree can be uniquely described by the integer vector (l 0 ; l 1 ; : : : ; l r?1 ) de ned as follows. If (z 0 ; z 1 ; : : : ; z r ) is the sequence of the tree nodes of the path connecting the root z 0 with z = z r and s i is the label of the edge (z i ; z i+1 ), then l i is the index of s i in the list which serves as the label for z i (i = 0; : : : ; r ? 1). We call (l 0 ; : : : ; l r?1 ) the backtracking coordinates of z and of the clique corresponding to z. Obviously, the vector (0; 0; : : : ; 0) corresponds to the clique obtained by applying the greedy algorithm. The notation S(T; P; D) will also be used to denote the subtree T 0 of the backtracking tree comprised of the nodes whose coordinates belong to S(T; P; D). Now, the search area of the algorithm RB-clique is the region of the backtracking tree which is the union
where triples (T 1 ; P 1 ; B 1 ); : : : ; (T k ; P k ; B k ) (k 1)) are listed in the input le.
RB-clique outputs the rst clique whose size equals the value of target, one of the parameters speci ed in the input; if such a clique is not found, the program outputs the rst maximal size clique which is in the region speci ed by the backtracking coordinates. The vector P i (resp. D i ) is called the position (resp. deviation) vector. Often, k = 1 and P 1 is the zero vector; in this case, T 1 is simply the upper bound for the maximal number of non-greedy steps that can be made to reach any node in S.
Several improvements of the basic scheme implemented in RB-clique are described below.
Pruning. When processing a node z of the tree and before generating a childnode of z, the program computes the length q of the list with which the childnode will be labeled. The length is compared with C ? r ? 1, where C is the maximal size of a clique constructed so far (initially, C = 1) and r is the level of z. The child-node is generated only if q > C ? r ? 1. The experiments show that such pruning is very e ective for diverse types of graphs. Note that a more sophisticated pruning technique is described in 11]. Our experiments with that technique showed that using it actually increases the running time of the program. The reason for that is, apparently, that the reduction of work brought by successful applications of prunning does not make for additional work needed to perform the prunning.
Reordering. During its work, the algorithm processes many subgraphs whose vertices are used to generate other subgraphs. The order in which the nodes of the backtracking tree are generated is determined by the order of the vertices of the subgraphs and may reduce the running time of the program by making pruning e cient. Even more of a saving can be made by reducing the bounds 5 that determine the search area which contains as good a solution as that obtained without reordering. The fundamental question is which vertices should be considered rst as candidates for inclusion in the clique under construction, or in other words, how and when to reorder vertices of the subgraphs in order to improve the performance of the algorithms. It seems to be plausible that if the vertices are ordered by their degrees, one of the few at the top should belong to one of the largest cliques. Since the vertices of a subgraph are given as an ordered list L, the list L 0 of the vertices of a child-node is obtained from L by removing some of the entries and preserving the order of the remaining vertices.
In the subgraph induced on L 0 , the order inherited from L may not always be of the type which is considered the best even if the order of L were such. Thus, reordering of L may be needed. The experiments support this observation: even for the Brock-and Gen-graphs (see 4], 14]) that were designed to \hide" large cliques by composing them from the vertices of relatively small degrees, the online reordering substantially \pushes" the cliques close to the lexicographically smallest set.
Short-cuts. If a degree of a vertex v is t?1 or t?2, where t is the vertex number of the graph, then v belongs to a maximum clique of this graph. In fact, it is a special case of a more general observation made in 11]. A vertex v is called anti-simplicial 3 if for any edge (u; w), (u 6 = v; w 6 = v), at least one of u and w is adjacent to v. Obviously, if v is anti-simplicial, then there is a maximum clique containing v. We decided not to implement in full the search for all anti-simplicial vertices, expecting that for most of the graphs, the overall time needed for the search will not be compensated by the time reduction resulting from the successful applications of the search. Our program searches only for the vertices of degree t ? 1 and t ? 2.
Note that the vertices of degree t ? 3 o er one more possibility for a useful short-cut. If v is such a vertex, then either v is anti-simplicial which implies that v can be included in the output-clique, or v must be excluded from consideration but both neighbors of v must be included. Moreover, there is a potential advantage to special consideration being given to vertices of degree t ? 4 and even smaller degrees, but we believe that for most of the inputs, this will not reduce the running time for the same reason as above: the reduction in the running time which would result from successful applications of the routine would not compensate for the total time needed for all applications.
3. Performance 3.1. Background. The problem of selecting parameters for running RBclique can be viewed as a replacement for the original problem. There are two main modes of the selection process, \blind" and \informative".
Constructing Cliques Using Restricted Backtracking
Blind. Given a graph, a sequence of input restrictions is developed that describes expanding search areas for RB-clique. The halting condition may be set dependent on the time available for the run, or on the rate of the increase in the clique size, etc. The selection can be interactive so that every next set of parameters is chosen based on the results of the preceding runs. There can be many ways to execute RB-clique in the blind mode. One of them, which we call gradual parameter increase, is as follows. For the initial run, the deviations and total are set small. For every next iteration, if P and Q are the current position and deviation vectors, then their new values are taken, respectively, P + D cut and D, where D cut is obtained from D by making some coordinates equal to 0. We used the strategy of gradual parameter increase when developing parameters to be used by RB-clique on random graphs. Informative. In this mode, the parameters are determined based on the graph's type which is supposed to be known before a speci c graph of that type becomes available. Thus, before applying RB-clique to corresponding benchmark graphs, a series of experiments was conducted on test graphs. The objective of these experiments was to nd a pattern of the distribution of the backtracking coordinates that correspond to cliques of the maximum or near-maximum size. The restriction parameters eventually used for the benchmark graphs were developed based on the discovered patterns. We used both modes of the parameter selection when we applied RB-clique to benchmark graphs (see the appendix).
Experiments with diverse types of graph show that RB-clique achieves comparatively \good" results even if the value of total is small and the components d i of the deviation vector are zeros for i > , where the threshold is small.
The next table illustrates this empirical 4 observation. For more than 88 out of 100 randomly generated graphs with n vertices and edge probability p = 0:5, using total and from the table yields statistically optimal clique sizes. n 1000 1500 2250 8 9 10 total 24 32 40 Table 1 3.2. Sparse vs. dense graphs. For dense graphs, the choice of total and deviations is mainly determined by the running time: taking large values for total and deviations may substantially increase the running time. It is partially caused by the implementation of the program 5 but the main reason is large cliques in dense graphs. Thus, when RB-clique was applied to MANN a45.clq, (second run) the value of total was 4, still the running time was close to 20 hours. Table 2 contains the results of applying RB-clique to random graphs with edge probability 0.9 and vertex numbers 1000 and 2000; all entries are Table 2 On the other hand, for sparse graphs, the value of the parameters can be taken quite large without making the running time prohibitive. Obviously, taking all deviations and total equal to n yields an exact algorithm. When run with such parameters on random graphs with n = 700 and p = 0:4, RB-clique nishes in less than 300 seconds; the corresponding number for n = 1000 and p = 0:4 is 5400 seconds (see Table 3 ). An interesting observation related to the exhaustive search was that reordering the vertices in a non-increasing order of their degrees yields shorter execution times when compared to no-reordering or reordering in a non-decreasing order of vertex degrees. 551s  19090s  500 42s  665  31723s  700 290s 6435s  1000 5400s  Table 3 3.3. Random, brock-and gen-graphs. The asymptotics of the expected sizes of maximum cliques in random graphs have been studied by many researchers ( 3] , 6], 9], 12]). Let Z n;p denote the size of the largest clique in a random graph with n vertices and edge probability p. Matula proved in 12] that for every given integer n and p > 0,
Using these inequalities, one can compute the expected sizes of maximum cliques in graphs with given n and p (see Table 5 ). Knowing the expected sizes of the largest cliques turns out to be extremely valuable for the development of the parameters used by RB-clique to construct cliques of corresponding sizes. The methodology we used is as follows.
Given an integer n and p (0 < p < 1), we generate 100 random graphs with n vertices and edge probability p (the values considered were n = 1000; 1500; 2250 8 Constructing Cliques Using Restricted Backtracking and p = 0:5). For each graph, RB-clique is applied several times, each time with target equal to the corresponding expected clique size. For the rst application, deviations and total are taken small, and are gradually increased for every next application until RB-clique nds a clique of the expected size. The backtracking coordinates of the 100 cliques found are then lexicographically sorted, which ends the rst stage of the selection process. During the second stage, the value of total together with a sequence of pairs (positions, deviations) are developed that (1) \dominate" all the backtracking coordinates from the data base; and (2) minimize the maximum running time of RB-clique when used with these 6 parameters. The resulting parameters are then used as the initial parameters for the next iteration of the whole process which is applied to a series of 100 new randomly generated graphs. Similar experiments were conducted for graphs with p = 0:5, n = 1000; 1500; 2250; 3375; 5060 (every next value is 1.5 bigger than the previous) and the value of target one less than the corresponding expected value.
For all cases, ve or more iterations 7 were done before we arrived at the nal set of parameters. For each combination of n; p and the corresponding value of target, a control test on 100 new randomly generated graphs was run. In every case, the program found cliques of the expected sizes for 97 or more graphs. The results are presented, with rounding o of large numbers, in the Tables 4 and 5 below. 8 of speci ed sizes. This property of the generators was used to develop statistics of the \winning" coordinates for the brock-and gen-graphs, that were in turn fed into RB-clique when it was applied to the benchmark graphs produced by those generators. The statistics were developed with the help of an auxiliary program, Transform, which given a set, computes its backtracking coordinates. Additionally, two script-les were developed that link the graph generators with Transform. The scripts accept inputs comprised of six parts: 9 the number of graphs to be generated; the vertex number of the graphs; the edge probability for the brock-graphs and the number of edges for the Sanchis-graphs; the clique size; the hiding parameter; and the starting seed. A script calls the corresponding graph-generator, reads the contents of the clique, calls Transform to compute backtracking coordinates, and stores the results in a log-le. Simultaneously, for every i 0, the average and the maximal i th coordinates are updated. Each graph is generated by using the seed which is 1 more than the seed of the previous graph; the seed of the rst graph is the starting seed. Using the maximal coordinates as the deviation vectors and 0 as the position vectors would have produced optimal results with high probability. However, this would have also taken an unacceptable amount of time. Thus, we used a compromising strategy consisting of the following four steps: (a) reorder in lexicographically increasing order the vectors of the produced backtracking coordinates; (b) split the sequence into three or four 9 
Conclusions and Future Work
Our experiments showed that restricted backtracking, which de nes the search space by restricting the backtracking coordinates, is a viable algorithmic strategy for solving the maximum clique problem and probably other 10 hard combinatorial optimization problems. The program implementing restricted backtracking can be run to nd not-too-poor solutions quickly and good solutions in a reasonably short time. By specifying the restriction parameters, one can narrow the search space to re ect on additional information about the class of inputs in question.
It is easily adapted for running on a parallel computer. We believe that the e cient use of parallel architecture with a good speedup can be obtained in the following way. During the rst stage of the work, the program generates a su cient number of partial solutions to load every processor (probably with some overlap). After that, processors execute the same program, each on its own partial solution. The sizes of the cliques obtained by the processors are periodically compared and the best is used by all for pruning. Note that the ability to learn about a better solution earlier will often be an additional speeding factor.
The strategy readily lends itself to learning, the property facilitated by the separation of the restriction parameters de ning the search strategy and the pro-gram itself. Future versions of the program will be supplied with a database of statistics and procedures that will mold the search area of the algorithm by dynamically imposing restrictions on the backtracking coordinates. Replacement of the restriction parameters with restriction procedures should substantially improve the e ciency of the program. Similar development|restriction procedures via restriction parameters|should be possible for many other classes of graphs, in particular, \combinatorial" graphs, such as Keller-graphs, Manngraphs, and graphs for the packing design problem. 
MACHINE BENCHMARKS
User time for instances: r100.5 r200.5 r300.5 r400.5 r500. ALGORITHM BENCHMARKS Authors' Comments: The times recorded in the tables do not include the time for reading in the input graph. When recording running times, we dropped the digits after the decimal point if the value before the decimal point was in the hundreds. The restriction parameters used for the brock-and gen-graphs were preselected using the informative mode of the selection process; for each of these graphs, there was only one run. For each of C125.9.clq C250.9.clq C500.9.clq, C1000.9.clq, C2000.9.clq, DSCJ500.5.clq, and DSCJ1000.5.clq, there were two runs, with the same positions and deviations, but di erent values of target. For the rst run, target's values were 34, 44, 55, 64, 74, 16, 18, 13, and 15 respectively, and for the second run, all of them were increased by one. The restriction parameters the p hat series of graphs with 1000 and 1500 vertices were selected based on the results of applying RB-clique to the graphs of this
