We consider an online version of the oblivious routing problem. Oblivious routing is the problem of picking a routing between each pair of nodes (or a set of flows), without knowledge of the traffic or demand between each pair, with the goal of minimizing the maximum congestion on any edge in the graph. In the online version of the problem, we consider a "repeated game" setting, in which the algorithm is allowed to choose a new routing each night, but is still oblivious to the demands that will occur the next day. The cost of the algorithm at every time step is its competitive ratio, or the ratio of its congestion to the minimum possible congestion for the demands at that time step.
INTRODUCTION
Routing virtual circuits in undirected networks is a widely studied problem. Given a graph G, an instance of the problem is a sequence of requests, where each request consists of a source-sink pair (i, j) and a bandwidth requirement d(i, j). For each request, the algorithm is required to specify a flow or path for routing traffic from i to j. The goal is to minimize edge congestion, or the total bandwidth consumed on any link. In this paper we will be considering only the fractional version of this problem (a routing is a collection of flows).
Algorithms designed for this problem can be broadly classified into two kinds, oblivious and adaptive. An oblivious algorithm is one which determines a collection of flows, one for each source-sink pair (i, j), without any knowledge of the demands. An adaptive algorithm on the other hand, on receiving the demand d(i, j), picks a flow for (i, j) based on demands seen previously. As expected, adaptive algorithms can obtain a "better quality" routing in comparison to oblivious algorithms. However, oblivious algorithms are attractive in that they can be computed in advance, have low implementation overhead and can be implemented in a fully distributed manner.
We use competitive analysis to judge the performance of an algorithm. Given the sequence of demands d, let r * d be the routing for which the maximum edge congestion is minimized. An algorithm (or, routing r) is called α-competitive with respect to r * d , if the maximum congestion under r is at most α times that under r * d . Räcke [16] showed that for every undirected graph G, there exists an oblivious routing that is O(log 3 n) competitive for any set of demands. Very recently, Azar et al. [4] gave a polynomial time algorithm that, given the graph G, computes the routing with the best possible competitive ratio for that graph using the ellipsoid method. We call this routing the minimax optimal routing ρ(G), and its competitive ratio, the minimax optimal cost. We use this terminology because the problem can naturally be thought of as an (exponentialsize) matrix game, in which the rows correspond to routings, the columns correspond to sets of demands, and the matrix entries contain the competitive ratio of that algorithm on that input.
In this paper we consider a strengthening of Azar et al's result in the following way. Suppose that each day we are faced with an oblivious routing problem on the same graph G. As before, we want to be competitive against the optimal routing, irrespective of the set of demands. However, if it turns out the demands do have some particular structure, or come from some non-adversarial distribution, then we would like our algorithm to get the best possible competitive ratio on those types of demands.
We formulate the problem as the following online game: We have a network where requests are to be routed obliviously. However, the routing can be changed from day to day. On the morning of day t, the network administrator chooses an "oblivious routing of the day", given by the routing r t . During the day requests arrive according to the vector of demands d t and are routed according to r t . At the end of the day the administrator incurs a cost c t , which is equal to the competitive ratio of the routing r t with respect to the optimal routing for demand vector d t . The goal of the administrator is to minimize the average competitive ratio over all days.
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It is clear that choosing the minimax optimal routing ρ on each day guarantees a cost (competitive ratio) which is no more than the minimax optimal cost. Moreover, this holds for every possible demand sequence {d 1 We give an online algorithm that runs in polynomial time and produces a sequence of routings r t such that for every sequence D of demands the total cost incurred by the algorithm is no more than (1 + ) times the cost of the static optimum routing r * D , so long as the sequence is sufficiently (polynomially) long in n and 1/ . Notice that since the static optimal cost never exceeds the cost of ρ on D, this implies that the total cost of the routing produced by the algorithm is never more than (1 + ) times the total cost of ρ. However, since the cost of the static optimum routing can be significantly better than the cost of ρ for some set of demands D, the cost of routing produced by our algorithm could be significantly better than ρ as well.
It is interesting to compare our technique with that of Azar et al. The latter use the Ellipsoid algorithm on the space of all feasible routings. At every step, the routing corresponding to the center of the ellipsoid is considered. The algorithm constructs, in polynomial time, the worst case demand for that routing at that step. (That is, the separation oracle for the Ellipsoid algorithm is a simulated optimal adversary for the matrix game). If the congestion under this routing does not exceed the minimax optimal ρ(G), then the algorithm terminates. Otherwise, the worst case demand acts as a violating constraint and reduces the space of the routings geometrically. Our algorithm on the other hand, uses a variant of the gradient descent algorithm, that also receives a set of demands (not necessarily worst case) at every time step. Although the gradient descent algorithm also converges to the minimax solution if worst case demands are given at every time step, it does so at a much slower rate compared to Ellipsoid -O( However, the gradient descent algorithm has the additional property that it converges to the best solution for that sequence of demands, whereas Ellipsoid does not. Thus, by giving up a (1 + ) factor, we are able to achieve this additional guarantee, and it is in this respect that our algorithm outperforms the Ellipsoid algorithm. Note that our goals follow a classic line of research in game theory and machine learning, namely that of minimizing regret in repeated games [5, 10, 14, 9, 2] . Freund and Schapire [9] point out that the Weighted-Majority (WM) algorithm of Littlestone and Warmuth [14] can be used for repeated play in any 2-player zero-sum game, and will perform nearly as well as the best fixed strategy in hindsight. However, the WM algorithm involves placing weights on the strategies of the player using it (which are then dynamically adjusted over time) and in our case there are exponentially many such strategies. So instead we will draw on recent work of Kalai and Vempala [12] and Zinkevich [21] who give algorithms that are able to achieve the same types of guarantees and yet, as we will show, can be applied in polynomial time for the routing problem.
Related Work
The routing problem has been widely studied in both adaptive and oblivious models. The best known adaptive algorithm for general graphs is due to Aspnes et al [1] , who give a log n competitive centralized algorithm. Awerbuch et al [3] achieve the same competitive ratio in a distributed setting.
In the oblivious model, it is well known that deterministic approaches (which must select a single path for each demand) perform very poorly in the worst case [6, 11] . This motivates the use of randomization. A randomized oblivious routing algorithm specifies a probability distribution on the paths between i and j for every (i, j) pair. We will view this as selecting a multi-commodity flow on the graph, and routing each packet probabilistically according to its flow densities.
Until recently, oblivious routing algorithms with good worstcase guarantees were known only for specific types of networks [18, 13] . However, Räcke [16] recently obtained a rather surprising result which implies the existence of a good randomized oblivious routing for every undirected graph. Azar et al [4] extend this work to give an algorithm based on the ellipsoid method that finds this minimax optimal routing in polynomial time.
Our online oblivious variant of the problem is closely related to the online convex programming problem, defined and studied by Kalai and Vempala [12] and Zinkevich [21] . The online convex programming problem is defined as follows: At each time step the algorithm is required to pick a vector x t ∈ F where F is a convex set. The adversary then presents the algorithm with a convex function c t . The cost incurred by the algorithm is c t (x t ), and the objective of the algorithm is to minimize the sum of costs over all time steps. This setting is closely related to the problem of prediction and regression under linear loss functions (see [8, 19, 20] and references therein), and the previously-mentioned problem of designing nearly-optimal strategies for repeated games [17, 7] . We review the algorithm of Zinkevich [21] in detail in Section 3 and adapt it to our setting.
The framework of online convex programming is general enough that it allows us to consider several interesting ex-tensions of the problem. For example, instead of minimizing the total cost (in our case, the competitive ratio) over all days, one can consider minimizing some convex function of these costs, that penalizes high costs very heavily. Alternatively, we can consider minimizing the sum of costs subject to the constraint that the cost incurred by the algorithm is no more than twice the minimax optimal cost. We discuss these extensions in Section 5.
The rest of this paper is organized as follows: We begin with a description of the problem and notation in section 2. Section 3 describes an algorithm for the online convex programming problem due to Zinkevich [21] . In section 4, we present our main result: a (1 + )-competitive algorithm for the online oblivious routing problem. In section 5, we extend our basic algorithm to other cost functions and optimization objectives. We conclude in section 6.
FRAMEWORK AND NOTATION
Let G = (V, E) be a directed graph on n vertices. 
A routing is a collection of n(n − 1) unit routes, one for each commodity, r = (ri,j) (i,j)∈V 2 . We denote by r(e) the vector of values of ri,j(e) for each (i, j) ∈ V 2 . Let F denote the set of all valid routings in the graph G. Note that F is a convex set, since any convex combination of valid routings is also a valid routing.
A demand vector is a vector of n(n − 1) non-negative terms. We will index such a vector by pairs (i, j) ∈ V 2 . Given a demand vector d and a routing r, the flow on an edge e ∈ E is given by f d,r (e) =
, where (·) denotes the dot product between two vectors. The congestion of a routing r, given a demand vector d, is the maximum flow on any edge e:
The cost incurred by a routing r on demand vector d is given by the ratio of the routing's congestion to the minimal possible congestion for demand vector d:
. Note that the cost of any routing is at least 1. The oblivious routing problem is to find a routing ρ that achieves the minimum possible cost over all demand vectors. That is, ρ = argmin r max d cost d (r). We call ρ the minimax optimal routing. This is a widely studied notion of optimality for the routing problem and recently Azar et al [4] developed a polynomial time algorithm to find this routing for general networks.
We consider an online version of the problem in this paper. The online oblivious routing problem is stated as follows. At each time step t, the algorithm fixes a routing r t , that is to be used to route demand in that time step. The algorithm then receives a demand vector d t . The cost of the algorithm is given by
is the cost at time step t.
We use competitive analysis to study the performance of our algorithms for oblivious routing. Given a sequence of demands D = {d t }, let r * D be the routing that minimizes
. We call such a routing the static optimal routing for demand sequence D.
We call an algorithm α-competitive with respect to a static optimal routing if it satisfies the following:
where β is a constant independent of D. The main result of this paper is as follows:
2 steps, the Greedy Projection algorithm is (1+4 )-competitive with respect to the optimal static routing.
Note that by definition,
Thus any algorithm that is α-competitive with respect to a static optimal routing, is also α-competitive with respect to the minimax optimal routing ρ.
ONLINE CONVEX PROGRAMMING
In this section, we review some work on Online Convex Programming, that is useful in our algorithms and analysis. We begin with some definitions.
A set F ∈ IR n is convex if for all x, y ∈ F and for all
An online convex programming problem consists of a feasible set F ∈ IR n and a sequence of cost functions g = {g 0 , g 1 , . . . , g T } where each g t : F → IR is a convex function. At every step, the online algorithm is required to pick an element x t ∈ F , and is then presented with the function g t . The algorithm incurs a cost of g t (x t ) at time step t. The goal of the online algorithm is to minimize the cost
. Given a sequence of cost functions g, let the static optimal solution x * g ∈ F be the element minimizing È t g t (x). The regret of an algorithm is the difference between costs of the algorithm and the static optimal solution for cost functions g.
Zinkevich [21] give a deterministic algorithm for the online convex programming problem, that achieves a low regret of O( √ T ), with the constant depending on F and g. Before describing the algorithm, we need some more notation. Let ||x|| denote the length √ x · x of a vector x. Let δ(x, y) = ||x − y|| denote the distance between two vectors x, y ∈ F , and ||F || = maxx,yδ(x, y) be the diameter of set F . Let ηt denote the learning rate of the algorithm, to be specified later. We denote by ∇g(x) the gradient of a function g at x.
The Greedy Projection Algorithm. The algorithm starts with an arbitrary vector x 0 ∈ F . At each step t + 1, the algorithm first performs a gradient descent -it moves in the direction of the previously seen cost function. In case this point lies outside the feasible region F , the algorithm projects it back into the set F , by picking a point in F closest to this point. The following equations describe the algorithm:
We have the following theorem: 
Note that although the performance of the above algorithm is stated in terms of regret, we can convert this to a competitive ratio by using a lower bound on the cost of static optimal solution. Because the result [21] is not yet published, we provide a self-contained proof for the case of linear cost functions g (which is all we need for our main result) inside the proof of Lemma 8.
ONLINE OBLIVIOUS ROUTING
In this section we show that the online oblivious routing problem can be converted to an online convex programming problem.
Recall that the cost of the online algorithm at step t is given by
. The cost incurred by the algorithm at any step is a maximum over |E| convex functions -each representing the flow on an edge e ∈ E. We next describe how to convert this function into a linear function. Let e t be the maximum congested edge at time t, e t = argmax e∈E f d t ,r (e). Define c t to be an n(n − 1)|E| dimensional vector given by the following:
The following lemma characterizes the cost of the algorithm in terms of c t .
