The study of spatial objects and their evolution is a complex process. Most of the techniques used in this field do not consider the evolution of spatiotemporal relationships. The present paper proposes a new approach for the prediction of the future behaviour of spatiotemporal relationships based on spatiotemporal association rules. Such rules demonstrate the evolution of spatial objects and the influence of the spatial distribution of adjacent-areas relationships. We use a predictive neural network based on a nonlinear time series technique to generate spatiotemporal predictive rules. The learning examples correspond to spatiotemporal association rules and the results are in the form of spatiotemporal predictive rules assessing the future spatiotemporal relationships. These relationships can be used to inform about upcoming risks. We conduct an experimentation using a time series of satellite images, describing Megrine zone in the southern coast of Tunis (Tunisia). As a final result, we obtain spatiotemporal predictive rules describing the spatiotemporal relationships evolution between anterior and future dates. A comparison between the predicted values and the ground truth shows good correspondence rates varying between 78% and 90%.
Introduction
The study of spatial objects evolution is a complex process based on a variety of techniques. This impetus is reflected in several areas including the acquisition of spatial data, storage, and analysis for decision support. Subsequently, various studies have come to the fore. They aim to cope with factors leading to the risk occurrence (Isik et al., 2013) and to fulfil tasks related to the prevention of natural risks.
However, the risks related to the evolution of geographical objects remain of great concern and need a big interest from the scientific community. Additionally, most of the developed techniques used for the study of spatial objects evolution do not consider the evolution of spatiotemporal relationships. Such relationships are not to be neglected, they can form a major issue in detecting and predicting natural risks.
In this paper, we study the improvements that data mining techniques can bear in this field, especially the risks related to land cover changes. In fact, we aim to generate spatiotemporal predictive rules (STPR) rich in information about future occurrence of spatiotemporal prohibited relationships. These relationships are considered as risks in our study. The learning examples on which we base the whole predictive process are spatiotemporal association rules (STAR). One of the numerous benefits deriving from the STAR mining is the possibility of finding some prohibited spatiotemporal relationships existing in the consequent of the rule. Hence, such a particular knowledge may be important in predicting upcoming risks.
Our predictive system is based on a neural network (NN) and time series analysis. STARs are processed by the NN as historical data. Then, future prediction is handled with a nonlinear autoregressive exogenous (NARX) time series due to the heterogeneity of inputs and the dynamics of the geographical entities. This paper is organised as follows: Section 2 gives an overview on the methods proposed in the literature to resolve the natural risk prediction problem. In Section 3, we explain the time series principal and the time series prediction technique based on NN. In Section 4, we describe our method for STPR calculation. In Section 5, we explain our experimental study, discuss the obtained results and provide a comparison to other approaches. Finally, in Section 6, we sum up the main conclusions of this paper as well as point out directions for future works.
Modelling of land cover changes and prediction of natural risks
Numerous works are devoted to study future prediction related to land cover changes. In this section, we detail both approaches interested in modelling land cover changes and in predicting natural risks related to these changes. We also give the main limits of the mentioned works.
Various models have been developed to produce simulations of the land cover evolution. They are distinguished by their analysis approaches. Many of these models allocate aggregated area wide projections of population and jobs to subareas. These models are based on a variety of theories and paradigms. Among the numerous approaches in the literature, several ones are interested in land cover changes over time.
Statistical models are used in order to explicitly identify the causes of changes in land cover using multivariate analysis (Serneels and Lambin, 2001 ). These techniques include multiple logistic regressions and are applied in several case studies like deforestation, and forest fire prediction (Huang and Friedl, 2014) .
Cellular automata are also applied to achieve this finality. They are based on a representation of the spatial environment by a grid of cells in which the modeller defines the rules of evolution on the basis of the spatial and temporal autocorrelation (Alcamo et al., 1996) . The state of a cell (e.g., an agricultural parcel) at a time t + 1 depends on its state and its neighbourhood at time t. System dynamics are thus based on local interactions between neighbouring spatial entities.
Likewise, multi-agent systems (MAS) are used to model the land covers evolution. In Manson (2000) , MAS are combined with other types of models in order to include spatial aspects in the modelling process and consequently simulate changes in land cover. Similarly, the proposed approach in Farah et al. (2006) , seeks to analyse spatiotemporal geographical information. They use MAS in order to detect changes on multi-temporal satellite images.
Hidden Markov chains are also devoted to handle with land cover change modelling. In Derrode and Carincotte (2005) , fuzzy hidden Markov chains detect changes between two synthetic aperture radar (SAR) images. In Essid et al. (2012) , a methodology for integrating a new parameter measuring spatial relationships in the hidden Markov models (HMM) is proposed in order to detect, interpret and predict changes in urban areas. The proposed methodology is founded on generating change probabilities between classes referring to the rate changes in the past.
Several other applications are based on time series analysis. The approach presented in Nabel et al. (2014) shows that simulation driven by environmental time series have to take into consideration spatial correlations. The method is applied to spatial correlation in climatic fluctuations. The main idea in Pouliot et al. (2014) is the development of temporally consistent land cover time series (LCTS) from satellite-based earth observation. The detected changes are used to update maps. In Neeti and Eastman (2014) , the concept of temporal concatenation of multiple image time series is introduced. Three sets of precipitation time series are used as a case study. The approach presented in Lyons et al. (2013) , demonstrates the potential use of time-series analysis to investigate seagrass growth. Compared to traditional seagrass mapping and monitoring approaches, this method proves clear benefits of the use of time-series analysis of remotely sensed seagrass evolution. The approach described in Huang and Friedl (2014) , uses distance metrics to measure the similarity between a pixel's annual time series of the same land cover class. In Dinga et al. (2014) , a concept of mean length variability is proposed to compare the difference in spatial heterogeneity. Temporal changes in spatial heterogeneity are observed and they are a result of changes in the fraction of vegetation cover.
Most of the methods based on the detection of land cover changes are intended to natural risk prediction applications such as the predictability of catastrophic earthquakes (Molodenskii and Molodenskii, 2011) , rainfall erositivity (Xin et al., 2011) and tornadoes.
An increasing number of geographical information systems (GIS) tools have also been established to integrate and analyse data in order to produce developable land units and to project their growth (Karatunga, 2005; Toledano et al., 2008; Singh et al., 2012) . These models project future land cover patterns that are directly related to the input policies in order to estimate future land cover changes.
The learning capacities of NN are also explored. The developed model in Pijanowski et al. (2014) uses a GIS to manage spatial data and a NN which learns the spatial data patterns. The obtained model called land transformation model (LTM) simulates local scale patterns and is considered as land use land cover change (LULCC). In Tatem et al. (2002) , the authors present an approach to predict spatial patterns of subpixel scale features from remotely sensed imagery. The method uses a NN that converges to a minimum of an energy function defined as a goal. This function incorporates prior information on land cover types. The proposed approach in Gazzaz et al. (2012) , aims to predict water quality index in the Kinta River Malaysia. The used method is based on three layer perceptron. The best prediction values are obtained by the quick propagation training algorithm. In Isik et al. (2013) , a NN is trained, validated and tested using streamflow data belonging to ten watersheds in Western Georgia, USA. Ten LULCC scenarios are developed by changing the LULCC percentages in the forested and urban test watersheds. The developed model predicts daily streamflows.
Most of the above-cited works deal with statistical perceptions and methods. No works have considered spatiotemporal relationships evolution as indicators of upcoming risks.
Several works consider simple features like texture, gray levels and perimeter to carry out the evolution of land covers. They do not allow to find out how objects evolve, recovering the history of their spatial relationships, and how they will be in a future time. In addition, there are no works describing the use of NN in a prediction finality based on time series method and in a spatiotemporal context. Particularly, in the case of spatiotemporal relationships between discreetly moving regions which is the addressed issue in this paper.
NN based on time series
In this section, we explain the time series prediction principle and the use of NN in this field.
Time series
A time series is a sequence of data depicted at subsequent points in time and spaced at uniform time intervals (Wei, 1990) . This sequence of data has a natural temporal ordering.
Time series are used in many applications such as; statistics, signal processing, pattern recognition, econometrics, mathematical finance, weather forecasting, etc.
In Durante et al. (2014) , financial time series are used in order to generate specific correlations. Two applications are presented about the use of a new measure for determining linkages in financial systems, and creating clusters of financial time series. The approach studied in Leasage and Krivelyova (1999) , is dedicated to macroeconomic-modelling field and it aims to forecast the regional employment. The method is based on the analysis of the monthly employment time series from 1982 to 1995. In Loglisci et al. (2013) , authors investigated the task of discovering evolution chains in dynamic networks. The proposed solution is based on the extraction of time-period stamped patterns. Their experiments are applied on social data.
These time series applications are purely static and cannot be used for a prediction finality. However, nonlinear time series modelling improves forecasts (Bowerman and O'Connel, 1993) and produces a richer notion of dynamics than linear time series models allow. Time series predicting makes use of the natural one-way ordering of time.
Consequently, values for a given period will be derived from past values. Having time series {x[t -2], x[t-1], x[t]}, the problem is how to estimate x at some future time x [t + s] (i.e., s is called the horizon of prediction).
In the case we want to predict just one time sample in the future (example: the next day, the next month, etc.), the horizon of prediction is simply equal to 1 (s = 1). Table 1 Nonlinear time series methods
Method Equation Explanation
Nonlinear autoregressive with external (exogenous) input (NARX)
The prediction of series y (t) is computed on the basis of d past values of y (t) and other series x (t).
The function f is some nonlinear function, such as a polynomial. It can be a neural network, a wavelet network or a sigmoid network.
Nonlinear autoregressive (NAR)
The prediction of series y (t) is computed on the basis of d past values of y (t).
The prediction of series y (t) is computed on the basis of d past values of series x (t).
Whereas, in the case of predicting the next sample in a time series for a longer forecast, i.e., not x[t + 1] but x[t + s], the horizon of prediction will be s > 1. Here, we are faced with three options:
• Predict x[t + 1] and iterate to get x[t + s] for any s.
Additionally, the nature of the inputs has a strong influence on the chosen method. Table 1 gives an explanation of the most known methods. The next subsection is devoted to study the use of NN to handle with nonlinear behaviour of dynamical time series, especially, in the prediction task.
NNs for time series prediction
NN uses the analogy with the architecture of the human brain. It is composed of several interconnected neurons and a weight is associated with each arc. The input neurons are connected to the attributes of the concerned object (e.g., spatial object, parcel, region, etc.). The output neurons indicate the final value of the decision (e.g., the class of the object, its future state, etc.). The intermediate neurons are organised in layers and the whole constitutes a network. During the learning phase, the objects are presented to the NN and if the answer is not consistent with the decision-supervised, a back-propagation algorithm changes the attributes and the weight of intermediate neurons.
The standard NN method of performing time series prediction (Crone et al., 2011; Hon-lun et al., 2014 ) is based on the induction of the function f [see equation (1)] using any feed-forward function (Figure 1 ). NN general architecture uses a set of N-tuples as inputs and a single output as the target value of the network. This method is often called the sliding window technique as the N-tuple input slides over the full training set. Figure 1 gives the basic architecture.
( )
The standard method of performing time series prediction using a sliding window
That architecture cannot handle with more complex prediction problems. In particular cases, we need more than one output. Here after, an architecture of a predictive NN (Figure 2 ) which aims to predict values on the basis of 'the response plot of output element for Time series1'. The final outputs are obtained after s iterations. 
The proposed approach
In this section, we present the problem formulation and the architecture of our proposed approach.
Problem formulation
At each time point ti, the spatiotemporal object is described by the set (ai, gi, pi) where a, g, p denote respectively the non-spatial attributes, geometrical attributes and spatial relations of the reference object X observed in ti.
A time period (or interval) {t1, …, tn} is a sequence of consecutive time points {ti, tj, …, tk} where (t1≤ ti, tj, tk ≤ tn). {tn…tn+ ε …tm} is another sequence of consecutive time points where tn < tn + ε < tm.
The problem we intend to solve can be formalised as follows: • Given the set of non-spatial attributes (ai) and geometrical attributes (gi) describing the spatial object X at consecutive time periods t1, …, tn.
• Find the set of spatiotemporal relationships (pi) relating the reference object X to other relevant spatial objects (Y, Z) in a future time periods tn + ε, …, tm.
In order to find out the evolution of spatiotemporal relationships, we chose to adopt the association rules mining method (Koperski and Han, 1995; Appice et al., 2005) . In our case, we intend to generate STARs that focus on the spatial relationships as object characteristic and show their evolution over the time. These relationships are considered as a structured knowledge, as opposed to other characteristics of a geographical object such as the colour, the texture, the shape, etc.
Our goal, therefore, is to present a methodology to monitor, interpret, and predict the land cover changes taking into account uniquely the spatiotemporal relationships.
Proposed architecture
The architecture of the proposed approach is based on two modules namely; STAR extraction module and STPR generation module as shown in Figure 3 . Furthermore, we explain every module separately. 
STAR extraction module
This module aims to compute spatiotemporal relationships which describe mutual influences between two objects (Malerba, 2008) . This is held through spatial queries with time indication. We start by specifying the reference object (X) on which the discovery will be achieved and the relevant task objects (having a spatial relationship with the reference object). The relationship can be a proximity relationship, an adjacency relationship or a containment relationship (Table 2) . And "W_time" between '1987 -01-01' AND '1987 -12-31' And "U_time" between '1987 -01-01' AND '1987 Contains (buffer (X.the_geom, distance), Y.the_geom) is a predefined function used to compute the relationship on the basis of distance measurements. For example, two objects X and Y have a closeTo relationship if distance (X, Y) ≤ d. Where (d) is a user-specified distance.
The queries execution generates lots of relationships. Algorithmically, frequent itemsets describing frequent spatiotemporal relationships are discovered in each period by exploiting the well-known Apriori algorithm (Agrawal et al., 1993) . This same algorithm generates the set of STARs on the basis of the frequent spatiotemporal relationships and referring to the support and confidence measures. The proposed formula of the STAR is given in equation (2): (X, ai, gi, pi, ti) (X, aj, gj, pj, tj) (X, an, gn, pn, tn) (X, an ε, gn ε, pn ε, tn ε)
where X the reference object (a) non-spatiotemporal attributes (e.g., name …) (g) geometrical characteristics of X (e.g., geometry …) (p) spatial relationships of X with other neighbouring objects ti, tj, …, tn, tn + ε is a sequence of consecutive time points where (ti < tj, tn < tn+ ε).
STPR generation module
The object of this module is to predict future prohibited spatiotemporal relationships (Table 3 ). For example, the 'inside' relationship is prohibited and it reveals a metric distance equal to 0 between the urban and the water zones and can be considered as a risk threatening the urban zone. The inputs of the STPR module are the STARs generated by the first module. The proposed formula of the STPR is similar to that of the STAR except for the time of the conclusion (tm) which is unknown (we have not data describing X at that future time). In fact, we have no temporal constraint about the time (tm) and it can be projected in the future.
We propose to use a NN as predictive system because NN is extremely flexible to changes. It can be retrained and adapted to nonlinear problems related to dynamical systems.
When displayed to data, the network gains experience, learns from regularities in the past and sets its own rules.
In our case, it is more appropriate to opt for the nonlinear autoregressive with external (exogenous) input (NARX) ( Table 1) since we have exogenous inputs, i.e., the spatiotemporal relationships at a date t2 are not similar to those of t1 and those of t3 do not match with the spatiotemporal relationships of t2.
In addition, the option 'Predict x[t + 1] and iterate to get x[t + s] for any s' (Section 3.1) seems to be more convenient and more adaptable to the NN architecture.
Experimentation
This section presents an experimental study of our approach on real data. It first describes the used datasets and the implementation details. The obtained results are then presented.
Experimental setup
Zones situated on the outskirts of Tunis Lake and Sebkhas of Ariana and Sejoumi are characterised by an important urban growth during the last decades. We use a set of SPOT 3 satellite images of these areas.
The first one ( These images are processed by a land cover classification (Figures 6 and 7) into five principal land cover classes, namely: water, agriculture, woodland, urban and bare_soil (Figure 8 ). We create a spatiotemporal database (STDB) containing five tables (urban, water, woodland, agriculture and Bare_Soil) corresponding to the five-land cover classes. The STDB is implemented with POSTGRESQL and its spatial extension POSTGIS used to handle with geometrical types. To extract the geometrical shapes and then define the geometrical coordinates of each shape we use OpenJUMP GIS. The execution of the first module generates a STAR set indicating spatial land changes affecting the geographical objects. A refinement phase is executed in order to obtain the final STAR set containing only the most interesting and meaningful rules. These rules correspond to the STAR learning base in Figure 3 . Here after, an example of an interesting STAR: This rule indicates that if an urban zone is close to a bare soil in 1987 and adjacent_to a water source in 1987 then it will be very_close_to the bare soil and inside the water source in 2001. This evolving proximity of the urban zone to the water source is described by the urban expansion and the increasing number of buildings in the zone near to the water source. The 'inside' relationship is prohibited (Table 3 ) and can be considered as a risk menacing the urban zone.
In the second phase of our experimentation, we build a STAR matrix containing the learning samples going to be processed by the NN. Each relationship of the rule antecedent or the rule conclusion is codified and it takes one among two possible values 0 or 1 (Figure 9 ), (The value 0 means that the relationship is not verified in the antecedent or the conclusion of the rule. The value 1 means that the relationship is verified in the antecedent or the conclusion of the rule).
We conduct an experiment using a NN under the MATLAB platform. We simulate the NN using a set of 160 different values. For each particular type of relationship we take ten different instances (Figure 9 ). The basic architecture given in Figure 2 (Section 3.2) is enriched by our experimental data. The new architecture (Figure 10 ) summarises the NN processing phases.
The training phase is shown in Figure 11 and Figure 12 . The iteration at which the validation performance reaches a minimum (equal to 0.18751) is epoch 11. The training continues for 6 more iterations before it stops.
No difficulties with the training are depicted. The validation and test curves (Figure 11 ) are very similar. The following step in the network validation is to create a regression plot, which shows the relationship between the outputs of the network and the targets. The result is shown in Figure 12 . The axes represent the training, validation and testing data. The R value is related to the relationship between the outputs and targets. If R = 1, this implies an exact linear correlation between outputs and targets. If R is very close to zero, then there is no correlation between outputs and targets. After S iterations corresponding to the number of years separating our reference date of 2002 and the new date to be predicted, we obtain the values we are looking for [e.g., year = 2015 (Figure 14) ]. Table 4 contains an extract of the prediction results. Indeed, the results table contains 16 rows corresponding to 16 years ranging from 1987 till 2015 and 160 columns relevant to different spatiotemporal relationships.
Results and discussion
Applying the Apriori algorithm on this dataset generates predictive rules reassembling the relationships calculated at different time periods ( 
This rule can be interpreted as shown in Table 5 . In order to prove the efficiency of our results, we compare our predictions with the reality statements. We use two images of our study zone (taken from Google Earth) in 2010 and 2013 ( Figure 15 and Figure 16 ). We choose randomly an urban zone and a water zone as shown in Figure 17 . We add these records to our STDB. Then, we calculate the distance between the urban and water zones through a spatial query. Results are shown in Figure 18 .
The distance between the urban zone and water zone in 2010 is equal to 11.14 km. This distance implies a 'close-to' relationship. The distance between the same urban zone and water zone in 2013 is equal to 0.45 km which indicates a 'very close-to' relationship. Indeed, the reality results totally match with the rule's prediction. Applying the spatial queries on all urban and water zones of the STDB gives the following rates: 78% of urban zones (25 zones among 32 zones) are 'close_to' water zones in 2010 and 90% of urban zones (29 zones among 32 zones) are 'very_close_to' water zones in 2013. An extract of the results is shown in Table 6 . On the basis of these statistics, the predictions of 2015 have a remarkable probability to be exactly near to the reality. Referring to our prediction results, a possible SHP file describing the study zone in 2020 is given in Figure 19 . It shows that many urban zones are menaced by the inundation risk. 
Comparative study
Here after, we compare our approach to some standard approaches among those cited in the state of the art (Section 2). We select two research works based on HMM and MAS. Another approach based on fuzzy sequence extraction is also considered in the comparative study as shown in Table 7 . Our choice is driven by the resemblance of the addressed topic in these works to our studied issue. All these approaches try to model the evolution of spatial objects. Our approach has the particularity to predict the future evolution of spatiotemporal relationships between spatial objects.
Another difference concerns the nature of the results. In the case of HMM or MAS, the results are expressed by probabilities between classes referring to the rate changes in the past. The extracted rules interpretation needs a big knowledge of the method concept and an expert's intervention. Similarly, in the case of fuzzy sequence extraction method, the evolution rules are based on a 'model checking' which qualifies an evolution hypothesis by possible or impossible. Such evaluation is vague and makes the comparison to the real data difficult. In our case, the rules are semantically rich.
Conclusions
In this paper, we addressed the issue of spatiotemporal relationships prediction. Our predictive system was a NN based on STAR as learning examples. These rules described the full history of spatiotemporal relationships evolution between known dates.
The prediction method was based on time series containing the relationships between spatial objects at a given time. The results of the experimentation were STPR assessing prohibited upcoming risks implicitly expressed by spatiotemporal relationships. The comparison between predicted values and ground truth gave good correspondence rates ranging between 78% and 90%.
In future works, we will extend our approach of spatiotemporal analysis by adding other indicators of change especially demographic data and climatic features. We also aim to implement our approach in gene regulatory analysis. 
