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Abstract
In this paper, we find geometric means of deciding if any continuous multivariate function can be repre-
sented by sums of two continuous ridge functions.
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1. Introduction
A ridge function is a multivariate function of the form
g(a · x) = g(a1x1 + · · · + anxn),
where g is a univariate function, a = (a1, . . . , an) is a fixed vector (direction) in Rn \ {0}. In other
words, it is a multivariate function constant on the parallel hyperplanes a ·x = α, α ∈R. The term
ridge function is rather recent. These functions have been considered for a long time under the
name of plane waves (see, for example, [7]). Certain aspects of the study of ridge functions and
various motivations for their research may be found in Pinkus [11] (see also references therein).
In some applications, one is interested in the following set of functions
R(a1, . . . ,ar)= { r∑
i=1
gi
(
ai · x); gi ∈ C(R), i = 1, . . . , r
}
.
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V.E. Ismailov / J. Math. Anal. Appl. 331 (2007) 184–190 185One essential method of approximating from this set, its defects and advantages were dis-
cussed in [11]. Lin and Pinkus [8] characterized R(a1, . . . ,ar ), i.e. they found means of de-
termining if a continuous function f (defined on Rn ) is of the form ∑ri=1 gi(ai · x) for some
given a1, . . . ,ar ∈ Rn \ {0}, but unknown continuous g1, . . . , gr . Two other characterizations
of R(a1, . . . ,ar ), for some choices of r may be found in Diaconis and Shahshahani [3]. The
efficiency of approximation by linear combinations of ridge functions in L2 metric were inves-
tigated by Petrushev [10]. The set R(a1, . . . ,ar ) also occurs in the study of hyperbolic constant
coefficient partial differential equations. For example, assume that bi = (bi1, bi2) are pairwise lin-
early independent vectors in R2, i = 1, . . . , r . Then the general solutions of the homogeneous
partial differential equation
r∏
i=1
(
bi1
∂
∂x
+ bi2
∂
∂y
)
f = 0
are all functions from R(a1, . . . ,ar ), where ai = (bi2,−bi1), i = 1, . . . , r .
In this paper, we will consider the following representation problem associated with the set
R(a1, . . . ,ar ).
Problem 1. Let X be a compact subset of Rn. Give conditions that are necessary and sufficient
for
R(a1, . . . ,ar)= C(X),
where C(X) is the space of continuous functions on X furnished with the uniform norm.
We solve this problem for r = 2 and touch some aspects of the case in which r > 2. In fact,
our solution allows the consideration of sets of functions more general thanR(a1,a2). Let h1(x)
and h2(x) be fixed continuous functions defined on X. Set
H1 = H1(X) =
{
g1
(
h1(x)
)
: g1 ∈ C
(
h1(X)
)}
,
H2 = H2(X) =
{
g2
(
h2(x)
)
: g2 ∈ C
(
h2(X)
)}
.
For the appropriate choice of the functions h1 and h2 we may haveR(a1,a2) = H1 +H2. But
in general h1 and h2 may be more complicated. In the following, we are going to find necessary
and sufficient conditions for H1 + H2 = C(X).
2. The representation theorem
To attain our above-mentioned aim, we should bring into consideration new objects—paths
with respect to two continuous functions. Let us first throw a quick look at the concept of a clas-
sical path. A classical path is a finite or infinite ordered set of points in xy plane such that the
line segments joining consecutive points are of positive length and are alternately parallel to x
and y axes. Note that the idea of classical paths was first introduced by Diliberto and Straus [4]
and exploited further in a number of works, e.g. [2,5,6,9]. In connection with the problem of
interpolation by linear combinations of ridge functions, Braess and Pinkus [1] introduced the
notion of a path with respect to distinct directions a and b. The last is an ordered set of points
(v1,v2, . . . ,vd) inR2 with edges vivi+1 in alternating directions a and b. These objects give geo-
metric means of deciding if a set of points {xi}mi=1 ⊂ R2 has the NI-property (non-interpolation
property).
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uous functions.
Definition 2. Let X be a compact subset of Rn and hi ∈ C(X), i = 1,2. A finite ordered subset
(p1,p2, . . . , pm) of X with pi = pi+1 (i = 1, . . . ,m− 1), and either h1(p1) = h1(p2), h2(p2) =
h2(p3), h1(p3) = h1(p4), . . . , or h2(p1) = h2(p2), h1(p2) = h1(p3), h2(p3) = h2(p4), . . . is
called a path with respect to the functions h1 and h2 or shortly an h1–h2 path.
If in the above definition p1 = pm and m − 1 is an even number, then the h1–h2 path
(p1,p2, . . . , pm−1) is said to be closed. The length of a path is the number of its points. The
relation on X, defined by setting a ≈ b if a and b belong to some h1–h2 path, is an equivalence
relation. According to Marshall and O’Farrell [9], the equivalence classes we call orbits.
Theorem 3. Let X be a compact subset of Rn. Suppose all orbits of X are closed. Then H1(X)+
H2(X) is uniformly dense in C(X) if and only if X contains no closed h1–h2 path.
This theorem is a special case of the known general result of Marshall and O’Farrell [9]
established for the sum of two algebras (see [9, Proposition 2]).
The following corollary concerns the problem considered by Golitschek and Light in [5].
Corollary 4. Let D be a compact subset of R2 with all its orbits closed. Let W denote the set of
all solutions of the wave equation
∂2w
∂s∂t
(s, t) = 0, (s, t) ∈ D.
Then
inf
w∈W ‖f − w‖ = 0
for any continuous function f (s, t) on D if and only if D contains no closed classical path.
Proof. Let π1 and π2 denote the usual coordinate projections, viz.: π1(s, t) = s and π2(s, t) = t ,
(s, t) ∈R2. Set S = π1(D) and T = π2(D). It is easy to see that
W = {w ∈ C(D): w(s, t) = x(s) + y(t), x ∈ C2(S), y ∈ C2(T )}.
Set
W˜ = {w ∈ C(D): w(s, t) = x(s) + y(t), x ∈ C(S), y ∈ C(T )}.
Since the set W is dense in W˜ ,
inf
w∈W ‖f − w‖ = infw∈W˜ ‖f −w‖.
But by Theorem 3, the equality
inf
w∈W˜
‖f − w‖ = 0
holds for any f ∈ C(D) if and only if D contains no closed h1–h2 path, with h1(s, t) = s and
h2(s, t) = t . 
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H1(X)+H2(X) = C(X)
holds if and only if X contains no closed h1–h2 path and there exists a positive integer n0 such
that the lengths of h1–h2 paths in X are bounded by n0.
Proof. Necessity. Let H1 + H2 = C(X). Consider the linear operator
A :H1 × H2 → C(X), A
[
(g1, g2)
]= g1 + g2,
where g1 ∈ H1, g2 ∈ H2. The norm on H1 × H2 we define as∥∥(g1, g2)∥∥= ‖g1‖ + ‖g2‖.
It is obvious that the operator A is continuous with respect to this norm. Besides, since C(X) =
H1 + H2, A is a surjection. Consider the conjugate operator
A∗ :C(X)∗ → [H1 × H2]∗, A∗[G] = (G1,G2),
where the functionals G1 and G2 are defined as follows
G1(g1) = G(g1), g1 ∈ H1; G2(g2) = G(g2), g2 ∈ H2.
An element (G1,G2) from [H1 ×H2]∗ has the norm∥∥(G1,G2)∥∥= max{‖G1‖,‖G2‖}. (1)
Let now p = (p1, . . . , pm) be any h1–h2 path with different points: pi = pj for any i = j ,
1 i, j m. We associate with p the following functional over C(X),
L[f ] = 1
m
m∑
i=1
(−1)i−1f (pi).
Since |L(f )|  ‖f ‖ and |L(g)| = ‖g‖ for a continuous function g(x) such that g(pi) = 1, for
odd indices i, g(pj ) = −1, for even indices j and −1 < g(x) < 1 elsewhere, we obtain that
‖L‖ = 1. Let A∗[L] = (L1,L2). One can easily verify that
‖Li‖ 2
m
, i = 1,2.
Therefore, from (1) we obtain that∥∥A∗[L]∥∥ 2
m
. (2)
Since A is a surjection, there exists δ > 0 such that∥∥A∗[G]∥∥ δ‖G‖ for any functional G ∈ C(X)∗.
Hence∥∥A∗[L]∥∥ δ. (3)
Now from (2) and (3) we conclude that
m 2
δ
.
This means that for an h1–h2 path with different points, n0 can be chosen as [ 2 ] + 1.δ
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can form a closed h1–h2 path with different points. This may be done by the following way:
let i and j be indices such that pi = pj and j − i takes its minimal value. Note that in this
case all the points pi,pi+1, . . . , pj−1 are distinct. Now if j − i is an even number, then the
path (pi,pi+1, . . . , pj−1), and if j − i is an odd number, then the path (pi+1, . . . , pj−1) is a
closed h1–h2 path with different points. It remains to show that X cannot possess closed h1–h2
paths with different points. Indeed, if q = (q1, . . . , q2k) is a path of this type, then the func-
tional L, associated with q , annihilates all functions from H1 +H2. On the other hand, L[f ] = 1
for a continuous function f on X satisfying the conditions f (t) = 1 if t ∈ {q1, q3, . . . , q2k−1};
f (t) = −1 if t ∈ {q2, q4, . . . , q2k}; f (t) ∈ (−1;1) if t ∈ X \ q . This implies on the contrary to
our assumption that H1 +H2 = C(X). The necessity has been proved.
Sufficiency. Let X contains no closed h1–h2 path and the lengths of h1–h2 paths are bounded
by some positive integer n0. We may suppose that any h1–h2 path has different points. Indeed,
in other case we can form a closed path, which contradicts our assumption.
For i = 1,2, let Xi be the quotient space of X obtained by identifying the points a and b
whenever g(a) = g(b) for each g in Hi . Let πi be the natural projection of X onto Xi . For a
point t ∈ X set T1 = π−11 (π1t), T2 = π−12 (π2T1), . . . . By O(t) denote the orbit of X containing t .
Since the length of any path in X is not more than n0, we conclude that O(t) = Tn0 . Since X is
compact, the sets T1, T2, . . . , Tn0 , hence O(t), are compact. By Theorem 3, H1 + H2 = C(X).
Now show that H1 + H2 is closed in C(X). Set
H3 = H1 ∩ H2.
Let X3 and π3 be the associated quotient space and projection. Fix some a ∈ X3. Show,
within conditions of our theorem, that if t ∈ π−13 (a), then O(t) = π−13 (a). The inclusion O(t) ⊂
π−13 (a) is obvious. Suppose that there exists a point t1 ∈ π−13 (a) such that t1 /∈ O(t). Then
O(t) ∩ O(t1) = ∅. By X|O denote the factor space generated by orbits of X. X|O is a normal
topological space with its natural factor topology. Hence we can construct a continuous func-
tion u ∈ C(X|O) such that u(O(t)) = 0, u(O(t1)) = 1. The function υ(x) = u(O(x)), x ∈ X,
is continuous on X and belongs to H3 as a function being constant on each orbit. But, since
O(t) ⊂ π−13 (a) and O(t1) ⊂ π−13 (a), the function υ(x) cannot take different values on O(t)
and O(t1). This contradiction means that there is not a point t1 ∈ π−13 (a) such that t1 /∈ O(t).
Thus,
O(t) = π−13 (a) (4)
for any a ∈ X3 and t ∈ π−13 (a).
Now prove that there exists a positive real number c such that
sup
z∈X3
var
π−13 (z)
f  c sup
y∈X2
var
π−12 (y)
f (5)
for all f in H1. Note that for Y ⊂ X, varY f is the variation of f on the set Y . That is,
var
Y
f = sup
x,y∈Y
∣∣f (x)− f (y)∣∣.
Due to (4), inequality (5) can be written in the following form
sup
t∈X
var
O(t)
f  c sup
t∈X
var
π−12 (π2(t))
f (6)
for all f ∈ H1.
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with b1 = t1 and bm = t2. Besides, by the condition, m  n0. Let first h2(b1) = h2(b2),
h1(b2) = h1(b3), . . . , h2(bm−1) = h2(bm). Then for any function f ∈ H1,∣∣f (t1)− f (t2)∣∣= ∣∣f (b1)− f (b2)+ · · · − f (bm)∣∣

∣∣f (b1)− f (b2)∣∣+ · · · + ∣∣f (bm−1)− f (bm)∣∣
 n0
2
sup
t∈X
var
π−12 (π2(t))
f. (7)
It is not difficult to verify that inequality (7) holds in all other possible cases of the path
(b1, . . . , bm). Now from (7) we obtain (6), hence (5), where c = n02 . In [9], Marshall and O’Farrell
proved the following result (see [9, Proposition 4]): Let A1 and A2 be closed subalgebras of C(X)
that contain the constants. Let (X1,π1), (X2,π2) and (X3,π3) be the quotient spaces and pro-
jections associated with the algebras A1, A2 and A3 = A1 ∩ A2, respectively. Then A1 + A2 is
closed in C(X) if and only if there exists a positive real number c such that
sup
z∈X3
var
π−13 (z)
f  c sup
y∈X2
var
π−12 (y)
f
for all f in A1.
By this proposition, (5) implies that H1 + H2 is closed in C(X). Thus we finally obtain that
H1 + H2 = C(X). 
h1–h2 paths are explicit objects and give geometric means of deciding if H1 + H2 = C(X).
Let us show this in the example of the bivariate ridge functions h1 = x1 +x2 and h2 = x1 −x2. If
X is the union of two parallel line segments in R2, not parallel to any of the lines x1 +x2 = 0 and
x1 − x2 = 0, then Theorem 5 holds. If X is any bounded part of the graph of the function x2 =
arcsin(sinx1), then Theorem 5 also holds. Let now X be the set{
(0,0), (1,−1), (0,−2),
(
−11
2
,−1
2
)
, (0,1),
(
3
4
,
1
4
)
,
(
0,−1
2
)
,
(
−3
8
,−1
8
)
,(
0,
1
4
)
,
(
3
16
,
1
16
)
, . . .
}
.
In this case, there is no positive integer bounding lengths of all h1–h2 paths. Thus Theorem 5
fails. Note that since orbits of all h1–h2 paths are closed, Theorem 3 shows H1 + H2 is dense
in C(X). If X is any set with interior points, then both Theorems 3 and 5 fail, since any such set
contains the vertices of some parallelogram with sides parallel to the lines h1 = 0 and h2 = 0,
that is a closed h1–h2 path.
To solve Problem 1 for the general case in which r  3 is more difficult than to solve it
for r = 2. In this case, we even do not know what objects will be an appropriate generalization
of h1–h2 paths. The other point is that at present rather little is known for the approximation of
a multivariate function f (x1, . . . , xn), where n 3, by sums of univariate functions. In this type
of approximation, as opposed to the approximation of bivariate functions, we do not know
(1) anything about algorithms for finding best approximations;
(2) how to characterize a best approximation;
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(4) which conditions are necessary and sufficient for the density of sums of univariate functions
in the space of all continuous multivariate functions.
It should be remarked that in [9], the last problem was set up for the sum of r subalgebras
of C(X). Lin and Pinkus [8] proved that the set R(a1, . . . ,ar ) (r may be very large) is not
dense in C(Rn) in the topology of uniform convergence on compact subsets of Rn. That is,
there are compact sets X ⊂ Rn such that R(a1, . . . ,ar ) is not dense in C(X). In the case r = 2,
Theorem 3 complements this result, by describing compact sets X ⊂R2, for which R(a1,a2) is
dense in C(X).
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