a meaningful message which ends up being constrained by language rules, context dependence and highly redundant in its use of resources. Despite all these constraints, unpredictability is an essential element of natural language. Here we present the use of entropic measures to assert the balance between predictability and surprise in written text. In short, it is possible to measure innovation and context preservation in a document. It is shown that this can also be done at the different levels of organization of a text. The type of analysis presented is reasonably general, and can also be used to analyze the same balance in other complex messages such as DNA, where a hierarchy of organizational levels are known to exist. a) Electronic mail: estevez@fisica.uh.cu
I. INTRODUCTION
Human language can be argued to be the most complex of consciousness mediated systems, resulting from a long evolution process in strong and extremely involved interaction with both natural and human-constructed environment 1, 2 . When comparing to other complex systems as, for example, in non-linear dynamics, in language, there is also a balance between predictable and unpredictable behavior 3 . The predictable behavior comes from those rules (e.g., grammar and semantic) that has come into place, as a common framework, that allows a given community to communicate among them. It is known that a subset of these rules can even be shared across different languages and languages families 4, 5 .
Unpredictability is associated with the human capacity to choose in interaction with its environment and accounts for what one can consider, in a broad sense, the creativity of the agent that has created the message. However, predictability-unpredictability, as explained above, is not the only balance. There is also the question of, beyond orthographic, syntax and grammar rules, how human beings balance constraints and choice at the level of sentences and their organization, further on, at the level of the paragraph, paragraph composition and even the whole text organization as books [6] [7] [8] . It is clear that at this other levels less rigid constraints are found, but yet, some rules are followed. After all, it can be agreed that texts convey meaningful messages in a highly redundant and logical way, that strives to be consistent. As a result of these different balances, an organizational hierarchy arises in language that can be readily followed in written text 9, 10 .
Statistics, as well as information theory, have been used to explore the information content and organization for written language [11] [12] [13] . If a text is considered as a string of characters, the hierarchy organization is seen through different levels of correlation, which can be exposed by identifying different units of information: characters, words, sentences. Shannon 11, 14 observed that not all characters convey the same information 15 in the sense of entropy, that is, the measure of surprise of the source that is emitting the message. The estimate of entropy per letter in the English language is considered to be around 1 to 1.5 bit per character.
More recent estimates rises such entropy to 2-2.4 bit per character or even larger 3, 16 . Still, at the character level, Schürmann and Grassberger 17 discovered a significant dependence of character predictability on its context. They found that letter predictability depends on its position in a word, with much higher entropy at the beginning of a word and long decaying 2 tails as further positions are considered. At the word level, the most famous finding is the one referring to the distribution of word frequency as a function of word rank which is known as Zipf(-Mandelbrot) law 18, 19 . The power law dependence is taken as mathematical evidence of the complex behavior of human language. Other empirical regularities are the power law of the number of words and the length of a text, which comes under the name of Herdan-Heap law 20, 21 .
In order to grasp the elusive idea of complexity, it is useful to consider a system, as the one described by written text, as a process that produces, stores and transmits information, much in the same spirit as has been done in other fields 22, 23 . That is the approach we follow in this paper. As mentioned before, we consider a written text as a coherent, consistent attempt to convey a rational and logical (alas understandable) message to an intelligent agent. As a result of this last statement, one expects the production of information as an essential characteristic for a human text. Storage of information also comes naturally as that contained in any block of characters of the text, while transmission of information will be understood as the correlation between different parts of a document. Both storage and transmission are needed by the reader to follow the rational and logical flow of the message from any point of the text onwards. Our analysis is aimed at measuring the balance between information production or innovation and context preservation in written language.
When analyzing texts of individual authors, it may also be asked to what extent style determines the amount of information (in Shannon sense) of the texts with respect to the content being conveyed. The question is relevant for many reasons that go from pure linguistic concerns to a broader scope beyond natural language analysis. When analyzing DNA as a code sequence, it is accepted that also a complex hierarchy of levels are found in its organizational structure. In the case of DNA, going from codons to genes and beyond, one of the essential questions, in analogy to human language, is how to identify all the semantic units and their correlation 24 . Is there a universal "style" in DNA writing or are there different flavors across species or genres?
In this paper, we address the question of how to measure complexity in written text as the interrelation between disorder and structure. We will show how complexity-entropy maps can be used to assert the information content at the level of sentence, word and letter organization, allowing to separate information contribution at different levels of organization in complex symbolic sequences. We will be discussing as examples, the work of three different English language writers: W. Shakespeare, J. Abbott, and A. C. Doyle. The authors were chosen due to their different literary style. We notice that the authors shown are only to illustrate the analysis developed; similar results were found for other authors. Furthermore, the method can be generalized to other systems, including the biological world.
II. ENTROPIC MEASURES OF DISORDER AND STRUCTURE
Information theory, as laid down by Shannon 15 , is concerned with the degree of unpredictability of a source of random events characterized by their probabilities. Events can be considered as a random variable X which takes values from a set with probabilities {p i }. Within this framework, a measure of surprise of a given event is the negative logarithm of the probability p i of the event: − log 2 (p i ) (from now on the base 2 of the logarithm will be dropped, and the units of information will be given by bit). The measure of the source unpredictability is then given by the expectation value of every possible event Let us consider a written text as the result of an ergodic source that outputs symbols with a given probability distribution. Symbol output is dependent on previous symbols.
As a process, we will say that the text is a particular realization of the source output given as a time series, where time is a discrete variable that index each position in the text. Any text can then be considered a sequence of values . . . , s −1 , s 0 , s 1 , . . ., where each value belongs to the same alphabet s t ∈ A (e.g. the Latin alphabet). In the theoretical treatment, a text is taken as bi-infinite strings: It has no starting or ending position. If the source is characterized by some probability measure, then for each block of characters of length n, S n = S j , S j+1 , S j+n−1 , a probability can be associated to each particular realization s n = s j , s j+1 , s j+n−1 of the block. For a stationary process, the probability does not depend on the position of the block in the text. The (Shannon) block entropy is then given as
, where the sum is taken over all possible sequences of length n. The entropy rate, or entropy density, h µ is defined as
which can be interpreted as the irreducible disorder of a sequence, after an infinite number of symbols have been observed, or equivalently, a measure of how unpredictable an infinite sequence looks, after considering all correlations that occur at every length scale. The entropy density is closely related to the maximum compression of the string that can be achieved by an optimum coding 26 , the larger h µ , the closer to one of the compression ratio. It is remarkable that the entropy density h µ for a stationary process is equal to the Kolmogorov entropy rate, the last being the length of the shortest algorithm able to reproduce the data 25 .
Entropy rate can also be understood as a measure of the rate at which the process produces new information, as any new pattern will come as a surprise for the observer of the source output.
Disorder is not enough of a measure for complexity, as the throw of a dice or, for that matter, of a coin, conclusively shows 27 . We need a measure of storage and transmission of information. To measure the transmission of information, excess entropy E, with different names, has been used in a number of contexts 23, 28 . Excess entropy is the mutual information between two halves of the text bi-infinite string 28, 29 .
where
The excess entropy is not a direct measure of information storage, but it is a measures of the amount of information stored on one halve useful to predict the other half.
Complexity measure now comes as the balance between information production, measured by h µ , and useful information correlation, measured by E. If a system is dominated by the overwhelming production of new information (large h µ ), then there is little capacity for making use of past information to predict future behavior, E will tend to zero. If, on the other hand, almost no new information is produced and therefore, h µ ≈ 0, then the text is highly redundant (perhaps repetitive), and the dominant process will be transmitting information from earlier portions of the document to later portions (E will be larger). Between both extremes, there is only a limited amount of excess entropy that a given entropy rate can accommodate. Complexity-entropy maps, or diagrams, readily shows the balance attained by any processing system between measures of disorder and useful storage, and have been used in many contexts 23, 28, 30, 31 . In this work, we will use the plot of E vs. h µ as the complexity-entropy diagram.
A. Lempel Ziv estimation of entropy density and excess entropy
Entropy rate and excess entropy have been defined for bi-infinite strings, which makes them impossible to calculate if the underlying structure (stochastic computational machinery) of the source is unknown. They have therefore to be empirically estimated. There is a vast literature about the ways to estimate entropy rate, and less for estimating excess entropy for a finite string of symbols, which we will not go into details here. Suffice to say that a factorization procedure as described by Lempel and Ziv 32 was used as the basis for the estimation. The Lempel-Ziv factorization used in this study is related to, but must not be confused, with estimates based on compression rate as those done using public compression software. Our procedure is more robust and mathematically sounder for shorter string lengths than such estimates based on compression.
There are different variants of Lempel-Ziv estimation of entropic measures. They are all based on the factorization of a symbol sequence following a set of rules. In this contribution, the factorization used is the one described in 32 . A short description follows. Let us denote s(i, j) a subsequence that starts at position i and ends at position j then we define the π operator as
The string s has an exhaustive factorization F (s)
This factorization is unique.
According to these rules, for example, the sequence u = 10010101110 will have a factorization F (s) = 1.0.01.01011.10, where each factor is delimited by a dot. The same factorization rules are followed for natural text, as for example in: The Lempel-Ziv complexity C LZ (s) of the string s, is defined as the number of factors.
In the binary example above, C LZ (s)=5.
It has been shown 33 that the entropy density h µ is given by
and can be estimated for long enough sequences 34, 35 .
For estimating the excess entropy an expression related to expression [2] is used:
where S (M ) is a surrogate sequence obtained by partitioning the string S in non-overlapping blocks of length M, and performing a random shuffling of the blocks. The shuffling, for a given block of length M, destroys all correlations between symbols for lengths larger than M, while keeping the same symbol frequency. M m is chosen appropriately, given the sequence length, as to avoid fluctuations due to the sequence finite length N. We used M m = 40 and also 80, with no significant change in the results. In spite that E LZ is not strictly equivalent to the excess entropy, as given by equation [2] , it is expected to behave in a similar manner 36 .
Calculations of both Lempel-Ziv complexity and E LZ were made by in-house software, already used in the study of cellular automata 37 which runs in O(n log n) time.
To emphasize that h µ and E are estimated from the Lempel-Ziv factorization, the symbols h LZ and E LZ are used instead.
III. TEXT SOURCES
As already mentioned, three English speaking authors were chosen: William Shakespeare, Arthur Conan Doyle, and Jacob Abbot 38 . The source of all text was the public Gutenberg project at https://www.gutenberg.org. Abbott is mostly a writer of children and youngster books, with also known biographies and religious books. Conan Doyle is the father of Sherlock Holmes, but also a writer of historical novels and some war books and chronicles.
His works were mostly written for newspapers. His style is therefore direct with not much use of elaborate metaphors or involved language, as was directed towards the general public. Shakespeare, on the other hand, is considered by most critics the pinnacle of English literature and a master of language.
All texts used in the analysis are publicly available (See VI, VI and VI for a complete list of the texts used). Each text was filtered before estimations of entropy rate and excess entropy was performed. Filtering consisted of changing all letters to lower case; all diacritics were removed leaving the base character. All numbers were removed. Also, all punctuation marks were changed to the space character except for "?" and "!" that were changed for periods before any scrambling of sentences was performed when appropriate, after which periods were also changed for spaces. The resulting alphabet consisted of 27 characters. All texts were cut to the same length of 78000 characters. 41 texts were used for Shakespeare and Doyle, while the number of Abbott's text was 45.
In the case of plays, like Shakespeare texts, additional filtering was performed. All text that was not intended to be spoken by the potential actors was removed, this included the description of scenarios, actions by the characters of the play, scene names, and the name of each character before their parliament.
IV. RESULTS
Three types of results will be discussed. First, the complexity-entropy diagram for the works of three authors will show how individual aspects of their literary work and style are captured by the maps. Then, several randomizing experiments over the original text will be performed. At the sentence level, sentences will be shuffled randomly losing all correlation in the sentence organization hierarchy and above. Sentence shuffling has been done before using other types of analysis 39 . At the word level, a third data set will be derived from the original works by performing randomization by word. In the case of word randomization, all correlations at and above the word organization hierarchy are lost. At the letter level, a set of surrogate texts will be derived by randomly shuffling the characters in the original documents. Character randomization loses all correlations not derived exclusively from the frequency of use of each letter. The complexity-entropy map will again be the tool of choice to study all three surrogate texts. Finally, the information contained in the sentence, word and character organizations will be evaluated.
Our first result is shown in Figure 1 , where the complexity-entropy map for the texts of all three authors can be seen. The most relevant fact is that authors are segmented in different regions of the diagram. The maximum possible value for the entropy rate is h max = log 27 = 4.75 bit/character, corresponding to a random organization of all possible symbols in the alphabet. For all authors, the entropy rate is far from this limit, which is expected for any intelligible text. While Abbott shows the smaller h LZ values and the larger E LZ values, Shakespeare, at the other end, exhibits the largest and smaller entropy density and E LZ , respectively. Abbott texts are highly redundant and less innovative regarding information creation, which corresponds to an author that is writing for young readers with a mostly limited vocabulary (See Table I (Table I) , the explanation for the grouping difference has to be found at a level above the vocabulary used. For each author, there are very few outliers, actually just some isolated points. For Shakespeare, the isolated value with higher E LZ and smaller h LZ corresponds to "The merry wives of Windsor" (point (c) in Fig. 1 ), while the two isolated points with the largest h LZ are from "The tempest" (point (d)) and "The rape of Lucrece" (point (e)). There is a consensus that "The tempest", the last sole work of Shakespeare, is, stylistically speaking, a play different from all other works of this author with a more organized and strict neoclassic cannon. "The rape of Lucrece" is a sonnet. The entropy map can distinguish the peculiar character of these two texts. When looking into Doyle, also the isolated point with the largest E LZ (point (a)) is not a novel or a short story, but a pretended study made by the author to show the existence of fairies from some photographic evidence. The next isolated point (b) is from a war chronicle, highly structured and redundant. Again the complexityentropy diagram can distinguish these two works from the bulk of its other short stories and novels. Next, texts were randomized by sentence, words, and letters. Figure 2 shows the complexity-entropy diagram for each author separately. For all randomizations, sorting order of the original data is not kept for either h LZ and E LZ .
Word randomization destroys any organization hierarchy beyond word level. Entropy rate, in this case, measures pattern production from letters to words and will depend mostly on the vocabulary and the frequency on the use of words in each text. Abbott exhibits, for the bulk of its writing, the smallest h LZ in correspondence with the simplest vocabulary ( In order to separate the various contributions to the entropy rate consider the difference
where h s , h w and h c are the entropy rates for the sentence, word and character randomised texts, respectively. I s can be interpreted as the amount of information that goes into organising the sentences in the original text. Equivalently, I w measures the amount of information that goes into organising the words within the sentences of the original text, and I c measures the same magnitude but for organising letters to form words regardless of their order (Fig.   3 ).
Similarly, we define the excess entropy gain from organizing the sentences in the original text ∆E s , from organizing the words within the sentences of the original text ∆E w , and 13 from organizing the characters within the words of the original text ∆E c , as
In figure 4 
V. DISCUSSION
A trivial behavior can have two flavors: a rule-based pattern production with no uncertainty, as in a periodic sequence, or a completely random process such as the toss of a coin.
A useful text certainly must be between the two extremes. A text dominated exclusively by information production, as measured by a maximum h µ value, will look to the reader as a not very logically driven message, any context is lost from one section to another. A text dominated exclusively by the excess entropy will be as redundant as boring. After reading a finite portion of the text, the reader can skip the rest as conveying no new information that can not be derived unambiguously from what has been read already.
Predictability in a text can have different sources. Grammar, syntax, and semantics determine a set of rules that result in some amount of predictable behavior. So does the fact that a limited vocabulary is always in use. Also important is that in a rational and intelligent message a specific content in a given context is trying to be conveyed by the Montemurro and Zanette 3 has used D s = h µ −h w to propose that this measure behaves as a universal constant value across different languages and even language families. As figure 4 shows, the variations of I w are not random fluctuations resulting from a unique probability distribution for a given language, at least for English, instead, I w seems to be biased towards different mean values for different authors. The same type of bias was found for D s (See 7). Given this result, the claim of Montemurro and Zanette has to be reevaluated in its meaning, as D s seems to be, at least, author dependent.
CONCLUSIONS
The interplay between all factors involved in natural languages, subjective and objective, makes written-text a highly complex data consequence of a highly complex source.
The presented analysis shows that it is possible to, at least partially, assert the balance between innovation, as measured by entropy rate, and structure or context preservation, as measured by excess entropy. Within the scope of natural language, context preservation is associated with the rationality of the message conveyed by the data in the sense of the flow of information from one part of the text to another. Innovation can be related to the production of information.
This complexity organizes at different levels, starting from words, to sentences, to paragraphs and so on, up to the entire text. Is it possible to separate in written natural language, all possible formal and logical constraints from literary creativity? We believe that the answer is yes, at least to some extent, as the results presented here shows. Innovation as the production of new patterns, here followed by h LZ , is a partial measure of such capacity.
Even more, it is possible to follow innovation at different levels such as in words organization within sentences, followed by I w , and at the level of sentence organization, followed by I s .
It is clear that for word randomized data the information that remains pertains mainly to the vocabulary used.
We have shown that, furthermore, by suitable manipulation of the data, the contribution from different levels of organization can be separated. One can notice that this separation was possible because separators for different structural units of information were known (spaces for words, periods for sentences). There are many long, complex data, where the knowledge of separators are known, and the analysis here performed can be generalized to such systems. Consider for example DNA as a string of a four-letter alphabet, where it is known that there is a hierarchy of information organization at different scales, starting from three letters codons to genes and beyond. A number of separators are known to exist in DNA at different scales. The tools developed could prove to be useful to identify the interplay of correlation and innovation in DNA and to measure the contribution to these two measures at different scales of organization.
It may be tempting to use the same measures as used here, namely excess entropy and entropy density, to study sources of short messages. It must be considered that for short sequences, such as in for example tweets, the error in the estimates of the measures may prove significant to make them meaningful 34 . Further research into short message sources is needed to have a better understanding of the behavior of the used measures with message length, and its comparison to other used methods 41 .
The results presented here also opens some question that will be the subject of further research. For example, if given a vocabulary and its frequencies are fixed, how meaningful are the texts that maximizes the excess entropy and minimizes entropy rate?
VI. SUPPORTING INFORMATION
FIG. 5. Entropy-complexity map for word randomized text and "e-word" randomized text, showing that "structure" is different between them. "e-words" are artificial words using the character "e" as delimiter. List of all text used from William Shakespeare. List of all text used from Jacob Abbott.
