We propose a novel Equilibrated Recurrent Neural Network (ERNN) to combat the issues of inaccuracy and instability in conventional RNNs. Drawing upon the concept of autapse in neuroscience, we propose augmenting an RNN with a time-delayed self-feedback loop. Our sole purpose is to modify the dynamics of each internal RNN state and, at any time, enforce it to evolve close to the equilibrium point associated with the input signal at that time. We show that such selffeedback helps stabilize the hidden state transitions leading to fast convergence during training while efficiently learning discriminative latent features that result in state-of-the-art results on several benchmark datasets at test-time. We propose a novel inexact Newton method to solve fixedpoint conditions given model parameters for generating the latent features at each hidden state. We prove that our inexact Newton method converges locally with linear rate (under mild conditions). We leverage this result for efficient training of ERNNs based on backpropagation.
Introduction
Recurrent neural networks (RNNs) are useful tools to analyze sequential data, and have been widely used in many applications such as natural language processing (Sutskever et al., 2014) and computer vision (Hori et al., 2017) . It is well-known that training RNNs is particularly challenging because we often encounter both diverging as well as vanishing gradients (Pascanu et al., 2013) . In this paper we propose an efficient training algorithm for RNNs that substantially improves convergence during training while achieving state-of-the-art generalization at test-time. Motivation: We draw our inspiration from works in Neuroscience (Seung et al., 2000) , which describe a concept called Autapse. According to this concept, some neurons in the neocortex and hippocampus are found to enforce time-delayed self-feedback as a means to control, excite and stabilize neuronal behavior. In particular, researchers (e.g. (Qin et al., 2015) ) have found that negative feedback tends to damp excitable neuronal behavior while positive feedback can excite quiescent neurons. Herrmann & Klaus (2004) have experimented with physical simulation based on artificial autapses, and more recently Fan et al. (2018) have demonstrated how autapses lead to enhanced synchronization resulting in better coordination and control of neuronal networks.
In this light we propose two modifications in the architecture and operation of RNNs as follows:
M1. Adding self-feedback to each RNN hidden state; M2. Processing RNNs with self-feedback based on upsampled inputs interpolated with a constant filter so that each input sequence can achieve a set-point over time.
These modifications lead to our novel Equilibrated Recurrent Neural Network (ERNN), as illustrated in Fig. 2 . Compared with conventional RNNs, our ERNNs introduce a self-feedback link to each hidden state in the unfolded networks. Using the same unfolding trick, we repeat each input word as an upsampled input sequence. This step essentially generates a time-delayed hidden state towards the equilibrium point. In summary, based on the self-feedback loops, our ERNNs can be considered as RNN-in-RNN networks where the outer loop accounts for timesteps whereas the inner loop accounts for time-delay internal state dynamics.
We further demonstrate that such self-feedback helps in:
H1. Stabilizing the system that allows for equilibration of the internal state evolution; H2. Learning discriminative latent features; H3. Accelerating convergence in training; H4. Achieving good generalization in testing.
Validation of Proposed Method on Toy Data: We compare conventional RNN with our ERNN in Fig. 2 . We define the dynamics in the RNN as follows:
where x t , h t denote the input data and output latent feature at t-th timestep, respectively, and V, W, b are the model parameters. Similarly we consider a special case of ERNN for exposition:
so that both models contain the same number of parameters.
Notice that here h t is a fixed point of the equation 1 .
We generate a toy dataset to demonstrate the effectiveness of our approach. Our dataset is a collection of 2D random walks with Gaussian steps: X t ∼ N (X t−1 , σ i I) ∈ R 2 with X 0 = 0, t ∈ [100], and σ 0 = 0.1, σ 1 = 1 corresponding to two classes. We generate 10 4 walks for each class and choose half the size for training and leave the rest for testing.
Both RNN and ERNN are endowed with a 10-dimensional hidden state. As is the convention, we utilize the state in the last timestep for classification. We tune the hyperparameters such as learning rate to achieve best model parameters for each network, where we train our ERNN using the proposed method in Sec. 3.
To validate (H1), we compare the Euclidean distances between the model after each epoch and the one after the final epoch, which we consider is convergent during training. Our results in Fig. 3(a) show that the change of ERNN per epoch is always smaller than RNN, which reveals that neuronal self-feedback indeed improves the stability in hidden states.
To validate (H2), we compare the feature discrimination over timesteps after training by computing the ratio of intra-class distance and inter-class distance. Our results in Fig. 3(b) show that the discrimination of ERNN gradually improves and after a period of transition is substantially superior to RNN, whose discrimination saturates very quickly. To validate (H3), we show the training losses of each network over epochs in Fig. 4 . As we see, ERNN converges to lower values. At test-time, RNN and ERNN achieve accuracy of 86.6% and 99.7%, respectively, validating (H4).
Vanishing and Exploding Gradients: In light of these results, we speculate how autapse could possibly combat this issue. While we have an incomplete understanding of ERNNs, we will provide some intuition. Fixed points can be iteratively approximated with our inexact Newton method. This method involves setting the next iterate to be equal to previous iterate and a weighted error term. We refer to Sec 3.3 for further details. In essence, this iteration implicitly encodes skip/residual connections, which have been shown recently to overcome vanishing and exploding gradient issue (Kusupati et al., 2018b ). A different argument is based on defining the equilibrium point for Eq. 2 in terms of an abstract map, Φ, that satisfies h t = Φ(Vh t−1 + Wx t + b). In this case, the fixed points are entry-wisely independent and thus we can consider each entry in the fixed points in isolation. As numerically illustrated in Fig. 5 , we find that the equilibrium point of h = tanh(h + α) is some function h = Φ(α), where α = [Vh t−1 + Wx t + b] j is the j-th entry. Theoretically the derivative of Φ at α = 0 is infinity, i.e. unbounded. This observation violates the bounded conditions in (Pascanu et al., 2013) for the existence of vanishing gradients. We conjecture that this point lies at the root of why vanishing gradients in training does not arise.
While we do not completely understand the issue of exploding gradients, we conjecture that our method learns the parameters, i.e. V, W, b for Φ, such that the α equal to zero is not a local optima and in this way ERNN is able to handle exploding gradients as well. In fact, in our experiments we did not encounter exploding gradients as an issue.
Contributions: Our key contributions are as follows:
C1. We propose a novel Equilibrated Recurrent Neural Network (ERNN) as defined in Sec. 3.1 drawing upon the concept of autapse from the Neuroscience literature. Our method improves training stability of RNNs as well as the accuracy. C2. We propose a novel inexact Newton method for fixedpoint iteration given learned models in Sec. 3.2. We prove that under mild conditions our fixed-point iteration algorithm can converge locally at linear rate. C3. We propose a principled way in Sec. 3.3 to convert ERNNs into trainable networks with residual connections using backpropagation. We demonstrate that FastRNN (Kusupati et al., 2018a ) is a special ERNN. C4. We present an exemplar ERNN in Sec. 3.4. In Sec. 4 we compare this model with other state-of-the-art RNNs empirically to show its superiority in terms of accuracy as well as training efficiency.
Related Work
We summarize related work from the following aspects:
Optimizers: Backpropagation through time (BPTT) (Werbos, 1990 ) is a generalization of backpropagation that can compute gradients in RNNs but suffer from large storage of hidden states in long sequences. Its truncated counterpart, truncated backpropagation through time (TBPTT) (Jaeger, 2002) , is widely used in practice but suffers from learning long-term dependencies due to the truncation bias. The Real Time Recurrent Learning algorithm (RTRL) (Williams & Zipser, 1989) addresses this issue at the cost of high computational requirement. Recently several papers address the computational issue in the RNN optimizers, for instance, from the perspective of effectiveness (Martens & Sutskever, 2011; Cho et al., 2015) , storage (Gruslys et al., 2016; Tallec & Ollivier, 2017; Mujika et al., 2018; MacKay et al., 2018; Liao et al., 2018) or parallelization (Bradbury et al., 2016; Lei et al., 2017; Martin & Cundy, 2018) .
Feedforward vs. Recurrent: The popularity of recurrent models stems from the fact that they are particularly wellsuited for sequential data, which exhibits long-term temporal dependencies. Nevertheless, an emerging line of research has highlighted several shortcomings of RNNs. In particular, apart from the well-known issues of exploding and vanishing gradients, several authors (van den Oord et al., 2016; Gehring et al., 2017; Vaswani et al., 2017; Dauphin et al., 2017) have observed that sequential processing leads to large training and inference costs because RNNs are inherently not parallelizable. To overcome these shortcomings they have proposed methods that replace recurrent models with parallelizable feedforward models which truncate the receptive field, and such feedforward structures have begun to show promise in a number of applications. Motivated by these works, Miller & Hardt (2018) have attempted to theoretically justify these findings. In particular, their work shows that under strong assumptions, namely, the class of so-called "stable" RNN models, recurrent models can be well-approximated by feedforward structures with a relatively small receptive field. Nevertheless, the assumption that RNNs are stable appears to be too strong as we have seen in a number of our experiments and so it does not appear possible to justify the usage of limited receptive field and feedforward networks in a straightforward manner.
In contrast, our paper does not attempt to a priori limit the receptive field. Indeed, the equilibrium states derived here are necessarily functions of both the input and the prior state and they influence the equilibrium solution since we are dealing with an underlying non-linear dynamical system. Instead, we show that ERNNs operating near equilibrium lend themselves to an inexact Newton method, whose sole purpose is to force the state towards equilibrium solution. In summary, although, there are parallels between our work and the related feedforward literature, this similarity appears to be coincidental and superficial.
Architectures: Our work can also be related to a number of related works that attempt to modify RNNs to improve the issues arising from exploding and vanishing gradients.
Long short-term memory (LSTM) (Hochreiter & Schmidhuber, 1997 ) is widely used in RNNs to model long-term dependency in sequential data. Gated recurrent unit (GRU) (Cho et al., 2014 ) is another gating mechanism that has been demonstrated to achieve similar performance of LSTM with fewer parameters. Unitary RNNs (Arjovsky et al., 2016; is another family of RNNs that consist of well-conditioned state transition matrices.
Recently residual connections have been applied to RNNs with remarkable improvement of accuracy and efficiency for learning long-term dependency. For instance, Chang et al. (2017) proposed dilated recurrent skip connections. Campos et al. (2017) proposed Skip RNN to learn to skip state updates. Kusupati et al. (2018b) proposed FastRNN by adding a residual connection to handle inaccurate training and inefficient prediction. They further proposed FastGRNN by extending the residual connection to a gate, which involves low-rank approximation, sparsity, and quantization (LSQ) as well to reduce model size.
In contrast to these works, our work is based on enforcing RNNs through time-delayed self-feedback. Our work leverages an inexact Newton method for efficient training of ERNNs. Our method generalizes FastRNN in (Kusupati et al., 2018b) in this context.
Equilibrated Recurrent Neural Network

Problem Definition
Without loss of generality, we consider our ERNNs in the context of supervised learning. That is,
Here {(x i , y i )} denotes a collection of training data where
∀i denotes the i-th training sample consisting of T timesteps and y i denotes its associated label.
n denotes a (probably nonconvex) differentiable state-transition mapping function learned from a feasible solution space Φ, h i,t ∈ R n , ∀i, ∀t denotes a hidden state for sample i at time t, and denotes a loss function parameterized by ω that is also learned from a feasible solution space Ω. For notational simplicity we assume hidden states all have the same dimension, though our approach can easily be generalized.
TWO-DIMENSIONAL SPACE-TIME RNNS
To solve this problem, we view the proposed method as two recurrences, one in space and the other in time. We introduce a space variable k and consider the following recursion at any fixed time t:
We then have a second RNN in time by moving to the next timestep with h i,t = h (K) i,t and then repeating Eq. 4. Nevertheless, in order to implement this approach we need to account for two issues. First, the space recursion as written may not converge. To deal with this we consider Newton's method and suitably modify our recursion in the sequel. Second, we need to transform the updates into a form that lends itself to updates using backpropagation. We discuss as well in the sequel.
Inexact Newton Method for Fixed-Point Iteration
ALGORITHM
Newton's method is a classic algorithm for solving the system of (nonlinear) equations, say f (z) = 0, as follows:
where f denotes the gradient of function f . The large number of unknowns in the equation system and the nonexistence of feasible solutions, however, may lead to very expensive updates in Newton's method.
Inexact Newton methods, instead, refer to a family of algorithms that aims to solve the equation system f (z) = 0 approximately at each iteration using the following rule:
where r (k) denotes the error at the k-th iteration between f z (k) and 0. Such algorithms provide the potential of updating the solutions efficiently with (local) convergence guarantee under certain conditions (Dembo et al., 1982) .
Inspired by inexact Newton methods and the BarzilaiBorwein method (Barzilai & Borwein, 1988) , we propose a new inexact Newton method to solve f (z) = 0 as follows:
where we intentionally set
f z (k) and I is an identity matrix.
CONVERGENCE ANALYSIS
We analyze the convergence of our proposed inexact Newton method in Eq. 7. We prove that under certain condition our method can converge locally with linear convergence rate.
Lemma 1 ( (Dembo et al., 1982) ). Assume that
≤ τ < 1, ∀k where · denotes an arbitrary norm and the induced operator norm. There exists ε > 0 such that, if z (0) − z * ≤ ε, then the sequence of inexact Newton iterates z (k) converges to z * . Moreover, the convergence is linear in the sense that z
≤ ε, then the sequence z (k) generated using Eq. 7 converges to z * locally with linear convergence rate.
Proof. Based on Eq. 7 and the assumption, we have Figure 6 . Illustration of networks for computing hi,t using Eq. 9.
Further based on Lemma 1, we complete our proof.
< 1, ∀k in Thm. 1 suggests that η (k) can be determined dependently (and probably differently) over the iterations. Also the linear convergence rate in Thm. 1 indicates that the top iterations in Eq. 7 are more important for convergence, as the difference between the current solution and the optimum decreases exponentially. This is the main reason that we can control the number of iterations in our algorithm (even just once) so that the convergence behavior can still be preserved.
Notice that if · in Thm. 1 denotes 2 norm, the condi-
< 1, ∀k essentially defines a lower and upper bounds for the eigenvalue of the matrix
As we show in our experiments later, η (k) usually is very small, indicating that the range of the spectrum of matrix f z (k) is allowed to be quite large. This observation significantly increases the probability of the condition being feasible in practice.
Approximating Fixed-Point Iteration with Residual Connections
Let us consider solving f (h i,t ) ≡ φ (h i,t , h i,t−1 , x i,t ) − h i,t = 0 based on Eq. 7. By substitute f (h i,t ) into Eq. 7, we have the following update rule:
This update rule can be efficiently implemented using residual connections in networks, as illustrated in Fig. 6 , where ⊕ denotes the entry-wise plus operator, numbers associated with arrow lines denote the weights for linear combination, each blue box denotes a same sub-network for representing function φ that accounts for the residual.
During training, we learn the parameters in φ as well as all the η's for linear combination so that the learned features are good for supervision. To do so, we predefine the number of K for each time t, and concatenate such networks together with the supervision signals. Then we can apply backpropagation to minimize the total loss, same as conventional feedforward neural networks.
Example: Linear Dynamical Systems and Beyond
Now let us consider the linear dynamic systems for modelling φ in Eq. 3, defined as follows:
where U, V ∈ R n×n , W ∈ R n×d , b ∈ R n are the parameters that need to be learned. By plugging Eq. 10 into Fig. 6 , we can compute h i,t , but at the cost of high computation.
Suppose that the matrix (I − U) ∈ R n×n is invertible. We then have a close-form fixed-point solution for Eq. 10, i.e. 
which can be computed efficiently based on the network in Fig. 7(a) . This linear recursion leads to a final hidden state for classification, which is a linear time invariant convolution of input timesteps. The discrimination of linear models for classification is very limited. To improve it, we propose a complex embedded nonlinear function for modelling φ based on linear dynamical systems that can be easily realized using the networks in Fig. 7(b) , where σ denotes a nonlinear activation function such as tanh or ReLU. Mathematically this embedding networks for supervised learning aims to minimize (approximately) the following objective:
The conditions above are essentially a special case of classic Jordan networks (Jordan, 1997) . Discussion: From the perspective of autapse, here the matrix U can be considered to mimics the functionality of excitation and inhibition. From the perspective of learnable features, the matrix (I + U) is to perform the alignment in the hidden state space to reduce the variance among the features. Similar ideas have been explored in other domains. For instance, PointNet (Qi et al., 2017 ) is a powerful network for 3D point cloud classification and segmentation, where there exist so-called T-Nets (transformation networks) that transform input features to be robust to noise.
It is worth of mentioning that from the perspective of formulation, FastRNN (Kusupati et al., 2018a) can be considered as an approximate solver with K = 1 for the same minimization problem in Eq. 12 with a fixed U = 0. Therefore, all the proofs in (Kusupati et al., 2018a) for FastRNN hold as well for ours in this special case.
Claim 1. In passing, while we do not formally show this here, we point out that solving Eq. 12 using our inexact Newton method with Eq. 11 and K = 1, the bounds of our generalization error and convergence can be verified to be no larger than that of FastRNN using the same techniques as in that paper (Kusupati et al., 2018b ).
This claim is empirically validated in our experiments.
Experiments
To demonstrate our approach, we refer to ERNN in our experiments as the special one solving Eq. 12 using Fig. 7(b) . By default we set K = 1 without explicit mention.
Datasets: ERNN's performance was benchmarked on the mix of IoT and traditional RNN tasks. IoT tasks include: (a) Google-30 (Warden, 2018) and Google-12, i.e. detection of utterances of 30 and 10 commands plus background noise and silence and (b) HAR-2 (Anguita et al., 2012) and DSA-19 (Altun et al., 2010) , i.e. Human Activity Recognition (HAR) from an accelerometer and gyroscope on a Samsung Galaxy S3 smartphone and Daily and Sports Activity (DSA) detection from a resource-constrained IoT wearable device with 5 Xsens MTx sensors having accelerometers, gyroscopes and magnetometers on the torso and four limbs. Traditional RNN tasks includes tasks such as language mod- eling on the Penn Treebank (PTB) dataset (McAuley & Leskovec, 2013) , star rating prediction on a scale of 1 to 5 of Yelp reviews (Yelp, 2017) and classification of MNIST images on a pixel-by-pixel sequence (Lecun et al., 1998) .
All the datasets are publicly available and their preprocessing and feature extraction details are provided in (Kusupati et al., 2018a) . The publicly provided training set for each dataset was subdivided into 80% for training and 20% for validation. Once the hyperparameters had been fixed, the algorithms were trained on the full training set and the results were reported on the publicly available test set. Table 1 lists the statistics of all the datasets.
Baseline Algorithms and Implementation: We compared ERNN with standard RNN, SpectralRNN , EURNN , LSTM (Hochreiter & Schmidhuber, 1997) , GRU (Cho et al., 2014) , UGRNN (Collins et al., 2016) , FastRNN and FastGRNN-LSQ (i.e. FastGRNN without model compression but achieving better accuracy and lower training time) (Kusupati et al., 2018a ). Since reducing model size is not our concern, we did not pursue model compression experiments and thus did not compare ERNN with FastGRNN directly, though potentially all the compression techniques in FastGRNN could be applicable to ERNN as well.
We used the publicly available implementation (Microsoft, 2018) for FastRNN and FastGRNN-LSQ. Except for FastRNN and FastGRNN-LSQ that we reproduced the results mentioned by verifying the hyper-parameter settings, we simply cited the corresponding numbers for the other competitors from (Kusupati et al., 2018a) . All the experiments were run on a Nvidia GTX 1080 GPU with CUDA 9 and cuDNN 7.0 on a machine with Intel Xeon 2.60 GHz GPU with 20 cores. We found that FastRNN and FastGRNN-LSQ can be trained to perform similar accuracy as reported in (Kusupati et al., 2018a) using slightly longer training time on our machine. This indicates that potentially all the other competitors can achieve similar accuracy using longer training time as well.
Hyper-parameters:
The hyper-parameters of each algorithm were set by a fine-grained validation wherever possible or according to the settings published in (Kusupati et al., 2018a) otherwise. Both the learning rate and η's were initialized to 10 −2 . Since ERNN converged much faster in comparison to FastRNN and FastGRNN-LSQ, the learning rate was halved periodically, where the period was learnt based on the validation set. Replicating this on FastRNN or FastGRNN-LSQ does not achieve the maximum accuracy reported in the paper. The batch size of 128 seems to work well across all the datasets. ERNN used ReLU as the nonlinearity and Adam (Kingma & Ba, 2015) as the optimizer for all the experiments.
Evaluation Criteria: The primary focus in this paper is on achieving better results than state-of-the-art RNNs with much better convergence rate. For this purpose we reported model size, training time and accuracy (perplexity on the PTB dataset). Following the lines of FastRNN and FastGRNN-LSQ, for PTB and Yelp datasets, model size excludes the word-vector embedding storage.
Results: Table 2 and Table 3 compare the performance of ERNN to the state-of-the-art RNNs. Four points are worth noticing about ERNN's performance. First, ERNN's prediction gains over a standard RNN ranged from 3.16% on Pixel-MNIST dataset to 21.71% on Google-12 dataset. Similar observations are made for other previously wideused RNNs as well, demonstrating the superiority of our approach. Second, ERNN's prediction accuracy always surpassed FastRNN's prediction accuracy. This indeed shows the advantage of learning a general U matrix rather than fixing it to 0. Third, ERNN could surpass gating based FastGRNN-LSQ on 4 out of 6 dataset in terms of prediction accuracy with 2.87% on DSA-19 dataset and 2.7% on Google-30 dataset. Fourth, and most importantly, ERNN's or even better than, the model size of either FastRNN or FastGRNN-LSQ. Table 4 compares the performance of ERNN with K=1 to that of K=2 (see Fig. 6 for the definition of K) on HAR-2 dataset. It can be seen that ERNN(K=2) achieves nearly 1% higher prediction accuracy with almost no change in model size but slightly higher training time. In comparison to FastGRNN-LSQ, ERRN(K=2) achieves 1% higher prediction accuracy with similar training time.
To further verify the advantage of our approach on convergence, we show the training behavior of different approaches in Fig. 8 . As we see, our ERNNs converge significantly faster than FastRNN while achieving lower losses. This observation demonstrates the importance of locating equilibrium points for dynamical systems. Meanwhile, the curve for ERNN(K=2) tends to stay below the curve for ERNN(K=1), indicating that finer approximate solutions for equilibrium points lead to faster convergence as well as better generalization (see Table 2 ). The training time reported in Table 2, Table 3, and Table 4 is the one for achieving a convergent model with best accuracy.
To understand the effect of learnable weights η's, we show these learned values in Fig. 9 , where we fit red lines to the scatter plots of these (η, T ) pairs based on least squares. Overall all the numbers here are very small, which is very useful to make the condition in Thm. 1 feasible in practice. In general, we observe similar decreasing behavior to that reported in (Kusupati et al., 2018a) . In contrast, our learning procedure does not constrain η to be positive, and thus we can learn some negatives to better fit the supervision signals, as illustrated in Fig. 9(a) . Across different datasets, η's form different patterns. For the case of K = 2 on the same dataset, however, we observe that the patterns of learned η's are almost identical with slightly change in values. This indicates that we may just need to learn a single η for different k's. We will investigate more on the impact of η's on accuracy in our future work.
Conclusion
Motivated by autapse in neuroscience, we propose a novel Equilibrated Recurrent Neural Network (ERNN) method. We introduce neuronal time-delayed self-feedback into conventional recurrent models, which leads to better generalization as well as efficient training. We demonstrate empirically that such neuronal self-feedback helps stabilize the hidden state transition matrices rapidly by learning discriminative latent features, leading to fast convergence in training and good accuracy in testing. To locate fixed points efficiently, we propose a novel inexact Newton method that can be proven to converge locally with linear rate (under mild conditions). As a result we can recast ERNN training into networks with residual connections in a principled way and train them efficiently based on backpropagation. We demonstrate the superiority of ERNNs over the state-of-the-art on several benchmark datasets in terms of both accuracy and training efficiency. For instance, on the Google-30 dataset our ERNN outperforms FastRNN by 2.50% in accuracy with ∼ 3× faster training speed.
