Background and Motivation
Silicide-based Schottky-barrier detectors (SBDs) are an enticing approach to infrared detection beyond the bandgap of silicon. The most intriguing feature of these detectors is their natural integration into the silicon complementary metal-oxide semiconductor (CMOS) fabrication process. CMOS compatibility enables monolithic integration of the SBD with logic signal conditioning circuitry, enabling the development of novel optoelectronic chips for applications such as telecommunications and infrared imaging. Unlike narrow bandgap semiconductor-based detectors such as Ge or InGaAs, there is no lattice matching constraint for the integration of silicide SBDs directly onto crystalline silicon. The silicide formation is done at relatively low temperatures, making it possible to integrate these devices into back end of line (BEOL) process steps. This attribute can simplify and dramatically reduce the fabrication cost of detector arrays and opto-electronic integrated circuits. Early development of SBDs was focused on Pd 2 Si [1] , [2] , PtSi [3] - [7] and IrSi [8] - [11] on p-type Reported external (square) and internal (diamond) quantum efficiency for various metal/metalsilicide Schottky-barrier photodetectors at 1.55 μm [1] , [9] , [14] - [28] . Blue marker-fill indicates standard front-side or back-side illuminated detectors, green indicates plasmonic resonant detectors, red indicates waveguide integrated detectors and purple indicates resonant-cavity-enhanced detectors. Yellow stars designate internal quantum efficiency results from this work. The dashed line represents the theoretical maximum quantum efficiency based on the barrier height, assuming a sharp emission threshold [29] .
Si for passive imaging applications in the 1-3 μm, 3-5 μm and 8-12 μm atmospheric transmission windows respectively. However, the relatively small Schottky-barrier height (SBH) of these detectors (0.1-0.35 eV) requires cryogenic cooling to manage the detector dark current driven by thermionic emission [12] , [13] . This cooling requirement has limited the utility of these detectors for low-cost consumer-based applications. More recent work has explored a variety of metals and silicides with larger barrier heights for room temperature operation on both n and p type substrates. Larger SBH translates to lower detector dark current (and therefore higher operating temperature), but also reduces detector quantum efficiency (QE) at a given wavelength. Poor QE relative to semiconductor bandgap-based detectors has been the primary challenge in the development of SBDs, and has inhibited its widespread use. Fig. 1 shows a collection of reported QE values at 1.55 μm for a variety of SBDs; purposely omitted from this collection are detectors featuring internal gain, which obfuscates the device QE. When available, the internal quantum efficiency (IQE), which is analogous to collection efficiency here, is plotted. Included in this collection are novel structures designed to improve QE by increasing absorption such as plasmonic resonators, waveguide integrated devices and photonic resonant cavities. Despite these novel device designs, reported QE and IQE values are often orders of magnitude below the theoretical maximum (hence the need for a logarithmic y-axis). Fig. 1 shows the general trend of increasing QE with decreasing SBH, as expected. To interrogate the effect of silicide thickness on QE, we calculate the ratio of the reported QE to the theoretical maximum (to minimize the barrier height influence) and plot that result vs the reported silicide thickness (Fig. 2) . From this plot it becomes clear that silicide thickness is the most critical design parameter for maximizing the QE of SBDs. The highest performing SBDs to date feature very thin silicide layers, leading to relatively simple backside-illuminated architectures with incomplete absorption outperforming novel resonant and waveguide architectures. Improved QE in thin silicide layers was first reported by Kimata et al. [6] in PtSi where they found a thin 9 nm silicide (the thinnest device tested in that work) exhibited the highest QE. Higher performance was subsequently reported for PtSi layers as thin as 2 nm [25] . This improvement has been attributed to multiple interface reflections of hot carriers when the silicide thickness is reduced below the hot carrier In an effort to minimize the barrier height influence, the quantum efficiency is divided by the theoretical maximum (based on the barrier height). The marker color and shape are the same indicators as in Fig. 1 . Fig. 3 . Schematic of (a) FSI and (b) BSI photodetectors. Detectors are square shaped ranging in width between 500 and 1000 μm. 100 μm square top contact bond pads and large area ground metal surrounding the detector are wire bonded to a ceramic chip carrier for device testing.
mean-free path [6] , [29] . Despite the age of this fundamental knowledge, very few reports of SBDs with thickness below 10 nm exist, and to our knowledge thickness dependence on QE has been systematically studied and reported for PtSi alone (3-5 μm wavelength). The purpose of this paper is to investigate the QE thickness dependence of NiSi on n-type Si. This material system is important because its approximately 600 meV barrier height covers the short-wave infrared and telecom wavelengths while maintaining a reasonably low dark current density at room temperatures. Because IQE monotonically increases towards the theoretical limit with decreasing silicide thickness [29] , our goal is to fabricate and characterize devices that approach the minimum achievable film thickness (which is determined by the percolation threshold of NiSi).
Device Fabrication
In this work, we fabricated NiSi SBDs with thicknesses of 1, 2, 3 and 4 nm in two different optical design configurations: frontside illumination (FSI) with backside reflector and backside illumination (BSI) with anti-reflection (AR) coating and quarter-wave resonant reflector. These device configurations are illustrated in Fig. 3 . Wide-area companion samples were processed in parallel to provide identical material stacks for optical characterization and comparison. These companion samples were always side-by-side to the corresponding device samples during every deposition process to ensure that the material stacks remained identical throughout all process sequences.
All devices were fabricated on [100] double-side polished (DSP) n-type silicon wafers with resistivity between 1-10 ·cm. A photoresist liftoff process is first used to define the detector area. After resist develop, a 4 min O 2 plasma was used to clear the surface of any organic residue. Immediately prior to the e-beam evaporation of Ni, a 20 s dilute BOE etch was used to eliminate any native oxide on the silicon surface. Ni film thickness was controlled using a quartz-crystal microbalance to be 0.5, 1, 1.5 and 2 nm, which combine with silicon to become 1, 2, 3 and 4 nm films of NiSi (respectively) after annealing at 400 C for 5 min [30] , [31] . Attempts to fabricate NiSi SBDs from Ni films thinner than 0.5 nm resulted in devices with performance characteristics that suggested discontinuous NiSi films were formed, i.e., dark current that didn't scale with device area and absence of photo response. We've concluded from this result that the percolation threshold for NiSi is around 1 nm for our deposition and annealing conditions. Wide area Ti/Au ground contacts are then deposited using another liftoff process to form a relatively low impedance contact to the substrate as well as on the NiSi film for wire bonding. The FSI configuration is completed by depositing a 200 nm thick Al film on the backside of the substrate, after thorough cleaning, to form a high-quality mirrored surface. For the BSI devices, the process was continued by depositing a quarter-wave (258 nm at 1.55 μm wavelength) SiO 2 layer on top of the NiSi film using plasma-enhanced chemical vapor deposition (PECVD). A Cr/Au (5/200 nm) mirror is then deposited on top of the SiO 2 layer to complete the resonant reflector of the BSI configuration. To expose the contacts for wire bonding, the sample is etched in BOE with the Cr/Au metal stack functioning as an etch mask. The BSI configuration is completed with another quarter-wave PECVD SiO 2 layer on the backside of the wafer to function as an AR coating. For reference, a 100 nm thick NiSi SBD was also fabricated. This device was only tested in the BSI configuration because SBDs require hot carrier generation near the Schottky barrier interface to obtain reasonable collection efficiency.
Device Characterization and Analysis

Dark Current
Device dark current/voltage measurements were performed using an Agilent 4155C semiconductor parameter analyzer. Temperature-dependent dark current was measured by mounting the devices in a pour-filled liquid nitrogen cooled dewar with a LakeShore Cryogenics DT-470 silicon diode sensor for monitoring the device temperature.
Tight bunching of the reverse-bias dark current density for all of the devices/samples in Fig. 4 (a) indicates excellent device uniformity, a favored characteristic of SBDs. The plot in Fig. 4 (b) shows the dark current isn't affected by the device size, indicating edge effects are negligible in this size regime. The inset reveals no obvious correlation between the dark current and silicide thickness for the thin devices. This implies that any effect the silicide thickness has on dark current is minor relative to other parameters such as substrate doping and process nonuniformities/defects. Because these devices were fabricated on different wafers, with quoted resistivity between 1-10 ·cm, the substrate doping amongst the samples can also vary by an order of magnitude (between approximately 4.5e14 and 4.5e15 cm −3 ). To quantify the impact of this variation on the dark current, we used the thermionic emission-driven dark current model [12] :
where A * * is the effective Richardson constant (approximately 112 cm −2 for n-type SBDs), V is the bias voltage, B 0 is the intrinsic barrier height, E m is the electric field and α s is an empirical static lowering coefficient. In the above formulation, we treat the barrier height as a voltage dependent quantity due to image force and static barrier lowering as described by Andrews and Lepselter [13] . Calculation of the voltage dependent electric field, based on the doping of the semiconductor and other material parameters, is detailed in [12] . A comparison of this model to temperature dependent measurements of one of the BSI 1 nm NiSi devices is included in Fig. 5(a) . The agreement between the measured data and thermionic emission model with barrier height lowering effects is remarkably good; the deviation between experimental data and the model at lower temps and higher bias is attributed to tunneling mechanisms which aren't included in the model. The doping used to calculate the modeled dark current in the plotted device is 8.5e14 cm −3 . Adjusting the modeled doping to the two extremes afforded by the quoted resistivity of the wafers used for fabrication reveals a dark current of 1.5 times higher for the highest doped wafer relative to the lowest (1 V reverse bias). Because the dark current is also a strong function of temperature, we fixed the doping to 8.5e14 cm −3 and varied the temperature between 297 K and 294 K (reasonable estimate of room temperature fluctuation in our lab) and found the dark current to be a factor of 1.3 higher at 297 K (1 V reverse bias). Ignoring the single runaway device, the ratio between the highest and lowest experimental dark current is 1.44 (at 1 V reverse bias) for the thin devices. Based on these results, we conclude that variations in substrate doping and chip temperature are sufficient to explain the variation in dark current observed by these devices. Process nonuniformities and defects are also likely to create minor variation between devices. To our knowledge, no SBD dark current model has been proposed that considers the device thickness as a parameter of interest, though it has been observed that ultra-thin SBDs can feature a lower SBH than thick devices [8] , [11] . This shouldn't be interpreted as a fundamental increase in dark current however, because the smaller SBH also extends the photo-response to longer wavelengths and is described well by the standard dark current models, as indicted by Fig. 5(a) . To characterize the effective SBH at the operation voltage used for quantum efficiency measurements in the subsequent sections, an Arrhenius analysis of every device was performed. The extracted activation energies for each device is included in Table 2 and plotted in Fig. 5(b) for the BSI devices. The activation energy of all thin devices was found to be within 5 meV of 610 meV. The 100 nm thick device featured a higher activation energy of 640 meV, explaining the lower dark current at room temperature relative to the thin devices.
External Quantum Efficiency
Spectral response measurements were made with a Thermo Scientific Nicolet 8700 FTIR spectrometer using the external detector input through a Keithley 428 current pre-amplifier. We used a deuterated L-alanine-doped triglycine sulfate (DLaTGS) pyroelectric detector to obtain a system reference spectrum. The raw pyro signal was corrected for its frequency response and divided by the photon energy to account for the optical power (rather than photon flux) linear dependence of the responsivity. The relative spectral response of the NiSi detectors is then obtained by simply dividing the raw response by the system reference spectrum. To measure quantum efficiency, a method detailed by J.D. Vincent [32] is used. A calibrated Infrared Systems Development Corp. IR-563/301 cavity blackbody at 1000 C provides a predictable source flux and spectrum according to Planck's Law. Narrowband optical filters are used to limit the flux to a narrow optical spectrum of interest. The source signal is modulated with an optical chopper wheel and the response monitored using a Keithley 428 current preamplifier and Stanford Research Systems SR850 DSP lock-in amplifier to isolate the signal from background noise. Spectral transmission of the window and optical filters were measured using the FTIR spectrometer, and accounted for in the QE calculation. Two QE measurements with different optical filters provide two scaling factors for the relative spectral response which are averaged to generate the QE spectrum. The QE spectrum of the FSI 2 nm NiSi device with superimposed spectral filters (scaled according to the QE measurement) is shown in the inset of Fig. 6 ; the agreement between the two optical measurements and spectral response curve shown in the inset was typical and consistent for all measurements.
As expected, QE for BSI devices is higher than FSI due to expected higher absorption (Fig. 6 ). The FSI devices feature an optimum NiSi thickness between 1-2 nm, while the BSI devices feature an optimum NiSi thickness between 1-3 nm. This result highlights the relationship between the detector optical design architecture and optimum silicide layer thickness for SBDs. Each combination of silicide and optical architecture, can have a unique optimal silicide thickness that maximizes QE whenever the absorption is incomplete (typical for thin silicide SBDs in an imaging configuration). Also evident in Fig. 6 is the substantial improvement of all sub 5 nm devices relative to the 100 nm reference device.
Internal Quantum Efficiency Measurement
QE is simply equal to the fractional absorption of light multiplied by the IQE, so accurately obtaining the absorption spectrum of these devices is all that remains to obtain the IQE spectra. The transfermatrix method (TMM) can be used to precisely calculate the absorption of each layer of a film stack if the complex index of refraction over the wavelength range of interest is known for each layer [33] , [34] . For this, a least-squares fitting (LSF) procedure was used to first determine index dispersion values for Si, SiO 2 , Al, Cr, and Au (the collection of materials used in the FSI and BSI Fig. 6 . QE spectra for the (a) FSI and (b) BSI devices at 1 V reverse bias. The inset in (a) demonstrates how two spectral notch filter measurements are used to scale the relative spectral response obtained by FTIR. The spectrum used for the inset is a 2 nm NiSi FSI device but is representative of the agreement obtained for all spectra. The inset in (b) shows the QE as a function of bias, illuminated through the blue (1.38 μm peak) notch filter; the BSI devices are the higher grouping of values, while the FSI devices are the lower grouping in this inset. All measurements were performed at room temperature.
configurations) using TMM to calculate the modeled transmission and reflection. The progression of fitting the various materials is illustrated in Fig. 7 . The silicon band-edge was fit using the parabolic approximations described by [35] , and free-carrier absorption was modeled as a simple power function [36] . The Cauchy model for transparent media was used to fit the real-part of the Si index as well as the SiO 2 index. Dispersion curves for the metals Al [37] , Cr [38] , and Au [39] were taken from literature and well-established databases [40] . The fitting process consists of taking an initial guess of the various parameters of the refractive index models, calculating the predicted reflection and transmission using TMM, calculating a residual error between the model and measured data (for each measurement at each wavelength), and forming a new guess for the models using a root finding algorithm loop until the residuals are sufficiently small. The root finding method we used for this fitting procedure is the trust region reflective method [41] , which is generally robust and performed well for these datasets. The code used for the fitting was written in a way to enable fitting the index model parameters of a single film to multiple measurements that include that film simultaneously. We determined this multi-measurement approach was required to properly constrain the fitting and improve accuracy and consistency. While a single measurement can be used to fit the index parameters of a film, those parameters wouldn't reliably predict other measurements unless those measurements were included in the fitting simultaneously. This is analogous to taking measurements at multiple angles to improve fitting reliability with ellipsometry.
With all of the constituent materials modeled accurately to fit the FTIR measurements above, final fitting of the NiSi layers can be performed. Each thickness is fit independently of one another because it is known that material refractive index dispersion changes with thickness in the ultra-thin film regime [42] , [43] . A polynomial of the following form was used to fit the NiSi index dispersion:
For each layer thickness, reflection and transmission measurements of the NiSi thin film on Si as well as reflection measurements of the BSI and FSI configurations were used for fitting. All of this data along with the modeled fitting curves are plotted in Fig. 8 . A summary of the converged fitting parameters for the NiSi films is provided in Table 1 .
By implementing a fitting procedure to model the complex index of refraction for each material, we are able to accurately account for the parasitic losses due to free-carrier absorption in Si and losses in the metallic mirror layers to extract absorption in the NiSi layer. Because the NiSi film absorption depends on the thickness, the parasitic losses are not constant amongst the samples/layers and must be modeled to account for those variations. The calculated absorption from each layer for both the FSI and BSI configurations is plotted for the 2nm NiSi film in Fig. 9 . Using this LSF/TMM method, we extract the complex index of refraction spectra for each layer. It should be noted that for incoherent layers (e.g., ultra-thin layers like the NiSi and thick layers like the Si substrate) the precision of determining the index spectra is dependent on the fidelity to which the layer thickness is known. This is because the thickness of these layers is too small (or too large) to contribute to interference fringing effects, and therefore thickness information isn't encoded in the measurement spectra and cannot be determined without an independent measurement of the thickness. This limitation is analogous to the challenge of fitting the film index and thickness simultaneously using ellipsometry of ultra-thin films [44] . For these samples, our independent measurement comes from a quartz-crystal thickness monitor during deposition. However, this limitation does not impact the method's ability to accurately determine the absolute absorption in each layer. This is perhaps obvious for the case of the thick substrate, where an adjustment to the substrate thickness will result in a change in the absorption coefficient such that total absorption is equivalent. We have found the equivalent to be true for the ultra-thin film case as well. To demonstrate this, the LSF/TMM procedure was repeated for the same set of FTIR measurements of the 2 nm NiSi film assuming the film thickness was 1, 2, and 3 nm (an overestimation of the error bounds on the film thickness). Fig. 10 demonstrates that while the absolute value of the index dispersion changes for each fitting, the calculated absolute absorption does not.
Because the goal of this fitting procedure is to extract an accurate representation of the absorption spectrum and not the refractive index dispersion, we find this method to be satisfactory despite its limitations. Again, considering the analogy of ellipsometry measurements of ultra-thin films, the ellipsometric quantities , and ρ can be accurately determined readily from measurements while accuracy of the refractive index fitting is reliant on input of an accurate film thickness derived from another independent measurement. From this perspective, our method of LSF/TMM is potentially more useful for characterizing devices with ultra-thin films such as SBDs than ellipsometry because the measurable parameters of reflection, transmission and absorption are physically meaningful to device performance, while the ellipsometric quantities are not.
Using the calculated absorption spectra from the LSF/TMM technique along with the QE spectra, we can calculate the device IQE for both the FSI and BSI device configurations which is shown in Fig. 11 . Fig. 11 clearly depicts a trend of increasing IQE with decreasing NiSi thickness. We also see in the plot that the IQE for both the FSI and BSI configurations are in good agreement for all four NiSi thicknesses tested. This result suggests that absorption in the film is relatively uniform as a function of depth, i.e., no significant gradients in the density of excited carriers exist within the Fig. 11 . Calculated IQE spectra for all FSI and BSI devices (1 V reverse bias). IQE is calculated from the QE spectral measurement and absorption calculation based on the film FTIR measurements. film under illumination. Good agreement of the IQE between the BSI and FSI configuration also provides confidence in the accuracy of these results and demonstrates the utility of the method for determining IQE. IQE of the 1 nm NiSi device was found to be 2.4% and 5.9% at 1.55 μm and 1.3 μm respectively, an improvement factor of 16.7 over the highest previously reported value of 0.144% at 1.55 μm [20] with a comparable SBH in NiSi, and a factor of 57 improvement over the 100 nm thick reference device we fabricated.
Internal Quantum Efficiency Analysis
A common method for characterizing the quantum yield of SBDs is in relation to the modified Fowler equation [45] :
where C is the quantum efficiency coefficient (eV −1 ) and h υ is the photon energy. The Fowler equation therefore enables a simple linear fitting of the SBH and quantum efficiency coefficient, which is independent of the photon energy, directly from a response measurement. While it is common to use the QE when fitting to the Fowler plot, ideally the detector IQE spectrum should be used because the modified Fowler equation does not consider absorption.
The plot in Fig. 12(a) shows the devices fit the Fowler yield relationship well over a wide range of photon energies, but deviates when the photon energy approaches the SBH. Because the Fowler quantum efficiency coefficient (C) is wavelength-independent measure of the quantum yield, it is a useful parameter to compare as a function of the silicide thickness as shown in Fig. 12(b) . From this plot we can see good agreement between the FSI and BSI quantum yield across the thickness range. The shape of the plot suggests that the quantum yield parameter is accelerating rather than saturating with decreasing thickness across the range tested. The implication of this result is that further improvement to the quantum yield should be realizable if the NiSi thickness can be reduced from what has been demonstrated here.
The modified Fowler equation approximates the Vickers' model [46] as device temperature approaches zero. This is a fairly good approximation for cryogenically cooled SBDs and for photon energies much larger than the barrier height, but isn't a strictly accurate approximation for moderate barrier heights at room temperature. Nevertheless, the fitting is included above because of its widespread use in the field and its simplicity for analysis and comparison. A more meaningful investigation of the SBD quantum efficiency would consider the effect of carrier scattering and the film thickness to explain the thickness dependence of the quantum efficiency. Vickers' model, in its general form, does exactly this:
where F ( b ) is the Fowler Factor and P (t) is the thickness-dependent scattering term. The Fowler factor describes the fraction of hot carriers whose energy and momentum satisfy emission over the barrier. Vickers' derived formula for the Fowler factor includes a computationally expensive polylogarithm function which makes it impractical for experimental fitting. The approximation of this factor as temperature approaches zero, reduces to the Fowler equation which is typically modified further to include the quantum efficiency coefficient for empirical fitting to experimental data. The scattering term describes the probability that carriers with sufficient energy are scattered off of phonons or the metal interfaces until the momentum also satisfies emission before it collides with another carrier and loses its energy. It is from this term that the theory of increased collection efficiency with decreasing film thickness is quantified. The rigorous model proposed by Vickers is again complex, which includes exponential integral functions that again make experimental fitting difficult. Vickers also proposes an approximation to the model that simplifies computation, but the approximation loses accuracy for ultra-thin metal layers. Recently, Casalino has addressed the challenges with Vickers' rigorous model by developing approximate formulas for the Fowler Factor and scattering term that significantly improve the accuracy relative to the approximations described above while preserving the thickness-dependent scattering term [47] .
Using Eqn. (6) and (7) as inputs to (5) provides a long but computationally efficient expression for the device IQE that can be used as a physical model for fitting. Despite all the terms, the only unknown variables in this expression are the NiSi Fermi energy E F (4.35 eV [48] ), the SBH B and the hot carrier mean free path L . Rather than defining the NiSi thickness and fitting the mean free path, we've chosen to fit to the ratio of the mean free path and thickness.
Using a least-squares fitting procedure, we were able to extract the SBH and L /t ratio for each device using Casalino's approximation to Vickers' model as shown in Fig. 13 . The advantage of this approach over the more common Fowler fitting is the improved agreement between theory and experimental (when the photon energy is near the barrier height) and the extraction of the physically meaningful L /t ratio. A summary of all of all of the extracted device parameters is included in Table 2 . As expected, the L /t ratio monotonically increases with decreasing NiSi thickness. The average hot carrier mean-free path for the BSI and FSI devices was found to be 57.7 nm and 64.7 nm respectively. This result is consistent with the modified Fowler fit where the average quantum efficiency coefficient is slightly higher for the FSI devices than the BSI. While this could suggest the BSI device NiSi films have been degraded slightly, we are hesitant to draw that conclusion. Both the modified Fowler fitting as well as the fitting to Casalino's Vickers approximation lose accuracy as the photon energy approaches the barrier height. We found both methods underestimated the measured zero-crossing wavelength of the QE spectrum (over-estimation of B ) which was found to be around 2.15 μm ( B = 0.577 eV) for all devices. In contrast, both models fit the SBH of BSI devices to be smaller than the FSI devices. Additionally, inspection of the IQE in Fig. 11 and Table 2 suggests that the collection efficiency between FSI and BSI are quite similar. Discrepancies between the IQE of FSI and BSI devices for a given thickness are not consistently in favor of one illumination configuration over the other when considering the full wavelength range. For this reason, we interpret the extracted L to be an approximation limited in accuracy by the approximate model used for fitting as well as the accuracy of the film thickness, which is difficult to measure with high precision in this thickness regime. Despite this limitation, we believe fitting SBD device performance to a physical model that includes L to be a more meaningful and insightful than simply using a fitting parameter, as is more typically done with these devices, using the modified Fowler fit.
Summary and Conclusion
We have fabricated and characterized a series of NiSi/n-Si SBDs in two imaging configurations (FSI and BSI) with silicide thicknesses of 1, 2, 3, 4 and 100 nm. We found the IQE to monotonically increase with decreasing silicide thickness. Efforts to fabricate SBDs with silicide thickness below 1 nm resulted in IV and QE characteristics that suggest a discontinuous NiSi film was formed. We believe additional improvement to the IQE is possible if thinner NiSi layers can be reliably fabricated by adjusting the deposition/annealing process appropriately. This is evidenced by an accelerating increase in the quantum efficiency coefficient with decreasing silicide thickness obtained by fitting device IQE to the modified Fowler equation. Further insight into the hot carrier transport properties was obtained by fitting the IQE to an approximation of Vickers' model provided by Casalino. To our knowledge, this is the first extraction of the hot carrier mean-free path directly from SBD device measurements (∼60 nm for electrons in NiSi). The IQE measurements were enabled by a simultaneous multi-measurement reflection/transmission fitting that we used to extract the silicide absorption by accounting for parasitic losses in the substrate and metallic mirrors. Using this method, we found parasitic losses were not negligible and hope future SBD characterization reports adopt similar methodology rather than simply assuming all loss is due to the silicide layer, which we found to be inaccurate. We expect that SBDs fabricated near the percolation threshold, with novel approaches to maximizing absorption such as photonic and plasmonic resonators or waveguided structures, have the greatest promise of maximizing the potential of this low-cost IR detector technology.
