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a b s t r a c t
This paper considers a batch arrival retrial queue with general retrial times under a
modified vacation policy. Any arriving batch finding the server busy or on vacation enters
an orbit. Otherwise, one customer from the arriving batch obtains the service immediately
while the rest join the orbit. If the orbit is empty, the server takes at most J vacations
repeatedly until at least one customer appears in the orbit upon returning from a vacation.
If the orbit is nonempty when the server returns from a vacation, the server waits idly for
customers from the orbit or new arrivals. On the other hand, if no customers are recorded
in the orbit at the end of the Jth vacation, the server waits for new customers to arrive.
This retrial systemhas potential applications in packet-switched networks. By applying the
supplementary variable technique, some important system characteristics are derived. The
results presented in the paper may be useful for network system designers and software
system engineers.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In a retrial queue, the arriving customers who encounter the server busy join a trail queue called orbit. An arbitrary
customer in the orbit generates a stream of repeated requests, of which the inter-retrial time is independent of the number
of customers in the orbit. Such queueing systems play important roles in the analysis of many telecommunication networks,
computer systems, and telephone switching systems. Review of retrial queue literature could be found in [1–4]. A number of
applications of retrial queues in science and engineering could be found in [5]. Diamond and Alfa [6] constructed a method
for approximating the stationary distribution and waiting time moments of an M/PH/1 retrial queue with phase type inter-
retrial times. The BMAP/G/1 retrial system with search for customers immediately on termination of service was studied
in [7], in which the inter-retrial time is followed by an exponential distribution, and the duration of search is characterized
by a generally distributed random variable. Lopez-Herrero [8] presented the explicit formulae for the probabilities of the
number of customers (denoted by I) being served in a busy period, and an explicit expression for the second moment of I
for the M/G/1 retrial queueing system is also given. Lopez-Herrero further employed the principle of maximum entropy to
estimate the distributions of I .
The modelling analysis for the queueing systems with vacations has been done through a considerable amount of work
in the past, and successfully used in various applications such as production/inventory systems, communication systems,
computer systems, . . . etc. (see Doshi [9]). An excellent and comprehensive study on the vacationmodels can be found in [10].
Regarding the relatedworks of retrial queueswith vacations, Li and Yang [11] developed anM/G/1 retrial systemwith server
vacations and M independent, identical input sources. Li and Yang’s vacation policy is described as follows: in a case when
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the server is idle at the time of the arrival of a fresh or returning customer, he starts to serve a customer with probability
αk or takes a vacation with probability 1 − αk (k denotes the number of returning customers present in the system at the
time of the arrival). They further used a CSMA/CD based local area network as a numerical example to explain how their
model can be applied to study network properties which have interesting implications for system control and design. An
M/G/1 retrial queue with exhaustive server vacations was analyzed in [12], in which the server takes a vacation only when
there are no customers in the system. Kumar and Arivudainambi [13] dealt with an M/G/1 retrial queue where the server
operates according to a Bernoulli vacation policy as described in [14]. Recently, Choudhury and Deka [15] studied an M/G/1
retrial queue with a Bernoulli service discipline (two-phase services: essential and optional), in which the server is subject
to breakdowns and repairs.
In this paper, we consider a batch arrival retrial queue with general retrial times under a modified vacation policy when
no customers are recorded in the orbit. Differing with existing works, the vacation policy of our model iswhen no customers
are recorded in the orbit, the server goes on at most J vacations repeatedly until at least one customer appears in the orbit upon
returning from a vacation. The server remains dormant in the system to wait for customers whenever the orbit is not empty upon
returning from a vacation or at least one customer appears after he returns from the Jth vacation. Of more consequence, so far
very few authors have studied the comparable work on the vacation policy for batch arrival models in which the server may
take a sequence of finite vacations in its idle time.
Such a retrial queueingmodel has potential applications in a packet-switchednetwork. In a packet-switchednetwork, the
router is an interconnection device that attaches two or more networks. It takes charge of receiving packets and forwarding
them to the next hop, according to the routing information found in its routing table. To collect the complete routing
information, the router may exchange its routing information with the other routers. Typically, IP packets in batches arrive
at the router according to a Poisson stream. When packets arrive at the router, one packet is selected to serve and the
rest of the packets will enter the buffer which is located inside the router. To keep the router functioning well, some
maintenance activities, such as routing information backup and virus scan, can be performed when the router is idle. This
kind of maintenance can be programmed to be performed on a regular basis. However, these maintenance activities do
not repeat continuously. When these activities are finished, the router will enter the idle state again and wait for the new
packets to arrive. For efficiency, it is appropriate, in designing a program, to collect information of contacting messages due
to the lack ofmechanism to record howmany contactingmessages there are currently from various senders. In this scenario,
buffer in the router, router, retransmission policy, and maintenance activities in idle correspond to the orbit, the server, the
retrial discipline, and the vacation policy, respectively, in the queueing terminology.
Another possible application of M[x]/G/1 retrial system is the transfer model of e-mail systems. Generally speaking, the
mail system uses the Simple Mail Transfer Protocol (SMTP) to deliver the messages between mail servers. When a mail
transfer program contacts a server on a remote machine, it forms a TCP connection over which it communicates. Once
the connection is in place, the two programs follow SMTP, that allows the sender to identify itself, specify a recipient,
and transfer an e-mail message. By depositing/sending the sender’s e-mail via his/her own mail server, the sender’s mail
server can repeatedly try to send the contact message to the receiver’s mail server until the receiver’s mail server becomes
operational. Typically, contact messages arrive at the mail server in batches of variable sizes in a Poisson stream. When
contact messages arrive at the mail server, one message is selected to serve, and the rest of the contact messages will retry.
To keep the mail server functioning well, a virus scan is an important maintenance activity for the mail server. It can be
performed when the mail server is idle. This kind of maintenance can be programmed to be performed on a regular basis.
However, these maintenance activities do not repeat continuously. When these activities are finished, the mail server will
enter the idle state again and wait for the contact messages to arrive. Because there is no mechanism to record how many
contactingmessages fromvarious senders there are currently, it is appropriate, in designing aprogram, to collect information
of contacting messages for the reason of efficiency. In this scenario, the buffer in the sender’s mail server, receiver’s mail
server, retransmission policy, and the maintenance activities correspond to the orbit, the server, the retrial discipline, and
the vacation policy, respectively, in the queueing terminology.
The rest of this paper is organized as follows.We first construct themathematicalmodel for the batch arrivalM/G/1 retrial
queue with general retrial times under a modified vacation policy, where the server may take at most J vacations utilizing
his idle time. After that, the steady-state distribution of the server state and the number of customers in the system/orbit
are obtained. We also derive some important characteristics of this system and perform some numerical investigation to
illustrate the impact of various parameter values on the characteristics. Finally, we show that a general decomposition law
also holds for this variant vacation system.
2. The system
In this paper, we consider an M[x]/G/1 retrial system with general retrial times, where the server leaves for at most J
vacations when the orbit is empty. The detailed description of the model is given as follows:
1. New customers arrive in batches according to a compound Poisson process with rate λ. Let Xk denote the number of
customers belonging to the kth arrival batch, where Xk, k = 1, 2, 3, . . ., are with a common distribution
Pr[Xk = n] = χn, n = 1, 2, 3, . . .
and X(z) denotes the probability generating function of X .
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2. We assume that there is no waiting space and, therefore, if arriving customers find the server free, one of the arrivals
begins his service and others leave the service area and join the orbit. If the server is busy or on vacation, arriving
customers leave the service area and join the orbit. The customers in the orbit try to require his service later and the
inter-retrial times have an arbitrary distribution R(t)with corresponding Laplace–Stieltjes transform (LST) R˜(θ).
3. There is a single server who provides service to all arriving customers. The service times follow a generally random
variable S with distribution function S(t) and Laplace–Stieltjes transform (LST) S˜(θ).
4. Whenever the orbit is empty, the server leaves for a vacation of random length V . If no customers appear in the orbit
when the server returns from the vacation, it leaves again for another vacation with the same length. Such a pattern
continues until it returns from a vacation to find at least one customer is recorded in the orbit or it has already taken J
vacations. If the orbit is empty at the end of the Jth vacation, the server remains idle for new arrivals in the system. At
a vacation completion epoch the orbit is nonempty, the server waits for the customers, if any, in the orbit, or for new
customers to arrive. The vacation time V has distribution function V (t) and Laplace–Stieltjes transform (LST) V˜ (θ).
5. Various stochastic processes involved in the system are independent of each other.
3. The analysis
In this section, we first develop the steady-state difference-differential equations for the retrial system by treating the
elapsed retrial time, the elapsed service time, and the elapsed vacation time as supplementary variables. After that, the
probability generating functions for the server state and the number of customers in the system/orbit are derived.
3.1. Steady-state equations
In the steady-state, we assume that R(0) = 0, R(∞) = 1, S(0) = 0, S(∞) = 1, V (0) = 0, V (∞) = 1 and are continuous
at x = 0, so that
θ(x)dx = dR(x)
1− R(x) ,
µ(x)dx = dS(x)
1− S(x) ,
ω(x)dx = dV (x)
1− V (x) .
Remark 1. θ(x)dx can be interpreted as the conditional probability density of completion of the retrial time, given that the
elapsed time is x. Both µ(x)dx and ω(x)dx can refer to the corresponding service and vacation, respectively.
The state of the system at time t is given by
O(t) ≡ number of customers in the orbit,
R−(t) ≡ the elapsed retrial time,
S−(t) ≡ the elapsed service time,
and
V−j (t) ≡ the elapsed time of the jth vacation,
where j = 1, 2, . . . , J .
For further development of this retrial queueing model, let us define the random variable∆(t) as follows:
∆(t) =

0, if the server is free at time t,
1, if the server is busy at time t,
2, if the server is on vacation with the 1th vacation at time t,
3, if the server is on vacation with the 2th vacation at time t,
...
j+ 1, if the server is on vacation with the jth vacation at time t,
...
J + 1, if the server is on vacation with the Jth vacation at time t.
Thus the supplementary variables R−(t), S−(t), and V−j (t) are introduced in order to obtain a bivariate Markov process
{O(t), δ(t)}, where δ(t) = R−(t) if ∆(t) = 0 and O(t) > 0, δ(t) = S−(t) if ∆(t) = 1 and O(t) ≥ 0, and δ(t) = V−j (t) if
∆(t) = j+ 1 and O(t) ≥ 0 (j = 1, 2 . . . , J).
Let {tn; n = 1, 2, . . .} be the sequence of epochs at which either a service period completion occurs or a vacation time
ends. The sequence of random vectors Zn = {O(tn+), δ(tn+)} form a Markov chain which is embedded in the retrial
queueing system. By similar arguments of Gomez-Corral [16], we show that {Zn; n = 1, 2, 3, . . .} is ergodic if and only
if E[X](1− R˜(λ)+ λE[S]) < 1.
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Let us define the following probabilities:
P0(t) = Pr{O(t) = 0,∆(t) = 0},
Pn(x, t)dx = Pr{O(t) = n, δ(t) = R−(t); x < R−(t) ≤ x+ dx}, x > 0, n ≥ 1
Πn(x, t)dx = Pr{O(t) = n, δ(t) = S−(t); x < S−(t) ≤ x+ dx}, x > 0, n ≥ 0
Ωj,n(x, t)dx = Pr{O(t) = n, δ(t) = V−j (t); x < V−j (t) ≤ x+ dx}, x > 0, n ≥ 0, 1 ≤ j ≤ J.
In steady-state, we can set P0 = limt→∞ P0(t) and limiting densities Pn(x) = limt→∞ Pn(x, t) for x > 0 and n ≥ 1,
Πn(x) = limt→∞Πn(x, t) for x > 0 and n ≥ 0, andΩj,n(x) = limt→∞Ωj,n(x, t) for x > 0 and n ≥ 0.
Following the arguments of Cox [17], the Kolmogorov forward equations,which govern the systemunder the steady-state
conditions, can be written as follows:
λP0 =
∫ ∞
0
ΩJ,0(x)ω(x)dx, (1)
d
dx
Pn(x)+ [λ+ θ(x)]Pn(x) = 0, x > 0, n ≥ 1 (2)
d
dx
Π0(x)+ [λ+ µ(x)]Π0(x) = 0, x > 0, (3)
d
dx
Πn(x)+ [λ+ µ(x)]Πn(x) = λ
n∑
k=1
χkΠn−k(x), x > 0, n ≥ 1 (4)
d
dx
Ωj,0(x)+ [λ+ ω(x)]Ωj,0(x) = 0, x > 0, 1 ≤ j ≤ J (5)
d
dx
Ωj,n(x)+ [λ+ ω(x)]Ωj,n(x) = λ
n∑
k=1
χkΩj,n−k(x), x > 0, n ≥ 1, 1 ≤ j ≤ J. (6)
Note that the solutions of this system for the stationary probabilities exist and are positive if and only if E[X](1− R˜(λ)+
λE[S]) < 1, i.e., only under the condition of ergodicity. (see [18, p. 187–188])
These set of equations are solved under the following boundary conditions at x = 0.
Pn(0) =
∫ ∞
0
Ω1,n(x)ω(x)dx+
∫ ∞
0
Ω2,n(x)ω(x)dx+ · · · +
∫ ∞
0
ΩJ,n(x)ω(x)dx
+
∫ ∞
0
Πn(x)µ(x)dx, n ≥ 1 (7)
Π0(0) =
∫ ∞
0
P1(x)θ(x)dx+ λχ1P0, (8)
Πn(0) =
∫ ∞
0
Pn+1(x)θ(x)dx+ λ
∫ ∞
0
n∑
k=1
χkPn−k+1(x)dx+ λχn+1P0, n ≥ 1 (9)
Ω1,0(0) =

∫ ∞
0
Π0(x)µ(x)dx, n = 0
0, n ≥ 1
(10)
Ωj,0(0) =

∫ ∞
0
Ωj−1,0(x)ω(x)dx, n = 0 and j = 2, 3, . . . , J
0, n ≥ 1 and j = 2, 3, . . . , J
(11)
and the normalization condition
P0 +
∞∑
n=1
∫ ∞
0
Pn(x)dx+
∞∑
n=0
∫ ∞
0
Πn(x)dx+
J∑
j=1
[ ∞∑
n=0
∫ ∞
0
Ωj,n(x)dx
]
= 1. (12)
Next, we define the probability generating functions for {Pn(·)}, {Πn(·)} and {Ωj,n(·)} as follows;
P(x; z) =
∞∑
n=1
znPn(x), |z| ≤ 1
Π(x; z) =
∞∑
n=0
znΠn(x), |z| ≤ 1
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and
Ωj(x; z) =
∞∑
n=0
znΩj,n(x), |z| ≤ 1, 1 ≤ j ≤ J.
Now, multiplying Eq. (2) by zn and summing over n (n = 1, 2, 3, . . .), it finally yields
∂P(x; z)
∂x
+ (λ+ θ(x))P(x; z) = 0, x > 0. (13)
Similarly, proceeding in the usual manner with (3) to (11), we get
∂Π(x; z)
∂x
+ [λ− λX(z)+ µ(x)]Π(x; z) = 0, (14)
∂Ωj(x; z)
∂x
+ [λ− λX(z)+ ω(x)]Ωj(x; z) = 0, (15)
P(0; z) =
J∑
j=1
∫ ∞
0
Ωj(x; z)ω(x)dx+
∫ ∞
0
Π(x; z)µ(x)dx−
J∑
j=1
Ωj,0(0)− λP0, (16)
and
Π(0; z) = 1
z
∫ ∞
0
P(x; z)θ(x)dx+ λX(z)
z
[∫ ∞
0
P(x; z)dx+ P0
]
, (17)
where x > 0.
Solving the partial differential equation (13) to (15), it follows that
P(x; z) = P(0; z)[1− R(x)]e−λx, (18)
Π(x; z) = Π(0; z)[1− S(x)]e−λ[1−X(z)]x, (19)
and
Ωj(x; z) = Ωj(0; z)[1− V (x)]e−λ[1−X(z)]x, j = 1, 2, . . . , J. (20)
From (5), we obtain
Ωj,0(x) = Ωj,0(0)[1− V (x)]e−λx, j = 1, 2, . . . , J. (21)
Multiplying (21) by ω(x) on both sides for j = J and integrating with respect to x from 0 to∞, then from (1) we have
ΩJ,0(0) = λP0
V˜ (λ)
. (22)
Starting with Eq. (22) and then solving (11) recursively over the range j = J − 1, J − 2, . . . , 1, we get on simplification
Ωj,0(0) = λP0[V˜ (λ)]J−j+1 , j = 1, 2, . . . , J − 1. (23)
From (11), (22) and (23), we get
Ωj(0; z) = λP0[V˜ (λ)]J−j+1 , j = 1, 2, . . . , J. (24)
Integrating Eq. (21) from 0 to∞ and using (22)–(23) again, we finally obtain
Ωj,0 = P0(1− V˜ (λ))[V˜ (λ)]J−j+1 , j = 1, 2, . . . , J. (25)
Note thatΩj,0 represents the steady-state probability that no customers appear while the server is on the jth vacation. Let
Ω0 be the probability that no customers appear in the system while the server is on vacation. Then
Ω0 = P0(1− [V˜ (λ)]
J)
[V˜ (λ)]J . (26)
Inserting (18) into (17) and doing some algebraic manipulation, it finally yields
Π(0; z) = P(0; z)
( R˜(λ)+ X(z)[1− R˜(λ)]
z
)
+ λX(z)
z
P0. (27)
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Further substituting (19), (20), (22) and (23) into (16), we get on simplification
P(0; z) = λP0
(
1− [V˜ (λ)]J)
[V˜ (λ)]J[1− V˜ (λ)] [V˜ (λ− λX(z))− 1]+Π(0; z )˜S(λ− λX(z))− λP0. (28)
Solving P(0; z) from (27) and (28), it finally gives
P(0; z) =
λP0
{ z(1−[V˜ (λ)]J )
[V˜ (λ)]J [1−V˜ (λ)]
[
V˜ (λ− λX(z))− 1]− z + X(z )˜S(λ− λX(z))}
z − S˜(λ− λX(z))( R˜(λ)+ X(z)[1− R˜(λ)]) . (29)
It follows from (18) and (29) that
P(x; z) =
λP0
{ z(1−[V˜ (λ)]J )
[V˜ (λ)]J [1−V˜ (λ)]
[
V˜ (λ− λX(z))− 1]− z + X(z )˜S(λ− λX(z))}
z − S˜(λ− λX(z))( R˜(λ)+ X(z)[1− R˜(λ)]) [1− R(x)]e−λx, (30)
and therefore,
P(z) =
∫ ∞
0
P(x; z)dx = P0[1− R˜(λ)]
z(1−[V˜ (λ)]J )
[V˜ (λ)]J [1−V˜ (λ)]
[
V˜ (λ− λX(z))− 1]− z + X(z )˜S(λ− λX(z))
z − S˜(λ− λX(z))( R˜(λ)+ X(z)[1− R˜(λ)]) . (31)
Proceeding in the similar manner with (19)–(20), we obtain the following generating functions
Π(z) =
P0
[(
(1−[V˜ (λ)]J )[V˜ (λ−λX(z))−1]
[V˜ (λ)]J [1−V˜ (λ)] − 1
)(
R˜(λ)+ X(z)[1− R˜(λ)])+ X(z)]
z − S˜(λ− λX(z))( R˜(λ)+ X(z)[1− R˜(λ)]) S˜(λ− λX(z))− 1X(z)− 1 , (32)
and
Ωj(z) = P0[V˜ (λ− λX(z))− 1][X(z)− 1][V˜ (λ)]J−j+1 , j = 1, 2, . . . , J. (33)
The unknown constant P0 can be determined by using the normalization condition (12), which is equivalent to P0 + P(1)+
Π(1)+∑Jj=1Ωj(1) = 1. Thus we obtain
P0 = 1− E[X]
(
1− R˜(λ)+ λE[S])
λE[V ](1−[V˜ (λ)]J )
[V˜ (λ)]J [1−V˜ (λ)] + R˜(λ)
. (34)
Let Φs(z) = P0 + P(z) + zΠ(z) +∑Jj=1Ωj(z) be the probability generating function of the system size distribution at
stationary point of time. Then
Φs(z) =
P0
{(
(1−[V˜ (λ)]J )[V˜ (λ−λX(z))−1]
[V˜ (λ)]J [1−V˜ (λ)]
)(
R˜(λ)+ X(z)[1− R˜(λ)])+ R˜(λ)(X(z)− 1)}
z − S˜(λ− λX(z))( R˜(λ)+ X(z)[1− R˜(λ)]) S˜(λ− λX(z))(z − 1)X(z)− 1 , (35)
where P0 is given in (34).
3.2. System characteristics
In this section, we derive the system characteristics of the M[x]/G/1 retrial queue with general repeated attempts and at
most J vacations. Note that (34) gives the steady-state probability that the server is idle but available in the system. From
(34) we have E[X](1 − R˜(λ) + λE[S]) < 1, which is stability condition. It follows from (31)–(33) that the probabilities of
the server state are as follows:
Pr[the server is busy] = λE[X]E[S],
Pr[the server is idle during the retrial time]
= (1− R˜(λ))
{
λE[X]E[V ](1− [V˜ (λ)]J)− (1− [V˜ (λ)])[V˜ (λ)]J[1− E[X](1+ λE[S])]}
λE[V ](1− [V˜ (λ)]J)+ R˜(λ)[1− V˜ (λ)][V˜ (λ)]J ,
and
Pr[the server is on vacation] =
{
1− E[X](1− R˜(λ)+ λE[S])}{λE[V ](1− [V˜ (λ)]J)}
λE[V ](1− [V˜ (λ)]J)+ R˜(λ)[1− V˜ (λ)][V˜ (λ)]J .
Utilizing (26) and (34), we have
Pr[the orbit is empty] = P0 +Ω0 = [1− V˜ (λ)]
{
1− E[X](1− R˜(λ)+ λE[S])}
λE[V ](1− [V˜ (λ)]J)+ R˜(λ)[1− V˜ (λ)][V˜ (λ)]J .
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Under steady-state, we differentiate (35) with respect to z and evaluate at z = 1, the expected number of customers in
the system Ls is given by
Ls =
{
λE[X]
(
1− [V˜ (λ)]J
)(
λE[V 2] + 2E[V ][1− R˜(λ)])}
×
{
2
(
λE[V ](1− [V˜ (λ)]J)+ R˜(λ)(1− V˜ (λ))[V˜ (λ)]J)}−1
+
{
(λE[X])2E[S2] + 2λ(E[X])2E[S](1− R˜(λ))+ λE[X(X − 1)](1− R˜(λ)+ λE[S])}
×
{
2
(
1− E[X](1− R˜(λ)+ λE[S]))}−1 + λE[X]E[S]. (36)
Proceeding in the similar manner to the previous section with (31) to (33) again, the probability generating function
Φo(z) = P0 + P(z)+Π(z)+∑Jj=1Ωj(z) of the number of customers in the orbit are as follows:
Φo(z) =
P0
{(
(1−[V˜ (λ)]J )[V˜ (λ−λX(z))−1]
[V˜ (λ)]J [1−V˜ (λ)]
)(
R˜(λ)+ X(z)[1− R˜(λ)])+ R˜(λ)(X(z)− 1)}(z − 1){
z − S˜(λ− λX(z))( R˜(λ)+ X(z)[1− R˜(λ)])}(X(z)− 1) , (37)
which leads to the expected number of customers in the orbit
Lq =
{
λE[X]
(
1− [V˜ (λ)]J
)(
λE[V 2] + 2E[V ][1− R˜(λ)])}{2(λE[V ](1− [V˜ (λ)]J)+ R˜(λ)(1− V˜ (λ))[V˜ (λ)]J)}−1
+
{
(λE[X])2E[S2] + 2λ(E[X])2E[S](1− R˜(λ))+ λE[X(X − 1)](1− R˜(λ)+ λE[S])}
×
{
2
(
1− E[X](1− R˜(λ)+ λE[S]))}−1. (38)
LetWs denote the expected waiting time of a customer in the system. Using the Little’s formula, we have
Ws = Ls
λE[X] ,
and denote the expected waiting time of a customer in the orbit
Wq = Lq
λE[X] .
4. Numerical examples
To study the effect of various parameters on the system characteristics such as the expected number of customers in the
orbit Lq and the probability of no customers in the orbit P0 +Ω0, some numerical experiments are performed based on the
specific parameters that are chosen so as to satisfy the ergodicity condition.
In the first set of numerical examples, we study the effect of different retrial time distributions and different values of J
on Lq and P0 +Ω0. The retrial time distributions include exponential (denoted byM with LST R˜(θ) = γθ+γ ), 2-stage Erlang
(denoted by E2 with LST R˜(θ) = ( 2γθ+2γ )2), and 2-stage hyper-exponential (denoted by H2 with LST R˜(θ) = αγ1θ+γ1 +
(1−α)γ2
θ+γ2 ).
For convenience, we first let
• λ = 0.1;
• X ≡ geometric distribution Geo(p)with parameter p = 0.75;
• S ≡ exponentialM with a mean E[S] = 0.5;
• V ≡ deterministic Dwith a mean E[V ] = 0.5.
Figs. 1 and 2 depict the experimental results of the different retrial time distributions and different values of J on Lq and
P0 +Ω0, respectively. From Figs. 1 and 2, the comparison of the Lq and P0 +Ω0 of the three retrial time distributionsM , E2
and H2, showed the following results:
Lq(E2) > Lq(M) > Lq(H2),
and
P0 +Ω0(E2) < P0 +Ω0(M) < P0 +Ω0(H2).
Under the same system parameters with J = 5, we also study the effect of the different retrial time distributions and
different retrial rates on Lq and P0 + Ω0. The experimental results of the different retrial time distributions and different
retrial rates on Lq and P0 + Ω0 are shown in Figs. 3 and 4, respectively. From Figs. 3 and 4, the comparison of the Lq and
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Fig. 1. The effect of the retrial time distributions and different values of J on Lq .
Fig. 2. The effect of the retrial time distributions and different values of J on P0 +Ω0 .
P0+Ω0 of the three retrial time distributionsM , E2 and H2, showed the following results when retrial rate (1/E[R]) changes
from 0.1 to 1.0:
Lq(E2) > Lq(H2) > Lq(M) when retrial rate (1/E[R]) is small,
and
P0 +Ω0(E2) < one of P0 +Ω0(H2) or P0 +Ω0(M)when retrial rate (1/E[R]) is small.
In the second set of numerical examples, we deal with the effect of different vacation time distributions and different
values of J on Lq and P0 + Ω0. The vacation time distributions include M , E2 and H2, respectively, as mentioned above.
Moreover, we let
• λ = 0.2;
• X ≡ Geo(p)with parameter p = 0.5;
• R ≡ M with a mean E[R] = 0.5;
• S ≡ E2 with a mean E[S] = 0.2.
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Fig. 3. The effect of the retrial time distributions and different retrial rates on Lq .
Fig. 4. The effect of the retrial time distributions and different retrial rates on P0 +Ω0 .
The experimental results of the vacation time distributions and different values of J on Lq and P0 + Ω0 are depicted in
Figs. 5 and 6, respectively. From Figs. 5 and 6, the comparison of the Lq and P0 +Ω0 of the three vacation time distributions
M , E2 and H2, showed the following results:
Lq(E2) ≤ Lq(M) ≤ Lq(H2),
and
P0 +Ω0(E2) ≥ P0 +Ω0(M) ≥ P0 +Ω0(H2).
Under the same system parameters, we also deal with the effect of the vacation time distributions and different vacation
rates on Lq and P0 + Ω0. The experimental results of the vacation time distributions and different vacation rates on Lq and
P0 + Ω0 are shown in Figs. 7 and 8, respectively. From Figs. 7 and 8, the comparison of the Lq and P0 + Ω0 of the three
vacation time distributionsM , E2 andH2, showed the following results when vacation rate (1/E[V ]) changes from 0.1 to 1.0:
Lq(E2) < Lq(M) < Lq(H2),
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Fig. 5. The effect of the vacation time distributions and different values of J on Lq .
Fig. 6. The effect of the vacation time distributions and different values of J on P0 +Ω0 .
and
P0 +Ω0(E2) > P0 +Ω0(M) > P0 +Ω0(H2).
Moreover, Figs. 3, 4, 7 and 8 reveal that (i) Lq decreases as 1/E[V ] or 1/E[R] increases and (ii) P0 +Ω0 increases 1/E[V ]
or 1/E[R] increases. We observe from Figs. 1, 2, 5 and 6 that (i) Lq increases as J increases and (ii) P0 + Ω0 decreases as J
increases.
5. Stochastic decomposition
Stochastic decomposition has beenwidely found inM/G/1 queueingmodelswith server vacations [9,10,19]. An important
result in these analysis is that the number of customers in the system at a random epoch is distributed as the sum of two
independent random variables, of which one corresponds to the number of customers in the ordinary queueing system
without vacations and the other is usually related to the number of customers in the system given that the server is
on vacation. Stochastic decomposition has also been observed to hold for some M/G/1 retrial queueing models [12,13].
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Fig. 7. The effect of the vacation time distributions and different vacation rates on Lq .
Fig. 8. The effect of the vacation time distributions and different vacation rates on P0 +Ω0 .
Our retrial system with general retrial times under a modified vacation policy can be viewed as an M/G/1 queue with
generalized vacations in which the vacation begins at the end of each service period. From (35) the probability generating
function of the stationary system size distribution can be expressed in the form
φs(z) = ξ(z)× φM[x]/G/1(z), (39)
where
ξ(z) = P0
(
z − S˜(λ− λX(z))) ( (1−[V˜ (λ)]J )[V˜ (λ−λX(z))−1][V˜ (λ)]J [1−V˜ (λ)] )( R˜(λ)+ X(z)[1− R˜(λ)])+ R˜(λ)(X(z)− 1)(
1− λE[X]E[S])(X(z)− 1){z − S˜(λ− λX(z))( R˜(λ)+ X(z)[1− R˜(λ)])} ,
and
φM[x]/G/1(z) =
(1− λE[X]E[S])(z − 1)˜S(λ− λX(z))
z − S˜(λ− λX(z)) .
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We observe from (39) that the stationary system size distribution of M[x]/G/1 retrial queue with general repeated
attempts and at most J vacations is the convolution of two independent random variables: one of which is the stationary
system size distribution of the ordinary M[x]/G/1 queueing system (the second term φM[x]/G/1(z)) and the other is the
number of arrivals in the variant vacation system at a random point in time given that the server is on vacation or
idle (the first term ξ(z)). In fact, the first term can be also obtained through the vacation definition of our system (i.e.,
[P0 + P(z)+∑Jj=1Ωj(z)]/[P0 + P(1)+∑Jj=1Ωj(1)]).
From (39), we confirm that the decomposition result of Fuhrman and Cooper [19], also holds for this variant vacation
M[x]/G/1 retrial system.
6. Special cases
We present some particular results existing in the literature.
Case 1: Suppose that we let Pr[X = 1] = 1; then, if we put J = 1, our model can be reduced to the M/G/1 retrial queue with
general retrial times and a single vacation. In this case, Eq. (35) for Φs(z) and (38) for Lq can be rewritten in the following
forms:
Φs(z) = R˜(λ)− λE[S]
λE[V ] + V˜ (λ)˜R(λ) ·
{[z + (1− z )˜R(λ)][1− V˜ (λ− λz)] + (1− z)V˜ (λ)˜R(λ)}˜S(λ− λz)
[z + (1− z )˜R(λ)]˜S(λ− λz)− z ,
and
Lq = 2λE[V ](1− R˜(λ))+ λ
2E[V 2]
2
(
λE[V ] + V˜ (λ)˜R(λ)) + 2λE[S](1− R˜(λ))+ λ2E[S2]2( R˜(λ)− λE[S]) ,
which are in accordance with those of Kumar and Arivudainambi’s system [13] with p = 1.
Case 2: If R˜(λ)→ 1, then P(z) = 0, and hence, our model can become an ordinary M[x]/G/1 queueing system with at most
J vacations. In this case,Φs(z) can be simplified to the following expression:
Φs(z) = {1− [V˜ (λ)]
J}{V˜ (λ− λX(z))− V˜ (λ)} + (1− V˜ (λ)){X(z)[V˜ (λ)]J − 1}
[X(z)− 1]{[V˜ (λ)]J(1− V˜ (λ))+ (1− [V˜ (λ)]J)λE[V ]}
× (1− λE[X]E[S])˜S(λ− λX(z))(z − 1)
z − S˜(λ− λX(z)) ,
and the expected waiting time in the queue becomes
Wq = (1− [V˜ (λ)]
J)λE[V 2]
2
{
(1− [V˜ (λ)]J)λE[V ] + [1− V˜ (λ)][V˜ (λ)]J} + λ(E[X])2E[S2] + E[X(X − 1)]E[S]2E[X](1− λE[X]E[S]) ,
which agree with those of Ke and Chu [20].
If Case 2 with Pr[X = 1] = 1, we can recover the results for M/G/1 queueing system with at most J vacations (see
Takagi [10, section 2.2]).
If Case 2 with J = 1, we can recover the results for the ordinary M[x]/G/1 queueing system with a single vacation.
Consequently,
Φs(z) = V˜ (λ− λX(z))− 1+ V˜ (λ)
(
X(z)− 1)
[X(z)− 1]( V˜ (λ)+ λE[V ]) × (1− λE[X]E[S])˜S(λ− λX(z))(z − 1)z − S˜(λ− λX(z)) ,
and
Wq = λE[V
2]
2
(
λE[V ] + V˜ (λ)) + λ(E[X])2E[S2] + E[X(X − 1)]E[S]2E[X](1− λE[X]E[S]) ,
which furnishes the results obtained in [10].
If Case 2 with J = ∞, we can recover the results for the ordinary M[x]/G/1 queueing system with multiple vacations.
Consequently,
Φs(z) = V˜ (λ− λX(z))− 1
λE[V ][X(z)− 1] × (1− λE[X]E[S])˜S(λ− λX(z))(z − 1)z − S˜(λ− λX(z)) ,
and
Wq = E[V
2]
2E[V ] +
λ(E[X])2E[S2] + E[X(X − 1)]E[S]
2E[X](1− λE[X]E[S]) ,
which coincides with the results obtained in [10] or Baba [21].
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Case 3: Suppose that we let Pr[X = 1] = 1; then if we put Pr[V = 0] = 1, our model can describe the M/G/1 retrial queue
with general retrial time distribution. Thus, Eq. (35) forΦs(z) and (38) for Lq can be changed into the following expressions:
Φs(z) = ( R˜(λ)− λE[S])˜S(λ− λz)(z − 1)
z − S˜(λ− λz)[˜R(λ)+ z(1− R˜(λ))] ,
and
Lq = λ
2E[S2] + 2λE[S](1− R˜(λ))
2
(
R˜(λ)− λE[S]) .
In this case,Φs(z) agrees with Eq. (16) in [16].
Furthermore, when the retrial time is an exponential with parameter θ , Eq. (35) can be shown as follows:
Φs(z) =
(
θ − λ(λ+ θ)E[S])˜S(λ− λz)(z − 1)
(λ+ θ)z − S˜(λ− λz)(λz + θ) ,
which is consistent with Eq. (2.13) in [22].
7. Conclusions
In this paper, a batch arrival retrial queueing systemunder amodified vacation policy is introduced,where the servermay
leave for atmost J vacations in its idle times. For thismodel, we derive the analytically explicit expressions for the probability
generating functions of the server state and the number of customers in the system/orbit. Various system characteristics are
obtained.We also perform some numerical examples to study the effect of various parameters on the system characteristics.
Finally, the general decomposition law is shown to hold good for this variant vacationmodel. The vacation policy is analyzed
in this paper for the more general case where the system requires J vacations of different random variables when the orbit
is empty. This case is not presented here for reasons of clarity, because the extension is easy and straightforward.
For future research, one could consider the modified vacation policy involved in a discrete-time retrial queue with
different conditions, such as negative arrivals along with the positive arrivals and/or unreliable servers.
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