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Abstract
For modeling and quantifying the dependence structure between nancial risk factors like stock re-
turns, copula models are a useful instrument.
Due to technological growth and improvements of the last decades, high-frequency data with intra-
daily observations can be used to estimate covariance of assets. From these estimates and assumed
marginal distribution, realized copula models are constructed and analyzed using real price data.
Based on high-frequency data, three dierent estimation methods are applied and in addition daily
stock return are used to get Maximum Likelihood estimates. All estimators are implemented and the
resulting copula models are compared according to their ability to describe the true multivariate
distribution and forecast the losses.
The modeled dependence parameter are time-varying and dier according to the estimated covari-
ance matrix and to the sampling frequency. Moreover, all estimation steps are done based on data
with high sampling frequencies like seconds and lower frequency of 5 minutes. The realized kernel
estimator is used to cope with market microstructure eects and the sensitivity to this noise can be
reected in the Value-at-Risk performance.
Keywords:
High frequency data, realized copula, realized kernel, realized volatility HAR model, Value-at-Risk,
market microstructure noise
Zusammenfassung
Copulae sind ein hilfreiches Werkzeug um die Abhängigkeitsstrukturen zwischen Risikofaktoren in
Wirtschaft und Finanzwesen zu modellieren und zu quantizieren. Dank technologischen
Entwicklungen der letzten Jahrzehnte, können hoch-frequentierte Daten mit innertäglichen
Beobachtungen genutzt werden um die Covarianz zwischen Wertpapieren zu schätzen. Aus dieser
Schätzung und zusätzlichen Annahmen über die Randverteilungen werden in dieser Arbeit Realized
Copula Modelle an Hand von Aktienkursen auf verschiedenen Wegen geschätzt und untersucht.
Basierend auf hoch-frequentierten Daten werden drei Schätzer für den Copula Parameter angewendet
und durch die Nutzung von täglichen Renditen wird ein Maximum Likelihood Schätzer bestimmt.
Die unterschiedlich geschätzten Copula parameter werden verglichen und die resultierenden Copula
Modelle bezüglich ihrer Angepasstheit an die Daten und ihrer Vorhersage von Verlusten untersucht.
Die modellierte Abhängigkeit ändert sich über die Zeit und unterscheidet sich je nach verfügbarer
Kovarianzschätzung und Ziehungshäugkeit der innertages Stichproben. Dabei werden die Realized
Kernel Schätzer, bei sehr häuger Ziehung, zum Teil bei der Schätzung der Copula Parameter
genutzt. Einige Parameterschätzer liefern präzisere Quantilsschätzungen der Verlustverteilung als
andere, was durch eine Value-at-Risk Schätzung und durch backtesting gezeigt wird.
Schlagwörter:
Hochfrequentierte Daten, Realized Copula, Realized Kernel, Realized Volatility, HAR Modell,
Value-at-Risk, Market Microstructure Noise
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Chapter 1
Introduction
Understanding and modeling dependence of stock prices is a central concern in nancial econometrics.
Occasionally, abrupt and unexpected changes in the price dynamics occur in times of nancial crisis,
e.g. the ongoing European sovereign dept crisis during the last years. Therefore, in the last few decades
much research was done on evaluating risk factors and dependence structures between dierent assets.
New models that better t the dynamics of risk factors are developed that are useful for risk
management, asset pricing and other areas. Unfortunately, these are often simulation-based methods
or numerically intensive and they make use of non-parametric statistics. Rank statistics, for example,
provide a simple tool for estimation when the linear correlation is not appropriate. This is mostly the
case with real nancial data, since the assumption of a normal distribution is often rejected.
Several years ago, the multivariate Gaussian distribution was frequently used for modeling and
analyzing risk across many assets until in times of crisis assets revealed higher dependence especially
higher in times of large crashes (Oh and Patton (2011)) than in times of boom. The multivariate
Gaussianity does not allow for tail dependence and therefore does not capture joint movement in
extreme events. Departure from the Gaussian distribution implies that the linear correlation coecient
is not sucient for capturing all the dependence between assets.
One new approach, which nds much attraction recently and that is able to measure the complete
dependence structure, are copula models. This is due to their distinct property of separating estimation
of the multivariate distribution from the estimation of the marginal distributions. In practice, there is
often much more information about the marginal distributions than about the multivariate structure.
Copulae facilitate the estimation of the joint distribution by capturing the multivariate structure
inside the copula dependence parameter. There are dierent estimation methods, like a maximum
likelihood estimation. However, a new trend in copula estimation has appeared in the last years,
which uses more information from intraday observations. Great developments in computer technology
at the beginning of the 21st century enabled researchers to work with large data amounts. Standard
estimation methods cannot be applied in this eld. So computations based on high frequency intraday
data developed new realized measures and there is much empirical literature concerned with realized
volatility modeling for example Barndor-Nielsen and Shephard (2004) and Corsi (2009). The realized
variance is an estimator for volatility based on high-frequency data that is easy to compute. However,
in presence of market microstructure noise this estimator is not reliable. The higher the frequency of
intraday sampling the more noise can be assumed. In this work the realized kernel estimator will be
used alternatively to the simple realized volatility estimators.
Since the covariation estimates are based on high-frequency data, the constructed copula model
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based on these estimates is called realized copula. This concept was introduced by Fengler and Okhrin
(2012) and it is quite new.
Beside measuring the variation of individual assets, the dependence structure of nancial risk
factors is estimated via copulae. Basically, copulae are multivariate distributions that model simulta-
neously a number of random variables.
There are several important qualities of copulae for practical applications
1. When the marginal distributions are constructed in the rst step, they can belong to dierent
parametric families or even be non-parametric. This is very useful in practice for nancial market
data where the marginals exhibit high kurtosis and skewness.
2. Copulae summarize the dependence structure of random variables in a dependence parameter,
that is often one-dimensional and permits the researcher to examine and analyze the observed
dependence structure.
3. Attributes of non-normality, like tail-dependence, skewness and asymmetric dependence, can be
modeled so that properties of stock returns often observed in practice are reected in the model.
Though it is not that easy to nd a copula model that will work well in practice. In the last years a
number of new and exible models was developed (see McNeil et al. (2005), Oh and Patton (2011))
In general, there are three important dependence concepts: linear correlation, rank correlation and
tail dependence. Multivariate structure and dependence measure are detailed in the next chapter. In
the third chapter the notion of copula models is introduced together with some examples of copulae,
estimation methods and the concept of realized copula.
In the subsequent forth chapter, data from three stocks is analyzed relating to the covariation and
dependence structures. It is shown, that estimates of the copula parameter based on the intraday data
at hand delivers better estimation results, compared to estimation with daily data. Also estimates






Copulae, as a special form of multivariate distribution, play a great role in the study of dependence. In
Joe (1997) the terms dependence structure and multivariate structure are used equivalent. Therefore,
some theory on multivariate distributions and subsequently on dependence concepts is presented in
this chapter.
Let X = (X1, . . . , Xd) be a random vector, beside the univariate distributions further information
about the multivariate structure of X is needed for modeling X. For the marginal distributions
Fi(xi) = P (Xi ≤ xi) for i ∈ {1, 2, . . . , d}, described in the following, estimates can be obtained either
by parametric or by nonparametric methods. In the parametric case, maximum likelihood estimation
can be performed to get estimates for the parameters. Nonparametrically, a marginal distribution







where T is the number of observations of a sample and I is the indicator function with
I{xi ≤ x} =
 10 whenxi ≤ xwhenxi > x
For a univariate cumulative distribution functions F it holds that F is monotone increasing, that
is F (x2) − F (x1) >= 0 for all x1, x2 ∈ R such that x1 <= x2, and bounded between zero and one
with F (−∞) = 0 and F (∞) = 1. This can easily be transferred to the bivariate case. A bivariate
distribution function F satises
1. limxi→−∞ F (x1, x2) = 0 for i = 1, 2 and limxi→∞∀i F (x1, x2) = 1
2. Rectangle inequality: F (b1, b2) − F (a1, b2) − F (b1, a2) + F (a1, a2) ≥ 0 for all (a1, a2), (b1, b2)
with a1 < b1, a2 < b2.
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2.1 Multivariate Distribution Function
In the past, the multivariate normal distribution was frequently used for empirical applications. How-
ever, it is not a good characterization of nancial risk factor returns (McNeil et al. (2005)). Non-normal
distributions form an area of probability and statistics of increasing interest. In the beginning of the
21st century, research in the area of multivariate non-normal distributions was intensied (Joe (1997)).
Properties of a general multivariate cumulative distribution are presented in the following.
A d-dimensional cumulative distribution function of a random vector X = (X1, . . . , Xd) is a right-
continuous function F on Rd, given as
F (x) = F (x1, . . . , xd) = P (X1 ≤ x1, . . . , Xd ≤ xd)
which satises the following conditions.
1. The distribution function F is increasing in each component xi with the extreme cases:
limxi→−∞ F (x1, . . . , xd) = 0 and limxi→∞∀i F (x1, . . . , xd) = 1 for i = 1, . . . , d.






(−1)i1+···idF (x1,i1 , . . . , xd,id) ≥ 0
is fullled, where xj1 = aj , xj2 = bj for all j = 1, . . . , d.
Related to the density function f the multivariate distribution can be written as






fX(u1, . . . , ud)du1 . . . dud
The joint density function fX(x) with x = (x1, . . . , xd)
> returns positive values fX(x) > 0 for all






fX(x1, . . . , xd)dx1 . . . dxd = 1
From the joint cumulative distribution function the marginal distribution can be obtained by
integrating out all other random variables. For the bivariate case, the marginals density function F1
can be obtained from F (x1, x2) when F (x1,∞) = P (X ≤ x1, X2 ≤ ∞) = P (X1 ≤ x1) = F1(x1).
Considering a multivariate distribution, for multivariate modeling the dependence structure plays
a major role. The following sections present three dierent kinds of dependence measures which can
be applied for a pair of random variables (X1, X2) and returns a skalar measure.
2.2 Dependence Measures
For modeling multivariate data, assumptions on the dependence structure between the random vari-
ables need to be made. The concept of dependence is examined by measures of association and it is
one of the most widely studied subjects in statistic. Many of these measures are invariant to strictly
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increasing transformations (Nelsen (2007)). Dependence concepts can vary in type and range of de-
pendence. Often some range of the parameters correspond to positive or negative dependence. For
some parametric families some of the parameters can be identied as dependence (or multivariate)
parameters, for example the covariance matrix for a multivariate normal distribution (Joe (1997)).
The independence is a special case, where the joint distribution can be expressed as a product of the
marginal distributions.
For a random vector X = (X1, . . . , Xd)
> ∈ Rd the joint distribution F can be determined by the
probabilities
P (a1 ≤ X1 ≤ b1, . . . , ad ≤ Xd ≤ bd), −∞ < ai ≤ bi <∞, i = 1, . . . , d
When all components of X are mutually independent, the probability can be written as
P (a1 ≤ X1 ≤ b1, . . . , ad ≤ Xd ≤ bd) =
d∏
i=1
P (ai ≤ Xi ≤ bi)
For dependent random variables, it is more dicult to quantify the dependence structure. Kendall's
tau and Spearman's rho are the well-known and most commonly used measures of association, beside
the standard Pearson's linear correlation coecient. However, for non-normal random variables the
linear correlation is not a good dependence measure, as addressed in numerous literature, see e.g. Joe
(1997). Reasons for this and basic properties are presented in the following.
2.2.1 Linear Correlation
Normal or, more generally, elliptical distributions are fully described by a mean vector, a covariance
matrix and a characteristic generator function. That is why Pearson's linear correlation coecient
is useful for elliptical distributions for which it can capture the dependence between two dierent
variables by using information from the covariance matrix.
The linearity of this dependence measure gets clear by stating the following linear relationship
Y = a+ bX, with a, b ∈ R
where a correlation of 1, for instance, is achieved if a = 0 and b = 1.
If two random variables X and Y have a joint normal distribution, then the covariance contains
the information about the dependence between these variables. The linear correlation coecient is
dened as
ρ = Corr(X,Y ) =
Cov(X,Y )√
V ar(X)V ar(Y )
(2.1)
where Cov(X,Y ) = E{(X −µX)(Y −µY )} = E(XY )−E(X)E(Y ) is the covariance of X and Y .
As usual, µZ = E(Z) denotes the mean and V ar(Z) = E(Z
2) − {E(Z)}2 the variance of a random
variable Z .
The linear correlation has the property of taking values between −1 and 1. These bounds represent
perfect negative and positive correlation, respectively. In gure 2.2.1 simulated values from a normal
distribution are shown with a linear correlation coecient of 0.7 for the positive and −0.7 for the
negative dependence.
Only for the normal joint distribution a correlation of zero is equivalent to independence. Regarding
the other way, for independent pairs of random variables of any other distribution, it holds that the
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Figure 2.2.1: Two standard normal distributed variables with correlation 0.7 (left) and −0.7 (right).
Kendall's tau takes the values -0.49 and 0.48 for the left and right case, respectively. Spear-
man's rho is very near to Pearson's correlation, namely -0.68 (left plot) and 0.67 (right
plot).
correlation equals zero.
As the variance terms are in the denominator, the variables must have nite variances. In the
case of heavy-tailed distributions the linear correlation coecient does not exist (McNeil et al. (2005))
Therefore it is not recommended to use the linear correlation for analyzing the dependence of nancial
stocks. Non-elliptical distributions, especially in nance, demand alternatives for the linear correlation
coecient for empirical analysis. In chapter 4, Kendall's tau and realized dependence measures were
used instead of Pearson's linear correlation.
2.2.2 Rank Correlation Coecients
Two popular measures of association between two variables X and Y , Kendall's tau and Spearman's
rho, deal with a form of dependence known as concordance. Both measures take into regard the order
of elements in a random vector. This can be achieved with ranks.
Instead of the true values only the ranks of the variables, where Ri is a rank of Xi among
X1, . . . , Xn, are regarded.
Basically, data can be ordered from the lowest to the highest value and enumerated. If two or more
values of X (or of Y ) are equal, e.g. X having the values (5, 10, 10, 11), X is called to have ties. Then
the values get the mean of the ranks they would have if they were dierent (R = (1, 2.5, 2, 5, 4)>).
Yet, when assuming the variables X and Y to be continuous, ties occur with probability zero.
Ranks can also be thought of as the resulting numbers after using the probability transformation
to get uniform marginals. A probability transformation of a random variable X with a continuous
univariate distribution function F gives as a result a uniform distributed variable by computing
Y = F (X) with Y ∼ U(0, 1).
Rank correlation describes the dependence structure on these ranks. Spearman's rho and Kendall's
tau are the two popular rank correlation coecients and they use the numbers of concordant and
discordant pairs.
Two observations (xi, yi) and (xj , yj) from a vector (X,Y ) of continuous random variables are said
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to be concordant if xi < xj and yi < yj , or if xi > xj and yi > yj . In contrast, two observations
are discordant if xi < xj and yi > yj , or if xi > xj and yi < yj . Alternatively, concordance can be
expressed as the case when (xi − xj)(yi − yj) > 0 and discordance with (xi − xj)(yi − yj) < 0. In the
context of concordance, one looks at how two pairs of random variables behave together.
Since ranks give the order of the data and the scale of the original values is not considered, rank
correlation coecient are a good tool to describe ordinal data as well as metric. Also, ranks are
attractive for nonparametric procedures because they are not limited to a specic kind of distribution
like the linear correlation coecient.
In the following, the bivariate dependence measures Spearman's rho (denoted by ρS) and Kendall's
tau (denoted by τ) are presented.
Spearman's Rho Named after Charles Spearman, the idea behind this coecient ρS is to compute
the correlation between the cumulative distribution functions FX(X) and FY (Y ) or similarly between
the pairs (Ri, Si) of ranks. In form of ranks, Spearman's rho can be dened for a sample of size n by
ρs =
∑n





where R̄ and S̄ are the average ranks R̄ = 1n
∑n




i=1 Si. Since both, Ri and Si
can be viewed as uniform distributed random variables, their mean is equal, S̄ = R̄ = n+12 . When
dividing the ranks by (n+ 1), uniformly distributed variables in [0,1] are obtained. This leads to the
support of the so-called empirical copula (see Genest and Favre (2007)).
When departing from the empirical sample to the general case, the formal denition in terms of
the copula C associated with the joint distribution F (X,Y ) is given by










C(u, v)du dv − 3
According to Joe (1997), Spearman's rho and also Kendall's tau are invariant under strictly in-
creasing transformations.
Kendall's tau Again based on ranks, another dependence measure is named after the British statis-
tician Maurice George Kendall (1907-1983, Kendall and Gibbons (1990)). It considers the number of
concordant pairs Pn and discordant pairs Qn which are sample values for some sample size n. Using
these quantities, the empirical version of Kendall's tau is dened as
τn =
Pn −Qn
0.5 · n(n− 1)
When the X and Y are continuous random variables, then the case (Xi − Xj)(Yi − Yj) = 0 occurs
with probability zero. So ties should not necessary be considered. The population version of Kendall's
tau, for which τn is an asymptotically unbiased estimator (Genest and Favre (2007)), can be given by





C(u, v)dC(u, v)− 1 = 4E(C(U, V ))− 1
From this denition it gets clear that Kendall's tau depends on the copula. Since the rank corre-
lations and also the tail dependence coecients are functions of the copula alone, they can be used in
the parametrization of copulae (McNeil et al. (2005))
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Kendall's tau can also be expressed using the probability function, for d = 2 this has the form
τ = P {(Xi −Xj)(Yi − Yj) > 0} − P {(Xi −Xj)(Yi − Yj) < 0} = 2P {(Xi −Xj)(Yi − Yj) > 0} − 1
For elliptical distributions τ can easily be transformed to the linear correlation: Corr(X,Y ) =
sin(π2 τ). A similar relation is found for Spearman's rho, Corr(X,Y ) = 2 sin(
π
6 ρS).
2.2.3 Coecients of Tail Dependence
In the same manner as the previous dependence concepts, the tail dependence measures dependence
non-parametrically and describes how large values of one random variable appear with large values of
the other or equivalently for small values. However, tail dependence coecients measure dependence
between variables only in the upper-right and in the lower-left quadrant of a bivariate distribution.
Similar to Kendall's tau and Spearman's rho, the tail dependence coecients are invariant to increasing
transformations.
Following the denition in Nelsen (2007), the upper and lower tail dependence parameters λU
and λL are determined in the following way. For two continuous random variables X and Y with
distribution functions F and G, respectively, the upper tail dependence parameter λU is the limit of
the conditional probability that Y exceeds the α - quantile (α ∈ [0, 1]) of G given that X is greater





Y > G−1(α) | X > F−1(α)
]
This limit of the conditional distribution does not necessary exist. The analog denition for the





Y ≤ G−1(α) | X ≤ F−1(α)
]
For copula applications this measure of dependence is very usefull, because the tail dependence
parameters depend only on the copula and have relatively simple connection to C. If X = (X1, X2)
>










These tail dependence coecients can take values in [0, 1], whereas zero means independence. The
normal distribution, for example has no upper and no lower tail dependence, that is λU = 0 and
λL = 0.
Due to the connection between copulae and tail dependence, the gain from using copulae is the




Joint distribution functions of random vectors of risk factors contain enough information about the re-
lation of the factors and their individual behavior. If one of the marginal distribution changes, the joint
distribution function would also change. The concept of copulae is to isolate the information of the
dependence structure from the marginal behavior. The dependence in form of the multivariate struc-
ture is summarized in a copula dependence parameter θ. One can distinguish between one-parameter
and multi-parameter copulae. In this work, only one-dimensional copula dependence parameter are
considered for the empirical application.
In the simple case when a multivariate normal distribution can be assumed, there are some standard
procedures for estimation the joint distribution function. But for non-normal joint distributions the
copula theory becomes very helpful. Copula models have an important advantage in practice - one
can look beyond linear dependence structure and nd more complex interconnections. McNeil et al.
(2005) describe the copulae as an extremely useful concept and give a comprehensive denition. Yet,
theoretical foundations of copulae are complex (Trivedi and Zimmer (2005)) and often simulation-
based estimation is done. After some basic theory on copulae, such estimation procedures are presented
in this chapter.
Denition. (Copulae)
A multivariate distribution function on the d-dimensional hypercube [0, 1]d with standard uniform
marginal distributions is called a copula with
C : [0, 1]d → [0, 1]
u = (u1, . . . , ud) 7→ C(u1, . . . , ud)
satisfying
1. C(u1, . . . , ud) = 0 if ui = 0 for at least one i = 1, . . . , d.
2. C(u1, . . . , ud) = ui if uj = 1 for all j = 1, . . . , d and j 6= i.
3. C is quasi-monotone on [0, 1]d.
For a parametric copula family C(u; θ), the denotation includes some parameter θ ∈ Θ ⊂ Rp (p ≥ 1),
which diers in dimension and parameter space according to the family.
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Some commonly used copulae are the Gaussian copula, Gumbel copula, Frank and Clayton copula.
These characterize dierent dependence structures, the Clayton copula for example exhibits positive
dependence and lower tail dependence whereas the Gumbel copula has positive dependence and upper
tail dependence (Chen et al. (2006)). The Gaussian copula has symmetric positive and negative
dependence but no tail dependence.
Sklar rst introduced the notion of copulae in the form as above, as he exibly decomposed the
joint distribution function into the marginals and some function he called copula. (Lidan Groÿmaÿ
(2013); Sklar (1959))
Theorem. (Sklar's theorem 1959)
Let F be a joint distribution function of a d-dimensional random vector X = (X1, . . . , Xd) ∈ Rd
with the marginal distributions F1, . . . , Fd. Then there exists a copula C : [0, 1]
d → [0, 1] such that
F (x1, . . . , xd) = C {F1(x1), . . . , Fd(xd)} (3.1)
The copula C is unique if the marginal distributions Fi are continuous, for all i = 1, . . . , d. In
addition, if the copula C and the univariate distribution functions F1, . . . , Fd are given, then a multi-
variate distribution function F with the marginals F1, . . . , Fd can be constructed using formula (3.1).
Further details can be found in McNeil et al. (2005).
From the relationship between copulae and multivariate distributions, as summarized in Sklar's
theorem, a new multivariate distribution arises by changing some copula parameters or by replacing
the marginal distribution functions with new ones. Considering the probability integral transformation
Xi = Fi(Ui), the formula (3.1) can be transformed in the following way
C(u1, . . . , ud) = F
{




, u1, . . . , ud ∈ [0, 1]
where F−1i are the inverse marginal distribution functions, i = 1, . . . , d. By this means the copula
can directly be determined.
Beside the copula distribution function, the copula densities can be specied as usual densities
of multivariate distribution. The density functions for the Clayton and the Gumbel copula are also
needed for later estimation procedures.
Denition. (Copula density)
For a continuous copula C, the copula density is dened as
c(u1, . . . , ud) =
∂dC(u1, . . . , ud)
∂u1 · · · ∂ud
, u1, . . . , ud ∈ [0, 1]
Knowing the copula density, the univariate margins F1, . . . , Fd and the corresponding univariate
densities f1, . . . , fd, the density of the the multivariate distribution F can be determined by
f(x1, . . . , xd) = c {F1(x1), . . . , Fd(xd)}
d∏
i=1
fi(xi) , x1, . . . , xd ∈ R
3.1 Copula Examples
For all copula functions an upper and lower bound can be found for all u = (u1, . . . , ud)
> ∈ [0, 1]d
by applying the maximum and minimum function in the following way.
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W (u1, . . . , ud) ≤ C(u1, . . . , ud) ≤M(u1, . . . , ud)
whereW (u1, . . . , ud) = min(u1, . . . , ud) is called the lower Fréchet-Hoeding bound andM(u1, . . . , ud) =
max
(∑d
i=1 ui − d+ 1, 0
)
the upper Fréchet-Hoeding bound.
In the bivariate case, both the upper and lower bound are copulae and with (u1, u2) ∈ [0, 1]2 these
bounds have a simple form.
max(u1 + u2 − 1, 0) ≤ C(u1, u2) ≤ min(u1, u2)
For d ≥ 2 only the upper bound M is a copula. Furthermore the Fréchet-Hoeding bounds
represent perfect negative (W ) and perfect positive (M) dependence. This holds also for Kendall's
tau and Spearman's rho, where W and M are reached for τ = 1 = ρS and τ = −1 = ρS , respectively.
This does not hold for the linear correlation coecient (Joe (1997)).
Another extreme case is when the random variables are independent of each other. Then C is a
product copula denoted by Π, which is simply the product of the random variables.




This can be of course generalized for the n-dimensional case.
There are many functions satisfying the requirements for being a copula function. Two of the most
popular copula classes are presented here.
3.1.1 Elliptical Copulae
The most popular distribution function, the Gaussian distribution, has some popular characteristic. It
has a symmetric bell-shaped distribution. This symmetry is a main property of elliptical distribution.
Elliptical distributions are an extension of multivariate normal distribution Nn(µ,Σ), where µ is the
mean and Σ is the covariance matrix. Gaussian and t copula are presented after a denition on
elliptical distributions (cf. Franke et al. (2011)).
Denition. (Elliptical Distribution)
Let Y be a d-dimensional random vector, i.e. Y = (Y1, . . . , Yd). For some vector µ ∈ Rd, a
non-negative denite symmetric d× d matrix Σ and some function φ : [0,∞]→ Rd, the characteristic
function ϕY−µhas the form ϕY−µ(t) = φ(t
>Σt) Then Y has an elliptical distribution with the param-
eters µ, Σ and φ.
Using Sklar's theorem elliptical copulae can be constructed from some specied elliptical distri-
bution and marginal distributions. Two principal members of the elliptical copula are the Gaussian
copula and the t-copula. They are presented briey.
Gaussian Copula Let Φ denote the standard univariate normal distribution function and ΦΣ the
multivariate normal distribution function with correlation matrix Σ. Then the d-dimensional Gaussian
copula can be constructed in the following way.
CΣ(u1, . . . , ud) = ΦΣ
{
Φ−1(u1), . . . ,Φ
−1(ud)
}


























































Figure 3.1.1: Contour plots of a Gaussian copula with correlation of 0.5, t - Copula with same correlation
and 4 degrees of freedom and the Gumbel copula with dependence parameter equal 3. All
three copulae are 2-dimensional.
The dependence parameter θ corresponds to the unknown correlation coecients in Σ. For a
bivariate normal distribution the linear correlation coecient ρ can easily be transformed to Kendall's









The contour plot in gure 3.1.1. illustrates the joint symmetric dependence. Since the inverse of
the normal distribution function is not easy to compute, the copula cannot explicitly be given. A
special feature of the Gaussian copula is the implication of independence from zero correlation. If the
correlation matrix Σ is the unit matrix Id containing ones on the diagonal and zeros else, then the
independence copula is obtained.
Student's t-Copula The t-distribution is an often used alternative for the normal distribution due
to the property of heavier tails, that is, it has a higher tail index. Considering a standard univariate
t-distributions, the cdf of a random variablex ∈ Rd is denoted by tν(x), where ν is the number of
degrees of freedom.
Similar to the normal setting, the t-Copula can be constructed from univariate t - distribution
functions and a joint t - distribution function tν,Ψ of a random vector X ∼ td(ν,0,Ψ) with correlation
matrix Ψ (McNeil et al. (2005)),
Ctν,Ψ(u1, . . . , ud) = tν,Ψ
{




Here, the copula dependence parameter has two components: θ = (θ1, θ2) = (ν,Ψ). The rst
component θ1 describes the heaviness of the tails and as θ1 → ∞ the t-copula corresponds to the
Gaussian copula.
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Figure 3.1.2: Generator function for the Clayton (red line), Gumbel (blue line) and Frank (green line)
copulae, all with parameter θ = 2.
3.1.2 Archimedean Copula Family
Archimedean copulae are an associative class of copulae. These dependence models are widely used
in low-dimensional applications (McNeil et al. (2005)). In the case of elliptical copulae the inverse
of the marginals is needed, so that the copulae don't have a simple closed form. In contrast to
this, Archimedean copulae have an explicit formula due to their special structure. A d - dimensional
Archimedean copula is a function C : [0, 1]d → [0, 1] and it is dened by
C(u1, . . . , ud) = φ
{
φ−1(u1) + φ
−1(u2) + · · ·+ φ−1(ud)
}
, u1, . . . , ud ∈ [0, 1]
where φ : [0,∞)→ [0, 1] with φ(0) = 1 and φ(∞) = 0 is called generator.
The Archimedean copula generator φ is a continuous, strictly decreasing and dierentiable function
which belongs to the class of Laplace transforms (Härdle and Okhrin (2009)). The derivatives must
satisfy (−1)jφ(j) ≥ 0, j = 1, 2, . . . . In gure 3.1.2, three dierent generators are shown.
Only when φ and φ−1 have a closed form, the Archimedean copula is explicitly given. This is
satised for many members of the Archimedean copula family, for example the four copulae in table
3.1. For the given Archimedean copulae the last column in table 3.1 provides the functional relationship
fτ between Kendall's tau and the generator function φ together with the copula parameter θ.






Using this mapping, an Archimedean copula model can be estimated from Kendall's tau.
Being members of the Archimedean copula family, the Gumbel and the Clayton copula are often
used in practice, so they are presented in the following.
Gumbel Copula The Gumbel Copula is the only extreme value distribution in the group of
archimedean copulae for the two dimensional case (Franke et al. (2011)). It exhibits upper tail
dependence but does not allow for allow for lower tail dependence, akin to the Archimedean family


































Figure 3.1.3: Density of 2-dimensional Gumbel (left) and Clayton copula, both with dependence param-
eter equal 3. The Gumbel copula generates upper right tail dependence while the Clayton
copula has more mass on the lower tail.
x ∈ [0,∞). The copula function and its density for 2 dimensions are given by
























1/θ + θ − 1
}
where ũ1 = − log u1 and ũ2 = − log u2.
When the parameter for the Gumbel copula takes its lower limit, θ = 1, the product copula Π
results. Whereas, when θ →∞, the Gumbel copula take the Fréchet-Hoeding upper bound M .
Clayton Copula Another famous member of the Archimedean family is the Clayton copula with
the generator φ(x; θ) = (1 + θx)−1/θ (alternative version in McNeil et al. (2005) φ(x; θ) = (1 +x)−1/θ)
and its distribution function is given by








The dependence structure is captured by a positive parameter θ ∈ (0,∞) (in a less strict case:
θ ∈ [−1,∞) \ {0}) and the density can be determined for any dimension d = 1, 2, . . . .
cθ(u1, . . . , ud) =
d∏
j=1
{1 + (j − 1)θ}u−(θ+1)j
 d∑
j=1
u−θj − d+ 1
−(θ
−1+d)
When the Clayton copula parameter θ takes the lower limit θ = −1 the Fréchet-Hoeding lower
bound W results and the natural upper bound for θ → ∞ is the upper Fréchet-Hoeding limit M
meaning maximal dependence. The independence case is reached when θ → 0 .
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Copula Generator φ(x, θ) φ−1(y) Parameter space
Independence − log x e−y -
Gumbel exp(−x1/θ) (− log y)θ θ ∈ [1,∞)
Clayton (1 + θy)−1/θ 1θ (x
−θ − 1) θ ∈ [−1,∞), θ 6= 0
Frank − 1θ log{1− (1− e
−θ)e−x} log exp(θy)−1exp(θ)−1 θ ∈ [0,∞)
Table 3.1: Generator φ(t) and its inverse for some Archimedean Copulae with x ∈ [0,∞).
In contrast to the Gumbel copula, the Clayton copula does not allow for upper tail dependence.
In gure 3.1.3 both copulae are shown and it can be seen that the Gumbel copula generates more
probability mass on the right tails and the Clayton copula on the left tails. If one is interested
in modeling lower and upper tail dependence, a mixture of the Gumbel (CGu) and the Clayton
(CCl) copula can be constructed. A mixture of these two distributions is the distribution function
λCGu + (1− λ)CCl where λ ∈ (0, 1) is a xed real number Nelsen (2007).
3.2 Estimation of the Dependence Parameter
Copula estimation implies estimation of the parameters θ for the parametric copula belonging to
a parametric family C = {Cθ, θ ∈ Θ}. There exist several approaches and they mainly dier in the
assumption of an underlying distribution. For the multivariate copula-based models classical statistical
inference theory is often not applicable, as pointed out by Joe (1997). Instead numerical methods
replace the standard closed form estimators. Yet, the very powerful maximum likelihood (ML) theory
can be applied for the parametric estimation, for which the models need specication of a distribution
for the marginals and for the copula model.
There are several estimation methods for the copula parameter. Usually the estimation is per-
formed by a fully parametric or stepwise parametric Maximum Likelihood method. The latter is called
inference function for margins (IFM) method. Apart from that new methods are developed and active
research is done.
3.2.1 Full Maximum Likelihood (FML)
Using Sklar's theorem, a copula C with parameter θ can be obtained when the a d-dimensional dis-
tribution function F and the univariate margins F1, F2, . . . , Fd with respective parameters α1, . . . , αd
are available. Then the density of the distribution F can be represented as




where c is the copula density dened by c(u1, . . . , ud) =
∂C(u1,...,ud)
∂u1∂u2...∂ud
. The maximum likelihood esti-
mation (MLE) for the copula model requires this density function. Then the log-likelihood function
of a random sample of independent and identically distributed (i.i.d.) vectors x(j) = (x
(j)





with T observations (t = 1, . . . , T ) can be decomposed into a copula part and a marginals part:















1 ; δ1), . . . , Fd(x
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where α = (δ1, . . . , δd, θ)
> is the full parameter vector containing the parameters from the marginals
and the copula. The ML estimate of α is obtained by maximizing equation 3.3, α̂ = arg max
α
logL(α).
Hence the maximum likelihood estimation can be performed simultaneously for the parameters of the
margins δi and for the copula dependence parameter θ. This estimation method is also called full
maximum likelihood. Some drawback of this algorithm is that when the dimension increases, the
computation becomes too complex.
3.2.2 Inference for Margins (IFM)
The decomposed likelihood function in equation 3.3 suggests a separate estimation of the univariate
parameters from the multivariate parameters. This leads to a two-stage estimation procedure, where
the parameters of the margins are estimated





i ; δi) with i = 1, . . . , d
with respect to parameter of the margin, δi
2. and in the second stage regarding the pseudo log-likelihood function







1 ; δ̂1), . . . , Fd(x
(t)
d ; δ̂d), θ
}
with the estimated dependence parameter θ̂ = arg max
θ
logL(θ, δ̂1, . . . , δ̂d)
This procedure was recommended in Joe (1997) and it is called inference for margins. In contrast to
the full maximum likelihood estimation, the numeric complexity is drastically reduced as explained
in Franke et al. (2011).
3.2.3 Semi-Parametric Estimation
Alternatively, the parametric marginal distributions can be replaced non-parametrically by the empir-
ical distribution functions Fn. If the copula comes from a parametric family this would lead to a semi-
parametric MLE. Since the copula likelihood is required, it is not appropriate for high-dimensional
copula models where the copula density is not easily obtained.
For the case, when the likelihood of the copula is either not known in closed form, or is complicated
to obtain and maximize there exist alternatives to the maximum-likelihood estimation. As a standard
tool for non-parametric inference, rank correlation coecients can be regarded. If the copula belongs
to a specic family, like the Archimedean family, there exist formulas to obtain the copula parameter
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Copula θ = f−1τ (τ) τ = fτ (θ)
Gaussian θ = ρ = sin(τ π2 )
2
π arcsin(ρ)
Gumbel θ = 11−τ 1−
1
θ
Clayton θ = 2τ1−τ
θ
θ+2
Table 3.2: Relationship between the copula dependence parameter θ and Kendall's τ .
using Kendall's tau. That is, in some cases, the mapping from the parameter(s) of the copula to
dependence measures like Spearman's ρ or Kendall's τ is known in closed form, thus allowing for
method of moments (MM) or generalized method of moments (GMM) (Oh and Patton (2013)). In
general, this mapping, e.g. f(τ) = θ, is not known.
In table 3.2, the relation between the copula dependence parameter θ and Kendall's τ is given
for three copulae. Kendall's tau, just as Spearman's rank correlation and quantile dependence are
functions only of the copula and according to Nelsen (2007), for a pair of continuous random variables
(Xi, Xj) with univariate distributions Fi and Fj , these measures are dened in chapter 2 with u =
Fi(Xi) and v = Fj(Xj).
In practice, it can be assumed that the underlying stock returns Xi with i = 1, . . . , d have a normal
distribution. The components from the estimated correlation matrix can be used to get values of
Kendall's tau by the transformation τij,t =
2
π arcsin ρij,t, where ρij,t is the linear correlation coecient
and τij,t Kendall's rank coecient between Xi and Xj for day t. A subsequent transformation of
Kendall's tau to the copula parameter θ can be done with the following mapping, if the copula
belongs to the Archimedean family with generator φ,







This leads to an explicit and invertible relationship between Kendall's tau and the respective









This estimation method will be illustrated in a copula model of ve equity returns in chapter 4.
Also, other estimation method have been considered for copula-based multivariate models:
Canonical Maximum Likelihood (CML) The Canonical Maximum Likelihood estimation is a
semi-parametric copula estimation method also called pseudo-likelihood. In the following it is related
to the full maximum likelihood estimation in the bivariate case.
Given a time series of prices St, the log-returns are computed asXt = log(St/St−1) . The log-return
process {Xt} can be modeled as
Xj,t = µj,t + σj,tηj,t




is the conditional variance of Xj,t given Ft−1 and
ηt = (η1,t, . . . , ηd,t)
> are the standardized innovations for j = 1, 2, . . . d. By this, the time series
Xt can be decomposed into two parts, the predictable conditional mean µj,t = E(Xj,t|Ft−1) and
the unpredictable component, εj,t = σj,tηj,t , where Ft is the information available at time t. The
innovations ηt are independent of Ft and i.i.d. with E(ηj,t) = 0 and E(η2j,t) = 1 for all j = 1, . . . , d
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(Chen et al. (2006)). Furthermore, the multivariate innovation ηt has a distribution function Fη with
η ∼ iid Fη = C(F1(η1), . . . , Fd(ηd); θ0)
where Fi are the unknown, true continuous marginals of the innovations ηi, i = 1, . . . , d and C is
the belonging copula function with the unknown copula parameter θ0.
In the maximum likelihood approach both the copula density function and the single marginals
are regarded for the maximization. For two random variables the standardized residuals ηa and ηb
are obtained having the univariate density functions f1 and f2 and distribution functions F1 and F2,





{log f1(ηa,t) + log f2(ηb,t) + log c(F1(ηa,t), F2(ηb,t), θ)} (3.4)
However, the Canonical Maximum Likelihood (CML) method, proposed by Genest et al. (1995),
is a semi-parametric estimation procedure in which no assumptions are made about the parametric
form of the marginal distributions. Empirical counterparts are substituted for the marginals. Then






log c(F1n(ηa,t), F2n(ηb,t); θ)
where Fin = n/(n+ 1)F̂in with i = 1, 2. Of course, this can be extended to higher dimensions d.
3.3 Realized Copula
A realized copula results when realized dependence measures like the realized covariance, estimated
from high-frequency data are used for constructing the copula function. This concept was brought
forward by Fengler and Okhrin (2012). They used realized kernels as an estimator for covariation and
applied Hoeding's lemma on the data and the copula model to estimate the copula parameter.
Lemma. (Hoeding 1940)
Let X1 and X2 be two random variables with the marginal distributions F1 and F2, respectively,






{F (x1, x2)− F1(x1)F2(x2)}dx1dx2
This Hoeding's identity makes it possible to express the covariation of X1 and X2 in terms of
their marginal and joint distributions (Joe (1997), Nelsen (2007)). This lemma can be used for the
copula setting, when the joint distribution is replaced by the copula function,
σij(θ) =
ˆ ˆ
[Cθ{Fi(xi), Fj(xj)} − Fi(xi)Fj(xj)]dxidxj (3.5)
For the multivariate normal distribution this relation simplies to σij = θ. However, for the general
case some estimate is found for the daily covariation σij and the right part of equation 3.5 is estimated
by using numerical integration. An estimate for θ is found, such that the equation is approximately
fullled.
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In detail, for each day some estimate hij,t with elements of a measured covariance matrix is taken
for σij(θ) and the right part of equation 3.5 is abbreviated with fij(θt). By forming the dierence
gij(θ) = hij,t − fij(θ) for d random variables with i, j = 1, . . . , d and i < j an estimate for the copula
parameter can be found by minimizing θ̂MMt = arg min
θ
gT (θ)W g(θ). Here, W is a positive denite
weight matrix. For the empirical analysis the n-dimensional unit matrix In with n = d(d − 1)/2
was chosen for this weight matrix. Fengler and Okhrin (2012) highlighted that this approach is in a




For this work high frequency intraday data was taken from Lobster, an online limit order book data
tool that provides data of NASDAQ traded stocks1. For ve stock, Oracle (ORCL), IBM, Pzer
(PFE), Google (GOOG) and Exxon (XOM), a time series consisting of trade data over the time
period 01.10.2010 - 21.06.2013, a total of 684 days, was available.
In addition to this, daily price data was taken from Yahoo for the same stocks but for a longer
period, 07.10.2008 to 21.06.2013. By this way, daily data contains 500 more observations. Besides,
only the adjusted prices were considered.
The intraday data from Lobster included two csv-les for each day which are called message le
and orderbook le. The message le contains six columns: time (in seconds from midnight), type,
order id, size, price (dollar price times 10000) and direction (−1 for sell and 1 for buy limit order).
The time and the price column are the most important ones, others like type where used for cleaning
procedures.
time type order id size price direction
34200.33789681 5 6165846 300 1352900 -1
34200.503721437 1 1841681 250 1355900 -1
34200.581503807 1 6332816 100 1352800 1
. . . . . . . . . . . . . . . . . .
Table 4.1: High frequency intraday data taken from Lobster in message le. First three rows of IBM
data for 2010-10-01.
The orderbook le was only used for cleaning purposes, when observations were deleted due to
misrecording, for example. Depending on the number of price levels, the orderbook le contains
columns for ask and bid prices and ask and bid sizes of minimum level 1 up to a selected level.
A very important step before working with the data, is to clean and lter the data set. The
cleaning steps are explained in the next section.
For the cleaning steps, the synchronization and the empirical analysis, R was used which is a
programming language and environment for statistical computing.




For the application of realized copulae a 5-dimensional log price process Y = (Y1, . . . , Y5)
> was
regarded. Some descriptive statistics can be found for the daily price data in table 4.2 and particular
for the log-returns in table 4.3.
Minimum Median Mean Maximum Std. Deviation Skewness Kurtosis
ORCL 24.21 30.71 30.50 36.07 2.61 -0.06 -0.77
IBM 127.74 184.80 177.62 212.58 21.60 -0.54 -0.80
PFE 14.73 20.19 20.86 30.34 4.04 -0.73 -0.73
GOOG 474.88 612.43 640.32 915.89 97.66 0.94 0.15
XOM 57.31 80.00 79.15 91.54 7.69 -0.29 -0.29
Table 4.2: Descriptive analysis of daily prices (Yahoo)
Minimum Median Mean Maximum Std. Deviation Skewness Kurtosis
ORCL -0.12 0 0 0.06 0.02 -1.25 7.13
IBM -0.09 0 0 0.06 0.01 -0.67 6.09
PFE -0.05 0 0 0.06 0.01 -0.09 2.66
GOOG -0.09 0 0 0.12 0.02 0.32 10.81
XOM -0.01 0 0 0.05 0.01 -0.32 3.13
Table 4.3: Descriptive analysis of daily log-returns (Yahoo)
From table 4.3 it can be seen that most of the assets have a negative skewness of their log-returns.
That indicates fat left tails. Following the denition in Franke et al. (2011), the skewness of a random







where µ is the mean and σ2 is the variance of X.
Furthermore, the kurtosis of all asset returns, except Pzer, exhibit higher values then 3, which
is the kurtosis value for normal distributed random variables. Therefore the empirical univariate
distribution of the returns is leptokurtic, which means that there are many positive and negative
outliers but also many values around the center (Franke et al. (2011)). The univariate distributions
of all ve asset returns can be seen in gure 4.1.1.
Since the available data is real market data, one has to deal with non-synchronous trading and
irregularly spaced observations over the time interval [0, T ] where T denotes the number of observed
days, i.e. T = 684.
As the rst step, the cleaning procedures proposed by Barndor-Nielsen et al. (2009) were applied.
These are summarized in the table 4.5.
4.1.1 Cleaning Procedures Proposed by Barndor-Nielsen
Price data was observed within the day between 9.30 am and 4 pm. Observations out of these bounds
should be deleted. This rule is denoted by P1 in Barndor-Nielsen et al. (2009). If the price (ask or
bid price) equals zero, then this observation is canceled (P2). For trade data, which was used in this
work, only entries with normal sale condition must be used (T2). The data obtained from Lobster
has 7 types of transaction (compare table 4.4) where only executions are regarded as normal sale
condition.
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Figure 4.1.1: Kernel density estimates for the daily log-returns of ORCL, IBM, PFE, GOOG and XOM.
The normal density (thin black line) has mean=0 and σ equal the sample standard deviation
of ORCL.
Type Description
1 Submitted new order
2 Cancellation (partial deletion of order)
3 Deletion
4 Execution against visible oder
5 Execution against hidden order
7 Halt
Table 4.4: Types of transaction for data from Lobster
Due to this step, the daily data size reduced enormously. In step T3, again a lot of entries
were deleted because there were many observations at the same instant, meaning per second. In the
message le, time is given in a nanosecond precision, as can be seen from table 4.1, and often times
of subsequent observations dier only in nanoseconds with same prices. The time was rounded to
seconds and multiple observations were replaced by the median price.
At last, from the ask pA and bid prices pB the bid-ask spread |pB − pA| was computed. Only
entries with prices within the bounds pB − |pB − pA| ≤ p ≤ pA + |pB − pA| were kept. For this rule,
T4, and all the other stated above, the data reduction is summarized in table 4.5.
n P1 P2 T2 T3 T4 nnew
Oracle 356749 0 0 329489.8 (92.4%) 23555.8 (6.6%) 0 33024.7 (0.92%)
IBM 72380 0 0 62826.7 (86.8%) 6699.2 (9.3%) 1 2965.1 (4.10%)
PFE 217896 0 1 202131.2 (92.8%) 13198.9 (6.1%) 0 1977.2 (0.91%)
GOOG 65822 0 1 53547.9 (81.4%) 9052.0 (13.8%) 3.33 3254.8 (4.94%)
XOM 350284 0 2 327093.0 (93.4%) 18626.0 (5.3%) 29 4432.0 (1.27%)
Table 4.5: Data reduction due to cleaning procedures. Daily averages of raw data size n and nal data
size nnew, daily average numbers of deleted entries in P1, P2, T2, T3 and T4 related to all
cases where cleaning was necessary; percentages of data reduction in brackets (related to n).
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Since this work looks at the interdependence of assets, the seasonality doesn't need to be removed.
On the contrary it gets more interesting how the assets move together in special periods. Also, in
Lidan Groÿmaÿ (2013) it was found that estimates of the copula dependence parameter using seasonal
adjustment are close to those without adjustment.
For each day the 5 assets dier in the number of observations and also for the time points when
each price was observed. After Cleaning the data, the data loss is between 96 % and 98 %. Altogether
the worst loss of data was for Oracle, Pzer and Exxon with about 99%. This could be improved
either by choosing only assets with equally high recording frequencies or by some blocking strategy,
as proposed by Hautsch et al. (2009).
4.1.2 Synchronizing
One of the major challenges of high frequency nancial data is the fact that data is irregularly spaced
and non-synchronous. This makes it hard to nd observations for each stock of a portfolio for a
specic point in time. It gets even worse, if one asset is almost not traded, so that a combination with
a frequently traded asset would cost much of the data from the latter asset. Barndor-Nielsen et al.
(2009) pointed out that non-synchronous trading is one cause of bias and needs certain treatment like
their proposed refresh time method.
For treating this problem the procedure of refreshed times, as dened in Barndor-Nielsen et al.
(2008b), is applied, adopting their denotation for this procedure. The goal in refresh time sampling is
to nd points in time for which prices can be found from all assets and therefore generate a common
time vector. This setting is illustrated schematically in gure 4.1.2. For each day, this new time vector
τ , called refresh time are computed.
● ● ● ● ●
refresh time sampling
time in sec
● ● ● ● ● ● ●





τ1 τ2 τ3 τ4 τ5
Figure 4.1.2: Refresh time sampling scheme. The refresh times are indicated in blue on the x-axis.
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Denition (Refresh time) For d assets the rst refresh time is dened as τ1 = max(t
(1)
1 , . . . , t
(d)
1 ).
















where the superscript stands for the asset and the subscript for the position in the within-day time
vector, e.g. t
(1)
2 is the second observed time for the rst asset. In the beginning, every asset has a
dierent number of observations and N
(i)
s denotes the position in the time vector t(i) of asset i that
corresponds to the time s within some xed day.
By applying this refresh time sampling, the times of the multivariate data set are synchronized.
Of course, the least frequently traded asset determines the nal number of refreshed times.

























Figure 4.1.3: Daily distributions (upper) and daily averages (lower panel) of time interval length between
observations for all 684 days. Irregularly spaced price observations (after data cleaning
and synchronization) are mostly observed every second, but alltogether the mean intervall
length is 23.4 seconds. In the lower panel, daily mean (black points) and daily median
(green points) intervall lengths are plotted.
Summarizing the data preparation steps, in the start every stock had a dierent amount of available
data for each day and during the day the observations were irregularly spaced. The number of
observations for an asset for one day uctuated between 16, 660 and 1, 769, 000. The stocks XOM and
ORCL had the largest numbers of observations, all together 243 and 239 millions for all 684 days,
respectively.
After applying ltering rules, refreshing time and synchronizing all ve stocks prices the overall
amount of data is 748, 062 observations which corresponds to an daily average of 1093.66 observations
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(minimum 221, median 1021 and maximum 4009 observations).
In gure 4.1.3, it can be seen that the nal data set contains irregularly spaced observations in
time, yet this available data will be called tick data since the prices are mostly observed every second.
Already in 2001 it was found by Andersen et al. (2001) that tick-by-tick prices, that means observa-
tions taken every second, are rarely available at equally-spaced time points. Some form of interpolation
or other methods are needed to get an evenly-spaced time series. Due to market microstructure noise
it is advisable to work with a lower sampling frequency, like 5 - minute returns. For this reason, all
analysis was also made for 5 - minute returns. The construction of 5 - minute returns will be detailed
later.
In section 4.2, an interesting results were found regarding dierent sensitivity of realized kernel
and realized volatility estimates to changing sampling frequency from seconds to minutes.
The next step is to use the nal data set to obtain log-returns.
The n'th intraday return within a day can be get as the change of the log prices during the
corresponding period between two observations:
rt,n = log(pt,n)− log(pt,n−1) with t = 1, . . . , T, n = 1, . . . , Nt
where T = 684, pt is the price vector for day t and Nt is the number of intraday observations for day
t.
In an equally weighted portfolio consisting of the ve stocks ORCL, IBM, PFE, GOOG and XOM
all log-returns are combined for all observed days and the overall return movement can be seen in
gure 4.1.4. Until around July or August 2011 the returns movement was more calm. In August
2011, however, a type of crisis happened in the USA due to Standard & Poor's downgrading of the
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Figure 4.1.4: Returns of a linear portfolio of the ve regarded stocks
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4.2 Estimation of Covariation
In practice, the true log prices Yt are latent random variables and only noisy observations can be
made, that is Ỹt = Yt +Ut where Ut is some noise factor and Yt is the ecient price. Liquidity eects,
discrete price grids, bid-ask bounce eects or mis-recording can be sources for the noise Ut, which is
the market microstructure noise. Due to this, the variation in intraday returns can be attributed to
the ecient price and to the microstructure noise. Particular for very high sampling frequency, this
noise gets severe (Duan et al. (2011)).
For estimating ex-post variation of asset prices, the quadratic variation ofYt is regarded. According
process theory can be found in Jin and Maheu (2013) and Barndor-Nielsen et al. (2008a) where the
quadratic variation of Y can be given as




{Y (tj)− Y (tj−1)} {Y (tj)− Y (tj−1)}>
with an assumed time interval [0, 1]. Based on the the theory of quadratic variation, two volatility
models, realized volatility and realized kernels, based on high-frequency intraday returns are con-
structed.
4.2.1 Realized Volatility














where rt,i is the ith intraday return vector (Jin and Maheu (2013)). These measures of covariance
matrices will be termed RV in the next sections.
If the observed high-frequency prices were not aected by the market microstructure eect Ut,
the realized volatility would converge to the quadratic variation of the price process as the sampling
frequency goes to innity (Chen et al. (2010) or Andersen and Bollerslev (1998)). Then there would
not be the search for alternative, ecient estimators for quadratic variation and the realized kernels
would not be covered much here. But there is clear evidence for market microstructure noise as found
in the following and the simple realized variance does not give satisfying results. The realized kernel
estimator is reported to perform well in presence of market microstructure eects in Barndor-Nielsen
et al. (2008a).
Some direct way to reduce microstructure eects is to construct realized volatility based on a lower
frequency of observations. This was done by looking only on ve-minute returns instead of one-second
returns.
Furthermore, estimation of volatility has a strong inuence on the accuracy of the VaR measure-
ment. The key is an accurate measure of the covariance matrix, based on intraday high-frequency
return data. One kind of volatility models is the historical volatility model that is based on historical
return data with daily periods with Realized Volatility (RV) being one important type of volatility
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model. Contribution to this statistical area can be found in Taylor and Xu (1997) and Andersen and
Bollerslev (1998).
4.2.2 Realized Kernel
The second approach, which is more robust to market microstructure eects, is the realized kernel
(RK) estimator, which was proposed by Barndor-Nielsen et al. (2008a). In Barndor-Nielsen et al.
(2009) the strength of realized kernels in presence of market microstructure noise was shown as the
realized kernel gave similar results for trade and quote data. These data types dier in the sampling
frequencies. Therefore the microstructure eect would manifest itself in dierent estimation results for
these dierent types of nancial databases. However, it was stressed, that data cleaning is a necessary
step before estimation.















where γt,h is the hth realized autocovariance for day t and k(h) is a weight function. Note, that γt,0
is the realized variance. As input, X is the data matrix of log returns for one day. The realized
autocovariance sums up d × d matrices computed as the Cartesian product of the return vector
rt,j = (rt,j,1, . . . , rt,j,d)
> with its h- lag, rt,j−h = (rt,j−h,1, . . . , rt,j−h,d)
>.
As supported by Barndor-Nielsen et al. (2009) the Parzen kernel was taken here for the weight
function and it is dened as
k(t) =

1− 6t2 + 6t3 0 ≤ t ≤ 0.5
2(1− t)3 0.5 ≤ t ≤ 1
0 t > 1
Since the Parzen kernel is in some way a symmetric smoother of the autocovariances, it is shown
from -1 to 1 in gure 4.2.1. The negative values of h in formula 4.1 are taken in as absolute values
in the weight function, therefore the parts of the autocorrelations that can be described as leads
and those as lags are weighted equally. By using the Parzen kernel, the realized kernel give a non-
negative estimate of the covariance matrix (see Barndor-Nielsen et al. (2011) for further details).
Other weighting kernels have worse eciency (e.g. cubic kernels in Barndor-Nielsen et al. (2008a))
or consistency (Bartlett kernel).
The bandwidth computation was done as proposed in Barndor-Nielsen et al. (2009).
H = ξ4/5c∗n3/5
where n is the data size after refreshing time, c∗ is a kernel weight specic constant (for the Parzen
kernel c∗ = 3.5134) and ξ depends on the unknown integrated quarticity. Simply said, ξ is the com-
bination of the realized variance estimator based on high frequency returns involving microstructure
and lower frequency of 20-minute returns. This bandwidth is a good trade-o between asymptotic
bias and variance, that is when the sampling frequency is too high or too low, respectively. Some
examples together with an overall average of the computed bandwidths are presented in table 4.6.
The bandwidth parameter H controls the number of leads and lags used for all returns in a day.
After cleaning and synchronizing the high-frequency vector of returns, estimates for the daily

















Figure 4.2.1: Parzen Kernel satises the necessary smoothness conditions, k′(0) = k′(1) = 0.
variances that are an ex post measure of the variance for the respective asset. The realized correlation
between asset i and j is also obtained by RCOVt,ij/
√
RCOVt,iiRCOVt,jj where RCOVt,ij is the
element from the i-th row and j-th column.
01.10.2010 04.10.2010 05.10.2010 Average over all days
ORCL 15.15 12.63 12.65 14.41
IBM 13.79 13.73 14.01 14.36
PFE 15.21 15.84 12.62 14.30
GOOG 13.96 13.63 14.86 14.30
XOM 15.07 12.79 15.04 14.28
Ø 15 14 14 14.82
Table 4.6: Estimated Bandwidths for Realized Kernel, for 3 days and an average value for all 684 days
4.3 Regular Spaced Observations
Additionally to the irregular spaced tick data, 5 - minutes returns were also used. By this the condition
of regular spaced observations was provided and also the market microstructure eect should not be
large at this frequency. For computing 5 - minute returns, in the most cases there were enough
observations near the 5 - minute grid points. For periods like the end of the day, sometimes there
were too few observations, so the last chosen point in the 5 - minute grid was taken for the next 5 -
minute return.
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High frequency irregular spaced data 5 minute returns
01.10.2010 ORCL IBM PFE GOOG XOM ORCL IBM PFE GOOG XOM
ORCL 1 0.628 0.435 0.499 0.438 1 0.627 0.316 0.317 0.507
RK IBM 1 0.392 0.440 0.390 1 0.290 0.380 0.580
PFE 1 0.436 0.439 1 0.476 0.536
GOOG 1 0.390 1 0.544
XOM 1 1
01.10.2010 ORCL IBM PFE GOOG XOM ORCL IBM PFE GOOG XOM
ORCL 1 0.322 0.160 0.298 0.313 1 0.571 0.359 0.339 0.501
RV IBM 1 0.130 0.248 0.345 1 0.302 0.400 0.567
PFE 1 0.147 0.207 1 0.489 0.509
GOOG 1 0.218 1 0.514
XOM 1 1
Table 4.7: Correlation estimates based on realized kernel and realized covariance on 01.10.2010.
For both, the irregular spaced time series and the 5 - minute time series of returns all estimates
were computed. In gure 4.7, the estimates for RK and RV are given for the day 01.10.2010 as an
example. For tick data there is as a clear dierence between RK and RV estimates but for 5 - minute
returns they equal each other more.
Under the assumption that the time interval is xed, the ex-post realized volatility is an unbiased
volatility estimator (Corsi (2009)). From table 4.7, this gets obvious, because for 5 - minute returns the
estimates from RK and RV approach. Apparently, the simple realized variance is biased downwards
with a too high sampling frequency of seconds with irregular spaced intervals.
It was interesting to see how the realized kernel estimates for tick data dier from the respective
estimates based on 5 - minutes returns. The same was done with the RV estimates. From table
4.8 no signicant dierence between the methods RK and RV is found. But for the more important
correlation estimates, table 4.9 shows that the simple realized covariance is very sensitive to the
sampling frequency and generates very deviating estimates. This impression is supported by a t-test
and Wilcoxon rank test with a null-hypothesis of mean equal to zero.
ORCL IBM PFE GOOG XOM
Realized tick 0.0130 0.0088 0.0106 0.0110 0.0095
kernel 5 min 0.0129 0.0087 0.0104 0.0110 0.0094
dierence 9.71 (*) 8.31(**) 25.87 (***) 2.72 11.58 (***)
Simple tick 0.0127 0.0088 0.0130 0.0113 0.0095
realized 5 min 0.0130 0.0088 0.0106 0.0111 0.0095
variance dierence -25.74 (***) 1.94 -27.20 (***) 19.40 (***) -3.63
Table 4.8: Averages of realized kernel estimates of daily standard deviation for the ve stocks based on
tick data and realized kernels based on 5 - minute returns and the average dierence in 10−5
between these estimates. Equivalently for realized volatility estimates. A t-test was conducted
with alternative hypothesis of mean deviation 6= 0 with signicant p-values in brackets, * for
10%, ** for 5% and *** for 1%.
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ORCL IBM PFE GOOG XOM
ORCL -27.78 (***) -28.04 (***) -32.61 (***) -18.57 (***)
IBM 0.24 -22.82 (***) -24.06 (***) -17.84 (***)
PFE 2.23 (*) (*) -0.77 -24.58 (***) -24.56 (***)
GOOG 2.08 (**)(***) 0.32 (*) 1.03 -21.21 (***)
XOM -2.51 (*) -0.28 2.14 (**) -1.21
Table 4.9: Mean deviation in 10−6 between realized kernel estimates based on tick data and on 5 - minute
data in the lower triangular. Equivalently for realized variance in upper triangular. A t-test
was conducted with alternative hypothesis of mean deviation 6= 0 with signicant p-values in
brackets, Due to the deviation from normality, results from a Wilcoxon test are given in green
(in upper triangula they coincide); * for 10%, ** for 5% and *** for 1%.
4.4 Estimation Methods for the Copula Parameter
For all estimators the Clayton copula is assumed for the dependence structure of the ve assets.
Copula estimation based on high - frequency data is a new eld in statistics and econometrics, and
there are some new proposed estimation methods for which implementation will be covered in the
next sections.
4.4.1 Method of Moments Type Estimator using Hoeding's Lemma
The copula dependence parameters θ is estimated by exploiting the information from the covariance
of random variables. Here, the integral representation of the covariance of two random variables
described in section 3.3 is used.
For the covariance matrix, realized kernel estimates and alternatively the estimated realized co-
variance was used. As explained in section 3.2, a bivariate distribution together with two marginals
is needed. For the joint distribution, the 2 - dimensional Clayton copula replaces the bivariate distri-
bution function and standard normal univariate distributions are taken for the marginals.
σij(θ) =
ˆ ˆ
[Cθ{Φ(xi),Φ(xj)} − Φ(xi)Φ(xj)]dxidxj (4.2)
The right part of equation (4.2) does not need real data and only numerical integration must be
performed, so that the resulting value depends only on the chosen copula parameter θ.
For all ve stocks the estimated 5×5 correlation matrix has 10 dierent values of σ̂ij . By applying
the minimization as described in section 3.3, an estimate denoted by θMM is found.
Unfortunately the double integration together with the optimization problem results in a large
computational time. The obtained estimates are denoted by θMM and for simplicity this method is
called method of moments estimator.
4.4.2 Estimator Built on Kendall's Tau






that means it is assumed that from the covariance matrix the correlations ρij,t between asset i and
j are used that are similar to linear correlation.
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For many copulae there exists an explicit relationship between Kendall's tau and the copula param-
eter θ. Genest and Rivest (1993) provided the following form of such a relationship for Archimedean
copulae.







Since the Clayton copula is applied, the mapping function reduces to fτ (θ) =
θ
θ+2 that can be













where τ̂t is obtained by taking all elements from the lower triangular of the estimated correlation
matrix for day t and applying the transformation described above.
4.4.3 Realized Dependence Estimator
A Canonical Maximum Likelihood estimation is carried out using the available high frequency data,
on the one hand for all available data, that is observations taken mostly every second, and on the
other hand 5 - minute returns.
According to the approach in Lidan Groÿmaÿ (2013, 2011) a non-parametric ex-post estimate of
a daily time - varying copula dependence parameter is found by applying a univariate ARMA(1,1)-
GARCH(1,1) process to each of the intraday stock returns. In contrast to the model in Lidan Groÿmaÿ
(2013), the volatility model regarded here does not contain a part for the conditional mean, that is
the term µt in the price processYt = µt + σtηt is set zero.
For each of the ve stock returns a GARCH(1,1) model was t. Vectors of standardized residuals
ηit with i = 1, . . . , 5 were obtained. For these vectors the empirical cumulative distribution function





log c(F̂1,n(η1,t), . . . , F̂5,n(η5,t), θ)}
where F̂i,n are empirical cdf's and c is the 5 - dimensional density function of the Clayton copula.
For this application it was very useful that the Clayton copula was chosen since in contrast to other
copula families its density can quite easily be given for 5 dimensions. Maximization delivers the
realized dependence estimates as called in Lidan Groÿmaÿ (2013, 2011).
4.4.4 Rolling Window Maximum Likelihood Estimator
For this estimator, the inference functions for margins method due to Joe (1997) was applied on
daily data taken from Yahoo. Starting from 07.10.2008, a xed rolling window of 500 days was set
from which the marginal distributions of daily log returns were estimated via maximum likelihood.
Moreover, a normal distribution with mean equal to zero was tted to all ve stocks by chosing the
variance σ2 that maximized the likelihood. The estimate for the copula dependence parameter was
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computed again using the theory of maximum likelihood with






log φσ̂j (xj,t) + log c {Φσ̂1(x1,t), . . . ,Φσ̂5(x5,t); θ}

where φ denotes the normal density function, Φ the normal distribution and xi,t is the daily log return























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.4.1: Based on tick data, estimated realized dependence parameter (magenta line) together with
θMM (blue points), θAdhoc(green points) and θML (orange line), where θMM and θAdhoc are
estimated using RK.
Having computed all estimates, some graphical analysis was done to compare these four estimators.
Furthermore some descriptive statistics are given in table 4.10.
The resulting estimates for the realized dependence have more in similar with the estimates of
θMM and θAdhoc when the RV estimates are based for the covariance. This becomes clear in gure
4.4.2, where in contrast to gure 4.4.1, all estimates lie more or less together. By replacing RK with
RV for estimating θMM and θAd hoc these two estimators yield smaller values below 1. With other
words, θMM and θAd hoc are reduced to the level of the realized dependence estimates where the ML
copula parameter estimates θML are placed. This change can also be found in table 4.7, where the
correlations in the RV matrix are almost half the size of those from RK. Going to the lower sampling
frequency of 5 - minutes should increase the level of the values from the θRD estimates. This is veried
in gure 4.4.3 in which the realized kernel estimates were used for θMM and θAdhoc. Also, in table
4.10, it can be seen, that realized dependence estimates using 5 - minute data have larger values and
higher variation than with tick data. The copula parameter estimates are very similar for 5 - minute
returns if instead of RK the simple realized variance and covariance is used.
As another comparison of estimates based on tick and 5 - minute data, the gure 4.4.4 shows
the tail dependence coecient that is given for the Clayton copula with parameter θ by λL = 2
−1/θ
ignoring the fact that for some estimators the marginal distributions are assumed to be normal. Since
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the Clayton copula generates lower tail dependence, it was quantied in this gure 4.4.4.
Min Mean Median Max Std. deviation
tick θMM 0.11 0.64 0.55 2.49 0.39
θAdhoc 0.12 0.68 0.60 2.30 0.37
θRD 0.05 0.23 0.22 0.47 0.08
5-minute θMM 0.11 0.68 0.55 3.30 0.44
returns θAdhoc 0.12 0.75 0.64 2.94 0.43
θRD 0.04 0.53 0.49 1.58 0.25
daily θML 0.30 0.48 0.49 0.80 0.08
Table 4.10: Descriptive statistics of the four copula dependence parameter estimates, for tick data and 5
- minute returns. The estimators θMM and θAdhoc are obtained by using RK.
Min Mean Median Max Std. deviation
tick θMM 0.09 0.66 0.55 3.17 0.39
θAdhoc 0.10 0.71 0.62 2.82 0.37
5-minute θMM 0.05 0.28 0.26 0.71 0.12
returns θAdhoc 0.06 0.31 0.28 0.78 0.13
Table 4.11: Descriptive statistics of the copula dependence parameter estimates, for tick data and 5 -
minute returns. The estimators θMM and θAdhoc are obtained by using RV.
Having estimated the copula parameter θ for each day with dierent estimation methods, it can
be used together with the realized kernel estimates for comparing the resulting copula models by
examination of the Value-at-Risk.
4.5 Value-at-Risk
Value-at-Risk (VaR) are frequently used to quantify risk exposures. This estimates represent a critical
value of a portfolio's potential prot and loss distribution for one day, as explained in Kupiec (1995).
The Value-at-Risk estimation requires the availability of extreme observation, since it deals with
extreme quantiles. Such observations are rare so that the VaR estimates ca be incorrect. Therefore it
is important to assess and quantify the accuracy of VaR estimates. In the following the construction of
the VaR estimate is explained and afterwards the results are tested on accuracy including a comparison
relating to the dierent copula parameter estimators.
Regarding a linear portfolio of d positions, its value is dened as the weighted sum of the individual
prices St = (S1,t, . . . , Sd,t)





with the weights w = (w1, . . . , wd)
>. The prot and loss (P&L) function is formed as






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.4.2: Estimates of Lidan's θRD(magenta line), the daily θML(orange line), θMM (blue points) and
θAd hoc(green points), where the last two estimators are based on the estimated RV.
where Xt+1 = logSt+1 − logSt are the log-returns. The Value-at-Risk is the α- quantile of the P&L
distribution, V aR(α) = F−1L (α).
For the P&L function, daily data from Yahoo was taken. From the 684 observations, log-returns
for 683 days were available for each asset.
For evaluating the copula models based on the four dierent parameter estimators θMM ,θAdhoc,
θRD and θMLdaily, the loss distribution of a portfolio of d = 5 positions, ORCL, IBM, PFE, GOOG
and XOM was simulated from a Clayton copula distribution with sample size 1000 using the realized
kernel estimates for σ for the normal marginals and the estimated copula dependence parameter θ̂.
Cθ̂ {Φσ̂1(X1), . . . ,Φσ̂5(X5)}
In addition, the traditional realized volatility and realized covariance estimator was used, both com-
bined in the notation RV.
By this, for each day there were 1000 simulated values for the loss distribution and dierent α-
quantiles were used for VaR estimation. For the α- level, 1%, 5% and 10% were taken.
In order to asses the performance of the four copula estimation methods, some backtesting was
done. A backtest serves for evaluating a risk model, in this case the the model on which the VaR
estimation is based. Using the daily adjusted closing prices from Yahoo, the true realizations {lt} of
the P&L function are computed and compared to the estimated Value-at-Risk values. To measure
the quality of the estimated V̂ aRt(α), a backtest proposed by Kupiec (1995) was applied, which is an
unconditional coverage test. It focuses on the exceedance ratio α̂, which gives the percentage of cases,

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.4.3: Copula parameter estimates for θRD(magenta line), the daily θML(orange line), θMM (blue
points) and θAd hoc(green points). 5 - minute returns were used for estimating θRD, θMMand
θAd hoc and RK was used for θMMand θAd hoc.
where T is the number of available values of V̂ aRt(α) and N = T · α̂ is the absolute number of
observed exceedances. Kupiec's test statistic is dened as








Since the realized dependence estimator and the maximum likelihood estimator are constructed on
a dierent model than θMM and θAdhoc, it was interesting to check the Value-at-Risk by simulating
from the respective correct model. However, the resulting VaR values were worse for the daily max-
imum likelihood model when the variance was not taken from the RK estimates but from maximum
likelihood estimates based on daily data.
Furthermore, Value-at-Risk estimation with copula has higher eciency and exibility than other
methods based on a normality assumption (see Franke et al. (2011) chapter 17).
From the tables 4.12 and 4.13 can be seen, that the 1% quantile is better estimated for θML and
θRD when using realized kernel estimates for the simulation from the Clayton copula. However, it
must be mentioned that by drawing new Monte Carlo samples these result could change slightly.
4.6 HAR Forecasting
In this section, Value-at-Risks are calculated by using forecasts of the dependence parameters.
In order to capture the dynamics of the copula dependence parameter, the Heterogeneous autore-
gressive model (HAR) discussed in Andersen et al. (2007) and Corsi (2009) was implemented, since it
is relatively easy to estimate. In this model the conditional volatility is modeled with a special type of
linear model that can be estimated by ordinary least squares. In Corsi (2009) this is described as an










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.4.4: Lower tail dependence coecient for the Clayton copula constructed by θMM (blue dots),
θAdhoc(green dots) and θRD(magenta dots). In the upper panel estimation was based on all
available data (variable sampling frequency around 1 second) and in the lower panel only 5
- minute returns were used for estimation.
horizons to imitate dierent market behavior.
As a result, the variance is forecasted one day ahead. Additionally, the copula parameter is also


































θt+1|t = α0 + αD θ̂
D
t + αW θ̂
W
t + αM θ̂
M
t
where σ̂i is the RK estimate of the variance of stock i, θ̂t is an estimate of the copula parameter
for day t and the superscripts D, W and M indicate daily, weekly and monthly averages, that is












i=0 θt−i. This procedure is illustrated in gure 4.6.1. For
estimating the HAR model, the rst 250 days beginning from 01.10.2010 were used, such that time
series of forecasts contained 434 days.
From the previous sections it could be seen, that the realized kernel is a good estimator for the
variation in the data. Thus a time series of the variances of the ve stocks was taken from the realized
kernel estimates. It is assumed, that the variance σ̂t,1, . . . , σ̂t,5 is time dependent and standard time
series models can be applied.
The forecasted values for the variance and the copula parameter were used to construct a Clayton
copula, from which Monte Carlo samples were drawn. Again, Value-at-Risk estimates were obtained,
that are given in table 4.14.






























































Figure 4.5.1: Value-at-Risk estimates, V̂ aRt(α) (solid line), P&L (dots) and exceedances (red crosses),
for α = 0.05.
1 second returns
Estimator VaR(0.01) VaR(0.05) VaR(0.10)
RK
θMM 1.03 (0.948) 4.98 (0.979) 11.86 (0.114)
θAdhoc 1.17 (0.661) 5.12 (0.882) 11.13 (0.334)
RV
θMM 1.17 (0.661) 6.30 (0.135) 13.18 (0.008)
θAdhoc 1.32 (0.426) 6.30 (0.135) 13.32 (0.006)
RK for θRD 1.32 (0.426) 7.91 (0.001) 14.64 (0.000)
simulation θML 1.02 (0.948) 6.15 (0.183) 12.74 (0.022)
RV for θRD 1.47 (0.254) 6.44 (0.97) 13.47 (0.004)
simulation θML 1.32 (0.426) 5.71 (0.405) 13.32 (0.006)
Table 4.12: Value-at-Risk exceedance rates in % for θMM , θAdhoc, θRD and θML. VaR was computed
from simulated returns using a Clayton copula with according dependence parameter and
realized kernel estimates. The Kupiec test is presented in brackets.
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5-minute returns
Estimator VaR(0.01) VaR(0.05) VaR(0.10)
RK
θMM 1.02 (0.948) 5.71 (0.405) 12.74 (0.022)
θAdhoc 0.88 (0.744) 5.12 (0.882) 11.86 (0.114)
RV
θMM 0.88 (0.744) 4.69 (0.703) 12.59 (0.029)
θAdhoc 1.02 (0.948) 5.12 (0.882) 12.59 (0.029)
RK for θRD 1.03 (0.948) 6.30 (0.135) 13.03 (0.011)
simulation θML 1.17 (0.661) 7.17 (0.014) 13.03 (0.011)
RV for θRD 1.17 (0.661) 5.12 (0.882) 12.45 (0.039)
simulation θML 1.46 (0.254) 6.59 (0.069) 12.59 (0.029)
Table 4.13: Value-at-Risk exceedance rates for θMM , θAdhoc, θRD and θML. VaR was computed from
simulated returns using a Clayton copula with according dependence parameter and realized
kernel estimates. The Kupiec test is presented in brackets.
Figure 4.6.1: One-day ahead forecasting of variance and copula parameter. A double hat represents the
forecasts and a single hat the estimates.
Estimator VaR(0.01) VaR(0.05) VaR(0.10)
θMM 2.54 (0.007) 6.70 (0.125) 11.78 (0.235)
θAdhoc 2.08 (0.049) 6.70 (0.125) 11.08 (0.486)
θRD 3.00 (0.001) 8.31 (0.004) 13.39 (0.025)
θML 2.77 (0.002) 7.62 (0.020) 12.24 (0.136)
Table 4.14: Value-at-Risk exceedance rates in % for forecasted values of θMM , θAdhoc, θRD and θML.
VaR was computed from simulated returns using a Clayton copula with forecasted dependence











































































































































































































































































































































































































































































































































































































































































The goal of this thesis is to apply and examine up-to-date approaches for estimating copula models
based on intraday nancial data. For estimation of dependence between risk factors like stock returns
involving copula models, in the last years an increased number of publications has appeared. In
contrast, the new approach of estimating the daily ex-post dependence between assets by making
use of high-frequency data is quite new and some of the few proposed estimation methods, that from
Fengler and Okhrin (2012) and Lidan Groÿmaÿ (2013) were applied. Four copula parameter estimators
are built on dierent settings, parametric and semi-parametric.
In the ad hoc estimation, the non-parametric rank statistic Kendall's tau oered a rather simple
and fast way for estimation the dependence parameter. A key for this is the available variability
information. The high-frequency data type has dierent properties than those of daily data and this
requires special estimation methods for the covariance between assets. The popular realized volatility
and realized covariance estimators appeared in this work to be inferior to the realized kernel estimator,
which accounts for the autocorrelation in the returns and is less sensitive to market microstructure
eects.
As the last estimator, maximum likelihood estimator uses only daily price data and due to the
rolling window the parameter estimates change over time. Dependence estimates from this estimator
dier greatly from the results of the other estimators because the dependence in the portfolio of the
ve stocks looks more or less constant and shows no reaction to events on the world market like
nancial crisis.
The main object in modeling stock returns is to accurately describe the true return distribution
and to be able to get precise estimates of extreme quantiles which describe possible prots or losses in
times of a nancial boom or crisis. Therefore, all estimated copula dependence parameter were used
in the combination with Value-at-Risk calculation.
Conrming the present literature on copula estimation methods, the method of moments estimator
using Hoeding's lemma together with the ad hoc estimator delivered the best results. It must
be stressed, that these estimators performed best when the realized kernel estimator was chosen
for estimating covariance. When the standard realized variance, as the sum of squared intraday
returns, was used to estimate variability in the data, the Value-at-Risk performance fell of in quality.
Furthermore, using only 5 - minute returns reduced the intraday data amount and led to slightly
imprecise quantile estimation
High frequency data is an enrichment for researchers in the sense that risk modeling is facilitated.
As pointed out in Barndor-Nielsen et al. (2011) and also in Bollerslev et al. (2008), high frequency
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data is essential for evaluating and forecasting risk factors.
Sometimes assets behave mostly independent in normal periods, but move together in crisis. This
was observed for data of stock returns in this work.
Using the out-of-sample forecast of the method of moments estimator, the estimated Value-at-Risk
was found to perform better than when other copula dependence estimators were used.
The realized dependence estimator of Lidan Groÿmaÿ (2013) performed well for 5 - minute returns
and led to much worse results for the returns with a higher sampling frequency of about seconds. This
can be due to microstructure eects or / and the irregular spaced observations. All in all, the realized
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