We iteratively improve a three-dimensional seismological model of the southern California crust using an inversion strategy based upon adjoint methods. The resulting model in- 
Introduction
The objective of seismic tomography is to produce detailed three-dimensional (3D) images of Earth's interior by minimizing the differences between simulated (or "synthetic") seismograms and recorded (or "observed") seismograms. Seismic tomography has been successful in producing images of Earth's interior, such as large-scale variations in the mantle (Woodhouse and Dziewonski , 1984; Romanowicz , 2003) , subducting slabs (Grand et al., 1997) , and mantle plumes (Montelli et al., 2004) . These tomographic studies adopt a simple onedimensional (layered) reference model (Dziewonski and Anderson, 1981) , which allows for computationally inexpensive procedures within the minimization problem. Highly accurate numerical methods, such as the spectral-element method (SEM), may now be used to compute synthetic seismograms at regional and global scales, allowing tomographers to start the minimization procedure with more realistic 3D initial models and simulations (Komatitsch et al., 2002; Akçelik et al., 2003; Chen et al., 2007; Fichtner et al., 2009) . Furthermore, as demonstrated in this study, these numerical methods may be exploited within the minimization problem by using so-called adjoint methods (Tarantola, 1984; Talagrand and Courtier , 1987; Tromp et al., 2005) .
Southern California provides an excellent motivation and setting for the two-fold objective of fitting seismograms and characterizing the crust. The station coverage (Figure 6.2a) , especially in the Los Angeles region, is one of the densest in the world. A detailed 3D seismological model of the southern California crust has been constructed from a variety of seismic datasets (Komatitsch et al., 2004) . Several different approaches have been used to determine earthquake source parameters. Finally, an accurate wave propagation code, employing the SEM, has been applied to simulate seismic wave propagation in the region (Komatitsch et al., 2004) , with recent modifications to facilitate an inverse problem (Liu and Tromp, 2006) . "Adjoint tomography" involves the application of adjoint methods and 3D simulations of seismic wave propagation to seismic tomography (Tromp et al., 2005; Tape et al., 2007) . The approach is that of a minimization problem: (1) specification of an initial model described in terms of a set of earthquake source parameters and 3D variations in density, shear-wave and bulk-sound speeds; (2) specification of a misfit function; (3) computation of the value of the misfit function for the initial model; (4) computation of the gradient (and Hessian, if feasible) of the misfit function for the initial model; and (5) iterative minimization of the misfit function. This paper is organized following these steps, with emphasis on the new crustal model (Section 6.5 ).
Here we demonstrate the feasibility of our tomographic approach by iteratively improving a 3D crustal model of southern California. Within the iterative procedure we use traveltime measurements of body and surface waves from 52,000 three-component seismograms of 143 crustal earthquakes. After 16 iterations, the resulting crustal model generates seismic waveforms with substantially improved fits to observed waveforms and it captures features in the data that are not produced by the initial 3D model. The quality of the new crustal model allows us to simulate the details of earthquake ground motion at periods of two seconds and longer for hundreds of different paths in southern California. Our new crustal model contains strong vertical and lateral heterogeneity. Many new tomographic features are revealed, the most dramatic of which are the Coast Ranges and their numerous sedimentary basins, the southern San Joaquin basin, the mid-crust of the Mojave Desert region, and the mid-crust of the western Transverse Ranges.
Initial model
We compute synthetic seismograms using the spectral-element method (Komatitsch et al., 2004) . Due to the accuracy of the SEM, the goodness of fit between observed and synthetic seismograms depends only on the quality of the Earth structure model and the quality of the earthquake source model. Here we describe the structure and source parameters, followed by a description of the model vector m used in the tomographic inversion.
Initial 3D crustal model
We wish to use an initial seismological Earth model that produces the maximum number of measurements for a given set of earthquakes. Hence we begin with a 3D model (Komatitsch et al., 2004) rather than a standard 1D layered model for southern California.
The initial seismological model is provided by the Southern California Earthquake Center and contains results from several different seismic datasets: seismic reflection and industry well-log data to constrain the geometry and structure of major basins (Süss and Shaw , 2003; Komatitsch et al., 2004; Lovely et al., 2006) , receiver function data to estimate the depth to the Moho (Zhu and Kanamori , 2000) , and local earthquake data to obtain the 3D background wavespeed structure (Hauksson, 2000; Lin et al., 2007b) . The seismological model is described in terms of shear wavespeed (V S ) and bulk sound speed (V B ), which can be combined to compute compressional wavespeed (6.1)
We extend the simulation region of Komatitsch et al. (2004) westward, so as to include the Coast Ranges (Figure 6 .1). We also implement a more recent version of the background model (Lin et al., 2007b) , and we obtain density (ρ) by empirically scaling V P (Brocher , 2005) .
Earthquake sources
Each earthquake source is described by ten parameters: origin time (one), hypocenter (three), and moment tensor (six). Most of the epicenters and origin times were previously determined based upon the relocation technique of Lin et al. (2007a) , and these remain unchanged during the iterative improvement of the seismological model. We perform numerous tests to determine the best focal mechanism for each earthquake, and we invert for the focal mechanisms (Liu et al., 2004) once in the initial 3D model (m 00 ) and again at the twelfth iteration (m 12 ). The earthquake and station coverage for our study is shown in Figure 6 .1.
Four criteria, in order of importance, influenced our selection of earthquakes for the tomographic inversion:
1. availability of quality seismic waveforms for the period range of interest (2-30 s) (must have at least 10 good stations);
2. availability of a relocated hypocenter (with origin time);
3. occurrence in a region with few other earthquakes;
4. availability of a "reasonable" initial focal mechanism.
These criteria led us to select earthquakes with M w ≥ 3.4, with the smallest ones in regions of sparse coverage. We represent the earthquakes as point sources in our simulations. Within our period range of interest (2-30 s), this leads us to exclude earthquakes with M w > 5.5.
Because the computational cost of our technique is independent of the number of stations, we prefer to use larger earthquakes (M w ≥ 4). Larger earthquakes produce higher signalto-noise ratios at more stations, thereby leading to more measurement windows.
We use the variable σ 0 to indicate the "water-level" minimum uncertainty associated with a traveltime measurement. For our tomographic inversion, we choose σ 0 = 1.0 s (6.2) based on the estimated uncertainties of earthquake source parameters. The tomographic inversion concentrates on reducing time shifts between synthetic and recorded waveforms that exceeded σ 0 .
Epicenters
Earthquake epicenters are primarily from Lin et al. (2007a) , where available. We supplement these with results from other local studies that used local and temporary stations. (2007a,b) also used information from controlled sources (quarry blasts and shots) to estimate uncertainties of absolute locations and absolute origin times (Lin et al., 2006) . The changes in wavespeed produced by our tomographic inversion are large (±30% locally) but they impart only minor traveltime shifts 1 compared to σ 0 = 1.0 s. Therefore, we do not change the epicenters during the iterative tomographic inversion.
Depths and origin times
Our initial depths and origin times are from the relocated catalogs in Section 6. we also applied an empirical correction to the origin times (discussed next). These adjustments to the depths and origin times induced time shifts much smaller than σ 0 = 1.0 s.
We noticed a minor, magnitude-dependent time-shift pattern, based on analysis of nearsource seismograms for model m 12 for the period range 2-30 s. The pattern indicated that larger events had systematically positive time shifts, even for stations in the vicinity of the earthquake source. We therefore modified the origin times of the sources with an empirical relationship given by t s = t ′ s + 0.5h, where t ′ s is the listed origin time, h is the half-duration of the source (determined directly from M w ), and t s is the new origin time. (t s and t ′ s are in "absolute" seconds, that is, with a particular reference zero-time; h is in seconds.)
The maximum correction factor 0.5h for all 234 earthquakes was 0.65 s, the minimum was 0.06 s, the mean was 0.14 s, and the median was 0.11 s. Thus, all correction factors were less than σ 0 = 1.0 s. This minor adjustment in origin time is due to the fact that the origin time is derived from P wave picks on the unfiltered seismograms (thus, highest frequency) (Allen, 1978) , while the origin time in our simulation is taken to be the center of a Gaussian source-time function with half duration h.
Focal mechanisms
Our initial focal mechanisms are selected from published catalogs of Tan (2006), Hardebeck and Shearer (2003) , and the Southern California Earthquake Data Center (Clinton et al., 2006) . Tan (2006) implemented the "cut-and-paste" method (Zhao and Helmberger , 1994; Zhu and Helmberger , 1996) , which uses both surface waves and body waves. The method of 1 We illustrate this with an extreme example, considering an earthquake at z = 10 km depth, overlain by a region of v1 = 3 km/s in the initial model, and we then apply a (very large) n = ln(v1/v2) = −0.3 change in wavespeed. For a station immediately above the earthquake, the change in traveltime due to the change in structure will be ∆t = (z/v1)[exp(−n) − 1] ≈ 1.2 s. Thus, this extreme scenario produces a time shift slightly larger than σ0 = 1.0 s. (2003) uses amplitude ratios between P and S waves. Clinton et al.
Hardebeck and Shearer
(2006) implemented the method of Pasyanos et al. (1996) and Dreger et al. (1998) , which uses relatively long-period surface waves (10-50 s). In cases where there were significant discrepancies among the mechanisms reported by different studies, we performed 3D simulations and compared the synthetics directly with the data to determine the best starting mechanism for the SEM-based inversion, discussed next.
Earthquake source inversions using 3D models
We performed inversions for earthquake focal mechanisms (Liu et al., 2004) twice using the 3D crustal models: once at m 00 and again at m 12 . For the inversion at m 00 , we inverted for the focal mechanism only, while keeping the hypocenter and origin time fixed. For some earthquakes, such as those near the Salton trough, the Ventura basin, and offshore Continental Borderlands, the quality of the inverted mechanism was affected by the poor quality of the initial source.
For the inversion at m 12 , we performed an SEM inversion first in the routine manner (Liu et al., 2004) , which starts with an initial focal mechanism. We also performed a (new) global grid search inversion that does not use the initial focal mechanism at all. Equipped with a much improved 3D crustal model (m 12 ), we allowed both the focal mechanism and depth to change, while keeping the epicenter and origin time fixed. The mean and median depth changes for all earthquakes were both less than 0.5 km. We did not adjust the origin times based on changes to the depths, primarily because the changes in depth induced a traveltime shift 2 that was generally much less than σ 0 = 1.0 s.
Model variables, model parameterization, and model vector
We are therefore faced with constructing a model vector m for the tomographic inversion.
The elements of m must describe the two continuous scalar fields V S (x) and V B (x), where x is a point in the volume. The continuous fields are represented using basis functions, which we choose to be the same ones used in solving the forward problem numerically (Tape et al., 2007) . Thus, each (local) gridpoint in the numerical mesh, x i , has a corresponding value 2 To illustrate this point, consider the extreme example of an earthquake at depth z with a station directly above it. The change in traveltime due to a change in earthquake depth is ∆t = ∆z/v. In order to match σ0 = 1.0 s, at which point we would consider modifying the origin time, we would need a 1 km depth change (larger than what we generally applied) beneath a layer with a wavespeed of 1 km/s, which is much slower than the (2-30 s) wavespeed structure in most earthquake source regions.
of V S and V B that appear as elements of the model vector m. The model vector has 2G elements, with G the number of (local) gridpoints in the mesh, and 2 the number of inversion variables (V S and V B ). We use a subscript to denote the model iterations, such that m 00 is out initial model, and m 16 is our final model.
Misfit function 6.3.1 Selection of bandpasses
The quality of fit between observed and synthetic seismograms is strongly dependent on the frequency content of the seismic waves, because the overall quality of the model generally diminishes with shortening scalelength. We therefore examine multiple period ranges: 6-30 s, 3-30 s, and 2-30 s. Our choice emphasizes fitting seismic waveforms in the period range 6-30 s, which, for crustal earthquakes in southern California, is dominated by surface waves. Table 6 .4 summarizes measurements for the final tomographic model.
Selection of time windows
Because our synthetic seismograms are computed using a complex 3D seismological model, we require a measurement tool that can capture the complex effects of wave propagation.
We use an automated algorithm (Maggi et al., 2009) to select time windows for the entire seismic dataset. A given time window, or "measurement window," is selected if there is a user-specified, quantifiable level of agreement between the observed and simulated seismograms.
We use an automated algorithm, FLEXWIN, for picking seismogram time windows that contain a quantifiable level of agreement between synthetics and data (Maggi et al., 2009).
The algorithm requires several user parameters that need to be adjusted for a given dataset (Table 6 .2). The only differences between our values and those listed in Maggi et al. (2009, Figure 6 .3b. However, using m 16 , there are no identifiable time shifts larger than 5 s, and the standard deviation of the time shifts is less than 1 s. Thus, with m 16 we specify FLEXWIN parameters to only allow windows to be considered in which the absolute value of the time shift is less than 4 s (6-30 s records), 3 s (3-30 s records), and 2 s (2-30 s records) (Table 6 .2).
As our crustal model improved, we began to notice agreement between data and synthetics for time intervals after the expected surface-wave arrival times. We therefore modified the user functions stated in Maggi et al. (2009, Section A1. 3), by not raising the water-level at the end-time of the expected surface wave.
Although the window-picking algorithm is automated, it is important to examine every single time window for the period ranges 6-30 s and 3-30 s. By carefully examining all the window picks at each iteration, we were able to lower the window acceptance criteria, thereby allowing more windows to be selected. This led to the automated selection of additional windows that needed to be manually excluded. If computation is unlimited, then one could instead raise the acceptance criteria to the point where very little handchecking of the windows is needed, although fewer windows are then used in the in the tomographic inversion.
Misfit measures
We consider two measures of misfit: a traveltime difference (F t ) and a waveform difference (F w ). We use the traveltime misfit measure within the tomographic inversion, such as the generic equations in Equations (6.5) and (6.6). We use the waveform misfit measure to assess the misfit reduction, because in many cases there is a waveform in the m 16 synthetics to align with the data, but there is no corresponding waveform in the m 00 synthetics (e.g., Figure 6 .3b, 6.4b).
For a single time window on a single seismogram, the traveltime and waveform misfit measures are given by
where d(t) denotes the recorded time series, s(t, m) the simulated time series, σ t ≥ σ 0 the estimated uncertainty associated with the traveltime measurement, w(t) a time-domain window, and h(ω) a frequency-domain window with associated normalization constant
The frequency-dependent traveltime measurement, ∆T (ω, m), is made using a multitaper method (e.g., Laske and Masters, 1996; Zhou et al., 2004) . In the case of a frequency independent measurement, ∆T (ω, m) reduces to a cross-correlation traveltime measurement. The expression for F w (Eq. 6.4) contains the same normalization as the standard cross-correlation formula and has been used for source inversions (Zhu and Helmberger , 1996, Eq. 3).
Misfit function
In the tomographic inversion, within each measurement window we choose to measure the frequency-dependent traveltime difference between observed and simulated seismic arrivals.
Measurements are made by cross-correlation or by a frequency-dependent multitaper technique. Our measurement misfit function for a single earthquake is defined by
where m is a model vector, N e denotes the total number of measurement windows for earthquake e, ∆T i (m) = T obs i − T syn i (m) is the traveltime difference between observed and synthetic waveforms associated with the ith window, and σ i ≥ σ 0 is the associated standard deviation. Our overall misfit function F is simply (6.6) where E is the number of earthquakes. Implicit in Equation (6.6) are the choices of the L2-norm and an associated diagonal data covariance matrix C D containing terms of E, N e , and σ i .
Misfit gradient and iterative inversion procedure
A distinguishing feature of adjoint tomography is that the gradient of F e (Eq. 6.5) is computed from an interaction between two wavefields: the "regular" forward simulation emanating from the earthquake source, and the "adjoint" simulation emanating from stations (Tarantola, 1984; Tromp et al., 2005; Tape et al., 2007 basic idea is to determine a linear combination of event kernels that exploits the features they have in common. This procedure provides a preconditioner for the gradient algorithm that increases convergence of the minimization problem. Not all earthquakes were used in each iteration (Table 6 .5). This is because for certain iterations, the event kernels were much stronger in specific regions of the model, indicating that the majority of the observed misfit was originating in those regions. The model updates for these iterations did not change appreciably with the inclusion of all event kernels (although the computation time increased considerably).
Computational demands
The computational demands of adjoint tomography are formidable, due to the number of simulations needed to evaluate the misfit function and its gradient at every iteration. Our simulation region is 639 km × 503 km at the surface and extends to 60 km depth (Figure 6 .1).
For each earthquake we calculated four minutes of seismograms that are accurate down to a period of two seconds. Each simulation took approximately 43 minutes (of wall-clock time)
on 168 cores of a parallel computer. For each earthquake we performed three simulations, one to evaluate the misfit function (Eq. 6.5) and two to compute its gradient. Each model iteration thus required 3E k simulations, where E k is the number of earthquakes used for the kth iteration. The total number of 168-core simulations used in producing model m 16 was 6794, totaling 0.8 million CPU-hours. Tabulations of these simulations are shown in Table 6 .5 and discussed next. Table 6 .5 lists the number of forward simulations used in constructing the final tomographic model. The total number includes: (1) both sets of earthquake source inversions (at models m 00 and m 12 ), (2) forward simulations that were used to construct kernels used in the inversion, (3) forward simulations for 91 earthquakes that were not used in the tomographic inversion, and (4) forward simulations that were used in constructing some kernels that were not used in computing the model update. For each computed kernel, we list "3"
as the number of forward simulations performed; it would be possible, in theory, to reduce this number to "2" if we were to hold the final snapshot of the forward wavefield in memory on the parallel computer while computing the misfit function and adjoint sources, prior to For our simulations we use 168 cores, and for the desired accuracy of periods of 2 s, the simulation-to-wall-clock-factor is about 13. For example, 300 s of seismograms requires 65 minutes (13 × 300 s) of wall-clock time. The total for all 6794 simulations is then 0.80 million CPU-hours.
New 3D crustal model
We present our new crustal model on both relative and absolute scales. First, the update to the seismological model (the relative scale) reveals the changes to the initial SCEC model that are required by the data. We compute the update as ln(m 16 /m 00 ). Second, the seismological model itself reveals the "absolute" model parameters (e.g., wavespeed in units of km/s) and is more relevant for geologic and geodynamic interpretations. All cross sections discussed below are of shear wavespeed (V S ) models (m 00 and m 16 ). The bulk sound speed model is discussed in Section 6.5.2. Only through multiple iterations is it possible to isolate the locations and amplitudes of these changes.
In Figure 6 .4, we highlight the improvement in fits for two additional earthquakes. We synthetics constitute a dramatic improvement.
We also observe improved fits within the region containing the higher-resolution basin models (Komatitsch et al., 2004) . Figure 6 .4d shows the improvement in fits for an earthquake that was not used in the tomographic inversion. The seismic wavefield interacts with the Los Angeles and Ventura basins before reaching station STC. The SCEC model captures the resonance, duration, and approximate amplitude of the observed seismogram, but the final 3D model is markedly better. In particular, we note that the fits for the amplitudes are improved, even though amplitude differences are not built into the misfit function. This demonstrates that the 3D structural changes to the initial model induce additional focusing and amplification of the seismic wavefield.
We emphasize five key points about the model updates ( Figure 6 .5):
1. The net changes in the model are large, locally in excess of ±30%, but the changes during any one iteration are small, locally less than ±10%.
2. The areas in the initial model that require changes are highly variable and generally unknown. For example, it takes more than ten iterations to isolate the −35% anomaly related to the southern San Joaquin basin.
3. Although only traveltime differences are used in the misfit function (Eq. 6.5), amplitude differences also decrease in the final model, due to 3D effects of focusing We also capture wave propagation effects that occur far from the direct path between the earthquake and station. The three windows in Figure 6 .7b highlight three different Rayleigh-wave paths from the earthquake (near Hollywood) to station RVR. The latter two waveforms are not apparent in the synthetics for the initial 3D model. Inclusion of such waveforms in the tomographic inversion shows we can increase the coverage by exploiting additional information already present in the seismograms.
Waveform fits for the shortest period range, 2-30 s, are shown in Figure 6 .7c-d. Most of the body-wave pulses in Figure 6 .7c fit the observed pulses to within 1 s (our target value).
The downward pulse at 33 s on the transverse component of the m 16 synthetic seismogram is not apparent in the corresponding m 00 synthetic seismogram. Seismograms for a path crossing the entire Mojave (Fuis et al., 2003) are shown in Figure 6 .7d. These seismograms match the Love wave at 68 s (T), the P wave at 30 s (Z and R), the Rayleigh wave at 75 s (Z and R), and some additional complexity, particularly on the radial component. 
Connections with geology and tectonics

Bulk sound speed model
Horizontal cross sections of the bulk sound speed (V B ) models are shown in Figure 6 .6. At 20 km and 10 km depths, the larger spatial extent of the masked region indicates that our sensitivity to V B is not as good as at shallow depths.
At 2 km depth the initial 3D model, V B m 00 , contains considerable spatial variations that are also present in the final model, because our perturbation contains only longer scalelength variations. Our perturbation, ln(m 16 /m 00 ), is almost uniformly negative, indicating that the bulk-sound speed-on the whole-is too fast in the initial model.
Outside the Los Angeles basin, the slowest feature in the initial model is near Indian Wells Valley, just south of the Coso geothermal region (e.g., Hauksson and Unruh, 2007).
Our model update applies a −15% change in V B to this anomaly. Interestingly, in the central Mojave region at 2 km depth, the change to V B is about −10% (Figure 6 .6a), whereas the change to V S is about +5% (Figure 6 .5a). These changes of opposite sign will lead to more pronounced changes in quantities such as Poisson's ratio and the V P /V S ratio (e.g.,
Christensen, 1996).
Implications for seismic hazard assessment
Our results demonstrate that moderate (M w = 3.5-5.5), well-recorded earthquakes (Figure 6 .1) can be used to make large, necessary changes to the crustal model of southern California. Waveforms from these earthquakes can be extremely complicated, even at rel- In southern California, there are no high-quality seismic waveforms available for major "scenario" earthquakes, that is, earthquakes that have occurred in the past and that are likely to reoccur in the future (Olsen et al., 2006) . However, there are several strong (M w = 6-7) earthquakes that have been recorded well enough to determine rupture models (Custódio et al., 2005) . These earthquakes present the formidable challenge of fitting nearsource and regional waveforms that capture the complexities of both the rupture process and the heterogeneous structure. Our more accurate 3D crustal model will benefit the development of rupture models for strong earthquakes.
An improved crustal model will allow for the systematic search for "exotic" seismic waveforms that result from wave propagation in complex 3D structure that may contain interfaces at all possible orientations. This search should be undertaken in the regions with the strongest heterogeneity, including surface topography variations (Ma et al., 2007; Lee et al., 2008) , and emphasis should be placed on waveforms with anomalous amplitude, indicative of damaging energy. It is likely that quantities such as the maximum amplitude of ground motion at a particular location will likely be extremely sensitive to changes in source-station geometry. In the same manner in which we can illuminate the sensitivity region of a Pn head wave (Liu and Tromp, 2006), we should be able to also illuminate the region of more exotic waves.
Misfit analysis
In Figure 6 .3 we illustrated the misfit reduction for one particular path between an earthquake source and a station. Our overall assessment of the misfit reduction from the initial SCEC model to the final model is based on 12,583 different paths (Table 6 .4). This assessment cannot be based simply on a traveltime misfit function, because there are many seismic waveforms in the final model that do not have a measurable traveltime difference in the initial model (e.g., Figure 6 .3b). Thus, in order to facilitate a direct comparison between the two models, we compute a simple waveform difference using the time windows that were selected for the final model for the 143 earthquakes used in the tomographic inversion ( Figure 6 .8a).
We also consider a separate set of 91 earthquakes that was not used in the tomographic
inversion. An earthquake not used in the tomographic inversion-or any future earthquake, for that matter-may be used to independently assess the misfit reduction from m 00 to m 16 . Remarkably, the reduction in waveform difference misfit for the extra earthquakes is almost the same as it is for the earthquakes used in the inversion (Figure 6.8) . This result provides validation for the tomographic model and suggests that future earthquakes will see the same misfit reduction.
Many of the 91 earthquakes occur in similar regions to the 143 earthquakes ( Figure 6 .2), and thus one might argue that the misfit reduction would be similar, since the paths are similar to those used in the tomographic inversion. We would agree to some extent, but would counter with two points. First, even for near-identical paths, the occurrence of similar misfit confirms the quality of the initial uninverted source parameters (focal mechanism, origin time, hypocenter). This is a critical aspect of the tomographic inversion, that we are (for the most part) not mapping seismogram misfit due to source errors into structure changes; these consequences are illustrated in (Tape et al., 2007, Figure 19b ). Second, "similar" paths-in the sense of a "nearby" earthquake recorded at the same stationmay not be very similar in regions of strong heterogeneity. A change of source location (or station location, for that matter) of 2 km can have a profound impact on seismic waveforms, especially at higher frequencies.
6.6.1 Waveform misfit, F w (m)
We use a direct waveform difference, F w (m) (Eq. 6.4), as the primary measure of misfit. In tabulating the histograms in Figure 6 .8, we exclude all windows whose time shifts in both m 00 and m 16 are ≤ 1 s, our target measurement value in the tomographic problem. This leaves behind only those windows that have changed appreciably (for better or for worse).
The waveform misfit measure is applied to either the portions of records within the time windows ( Figure 6 .8a, c) or to the entire seismogram containing at least one (non-excluded)
time window (Figure 6 .8b, d), including time before the expected P-wave arrival and after the surface wave arrivals. For a given set of windows, the number of seismograms containing windows will be less than (or equal to) the number of windows. The number of seismograms listed includes (up to three) different bandpassed versions.
The waveform misfit analysis is shown in Figure 6 .8. There are several comparisons to make among the subplots.
1. There is a strong similarity between the earthquakes used in the inversion ("tomo") and the earthquakes not used in the inversion ("extra"). (In some cases, the "extra" earthquakes actually display a better misfit reduction than the "tomo" earthquakes.)
2. The waveform misfit of the full seismograms ( Figure 6 .8b, d) is reduced.
3. The waveform misfit of the measurement windows is better than that computed for the full seismograms, as expected.
4. For the measurement windows, neither the overall misfit nor the misfit reduction show a dependence on period range. This is not a one-to-one comparison, since the comparison is for different sets of windows, but it suggests that for many windows, such
as those common to all three period ranges, the synthetic waveforms are capturing the dominant features of the wavefield. For the full seismograms, however, both the misfit and misfit reduction get progressively better from 2-30 s to 3-30 s to 6-30 s. This is because measurement windows selected on the 6-30 s records cover more of the full seismogram than those selected on the 3-30 s and 2-30 s records, and thus we expect more of a misfit reduction.
Traveltime misfit, F t (m)
We use a multitaper traveltime difference, F t (m) (Eq. 6.3), within the tomographic inversion. The traveltime differences in the final model have a standard deviation of less than 1 s for the entire dataset (Figure 6 .9). In other words, given an adequate location, origin time, and focal mechanism for any M w = 3.5-5.5 earthquake in southern California, we expect most traveltime differences computed using our crustal model to be ≤ 1 s for seismic records in the period range 2-30 s. For the three period ranges, the patterns do not change appreciably, and all listed standard deviations of the time shifts are <0.8 s (Figure 6 .9).
Resolution considerations
We compute the composite volumetric sensitivity of all measurements (e.g., Chen et al.,
2007
). This is achieved by using the same procedure that was used to compute each event kernel (Tape et al., 2007) , and omitting the traveltime measurement weight for each adjoint source (Tromp et al., 2005) . Because we have two inversion variables, V S and V B , we also have two corresponding volumetric sensitivity kernels, which we refer to as "coverage kernels" for brevity.
Coverage kernels for V S and V B are shown in Figures 6.10 and 6.11. The left column shows the field without the mask, and the right column includes the mask. The threshold for the mask is given by a subjective value of K 0 = 10 −16 m −3 . In regions where the coverage kernel is less than this value, the tomographic model is masked out, as shown in Figure 6 .10.
The coverage kernel decreases with depth, and has maximum sensitivity near the surface, which is sampled by the shorter-period surface waves in the dataset. The masks shown in Figure 6 .10 are applied to the V S cross sections shown in Figure 6 .5. The coverage kernel for V B contains lower amplitudes, leading to larger masks in Figure 6 .11. These masks are applied to the V B cross sections shown in Figure 6 .6.
A seismic tomographic study will typically include a resolution analysis that shows how well a model perturbation (e.g., a delta function or a checkerboard pattern) is expected to be resolved by the inversion procedure. These representations, however, are limited by the forward model embedded within the inverse problem. If the forward model is a simple computation (such as with ray theory), then it is possible to perform resolution tests with limited additional computation.
In our case, the forward model is computationally expensive, and a resolution test would require a comparable number of simulations as the real problem. Instead of a formal resolution analysis, we qualitatively examine the model update ln(m 16 /m 00 ), which provides estimates of the resolvable scalelengths in our problem. In particular, the minimum scalelength is about 2 km in depth (visible in Figure 6 .3a) and about 6 km laterally. These values correspond to the regions of densest coverage, and lower resolution is expected in regions of poor coverage, such as the Great Valley or near the boundaries of the simulation region.
We note that shorter scalelength features are present in the unsmoothed event kernels, but our choices of regularization prevent them from appearing in the model updates. In other words, we adopt a conservative approach that will introduce the finer details into the model only if seismograms from many different earthquakes require them.
We advocate monitoring the uncertainty of model parameters rather than conducting formal resolution analyses, because the former can be achieved without repeating the full inverse problem. Future work will address the uncertainties of model parameters. Table 6 .3: Summary of the tomographic inversion, based only on seismograms with measurements for the final model m 16 . "TOMO" corresponds to the 143 earthquakes used in the tomographic inversion (Table 1) . "EXTRA" corresponds to the 91 extra earthquakes not used in the tomographic inversion. "COMBINED" corresponds to the TOMO+EXTRA set of 243 earthquakes. The number of unique seismograms is indicated next to "seismograms (unique)". The number of total seismograms-including the three 6-30 s, 3-30 s, and 2-30 s-is indicated next to "seismograms (total)". The same is true for "windows (total)". A "path" is a single source-station pair that has at least one measurement. eid dur Ne m00 S00 m01 m02 m03 m04 m05 m06 m07 m08 m09 m10 m11 m12 S12 m13 m14 m15 m16 5 9968977 300 63 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 6 *3 *3 *3 3 Y TOMO 6 14096736 300 63 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 6 *3 *3 *3 3 Y TOMO 9 14095540 300 63 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 6 *3 *3 *3 3 Y TOMO 10 14096196 300 49 1 6 0 0 0 0 *3 *3 *3 *3 *3 *3 *3 *3 6 *3 *3 *3 3 Y TOMO 11 10063349 300 39 *3 6 *3 *3 *3 *3 1 0 1 0 0 0 0 1 6 0 *3 *3 3 Y TOMO 12 10100053 300 60 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 3 0 *3 6 *3 *3 *3 3 Y TOMO 13 9171679 120 39 *3 6 *3 *3 *3 *3 1 0 1 0 0 0 0 3 6 0 *3 1 3 Y TOMO 14 9983429 300 63 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 6 3 *3 *3 3 Y TOMO 15 14138080 300 63 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 6 3 *3 *3 3 Y TOMO 135 9644101 120 58 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 6 *3 1 0 3 Y TOMO 136 9703873 200 61 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 6 *3 3 1 3 Y TOMO 137 9716853 120 60 *3 6 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 *3 6 *3 3 0 3 Y TOMO (Jennings, 1994) . Labels 1-6 denote the sedimentary basins of (1) Los Angeles, (2) San Fernando, (3) Ventura-Santa Barbara, (4) Santa Maria, (5) southern San Joaquin, and (6) 
