Abstract. Let ψ K be the Chebyshev function of a number field K. Let ψ
Introduction
For a number field K we denote n K its dimension, ∆ K the absolute value of its discriminant, r 1 the number of its real places, r 2 the number of its imaginary places, d K := r 1 + r 2 − 1.
Moreover, throughout this paper p denotes a maximal ideal of the integer ring O K and Np its absolute norm. The von Mangoldt function Λ K is defined on the set of ideals of O K as Λ K (I) = log Np if I = p m for some p and m ≥ 1, and is zero otherwise. Moreover, the Chebyshev function ψ K and the arithmetical functionΛ K are defined via the equalities
In 1979, Oesterlé announced [18] a general result implying under the Generalized Riemann Hypothesis that (1.1) |ψ K (x) − x| ≤ √ x log x π + 2 log ∆ K + log 2 x 2π + 2 n K ∀ x ≥ 1, but its proof has never appeared. The stronger bound with log x substituted by 1 2 log x has been proved by the authors [8] for x ≥ 100. The function ψ K (x) is the first member of a sequence of similar sums ψ and are smoothed versions of ψ K (x). They could be studied using (1.1) via a partial summation formula, but a direct attack via the integral identities
x s+m s(s + 1) · · · (s + m) ds ∀x ≥ 1, ∀m ≥ 0 (see Section 4) produces better results, as a consequence of the better decay that the kernel in the integral has for m ≥ 1 with respect to the case m = 0. In fact, the absolute integrability of the kernel allows us to apply the Cauchy integral formula to quickly obtain that ψ (1)
r 1 ,r 2 (x), (1.3a)
r 1 ,r 2 (x), (1.3b) and analogous formulas for every m ≥ 3, where ρ runs on the set of nontrivial zeros for ζ K , the constants r K , r ′ K and r ′′ K are defined in (3.8) below and the functions R m comes from the sum on nontrivial zeros. Assuming the Generalized Riemann Hypothesis we have the strongest horizontal localization on zeros but we lack any sharp vertical information. Thus we are in some sense forced to estimate the sum with x m+1/2 ρ |ρ(ρ + 1) · · · (ρ + m)| −1 , and the problem here is essentially producing good bounds for this sum. To estimate this type of sums, we use the following method. Let Z be the set of imaginary parts of the nontrivial zeros of ζ K , counted with their multiplicities, and let f (s, γ) := Re 2 s − ( The sum converges to the real part of a meromorphic function with poles at the zeros of ζ K . Let g be a non-negative function. Suppose we have a real measure µ supported on a subset D ⊆ C such that To ensure the validity of the estimate it is sufficient to have D on the right of the line Re(s) = 1 2 + ε for some ε > 0 and µ of bounded variation. The interest of the method comes from the fact that, using the functional equation of ζ K , one can produce a formula for f K independent of the zeros (see (3.7) ).
The aforementioned idea works very well for certain g corresponding to m = 1 and 2 above, allowing us to prove the following explicit formulas for ψ (1) K (x) and ψ 
while for Q the bounds become
The method can be easily adapted to every m ≥ 3, but depends on several parameters that we have to set in a proper way to get an interesting result, and whose dependence on m is not clear. As a consequence it is not evident that the bounds for each m ≥ 3 will be as good as the cases m = 1 and 2, despite the fact that our computations for m = 3 and 4 show that it should be possible. Moreover, the applications we will show in the next section essentially do not benefit from any such extension, the cases m = 1 and 2 giving already the best conclusions (see Remark 4.3 below). Thus we have decided not to include the cases m = 3 and 4 in the paper. 
The measure µ(D) will end up as the main coefficient of log ∆ K in our inequalities. This means that the coefficient of log ∆ K that we can obtain with this method is necessarily greater than
Lastly, we notice that our method is not limited to upper-bounds, since if we change ≤ to ≥ in Inequality (1.4), then Inequality (1.5) gives a lower bound. For an application see Remark 4.4 below.
A file containing the PARI/GP [20] code we have used for a set of computations is available at the following address: http://users.mat.unimi.it/users/molteni/research/psi_m_GRH/psi_m_GRH_data.gp.
Notation. ⌊x⌋ denotes the integral part of x; γ denotes the imaginary part of the nontrivial zeros, but in some places it will denote also the Euler-Mascheroni constant, the actual meaning being clear from the context.
Applications
Small prime ideals. The bound in (1.1) can be used to prove that ψ K (x) > 0 when x ≥ 4(log ∆ K log 2 log ∆ K +5n K +10) 2 . This fact, without explicit constants, was already mentioned by Lagarias and Odlyzko [9] who also gave an argument to remove the double logarithm of the discriminant and hence proving the existence of an absolute constant c such that ψ K (x) > 0 whenever x ≥ c log 2 ∆ K . Later Oesterlé [18] announced that c = 70 works conditionally (see also [22, Th. 5] ). More recently, Bach [1, Th. 4] proved (assuming GRH, again) that the class group of K is generated by ideals whose norm is bounded by 12 log 2 ∆ K and by (4 + o(1)) log 2 ∆ K when ∆ K tends to infinity (see also [4] ). This proves the claim with c = 12, and c = 4 asymptotically. A different approach of Bach and Sorenson [3] proves that for any abelian extension of number fields E/K with E = Q and every σ ∈ Gal(E, K) there are degreeone primes p in K such that 
The case E = K of the aforementioned result of Bach and Sorenson implies that there exists a degree-one prime below (1 + o(1)) log 2 ∆ K . Using the bounds for ψ
K (x) and ψ
K (x) in Theorem 1.1 we reach a similar conclusion with the "little-o" function substituted by an explicit and quite small constant.
Corollary 2.1. (GRH) For every κ ≥ 0, there are more than κ degree-one prime ideals p with
Remark. The same argument, but this time based on bounds for ψ
K (x), produces a small improvement on the previous corollary, giving the same conclusion but with L K := 1.0578(log ∆ K + c) for a suitable constant c which can be explicitly computed. The improvement is due to the fact that the main constants 0.3526 and 0.5375 appearing in Theorem 1.1 satisfy 1.0578 = 3·0.3526 < 2·0.5375 = 1.075. Actually, no further improvement is possible with our technique (see Remark 4.3). In our opinion this very small improvement is unworthy of a detailed exposition: the interested reader will be able to prove it following the proof of Corollary 2.1 in Section 5.
Let ∂ K = p p cp be the decomposition of the different ideal of K. We have c p = e(p) − 1 when p is tamely ramified and c p ≥ e(p) when p is wildly ramified. If p is above an odd prime then log Np ≥ log 3 hence c p log Np ≥ log 3. If p is above 2, then either it is wildly ramified and c p ≥ e(p) ≥ 2 or it is tamely ramified and c p = e(p) − 1 ≥ 2 (by definition of tame ramification). We thus have c p log Np ≥ log 3 in all cases. This in turn means that the number of ramifying ideals is at most log N∂ K log 3 ≤ log ∆ K . We deduce immediately that 
Remark. If K/Q is a Galois extension, then the prime ideals in Corollary 2.2 are totally split, i.e.
be the cyclotomic fields of q-th roots of unity. The unique ramified prime ideals in K are those dividing q, and their degree is one if and only if q is a prime power. Therefore, we get a prime p which is congruent to 1 (mod q) setting κ = 1 in Corollary 2.1 when q is a prime power, otherwise κ = 0 suffices. A second prime congruent to 1 modulo q is produced setting κ = 1 + ϕ(q) (and κ = ϕ(q) suffices when q is not a prime power). Comparing L K and ϕ(q) log q we get the following explicit result. Corollary 2.3. (GRH) For every q ≥ 5 there are at least two primes which are congruent to 1 modulo q and ≤ 1.2(ϕ(q) log q) 2 .
Proof. We know that log ∆ K = ϕ(q) log q − ϕ(q) p|q log p p−1 (see [25, Prop. 2.17] ), so that L K ≤ 1.075ϕ(q) log q for every q > e 13 (and when q > 32 if q is not a prime). Moreover, in Corollary 2.1 we take κ = 1 + ϕ(q) to cover the worst case of a prime power q.
With this upper bound, for L K ≥ 10 5 we get
It is easy to check that L K ≤ 10 5 also for e 13 < q < 510510. This proves the claim for q > e 13 . Then, the explicit computation for q ≤ e 13 of the bound in Corollary 2.1 shows that it is ≤ 1.2(ϕ(q) log q) 2 for every q ≥ 3084: this proves the claim for 3084 ≤ q ≤ e 13 . A direct search shows that two primes p = 1 (mod q) and p ≤ 1.2(ϕ(q) log q) 2 exist also in the range 5 ≤ q ≤ 3084.
Remark. We can repeat the proof of the previous corollary in a more general setting. Letting κ = 1 + (k − 1)ϕ(q) one can prove that, when q > e 13 , there are at least k primes congruent to 1 modulo q and smaller than
Computing the residue of ζ K . An explicit form for the remainder of the formula for any ψ
gives a way to compute within a prefixed error any quantity which can be written as a Dirichlet series in the von Mangoldt function of the field. Among these the computation of the logarithm of the residue of ζ K with an error lower than 1 2 log 2 is a particularly important problem, being an essential step of Buchmann's algorithm [6] for the computation of the class group and the regulator of the ring of integral elements in K. The representation
n s log n holds true uniformly in Re(s) ≥ 1 by Landau's and de la Vallée-Poussin's estimates for the remainder terms of ψ K (x) and ψ Q (x). Hence, a simple way to compute the residue is log res
Here, truncating the series at a level N and using the partial summation formula one gets
with f (x) := (x log x) −1 and
Moving the absolute value into the integral and using (1.1) yields
for an explicit constant c. This procedure can already be used to compute the residue, but a substantial improvement has been obtained by Bach [2] and very recently announced by Belabas and Friedman [5] . They propose different approximations to log res s=1 ζ K (s) with a remainder term which is essentially estimated by c
, with c = 8.33 in Bach's work and c = 2.33 in the one of Belabas and Friedman. The presence of the extra log N in the denominator and the small multiplicative constant in their formulas represent a strong boost to the computation, but this is achieved at the cost of some complexities in the proofs and in the implementation of the algorithm. Using Theorem 1.1 after a further integration by parts of Equation (2.1) we get the same result with a simpler approach and already smaller constants. Even stronger results are available in Section 6. The following corollary is a part of Corollary 6.1.
e −xt t −1 dt and
Thus this strategy produces an error bounded essentially by 2.15
: this means that our algorithm is in N of the same order of Bach's and Belabas-Friedman's results with a smaller constant. Moreover, the negative coefficient for the contribution of the degree has the interesting side effect that, for fixed discriminant, the complexity actually decreases for increasing degree.
As shown in Tables 4 and 5 below, in practice Corollary 2.4 improves on Belabas and Friedman's procedure by a factor of about 3, and in some ranges even by a factor of 10.
Preliminary inequalities
For Re(s) > 1 we have
which in terms of standard Dirichlet series reads
where f p is the residual degree of p. The formula forΛ K shows thatΛ K (n) ≤ n K Λ(n) for every integer n, so that immediately we get
Since ξ K (s) is an entire function of order 1 and does not vanish at s = 0, one has
for some constants A K and B K , where ρ runs through all the zeros of ξ K (s). These are precisely the zeros ρ = β + iγ of ζ K (s) for which 0 < β < 1 and are the so-called "nontrivial zeros" of ζ K (s). From now on ρ will denote a nontrivial zero of ζ K (s). We recall that the zeros are symmetric with respect to the real axis, as a consequence of the fact that ζ K (s) is real for s ∈ R. Differentiating (3.3) and (3.5) logarithmically we obtain the identity
Stark [23, Lemma 1] proved that the functional equation (3.4) implies that B K = − ρ Re(ρ −1 ) (see also [16] and [11, Ch. XVII, Th. 3.2]), and that once this information is available one can use (3.6) and the definition of the gamma factor in (3.2) to prove that the function f K (s) := ρ Re 2 s−ρ can be computed via the alternative representation
Using (3.3), (3.4) and (3.6) one sees that
, where
In order to prove our results we need explicit bounds for B K , r K , r ′ K and r ′′ K and for some auxiliary functions.
Lemma 3.1. B K is real, negative, and under GRH we have
|ρ| 2 , which is positive. The upper bound will be proved in next section.
Lemma 3.2. (GRH) We have
|r K | ≤ 1.0155 log ∆ K − 2.1042n K + 8.3423, |r ′ K | ≤ log ∆ K − 1.415n K + 4, |r ′′ K | ≤ log ∆ K − 0.9151n K + 2.
Proof. Substituting the values −
By Lemma 3.1 we get
The (opposite of the) lower bound for r K gives the upper bound for |r K |, since the explicit bounds for the discriminant in terms of the degree proved by Odlyzko (see [12, 14, 15, 17] and Table 3 
By (3.1) we have
The lower bounds for the discriminant prove that the inequality
Using the "megrez" number field tables [19] we find that (3.12) has only two exceptions for fields of equation x 2 +x+1 and x 4 −x 3 −x 2 +x+1. We numerically compute the value of r ′ K for these two fields and we find that indeed |r
Lastly, by (3.9c)
,
and the claims follow with elementary arguments.
proof of the theorem
When m ≥ 1 the equality in (1.2) follows by the Dirichlet series representation of
(s) and the special integrals
The case m = 0 is more complicated but well known (see [9] ). Equalities (1.3a-1.3b) come from the Cauchy residue theorem, using the identities
as s → −1,
as s → −1 
The quantities |r K |, |r ′ K |, |r ′′ K | and |R (j) r 1 ,r 2 (x)| have already been estimated in Lemmas 3.2 and 3.3, thus we only need a bound for ρ |ρ(ρ + 1)| −1 and ρ |ρ(ρ + 1)(ρ + 2)| −1 . It is easy to check that (4.1)
A bound comes from the estimation f K 3 2 ≤ log ∆ K − (γ + log 8π − 2)n K + For the Riemann zeta function the conclusions improve to
Proof. We apply the method we have described in the introduction with real s, so f (s, γ) = 4(2s − 1)/((2s − 1) 2 + 4γ 2 ). We choose D = {s j : j = 1, 2, . . . } with s j := 1 + j/2, and µ compactly supported on D. For the first claim let g(γ) := 4/((1 + 4γ 2 )(9 + 4γ 2 )) 1/2 , so that
. Condition (1.4) indicates that we must prove
which generalizes (4.1). From (4.3) and (3.7), and once (4.2) is proved, we obtain a bound for ρ |ρ(ρ + 1)| −1 . The final coefficient of log ∆ K will then be the sum of all a j , thus we are interested in linear combinations for which this sum is as small as possible. We choose the support of µ such that the s j appearing in (4.2) are those with 1 ≤ j ≤ 2q for a suitable integer q. Let Υ ⊂ (0, ∞) be a set with q − 1 numbers. We require:
lim γ→∞ γ 2 g(γ) = lim γ→∞ γ 2 F (γ). This produces a set of 2q linear equations for the 2q constants a j . The first conditions impose a double contact between g and F in all the points of Υ. This means that g will almost certainly not cross F at these points. With a little bit of luck, F will be always above g ensuring (4.2). We chose q := 40 and Υ := {v i − v + 1 : 1 ≤ i ≤ q − 1} for v := 1.21. Finally, with an abuse of notation we took for a j the solution of the system, rounded above to 10 −7 : this produces the numbers in Table 6 . Then, using Sturm's algorithm, we prove that the values found actually give an upper bound for g, so that (4.3) holds with such a j 's. These constants verify
Moreover, the sum j a j
is negative. Indeed we write it as
and, since the signs of the a j 's alternate, we can easily prove that the sum in pairs
n s 2 , . . . , a 2q−1 n s 2q−1 + a 2q n s 2q are positive for n ≥ 26500. Then we check numerically that S(n) > 0 also for n ≤ 26500. The result now follows from (3.7), (4.3) and (4.4).
For the second inequality, let g(γ) := 8/((1 + 4γ 2 )(9 + 4γ 2 )(25 + 4γ 2 )) 1/2 , so that ρ |ρ(ρ + 1)(ρ + 2)| −1 = γ g(γ). We use s j with 1 ≤ j ≤ 2q − 1, q := 20, Υ := {v i − v + 0.75 : 1 ≤ i ≤ q − 1} and the conditions
We take for a j the solution of the system, rounded above to 10 −7 : this produces the numbers in Table 7 . We check their validity using Sturm's algorithm as before. We then have (4.5)
where the constants a j verify (4.6)
As before, we prove the last inequality noticing that it is − nΛ K (n)S(n) with S(n) := j a j n s j , and that each S(n) is positive since this is true for n ≤ 16800 (numerical test) and since the sums in pairs For the Riemann zeta function we proceed as in the general case, but now using the numerical value of j a j f Q (s j ). 
m+1 | with a coefficient for log ∆ K better than x m+1/2 (
Iterating m times the partial summation for the logarithm of the residue of ζ K we get a remainder term which, in its main part, is controlled by 2(m + 1)! j a j , so that it tends to infinity as √ m π R |Γ( 1 2 + iγ)| dγ: this proves that one cannot expect to improve the algorithm for the residue simply increasing m. A closer look at the sequence (m + 1)! R g m (γ) dγ shows that it attains its minimum exactly in m = 2, so that our formulas are already the best we can produce.
Proof of Lemma 3.1. We still follow the method described in the introduction. We use s j = 1 + j/2 as in Lemma 4.1. Let g(γ) := 2/(1 + 4γ 2 ), so that |B K | = γ g(γ). Then using Sturm's algorithm we see that g(γ) ≤ 10 j=1 a j f (s j , γ) for every γ ∈ R, when the constants a j have the values in Table 8 . As for Lemma 4.1 the numbers a j have been generated imposing a double contact at the points in Υ := {0.84, 2.04, 4.01, 9.61}, the equality at γ = 0 and the asymptotic equality for γ → ∞. With these constants we have
where the last inequality follows by noticing once again that it is − nΛ K (n)S(n) with S(n) := j a j n s j , and that each S(n) is positive (for n < 150 by numerical test, and for every n ≥ 150 because the sums in pairs Remark 4.4. The best coefficient of log ∆ K we can get from our argument is 1 2 . Moreover, trying to find a lower bound, we can prove |B K | ≥ 0.4512 log ∆ K − 5.2554n K + 5.2784. Unfortunately this bound is not sufficiently strong to produce anything useful for our purposes, thus we do not include its proof.
Proof of Corollary 2.1
Proof of the case κ = 0. We write
as S 1 + S 2 , where S 1 is the contribution to ψ
K (x) coming from the primes in the statement, and S 2 is the complementary term. Thus
and
where f p is the residual degree of the prime ideal p. The definition of S 2 shows that
Thus, in order to prove that S 1 is positive it is sufficient to verify that ψ (1) K (x) is larger than the function appearing on the right in (5.1), which can be estimated using the upper bounds for Q and the lower bound for ψ (1) K (x) in Theorem 1.1. After some simplifications the inequality is reduced to √ x ≥ L K = 1.075(log ∆ K + 13) > A where 
under the assumption √ x ≥ 1.075(log ∆ K +13). The function appearing on the right hand side of (5.3) is negative for √ x ≥ 30 and this is enough to prove the inequality when log ∆ K ≥ 15. On the contrary, suppose log ∆ K ≤ 15. Odlyzko's Table 3 [13] of inequalities for the discriminant shows that this may happen only for n K ≤ 8. For every n K ≤ 8 Inequality (5.3) holds when x ≥x for a suitable constantx depending on n K . However, for each n K there is a minimal valuex min for x, coming from the minimal discriminant for that degree (estimated again using Odlyzko's table). Values forx andx min are shown in Table 1 : in every casē x <x min , thus proving (5.3) also for n K ≤ 8.
Proof of the general case. Let A be the set of all degree-one prime ideals in O K , thus the term S 1 appearing in the decomposition of ψ
K (x) as S 1 + S 2 in the proof of the case κ = 0 reads
where δ p∈A is 1 if p ∈ A and 0 otherwise. With two applications of the Cauchy-Schwarz inequality we get
Thus, in order to have Np≤x δ p∈A > κ it is sufficient to have S 1 > κ log x ψ (2)
Recalling the upper bound (5.1) for S 2 and Theorem 1.1 (with K = Q), for the previous inequality it is sufficient to have √ x > A + 2 κB log x where A is given in (5.2) and
We can take
√ κ log κ) with L K = 1.075(log ∆ K + 13), and under this hypothesis function B is bounded by 2/3. To prove it we notice that 1
. This remark and the assumption n K ≥ 2 show that B is smaller than
It is now easy to prove that this is lower than 2/3 for
we only need to prove that
From the proof of Corollary 2.1 we already know that L K > A, thus the inequality holds when κ = 0 and for κ > 0 it is sufficient to verify that
which holds true for every L K ≥ 15 and every κ > 0.
Proof of Corollary 2.4 and improvements
Starting with (2.1) and with respectively one and two further integrations by parts one gets log res
with the weights
and the remainders
giving immediately the bounds
We can now prove Corollary 6.1. (GRH) In Equations (6.1a) and (6.1b) the remainders satisfy
bas (N ) and |R (2) 
bas (N ) := α
where E 1 (x) := 
Proof. Suppose we have found constants α
K and α
K such that |ψ
For (6.5a) we plug (6.6a) into (6.3a) and we use (A.1a-A.1d): the integrals apply here because f (x) = (x log x) −1 is a completely monotone, i.e. satisfies (−1) k f (k) (x) > 0 for every x > 1 and for every order k. For (6.5b) we plug (6.6b) into (6.3b) and we use (A.1f-A.1k). The existence and the values of the constants α Coming back to the remark below Corollary 2.4 this strategy produces algorithms where the errors |R (1) (N )| and |R (2) (N )| are bounded essentially by 2.15
, and 2.116
respectively. The minimal N needed for Buchmann's algorithm using Belabas and Friedman's result and ours are compared in Table 4 .
The terms −xr K and R
(1) r 1 ,r 2 (x) in (1.3a) and x 2 r K and R (2) r 1 ,r 2 (x) in (1.3b) are generally of comparable size and opposite in sign for the typical values of x which are needed in this application, thus it is possible to improve the result by estimating the remainders in such a way as to keep these terms together. This remark produces the following corollary.
Corollary 6.2. (GRH) In Equations (6.1a) and (6.1b) the remainders satisfy
imp (N ) and |R (2) 
where
y 2 N (6.8)
imp (N ) := α
and α
K are as in Corollary 6.1. Proof. By (6.2a) and the explicit formula (1.3a) we get
Here we isolate the part depending on the zeros. We estimate it by moving the absolute value in the inner part both of the integral and of the sum, and then applying the upper bound in Lemma 4.1. In this way we get
where α
K is the constant of Corollary 6.1. We apply then Equalities (A.1a-A.1c), thus getting
Recalling the definition of functions f (1) j (x) and R
(1) r 1 ,r 2 (x) in Lemma 3.3 we have
The part depending on f
(1) j functions is estimated using the inequalities 0 < f
1 (x) ≤ 0.6x −1 and 0 < f (1) 2 (x) ≤ 0.2x −2 for x ≥ 3, the other integrals are computed via (A.1b-A.1e). After some computations one gets the bound |R (1) (N )| ≤ R (1) imp (N ) with R (1) imp (N ) given in (6.8).
The proof of (6.9) is similar using 0 < f
In order to apply the formulas in Corollary 6.2 we recall that [7, Ch. 12] , the other two are immediate consequence of (3.9b-3.9c)) but we need also the parameters r K , r ′ K and r ′′ K . They can be estimated as (see the proof of Lemma 3.2)
thus we can take the largest value that R (m) imp assumes when the parameters run in those ranges. To that effect, it is sufficient to consider the values of the term in the absolute value where r K , r ′ K and r ′′ K are replaced by the maximum and the minimum of their range. The results are summarized in Tables 2-5 . Tables 2 and 3 show that in any case the improved estimate beats the plain bound by a quantity which largely depends on the quotient n K / log ∆ K , reaching a gain greater than 10% for R (1) and 16% for R (2) for some combinations. This behavior agrees with our motivations for the improved formulas: keeping together the quantities d K +r K y, r 2 + r ′ K y (for non-totally real fields) and d K + r ′′ K y, which are ≈ n K − log ∆ K log N (times suitable multiple of N −1 ), we take advantage of their cancellations that can be quite large for suitable values of n K / log ∆ K . Tables 4 and 5 show that the new algorithms improve Belabas-Friedman's bound by a factor which is at least three and sometimes ten. Lastly, Tables 4-5 show that in that range of discriminants and for degrees larger than 10 it is convenient to use R (2) imp instead of R (1) imp . We could improve a bit further the algorithm by using the relation
which follows combining the functional equations for ζ K and ζ Q . In fact, truncating the series at a new level N ′ and estimating the remainder as in (6.1) via Theorem 1.1 we get an explicit formula which already for N ′ ≈ 100 gives for r K a range shorter than (6.10a). This computation takes only a small fraction of the total time needed for Buchmann's algorithm, and the new range allows us to improve the N computed via R (m)
imp by a quantity which in our tests has been generally around 1-2%, and occasionally large as 5%. We can also compute r ′ K and r ′′ K via (3.9b) and (3.9c), but their ranges (6.10b) and (6.10c) are already tight and in the formulas for R (m) imp these parameters appear only in terms which are several orders lower than the principal one, and no improvement comes from their computation.
Appendix A. Some integrals
We collect here a lot of computations and approximations of integrals that are used in Section 6; they can easily be proved by integration by parts. Recall that f (x) = (x log x) −1 , N ≥ 3 and y = (log N ) −1 . Thus
We have (2) imp . Belabas-Friedman's data is reprinted from [5] . 
