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Resumen
En esta tesis nos centramos en el problema que padecen los sistemas de reco-
mendacio´n basados en filtrado colaborativo para recomendar cuando pocos
usuarios han valorado los mismos productos: el problema de la dispersio´n
de datos.
El ana´lisis de datasets realizado en el dominio de recomendacio´n de pel´ıculas
evidencia las limitaciones de las medidas de similitud tradicionales de los
algoritmos basados en vecinos y el elevado nu´mero de usuarios con po-
cas puntuaciones. Para paliar estas limitaciones, proponemos una medida
de similitud menos estricta, que mejora los resultados en prediccio´n en si-
tuaciones dispersas, y ahondamos en te´cnicas de expansio´n de perfil, que
aumentan el nu´mero de puntuaciones para dichos usuarios, aliviando la dis-
persio´n, lo que se refleja en los resultados de las recomendaciones.
Para profundizar en nuestro estudio, recurrimos al dominio de la recomen-
dacio´n de consultas, por ser especialmente disperso, como demostramos en
el ana´lisis efectuado de un query log pu´blico. Las te´cnicas colaborativas
se ajustan bien a este nuevo a´mbito, a pesar de la gran dispersio´n de da-
tos. E´sta disminuye al aplicar te´cnicas de preprocesamiento y al eliminar
las sesiones con pocas consultas, mejorando con ello significativamente los
resultados de los algoritmos empleados.

Resumo
Nesta tese centra´monos no problema que padecen os sistemas de recomen-
dacio´n baseados en filtrado colaborativo para recomendar cando poucos
usuarios valoraron os mesmos produtos: o problema da dipersio´n de datos.
A ana´lise de datasets realizada no dominio de recomendacio´n de pel´ıculas
evidencia as limitacio´ns das medidas de similitude tradicionais dos algo-
ritmos baseados en vecin˜os e o elevado nu´mero de usuarios con poucas
puntuacio´ns. Para paliar estas limitacio´ns, propon˜emos unha medida de si-
militude menos estrita, que mellora os resultados en predicio´n en situacio´ns
dispersas, e afondamos en te´cnicas de expansio´n de perfil, que aumentan os
nu´mero de puntuacio´ns para ditos usuarios, aliviando a dispersio´n, o que se
reflicte nos resultados das recomendacio´ns.
Para profundar no noso estudo, recorremos o´ dominio da recomendacio´n
de consultas, por ser especialmente disperso, como demostramos na ana´lise
efectuada dun query log pu´blico. As te´cnicas colaborativas axu´stanse ben
a este novo a´mbito, a pesar da grande dispersio´n de datos. Esta diminu´e o´
aplicar te´cnicas de preprocesamento e o´ eliminar as sesio´ns con poucas con-




In this thesis we focus on the difficulties that recommender systems based
on collaborative filtering present in order to recommend when few users
have rated the same products: the sparsity problem.
We accomplish the analysis of different datasets in the movie recommen-
dation domain, which make clear the limitations of the traditional simila-
rity measures that neighbor-based algorithms usually employ and the big
amount of users with few ratings. In order to alleviate these limitations,
we propose a less strict similarity measure, which increases the accuracy in
the prediction task in sparse situations, and we go through the profile ex-
pansion techniques in depth, which increase the number of ratings for those
users, alleviating the sparsity problem, what is reflected significantly in the
recommendation results.
To deepen our subject, we turn to the query recommendation domain, sin-
ce it is especially sparse, as we demonstrate with the analysis of a public
query log. The collaborative techniques fit well in this new scope, despite
the important sparsity of the data. This sparsity diminishes by applying
preprocessing techniques and ignoring sessions with few queries and, then,
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Los sistemas recomendadores han experimentado un gran auge en las u´ltimas de´cadas.
Una de las razones principales es que se han convertido en una herramienta de suma
importancia para el comercio electro´nico. Estos sistemas facilitan las tomas de deci-
sio´n a los usuarios, al ser capaces de filtrar, en funcio´n de los gustos de los propios
usuarios, la gran cantidad de productos de los que un sitio web puede disponer. Por
tanto, permiten obtener grandes beneficios. Adema´s, debido al intere´s suscitado tanto
en el campo de la investigacio´n como de la industria, son objeto de numerosas l´ıneas
de investigacio´n, muchas de ellas encaminadas a solucionar alguno de los problemas a
los que estos sistemas se tienen que enfrentar. Esta tesis se centra en uno de ellos: el
problema de la dispersio´n de los datos.
En la siguiente seccio´n indicaremos cua´l es la motivacio´n que ha llevado al desarrollo
de esta tesis. Despue´s, en la Seccio´n 1.2, enumeraremos los objetivos que nos plantea-
mos. Finalmente, en la u´ltima seccio´n del cap´ıtulo mostraremos cua´l es la estructura
de esta tesis.
1.1. Motivacio´n
El nacimiento de Internet representa un gran hito en la historia de la humanidad.
Desde mediados de los an˜os 90 surge como un medio de comunicacio´n global, de desa-
rrollo de aplicaciones comerciales y de difusio´n de informacio´n. Las causas son variadas:
la concepcio´n del ordenador personal como electrodome´stico, el aumento de las capa-
cidades de los sistemas de telecomunicacio´n, el desarrollo de herramientas ma´s fa´ciles
de usar (como los navegadores web), la universalizacio´n (debido a la conexio´n de todo
tipo de dispositivos, a las nuevas tecnolog´ıas y a los impulsos de los gobiernos), etc.
Mucha gente no concibe el d´ıa a d´ıa sin tener acceso a la Red de Redes.
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Muchas de las actividades llevadas a cabo diariamente a trave´s de Internet esta´n
relacionadas con el comercio electro´nico o con la bu´squeda de informacio´n. El comercio
electro´nico consiste en la compra y venta de productos y servicios a trave´s de la red.
Existe una cantidad ingente de informacio´n de acceso pu´blico en la web y que evolu-
ciona d´ıa a d´ıa, y esto ha provocado que este tipo de comercio haya crecido tambie´n
incre´ıblemente. Aparte de las causas comentadas anteriormente acerca de la gran ex-
plosio´n de Internet, la personalizacio´n supone una de las razones ma´s importantes del
gran auge del comercio electro´nico. El alcance global de Internet y la gran riqueza de
opciones y productos disponibles permiten que esto sea as´ı. De hecho, la personaliza-
cio´n alcanza gran importancia a la hora de fidelizar a los usuarios de un sitio web. Los
usuarios, a cambio de proporcionar cierta informacio´n acerca de sus gustos, reciben
productos y sugerencias individualizadas y ajustadas a sus preferencias. Los sistemas
recomendadores son las herramientas capaces de proporcionar estas sugerencias perso-
nalizadas. Son u´tiles tanto para el proveedor del servicio, pues le permite incrementar
sus beneficios al aumentar la fidelizacio´n de sus usuarios, como para el usuario, que re-
duce el tiempo invertido en la seleccio´n de los productos y ve simplificado sus tomas de
decisio´n, al disponer de una herramienta capaz de filtrar gran cantidad de informacio´n
adecuadamente y de proporcionarle sugerencias. Aunque se hayan empleado con e´xito
en comercio electro´nico, su uso no esta´ limitado a este dominio.
Por su parte, la bu´squeda de informacio´n, es una actividad habitual dada la gran
cantidad de informacio´n disponible. Sin embargo, e´sta no esta´ estructurada. Por eso son
necesarias herramientas para manejar, recuperar y filtrar toda esta informacio´n. Los
motores de bu´squeda representan una de estas herramientas. Su principal finalidad es
ayudar al usuario a satisfacer sus necesidades de informacio´n, expresadas por medio de
consultas, de un modo eficiente. Las consultas enviadas por los usuarios forman parte
de la informacio´n que las grandes compan˜´ıas de bu´squeda web almacenan acerca de la
interaccio´n de sus usuarios. Estas consultas aportan datos sobre ellos y sus quehaceres
diarios, preferencias, etc. Sin embargo, no siempre esta´n bien formuladas, por lo que
los resultados obtenidos no tienen por que´ ser los adecuados. La propia ambigu¨edad
inherente al lenguaje humano y la falta de rigor que con frecuencia se tiene a la hora
de escribir una consulta hacen compleja esta tarea. A esto hay que an˜adir que, au´n
formulando bien las consultas, interpretar correctamente los resultados devueltos por
el motor de bu´squeda tambie´n se antoja complicado. Por estas razones los motores de
bu´squeda disponen de herramientas para facilitar todo este proceso a los usuarios. Una
de estas herramientas es la sugerencia de consultas. De esta manera se le puede ahorrar
tiempo al usuario, evitando que formule un excesivo nu´mero de consultas para alcanzar
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su objetivo. Existen te´cnicas de sugerencia de consultas. Los sistemas recomendadores
son una alternativa que tambie´n puede proporcionar sugerencias personalizadas en este
dominio.
Aunque durante las dos u´ltimas de´cadas se han desarrollado numerosas nuevas
te´cnicas, muchos son todav´ıa los retos abiertos y las mejoras necesarias [Adomavicius
y Tuzhilin, 2005], ya que el estudio de los sistemas recomendadores representa una
disciplina au´n joven. A pesar de ello, dada su gran aplicabilidad, suscita mucha atencio´n
tanto de la industria como de la comunidad investigadora. En concreto, las te´cnicas
colaborativas [Goldberg et al., 1992] son las ma´s utilizadas. Estas te´cnicas emplean
u´nicamente como fuente de informacio´n las puntuaciones que los usuarios hacen sobre
los productos. Surgieron partiendo de que con frecuencia nos basamos en las opiniones
de la gente que nos rodea para tomar decisiones cotidianas como que´ cancio´n escuchar,
que´ libro leer, etc. Cuando nuestras preferencias sobre un determinado tipo de productos
son cercanas a las de otra persona, solemos hacer caso a las sugerencias de dicha persona.
Es por ello que este tipo de te´cnicas principalmente buscan similitudes entre usuarios
y/o entre productos en base so´lo a las preferencias (en forma de puntuaciones) y realizan
sugerencias a partir de dichas similitudes.
Sin embargo, toda esta gran variedad de te´cnicas de recomendacio´n sufre en mayor
o menor medida distintos problemas. En particular, las te´cnicas colaborativas tienen
dificultades para realizar recomendaciones cuando la densidad de datos (el nu´mero de
puntuaciones) es escasa, o, lo que es lo mismo, cuando los datos son muy dispersos. El
problema se debe a que las puntuaciones son la u´nica fuente de informacio´n que emplean
estas te´cnicas. Estas situaciones de dispersio´n de datos producen un empeoramiento en
el comportamiento de los algoritmos. Este empeoramiento se agrava cuando el desarrollo
del algoritmo no se ajusta a los datos subyacentes.
El dominio de los motores de bu´squeda y, ma´s concretamente, de la recomenda-
cio´n de consultas es particularmente disperso. Millones de usuarios realizan billones
de consultas diariamente, muchas de las cuales se repiten muy pocas veces. Elaborar
sugerencias adecuadas para gran parte de estas consultas resulta una tarea sumamente
complicada.
El problema de la dispersio´n de datos supone el punto de unio´n de todo el trabajo




El estudio de la dispersio´n de los datos en los sistemas de recomendacio´n se puede
abordar desde diversos puntos de vista. Nuestro principal objetivo es comprender el
comportamiento tanto de las te´cnicas de recomendacio´n como de los usuarios en di-
ferentes dominios para as´ı poder mejorar las sugerencias que dichas te´cnicas pueden
ofrecer en situaciones de gran dispersio´n de datos. Este objetivo se puede desglosar, a
su vez, en varios subobjetivos, que describiremos a continuacio´n:
Estudiar el estado del arte de los algoritmos de filtrado colaborativo, poniendo
especial atencio´n en co´mo influye la dispersio´n de los datos en ellos. La finali-
dad de los algoritmos de filtrado colaborativo, como la de cualquier otra te´cnica
de recomendacio´n, es sugerir productos u´tiles a los usuarios. Su peculiaridad es
que se basan u´nicamente en las puntuaciones para realizar las recomendaciones.
Debido a su gran popularidad, es interesante conocer las diferentes te´cnicas exis-
tentes, compararlas y analizar su comportamiento ante diferentes condiciones de
dispersio´n de los datos.
Comprender co´mo se comportan los usuarios en distintos dominios. El ana´lisis
tanto de los datos pertenecientes a algunos de los datasets ma´s populares en el
dominio de la recomendacio´n de pel´ıculas, como de los registros de la interac-
cio´n de los usuarios con un motor de bu´squeda permitira´n comprender mejor el
comportamiento de los usuarios de dichos dominios, obtener conclusiones ma´s
fiables de la evaluacio´n de los algoritmos de recomendacio´n empleados, enten-
der sus limitaciones y aportar soluciones a sus problemas en base a las lecciones
aprendidas.
Abordar la dispersio´n de los datos para los algoritmos de filtrado colaborativo
centra´ndonos en an˜adir informacio´n a aquellos usuarios que tengan pocas puntua-
ciones. Los sistemas de recomendacio´n no siempre se encuentran en las condiciones
ma´s favorables. El comportamiento de determinados algoritmos, cuando tienen
poca informacio´n acerca del usuario, dista mucho de ser el deseado. En caso de
las te´cnicas colaborativas, la dispersio´n de los datos se acrecentara´, lo´gicamente,
cuantos ma´s usuarios haya con pocas puntuaciones. El principal problema es que,
empleando este tipo de te´cnicas, en un momento u otro un usuario tendra´ que
pasar por esta situacio´n. Por tanto, en estos casos, bien el usuario se involucra
y proporciona ma´s informacio´n (ya sea o no colaborativa) para mejorar las suge-
rencias que recibe, o bien se desarrollan te´cnicas para paliar el perjuicio de estas
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situaciones. Nuestro objetivo es optar por esta segunda opcio´n
Aplicar te´cnicas de filtrado colaborativo a la recomendacio´n de consultas. El
dominio de la recomendacio´n de consultas es especialmente interesante porque
permitira´ profundizar en el estudio de las te´cnicas colaborativas en un entorno
particularmente disperso. Sin embargo, al tratarse de un domino muy diferente a
los dominios tradicionales en los que se suelen usar estas te´cnicas, su aplicacio´n
en este contexto trae consigo una serie de retos que deberemos afrontar, como,
por ejemplo, encontrar una correspondencia entre los conceptos de filtrado cola-
borativo y los del nuevo dominio, inferir las puntuaciones a partir de los datos
disponibles, etc. La idea subyacente es que nuevos usuarios, habiendo formulado
el mı´nimo de consultas posible, puedan beneficiarse de los procesos de bu´squeda
de otros usuarios que hayan tenido la misma necesidad de informacio´n, reducien-
do as´ı el tiempo y el nu´mero de consultas necesarios para alcanzar los resultados
deseados.
1.3. Estructura de la tesis
Esta tesis esta´ dividida en tres partes. En la primera parte realizamos una contex-
tualizacio´n, aportando una primera aproximacio´n a los distintos problemas que abor-
daremos. En el Cap´ıtulo 2 hacemos una introduccio´n a los sistemas recomendadores.
Explicamos la nocio´n de sistema recomendador y los conceptos ba´sicos que en e´l in-
tervienen. Adema´s, incidimos en las distintas tareas que puede abordar, tanto desde
el punto de vista del usuario como del proveedor del servicio. Tambie´n explicamos en
que´ consiste el proceso de recomendacio´n propiamente dicho, presentamos una clasifi-
cacio´n general de las distintas te´cnicas existentes, as´ı como los principales problemas
que tienen que abordar, entre los que se encuentra la dispersio´n de los datos, el tema
principal de esta tesis. Asimismo, comentamos las distintas alternativas para llevar a
cabo la evaluacio´n de estos sistemas.
En la segunda parte de esta tesis analizamos co´mo afecta la dispersio´n de los da-
tos a los algoritmos de recomendacio´n en un dominio tan estudiado como es el de la
recomendacio´n de pel´ıculas, para posteriormente proponer diversas alternativas para
hacer frente a este problema. En el Cap´ıtulo 3 presentamos las principales te´cnicas
colaborativas existentes en el estado del arte y las comparamos. En concreto, ponemos
especial atencio´n en co´mo son capaces de extraer informacio´n conforme la densidad de




En la literatura, como comentaremos ma´s adelante, hay dos tareas que acometen
los sistemas recomendadores desde el punto de vista del usuario que copan la gran
mayor´ıa de los trabajos: la tarea de prediccio´n y la tarea de recomendacio´n. As´ı, en
el Cap´ıtulo 4 se abordara´ precisamente la primera de ellas, que consiste en calcular la
puntuacio´n que un usuario dar´ıa a un producto. Nos centramos en los algoritmos de
filtrado colaborativo y, particularmente, en los basados en vecinos. En especial, a partir
de una ana´lisis previo de los datos, estudiaremos co´mo se comportan las medidas de
similitud tradicionales usadas en este tipo de algoritmos en situaciones de dispersio´n y,
para mitigar sus carencias, propondremos una medida alternativa.
La otra tarea comentada se plantea en los Cap´ıtulos 5 y 6. En el primero de ellos
se presentan las te´cnicas de expansio´n de perfil y co´mo e´stas pueden ser empleadas
para paliar las limitaciones que tienen los algoritmos de filtrado colaborativo cuando
se enfrentan al problema del nuevo usuario. En concreto, se propone la combinacio´n
de varias te´cnicas de expansio´n simples para seleccionar los productos con los que
expandir el perfil de un usuario y obtener as´ı mejores resultados en la recomendacio´n.
En el Cap´ıtulo 6, por su parte, se aborda una aproximacio´n basada en contenido para
seleccionar los productos para la expansio´n.
La tercera parte de la tesis se centra en el dominio de la recomendacio´n de consultas
y en co´mo aplicar los algoritmos de filtrado colaborativo a dicho dominio. El Cap´ıtulo
7 introduce los conceptos ba´sicos de la bu´squeda web (como consulta, sesio´n, clic,
segmentacio´n...) y comenta los trabajos del estado del arte ma´s relevantes.
Tal y como sucede para la recomendacio´n de pel´ıculas, en este dominio tambie´n es
importante hacer un ana´lisis previo de los datos antes de desarrollar cualquier te´cnica.
Por ello, en el Cap´ıtulo 8 realizamos un estudio de un query log pu´blico, prestando
especial atencio´n a aspectos relacionados con la dispersio´n de los datos como puede ser
el nu´mero de consultas u´nicas en funcio´n de cada segmentacio´n empleada, el nu´mero
de sesiones lo´gicas de cada longitud o las consecuencias de aplicar las diversas te´cnicas
de preprocesamiento propuestas. Tambie´n hacemos un estudio de la distribucio´n de los
clics, al ser una medida de relevancia parcial importante en este dominio.
Tras haber analizado el dominio, en el Cap´ıtulo 9 especificamos co´mo se pueden
aplicar algoritmos de filtrado colaborativo para la recomendacio´n de consultas, expli-
cando co´mo abordamos diferentes retos que surgen en este proceso, y evaluamos los
resultados obtenidos.
Para finalizar, en el Cap´ıtulo 10 exponemos las conclusiones alcanzadas y los futuros




Los sistemas recomendadores son sistemas capaces de predecir si un determinado
producto sera´ o no del agrado de un usuario. Hoy en d´ıa resultan de gran utilidad
a numerosos sitios web para sugerir a sus usuarios productos de acuerdo a sus pre-
ferencias. De este modo, se filtra el cata´logo de productos disponible, a menudo muy
extenso, ajusta´ndose a los gustos del usuario. Para ello el sistema se puede basar en las
valoraciones del usuario (tanto expl´ıcitas como impl´ıcitas), en atributos de usuarios y
productos y en valoraciones de otros usuarios. Existen gran variedad de te´cnicas, que
presentan diversas ventajas e inconvenientes en funcio´n de los problemas a los que se
enfrentan.
A lo largo de este cap´ıtulo haremos una introduccio´n a los sistemas recomendado-
res. En primer lugar abordaremos su origen y caracter´ısticas generales. A continuacio´n,
en la Seccio´n 2.2 explicaremos cua´les son las tareas que puede acometer uno de estos
sistemas, tanto desde el punto de vista del usuario, como del proveedor del servicio.
Despue´s, abordaremos el proceso de recomendacio´n y los diferentes conceptos que en e´l
intervienen. En la Seccio´n 2.4 mostraremos una visio´n general de las diferentes te´cnicas
de recomendacio´n existentes, para acto seguido pasar a enumerar los principales pro-
blemas a los que tienen que hacer frente. La u´ltima seccio´n del cap´ıtulo la dedicaremos
a explicar co´mo se evalu´an estos sistemas.
2.1. Concepto de sistema de recomendacio´n
A menudo, nos basamos en consejos dados por nuestro grupo de amigos, compan˜eros
de trabajo, etc., para tomar decisiones del d´ıa a d´ıa. Que´ pel´ıcula ver, que´ libro com-
prar, etc., son preguntas que nos hacemos con frecuencia. Si una persona coincide en sus
gustos sobre determinados productos con un grupo de gente, es probable que dicha per-
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sona considere relevantes otros productos que desconoce, pero que fueron recomendados
por dicho grupo de gente. Los primeros sistemas recomendadores surgieron imitando
esta idea, usando las preferencias de una comunidad de usuarios para hacer una reco-
mendacio´n a un usuario concreto. De hecho, estos sistemas son ba´sicamente te´cnicas
y herramientas software que sugieren productos a usuarios [Resnick y Varian, 1997],
siendo un producto o elemento un te´rmino gene´rico empleado para designar aquello
que el sistema recomienda al usuario. Las sugerencias esta´n relacionadas precisamente
con diferentes tomas de decisio´n, tales como que´ pel´ıcula ver, que´ libro comprar, etc.
A medida que los usuarios disponen de ma´s y ma´s productos entre los que escoger, se
hace ma´s palpable la necesidad de una herramienta capaz de proporcionar sugerencias
acorde a sus intereses. Esto provoca que los sitios web, hoy en d´ıa en continuo creci-
miento, hagan uso de sistemas recomendadores para conducir al usuario hacia aquello
que ma´s se acerca a sus necesidades. De hecho, un sitio web puede disponer de un
cata´logo de productos enorme, el cual dif´ıcilmente sera´ conocido en su totalidad por
un usuario. Mediante este tipo de sistemas el usuario puede recibir recomendaciones
que se ajusten a sus gustos y necesidades. De otro modo la gran variedad de productos
entre los que escoger puede convertirse en excesiva informacio´n, produciendo incluso
que el usuario pueda dejar de usar un determinado servicio ante las dificultades a la
hora de la toma de decisio´n. As´ı, este tipo de sistemas, al restringir el nu´mero de pro-
ductos, facilitan las tomas de decisio´n a los usuarios. Un claro ejemplo de los beneficios
que pueden aportar estos sistemas es Amazon.com [Linden et al., 2003], que incluye la
recomendacio´n de libros, dispositivos electro´nicos y una amplia variedad de productos.
Otro ejemplo es Netflix [Bennett y Lanning, 2007] en el que el 60 % de las pel´ıculas se
seleccionan de acuerdo a recomendaciones personalizadas y que se ha convertido en el
servicio de alquiler de pel´ıculas online ma´s grande del mundo.
El estudio de los sistemas recomendadores surgio´ como una nueva a´rea de inves-
tigacio´n a mediados de los an˜os 90 [Goldberg et al., 1992; Hill et al., 1995; Resnick
et al., 1994; Shardanand, 1994] con la aparicio´n de los primeros trabajos sobre filtrado
colaborativo (ver Seccio´n 3.1), lo cual hace de ella una disciplina joven en comparacio´n
con otras como las bases de datos o los motores de bu´squeda, por poner dos ejemplos.
Durante las dos u´ltimas de´cadas se ha trabajado mucho en el desarrollo de nuevas
te´cnicas. A pesar de todo el trabajo realizado hasta el momento en este campo, muchas
son todav´ıa las mejoras necesarias y los campos de accio´n abiertos [Adomavicius y Tuz-
hilin, 2005]. La investigacio´n esta´ evolucionando en muy diversas direcciones, nuevos
temas aparecen, etc. Por ejemplo, ya que hoy en d´ıa es habitual disponer de dispositivos
electro´nicos con acceso a Internet en cualquier lugar y momento, uno de los retos es que
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los sistemas sean ma´s proactivos [Bulander et al., 2005; Puerta Melguizo et al., 2007],
es decir, que no recomienden u´nicamente cuando se lo solicita el usuario, sino que sean
capaces de predecir cua´ndo recomendar, detectando, para ello, las peticiones impl´ıcitas
de los usuarios.
Debido a la gran aplicabilidad de las soluciones y a la necesidad de ellas para ayudar
a los usuarios a tratar con la inmensa cantidad de informacio´n disponible hoy en d´ıa,
el intere´s en esta a´rea es importante, tanto desde el punto de vista de la investigacio´n
como de la industria.
2.2. Tareas de un sistema de recomendacio´n
Como ya se ha dicho, la cantidad de sistemas de recomendacio´n utilizados en sitios
web crece a pasos agigantados. Youtube, IMDb o Amazom.com tienen a dichos sistemas
como parte importante del servicio ofrecido. Las tareas que realizan estos sistemas se
pueden ver desde dos puntos de vista bien diferenciados: el del proveedor del servicio y
el del usuario.
Desde el punto de vista del proveedor del servicio, existen diversas tareas enco-
mendadas a un sistema de recomendacio´n que pueden ser las razones por las que una
determinada compan˜´ıa opte por usar este tipo de sistemas. La primera, y quiza´ ma´s
importante de las razones, es el aumento de los beneficios. Mediante este tipo de sis-
temas los productos ofrecidos se pueden ajustar ma´s a los gustos y preferencias de los
usuarios, por lo que tras varias recomendaciones, es previsible que el usuario conf´ıe ma´s
en el sistema, y, de este modo, acepte las recomendaciones y consuma los productos
sugeridos. Adema´s, los sitios web disponen de una amplia variedad de productos y
tambie´n ofrecen su servicio a unos usuarios con una amplia variedad de gustos diferen-
tes, debido al alcance global de Internet. Mientras que sin sistemas recomendadores el
sitio web rara vez se arriesgar´ıa a promover un producto poco popular para ajustarse
a unos gustos muy concretos de un usuario, usando sistemas recomendadores esto es
posible. De este modo se ajustan las sugerencias (ya sean productos populares o no) a
los gustos de cada uno de los usuarios. Si las recomendaciones son precisas y la interfaz
es amigable, la satisfaccio´n del usuario se puede ver incrementada, con lo que proba-
blemente intentara´ alimentar al sistema con ma´s informacio´n para as´ı obtener mejores
recomendaciones. El usuario mejora su experiencia, y el sistema adquiere ma´s infor-
macio´n para poder realizar mejores recomendaciones. Cuanto ma´s conozca el sistema
del usuario, ma´s podra´ adaptar su interfaz a sus gustos, incrementando generalmente
as´ı el grado de fidelizacio´n con el sitio web. Pero no so´lo eso: esta informacio´n permite
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conocer mejor las necesidades de los usuarios, sus preferencias y ajustar los productos
a ellas. Hay que tener en cuenta que desde el punto de vista del proveedor del servicio
un recomendador en general debera´ seleccionar aquel producto que, si es seleccionado
por el usuario, maximice su valor tanto para el usuario como para el proveedor en un
momento dado. Adema´s, puede que la mejor recomendacio´n para el usuario no siempre
sea la mejor para el proveedor.
Desde el punto de vista del usuario, existen otras finalidades u objetivos de los
sistemas de recomendacio´n. En [Herlocker et al., 2004] el autor identifica un conjunto de
hasta diez tareas que estos sistemas pueden acometer independientemente del dominio
en el que se desplieguen:
Annotation in context. El sistema predice la preferencia de un usuario sobre un
producto determinado en funcio´n del contexto. Segu´n dicha anotacio´n, el usuario
sera´ capaz de decidir si el producto en cuestio´n es acorde o no a sus gustos.
Find good items. Consiste en sugerir al usuario un conjunto de productos de acuer-
do a sus gustos. Dichas sugerencias pueden ir acompan˜adas de una puntuacio´n
para determinar hasta que´ punto el producto puede satisfacer al usuario.
Find all good items. En determinadas ocasiones no es suficiente con sugerir al-
gunos productos del gusto del usuario, sino que es necesario recuperar todos los
productos que pueden ser de su intere´s, au´n a riesgo de que el usuario tenga que
invertir gran cantidad de tiempo en analizarlos. Es el caso de la bu´squeda de
jurisprudencia para un determinado caso judicial, por ejemplo.
Recommend sequence. Los productos, en lugar de ser recomendados individual-
mente, son sugeridos siguiendo una secuencia, de tal manera que sea la propia
secuencia como un todo del agrado del usuario.
Just browsing. El usuario, en determinadas ocasiones, puede no desear adquirir
ningu´n producto de un determinado sitio web, sino que u´nicamente recorrerlo con
el solo objetivo de buscar art´ıculos de su intere´s.
Find credible recommender. Con frecuencia los usuarios no se f´ıan de las recomen-
daciones proporcionadas por los sistemas de recomendacio´n. Esta tarea consiste
en ofrecer al usuario la posibilidad de probar el comportamiento del propio siste-
ma para aumentar as´ı su fiabilidad.
Improve profile. Los sistemas recomendadores, en su gran mayor´ıa, proporcionan
recomendaciones a los usuarios, pero dichas recomendaciones a menudo no ser´ıan
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posibles si el usuario no indicase de alguna manera sus gustos interaccionando
con el sistema. Esta tarea consiste, precisamente, en obtener dicha informacio´n
por parte de los usuarios. Proporcionando puntuaciones, interaccionando con el
sistema, etc. el usuario mejorara´ su perfil y, de esta manera, a cambio esperara´
obtener mejores recomendaciones.
Express self. Determinados usuarios pueden llegar a disfrutar del mero hecho de
proporcionar su opinio´n acerca de los productos. Los sistemas recomendadores
pueden facilitar a este tipo de usuarios la posibilidad de expresarse y aportar su
parecer.
Help others. Otra tarea que puede acometer un sistema es el de permitir a un
usuario mostrar informacio´n a una comunidad de usuarios, no para mejorar sus
propias recomendaciones, sino para facilitar a otros usuarios su toma de decisio´n.
Influence others. A menudo aparecen usuarios que pretenden influenciar con su
opinio´n a otros usuarios, o incluso sesgar las recomendaciones para que el sistema
bien favorezcan o perjudiquen a unos productos en particular. Los sistemas de
recomendacio´n han de prevenir este tipo de situaciones.
Como ya se indicaba en [Herlocker et al., 2004], las tareas de annotation in context
y de find good items son, con diferencia, las que ma´s se han estudiado en la literatura.
A partir de ahora nos referiremos a ellas, para simplificar, como tarea de prediccio´n y
tarea de recomendacio´n, respectivamente.
2.3. Proceso de recomendacio´n
En el proceso de recomendacio´n el primer paso es encontrar los productos que
recomendar. E´stos pueden ser obtenidos por el propio sistema (tarea de recomendacio´n)
o proporcionados por el usuario (tarea de prediccio´n). Evidentemente, para mostrar los
productos recomendados, la informacio´n acerca del producto ha de ser adaptada a una
representacio´n amigable y u´til para el usuario. De acuerdo al tipo de sistema existente, la
prediccio´n se podra´ calcular en funcio´n de los gustos del usuario y de informacio´n acerca
del producto. Segu´n la interfaz del sistema y la interaccio´n del usuario con el mismo, se
mostrara´n ma´s o menos productos, con mayor o menor cantidad de informacio´n acerca
de ellos.
Los sistemas recomendadores, como ya se ha mencionado, usan informacio´n de muy
diferente ı´ndole a la hora de realizar una recomendacio´n. En cuanto a la informacio´n
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acerca de los productos, e´sta variara´ en funcio´n de la complejidad de los mismos y
de la te´cnica de recomendacio´n empleada. Algo semejante sucede con los usuarios, de
los que el sistema podra´ mantener diferente informacio´n estructurada de acuerdo a la
te´cnica utilizada. Adema´s, el sistema ha de capturar y almacenar tambie´n datos sobre
la interaccio´n de los usuarios y sus preferencias para poder realizar las recomendacio-
nes. Dichas preferencias se pueden obtener tanto impl´ıcita como expl´ıcitamente. Las
preferencias impl´ıcitas son fa´ciles de obtener (clics, tiempo transcurrido en una deter-
minada pa´gina, etc.), aunque, por su naturaleza, u´nicamente representan relevancia
parcial positiva sobre un objeto, a la vez que presentan mucho ruido. Sin embargo,
suelen molestar menos al usuario, al no implicar una accio´n espec´ıfica por su parte. Por
otro lado, cuando el usuario proporciona datos al sistema siendo consciente de que esta´
dando dicha informacio´n (la valoracio´n de un producto segu´n sus gustos e intereses,
por ejemplo) dichas preferencias se dice que son expl´ıcitas. En este caso el usuario ha
de estar dispuesto a puntuar los productos, por lo que, aunque aportan ma´s informa-
cio´n que las preferencias impl´ıcitas a cambio de mejores recomendaciones, el hecho de
puntuar puede suponer una tarea demasiado tediosa para el usuario. En general, las
preferencias expl´ıcitas se clasifican en:
Escalas de puntuaciones. Pueden ser tanto nume´ricas como cualitativas, indicando
cada puntuacio´n hasta que´ punto un determinado producto gusta o no gusta a
un usuario. Las escalas nume´ricas, a su vez, pueden ser tanto continuas como
discretas, siendo las discretas las ma´s habituales. Que´ escala emplear no es una
decisio´n trivial, ya que esta decisio´n puede acarrear un gran impacto en el sistema
[Sparling y Sen, 2011].
Puntuaciones binarias. El usuario dispone de una puntuacio´n positiva y de una
puntuacio´n negativa, que puede otorgar a cada producto.
Puntuaciones unarias. El usuario u´nicamente indica que considera relevante un
producto, pero no el grado de relevancia.
No existe una norma global que indique que un tipo de preferencias es mejor o peor,
dependera´ del dominio en concreto en el que se emplee [Cosley et al., 2003]. Cuanto
mayor sea la escala de las puntuaciones expl´ıcitas, ma´s informacio´n proveera´ al sistema,
pero ma´s compleja sera´ la interfaz y ma´s costosa sera´ la tarea de la puntuacio´n para
el usuario. A su vez existen varios focos de variabilidad intr´ınsecos al propio hecho de
puntuar [Amatriain et al., 2009; Hill et al., 1995]. En primer lugar existen diferentes
modos de puntuar [Herlocker et al., 1999; Resnick et al., 1994]. Desde un usuario que
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puntu´a siempre de un modo muy positivo, por encima de las medias de los productos,
hasta otro que puntu´a muy negativamente. Por otro lado, hay que tener en cuenta
tambie´n que los propios gustos o nuestra forma de puntuar pueden variar con el tiempo
[Xiang y Yang, 2009], y tambie´n con el contexto [Ellenberg, 2008] (el momento del d´ıa,
el estado de a´nimo, la compan˜´ıa, etc.).
Aparte de lo comentado, el propio usuario puede proporcionar al sistema feedback
sobre la recomendacio´n proporcionada, que podra´ ser tenido en cuenta en futuras re-
comendaciones.
2.4. Te´cnicas de recomendacio´n
Son mu´ltiples los sistemas de recomendacio´n existentes. Todos ellos gu´ıan a los
usuarios hacia productos que pueden ser de su intere´s. Desde el dominio al que esta´n
dirigidos, hasta la fuente de conocimiento usada o el algoritmo de recomendacio´n utili-
zado, existen diversos aspectos en los que pueden diferir dos sistemas de recomendacio´n.
A continuacio´n enumeramos los tipos de sistemas de recomendacio´n ma´s importantes
[Burke, 2002; Ricci et al., 2011]:
Filtrado colaborativo. El sistema genera las recomendaciones empleando so´lo co-
mo fuente de informacio´n las puntuaciones que los usuarios han hecho sobre los
productos. Es decir, en un sistema de filtrado colaborativo puro no se tiene en
cuenta el contenido de los productos; lo u´nico importante es poder identificarlos.
Principalmente estos sistemas buscan similitudes entre los usuarios en funcio´n de
sus puntuaciones y las recomendaciones se crean a partir de dichas similitudes.
Se trata de la te´cnica de recomendacio´n ma´s empleada y, probablemente, la ma´s
madura [Resnick et al., 1994]. Al ser el tipo de te´cnicas en el que nos centraremos
a lo largo de esta tesis, nos detendremos ma´s adelante en ellas (ver Cap´ıtulo 3).
Basado en contenido. Estos recomendadores trabajan con perfiles de usuarios ob-
tenidos a partir de las caracter´ısticas de contenido presentes en los productos que
los usuarios puntu´an. Los perfiles de usuario podra´n ser de diferentes clases en
funcio´n del me´todo de aprendizaje empleado (a´rboles de decisio´n, redes neurona-
les, representaciones vectoriales...). El sistema busca similitudes entre el perfil del
usuario y el de los productos, para as´ı obtener recomendaciones que se ajusten a
las caracter´ısticas que son del agrado del usuario. Este tipo de te´cnicas esta´n limi-
tadas por las caracter´ısticas asociadas a los productos considerados (ana´lisis de
contenido limitado). Una consecuencia de ello es que dos productos que tengan los
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mismos valores para todas sus caracter´ısticas sera´n considerados de igual relevan-
cia para un usuario, aunque realmente no lo sean. Por ejemplo, dos textos escritos
con exactamente las mismas palabras pueden ser de calidad muy diferente.
No todas las caracter´ısticas del producto formara´n parte de su representacio´n
de contenido, por lo que es necesario, para cada dominio, escoger el conjunto
de caracter´ısticas adecuadas y cua´les de entre ellas son realmente importantes.
Aunque las te´cnicas basadas en contenido se comportan mejor cuando se emplean
u´nicamente caracter´ısticas u´tiles, es necesario tener en cuenta que tampoco se
pueden reducir excesivamente las caracter´ısticas a utilizar, ya que cada usuario
tiene su propia percepcio´n de la importancia de cada caracter´ıstica.
Se han empleado diferentes aproximaciones a este tipo de te´cnicas como un modelo
de espacio vectorial [Billsus y Pazzani, 1998], clasificadores bayesianos [Kohavi
et al., 1997] o clasificadores SVM [Sebastiani, 2002]. Gran parte de los modelos
presentan representaciones textuales de los productos. A veces se trata de datos
estructurados. Sin embargo, en muchas ocasiones no sabemos los valores que
pueden tomar las caracter´ısticas, con los problemas que eso conlleva (polisemia
y sinonimia, por ejemplo). Esto es debido a que los perfiles basados en texto
tradicionales no son capaces de capturar la sema´ntica de los intereses del usuario
porque se basan en operaciones de string matching. Muchos de estos modelos
presentan el problema de su falta de inteligencia. Es decir, conforme los perfiles
de usuarios y productos crecen, el funcionamiento de este tipo de modelos es peor,
puesto que no pueden inferir nuevos te´rminos de un mismo campo sema´ntico que
puedan ser u´tiles para el usuario en cuestio´n; es decir, a partir de las palabras
Michael Jordan , el modelo no es capaz de obtener baloncesto, por ejemplo. As´ı, a
menudo necesitan adquirir conocimiento por medio de ontolog´ıas o enciclopedias.
Basado en informacio´n demogra´fica. En este tipo de sistemas se emplea la infor-
macio´n demogra´fica del usuario para realizar recomendaciones [Rich, 1979; Wang
et al., 2012]. Por tanto, el sistema considerara´ distintas preferencias en funcio´n de
edad, sexo, etc.. Cada usuario tendra´ asignado una clase demogra´fica en funcio´n
de su perfil. El sistema usara´ despue´s las caracter´ısticas comunes de los usuarios
de dichas clases para justificar las recomendaciones.
Basado en conocimiento. Estos sistemas basan su recomendacio´n en un conoci-
miento exhaustivo del propio dominio y en el manejo de los requisitos expl´ıcitos de
los usuarios [Burke, 2000]. Se estudia co´mo determinadas caracter´ısticas se ajus-
tan a los gustos y preferencias del usuario. No sufren el problema de cold-start (ver
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Seccio´n 2.5), ya que los requisitos del usuario se obtienen directamente durante la
sesio´n de recomendacio´n. Sin embargo, presentan el problema de co´mo representar
formalmente el conocimiento del dominio y de co´mo adquirir dicho conocimiento,
ya sea el conocimiento del propio cata´logo de productos, el conocimiento funcional
acerca de co´mo hacer corresponder las necesidades de los usuarios a los productos
que satisfacen dichas necesidades, o el conocimiento acerca de las preferencias de
los usuarios. Existen estos tipos principalmente:
• Basados en casos [Bridge et al., 2006; Lorenzi y Ricci, 2005]. Para realizar la
recomendacio´n primero se calcula la similitud entre las caracter´ısticas que
el usuario necesita y aque´llas que poseen los productos disponibles.
• Basados en restricciones [Felfernig y Burke, 2008]. Explota una base de co-
nocimiento para asociar las necesidades de los usuarios con un conjunto de
reglas que permiten filtrar aque´llos productos que pueden ser del intere´s del
usuario.
Basado en utilidad [Burke, 2000; Felfernig et al., 2006]. Se centran en la idea de
que cada usuario decide la preferencia por un determinado producto ponderando
las ventajas y desventajas de cada caracter´ıstica acorde a la frecuencia con la
que e´sta resulta beneficiosa o perjudicial para sus intereses. El usuario podra´
incorporar todas las caracter´ısticas de los productos que crea oportuno, y ha de
ponderar cada caracter´ıstica, de tal modo que se pueda construir una funcio´n de
utilidad. De este modo se pueden incorporar factores que contribuyen al valor del
producto (como los te´rminos de la garant´ıa o las opciones de env´ıo, por ejemplo),
que no son espec´ıficamente caracter´ısticas. En ciertas ocasiones esto supone un
problema con productos que posean un gran nu´mero de ellas. Despue´s se calculara´
el valor de dicha funcio´n para cada producto.
En general, se presupone que el usuario tendra´ voluntad de interaccionar con el
sistema, de participar en el proceso de seleccio´n del producto y de realizar cierto
esfuerzo a la hora de procesar la informacio´n [Spiekermann y Paraschiv, 2002].
A veces se clasifican como un tipo de sistema basado en conocimiento.
Basado en comunidades. Este tipo de sistemas hace las recomendaciones basa´ndose
en las preferencias de otros usuarios del c´ırculo de amigos, es decir, en relaciones
de confianza. Esto se debe a que la gente tiende a confiar ma´s en las recomen-
daciones de los amigos que en recomendaciones de otras personas desconocidas,
aunque de gustos similares [Sinha et al., 2001]. Debido a la gran proliferacio´n de
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las redes sociales, estos sistemas esta´n adquiriendo un gran apogeo. Es habitual
referirse a este tipo de sistemas como sistemas recomendadores sociales [Golbeck,
2006], puesto que se basan en la relaciones sociales de un determinado usuario
para obtener las preferencias de sus amigos.
Hı´bridos. Estos sistemas se basan en la combinacio´n de al menos dos de los otros
tipos de te´cnicas, con el objetivo de mejorar los resultados del empleo de cada una
de ellas individualmente. Aunque nada proh´ıbe combinar dos te´cnicas del mismo
tipo, las combinaciones ma´s prometedoras son aque´llas que emplean soluciones de
tipos diferentes [Burke, 2007]. Existen diferentes alternativas a la hora de realizar
dichas combinaciones. En [Burke, 2002] se definen siete tipos:
• Weighted. Las puntuaciones de las distintas te´cnicas se combinan para pro-
ducir una u´nica recomendacio´n.
• Switching. El sistema emplea una te´cnica u otra en funcio´n de un determi-
nado criterio.
• Mixed. Se presentan al mismo tiempo recomendaciones proporcionadas por
diferentes te´cnicas.
• Feature combination. Las caracter´ısticas de diferentes fuentes de informacio´n
procedentes de las distintas te´cnicas, se consideran de forma conjunta a modo
de un u´nico algoritmo.
• Cascade. Una te´cnica refina las combinaciones dada por otra, de tal manera
que se sigue un proceso secuencial en el que la recomendacio´n de una te´cnica
es usada por la siguiente como datos de entrada.
• Feature augmentation. En este caso la salida de una determinada te´cnica se
emplea como entrada para la siguiente aunque siendo considerada u´nicamente
como una caracter´ıstica ma´s, de tal modo que productos no presentes en la
recomendacio´n de la primera te´cnica pueden ser recomendados por la segun-
da (lo cual no sucede en el caso del me´todo cascade).
• Meta-level. Este tipo de combinacio´n implica que un modelo aprendido por
un recomendador se usa como entrada para otro.
2.5. Principales problemas
Los sistemas recomendadores, como ya se ha comentado, esta´n experimentando un
continuo avance. Durante los u´ltimos an˜os se han abierto mu´ltiples l´ıneas de investi-
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gacio´n. Muchas de ellas esta´n destinadas a solucionar algunos de los problemas que
afectan a este tipo de sistemas. A continuacio´n, destacaremos algunos de ellos :
Escasez de puntuaciones o sparsity [Huang et al., 2004b]. Es un problema que
aparece principalmente en las te´cnicas colaborativas y que consiste en la dificultad
para realizar recomendaciones cuando pocos usuarios han puntuado los mismos
productos. Esto es debido a que este tipo de te´cnicas se basan principalmente
en el solape en las puntuaciones de diferentes usuarios. Por tanto, aparecera´ este
problema cuando el nu´mero de productos sea muy elevado respecto al nu´mero de
usuarios. Los sistemas basados en conocimiento y en utilidad no presentan este
problema.
Cold-start [Schein et al., 2002] o ramp-up [Konstan et al., 1998]. Es un problema
que podemos dividir, a su vez, en diversos tipos. El primero de ellos, conocido
como de nuevo usuario, sucede cuando el sistema es capaz de generar con dificul-
tad una recomendacio´n para un usuario con pocas puntuaciones. Esto tiene lugar
principalmente cuando el sistema se basa u´nicamente en puntuaciones.
De modo similar, resulta complicado recomendar productos que son nuevos en el
sistema (problema del nuevo producto). Este problema es claro cuando el sistema
so´lo emplea puntuaciones.
Existira´ tambie´n otro caso, el problema del nuevo sistema, que se refiere a los
casos en donde un determinado sistema se ha desplegado recientemente, por lo
que presentara´ pocas puntuaciones de los usuarios.
Este problema tambie´n se denomina problema del early rater, debido a que el
primer usuario que puntu´a un determinado producto no obtiene ningu´n beneficio
de ello, puesto que esta puntuacio´n no le permitira´ al sistema obtener usuarios
ma´s similares.
Los sistema demogra´ficos, basados en conocimiento y en utilidad no presentan
este problema, ya que no se necesitan puntuaciones para poder calcular una reco-
mendacio´n. Los sistemas basados en contenido, sin embargo, tambie´n presentan
un problema de start-up, puesto que necesitara´n puntuaciones suficientes para
poder construir un clasificador adecuado. Dependera´n, por supuesto, de la infor-
macio´n de contenido disponible acerca de sus productos, ya que los productos en
s´ı no aportan ningu´n tipo de informacio´n para este tipo de sistemas.
Tanto el problema de sparsity como cold-start sera´n los problemas en los que




Sinonimia. Con frecuencia productos muy similares, o incluso productos iguales,
presentan nombres muy diferentes, por lo que habitualmente son tratados por
los sistemas recomendadores como productos distintos. En filtrado colaborativo,
por ejemplo, se ha intentado solucionar el problema por medio de expansio´n
de te´rminos o de diccionarios o tesauros, lo cual decrementa el rendimiento del
sistema.
Oveja gris [Claypool et al., 1999]. La oveja gris es un problema que presentan tanto
las te´cnicas colaborativas como los sistemas demogra´ficos. Un usuario nuevo que
no tiene usuarios parecidos (en un sistema de filtrado colaborativo), o no tiene un
estereotipo de usuarios al que parecerse (caso del sistema demogra´fico), no podra´
recibir recomendaciones adecuadas, ya que el sistema carecera´ de informacio´n
para hacerlo.
Outside the box. Es un problema que t´ıpicamente tienen los sistemas basados en
contenido, por ejemplo. Consiste en que el sistema no sera´ capaz de recomendar
productos que no tengan ninguna caracter´ıstica en comu´n con aque´llos que el
usuario ha puntuado, aunque, en realidad, s´ı que este´n relacionados. Por ejemplo,
en un sistema de recomendacio´n de pel´ıculas que so´lo se base en el ge´nero, si todos
los usuarios a los que le gustan las comedias, les gustan tambie´n los romances,
a un nuevo usuario que haya puntuado comedias el sistema basado en contenido
nunca le recomendara´ romances. Esto no suceder´ıa con un sistema basado en fil-
trado colaborativo o un sistema basado en informacio´n demogra´fica. Los sistemas
basados en conocimiento podr´ıan recomendar este tipo de productos so´lo si la
base de conocimiento presenta relaciones entre ellos.
Ataques y manipulaciones de preferencias o shilling attacks [Lam y Riedl, 2004;
Mobasher et al., 2007]. Determinados usuarios pueden querer favorecer o perju-
dicar unos productos frente a otros, introduciendo informacio´n inadecuada en el
sistema, como, por ejemplo, puntuaciones malintencionadas en caso de los sis-
temas basados en filtrado colaborativo. Para este caso se han presentado en la
literatura diversas soluciones a co´mo afrontar este problema [Chirita et al., 2005;
Sandvig et al., 2007].
Privacidad. Hoy en d´ıa existe una sensibilidad especial con respecto a la privaci-
dad de los datos. Los sistemas recomendadores explotan los datos de los usuarios
para realizar las recomendaciones. Sin embargo, muchos usuarios son reacios a
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proporcionar informacio´n acerca de sus gustos o preferencias para que el sistema
no adquiera demasiada informacio´n acerca de ellos. Este hecho afecta particu-
larmente a los sistemas que emplean informacio´n demogra´fica, por el tipo de
informacio´n a tratar. Para solucionar este problema en los u´ltimos an˜os se han
propuesto te´cnicas para garantizar la privacidad de los usuarios [Aı¨meur et al.,
2008; Canny, 2002a; Lam et al., 2006; Ramakrishnan et al., 2001; Shokri et al.,
2009].
Escalabilidad. Son mu´ltiples los trabajos realizados que presentan nuevas te´cnicas
de recomendacio´n. Muchos de ellos no abordan co´mo integrar dichos sistemas en
el mundo real o co´mo tratar con una gran cantidad de datos sin que ello repercuta
en la eficiencia de la solucio´n. De hecho, a menudo complejos algoritmos que son
adecuados en su presentacio´n teo´rica no se pueden usar en la pra´ctica debido a su
ineficiencia. Es por ello que en la actualidad abordar este problema ha llamado
el intere´s de muchos investigadores debido a su importancia de cara al desarrollo
de soluciones realmente aplicables [Papagelis et al., 2005b; Sarwar et al., 2002,
2005].
Diversidad. A menudo los usuarios usan sus recomendaciones como una herra-
mienta para descubrir distintas alternativas, diferentes productos. Sin embargo,
los sistemas recomendadores con frecuencia se restringen a recomendar productos
sumamente parecidos a los ya valorados por el usuario, que, incluso, puede que no
le aporten nada. Este problema de cen˜irse demasiado a lo ya valorado se conoce
con el nombre de sobreespecializacio´n. Es deseable que el sistema proporcione re-
comendaciones de diversa ı´ndole, au´n a riesgo de decrementar la precisio´n de las
mismas. De esta manera es ma´s probable que el usuario encuentre un producto
adecuado entre los propuestos por el sistema [Smyth y McClave, 2001; Zhang,
2009]. Los sistemas basados en contenido, por ejemplo, sufren claramente el pro-
blema de la sobreespecializacio´n, puesto que el sistema no es capaz de recomendar
un producto que se aleje del perfil del usuario. Adema´s, en ciertos casos este ti-
po de sistemas tambie´n filtran productos muy similares a los ya valorados por
el usuario. Uno de los modos de abordar este problema es mediante el uso de
recomendaciones inesperadas y fortuitas, a la par que u´tiles, que el usuario quiza´
no podr´ıa descubrir de otro modo (serendipity). Tambie´n, a trave´s de recomen-
daciones novedosas que ayudan al usuario a encontrar productos interesantes que
quiza´ podr´ıa haber descubierto por s´ı mismo (novelty) [Herlocker et al., 2004].
Efecto portfolio. Es un problema muy relacionado con el de falta de diversidad.
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Consiste en no recomendar productos muy similares a aque´llos que ha valorado
el usuario, aun cuando s´ı que son relevantes para e´l. Un caso muy habitual es
un sistema recomendador de noticias, en donde el sistema puede no sugerir un
art´ıculo por ser demasiado semejante a alguno ya le´ıdo por el usuario, aunque
e´ste aporte informacio´n nueva.
Transparencia. La explicacio´n de una recomendacio´n juega un papel muy impor-
tante para que el usuario la considere aceptable. Que el sistema sea transparente
puede ayudar al usuario a tomar una mejor decisio´n. De hecho, explicar el por-
que´ aumenta el compromiso del usuario con el sistema, puesto que comprende la
razo´n de las recomendaciones [Herlocker et al., 2000].
2.6. Evaluacio´n
Au´n a costa de tener que abordar ciertos problemas, un sistema recomendador ha
de proporcionar buenas recomendaciones, lo que se traduce, en la pra´ctica, en que ha
de satisfacer a sus usuarios. En la literatura podemos encontrar diversos me´todos para
medir cua´n bueno es uno de estos sistemas, y as´ı poder compararlo con otras alterna-
tivas. De hecho, los sistemas recomendadores se pueden evaluar desde muy diferentes
puntos de vista. La tendencia general es la de medir la precisio´n de los algoritmos. Las
me´tricas de precisio´n, sin embargo, no son capaces de evaluar nuevos aspectos consi-
derados en los sistemas recomendadores, como pueden ser la novedad o la diversidad.
Por tanto, no son suficientes para medir su rendimiento, ya que la precisio´n es so´lo uno
de los puntos a tener en cuenta en la evaluacio´n de un sistema [McNee et al., 2006].
Una recomendacio´n precisa no implica necesariamente que sea u´til. En [Herlocker et al.,
2004] se presenta un estudio ma´s detallado de las decisiones ma´s importantes a la hora
de realizar la evaluacio´n.
2.6.1. Me´tricas de precisio´n
A continuacio´n, presentamos algunas de las me´tricas ma´s populares que podemos
encontrar en la literatura.
2.6.1.1. Me´tricas de precisio´n en la prediccio´n
Calculan cua´n cerca es la puntuacio´n predicha por el sistema de la puntuacio´n
proporcionada por el usuario.
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Mean Absolute Error (MAE). Esta me´trica mide la media de la diferencia en
valor absoluto entre el valor predicho por el algoritmo y la puntuacio´n real dada
por el usuario. Se calcula segu´n la Ecuacio´n 2.1:
MAE =
∑N |rui − rˆui|
N
(2.1)
en donde N es el nu´mero total de puntuaciones predichas.
A pesar de sus limitaciones a la hora de evaluar la tarea de recomendacio´n, su
facilidad de ca´lculo y sus propiedades estad´ısticas [Herlocker et al., 2004] la han
convertido en una de las me´tricas ma´s populares para evaluar sistemas recomen-
dadores.
Root Mean Squared Error (RMSE). Esta me´trica de precisio´n en la prediccio´n,
a diferencia de MAE, da ma´s valor a errores grandes, puesto que pueden ser los
que ma´s influyan en la decisio´n del usuario. El modo en que se calcula se muestra
en la Ecuacio´n 2.2,
RMSE =
√∑N (rui − rˆui)2
N
(2.2)
en donde, de nuevo, N es el nu´mero total de puntuaciones predichas.
Se trata tambie´n de una me´trica popular, en parte gracias a que fue la me´trica
propuesta para el concurso organizado por Netflix [Bennett y Lanning, 2007].
Good Items MAE (GIM) y Good Predicted Items MAE (GPIM). En [Cacheda
et al., 2011a] propusimos dos me´tricas que, en lugar de tener en consideracio´n to-
dos los productos, se centran u´nicamente en aque´llos que son relevantes. Para ello
se define un umbral, θ, que indica la puntuacio´n a partir de la que un producto
se considera relevante. De esta manera, Nθ sera´ el nu´mero de puntuaciones rele-
vantes y Nˆθ sera´ el nu´mero de puntuaciones predichas como relevantes. Ambas
me´tricas, definidas respectivamente en las Ecuaciones 2.3 y 2.4, complementan
las me´tricas tradicionales de prediccio´n, en el sentido de que se centran en aque-
llos productos que realmente tienen importancia para los usuarios y aportan una
informacio´n importante acerca de si un algoritmo tiene tendencia a predecir por
encima o por debajo de la puntuacio´n real de los productos.
GIM =






∑Nˆθ |rui − rˆui|
Nˆθ
(2.4)
2.6.1.2. Me´tricas de precisio´n en la clasificacio´n
Se centran en el concepto de relevancia y en la capacidad que tiene el sistema de
detectar que´ producto es relevante y cua´l no para un determinado usuario. Para definir
estas me´tricas se tienen en cuenta las siguientes medidas: verdaderos positivos (VP),
productos relevantes que han sido recomendados por el algoritmo; verdaderos negativos
(VN), productos no relevantes que no han sido recomendados por el algoritmo; falsos
positivos (FP), productos no relevantes que han sido recomendados por el algoritmo;
y falsos negativos (FN), productos relevantes que no han sido recomendados por el
algoritmo. A partir de ellas, se definen las siguientes me´tricas:
Precision (P). Es el ratio entre los productos que el algoritmo considera relevan-
tes y que lo son, entre el nu´mero total de productos que para el algoritmo son
relevantes. Se calcula segu´n la siguiente ecuacio´n:
P =
V P
V P + FP
(2.5)
Para tareas de recomendacio´n a menudo suele ser interesante no tanto medir la
precisio´n para todos los productos recomendados, sino u´nicamente para los n
productos que son mostrados al usuario (P@n).
Recall (R). Representa el nu´mero de productos relevantes recomendados frente al
nu´mero total de productos relevantes. La fo´rmula de esta me´trica es la siguiente:
R =
V P
V P + FN
(2.6)
Igual que sucede con la Precisio´n, en la tarea de recomendacio´n se usa el Recall
en los n primeros productos de la lista (R@n).
Curvas de Precision-Recall o curvas P-R [van Rijsbergen, 1979]. Son curvas que
permiten estudiar la evolucio´n de Precision y Recall conjuntamente, en lugar de
estudiar directamente los valores de ambas me´tricas.
Mean Average Precision (MAP) [Manning et al., 2008]. Es una me´trica asociada




Aunque ser´ıa deseable que tanto Precision como Recall alcanzasen valores altos,
lo cierto es que son inversamente proporcionales. Esta me´trica combina las dos






Curvas ROC. Las curvas Receiver Operating Characteristic [Herlocker et al., 2004]
representan gra´ficamente la capacidad que tiene un determinado algoritmo de
distinguir productos relevantes de los que no lo son. As´ı, el eje de abscisas de la
gra´fica representa la tasa de FP, especificidad ( FPFP+V N ) y el de ordenadas la tasa
de VP o sensibilidad ( V PV P+FN ). Es necesario establecer un umbral de relevancia de
tal modo que los productos cuya puntuacio´n sea mayor que el umbral se consideren
relevantes, y no relevantes en otro caso.
Por otro lado existe tambie´n una me´trica que mide la sensibilidad de las curvas
ROC, que en la pra´ctica es el a´rea bajo la curva (conocida por sus siglas en
ingle´s AUC o Area Under the Curve). Cuanto mayor es esta a´rea, mejor sera´ el
rendimiento del sistema.
2.6.1.3. Me´tricas de precisio´n en la ordenacio´n
Estas me´tricas se encargan de evaluar cua´nto se acerca el orden de un determinado
conjunto de productos sugeridos por el sistema al orden que un usuario le dar´ıa a ese
mismo conjunto.
Half-life utility. Se basa en el hecho de que los productos al principio de la lista
de recomendacio´n tienen mayor probabilidad de ser consultados por el usuario,
probabilidad que decrece exponencialmente segu´n se baja en la lista. Ha sido
propuesta en [Breese et al., 1998]. Se calcula de acuerdo a la siguiente ecuacio´n:
Ra =
∑
j ma´x(raj − d, 0)
2(j−1)/(α−1)
(2.8)
donde d es un voto neutral, ligeramente negativo, y α es la posicio´n del producto





Como ya se ha comentado, las me´tricas de precisio´n no son suficientes para medir
aspectos como la calidad o la utilidad de las recomendaciones. Es por ello que se emplean
una serie de me´tricas para cubrir sus limitaciones. Entre ellas, podemos destacar las
siguientes:
Cobertura o coverage. Se trata del porcentaje de productos para los cuales el
sistema es capaz de hacer predicciones [Good et al., 1999; Herlocker et al., 1999;
Sarwar et al., 1998]. Generalmente, el coverage decrece con la precisio´n, es decir,
cua´nta mayor es el valor de esta me´trica, menos precisas sera´n las recomendacio-
nes. De hecho se trata de una me´trica que puede ayudar a medir hasta que´ punto
nos podemos fiar de buenos resultados en me´tricas de precisio´n. Sistemas que
son capaces de hacer predicciones sumamente precisas pero so´lo para un nu´mero
muy reducido de productos, suelen ser poco u´tiles, ya que estos productos sera´n
productos populares que el usuario normalmente conoce.
Novedad y serendipity [Sarwar et al., 2001]. Son me´tricas que miden la habilidad
de los sistemas recomendadores de recomendar productos no esperados por el
usuario.
Diversidad. Esta me´trica mide la variedad o las diferencias existentes entre los
productos recomendados.
Tasa de aprendizaje o learning rate [Herlocker et al., 2004; Schein et al., 2001].
Me´trica que mide la capacidad que tiene el algoritmo de generar mejores reco-
mendaciones conforme aumenta la cantidad de datos aprendidos.
Confianza. Responde a la pregunta de cua´nta certeza tiene el algoritmo de que
sus recomendaciones son precisas [Herlocker et al., 2000].
Eficiencia. Los algoritmos han de ser computacionalmente eficientes para poder
ser empleados en un entorno real [Bell y Koren, 2007; Formoso et al., 2012; Koren,
2010a].
Escalabilidad. Los sistemas de filtrado colaborativo tienen que manejar frecuen-
temente millones de usuarios o productos, por lo que la escalabilidad de los algo-
ritmos se hace indispensable [Amatriain et al., 2009; Bell y Koren, 2007; Formoso
et al., 2013b; Koren, 2010a].
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La finalidad de los sistemas recomendadores es proporcionar a los usuarios suge-
rencias que les puedan ser u´tiles. En el Cap´ıtulo 2 presentamos diversas te´cnicas de
recomendacio´n. De aqu´ı en adelante nos centraremos en los algoritmos de filtrado co-
laborativo, que se basan u´nicamente en las puntuaciones que los usuarios otorgan a
los diferentes productos. Son muy populares, tanto en el a´mbito de la investigacio´n
como de la industria. Sin embargo, como muchas otras te´cnicas sufren el problema de
la dispersio´n de los datos.
En este cap´ıtulo en primer lugar formalizaremos el problema de filtrado colabora-
tivo. A continuacio´n, en la Seccio´n 3.2 mostraremos una visio´n general de las te´cnicas
existentes. Despue´s describiremos los datasets utilizados y la metodolog´ıa de evaluacio´n.
Finalmente, mostraremos los experimentos realizados e incidiremos en co´mo afecta la
dispersio´n de los datos a las distintas te´cnicas en un dominio muy estudiado, como es
el de la recomendacio´n de pel´ıculas. En la u´ltima seccio´n expondremos las conclusiones
obtenidas. El contenido de este cap´ıtulo se basa en los resultados que obtuvimos en
[Cacheda et al., 2010, 2011a].
3.1. Formalizacio´n del problema
Entre todas las te´cnicas de recomendacio´n nombradas hasta ahora a lo largo de esta
tesis nos centraremos en las basadas en filtrado colaborativo [Goldberg et al., 1992].
Este tipo de te´cnicas basan su comportamiento en que, dado un usuario, las opiniones
de otros usuarios con gustos similares sera´n valiosas para predecir que´ productos le
gustar´ıan al primero. Esto es algo bastante habitual en la vida diaria. Por ejemplo, si
tenemos gustos parecidos con un amigo, y e´ste nos recomienda una pel´ıcula que le ha
gustado, nos fiaremos de su opinio´n y, probablemente, la pel´ıcula tambie´n nos gustara´.
29
3. FILTRADO COLABORATIVO
Las te´cnicas de filtrado colaborativo, como cualquier otro tipo de sistema de re-
comendacio´n, tienen como objetivo sugerir productos u´tiles a los usuarios, ofreciendo
recomendaciones personalizadas. Para ello, emplean u´nicamente las puntuaciones que
los usuarios otorgan a los productos.
Ma´s formalmente, en un sistema de recomendacio´n basado en filtrado colaborativo
existira´ un conjunto de usuarios U = {u1, u2, . . . , un} y un conjunto de productos
I = {i1, i2, . . . , in}. Para cada usuario ui ∈ U el sistema almacenara´ un perfil asociado
formado por el subconjunto de productos que el usuario ha valorado, Iu ⊆ I, y sus
correspondientes puntuaciones, tal y como se muestra en la Ecuacio´n 3.1.
Pu = 〈(i1, rui1) , (i2, rui2) , . . . , (is, ruis)〉 (3.1)
De modo ana´logo, se define tambie´n el subconjunto de usuarios que han valorado un
cierto producto, Ui ⊆ U . El usuario para el cual el sistema esta´ calculando la prediccio´n
se denomina usuario activo o usuario actual, ua.
Las puntuaciones sera´n nu´meros enteros pertenecientes a un determinado intervalo,
siendo R el conjunto de todas las posibles puntuaciones, rmin la puntuacio´n mı´nima,
rmax la puntuacio´n ma´xima, rˆ la puntuacio´n media.
Se define tambie´n la matriz de puntuaciones, M , que representa el conjunto de todos
los perfiles de usuario, o lo que es lo mismo, las puntuaciones que los usuarios han hecho
de los productos. Cada posicio´n de M , mui ∈ R ∪ ∅, representa la puntuacio´n que el
usuario u realizo´ del producto i, lo cual equivale a rui. El valor ∅ indica que el usuario
no ha valorado ese producto todav´ıa. La tarea de prediccio´n consistira´ precisamente
en intentar obtener la valoracio´n para estos casos. Denotaremos con rˆui ∈ R ∪ ∅ la
prediccio´n que el algoritmo hace del producto i ∈ I para el usuario u ∈ U .
Definimos tambie´n el subconjunto de todas las puntuaciones realizadas por un mis-
mo usuario, ru. = {rui ∈M | i ∈ Iu}, y el subconjunto de todas las puntuaciones que
ha recibido un determinado producto, r.i = {rui ∈M | u ∈ Ui}. Adema´s, r¯u. sera´ la
puntuacio´n media realizada por un determinado usuario, y r¯.i la puntuacio´n media de
un producto.
Finalmente, el objetivo de la tarea de recomendacio´n sera´ obtener una lista de
productos rec(u) = {i1, i2, . . . , in | i ∈ I − Iu}.
3.2. Tipos de te´cnicas de filtrado colaborativo
En funcio´n de co´mo procesan la matriz de puntuaciones los algoritmos de filtrado
colaborativo se suelen clasificar en algoritmos basados en memoria y algoritmos basados
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en modelo.
Los algoritmos basados en memoria, los primeros en surgir [Resnick et al., 1994],
procesan toda la matriz de puntuaciones para calcular la similitud entre los usuarios
o productos y hacer predicciones o recomendaciones de acuerdo a estas similitudes
calculadas. Existen abundantes ejemplos en donde este tipo de algoritmos han sido
desplegados. La razo´n de su uso es que son fa´cilmente implementables y altamente
efectivos [Linden et al., 2003]. Generalmente, los algoritmos basados en memoria, a
pesar de ser ma´s simples que los basados en modelo, obtienen resultados bastante
precisos. Adema´s, es fa´cil an˜adir incrementalmente nuevos datos.
Sin embargo, estos algoritmos presentan tambie´n varias limitaciones. Por ejemplo,
son ma´s sensibles que los algoritmos basados en modelo a algunos problemas comunes
de los sistemas recomendadores como la dispersio´n de los datos, el cold-start o los
shilling attacks. El principal problema es que cuando los datos son dispersos el nu´mero
de productos en comu´n entre los usuarios tiende a ser bajo, por lo que las similitudes
se basan en pocos productos tambie´n, lo cual lleva a que el ca´lculo de estas similitudes
sea poco fiable. Adema´s, al tener que procesar toda la matriz de puntuaciones cada
vez que realizan una prediccio´n, presentan importantes problemas de escalabilidad, lo
cual los hace desaconsejables para un sistema online con elevado nu´mero de usuarios o
productos, debido a la necesidad de que las recomendaciones sean en tiempo real.
Para intentar solucionar los problemas de los algoritmos basados en memoria, sur-
gieron los algoritmos basados en modelo. As´ı, por ejemplo, el problema de sparsity
disminuye al aplicar te´cnicas basadas en modelo, puesto que reducen la dimensionali-
dad de la matriz de puntuaciones, y as´ı e´sta pasa a tener una mayor densidad de datos.
En gran medida, la reduccio´n (aunque so´lo parcial) de los problemas de los algoritmos
basados en memoria se debe a su habilidad para obtener caracter´ısticas ocultas en los
datos y extraer as´ı ma´s informacio´n. Para ello, construyen un modelo a partir de las
puntuaciones de los usuarios, que representa su comportamiento. Sera´ empleado para
realizar las predicciones y recomendaciones [Breese et al., 1998]. Los para´metros del
modelo se estiman oﬄine a partir de los datos de la matriz de puntuaciones.
Los algoritmos basados en modelo tambie´n tienen que tratar con una serie de pro-
blemas. En primer lugar, no arreglan completamente las limitaciones de los algoritmos
basados en memoria. Adema´s, suelen ser sumamente complejos, ya que poseen una
gran cantidad de para´metros que estimar (a veces sobreajustados), y que acostumbran
a ser demasiado sensibles a cambios en los datos. Otras veces los datos no cumplen
las suposiciones del modelo, lo cual lleva a malas recomendaciones. Por ejemplo, los
algoritmos de reduccio´n de dimensionalidad, que veremos en la Seccio´n 3.3.3.3, pierden
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informacio´n u´til durante la construccio´n del modelo, debido a que se descarta la infor-
macio´n menos relevante o a que determinados matices no pueden ser representados por
el propio modelo. En la pra´ctica, muchos modelos teo´ricos no se pueden aplicar con
datos reales. Finalmente, a pesar de ser ma´s ra´pidos en prediccio´n que los basados en
memoria, la construccio´n del modelo (y su actualizacio´n) normalmente consume mucho
tiempo.
Para evitar estos problemas, algunos autores han desarrollado algoritmos que usan
modelos que son ra´pidos y fa´ciles de calcular [Lemire y Maclachlan, 2005], o han hecho
variantes eficientes y precisas de algoritmos populares [Funk, 2006; Paterek, 2007]. Otros
autores han combinado distintas te´cnicas colaborativas para aprovechar as´ı lo mejor de
cada una [Koren, 2008; Pennock et al., 2000].
3.3. Principales algoritmos para prediccio´n
La tarea de prediccio´n es una tarea fundamental de cualquier sistema de recomen-
dacio´n. En esta seccio´n ofreceremos una visio´n general de las alternativas existentes
[Cacheda et al., 2011a; Su y Khoshgoftaar, 2009], poniendo especial atencio´n en los
algoritmos de filtrado colaborativo que emplearemos a lo largo de esta tesis.
3.3.1. Algoritmos basados en memoria
Los algoritmos basados en memoria, como ya se ha dicho, procesan toda la matriz de
puntuaciones para generar una prediccio´n o recomendacio´n. Entre ellos, los algoritmos
basados en vecinos sobresalen por su popularidad [Koren, 2008]. De hecho, se trata
de una de las estrategias ma´s populares en cuanto a filtrado colaborativo se refiere.
Estos algoritmos se basan en la idea de que similitudes en puntuaciones pasadas son
un indicador de similitudes en futuras puntuaciones.
Los algoritmos basados en vecinos, se pueden dividir, a su vez, en algoritmos basados
en usuarios [Resnick et al., 1994; Shardanand, 1994] y algoritmos basados en productos
[Sarwar et al., 2001], que se centran en buscar similitudes entre los usuarios o entre
los productos, respectivamente. Dado que son muy similares, nos centraremos en los
algoritmos basados en usuarios, mencionando expl´ıcitamente los basados en productos
cuando sea necesario.
Este tipo de algoritmos siguen un proceso en tres pasos [Herlocker et al., 2002]:
1. Ca´lculo de la similitud entre el usuario activo (o el producto) y el resto de usuarios
(o productos) [Herlocker et al., 2004].
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Coeficiente de correlacio´n de Pearson.
Esta es una de las primeras te´cnicas propuestas [Resnick et al., 1994] y
tambie´n una de las ma´s usadas. La similitud entre los usuarios se mide en
funcio´n de su correlacio´n, usando el coeficiente de Pearson:
s(a, u) =
∑
i∈Ia∩Iu (rai − ra.) (rui − ru.)√∑
i∈Ia∩Iu (rai − ra.)2
∑
i∈Ia∩Iu (rui − ru.)2
(3.2)
Coeficiente de Pearson forzado. Es una variante de la medida de similitud
anterior propuesta en [Shardanand y Maes, 1995], que consiste en sustituir
en la Ecuacio´n 3.2 la media del usuario por la puntuacio´n media entre todas
las disponibles (r¯). Con esta idea se tienen en cuenta la diferencia entre
puntuaciones positivas (las que esta´n por encima de la puntuacio´n media) y
puntuaciones negativas (las que esta´n por debajo).
s(a, u) =
∑
i∈Ia∩Iu (rai − r¯) (rui − r¯)√∑
i∈Ia∩Iu (rai − r¯)2
∑
i∈Ia∩Iu (rui − r¯)2
(3.3)
Coeficiente de Pearson ponderado. Esta medida se basa en la idea de capturar
la confianza que se puede poner en un determinado vecino. El problema es
que si dos usuarios tienen pocos productos en comu´n, se pueden considerar
similares simplemente si, por casualidad, las puntuaciones de estos pocos
productos coinciden. Conforme el nu´mero de productos en comu´n aumenta,
esta coincidencia es ma´s probable que sea debida a que los usuarios son
realmente similares, y no a pura casualidad. As´ı, la confianza en la medida
de similitud aumenta conforme existen ma´s productos en comu´n. Lo que se
trata es de reducir la importancia de una similitud cuando e´sta se basa en
muy pocas puntuaciones. La siguiente ecuacio´n fue propuesta en [Herlocker
et al., 1999] para ponderar el coeficiente de correlacio´n de Pearson por el
nu´mero de productos en comu´n:
s(a, u) =
{
spearson(a, u)/γ |Ia ∩ Iu| < γ
spearson(a, u) otherwise
(3.4)
donde γ es un umbral determinado experimentalmente cuyo valor t´ıpico es
50 y que determina el nu´mero de productos a partir del cual se puede confiar
en la medida de similitud.
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Distancia coseno. Los usuarios son tratados como un vector de puntuaciones
[Breese et al., 1998]. El valor de la similitud es entonces el valor del coseno
del a´ngulo que forman los vectores. Por tanto, un valor pro´ximo a uno in-















Se trata de una distancia coseno en la que se tienen en cuenta las medias de
las puntuaciones de los usuarios. En [Sarwar et al., 2001] se concluye que esta
medida es la que obtiene mejores resultados para el ca´lculo de similitudes
entre productos. En la Ecuacio´n 3.6 se puede comprobar el parecido de esta
medida con el coeficiente de correlacio´n de Pearson.
s(i, j) =
∑
u∈U (rui − ru.) (ruj − ru.)√∑
u∈U (rui − ru.)2
∑
u∈U (ruj − ru.)2
(3.6)
Mean Squared Difference (MSD) [Shardanand, 1994]. Esta medida calcula
la similitud entre dos usuarios como la diferencia cuadra´tica media entre las
puntuaciones de ambos usuarios. Para ello, la fo´rmula aplicar es la siguiente:
msd(a, u) =
∑
i∈Ia∩Iu (rai − rui)2
|Ia ∩ Iu| (3.7)
Despue´s, se filtran aquellos usuarios cuya diferencia supere un cierto umbral,





Aparte de las ya mencionadas existen otras medidas de similitud, como Spear-
man Rank Correlation (SRC), que, a diferencia del coeficiente de Pearson, usa el
ranking de la puntuacio´n en vez de la puntuacio´n en s´ı misma; la correlacio´n τ
de Kendall, que usa un ranking relativo en lugar de un ranking absoluto [Herloc-
ker et al., 2004]; o la similitud basada en probabilidad condicional [Deshpande y
Karypis, 2004; Karypis, 2001].
2. Seleccio´n de los vecinos, un conjunto de usuarios (o productos) en funcio´n de su
similitud con el usuario activo (o el producto).
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Para este paso, consideraremos las siguientes alternativas:
Umbral de correlacio´n [Shardanand y Maes, 1995]. Consiste en seleccionar
so´lo aquellos usuarios (o productos) cuya similitud con el usuario activo (o
producto) sobrepase un determinado umbral.
Ma´ximo nu´mero de vecinos [Resnick et al., 1994]. Consiste en seleccionar los
k usuarios que sean ma´s similares al usuario activo (o al producto), donde
k sera´ un para´metro del algoritmo. Es por ellos que los algoritmos basados
en vecinos que usan el ma´ximo nu´mero de vecinos se conocen tambie´n con
el nombre de algoritmos kNN (k-Nearest Neighbors).
3. Ca´lculo de la prediccio´n usando las puntuaciones de los vecinos.
La forma ma´s sencilla de calcular la prediccio´n de la puntuacio´n que un usuario






en donde Ni(a) es el vecindario de u que ha valorado el producto i. El problema
de esta aproximacio´n es que no considera que dos usuarios diferentes pueden
emplear distintas puntuaciones para indiciar un mismo grado de relevancia, es
decir, pueden usar distintas escalas. Es por ello que existen alternativas para la
normalizacio´n de las puntuaciones:
Normalizacio´n centrada en la media [Resnick et al., 1994]. Se comprueba si
un producto tiene una puntuacio´n positiva o negativa, comparando e´sta con
la media del usuario (o del producto), segu´n la Ecuacio´n 3.10.
rˆai = ra. +
∑
u∈Neigha [rui − ru.] s(a, u)∑
u∈Neigha |s(a, u)|
(3.10)
Normalizacio´n z-score [Herlocker et al., 2002]. Esta normalizacio´n no so´lo
tiene en cuenta la media del usuario (o del producto), sino tambie´n su des-
viacio´n t´ıpica. De esta forma se considera que los usuarios pueden puntuar
siguiendo distintas distribuciones.














Existe otra alternativa para asignar una puntuacio´n a un producto, distinta a la
aproximacio´n de prediccio´n comentada, pero que no emplearemos en esta tesis. Se
denomina clasificacio´n y consiste en asignar como puntuacio´n aque´lla que sume
el mayor valor de similitud entre los vecinos del usuario u que han dado esa
puntuacio´n al producto i.
3.3.2. Similarity Fusion
En la mayor´ıa de los sistemas reales los usuarios so´lo suelen puntuar un porcentaje
pequen˜o de los productos disponibles, lo cual provoca que las matrices sean dispersas.
El problema que tienen las aproximaciones basadas en usuario y en modelo es que
so´lo usan una parte de la informacio´n disponible en la matriz de puntuaciones, por lo
que este problema de la dispersio´n de datos se hace todav´ıa ma´s palpable. Es por ello
que en [Wang et al., 2006] se presenta un me´todo alternativo, que considera tanto las
relaciones entre los usuarios como las relaciones entre los productos.
El algoritmo propuesto combina las puntuaciones de los usuarios similares al usuario
activo (SUR), las puntuaciones del usuario activo sobre productos parecidos (SIR), y
las puntuaciones de usuarios similares al activo sobre productos similares (SUIR). La
fo´rmula se muestra en la Ecuacio´n 3.12. En ella δ y λ son para´metros determinados


















P (rui = r|SIR)(1− δ)(1− λ)
)
3.3.3. Algoritmos basados en modelo
3.3.3.1. Basados en regresio´n lineal
Se trata de un algoritmo basado en producto; es decir, obtiene la prediccio´n para
un producto basa´ndose en productos similares. La relacio´n entre dos productos puede
verse como un experto, modelado como una funcio´n lineal:
fij(x) = xαij + βij
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donde los para´metros αij y βij se estiman por medio de una regresio´n lineal simple
usando las puntuaciones dadas por los usuarios a los correspondientes pares de produc-
tos. Cuando αij es cercano a +1 o −1, se dice que el experto es un buen predictor para
la puntuacio´n del producto.
La relacio´n entre los productos se calcula en primer lugar, obtenie´ndose n(n − 1)
expertos. Para obtener la prediccio´n de la puntuacio´n, se combinan las predicciones de
los expertos del producto en cuestio´n.
En este trabajo, para llevar a cabo esta combinacio´n, usaremos la media de todos
los expertos, despue´s de descartar aque´llos expertos cuyo coeficiente de regresio´n R2
este´ por debajo de un cierto umbral. En [Vucetic y Obradovic, 2000] se presentan otros
dos me´todos alternativos.
3.3.3.2. Slope One
Los algoritmos Slope One [Lemire y Maclachlan, 2005] son algoritmos basados en
predictores de la forma f(x) = x + b. Por tanto, se trata de algoritmos ma´s simples
que los basados en regresio´n, ya que la pendiente de la recta es uno. Por su parte, la
constante, b, se define como la diferencia media entre el productos correspondiente y
el producto cuya puntuacio´n se predice, calculado entre los usuarios que han valorado
ambos productos. La prediccio´n final se muestra en la ecuacio´n siguiente:









en donde Sji es el conjunto de usuarios que han valorado los productos j e i ,
Sji = Uj ∩ Ui, y Rj el conjunto de productos valorados por el usuario para el cual
|Sji| > 0.
Este esquema se puede mejorar si se tiene en cuenta el nu´mero de productos dispo-












Finalmente, tambie´n hemos estudiado la variante Bi-Polar Slope One. Esta alter-
nativa considera la media del usuario como umbral, por lo que divide los productos




3.3.3.3. Modelos de factorizacio´n de matrices
Estos modelo se basan en el ca´lculo de matrices de dimensionalidad reducida a partir
de la matriz de puntuaciones original. Estas nuevas matrices representan atributos
latentes en las puntuaciones, permitiendo as´ı encontrar relaciones entre los productos,
y eliminando los problemas causados por la dispersio´n de la matriz y puntuaciones
ano´malas.
LSI/SVD.
Latent Semantic Indexing (LSI) se basa en Singular Value Decomposition (SVD),
una te´cnica de factorizacio´n de matrices que convierte una matriz, R en tres
matrices matrices, R = U ·S ·V T , donde U y V son matrices ortogonales y S una
matriz diagonal de taman˜o r × r (donde r es el rango de la matriz R), formada
por los valores singulares de la matriz de puntuaciones. Esta matriz se reduce
descartando los valores ma´s pequen˜os, para finalmente tener una matriz Sk, con
k < r. La matriz reconstruida Rk = Uk ·Sk ·V Tk es la mejor aproximacio´n de rango
k de la matriz de puntuaciones. La prediccio´n [Sarwar et al., 2000b] se calcula a
partir de las matrices de dimensionalidad reducida, de acuerdo a la fo´rmula:




Sk · V Tk (i) (3.15)
SVD regularizado. Este modelo, muy popular entre las te´cnicas de filtrado cola-
borativo, fue propuesto originalmente para este contexto en [Funk, 2006]. Cada
producto se representa por un conjunto de caracter´ısticas (aspectos), y cada usua-
rio por un conjunto de valores que indican su preferencia por los distintos aspectos




donde xi e yj son vectores k-dimensionales que representan, respectivamente, la
afinidad de cada usuario y cada producto por cada una de las k caracter´ısticas.
Los valores de tales vectores se estiman en la fase de construccio´n del modelo,
usando una variacio´n de SVD donde las puntuaciones desconocidas se ignoran.
Esto permite un modo sencillo de calcular SVD, mucho ma´s ra´pido que el usado en
el algoritmo anterior. Consiste en minimizar la suma de los residuos al cuadrado,
usando una te´cnica de gradiente descendiente con regularizacio´n:
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eij = rij − rˆij
xik+ = lrate ∗ (eijyjk − λxik)
yjk+ = lrate ∗ (eijxik − λyjk)
Cada vez se estima una sola caracter´ıstica.
SVD regularizado mejorado (RSVD2). Una de las mejoras introducidas al modelo
anterior por [Paterek, 2007]. An˜ade un para´metro adicional por usuario, ci, y uno
por producto, dj , derivando en el siguiente modelo:
rˆij = ci + dj + x
T
i yj (3.17)
NSVD2. Tambie´n introducida por [Paterek, 2007]. Este es un me´todo que reduce
el nu´mero de para´metros, modelando xi en funcio´n de los productos valorados
por el usuario. En este caso, el modelo es:







SVD++ [Koren, 2008]. Variacio´n del SVD regularizado donde se tiene en cuenta
el feedback impl´ıcito (modelado como los productos que un usuario ha valorado):
rˆij = bij + y
T
j




donde w es un vector de para´metros del modelo adicional que pondera la contri-
bucio´n del feedback impl´ıcito.
3.3.3.4. Cluster Based Smoothing
Un cluster contiene a un conjunto de elementos similares entre s´ı pero diferentes a
los elementos de otros clusters. La comparacio´n entre los distintos elementos se puede
hacer segu´n diferentes medidas de similitud. Existen diferentes tipos de algoritmos de
clustering : algoritmos de particionado (como k-means [MacQueen, 1967]), fa´ciles de im-
plementar y relativamente eficientes; algoritmos basados en densidad (como DBSCAN
[Ester et al., 1996]), que buscan clusters densos separados por regiones dispersas que
representan el ruido; y algoritmos jera´rquicos (como BIRCH [Zhang et al., 1996]), que
crean una descomposicio´n jera´rquica de los datos empleando distintos criterios.
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El algoritmo que nos atan˜e funciona como los algoritmos basados en usuarios, con la
excepcio´n de que primero agrupa a los usuarios en clusters, para alcanzar dos objetivos:
incrementar la densidad de la matriz de puntuaciones aproximando las puntuaciones
desconocidas con la media del cluster, e incrementar la escalabilidad, al buscar vecinos
so´lo en los clusters ma´s cercanos al usuario activo. El algoritmo, detallado en [Xue
et al., 2005], consta de cinco fases:
1. Los usuarios, de manera oﬄine, se agrupan en k clusters, usando el algoritmo
k-means.
2. La media del cluster se usa para completar el perfil del usuario, es decir, a los
productos que no ha valorado un usuario se les asigna un puntuacio´n igual a la
media de las puntuaciones dadas por el resto de usuarios del cluster.
3. Se seleccionan los clusters ma´s cercanos al usuario activo.
4. La bu´squeda de los vecinos se lleva a cabo so´lo entre los usuarios pertenecientes
a los clusters escogidos.
5. Finalmente, la prediccio´n se calcula usando la media ponderada de las puntua-
ciones de los vecinos.
Existen muchos otros algoritmos basados en clustering como, por ejemplo, te´cnicas
basadas en solapamiento de clusters [Shafiei y Milios, 2006] o co-clustering [George y
Merugu, 2005].
3.3.3.5. Basado en tendencias
Se trata de un algoritmo que propusimos en [Cacheda et al., 2011a] y que hemos
patentado (tal y como expusimos en la Seccio´n 10.2.1. Se basa en buscar variaciones
entre los usuarios a la hora de puntuar, en lugar de basarse en las relaciones entre
usuarios o productos. De esta forma hacemos frente a algunas de las variabilidades
explicadas en la Seccio´n 2.3, como, por ejemplo, el uso de distintas escalas por parte
de dos usuarios con los mismos gustos, o la influencia del contexto a la hora de realizar
una valoracio´n.
Tiene en cuenta tanto las tendencias (variaciones) de los usuarios como de los pro-
ductos, las cuales son fa´ciles de calcular y necesitan pocos datos, lo cual hace que el
algoritmo sea eficiente. Entenderemos por tendencia de un usuario lo proclive que es
a puntuar positivamente (por encima de la media del producto) o negativamente (por
debajo de la media) un determinado producto. Por tanto, definimos la tendencia de
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un usuario, ubu, como la media de sus puntuaciones con respecto a las medias de los






La tendencia de un producto, ibi, medira´ lo habitual que es que la puntuacio´n de un






Lo´gicamente, el valor de ambas tendencias variara´ entre −d y d, donde d es la
diferencia entre las puntuaciones ma´xima y mı´nima permitidas.
A la hora de realizar las predicciones, el algoritmo tiene en cuenta tanto las ten-
dencias como las medias de los usuarios y productos, lo cual hace que se puedan dar
cuatro casos:
1. Las tendencias de usuario y producto son positivas.
rˆui = ma´x(ru. + ibi, r.i + ubu) (3.22)
2. Las tendencias de usuario y producto son negativas.
rˆui = mı´n(ru. + ibi, r.i + ubu) (3.23)
3. Las tendencias tienen distinto signo, pero las medias corroboran las tendencias.
Es decir, si el usuario tiene la tendencia de puntuar por encima de las medias de
los productos (tendencia del usuario positiva), el producto suele ser valorado por
debajo de las medias de los usuarios (tendencia del producto negativa), la media
de la puntuaciones del usuario ha de ser mayor que la del producto para poder
predecir como puntuacio´n un valor entre ellos.
rˆui = mı´n(ma´x(ru., (r.i + ubu)β + (ru. + ibi)(1− β)), r.i) (3.24)
en donde β es un para´metro que controla la contribucio´n de cada uno de las
medias.
4. Las tendencias tienen distinto signo, pero las medias no corroboran dichas ten-
dencias.
rˆui = r.iβ + ru.(1− β) (3.25)
en donde, de nuevo, β controla la contribucio´n de cada uno de las medias.
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3.3.4. Te´cnicas colaborativas h´ıbridas
Los algoritmos basados en filtrado colaborativo pueden ser combinados entre s´ı for-
mando te´cnicas h´ıbridas, cuyo rendimiento suele mejorar el de las te´cnicas individual-
mente [Pennock et al., 2000; Yu et al., 2004]. A cambio de una mejora en la precisio´n, a
menudo resultan mucho ma´s complejos y suelen estar pensados para un dominio muy
concreto, lo cual les confiere una menor capacidad de adaptacio´n a otros conjuntos de
datos y dominios.
3.3.4.1. Personality Diagnosis
Este algoritmo [Pennock et al., 2000] se basa en un modelo probabil´ıstico simple
que aproxima el modo en que los usuarios valoran los productos por medio de una
distribucio´n normal. La idea es que un usuario, cuando evalu´a un producto espec´ıfico
en momentos distintos, puede dar cada vez una puntuacio´n diferente. La diferencia viene
motivada por varias causas: humor, otros productos valorados en el mismo contexto...
Por tanto, el perfil o personalidad de un usuario, correspondiente a sus puntuaciones,
deber´ıa acompan˜arse de esta variacio´n, que el algoritmo modela como simple ruido
gaussiano. As´ı, P (rij = x|rtrueij = y) ' e−(x−y)
2/2σ2 , donde rtrueij es la puntuacio´n real
del usuario.
Usando este modelo, el algoritmo calcula la probabilidad de que el usuario acti-
vo tenga la misma personalidad que otros usuarios. Entonces, estas probabilidades se
usan para calcular la distribucio´n de probabilidad de la puntuacio´n de un determinado
producto. Finalmente, la prediccio´n es la puntuacio´n ma´s probable.
3.3.4.2. Modelo integrado: basado en vecinos – SVD++
Este algoritmo, propuesto en [Koren, 2008], combina el algoritmo SVD++ descrito
en la Seccio´n 3.3.3.3 con una aproximacio´n basada en vecinos que emplea una optimi-
zacio´n de una funcio´n de coste global.
3.3.5. Otros algoritmos
Existen otros muchos algoritmos que no trataremos en esta tesis. Entre ellos, cabe
destacar diferentes alternativas que emplean clasificadores bayesianos [Friedman et al.,
1997; Miyahara y Pazzani, 2000], modelos de sema´ntica latente [Hofmann, 2001, 2004],
de aspectos [Hofmann y Puzicha, 1999], multinomiales [Breese et al., 1998; Marlin,
2004a,b], basados en reglas de asociacio´n [Sarwar et al., 2000a], etc.
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3.4. Tarea de recomendacio´n
Hasta el momento, nos hemos centrado en la tarea de prediccio´n. En la literatu-
ra existen pocos trabajos sobre la tarea de recomendacio´n. So´lo para sistemas con
preferencias impl´ıcitas o unarias esta tarea ha resultado relevante, a pesar de ser em-
pleada con e´xito en mu´ltiples sistemas comerciales con preferencias tanto impl´ıcitas
como expl´ıcitas.
Diversos autores [Cremonesi et al., 2010; McLaughlin y Herlocker, 2004] han llegado
a la conclusio´n de que los algoritmos ideados para la tarea de prediccio´n no obtienen en
recomendacio´n tan buenos resultados como ser´ıa deseable. De hecho, muchos de estos
algoritmos para recomendar una lista de productos u´nicamente calculan la preferencia
de todos los productos del sistema, para despue´s escoger aque´llos con la puntuacio´n
ma´s alta, con lo que se eleva el coste computacional.
Algunos de los algoritmos que ma´s fa´cilmente se pueden adaptar a esta tarea son
los basados en vecinos. Para ello la u´nica variacio´n radica en la u´ltima fase mencionada
en la Seccio´n 3.3.1, el ca´lculo de la prediccio´n. En su lugar, se obtendra´ la lista de los
N productos recomendados. Para ello, en vez de calcular la puntuacio´n que el usuario
otorgar´ıa a cada uno de los productos del sistema, simplemente se le asigna un peso
a cada producto y se recomiendan los N con mayor peso. De esta manera los valores
de los pesos no esta´n restringidos a los de las puntuaciones, los elementos son ma´s
fa´cilmente comparables y so´lo es necesario calcular estos valores para los productos que
haya valorado algu´n vecino, y no para todos, como sucede por norma general en la tarea
de recomendacio´n. Adema´s, es necesario u´nicamente un vecindario para cada usuario,
a diferencia de en la tarea de prediccio´n, en donde es necesario calcular un vecindario
para cada producto cuya puntuacio´n se quiera predecir.
3.5. Experimentos
Una vez presentadas las te´cnicas de filtrado colaborativo que vamos a emplear, se
mostrara´n una serie de experimentos realizados que ayudara´n a comprender la influencia
de la dispersio´n de los datos en el comportamiento de los algoritmos de recomendacio´n.
3.5.1. Datasets
Para la evaluacio´n de los experimentos emplearemos dos datasets: MovieLens [Her-
locker et al., 1999] y Netflix [Bennett y Lanning, 2007]. Se trata de unos de los conjuntos
de datos ma´s usados por investigadores y desarrolladores en el campo del filtrado co-
laborativo, por ser accesibles pu´blicamente. Por ello son especialmente interesantes,
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puesto que permiten comparar los resultados de diferentes trabajos entre s´ı. Ambos se
obtuvieron a partir de sus respectivos recomendadores de pel´ıculas online.
El dataset de MovieLens contiene las puntuaciones obtenidas durante un periodo
de siete meses (del 19-09-1997 al 22-04-1998). Para los experimentos realizados, hemos
eliminado los usuarios con menos de 20 puntuaciones, consiguiendo as´ı un total de
100,000 puntuaciones, de 943 usuarios sobre 1682 pel´ıculas. Por tanto, existen 1.78
pel´ıculas por cada usuario, y la densidad es del 6 %.
Por otro lado, el dataset de Netflix contiene sobre 100 milliones de puntuaciones,
realizadas por 480,189 usuarios sobre 17,770 pel´ıculas, recogidas entre octubre de 1998
y diciembre de 2005. Este dataset se ha hecho sumamente popular en los u´ltimos an˜os,
despue´s de haber sido usado por investigadores y competidores del concurso de Netflix
[Bennett y Lanning, 2007]. Sin embargo, en estos primeros experimentos no hemos usa-
do el dataset completo. La razo´n es que muchos de los algoritmos que hemos evaluado
no escalan suficientemente bien con tal cantidad de datos. As´ı, para evaluar dichos
algoritmos, hemos seleccionado aleatoriamente un 30 % de usuarios y productos, obte-
niendo un dataset con 9,132,089 puntuaciones hechas por 144,190 usuarios sobre 5,354
productos. Tambie´n hemos comparado resultados de 100 tests con distintos algoritmos
y/o configuraciones en el dataset completo y en el reducido, para comprobar la corre-
lacio´n entre ambos. Hemos obtenido un fuerte correlacio´n lineal, con un R2 del 99.91 %
y un p-valor de la ANOVA de 0.000, lo cual muestra que podemos confiar en los resul-
tados del dataset reducido para estimar los resultados del completo. Finalmente, es de
destacar que, a diferencia de MovieLens, el dataset reducido de Netflix contiene menos




























0 500 1.000 1.500 2.000 2.500 3.000Puntuaciones
Movie le ns Ne tflix




Figura 3.2: Porcentaje de cada puntuacio´n, en ambos datasets.
Se puede ver tambie´n que la distribucio´n de las puntuaciones en ambos datasets es
bastante similar. Primero, como se aprecia en la Figura 3.1, la mayor´ıa de los usuarios
realizan un bajo nu´mero de puntuaciones. Adema´s, en ambos casos las puntuaciones
son discretas y var´ıan entre 1 (ma´s baja) y 5 (ma´s alta). Como se observa en el his-
tograma de puntuaciones de la Figura 3.2, los usuarios tienden a valorar pel´ıculas que
les han causado buena impresio´n, siendo e´sta la razo´n por la que se producen ma´s
puntuaciones de 3, 4 y 5 puntos, que de 1 y 2. Estas similitudes entre ambos datasets
no son sorprendentes, dado que ambos pertenecen al mismo dominio: la recomendacio´n
de pel´ıculas. No deber´ıamos olvidar que los algoritmos dependen fuertemente de las
caracter´ısticas del dataset sobre el que se usan, as´ı que los resultados obtenidos pueden
no coincidir con los obtenidos en otro dominio diferente. La dispersio´n de la matriz, la
relacio´n entre el nu´mero de usuarios y el nu´mero de productos, la variabilidad de las
puntuaciones o la escala pueden influir notablemente en la precisio´n de un algoritmo.
3.5.2. Metodolog´ıa
Para realizar los experimentos se ha dividido cada dataset en dos subconjuntos: el
de entrenamiento y el de evaluacio´n. El primero se corresponde con los datos que el
algoritmo conoce. Con esa informacio´n, el algoritmo realizara´ sus recomendaciones, que
sera´n comparadas con los datos originales presentes en el subconjunto de evaluacio´n.
Para construir el subconjunto de entrenamiento hemos seguido dos aproximaciones
diferentes. En la primera, se ha seleccionado un porcentaje de las puntuaciones dispo-
nibles. Para nuestras pruebas hemos usado los siguientes porcentajes: 10 %, 20 %, 30 %,
40 %, 50 %, 60 %, 70 %, 80 % y 90 %. El subconjunto de evaluacio´n, por su parte, se ha
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creado seleccionando aleatoriamente un 10 % del dataset. Previamente se hab´ıa com-
probado que el porcentaje de este subconjunto no tiene gran impacto en los resultados.
Lo´gicamente, las puntuaciones que aparecen en el subconjunto de evaluacio´n no son
incluidos en el de entrenamiento. Con altos porcentajes podemos evaluar el comporta-
miento del algoritmo bajo condiciones de densidad relativamente altas. En contraste,
un pequen˜o porcentaje permite evaluar el algoritmo bajo condiciones de baja densidad
de datos (condiciones de sparsity), muy comu´n en las primeras fases, o en dominios con
un gran nu´mero de usuarios y/o productos.
Precisamente, dado que, como ya hemos comentado en el Cap´ıtulo 2, la mayor´ıa de
los sistemas tienen que trabajar en condiciones de baja densidad de datos, con datos
dispersos, hemos usado un segundo me´todo para construir los subconjuntos de entrena-
miento y evaluacio´n, y as´ı probar los algoritmos bajo condiciones de sparsity. Consiste
en seleccionar como subconjunto de entrenamiento un nu´mero fijo (generalmente bajo)
de puntuaciones de cada usuario. Hemos probado seleccionando 1, 2, 3, 4, 5, 7, 10,
12, 15 y 20 puntuaciones. Este me´todo se denomina Given-N y fue usado por primera
vez en [Breese et al., 1998]. Hemos evaluado las dos tareas ma´s comunes de los siste-
mas recomendadores: la de prediccio´n y la de recomendacio´n. Para esta u´ltima, hemos
probado a recomendar 5, 10, 15, 25, 50, 100 y 150 productos.
En la tarea de recomendacio´n hemos tenido que abordar un problema inherente al
uso de datasets oﬄine: las preferencias de los usuarios para la mayor´ıa de los productos
son desconocidas. En estos casos, pequen˜os errores relacionados con los productos va-
lorados, como incluir un producto con una puntuacio´n baja o dejar sin recomendar un
producto con una puntuacio´n alta, afectan considerablemente al resultado final [Her-
locker et al., 2004]. Para minimizar este problema, en la evaluacio´n hemos forzado a
los algoritmos a recomendar productos presentes en el subconjunto de evaluacio´n. Por
tanto, la lista final consistira´ en N productos que ya fueron valorados por el usuario en
cuestio´n. Aunque esto permite afrontar el problema, so´lo una evaluacio´n con usuarios
reales puede solucionarlo satisfactoriamente.
En la tarea de prediccio´n este problema es ma´s pequen˜o: conforme se hace ma´s
significativa la cantidad de datos de evaluacio´n, los resultados se pueden extrapolar
mejor a todos los productos. Au´n as´ı, los sesgos presentes en el dataset pueden influir
en los resultados. Por ejemplo, en un dataset como el que hemos usado, donde la
mayor´ıa de las evaluaciones se corresponden con productos con alta puntuacio´n, un
algoritmo capaz de predecir correctamente este tipo de productos obtendra´ mejores
resultados que uno que prediga mejor los productos con baja puntuacio´n, simplemente
porque los posibles errores cometidos en productos malos tendra´n menos peso en la
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media final. Sin embargo, en este caso esto no supone un problema, ya que estamos
interesados precisamente en un algoritmo que prediga correctamente productos con
altas puntuaciones, aunque se pueden dar otros sesgos en los datasets.
Hemos usado para la evaluacio´n algunas de las me´tricas ma´s populares presenta-
das en el Cap´ıtulo 2: coverage, MAE, RMSE, GIM, GPIM, Precision, Recall, ROC y
Half-Life Utility. Cada prueba se ha repetido cinco veces, siendo los resultados que
presentaremos en este cap´ıtulo las medias obtenidas.
En cuanto a los algoritmos evaluados (ver Cap´ıtulo 2), hemos considerado un al-
goritmo basado en usuario (UB), un algoritmo basado en producto (IB), y Similarity
Fusion (SF) como algoritmos basados en memoria; un algoritmo basado en regresio´n
(RB), Slope One (SO), LSI/SVD (SVD), RSVD, RSVD2, NSVD2, SVD++, el algorit-
mo de Cluster Based Smoothing (CBS), el algoritmo integrado de Koren98 (IM) y el
algoritmo basado en tendencias (TB) como algoritmos basados en modelo; y Personality
Diagnosis (PD) como algoritmo h´ıbrido.
3.6. Resultados
3.6.1. Datos dispersos en prediccio´n
En primer lugar estudiaremos co´mo influye la cantidad de datos considerados para
el subconjunto de entrenamiento en la precisio´n y en el coverage de los algoritmos.
Lo´gicamente los algoritmos mejorara´n sus resultados conforme el porcentaje de datos
para el entrenamiento aumenta, ya que se incrementa la densidad de datos en la matriz
de puntuaciones y, por tanto, el algoritmo tiene ma´s informacio´n para calcular la pre-
diccio´n. Los resultados para el dataset de MovieLens se muestran en las Figuras 3.3,
3.4 y 3.5, mientras que para el de Netflix, en la Figura 3.6.
Del mismo modo, conforme la densidad de informacio´n aumenta, se aprecia un ligero
decrecimiento en las diferencias entre los algoritmos. La mayor´ıa presentara´n resultados
parecidos bajo condiciones de densidad relativamente alta, mientras que dichas diferen-
cias se acentuara´n cuando la densidad disminuya. De hecho, en el dataset de MovieLens
y con un subconjunto de entrenamiento del 80 %, no existe significancia estad´ıstica (con
un 95 % de nivel de confianza usando el contraste mu´ltiple de Bonferroni) sobre las di-
ferencias en MAE entre los seis mejores algoritmos (UB, RSVD2, SVD++, RSVD, SO
y TB), mientras que con un 10 % so´lo los tres mejores algoritmos (RSVD2, SVD++
y TB) presentan resultados equivalentes. Se pueden obtener las mismas conclusiones
a partir de los resultados conseguidos con el dataset de Netflix. Con un subconjunto
de entrenamiento del 80 %, no existe ninguna diferencia estad´ısticamente significativa
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Porcentaje de entrenamiento Porcentaje de entrenamiento
Figura 3.3: Evolucio´n de la precisio´n (en MAE) en el dataset de MovieLens segu´n la
densidad de la matriz.
Porcentaje de entrenamiento Porcentaje de entrenamientoasas
Figura 3.4: Evolucio´n de GIM y GPIM segu´n la densidad de la matriz, en el dataset de
MovieLens.
entre los mejores algoritmos (RSVD, RSVD2, SVD++, SO y TB), mientras que con
el 10 % SVD++ presenta los mejores resultados, seguido de RSVD2, NSDV2, RSVD y
TB.
En el Cap´ıtulo 2 hemos comentado la existencia de diferentes fuentes de variabi-
lidad a la hora de realizar puntuaciones. Debido a ellas, diversos autores proponen la
existencia de un l´ımite en la precisio´n en la prediccio´n. Aunque no negamos la existen-
cia de este l´ımite, nuestros resultados muestran, en contraste, que la mayor limitacio´n
que sufre un algoritmo es precisamente la falta de informacio´n. Por esta razo´n en esta
tesis nos centraremos en ella y en diferentes modos de abordarla. Cuanto mayor sea
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asasPorcentaje de entrenamiento Porcentaje de entrenamiento
Figura 3.5: Evolucio´n de RMSE y de coverage segu´n la densidad de la matriz, en el
dataset de MovieLens.
la informacio´n disponible, y la densidad de datos en la matriz de puntuaciones, mayor
sera´ tambie´n la informacio´n que sera´ capaz de obtener un algoritmo, y, en consecuencia,
mejores sera´ los resultados que se puedan obtener.
Ya que no disponemos de una evaluacio´n online del sistema para poder aclarar
como mayor exactitud si los errores en la precisio´n son realmente debidos a la falta de
informacio´n o a la variacio´n natural en las puntuaciones de los usuarios, nos centraremos
en la situacio´n de mayor dispersio´n de datos, en donde los algoritmos se comportan peor.
En cualquier caso, una evaluacio´n online tambie´n carecer´ıa de todos los datos necesarios
para poder realizar una evaluacio´n completamente fiable que permitiese dilucidar cua´l
es la causa real de tales errores.
Lo que se puede concluir de lo dicho hasta ahora es que las te´cnicas no difieren tanto
en su precisio´n cuando existe informacio´n suficiente, como en la evolucio´n conforme la
densidad de la matriz de puntuaciones cambia. Esto es debido a que los algoritmos
extraen el conocimiento de distintas maneras a partir de la informacio´n disponible, lo
cual provoca que la precisio´n obtenida en un situacio´n con datos muy dispersos var´ıe
mucho de una solucio´n a otra.
Las pruebas en este tipo de entornos de baja densidad son buenos indicadores de la
habilidad de los algoritmos para extraer informacio´n de la matriz de puntuaciones. Co-
mo ya se ha dicho, hemos usado una estrategia Given-N para realizar dicha evaluacio´n.
Los resultados para los datasets de MovieLens y Netflix se presentan en las Figuras 3.7
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Figura 3.6: Evolucio´n del coverage y la precisio´n segu´n la densidad de la matriz, en el
dataset de Netflix.
Si comparamos las Figuras 3.3, 3.6, 3.7 y 3.8, podemos ver co´mo la evolucio´n de la
precisio´n, conforme la densidad de la matriz de puntuaciones aumenta, es distinta para
cada algoritmo. Dicha evolucio´n caracteriza mejor a una te´cnica que cualquier medida
de precisio´n bajo condiciones espec´ıficas. As´ı, cuanto mayor sea su precisio´n, lo que
diferencia a los algoritmos entre s´ı es su capacidad para extraer informacio´n.
3.6.2. Algoritmos basados en modelo frente a algoritmos basados en
memoria
Los algoritmos basados en memoria presentan buenos resultados cuando la matriz
de puntuaciones es relativamente densa, pero su precisio´n decrece considerablemente
cuando la matriz es dispersa, en situaciones de sparsity. Esto es debido a que este tipo
de algoritmos obtienen informacio´n bien mediante las relaciones entre usuarios, bien
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Figura 3.7: Precisio´n y coverage de los distintos algoritmos bajo condiciones de dispersio´n,
con una estrategia Given-N, en el dataset de MovieLens.
mediante las relaciones entre productos, por lo que usan so´lo una pequen˜a parte de
la informacio´n disponible. Cuando la densidad de datos en la matriz de puntuaciones
es baja, extraer informacio´n usando so´lo un tipo de relaciones se convierte en algo
complicado, lo cual provoca un empeoramiento notable de la precisio´n. Adema´s, en
estas situaciones estos algoritmos son capaces de realizar predicciones para una menor
cantidad de productos (el coverage es ma´s bajo), por lo que es fa´cil relacionar los malos
resultados en precisio´n con la falta de informacio´n. Sin embargo, el algoritmo Similarity
Fusion, a pesar de ser basado en memoria, es capaz de extraer informacio´n tanto de
las relaciones entre usuarios como de la relaciones entre productos. Por tanto, esto
repercute en sus resultados (tanto precisio´n como coverage), que mejoran en situaciones
de sparsity, ya que es capaz de aprovechar mejor la informacio´n disponible.
Los algoritmos basados en modelo, como ya hab´ıamos comentado, surgieron para
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Figura 3.8: Precisio´n y coverage de los distintos algoritmos bajo condiciones de dispersio´n,
con una estrategia Given-N, en el dataset de Netflix.
intentar solucionar los problemas de los basados en memoria. Uno de estos problemas
es la situacio´n de sparsity, donde son una buena alternativa. Son menos sensibles a
los cambios de densidad en los datos, lo cual implica una evolucio´n mucho ma´s suave.
Esto es debido a que obtienen gran cantidad de informacio´n en la fase de construccio´n
del modelo. Parte de dicha informacio´n es dif´ıcil de obtener usando me´todos tradicio-
nales basados en memoria. Sin embargo, la propia construccio´n del modelo hace que
se descarte informacio´n, provocando que estos algoritmos sean menos precisos que los
basados en memoria cuando la informacio´n disponible es suficientemente densa. Este
descarte puede realizarse conscientemente, con el objetivo de que el algoritmo sea esca-
lable y ma´s eficiente, o bien puede ser debido a que el modelo no es capaz de explicar
esos aspectos de la informacio´n. Lo´gicamente, la precisio´n del algoritmo dependera´ de
lo bien que se ajuste a los datos reales. Te´cnicas que funcionan bien en un determinado
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dataset pueden ser desaconsejables para otro.
Los algoritmos basados en SVD han mostrado los mejores resultados entre los ba-
sados en modelo. De hecho, las te´cnicas regularizadas sobresalen por encima de los
dema´s en muchos casos y en ambos datasets. En realidad, so´lo el algoritmo basado en
tendencias puede competir con ellos en todos los casos, aunque atendiendo a la pre-
cisio´n algunos basados en memoria alcancen mejores resultados con alta densidad de
datos.
Adema´s, los resultados con las me´tricas de clasificacio´n muestran que sus recomen-
daciones son tambie´n precisas, como se observa en la Figura 3.9. Todos los algoritmos
alcanzan resultados ma´s precisos con el dataset de Netflix como era de esperar, dado
que dicho dataset contiene ma´s datos de puntuaciones. Los algoritmos que presentan
los mejores resultados con estas me´tricas son las te´cnicas SVD, el algoritmo basado en
tendencias y Slope One (aunque su precisio´n no sea demasiado destacable).
Por su parte, el algoritmo Cluster-based Smoothing obtuvo los peores resultados.
La clasificacio´n de los usuarios en clusters no aporta nada a la media del producto.
De hecho, los resultados muestran que la media global es una mejor prediccio´n que
la media del cluster con los usuarios ma´s cercanos. Como se puede ver en la Figura
3.10, conforme aumentamos el nu´mero de clusters tanto la precisio´n como el coverage
disminuyen. La razo´n es que este algoritmo se basa en la idea de agrupar a los usuarios
en clusters segu´n sus gustos o intereses. Sin embargo, en un dominio como el de la
recomendacio´n de pel´ıculas, los gustos de los usuarios son muy diferentes entre s´ı por
lo que es muy dif´ıcil encontrar un grupo con los mismos intereses. Esto provoca que los
resultados usando este tipo de algoritmos no sean suficientemente precisos.
La misma conclusio´n se puede obtener del comportamiento de los me´todos de selec-
cio´n de vecinos en los algoritmos basados en usuario. Como se comento´ previamente,
estos algoritmos tienen una fase en la que se seleccionan un conjunto de usuarios a
partir de los cuales se calculara´ la prediccio´n. La idea es tener en cuenta usuarios con
gustos e intereses lo ma´s similares posible a los del usuario activo: sus vecinos. Tra-
dicionalmente, se han usado dos estrategias: el ma´ximo nu´mero de vecinos (la mejor
estrategia tanto en [Herlocker et al., 2002] como en nuestros experimentos) y el umbral
de correlacio´n. Esto implica que es necesario calcular las similitudes del usuario activo
con el resto de usuarios. El ma´ximo nu´mero de vecinos, N , determina el taman˜o del ve-
cindario. Parece lo´gico pensar que cuanto ma´s bajo sea N , mejores sera´n los resultados
obtenidos, ya que la prediccio´n estara´ basada en los usuarios ma´s parecidos al usuario
activo. Sin embargo, como se puede observar en la Figura 3.11, cuando el valor de N es
inferior a 20, la precisio´n empeora considerablemente. Los resultados que se obtienen
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Figura 3.9: Resultados de las me´tricas de clasificacio´n para los datasets de MovieLens y
Netflix, con un subconjunto de entrenamiento del 50 %.
con 50 o 100 vecinos son mucho mejores que los obtenidos con 5 o 10, independiente-
mente de la medida de similitud seleccionada. Este comportamiento esta´ relacionado
claramente con la dificultad de encontrar dos usuarios con los mismos gustos. Usuarios
cuyos gustos coincidan en un buen nu´mero de productos, pueden tener opiniones muy
divergentes sobre otros.
Este problema tambie´n se observa en la segunda estrategia, en donde se seleccionan
usuarios con similitudes que sobrepasen un determinado umbral. Como se muestra
en la Figura 3.12, conforme aumentamos este umbral (la prediccio´n se basa en los
usuarios ma´s similares) la precisio´n empeora. De hecho, los casos de aparente mejora
con altos umbrales (MSD y Coseno), son debidos a un bajo coverage, tal y como tambie´n
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Figura 3.11: Precisio´n segu´n el nu´mero de vecinos, con un subconjunto de entrenamiento
del 80 %.
muy correlados provoca el decrecimiento del coverage conforme aumenta el umbral de
correlacio´n. Este resultado refuerza la idea de la dificultad de encontrar usuarios con
gustos similares.
Tambie´n es interesante observar el efecto de la normalizacio´n (z-score) de las pun-
tuaciones de cada vecino antes de calcular la prediccio´n. En todos los casos, la nor-
malizacio´n mejora sustancialmente los resultados, como se observa en la Figura 3.13.
De hecho, especialmente bajo condiciones de alta densidad, los algoritmos que usan la
normalizacio´n son claramente mejores que los que no la usan, independientemente de
la medida de similitud empleada: el peor algoritmo con normalizacio´n presenta mejores
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Figura 3.12: Precisio´n y coverage segu´n el umbral de correlacio´n, con un subconjunto de












Figura 3.13: Efecto de la normalizacio´n (Z-Score) sobre la precisio´n de los algoritmos
basados en usuario.
3.7. Conclusiones
En este cap´ıtulo hemos realizado una comparacio´n entre diferentes algoritmos de
filtrado colaborativo, para observar el comportamiento de los algoritmos bajo diversas
circunstancias, no so´lo bajo las condiciones ma´s favorables.
Los resultados muestran la gran influencia de la densidad de la matriz de puntua-
ciones en la precisio´n de los algoritmos, que puede deferir dependiendo del tipo de
algoritmo. Hemos visto co´mo los algoritmos basados en memoria ofrecen un buen com-
portamiento con matrices relativamente densas, empeorando significativamente con la
ausencia de informacio´n; y hemos observado co´mo los algoritmos basados en modelo,
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sin llegar a la precisio´n de los basados en memoria en condiciones o´ptimas, se compor-
tan mejor en condiciones adversas. Las pruebas realizadas nos permiten relacionar este
comportamiento con la habilidad de los distintos algoritmos de interpretar los datos
disponibles y extraer informacio´n u´til. La mayor´ıa de los algoritmos se comportan de
forma similar con los dos datasets estudiados, lo cual es normal dado que se trata de
datos del mismo dominio.
Hemos mostrado que la mayor parte de las dificultades que tienen los algoritmos en
la extraccio´n de informacio´n esta´ relacionada con las limitaciones de las te´cnicas a la
hora de encontrar las similitudes entre usuarios y/o productos. Dos posibles explicacio-
nes para estas limitaciones son la gran diversidad en gustos y opiniones, y la dificultad
de encontrar tales similitudes en condiciones de baja densidad de datos sparsity.
En el futuro, tanto la inclusio´n de nuevos algoritmos como la realizacio´n del estudio





Mejora de la tarea de prediccio´n
en sistemas dispersos
En los u´ltimos an˜os los sistemas recomendadores, en general, y los algoritmos de
filtrado colaborativo, en particular, han alcanzado una gran popularidad. Se han desa-
rrollado y aplicado gran cantidad de nuevas te´cnicas. Sin embargo, en muchos casos los
algoritmos no obtienen los resultados esperados. En concreto, cuando el modelo aplica-
do no se ajusta a los datos reales los resultados son especialmente malos. Esto sucede
porque con frecuencia los modelos se aplican directamente a un dominio sin un ana´lisis
previo de los datos. Adema´s, estos malos resultados se agravan cuando los datos son
especialmente dispersos, como hemos visto en el Cap´ıtulo 3.
En este cap´ıtulo estudiaremos detenidamente los conjuntos de datos ma´s populares
en el dominio de la recomendacio´n de pel´ıculas, con el objetivo de comprender co´mo
se comportan los usuarios en este contexto particular. Una vez analizados los datos,
buscaremos aplicar las lecciones aprendidas a la mejora de los algoritmos de filtrado co-
laborativo. Particularmente, nos centraremos en los algoritmos kNN por ser algoritmos
intuitivos, simples y eficientes. Veremos que las medidas de similitud usadas tradicio-
nalmente para este tipo de algoritmos pueden ser cuestionados, y propondremos nuevas
medidas de similitud especialmente apropiadas para contextos dispersos, poniendo es-
pecial atencio´n en los usuarios que han valorado muy pocos productos (situacio´n de
cold-start).
4.1. Introduccio´n
Los algoritmos de filtrado colaborativo han sido objeto de numerosos estudios en los
u´ltimos an˜os. En concreto, la comunidad cient´ıfica ha centrado su esfuerzo en la mejora
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de estos algoritmos en la tarea de precisio´n o annotation in context, en donde el sistema
predice la utilidad que un producto dado tiene para un usuario. Los algoritmos de filtra-
do colaborativo procesan la informacio´n acerca de los gustos de los usuarios, expresada
habitualmente en forma de puntuaciones, para ofrecer recomendaciones personalizadas.
En la literatura podemos encontrar muchos ejemplos de este tipo de algoritmos.
Aunque muchos obtienen muy buenos resultados, es tambie´n verdad que a menudo
se desarrollan basa´ndose en ideas o modelos aplicados en otros dominios, sin prestar
atencio´n a los datos reales. Muchas veces, es simplemente la evaluacio´n de los resultados
lo que permite a los desarrolladores saber si el algoritmo se ajusta o no a los datos. En
ese caso, problemas en la metodolog´ıa de evaluacio´n o en las me´tricas pueden conducir
a conclusiones erro´neas.
Como ya hemos visto en el Cap´ıtulo 3 estos algoritmos se clasifican generalmente en
funcio´n de co´mo procesan la matriz de puntuaciones en algoritmos basados en memo-
ria y algoritmos basados en modelo. Los algoritmos kNN basados en usuarios [Resnick
et al., 1994; Shardanand, 1994], como cualquier otra te´cnica basada en memoria, nece-
sitan procesar la matriz de puntuaciones completa para predecir una puntuacio´n. Por
tanto, presentan problemas de escalabilidad, aunque generalmente alcanzan resultados
suficientemente precisos. Adema´s, tambie´n se ven afectados por la dispersio´n de los
datos [Huang et al., 2004b; Sarwar et al., 2001], cold-start [Schein et al., 2002] y los
problemas de shilling [Chirita et al., 2005; Lam y Riedl, 2004], como muchas otras apro-
ximaciones de sistemas de recomendacio´n. Sin embargo, se trata de algoritmos fa´ciles
de implementar; sus recomendaciones son fa´cilmente justificables debido a similitudes
con los usuarios vecinos; son eficientes, ya que los vecinos se pueden computar oﬄine; y
son estables ante la insercio´n de nuevos usuarios y/o productos en el sistema [Desrosiers
y Karypis, 2011].
Algunos autores han intentando solucionar estos problemas con te´cnicas como los
algoritmos basados en modelo. Estas te´cnicas extraen ma´s informacio´n de los datos
disponibles, pero no solucionan completamente los problemas mencionados. De hecho,
introducen algunos nuevos [Cacheda et al., 2011a]: el sobreajuste, no siempre se adaptan
a los datos reales, a veces requieren configurar demasiados para´metros... Estos proble-
mas conducen a malas predicciones. Una de las razones por la que esto sucede es que a
menudo un modelo se aplica directamente a un dominio dado, en lugar de analizar los
datos e intentar desarrollar un modelo que represente adecuadamente los datos.
Por ejemplo, en contextos como la recomendacio´n de pel´ıculas, sin un estudio previo
de los datos, parece razonable pensar usar un algoritmo basado en cluster. Sin embargo,
esta te´cnica en realidad obtiene malos resultados [Cacheda et al., 2011a]. Un estudio
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previo de los datos podr´ıa haber mostrado que en este contexto no es una buena idea
agrupar a los usuarios en clusters disjuntos.
No obstante, hasta donde nosotros sabemos, existen muy pocos trabajos que real-
mente desarrollen un algoritmo basa´ndose en un ana´lisis previo de los datos. En la
mayor´ıa de los trabajos, los autores analizan los datos simplemente para dar un con-
texto del dominio: algunos de ellos se centran en una pequen˜a parte del conjunto de
datos completo [Shardanand, 1994], otros estudian simplemente una pequen˜a parte de
sus caracter´ısticas [Canny, 2002b; Wang, 2008], etc.
Por otro lado, algunos casos concretos han mostrado la utilidad del ana´lisis de
los conjuntos de datos. Por ejemplo, en algunos contextos las puntuaciones no esta´n
disponibles y deben ser inferidas a partir del comportamiento de los usuarios [Hahsler,
2010], as´ı que se necesita un ana´lisis previo para poder comprender co´mo interactu´an los
usuarios con el sistema. Adema´s, dado que la comunidad esta´ cada vez ma´s interesada
en introducir los aspectos de tiempo para dar recomendaciones ma´s precisas, trabajos
recientes han descrito la evolucio´n de las puntuaciones, los usuarios y los productos con
el tiempo [Koren, 2010b; Lathia et al., 2010; Liu et al., 2010]. A veces estos aspectos
son tenidos en cuenta para desarrollar nuevos algoritmos.
Este cap´ıtulo esta´ basado en el trabajo que presentamos en [Cacheda et al., 2011b].
En e´l consideramos una aproximacio´n a partir del estudio de los datos para disen˜ar
nuestro algoritmo. Comenzaremos indicando las principales contribuciones del estado
del arte al problema de cold-start que nos atan˜e. Despue´s, analizaremos los datasets
ma´s populares en el dominio de la recomendacio´n de pel´ıculas, para comprender el
comportamiento del usuario. Analizamos varios de los puntos de´biles de los algoritmos
basados en usuario tradicionales, e intentamos descubrir, basa´ndonos en la informa-
cio´n que esta´ disponible en esos conjuntos de datos, co´mo superar esas limitaciones.
Presentamos nuestro estudio en la Seccio´n 4.3. Con las conclusiones obtenidas a partir
de dicho estudio, en la Seccio´n 4.4 proponemos algunas mejoras a los algoritmos kNN
tradicionales atendiendo a condiciones de baja densidad de datos, es decir, donde hay
pocos datos disponibles. En particular, presentamos una nueva medida para calcular la
similitud entre usuarios, que proporciona valores fiables incluso con usuarios con pocas
puntuaciones. Tambie´n abordamos el uso de inverse user frequency como un modo de
dar diferente importancia a cada producto en funcio´n de su popularidad. En la Seccio´n
4.5 evaluamos nuestra aproximacio´n. La importancia de realizar un ana´lisis previo del
conjunto de datos antes del disen˜o de cualquier algoritmo se discute en la Seccio´n 4.6,
junto con varias mejoras que no han sido evaluadas todav´ıa y que sera´n abordadas en
futuros trabajos.
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4.2. Cold-start
Los algoritmos de filtrado colaborativo funcionan bien cuando disponen de muchas
puntuaciones. Sin embargo, a veces la informacio´n sobre un usuario particular (pro-
blema del nuevo usuario), un producto (problema del nuevo producto) o, incluso, la
informacio´n de todo el sistema (problema del nuevo sistema) es realmente escasa. Estos
tres casos suponen los tres problemas de cold-start, ya introducidos en la Seccio´n 2.5.
En general, estas situaciones no pueden ser manejadas adecuadamente por las
te´cnicas de filtrado colaborativo, por lo que en la literatura se han propuesto dife-
rentes te´cnicas para abordar cada una de dichas situaciones, muchas de ellas h´ıbridas,
en las que se considera informacio´n adicional, aparte de las puntuaciones [Balabanovic´
y Shoham, 1997].
El problema del nuevo producto se puede tratar combinando las te´cnicas colaborati-
vas con informacio´n de contenido. Un paradigma ampliamente extendido es el llamado
collaboration via content, que consiste en explotar perfiles basados en contenido para
detectar similitudes entre usuarios [Pazzani, 1999]. La informacio´n de contenido puede
ser usada para estimar las puntuaciones y mejorar el perfil del usuario. Por ejemplo, en
[Melville et al., 2002] se usa un clasificador de texto na¨ıve bayessiano extendido para
estimar las puntuaciones usando caracter´ısticas de las pel´ıculas. Una vez estimadas, el
algoritmo de filtrado colaborativo emplea el perfil completo. Otros autores han estu-
diado la utilidad de los bots, es decir, usuarios ficticios que puntu´an automa´ticamente
productos de acuerdo a informacio´n de contenido. Por ejemplo, en [Good et al., 1999]
los autores experimentaron con diversas te´cnicas de bots, desde aproximaciones simples
como bots que puntuaban pel´ıculas de acuerdo a su ge´nero, hasta aproximaciones ma´s
complejas basadas en TF-IDF o lo´gica inductiva. Adema´s, combinaron varias de dichas
te´cnicas, obteniendo buenos resultados. Ma´s tarde, en [Park et al., 2006] se mejoro´ la
escalabilidad y el rendimiento de esta idea, proponiendo un nu´mero reducido de bots
de filtrado globales.
Tambie´n se han disen˜ado sistemas en donde la informacio´n de contenido es parte
del modelo. Schein et al. modelaron los datos de contenido por medio de un modelo de
aspectos de factor latente que relaciona usuarios con el reparto de las pel´ıculas, adema´s
de un modelo de aspectos puramente colaborativo que relaciona usuarios con pel´ıculas
[Schein et al., 2002]. Se propuso tambie´n otra solucio´n basada en ma´quinas Boltzman
para modelar las relaciones entre usuarios y productos, usando informacio´n de contenido
para estimar los para´metros del modelo [Gunawardana y Meek, 2008]. Modelaron el
contenido como vectores de caracter´ısticas, donde una caracter´ıstica pod´ıa representar
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la presencia de un actor, el peso de un te´rmino, etc. Otras te´cnicas tambie´n han sido
estudiadas [Claypool et al., 1999; Leung et al., 2007; Park y Chu, 2009].
En esta tesis nos centraremos en el problema del nuevo usuario. En la literatura
existen diferentes aproximaciones para abordarlo. Se pueden aplicar sistemas h´ıbridos,
como los anteriormente mencionados. En este caso, se han estudiado tambie´n soluciones
con informacio´n demogra´fica [Lam et al., 2008; Nguyen et al., 2007], o relaciones de
confianza en una red social [Papagelis et al., 2005a]. En general, se pueden dividir
ba´sicamente en aque´llas que involucran al usuario para que proporcione informacio´n
adicional al sistema (siendo e´stas bastante habituales), y aque´llas que no conllevan la
intervencio´n del usuario.
El modo ma´s sencillo para obtener informacio´n adicional acerca del usuario es pre-
gunta´ndole directamente. Este proceso de recoleccio´n de las puntuaciones iniciales,
conocido con el nombre de proceso de elicitacio´n [Golbandi et al., 2011; Rashid et al.,
2008; Rokach y Kisilevich, 2012], puede significar el e´xito o el fracaso a la hora de que
el usuario permanezca en el sistema [Elahi et al., 2011]. Los productos iniciales deben
ser cuidadosamente escogidos y el nu´mero de ellos no deber´ıa ser excesivo para evitar
molestar a los usuarios [Cremonesi et al., 2012]. A cambio, los usuarios esperar reci-
bir buenas recomendaciones. De este modo, el usuario tendra´ al menos el nu´mero de
puntuaciones que el sistema solicite cuando el usuario se registre.
Sin embargo, a veces no es adecuado optar por preguntarle directamente al usuario.
Por ejemplo, estas peticiones pueden incordiar a algunos usuarios que no consideren
necesario valorar productos cuando acaban de llegar al sistema. Cuando un usuario tiene
pocas puntuaciones, la recomendacio´n es poco precisa por normal general e, incluso, el
sistema puede ser incapaz de calcularla. A pesar de ello, dependiendo del contexto, la
mejor opcio´n puede ser no mostrar recomendaciones que puedan molestar a los usuarios.
De cualquier modo, si la informacio´n es escasa pero el sistema puede proporcionarle
al usuario una recomendacio´n suficientemente precisa para que e´ste permanezca en el
sistema, el proceso de elicitacio´n puede ser innecesario.
Son preferibles otras alternativas sin la intervencio´n del usuario. Algunos autores
estudiaron co´mo modificar los algoritmos kNN para mejorar las recomendaciones. Esto
es debido a que, como veremos, las medidas de similitud tradicionales presentan pro-
blemas cuando la informacio´n es escasa. Es por ello que se han presentado medidas
alternativas: una basada en proximidad, impacto y popularidad [Ahn, 2008]; otra ba-
sada en la combinacio´n de hasta seis medidas diferentes [Bobadilla et al., 2012]; o una
medida de similitud basada en probabilidad [Piccart et al., 2010].
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4.3. Ana´lisis de dos datasets
En el cap´ıtulo anterior realizamos una breve descripcio´n de dos de los datasets ma´s
empleados en filtrado colaborativo: Netflix y Movielens. En esta ocasio´n, profundizamos
en el ana´lisis de Netflix y empleamos Movielens 10M, que incorpora mayor nu´mero
de puntuaciones que el dataset empleado en el cap´ıtulo anterior. El primero, como
ya comentamos, contiene contiene ma´s de 100 millones de puntuaciones de 480,189
usuarios a 17,770 pel´ıculas, reunidas entre octubre de 1998 y diciembre de 2005. El
segundo contiene ma´s de 10 millones de puntuaciones sobre 10,681 pel´ıculas, realizados
por 71,567 usuarios del servicio de recomendacio´n de pel´ıculas online de Movielens1
entre enero de 1995 y enero de 2009.
4.3.1. Limitaciones de las medidas de similitud tradicionales
Un paso importante en los algoritmos kNN es encontrar el vecindario, es decir, el
conjunto de usuarios ma´s parecidos al usuario actual. Una medida de similitud como
la correlacio´n de Pearson se usa para calcular el grado de similitud entre cada par
de usuarios. Teo´ricamente, emplear los usuarios ma´s parecidos es la mejor forma de
predecir la puntuacio´n del usuario. Sin embargo, hemos demostrado en el cap´ıtulo
anterior que usar pocos vecinos y muy correlados en realidad empeora la precisio´n del
algoritmo, lo cual es un resultado que a priori ser´ıa inesperado. Este comportamiento
lo asociamos con la dificultad de encontrar usuarios altamente correlados debido a la
falta de informacio´n. En realidad, pensamos que en el dominio de la recomendacio´n
de pel´ıculas no suelen aparecer frecuentemente las correlaciones fuertes. Esto es debido
a que los gustos de los usuarios son generalmente diferentes: el hecho de que a dos
usuarios les gusten las mismas pel´ıculas no implica que este´n de acuerdo en todas ellas.
Por ejemplo, a dos usuarios les pueden gustar las pel´ıculas de accio´n, pero mientras
que a uno le gustan tambie´n las de terror, el otro prefiere las pel´ıculas del oeste. Esto
es muy comu´n en el dominio que nos atan˜e.
Para estudiar este hecho, hemos analizado alrededor de 25,000 relaciones usuario-
usuario aleatoriamente escogidas del conjunto de datos Movielens 10M. En la Figura
4.1, se muestra el histograma para la correlacio´n de Pearson. Se puede ver que la
mayor´ıa de los usuarios presentan una correlacio´n muy baja, alrededor de 0.0. Esto es
lo esperado, y prueba que la mayor parte de los usuarios tienen diferentes gustos, as´ı
que no esta´n en absoluto correlados. Sin embargo, muchos usuarios presentan tambie´n
una fuerte correlacio´n (alrededor de -1.0 y 1.0), lo cual puede parecer sorprendente
1www.movielens.org
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y aparentemente contradice la afirmacio´n previa que aseguraba que las correlaciones
fuertes no existen en los dominios de pel´ıculas. No obstante, si echamos un vistazo a
la Figura 4.2 podemos comprobar que las correlaciones fuertes so´lo se alcanzan entre
usuarios que han valorado muy pocas pel´ıculas en comu´n. En este caso, por supuesto, la
similitud calculada no refleja realmente la similitud entre los usuarios. Por ejemplo, si el
usuario anterior al que le gustaban las pel´ıculas de accio´n y de terror hubiese valorado
solamente las primeras, probablemente parecer´ıa muy similar al otro usuario, cuando
en realidad no lo es. Como caso paradigma´tico, con la correlacio´n de Pearson siempre se
obtiene una correlacio´n perfecta cuando dos usuarios han valorado solamente un u´nico
producto en comu´n.
Para evitar este problema, algunos autores han propuesto ponderar la correlacio´n
de acuerdo al nu´mero de productos en los que se basa. Una aproximacio´n conocida es la
correlacio´n de Pearson ponderada (ver Seccio´n 3.3.1). Esta te´cnica mitiga el problema
mencionado eliminando las correlaciones fuertes incorrectas. Sin embargo, el efecto real
es que los usuarios fuertemente correlados desaparecen, como se puede ver en la Figura

















Figura 4.1: Histogramas para la correlacio´n de Pearson.
Existen dos posibles explicaciones al citado problema. Primero, la falta de informa-
cio´n. Dado que la matriz de puntuaciones es demasiado dispersa, puede estar sucediendo
que no se encuentren los usuarios correlados simplemente porque han valorado muy po-
cos productos en comu´n. Esto se puede ver en la Figura 4.4: la mayor´ıa de los usuarios
so´lo han valorado un porcentaje bajo de productos en comu´n. Por otro lado, tambie´n
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Figura 4.2: Nu´mero de productos valorados por ambos usuarios, segu´n la correlacio´n de
Pearson. Se ocultan los datos at´ıpicos para mayor claridad.
















Figura 4.3: Histogramas para las correlaciones de Pearson ponderadas.
esta´ relacionado con las diferencias entre los usuarios. Dos usuarios con diferentes gus-
tos vera´n (y valorara´n) probablemente pel´ıculas distintas. Adema´s, como se muestra
en la Figura 4.5, para muchos pares de usuarios que han valorado un elevado nu´mero
de productos, el porcentaje de productos que ambos han puntuado es tambie´n bajo.
En este caso, puede estar relacionado con el hecho de que a ambos les guste un mismo
ge´nero, director, etc. en particular, pero que discrepen en muchos otros. Otras veces,
esas pel´ıculas valoradas en comu´n pueden ser pel´ıculas muy populares.
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Figura 4.4: Nu´mero de pares usuario-usuario, segu´n el porcentaje de productos que han



































































































































Figura 4.5: Nu´mero total de productos valorados por ambos usuarios, segu´n el porcentaje
de productos que ambos han valorado.
Parece lo´gico pensar que las aproximaciones basadas en productos son una mejor
alternativa desde el punto de vista de los datos, porque las diferencias naturales entre
los usuarios relacionadas con la naturaleza humana y la variedad en los gustos no esta´n
necesariamente presentes en los productos. Sin embargo, como se puede ver en la Figura
4.6, las correlaciones entre productos tienen el mismo problema.
Por tanto, el estudio de los datos parece confirmar que las medidas de similitud tra-
dicionales basadas en correlaciones no siempre son la mejor alternativa. En particular,
cuanto ma´s dispersos son los datos, peor se comportan estas medidas. Estas observacio-
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Figura 4.6: Usuarios que han valorado ambos productos segu´n la distancia coseno.
nes nos conducen a pensar que aproximaciones menos estrictas a la hora de relacionar
a los usuarios pueden obtener mejor precisio´n.
4.3.2. Productos populares
Como algunos autores han mostrado [Cremonesi et al., 2010], la mayor´ıa de las
puntuaciones en los conjuntos de datos comerciales se condensan en un pequen˜o nu´mero
de productos populares. En particular, tanto en el conjunto de datos de Movielens 10M
como en el de Netflix, el 20 % de las puntuaciones pertenecen aproximadamente un
2 % de los productos solamente. Normalmente, no es u´til recomendar estos productos
populares, ya que probablemente el usuario ya los conozca. Esta observacio´n no se tiene
en cuenta cuando se esta´ tratando la tarea de prediccio´n, porque el sistema tendra´ que
predecir una puntuacio´n para estas pel´ıculas si el usuario lo solicita.
Sin embargo, estos productos populares pueden no ser tan u´tiles para calcular la
similitud entre los usuarios. Parece lo´gico pensar que no todos los productos propor-
cionan la misma informacio´n sobre dicha similitud. Por ejemplo, una coincidencia en
una pel´ıcula muy popular es menos importante que una coincidencia en una pel´ıcula
antigua y dif´ıcil de encontrar. La razo´n es que las pel´ıculas populares son consideradas
positivamente por la mayor´ıa de los usuarios, lo cual es lo´gico ya que una mala pel´ıcula
dif´ıcilmente llega a ser popular. As´ı, muchos usuarios estara´n de acuerdo en la pun-
tuacio´n acerca de esas pel´ıculas, pero eso no significa que los usuarios sean realmente
similares. Esto se puede comprobar si analizamos la distribucio´n de las puntuaciones
para productos populares y no populares. En la Figuras 4.7 y 4.8 aparece la distribu-
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Figura 4.7: Distribucio´n de puntuaciones para cada cuartil del nu´mero de puntuaciones,
en el dataset de MovieLens 10M. Q1 son los productos con menos puntuaciones, mientras
que Q4 son los productos ma´s populares.






































Figura 4.8: Distribucio´n de puntuaciones para cada cuartil del nu´mero de puntuaciones,
en el dataset de Netflix. Q1 son los productos con menos puntuaciones, mientras que Q4
son los productos ma´s populares.
cio´n de las puntuaciones, clasificados segu´n el nu´mero de usuarios que han valorado el
producto. En particular, hemos usado los cuartiles del nu´mero de puntuaciones para
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permitir la comparacio´n entre los conjuntos de datos de Movielens 10M y Netflix. En
ambos conjuntos de datos se puede ver que la mayor´ıa de los productos del cuarto
cuartil (Q4), que son los elementos ma´s populares, recibieron buenas puntuaciones. Por
otro lado, los productos del primer cuartil (Q1) recibieron tambie´n muchas puntuacio-
nes malas. Es decir, la mayor´ıa de los usuarios tienden a estar de acuerdo en su opinio´n
acerca de las pel´ıculas populares, pero muestran opiniones muy diferentes sobre las
pel´ıculas menos populares. As´ı, una coincidencia en un producto popular realmente no
significa que dos usuarios sean similares, mientras que una coincidencia en un producto
raro no popular puede significarlo. Las medidas de similitud deber´ıan tener esto en
cuenta. Sin embargo, que nosotros sepamos, no se ha llevado ningu´n estudio acerca de
la utilidad de estos productos populares para calcular la similitud entre usuarios.
4.3.3. La importancia del problema de cold-start
Las medidas tradicionales no manejan demasiado bien los usuarios que han valorado
pocos productos. Eso sucede, tanto con usuarios que acaban de empezar a usar el
sistema como con usuarios que han valorado pocos productos, a pesar de haber estado
usando el sistema durante mucho tiempo, bien sea porque no han usado demasiado el
sistema, bien porque son reticentes a realizar valoraciones de los productos. Esto se
conoce con el nombre del problema del cold-start, y ma´s concretamente, el problema
del nuevo usuario.
Esto es un problema especialmente serio porque muchos usuarios esta´n en esta
situacio´n. Como se observa en la Figura 4.9, el 20 % de los usuarios so´lo proporcionan
el 2 % y el 3 % de las puntuaciones en los conjuntos de datos de Netflix y Movielens
10M, respectivamente. En tal situacio´n, medidas de similitud tradicionales, como la
correlacio´n de Pearson, tendra´n muy poca informacio´n con la que trabajar, lo cual
conducira´ a resultados imprecisos. Se necesita, por tanto, desarrollar un medida de
similitud suficientemente simple para que se puedan obtener resultados razonablemente
precisos para dichos usuarios.
4.4. Mejorando los algoritmos kNN
A partir del ana´lisis del conjunto de datos que presentamos en la seccio´n anterior
se puede ver que:
No todos los productos tienen la misma importancia a la hora de calcular la
similitud entre usuarios. En particular, los productos populares suelen recibir
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Figura 4.9: Distribucio´n de las puntuaciones segu´n el porcentaje de usuarios.
buenas puntuaciones, as´ı que coincidencias en estos productos no son realmente
un indicador de la concordancia en los gustos de los usuarios.
Las medidas de similitud tradicionales, como la correlacio´n de Pearson, son de-
masiado estrictas y conducen a resultados imprecisos porque la mayor´ıa de los
usuarios so´lo puntu´an un pequen˜o nu´mero de productos en comu´n. Estas medidas
intentan encontrar usuarios muy similares. Estos usuarios, como se ha comentado
en la Seccio´n 4.3.1, son muy dif´ıciles de encontrar en los dominios de recomenda-
cio´n de pel´ıculas. De hecho, aproximaciones ma´s sencillas [Cacheda et al., 2011a;
Lemire, 2003] alcanzan similares o incluso mejores precisiones, especialmente ante
situaciones de baja densidad de datos, donde las aproximaciones basadas en corre-
laciones no se comportan nada bien. Esto es particularmente importante cuando
nos enfrentamos al problema del cold-start.
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Ya que las medidas de similitud tradicionales presentan varias limitaciones, propo-
nemos un nueva medida de similitud para tener en cuenta los puntos que acabamos de
mencionar. Esta nueva medida esta´ fundamentada en dos criterios: los productos en
comu´n y las coincidencias en las puntuaciones.
El primer criterio se usa para tratar con el problema del cold-start, es decir, con
usuarios con pocas puntuaciones. Las medidas tradicionales son muy estrictas y inten-
tan calcular la similitud usando el valor nume´rico real de las puntuaciones. En este caso,
los datos disponibles son demasiado dispersos, y, por tanto, usar los valores nume´ricos
en estas condiciones no es apropiado, porque no hay suficientes productos en comu´n
para calcular de un modo adecuado este tipo de medida. En su lugar, proponemos te-
ner en cuenta so´lo los productos valorados en comu´n por cada pareja de usuarios. Con
las medidas tradicionales basadas en correlaciones, es probable que dos usuarios que
compartan pocas puntuaciones presenten una alta similitud. Sin embargo, las coinci-
dencias en las puntuaciones pueden ser simplemente debidas al azar (puede que no sean
realmente usuarios similares). La popularidad de estas pel´ıculas es una posible razo´n,
por ejemplo. Teniendo en cuenta el nu´mero de productos valorados en comu´n nuestra
medida evita este problema.
De hecho, como se observa en la Figura 4.10, con esta medida se alcanza una gran
similitud no so´lo con usuarios que han valorado pocos o muy pocos productos en comu´n.
E´sta es una diferencia importante con respecto a la correlacio´n de Pearson, y una de
las principales ventajas de esta medida.
Conforme el nu´mero de productos en comu´n aumenta, es posible empezar a usar
te´cnicas ma´s complejas adema´s de esta medida, para as´ı extraer tanta informacio´n
como sea posible. En particular, si el nu´mero de coincidencias en las puntuaciones
entre dos usuarios es alta, probablemente es porque son realmente usuarios similares.
Todas estas consideraciones apuntan a que cuantos ma´s productos en comu´n haya entre
dos usuarios, ma´s u´tiles sera´n las coincidencias en las puntuaciones. As´ı, proponemos
una medida de similitud alternativa que tiene en cuenta este hecho. Sin embargo, no
todas las coincidencias son igual de significativas. Como se menciono´ previamente, una
coincidencia en una pel´ıcula muy popular explica peor el comportamiento de un usuario
que una coincidencia en una pel´ıcula muy extran˜a. De este modo, al medir la similitud
entre dos puntuaciones es u´til ponderarla por la importancia del producto en cuestio´n.
De hecho, como se muestra en la Figura 4.11, esta medida tambie´n mejora la correlacio´n
de Pearson: incrementa el nu´mero de productos valorados en comu´n por los pares de
usuarios que presentan alta similitud. Sin embargo, la mejora no es tan buena como
con la similitud del nu´mero de productos valorados en comu´n.
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Figura 4.10: Nu´mero de productos valorados por ambos usuarios, usando la similitud de
los productos valorados en comu´n.
Por tanto, proponemos una medida de similitud que combina el nu´mero de produc-
tos valorados en comu´n con la coincidencia real en las puntuaciones. De este modo,
abordamos las limitaciones mencionadas de las medidas tradicionales.
Ma´s formalmente, nuestra medida de similitud se define del siguiente modo:
s(a, u) = β ∗ scommon(a, u) + (1− β) ∗ scoinc(a, u) (4.1)
en donde el para´metro β pondera la contribucio´n de los dos te´rminos en los que se
divide la medida de similitud, scommon y scoinc.
El primer te´rmino, cuya definicio´n se muestra en la Ecuacio´n 4.2, representa la




Con respecto a ello, es de mencionar que se usa una aproximacio´n asime´trica, es
decir, scommon(u1, u2) 6= scommon(u2, u1). Por ejemplo, supongamos un usuario u1 que
ha valorado diez productos y un usuario u2 que ha valorado cien productos. Si tienen
diez productos en comu´n, este valor representa el 100 % de los productos de u1 y el
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Figura 4.11: Nu´mero de productos valorados por ambos usuarios, usando la similitud de
los productos basada en niveles.
10 % de los de u2. Por tanto, si la medida fuese sime´trica, u1 presentar´ıa muy baja
similitud con todos salvo los usuarios en situacio´n de cold-start que hayan valorado los
mismos productos. Esto supondr´ıa un problema porque se podr´ıan recomendar pocos
productos nuevos. Con una aproximacio´n asime´trica incrementamos las oportunidades
de los usuarios en situacio´n de cold-start sin hacer que los usuarios ma´s activos paguen
las consecuencias.
Por otro lado, las coincidencias en las puntuaciones se tienen en cuenta en el segundo
te´rmino de la Ecuacio´n 4.1, y se calculan de acuerdo a la siguiente fo´rmula:
scoinc(a, u) =
∑
i∈Ia∩Iu sratings(rai, rui) ∗ iuf(i)∑
i∈Ia∩Iu iuf(i)
(4.3)
En esta Ecuacio´n 4.3 iuf (inverse user frequency representa la importancia de un
producto. Cuantos ma´s puntuaciones recibe, menor es su importancia; es decir, los pro-
ductos populares no son adecuados para comparar el comportamiento de dos usuarios






Finalmente, hemos analizado dos modos sencillos de calcular la similitud entre las
puntuaciones (sratings en la Ecuacio´n 4.3). En la primera, llamada medida basada en
distancia, calculamos la diferencia entre dos puntuaciones dividida por el rango de todas
las posibles puntuaciones. Cuanto mayor sea esta diferencia, menor sera´ la similitud.
sratings(r1, r2) = 1− |r1 − r2|
rmax − rmin (4.5)
En la segunda alternativa, llamada medida basada en niveles, las puntuaciones se
clasifican en dos grupos, siendo un grupo el de las buenas puntuaciones y el otro el de
las malas puntuaciones. Decidimos usar como umbral de relevancia θ = 4. Por tanto,
dos puntuaciones se considerara´n similares si pertenecen al mismo grupo, tal y como
aparece definido en la Ecuacio´n 4.6.
sratings(r1, r2) =

1 r1 < θ ∧ r2 < θ




4.5.1. Disen˜o de experimentos
Los experimentos han sido ejecutados usando el conjunto de datos de Movielens
10M, que fue analizado previamente en la Seccio´n 4.3.
En lo que respecta a la metodolog´ıa, hemos dividido el conjunto de datos en un
subconjunto de entrenamiento y en un subconjunto de evaluacio´n del siguiente modo:
primero, hemos escogido aleatoriamente 10,000 puntuaciones de todo el conjunto de
datos como subconjunto de evaluacio´n. De los datos restantes, hemos usado diferentes
porcentajes de puntuaciones como subconjuntos de entrenamiento. En particular, he-
mos variado en intervalos de 10 % los porcentajes, desde el 10 % hasta el 90 %. Hemos
evaluado la tarea de prediccio´n usando algoritmos kNN. Hemos usado me´tricas de pre-
cisio´n en la prediccio´n como Mean Absolute Error (MAE) y Root Mean Squared Error
(RMSE). Los resultados que se presentan en las siguientes secciones sera´n la media de
los valores obtenidos para todas las puntuaciones del subconjunto de evaluacio´n.
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4.5.2. La influencia de los para´metros β y N
En primer lugar hemos estudiado la influencia del para´metro β, que pondera la
contribucio´n de cada una de las medidas de similitud propuestas. Con valores grandes
de este para´metro, el valor de similitud entre dos usuarios depende en gran medida del
porcentaje de productos que ambos hayan valorado, sin influir tanto la coincidencia en
las propias puntuaciones. Por otro lado, con valores de β pequen˜os, la importancia de
las coincidencias en las puntuaciones se ve incrementada.
Esperamos que con un pequen˜o porcentaje de puntuaciones como subconjunto de
entrenamiento los mejores resultados se alcancen con un valor de β grande. La razo´n
es que con una baja densidad de datos, cuanto ma´s compleja es la medida de similitud,
ma´s problemas tiene esta medida para proporcionar valores precisos.
De hecho, estos valores que espera´bamos se confirman en nuestros experimentos.
Como se puede ver en la Figura 4.12, el MAE (RMSE presentan un comportamiento
similar y no se muestra) ma´s pequen˜o se alcanza con β = 0.90. De dicha figura tambie´n
se puede apreciar que el impacto de β es ma´s grande cuando la medida de similitud hace
uso del factor basado en distancia. Cuando se usa el factor basado en niveles, el impacto
no es especialmente importante. Esto tambie´n era lo esperado y, de hecho, confirma
lo que se acaba de comentar: cuanto ma´s compleja es una medida de similitud, peores
resultados obtiene con baja densidad de datos. Cuando se usa la similitud basada en
niveles, independientemente de los valores de β escogidos, la funcio´n de similitud usada
es siempre simple. Es decir, un β grande u´nicamente reemplaza a una medida ya de
por s´ı simple con una ma´s simple todav´ıa, as´ı que el impacto no es demasiado alto.
Sin embargo, cuando se usa la medida basada en distancia, ma´s compleja, el impacto
del para´metro β es ma´s grande. As´ı, podemos concluir que cuando la informacio´n
es extremamente dispersa, no tiene sentido tener una medida de similitud compleja,
porque no hay informacio´n con la que pueda trabajar. En esos casos, la informacio´n
es con frecuencia malinterpretada, conduciendo a malos resultado. Por ello, es buena
idea usar una medida ma´s simple. En particular, los resultados muestran que nuestra
eleccio´n, basada en los productos valorados en lugar de en la puntuacio´n concreta, es
una buena alternativa.
Por otro lado, con mayor densidad las medidas de similitud ma´s complejas empiezan
a funcionar mejor, puesto que tienen una mayor cantidad de datos con los que trabajar,
tal y como se puede comprobar en la Figura 4.13. Con el 90 % de las puntuaciones como
subconjunto de entrenamiento, los mejores resultados se alcanzan con bajos valores de
β, lo cual prueba que en ese caso las medidas ma´s complejas superan a las alternativa
simple basada en el nu´mero de productos valorados en comu´n. Aunque no se representa
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en la Figura 4.13, los resultados de MAE presentan un comportamiento similar.
En cuanto a la influencia del para´metro N , que controla el nu´mero de vecinos, los
resultados son comparables con los presentados por las aproximaciones tradicionales
basadas en usuarios. Es decir, los resultados empeoran notablemente cuando N toma
valores bajos. Estos son los resultados esperados: incluso con medidas de similitud com-
plejas, los usuarios ma´s correlados no siempre son los mejores vecinos. Lo mismo sucede,
por supuesto, si la medida de similitud escogida es ma´s sencilla. Por consiguiente, tener
ma´s vecinos es u´til para reducir el impacto de un vecino mal escogido. En los resultados
presentados en este cap´ıtulo, el valor de N usado ha sido 50.
Figura 4.12: Resultados de MAE para distintos valores de β con el 10 % de las puntua-
ciones como subconjunto de entrenamiento, con la similitud basada en niveles (izquierda)
y la similitud basada en distancia (derecha).
Figura 4.13: Resultados de RMSE para distintos valores de β con el 10 % de las puntua-
ciones como subconjunto de entrenamiento, con la similitud basada en niveles (izquierda)
y la similitud basada en distancia (derecha).
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4.5.3. Comparacio´n con las medidas basadas en correlaciones
Hasta ahora en este cap´ıtulo hemos mostrado la importancia del para´metro β y su
impacto en funcio´n de la informacio´n disponible. A continuacio´n nos centraremos en
cua´l es la mejora real de las medidas simples, como la presentada en este cap´ıtulo, cuan-
do se comparan con las te´cnicas tradicionales basadas en correlaciones. Para evaluar
este punto, hemos comparado nuestra medida de similitud con dos medidas ampliamen-
te usadas: la correlacio´n de Pearson [Resnick et al., 1994] y la distancia coseno [Breese
et al., 1998].
En la Figura 4.14 mostramos los resultados obtenidos cuando la informacio´n dis-
ponible es escasa. Se puede comprobar como nuestra aproximacio´n simple mejora los
resultados obtenidos por las medidas tradicionales. En particular, la correlacio´n de
Pearson muestra muy malos resultados en esas condiciones. La variante basada en dis-
tancias y la basada en niveles obtienen resultados muy similares, como era de esperar,
porque so´lo un 10 % de la similitud final depende de ellos.
Figura 4.14: Comparacio´n de distintas medidas de similitud, con el 10 % de las puntua-
ciones como conjunto de entrenamiento.
Por otro lado, con el 90 % de las puntuaciones en el subconjunto de entrenamiento,
la distancia coseno obtiene mejores resultados, como se muestra en la Figura 4.15.
Los resultados obtenidos son los esperados y confirman lo que hab´ıamos dicho pre-
viamente. Las medidas tradicionales son demasiado estrictas, y, cuando la informacio´n
disponible es escasa, esto provoca que aparezcan resultados erro´neos. Sin embargo,
los resultados tambie´n muestran que la medida basada en distancias y la basada en
niveles, que hab´ıan sido propuestas como alternativas al nu´mero de puntuaciones en
comu´n cuando la informacio´n no es tan dispersa, no mejoran a las medidas tradicio-
78
4.5 Experimentos
Figura 4.15: Comparacio´n de distintas medidas de similitud, con el 90 % de las puntua-
ciones como subconjunto de entrenamiento.
nales. As´ı, una mejor aproximacio´n podr´ıa ser combinar nuestra medida simple basada
en el nu´mero de productos valorados en comu´n con una aproximacio´n tradicional ma´s
compleja.
4.5.4. Impacto de Inverse User Frequency
Tambie´n hemos estudiado el impacto de iuf, que ha sido usado para tener en cuenta
la popularidad de los productos para poder ponderar as´ı su impacto en la medida de
similitud entre usuarios. Sin este factor, usuarios diferentes podr´ıan ser incorrectamente
considerados similares simplemente porque esta´n de acuerdo en los productos populares.
As´ı, usando este factor se espera mejorar el ca´lculo de la similitud entre usuarios.
Sin embargo, los resultados muestran co´mo el impacto de este factor es casi im-
perceptible. So´lo cuando el 90 % de las puntuaciones forman parte del subconjunto de
entrenamiento, se observa una ligera mejora, como se muestra en la Figura 4.16. De he-
cho, el impacto en RMSE es incluso menor. Es decir, tener en cuenta iuf en el ca´lculo de
la similitud entre usuarios no es que tenga impacto negativo, pero no consigue ninguna
mejora significativa.
Sin embargo, es complicado evaluar si tiene un impacto nulo so´lo en la precisio´n en
la prediccio´n, o tambie´n en el ca´lculo de la similitud. Puede ser posible que el factor iuf
mejore realmente la medida de similitud. Sin embargo, al final, se usan varios usuarios,
incluso con baja similitud, como parte del vecindario, as´ı que la mejora posible no
impacta en la precisio´n de la prediccio´n. Como ya hemos mencionado, es necesario usar
varios vecinos para poder reducir as´ı el impacto de un vecino mal escogido. As´ı, en este
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Figura 4.16: Impacto en MAE del factor iuf, tanto en la medida de similitud basada
en distancia como en la medida basada en niveles, con el 90 % de puntuaciones como
subconjunto de entrenamiento.
caso, el factor iuf no es determinante.
4.6. Conclusiones y trabajos futuros
En este cap´ıtulo hemos mostrado como una metodolog´ıa en el disen˜o, que incluye
un ana´lisis de los datos del dominio, puede ser de ayuda a la hora de desarrollar al-
goritmos de filtrado colaborativo. En particular, hemos confirmado que muchos de los
problemas presentes en los algoritmos tradicionales basados en usuarios pueden expli-
carse por medio de un estudio de los datos. Hemos propuesto tambie´n varias mejoras
a esos algoritmos, como una medida de similitud basada en el porcentaje de productos
valorados en comu´n por cada par de usuarios, o el uso de inverse user frequency (iuf )
para ponderar la contribucio´n de cada producto en funcio´n de su popularidad. Hemos
mostrado como la medida tiene un impacto ligeramente positivo cuando la informacio´n
disponible es escasa, pero tambie´n que iuf no mejora significativamente la precisio´n en
la prediccio´n.
Como trabajo futuro, planeamos combinar las medidas de similitud tradicionales
con una medida simple basada en el porcentaje de productos valorados en comu´n. Nos
centraremos tambie´n en una medida de similitud nueva basada en un β dina´mico, de
acuerdo a las conclusiones obtenidas en este cap´ıtulo. Es decir, usaremos diferentes β
para cada usuario dependiendo del nu´mero de productos que haya valorado.
Adema´s, las conclusiones obtenidas a partir de nuestro ana´lisis del conjunto de datos
pueden ser usadas para desarrollar nuevos modelos que se ajusten a los datos mejor
que las aproximaciones existentes.
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Cap´ıtulo 5
Mejora de la tarea de
recomendacio´n en sistemas
dispersos
Los algoritmos de filtrado colaborativo se basan en las opiniones de usuarios con
gustos o intereses similares al usuario para el cual se esta´ realizando la recomendacio´n.
Esto provoca que alcancen mejores precisiones que otras alternativas, como los algorit-
mos basados en contenido. Sin embargo, este hecho tambie´n es el causante de una de su
principales limitaciones: el problema del cold-start. En el Cap´ıtulo 4 explicamos dicho
problema, muy relacionado con la dispersio´n de datos, y propusimos una mejora para
los algoritmos kNN en prediccio´n. En esta cap´ıtulo nos centraremos en la otra gran
tarea de los sistemas recomendadores, la tarea de recomendacio´n, y en co´mo afrontar
el problema del nuevo usuario (un tipo de situacio´n de cold-start) mediante el uso de
la expansio´n del perfil. En concreto, proponemos diversos me´todos para combinar estas
te´cnicas, aprovechando sus beneficios y disminuyendo sus limitaciones. De este modo
intentamos mejorar el comportamiento de los algoritmos kNN tambie´n en la tarea de
recomendacio´n, ofreciendo recomendaciones precisas a un usuario que acabe de llegar
al sistema o que haya valorado pocos productos.
5.1. Introduccio´n
Las te´cnicas de filtrado colaborativo [Goldberg et al., 1992], que recomiendan pro-
ductos basa´ndose en las opiniones de otros usuarios, son muy populares dados sus
buenos resultados en muchos dominios. En estas te´cnicas cada usuario se represen-
ta por medio de un perfil, formado por sus opiniones acerca de los productos que ha
valorado. El sistema buscara´ usuarios con un perfil similar, y recomendara´ productos
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valorados con una puntuacio´n alta por usuarios similares. Obviamente, el perfil del
usuario es incompleto, es decir, so´lo contiene las valoraciones de un grupo reducido de
productos, que son aque´llos que el usuario conoce y que ha decidido puntuar. Cuan-
to ma´s grande es el perfil, ma´s informacio´n tiene el sistema acerca del usuario. Esto
trae consigo generalmente mejores recomendaciones. Por otro lado, cuando hay poca
informacio´n disponible o e´sta es muy dispersa, el sistema recomendador genera malas
recomendaciones.
En particular, las te´cnicas de filtrado colaborativo sufren el llamado problema del
nuevo usuario, un tipo de cold-start [Schein et al., 2002] que ya hemos comentado en
la Seccio´n 4.2 y que afecta a usuarios con pocas puntuaciones en su perfil. Ayudar a
estos usuarios, sin embargo, es un aspecto cr´ıtico en cualquier sistema recomendador,
pues puede suponer el e´xito o el fracaso del mismo.
Tradicionalmente, este problema ha sido abordado con me´todos h´ıbridos, que combi-
nan informacio´n colaborativa con otras fuentes de datos, como informacio´n demogra´fica,
informacio´n que los usuarios no siempre esta´n dispuestos a proporcionar y que ofrece
una personalizacio´n limitada en muchos casos. En cuanto a te´cnicas puramente colabo-
rativas, se han propuesto diferentes aproximaciones para tratar este problema. Todas
ellas se pueden dividir en dos grandes grupos segu´n el usuario intervenga o no en ellas.
Cuando hacen part´ıcipe al usuario e´ste proporciona al sistema nuevas valoraciones a
cambio de poder recibir mejores recomendaciones. De este modo, todo usuario dis-
pondra´ al menos del nu´mero de valoraciones que el sistema le solicite en su registro. La
eleccio´n de que´ elementos presentar, como ya se ha comentado en el Cap´ıtulo 4, recibe
el nombre de proceso de elicitacio´n.
Sin embargo, a veces no es adecuado optar por esta solucio´n. Por ejemplo, como
suced´ıa con la informacio´n demogra´fica comentada anteriormente, algunos usuarios
pueden considerar inoportuno que el sistema les solicite que valoren productos cuando
se esta´n registrando. Por esta razo´n, muchos trabajos en este a´mbito han propuesto
soluciones en las que el usuario no se ve involucrado.
En este cap´ıtulo abordaremos el uso de te´cnicas de expansio´n del perfil que propu-
simos en [Formoso et al., 2013a], y que esta´n basadas en las te´cnicas de expansio´n de
consultas.
Para tratar el problema se proponen diversas aproximaciones que incrementan au-
toma´ticamente el perfil de los nuevos usuarios, lo que trae consigo mejores recomen-
daciones. Estas te´cnicas se pueden aplicar fa´cilmente a los algoritmos kNN y, adema´s,
no necesitan la intervencio´n del usuario. Pueden ser habilitadas so´lo en determinadas
situaciones, como cuando el perfil del usuario no supere un determinado taman˜o, por
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ejemplo. Adema´s, esta´n basadas u´nicamente en las puntuaciones disponibles de los
usuarios. Esta aproximacio´n parte de la idea de que el problema del nuevo usuario
puede ser abordado eficientemente sin la necesidad de molestar al usuario requirie´ndole
nueva informacio´n.
En este cap´ıtulo en primer lugar presentaremos las te´cnicas de expansio´n de per-
fil. A continuacio´n explicaremos las te´cnicas de orden superior, centra´ndonos en que´
ventajas aprovechan de los algoritmos presentados anteriormente, y co´mo mitigan sus
limitaciones. Despue´s, realizaremos unos experimentos y analizaremos los resultados de
los me´todos propuestos, para finalizar comentando las conclusiones obtenidas y futuros
trabajos.
5.2. Expansio´n de perfil
Como se mostraba en la Ecuacio´n 3.1, en los algoritmos de filtrado colaborativo cada
usuario u ∈ U tiene asociado un perfil, Pu, compuesto de una lista de pares producto-
puntuacio´n, donde cada par esta´ formado por un producto i ∈ I que el usuario ha
valorado, y su correspondiente puntuacio´n vui
Los algoritmos kNN usan el perfil para calcular la similitud entre el usuario ac-
tivo y el resto de usuarios del sistema. Los usuarios ma´s parecidos, como ya hemos










Figura 5.1: Comportamiento general de los algoritmos kNN, que usan el perfil del usuario
para seleccionar los vecinos.
Se trata de un proceso secuencial que comienza con el perfil del usuario, tal y como
se muestra en la Figura 5.1. Si el perfil es muy pequen˜o, el ca´lculo de la similitud no
funcionara´ correctamente, ya que no hay informacio´n suficiente sobre los intereses del
usuario. De hecho, un error en el ca´lculo de la similitud tendra´ un fuerte impacto en los
pasos siguientes, es decir, tanto en la seleccio´n del vecindario como en la elaboracio´n
de la lista de recomendacio´n. A esto hay que unir que, como mostramos en el Cap´ıtulo
3, los algoritmos kNN no se comportan bien en entornos dispersos.
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Para reducir el efecto de los entornos dispersos sobre los algoritmos kNN, decidimos
encarar el problema del nuevo usuario proponiendo las te´cnicas de expansio´n de perfil
[Formoso et al., 2013a]. La idea es incrementar el taman˜o del perfil original an˜adiendo
nuevos productos, para poder as´ı mejorar los pasos siguientes. Para ello nos basamos
en te´cnicas de expansio´n de consultas utilizadas en Recuperacio´n de Informacio´n. Estas
te´cnicas se emplean habitualmente cuando la consulta de bu´squeda esta´ incompleta o
es ambigua, y el sistema no tiene informacio´n suficiente para satisfacerla correctamente.
Se trata, por tanto, del mismo problema que los sistemas recomendadores tienen con
los usuarios nuevos. Estas aproximaciones se suelen clasificar en ana´lisis local y ana´lisis
global [Baeza-Yates y Ribeiro-Neto, 2008]. Mientras que el ana´lisis local se centra en
los documentos recuperados ante una consulta para proporcionarle te´rminos relevantes
adicionales a la consulta original, las te´cnicas globales buscan dichos te´rminos en toda
la coleccio´n de documentos.





Figura 5.2: Expansio´n de perfil.
En resumen, tal y como se muestra en la Figura 5.2, cuando se usa la expansio´n del
perfil, el proceso de recomendacio´n consiste en un perfil inicial de usuario al que se le
an˜aden nuevos productos por medio de un algoritmo de expansio´n. Este nuevo perfil es
la entrada para el algoritmo de recomendacio´n, que se encarga de calcular la lista de
productos final.
Formalmente, el perfil expandido, P ′u, se define como la unio´n del perfil original con
hasta l productos adicionales, tal y como se muestra en la Ecuacio´n 5.1.

























. Es decir, P eu es
el conjunto de pares producto-puntuacio´n que an˜adiremos al perfil. Adema´s, Iu, segu´n
lo explicado en la Seccio´n 3.1, es el conjunto de productos valorados por el usuario, e
Ieu es el conjunto de productos an˜adidos al perfil. Por supuesto, I
e
u ∩ Iu = ∅.
Nos centraremos en te´cnicas colaborativas, ya que aprovechan el perfil de usuario
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existente y no requieren que el usuario proporcione informacio´n adicional. Teniendo
en cuenta las definiciones previas, los algoritmos de expansio´n se pueden clasificar
atendiendo a diferentes criterios. Por un lado, como sucede con las te´cnicas de expansio´n
de consultas, pueden ser locales o globales. Mientras que las te´cnicas locales se basan
en los resultados de la recomendacio´n actual y, por tanto, en el perfil del usuario activo,
las te´cnicas globales usan informacio´n disponible independientemente del perfil para el
cual se este´ calculando la expansio´n.
Desde otro punto de vista, las te´cnicas tambie´n pueden ser basadas en usuarios o
basadas en productos. Las primeras escogen los productos entre aque´llos valorados por
un conjunto de usuarios, mientras que las segundas las eligen a partir de un conjunto
de productos dado.
Segu´n estas dos clasificaciones, en las siguientes secciones explicaremos los diferen-
tes me´todos de expansio´n de perfil (PE): expansio´n global basada en productos (IG),
expansio´n local basada en productos (IL), expansio´n global basada en usuarios (UG)
y, finalmente, expansio´n local basada en usuarios (UL).
5.2.1. Expansio´n global basada en productos
Las te´cnicas globales basadas en productos intentan encontrar productos parecidos
a aque´llos que esta´n presentes en el perfil del usuario. Como se muestra en la Figura
5.3, la expansio´n se realiza antes que cualquier otro ca´lculo. Para poder encontrar los









Figura 5.3: Expansio´n de perfil global basada en productos.
Como algoritmo de expansio´n usamos un algoritmo kNN basado en productos [Sar-
war et al., 2001], tambie´n con la distancia coseno como medida de similitud.
Los l productos ma´s similares se seleccionan para ser an˜adidos al perfil. A cada
producto escogido se le asigna la puntuacio´n que el usuario dio al producto al que es
similar. En caso de que se haya escogido un producto que es similar a varios productos
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del perfil, la puntuacio´n se calculara´ como una media ponderada en funcio´n de las
respectivas similitudes.
5.2.2. Expansio´n local basada en productos
La te´cnica local basadas en productos se centra en los productos recomendados al
usuario, tal y como se muestra en la Figura 5.4. Por tanto, se necesita una recomen-
dacio´n inicial que se empleara´ para realizar la expansio´n. Despue´s de e´sta, se hara´ una









Figura 5.4: Expansio´n de perfil local basada en productos.
Aunque existen diversas aproximaciones posibles, en el trabajo mencionado emplea-
mos una aproximacio´n sencilla que consiste en expandir el perfil con los l productos
mejor valorados de la lista de recomendacio´n.
Sin embargo, en [Formoso et al., 2013a] quedo´ demostrado que esta aproximacio´n
no se comporta bien. De hecho, llega a empeorar los resultados de los algoritmos sin
expansio´n en muchos casos. La razo´n por la que esto sucede es porque se esta´n expan-
diendo el perfil con productos recomendados, y e´stos, al haber poca informacio´n acerca
de los usuarios, puede que sean malas recomendaciones.
5.2.3. Expansio´n global basada en usuarios
Este tipo de te´cnicas usan informacio´n global sobre los usuarios para expandir el
perfil. La idea es an˜adir al perfil productos valorados por usuarios similares. En la
pra´ctica, para esta aproximacio´n se podr´ıa emplear informacio´n adicional, como datos
demogra´ficos. Cuando so´lo se usa informacio´n colaborativa para calcular la similitud
entre usuarios, como se pretende en este cap´ıtulo, esta te´cnica es muy parecida a las
aproximaciones locales basadas en usuarios que se presentara´ a continuacio´n. Dado que
el objetivo es mostrar soluciones puramente colaborativas esta opcio´n no sera´ evaluada
y se nombra u´nicamente.
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5.2.4. Expansio´n local basada en usuarios
Como se muestra en la Figura 5.5, las te´cnicas locales basadas en usuarios se centran
en los vecinos del usuario actual. Los productos que se escogen para expandir el perfil









Figura 5.5: Expansio´n de perfil local basada en usuarios.
Aunque se pueden emplear diversas te´cnicas, se han estudiado las siguientes apro-
ximaciones:
Productos mejor puntuados (TR). El perfil se expande con los l productos mejor
puntuados. Si un producto fue valorado por varios vecinos, la puntuacio´n se obtie-
ne ponderando por la similitud de cada uno de ellos, ana´logamente a como se hace
en las te´cnicas locales basadas en productos. La u´nica diferencia es que pueden ser
an˜adidos productos con cualquier puntuacio´n, no so´lo los buenos. En [Formoso
et al., 2013a] comprobamos que este me´todo no funciona demasiado bien, debido,
en gran medida, a las mismas razones por las que las te´cnicas locales basadas
en productos funcionaban mal: el algoritmo no tiene suficiente informacio´n para
seleccionar los mejores productos para un usuario dado.
Productos ma´s puntuados (MR). El perfil se expande con los l productos ma´s
valorados por los vecinos, sin importar la puntuacio´n o la similitud con cada
vecino.
Vecinos locales (LN). Con esta te´cnica se expande el perfil con los productos ma´s
parecidos a aque´llos que figuran en el perfil del usuario teniendo en cuenta so´lo
las puntuaciones dadas por los usuarios del vecindario.
Agrupamiento local de usuarios (LC). Este me´todo intenta capturar las relacio-
nes entre productos, pero teniendo en cuenta so´lo las puntuaciones dadas por el
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vecindario del usuario activo. Se basa en la te´cnica de la matriz de asociacio´n
local [Attar y Fraenkel, 1977] usada para la expansio´n de consultas. Para cada
producto i ∈ Iu, la similitud entre e´l y otro producto j ∈ I, es decir, ς(i, j), se





5.3. Expansio´n de perfil de order superior
En la seccio´n anterior hemos presentado distintas te´cnicas de expansio´n de perfil
para tratar el problema del nuevo usuario.
Cuando se seleccionan elementos no relacionados con los del perfil del usuario, las
te´cnicas de expansio´n de perfil pueden inducir errores que afecten a la recomendacio´n
final. Adema´s, aunque se seleccionen correctamente los elementos, los errores pueden
venir tambie´n causados por una incorrecta prediccio´n de la valoracio´n asignada.
La idea de la expansio´n de perfil de rango superior es combinar las te´cnicas de
expansio´n de perfil para aprovechar sus beneficios y minimizar sus errores. Usando ma´s
de un algoritmo para expandir el perfil, la expansio´n sera´ ma´s heteroge´nea y, al mismo
tiempo, seguira´ estando relacionada con el perfil inicial del usuario.
Hemos considerado dos tipos de combinaciones: serie y paralela.
5.3.1. Serie
La Figura 5.6 representa el proceso de expansio´n en serie. Como se puede apreciar,
se usan dos algoritmos, uno a continuacio´n de otro. Primero, el perfil inicial del usuario
es expandido usando el algoritmo 1. El perfil expandido sera´ la entrada del algoritmo
2. Finalmente, el algoritmo principal hara´ uso de la salida de e´ste para calcular la
lista de recomendacio´n. Por tanto, los algoritmos se ejecutan a modo de cadena. Este
tipo de combinacio´n puede ser considerada como el modo ma´s cercano al concepto
original de expansio´n de perfil, en donde un algoritmo es usado para incrementar la
informacio´n disponible para otro algoritmo. Cuando la informacio´n es muy escasa, el
primer algoritmo deber´ıa funcionar correctamente y minimizar errores. Un error en el
primer paso del proceso es arrastrado a lo largo de las fases restantes, por lo que se
hace significativo.
La diferencia entre tener un algoritmo con un taman˜o de expansio´n dado y tener el
mismo algoritmo dos veces en un proceso de expansio´n serie con la mitad del taman˜o
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Figura 5.6: Alternativa en serie.
de expansio´n es que los elementos que ocupan las u´ltimas posiciones en la lista de ex-
pansio´n calculada con el algoritmo de referencia es ma´s probable que sean no relevantes
y que, de esa manera, conduzcan a peores recomendaciones. Lo´gicamente cuanto mayor
sea el taman˜o de la expansio´n, mayor sera´ tambie´n la probabilidad de que los u´ltimos
elementos de la lista de recomendacio´n sean no-relevantes. As´ı que, en general, es prefe-
rible un proceso en serie ejecutando dos veces el mismo algoritmo frente a la ejecucio´n
del algoritmo de referencia una u´nica vez con una expansio´n del doble de taman˜o.
5.3.2. Paralela
Como ya se ha comentado, las te´cnicas de expansio´n de perfil pueden inducir errores
tanto a la hora de seleccionar los elementos como cuando se predicen las valoraciones,
y dichos errores pueden afectar a la recomendacio´n final. Esta aproximacio´n intenta
minimizar estos errores usando la misma entrada (el perfil inicial del usuario) para los
algoritmos de expansio´n, tal y como se muestra en la Figura 5.7.
Los perfiles de expansio´n obtenidos se combinan para dar como resultado un u´nico
perfil, que sera´ la entrada del algoritmo recomendador. En este proceso un mismo
elemento puede aparecer en ma´s de un perfil expandido, con la misma valoracio´n o con
valoraciones diferentes. Cuando las valoraciones son distintas, la valoracio´n final sera´
la media de las valoraciones. En cuanto a la seleccio´n de los elementos, consideramos
dos alternativas:
Suma. El conjunto de elementos en el perfil final se forma a partir de la unio´n
de los elementos de cada una de las expansiones. Por ello, cuando se combina el
mismo algoritmo ma´s de una vez, el resultado es la expansio´n con el taman˜o ma´s
grande.
Cruce. El conjunto de elementos en el perfil final se forma a partir de la inter-
seccio´n de los elementos de cada una de las expansiones. En este caso, cuando el
mismo algoritmo se combina ma´s de una vez, el resultado es la expansio´n con el
taman˜o ma´s pequen˜o.
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A diferencia de la aproximacio´n en serie, si un algoritmo comete un error, este
error no afecta a la expansio´n calculada por el otro algoritmo de expansio´n. A cambio
el segundo algoritmo tiene a su disposicio´n menos informacio´n; u´nicamente el perfil
inicial del usuario.









Figura 5.7: Alternativa en paralelo.
5.4. Experimentos
5.4.1. Disen˜o de experimentos
Los experimentos han sido ejecutados en un dominio de recomendacio´n de pel´ıculas.
En concreto, hemos usado una versio´n reducida del conjunto de datos Netflix [Bennett
y Lanning, 2007], en donde cada pel´ıcula se asocia con una pel´ıcula de Internet Movie
Database (IMDb)1. De este modo, podemos realizar manualmente tambie´n una evalua-
cio´n de los resultados y comparar los resultados de algoritmos basados en contenido. El
conjunto de datos final consta de 8.362 elementos y 478.458 usuarios, que han realizado
48.715.350 valoraciones entre 1 y 5, ambos inclusive.
En cuanto a la metodolog´ıa, hemos seleccionado aleatoriamente 1000 usuarios de
evaluacio´n. El problema del nuevo usuario ha sido simulado usando una estrategia
Given-N [Breese et al., 1998]. Es decir, se han escogido aleatoriamente N valoraciones
como parte del subconjunto de entrenamiento. El resto de valoraciones forman parte
del subconjunto de evaluacio´n. Nos centramos en N = 2, ya que se trata de la situacio´n
en la que la informacio´n es ma´s escasa y las te´cnicas de expansio´n de perfil pueden
ser ma´s u´tiles. Adema´s, estudiamos la evolucio´n de los algoritmos segu´n N . De los





En relacio´n a los algoritmos, primero estudiaremos co´mo se compartan los algo-
ritmos simples de expansio´n de consultas. Despue´s, abordaremos los distintos modos
de combinar dichas te´cnicas. El algoritmo principal es un algoritmo kNN basado en
usuario. El nu´mero de vecinos, k, que hemos utilizado es 25, nu´mero obtenido tras un
proceso de validacio´n cruzada.
Ya que nos centramos en la tarea de recomendacio´n, el algoritmo devolvera´ una lista
de elementos. Para evaluar los resultados, consideramos 4 como umbral de relevancia.
Hemos usado me´tricas tradicionales como precisio´n y MAP. En particular, prestaremos
especial atencio´n a la precisio´n en los primeros 5 elementos de la lista (P@5), porque
considera aquellos elementos a los que el usuario probablemente preste atencio´n y no
todos los elementos de la lista, como hace MAP.
5.4.2. Te´cnicas de expansio´n de perfil
La Tabla 5.1 muestra los resultados de P@5 con diferentes taman˜os de expansio´n
(l) para un algoritmo kNN sin expansio´n y para las te´cnicas presentadas en [Formoso
et al., 2013a] que mejores resultados obtuvieron, tanto globales basadas en productos,
como locales basadas en usuarios.
Las te´cnicas globales basadas en productos muestran mejoras significativas con res-
pecto a los algoritmos tradicionales sin expansio´n de perfil cuando el nu´mero de pun-
tuaciones disponibles para los usuarios es muy pequen˜o, puesto que los algoritmos kNN
no funcionan satisfactoriamente en estos casos. De hecho, la precisio´n en las primeras
posiciones de la lista de recomendacio´n es particularmente buena. Conforme el taman˜o
del perfil (N) de los usuarios considerados es ma´s grande, el beneficio de este tipo de
te´cnicas es menor, como es de esperar.
En cuanto a la influencia del taman˜o de la expansio´n, l, los mejores resultados de
esta te´cnica se obtienen cuando l es pequen˜o, especialmente cuando el taman˜o de la lista
de recomendacio´n es tambie´n pequen˜a. Entre l = 2 y l = 5 no hay ninguna diferencia
significativa. De hecho, los resultados de MAP para l = 5 son mejores, de ah´ı que
sean los que se muestren en la Figura 5.8. Conforme l aumenta, el perfil se expande con
productos que no son particularmente parecidos a los del perfil del usuario, conduciendo
esto a malos resultados.
Por otro lado, la Tabla 5.1 tambie´n muestra los resultados de P@5 para las mejores
te´cnicas locales basadas en usuarios: productos ma´s puntuados, vecinos locales y agru-
pamiento local de usuarios. A pesar de que la te´cnica de los productos ma´s puntuados
so´lo considera los productos con mayor nu´mero de valoraciones del vecindario y de que
tanto la te´cnica de los vecinos locales como la de agrupamiento local de usuarios tratan
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de capturar las similitudes entre productos, todas ellas presentan resultados similares
de P@5. Sin embargo, la te´cnica de los productos ma´s puntuados es preferible dada su
simplicidad, a pesar de no presentar tan buenos resultados con la me´trica MAP.
Los algoritmos locales basados en usuarios tambie´n mejoran significativamente la
precisio´n de los nuevos usuarios. Muestran unos resultados particularmente buenos
cuando el taman˜o de los perfiles es muy pequen˜o, como suced´ıa con los algoritmos de
expansio´n global basada en productos, siendo el me´todo agrupamiento local de usuarios
y el de los productos ma´s valorados los que obtienen mejores resultados de precisio´n en
los primeros elementos de la lista de recomendacio´n.
En resumen, cuando se usa la expansio´n global basada en elementos la lista de reco-
mendacio´n tiene menos especificidad, porque toda la informacio´n disponible es usada,
pero tambie´n presenta menor nu´mero de errores, ya que la mayor´ıa de los elementos
que son similares a los que aparecen en el perfil del usuario probablemente sera´n es-
cogidos por el algoritmo. Por tanto, obtienen buenos valores para MAP, puesto que
todo los elementos de la lista (no so´lo los que esta´n en las primeras posiciones) esta´n
relacionados con los elementos del usuario.
Por otro lado, con los algoritmos locales basados en usuario, probablemente se
encontrara´n los elementos ma´s similares, porque los vecinos tendera´n a valorarlos. Sin
embargo, en el vecindario tambie´n pueden figurar elementos que no esta´n en absoluto
relacionados con los del usuario actual. Entonces, estos algoritmos presentara´n buena
precisio´n en las primeras posiciones de la lista, pero un MAP no tan bueno.
De aqu´ı en adelante, en vista de los resultados, las te´cnicas con l = 5 se usara´n
como te´cnicas de referencia.




N = 2 N = 10
P@5 MAP P@5 MAP
IG
2 0.125 0.029 0.123 0.040
5 0.122 0.035 0.118 0.045
10 0.100 0.038 0.097 0.046
15 0.086 0.039 0.076 0.044
20 0.078 0.038 0.071 0.043
50 0.044 0.034 0.048 0.037
LC
2 0.136 0.025 0.148 0.035
5 0.140 0.030 0.140 0.036
10 0.123 0.034 0.128 0.040
15 0.112 0.036 0.118 0.041
20 0.102 0.038 0.110 0.042
50 0.077 0.040 0.085 0.039
LN
2 0.134 0.023 0.140 0.037
5 0.139 0.029 0.141 0.039
10 0.128 0.032 0.140 0.038
15 0.121 0.035 0.141 0.037
20 0.111 0.037 0.138 0.037
50 0.083 0.041 0.137 0.037
MR
2 0.138 0.024 0.146 0.031
5 0.147 0.029 0.139 0.035
10 0.134 0.032 0.127 0.038
15 0.117 0.033 0.123 0.037
20 0.109 0.036 0.115 0.038
50 0.076 0.040 0.087 0.042
Sin PE - 0.078 0.029 0.140 0.036
Tabla 5.1: P@5 y MAP para los baselines. Se destacan los mejores valores.
5.4.3. Expansio´n de perfil de orden superior
La idea principal de nuestros experimentos es averiguar si los algoritmos de orden su-
perior superan los resultados de los algoritmos simples de expansio´n de perfil. Adema´s,
entre las distintas alternativas, estamos interesados en evaluar cua´l se comporta mejor
y en conocer sus beneficios y inconvenientes. Para poder lograr esto, se han realizado
distintos experimentos. En ellos, se han usado diferentes taman˜os de expansio´n (2, 5,
10 y 15) para comprobar co´mo las combinaciones de l afectan a los resultados. Tambie´n
nos interesa conocer co´mo evolucionan los algoritmos de acuerdo a N , es decir, a la
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cantidad de informacio´n disponible.
5.4.3.1. Serie
En las combinaciones en serie, dos te´cnicas de expansio´n de perfil son usadas una a
continuacio´n de la otra. Aunque los algoritmos de la Seccio´n 5.4.2 obtienen sus mejores
resultados con l = 5, los mejores resultados combina´ndolos en serie se obtienen con
l = 2, si bien tambie´n presentan buenos resultados con l = 5. La Tabla 5.2 muestra los
resultados de P@5 y MAP para combinaciones con l = 2 .
Algoritmos N = 2 N = 10
1 2 P@5 MAP P@5 MAP
LC
LC 0.153 0.026 0.146 0.034
LN 0.147 0.026 0.148 0.036
MR 0.156 0.025 0.153 0.036
IG 0.149 0.032 0.147 0.040
LN
LC 0.154 0.027 0.151 0.035
LN 0.142 0.024 0.140 0.037
MR 0.158 0.025 0.151 0.033
IG 0.156 0.032 0.127 0.041
MR
LC 0.163 0.026 0.153 0.034
LN 0.152 0.025 0.146 0.032
MR 0.155 0.024 0.151 0.034
IG 0.160 0.030 0.137 0.039
IG
LC 0.139 0.030 0.144 0.040
LN 0.137 0.031 0.128 0.041
MR 0.145 0.029 0.143 0.041
IG 0.133 0.035 0.129 0.045
Sin PE 0.078 0.029 0.140 0.036
Tabla 5.2: P@5 y MAP para las combinaciones en serie, con l = 2. Se destacan los mejores
valores.
A diferencia de las combinaciones en paralelo, en este caso el orden en la ejecucio´n s´ı
que puede tener relevancia. As´ı que, primero, nos centraremos en co´mo influye el orden
de los algoritmos en los resultados. Se puede comprobar co´mo la te´cnica de vecinos
locales presenta mejores resultados cuando se ejecuta en primer lugar. Por contra, el
algoritmo global considerado funciona mejor cuando es usado de segundo algoritmo,
mejorando as´ı los resultados de MAP con respecto a los algoritmos de referencia. Las
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te´cnicas de los algoritmos ma´s puntuados y de agrupamiento local de usuarios funcio-
nan mejor como primero o segundo en funcio´n del algoritmo con el que son combinados.
Estas observaciones son en cierta medida predecibles y lo´gicas, porque cuando la infor-
macio´n sobre un usuario es escasa, la informacio´n global es ma´s propensa a errores, ya
que es ma´s dif´ıcil seleccionar los productos que son verdaderamente similares a aque´llos
contenidos en el perfil del usuario. Sin embargo, cuando se usa informacio´n local, hay
menos informacio´n disponible, pero e´sta tiende a estar relacionada con el perfil del
usuario. De aqu´ı en adelante, ya que dos algoritmos distintos se pueden combinar usan-
do dos o´rdenes diferentes, so´lo presentaremos aque´l con el que se obtengan mejores
resultados.
Para tratar el conjunto de posibles combinaciones, las dividiremos en tres grupos:
primero, aque´llas que combinen la te´cnica global con cualquier otro algoritmo; segundo,
aque´llas que combinen dos te´cnicas locales diferentes; y, tercero, aque´llas que combinen
un algoritmo consigo mismo.
La Figura 5.9 muestra los resultados con P@5 y MAP de la combinacio´n de una
te´cnica local con una te´cnica global. Cuando N = 2, es decir, cuando la informacio´n
disponible acerca del usuario actual es extremadamente escasa, este tipo de combina-
ciones mejora las precisiones de los algoritmos de referencia. En particular, combinar la
te´cnica de los productos ma´s puntuados con la te´cnica global mejora en casi un 10 % los
resultados de precisio´n anteriores. Tambie´n los valores para MAP son mejores. De este
modo, combinando la te´cnica de los productos ma´s puntuados con la te´cnica global no
so´lo se mejora la precisio´n, sino que tambie´n los resultados de MAP obtenidos con la
te´cnica de los productos ma´s puntuados. Ya que parten de distinto tipo de informacio´n,
(a) P@5 (b) MAP
Figura 5.9: Evolucio´n de P@5 y MAP segu´n N, usando combinaciones en serie con la
te´cnica global basada en productos y l = 2.
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el usar ambos permite obtener mayor cantidad de informacio´n sobre el usuario, lo cual,
finalmente, provoca que la lista de recomendacio´n pueda ser ma´s precisa. Debido a la
misma razo´n, al combinar la te´cnica de vecinos locales con la te´cnica global, siendo N
pequen˜a, la mejora en precisio´n es importante, en comparacio´n con la que se obten´ıa
con ambos algoritmos individualmente.
El comportamiento de las te´cnicas de los productos ma´s puntuados y de los vecinos
locales con la aproximacio´n global es muy similar. La precisio´n tiende a disminuir de
acuerdo al incremento de N . Esto es debido a que la escasez de informacio´n no es tan
cr´ıtica cuando N = 10. De hecho, mientras el algoritmo sin expansio´n puede obtener
una precisio´n en torno a 0.14, las alternativas de orden superior pueden inducir algu´n
error a la hora de predecir la valoracio´n, y e´sta puede llevar a una pe´rdida de precisio´n
en la recomendacio´n.
Con respecto a las combinaciones en serie de algoritmos locales, tambie´n presentan
buenos resultados, tal y como se puede apreciar en la Figura 5.10. De nuevo, es con
N = 2 cuando la mejora es ma´s destacable, incrementando as´ı la utilidad de las te´cnicas
de expansio´n de perfil cuando esta´ disponible muy poca informacio´n acerca del usuario.
Dado que el algoritmo de los productos ma´s puntuados originalmente alcanzaba una
alta precisio´n, las combinaciones con este algoritmo obtienen tambie´n altas precisiones.
En este caso, con N = 10 tambie´n se consiguen buenos resultados. Sin embargo, en
contraposicio´n a cuando las te´cnicas globales participan en la combinacio´n, los valores
de MAP son peores. De cualquier modo, como fue mencionado en la Seccio´n 5.4.1, en
te´rminos generales consideramos ma´s u´til P@5 que MAP cuando se trata de una tarea
de recomendacio´n, aunque esta afirmacio´n depende del contexto particular del sistema.
(a) P@5 (b) MAP
Figura 5.10: Evolucio´n de P@5 y MAP segu´n N, usando combinaciones en serie con las
te´cnicas locales basadas en usuarios y l = 2.
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Finalmente, un algoritmo puede ser combinado consigo mismo tambie´n. Los resul-
tados con estas combinaciones se muestran en la Figura 5.11. Todos los algoritmos salvo
la te´cnica de vecinos locales mejoran los resultados en precisio´n cuando son ejecutados
siguiendo un proceso en serie. Estos resultados confirman que es preferible dicho proce-
so en serie a ejecutar el algoritmo individualmente duplicando el taman˜o de expansio´n,
tal y como se menciono´ en 5.3.1. Los resultados de MAP son so´lo ligeramente inferiores
a los obtenidos con los algoritmos de referencia.
(a) P@5 (b) MAP
Figura 5.11: Evolucio´n de P@5 y MAP segu´n N, usando el mismo algoritmo dos veces y
l = 2.
Como resultado general, las combinaciones en serie de los algoritmos locales mues-
tran muy buenos resultados en P@5, mientras que las combinaciones con te´cnicas glo-
bales alcanzar mejores resultados en MAP. La te´cnica de los productos ma´s puntuados
con la te´cnica de agrupamiento local de usuarios o la te´cnica global son particularmente
intersantes, ya que tienen una mejora del 10 % en P@5 sobre los algoritmos locales, y
de cerca del 110 % sobre el algoritmo sin expansio´n de perfil. De hecho, la combinacio´n
de la te´cnica de los productos ma´s puntuados con cualquier otra alternativa mejora los
resultados de referencia. La razo´n es que se complementan entre s´ı: mientras la te´cnica
de productos ma´s puntuados se centra en aquellos items que reciben una mayor canti-
dad de valoraciones por parte de los vecinos, las dema´s se centran en buscar similitudes
entre los productos valorados por los vecinos o entre el resto de productos disponibles,
respectivamente.
5.4.3.2. Paralela
La variantes paralelas consideradas son la te´cnica del cruce y la te´cnica de la suma.
La primera alternativa consiste en hacer una interseccio´n de los perfiles expandidos
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obtenidos con diferentes te´cnicas para as´ı poder crear un u´nico perfil expandido. Debido
a esto, los perfiles expandidos pueden no tener elementos en comu´n si tenemos en cuenta
muy pocos productos como expansio´n. Esto podr´ıa causar que el paso de expansio´n
de perfil resultase inu´til. As´ı, para esta variante los taman˜os de expansio´n han sido
incrementados con respecto a la alternativa en serie, de tal modo que sea ma´s probable
que dos te´cnicas diferentes proporcionen algu´n elemento en comu´n. Hay que tener en
cuenta que son de naturaleza diversa, por lo que los elementos obtenidos no tienen
por que´ coincidir. Mientras que l = 5 es suficiente para obtener buenos resultados
cuando so´lo se consideran los algoritmos locales, no sucede lo mismo cuando los globales
intervienen en las combinaciones. De hecho, en todo el conjunto de datos puede haber
muchos elementos similares a los que se encuentran en el perfil del usuario activo, y
es probable que so´lo unos pocos de ellos hayan sido valorados por los usuarios vecinos.
Esta es la razo´n por la que decidimos usar un taman˜o de expansio´n de perfil ma´s grande
(l = 100). Esta decisio´n fue corroborada por los resultados.
La Tabla 5.3 muestra los resultados con P@5 y MAP. Los valores de MAP son
bastante buenos, pero los resultados obtenidos con P@5 no superan los logrados con
las alternativa en serie.
Algoritmos Cruce Suma
1 2
N = 2 N = 10 N = 2 N = 10
P@5 MAP P@5 MAP P@5 MAP P@5 MAP
LC
LN 0.146 0.029 0.141 0.038 0.137 0.025 0.147 0.034
MR 0.143 0.029 0.152 0.036 0.144 0.027 0.152 0.034
LN MR 0.147 0.028 0.141 0.038 0.138 0.024 0.148 0.032
IG
LC 0.128 0.029 0.148 0.038 0.142 0.031 0.140 0.041
LN 0.139 0.028 0.141 0.039 0.134 0.030 0.125 0.040
MR 0.133 0.027 0.143 0.038 0.144 0.030 0.148 0.040
Tabla 5.3: P@5 y MAP para las alternativas en paralelo. La alternativa del cruce con
l = 5 para todos los algoritmos salvo el global basado en productos, que usa l = 100.
La alternativa de la suma con l = 2 para todos los algoritmos. Se destacan los mejores
resultados.
Por otro lado, la te´cnica de la suma agrupa las expansiones obtenidas con los dis-
tintos algoritmos. Hemos empleado l = 2 como taman˜o de expansio´n. Como se muestra
en la Tabla 5.3 los resultados no mejoran tampoco los obtenidos con la alternativa en
serie. De hecho, ninguna combinacio´n obtiene un valor de P@5 mejor que el que obtiene
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la te´cnica de los productos ma´s puntuados por s´ı sola.
Por tanto, a pesar de que con las alternativas en paralelo el segundo algoritmo no se
ve afectado por el error cometido por el primero, los resultados con las combinaciones
en serie son mejores, ya que el segundo algoritmo dispone de ma´s informacio´n
5.5. Conclusiones
En este cap´ıtulo mejoramos los resultados obtenidos con las te´cnicas de expansio´n
de perfil, que tratan el problema del nuevo usuario en los algoritmos de filtrado colabo-
rativo. En particular, para lograr esta mejora hemos presentado dos modos de combinar
las te´cnicas originales: la combinacio´n en serie y la combinacio´n en paralelo.
Los experimentos han mostrado como la alternativa en serie funciona mejor que
la paralela. La razo´n es que en la alternativa en serie el segundo algoritmo se puede
aprovechar de la informacio´n proporcionada por el primer algoritmo. Sin e´l, el segundo
quiza´ no podr´ıa obtener dicha informacio´n. Esto no sucede con la alternativa en paralelo,
donde los algoritmos usan la misma informacio´n.
En cuanto a las diferentes combinaciones en serie, los mejores resultados de P@5
se obtienen en aque´llas en donde participa la te´cnica de los productos ma´s puntua-
dos. Adema´s, el algoritmo global incrementa el MAP obtenido con las te´cnicas locales
cuando son usadas conjuntamente. De este modo, la combinacio´n de la te´cnica global
con la de los productos ma´s puntuados alcanza muy buenos resultados, principalmente
cuando N es pequen˜a.
Asimismo, cuando dos me´todos locales distintos se combinan, los resultados de P@5
alcanzan buenos resultados con todos los valores estudiados para N . Sin embargo, no
sucede lo mismo con los valores para MAP, que no sobrepasan los obtenidos con la
te´cnica de los productos ma´s puntuados, los ma´s bajos entre todas las alternativas
consideradas.
Otro modo de combinar las te´cnicas de expansio´n de perfil es ejecutando el mismo
algoritmo dos veces consecutivas. En este caso, los resultados obtenidos con este tipo
de combinaciones mejoran los resultados obtenidos cuando los mismos algoritmos son
ejecutados una sola vez, con la excepcio´n de la te´cnica de vecinos locales.
En el futuro, planeamos estudiar otros algoritmos de filtrado colaborativo aparte los
algoritmos kNN. Se puede optar por una solucio´n recursiva, en la que en cada iteracio´n
se emplea un algoritmo diferente de filtrado colaborativo. Adema´s, es nuestra intencio´n
probar la combinacio´n de ma´s de algoritmos diferentes. Finalmente, se podr´ıa an˜adir un
nu´mero diferente de productos al perfil en funcio´n de cada usuario, siguiendo diferentes
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para´metros como el taman˜o del perfil, la popularidad de los productos que en e´l figuran,
etc.
Con respecto al estudio de la tarea de recomendacio´n, los trabajos sobre las te´cnicas
de expansio´n de perfil pueden ser continuados desde muchos frentes. En particular,
aparte de los algoritmos basados en vecinos se podr´ıan usar otros algoritmos de filtrado
colaborativo. Adema´s, la expansio´n de orden superior permite mu´ltiples combinaciones.
Se puede optar por una solucio´n recursiva, usando diferentes algoritmos de filtrado
colaborativo en diferentes iteraciones de la expansio´n. Aunque hasta el momento so´lo
hemos propuesto combinaciones dos a dos de algoritmos de expansio´n, el nu´mero de
algoritmos combinados puede ser ampliado, sobre todo teniendo en cuenta que tambie´n
ser´ıa interesante el estudio de nuevas fuentes de informacio´n como datos demogra´ficos,
las relaciones entre usuarios en las redes sociales, etc.
Otro aspecto interesante que abordar en el futuro acerca de la expansio´n de perfil
es el de an˜adir un nu´mero diferente de productos a la expansio´n en funcio´n del taman˜o
del perfil de cada usuario, puesto que no todos los usuarios del sistema tienen por que´
estar en situacio´n de cold-start.
Aunque hemos tratado la posibilidad de realizar expansiones del perfil del usuario
activo, existe tambie´n la alternativa de expandir la matriz globalmente, es decir, au-
mentar los perfiles de todos los usuarios o, al menos, de aque´llos que no hayan valorado
un nu´mero mı´nimo de productos.
Tambie´n puede ser estudiado co´mo influyen en los resultados finales las medidas
de similitud de los algoritmos kNN tanto del algoritmo de recomendacio´n, como de los
algoritmos de expansio´n. El nu´mero de vecinos tambie´n puede ser modificado segu´n la
similitud que tengan con el usuario actual.
Como se puede comprobar, la expansio´n del perfil supone un tema que abre un gran
abanico de futuros trabajos posibles, que podr´ıan ser de gran utilidad para afrontar el
problema de la dispersio´n de los datos.
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Expansio´n de perfil basada en
contenido
Las te´cnicas de filtrado colaborativo sufren el problema de cold-start. La expansio´n
de perfil se ha presentado como un modo de abordar este problema sin molestar al
usuario con peticiones de informacio´n adicionales. Estas te´cnicas an˜aden ma´s informa-
cio´n al perfil del usuario. Hasta el momento, se ha optado por un enfoque meramente
colaborativo, si bien te´cnicas basadas en contenido pueden ser tambie´n una buen op-
cio´n para el problema a tratar. Para ello es necesario analizar previamente el conjunto
de datos del que se dispone y proponer una solucio´n acorde a los resultados de dicho
ana´lisis. La solucio´n propuesta emplea tanto informacio´n colaborativa como informa-
cio´n de contenido.
6.1. Introduccio´n
Un sitio de comercio electro´nico puede disponer de una enorme variedad de art´ıculos
diferentes. Estos art´ıculos son dif´ıcilmente conocidos en su totalidad por los usuarios,
que, a su vez, poseen variedad de gustos y de necesidades a satisfacer. Para incrementar
sus beneficios, muchos de estos sitios recomiendan art´ıculos en funcio´n de los gustos de
los usuarios. Con este propo´sito, hacen uso de sistemas recomendadores, que han llegado
a ser muy populares en los u´ltimos an˜os. Las tareas que acometen pueden abarcar desde
la prediccio´n de puntuaciones hasta la recomendacio´n de listas de productos [Herlocker
et al., 2004].
Las te´cnicas de recomendacio´n basadas en filtrado colaborativo construyen un perfil
que contiene informacio´n acerca de los gustos del usuario. Sin embargo, cuando esta
informacio´n es escasa (situacio´n de nuevo usuario), ya sea porque el usuario acaba de
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llegar al sistema o porque simplemente ha valorado muy pocos productos, generalmente
los sistemas de recomendacio´n no son capaces de lograr una recomendacio´n suficiente-
mente precisa para poder ser u´til para el usuario. Como se explica en la Seccio´n 4.3,
el 20 % de los usuarios so´lo proporcionan un 2 % de las valoraciones en el conjunto de
datos de Netflix [Bennett y Lanning, 2007]. Este es un dato muy relevante, puesto que
ayudar a estos usuarios con pocas puntuaciones puede significar la diferencia entre una
experiencia exitosa o fallida para ellos.
Las alternativas consideradas en la literatura se centran en incrementar el taman˜o
del perfil del usuario, es decir, la informacio´n disponible acerca de los gustos del usuario.
Sin embargo, a veces estas aproximaciones no proporcionan a los usuarios recomenda-
ciones suficientemente personalizadas. En otras ocasiones, se les solicita informacio´n
adicional a los usuarios, que no siempre facilitan, bien sea porque simplemente les mo-
lesta introducir ma´s informacio´n, por motivos de privacidad, etc. Es decir, cuanto ma´s
informacio´n se le exige al usuario, ma´s piensa e´ste que el sistema sabe demasiado sobre
e´l, por lo que evita proporcionar ma´s datos.
Las te´cnicas de expansio´n de perfil se han presentado como un medio para afrontar
este problema sin solicitar al usuario ma´s informacio´n. Los productos para la expansio´n
se obtienen localmente, de los resultados de la recomendacio´n actual, o globalmente, es
decir, se buscan similitudes entre todos los usuarios o productos.
En este cap´ıtulo nos centramos de nuevo en la tarea de recomendacio´n, puesto que
numerosas aplicaciones hoy en d´ıa presentan a cada usuario una lista de productos
acorde a sus intereses. De hecho, no so´lo abordamos el problema del nuevo usuario
por medio de las te´cnicas de expansio´n de perfil, sino que tambie´n proponemos una
situacio´n extrema donde todos los usuarios presentan pocas puntuaciones (situacio´n de
nuevo sistema). Para ello emplearemos de nuevo una expansio´n de perfil, pero esta vez
haciendo uso de informacio´n de contenido. Los sistemas basados en contenido, como ya
se ha explicado en la Seccio´n 2.4, construyen perfiles de usuario obtenidos a partir de
las caracter´ısticas de contenido de los productos que los usuarios puntu´an.
El cap´ıtulo esta´ organizado del siguiente modo. En la pro´xima seccio´n explicamos
nuestra aproximacio´n con informacio´n basada en contenido. La metodolog´ıa y los ex-
perimentos se describen en la Seccio´n 6.3. Posteriormente, discutimos los resultados
obtenidos y exponemos las conclusiones alcanzadas.
102
6.2 Expansio´n de perfil basada en contenido
6.2. Expansio´n de perfil basada en contenido
La idea de aplicar te´cnicas basadas en contenido a la expansio´n de perfil esta´ jus-
tificada por el hecho de que son capaces de encontrar relaciones sema´nticas entre los
productos. Cuando la informacio´n acerca de un usuario es escasa, la informacio´n de con-
tenido puede ser relativamente importante. Dicha informacio´n puede ser representada
por medio de un conjunto de caracter´ısticas.
El usuario dispondra´ de un perfil por cada una de las caracter´ısticas consideradas.
A partir de estos perfiles de contenido, la te´cnica propuesta busca productos similares a
aque´llos que el usuario ha valorado. Para lograr esto, primero identificamos por medio
de un ana´lisis de los datos las caracter´ısticas que mejor definen los gustos del usuario, as´ı
como el modo de comparar el perfil de contenido con la informacio´n de contenido acerca
de un producto concreto. Una vez que los productos son seleccionados, son an˜adidos al
perfil del usuario como si realmente los hubiese valorado, por lo que sus puntuaciones
han de ser estimadas. Despue´s, el sistema recomendador se ejecuta del modo habitual.
A continuacio´n, analizamos cada una de las principales fases de la expansio´n de perfil
basada en contenido.
6.2.1. Seleccio´n de caracter´ısticas
El objetivo de la expansio´n es encontrar productos suficientemente similares a los
que aparecen en el perfil inicial del usuario. Primero es necesario analizar las carac-
ter´ısticas disponibles para poder determinar as´ı cua´les de ellas son ma´s u´tiles para
comparar los productos o, en otras palabras, que´ caracter´ısticas son las ma´s relevantes
para determinar los gustos de un usuario y caracterizar los productos.
En este cap´ıtulo, como en los anteriores, estamos centrados en un dominio de reco-
mendacio´n de pel´ıculas. En particular, usamos un conjunto de datos filtrados de Netflix,
que sera´ descrito en la Seccio´n 6.3. Para identificar las caracter´ısticas ma´s u´tiles pa-
ra describir el perfil de un usuario, hemos realizado un ana´lisis manual seleccionando
aleatoriamente 25 usuarios. Adema´s, se escogieron dos productos por cada usuario para
conformar los perfiles iniciales. Este primer ana´lisis nos condujo hacia varias conclu-
siones que fueran confirmadas con un ana´lisis automa´tico de 1000 usuarios (tambie´n
aleatoriamente escogidos). La media y la desviacio´n t´ıpica del nu´mero de productos
valorados por cada usuario son 99.93 y 135.66, respectivamente. De hecho, so´lo el 33 %
de los perfiles tienen ma´s de 100 productos.
A continuacio´n, se expone un breve ana´lisis con las principales conclusiones ex-
tra´ıdas para cada caracter´ıstica y la motivacio´n para su utilizacio´n en la expansio´n
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del perfil. Entre ellas, reparto, pa´ıs, director y ge´nero han sido seleccionadas para ser
usadas por nuestro algoritmo.
Ge´nero. Cada pel´ıcula se categoriza de acuerdo a ciertos para´metros, que esta´n
relacionados principalmente con el tipo de las escenas que ma´s abundan en ella.
De este modo, se considera que una pel´ıcula se ajusta a un conjunto de moldes.
Sin embargo, dicha categorizacio´n no es para nada sencilla. La razo´n es que la
pertenencia a ciertos ge´neros como accio´n, comedia, drama, etc. es en gran medida
subjetiva. De hecho, hay varios aspectos que no esta´n incluidos en la caracter´ıstica
de ge´nero. Por ejemplo, pel´ıculas que tienen los mismos ge´neros pueden considerar
diferentes temas, culturas... Por tanto, esta caracter´ıstica permite clasificar las
pel´ıculas en grupos, aunque esta clasificacio´n presenta ciertas limitaciones, ya que
es no puramente objetiva. A pesar de ello, esta es la caracter´ıstica de contenido que
a priori mejor define los intereses de un usuario y las similitudes entre pel´ıculas.
Si un valor de ge´nero aparece ma´s frecuentemente en un perfil de usuario que
en todo el conjunto de datos, indica la preferencia de ese usuario por ese ge´nero
en concreto. De otro modo, si el ge´nero aparece menos frecuentemente, suele
significar que el usuario no esta´ interesado en ese tipo de pel´ıculas. Conforme el
taman˜o del perfil excede ma´s el taman˜o medio, la distribucio´n de los valores de
ge´nero del usuario se van acercando ma´s a los del conjunto de datos. Adema´s, las
pel´ıculas que pertenecen a los mismos ge´neros y tienen calidad parecida suelen
recibir valoraciones parecidas tambie´n.
Pa´ıs. Una pel´ıcula da una percepcio´n sobre una cultura en particular, un modo de
vida, etc. Principalmente, el pa´ıs de la pel´ıcula es lo que determina esta percep-
cio´n. Esto puede acentuar las diferencias entre pel´ıculas. Por ejemplo, entre las
pel´ıculas indias hay muchos musicales (principalmente pel´ıculas de Bollywood).
Sin embargo, estos musicales pueden diferir mucho de los musicales franceses. Los
usuarios no suelen ver pel´ıculas de todos los pa´ıses, sino que de so´lo un subcon-
junto de ellos.
En el conjunto de datos analizado, cuando un perfil inicial presenta pel´ıculas de
un determinado pa´ıs, dicho pa´ıs tiende a aparecer frecuentemente a lo largo de
todo el perfil.
Director. Cada director tiene su propio estilo de rodar las pel´ıculas. Esto pue-
de ser o no del agrado de un determinado usuario. En los perfiles estudiados,
los usuarios no suelen valorar pel´ıculas del mismo director. Sin embargo, esto no
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implica que esta caracter´ıstica no pueda ser u´til. Por ejemplo, si un usuario ha
valorado “La ventana indiscreta” (dirigida por Alfred Hitchcock), es razonable
pensar que valorar´ıa “Ve´rtigo” de forma similar. Por tanto, esta pel´ıcula se con-
vierte en candidata para la expansio´n. Es interesante mencionar que los directores
no aparecen ma´s de una vez en los perfiles iniciales. De hecho, los directores que
aparecen en el perfil inicial raramente aparecen de nuevo en el perfil, aunque,
cuando aparecen son valorados de forma parecida.
Reparto. Tal y como suced´ıa con los directores, las actrices y los actores no suelen
aparecer repetidos en los perfiles estudiados. Siguiendo el mismo razonamiento,
cuando una pel´ıcula en un perfil presenta una coincidencia relevante en cuanto a
su reparto con otra pel´ıcula no valorada todav´ıa por ese usuario, parece razonable
expandir el perfil con ella. Sin embargo, una actriz o un actor presentes en el perfil
inicial raramente aparecen de nuevo en el perfil completo, a pesar de que el perfil
inicial contenga alrededor de 43 actores, por te´rmino medio. La razo´n es que cada
uno so´lo aparece 4.09 veces de media, con una desviacio´n t´ıpica 3.87.
Sin embargo, los usuarios tienden a valorar de forma semejante las pel´ıculas de
un mismo actor. Esto se debe a que, en general, las pel´ıculas de los mismos
actores no var´ıan excesivamente entre ellas, ya que muchos actores y actrices
esta´n encasillados en determinados roles. Por tanto, esta caracter´ıstica puede ser
u´til para estimar las valoraciones de los productos.
An˜o de estreno. Muchos trabajos han mostrado co´mo las valoraciones de los
usuarios var´ıan con el tiempo de diferentes modos [Koren, 2010b; Lathia et al.,
2010]. Un usuario puede ver so´lo pel´ıculas recientes mientras que otro puede ver
pel´ıculas cla´sicas. El an˜o de estreno de las pel´ıculas valoradas por un usuario puede
ayudar a caracterizar su preferencia por un periodo de tiempo particular. Sin
embargo, como estamos tratando con el problema de cold-start, esta informacio´n
es demasiado escasa para poder estimar de una forma precisa la preferencia de un
usuario por un determinado periodo de tiempo. Hemos decidido no incluir esta
caracter´ıstica por esa razo´n.
Guionista. Los guionistas y los directores se comportan de modo similar. Adema´s,
no hay valores repetidos en los perfiles estudiados. Debido a estas dos razones,
hemos decidido no considerar esta caracter´ıstica tampoco.
Tipo. Hay varias clases de art´ıculos en los conjuntos de datos de pel´ıculas: se-
ries, episodios, pel´ıculas, etc. Cada elemento acepta un u´nico valor para esta
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caracter´ıstica. Aunque la mayor parte de los productos son pel´ıculas, hay algunos
usuarios que esta´n interesados en episodios de una serie, por ejemplo. Incluir esta
caracter´ıstica no aportaba ninguna diferencia significativa en los resultados, por
lo que no ha sido considerada.
6.2.2. Representacio´n de las caracter´ısticas
Despue´s de haber seleccionado las caracter´ısticas, la siguiente fase es decidir co´mo
representarlas. Denotamos con F el conjunto de caracter´ısticas de contenido que he-
mos tenido en cuenta. Sea Lf el conjunto de los valores o niveles que puede tomar
una determinada caracter´ıstica f . Por ejemplo, considerando el ge´nero como una ca-
racter´ıstica del conjunto F , Lgenero contendra´ valores como accio´n, comedia, drama,
etc. Un producto, por tanto, puede presentar un subconjunto de todos los niveles que
puede tomar una caracter´ıstica, por lo que podemos definir Lfi como los niveles que
una caracter´ıstica toma para una pel´ıcula i ∈ I.
De forma similar a la definicio´n del perfil colaborativo en la Ecuacio´n 3.1, denotamos
con P fu el perfil de contenido de un usuario u ∈ U para una caracter´ıstica de contenido
f ∈ F . Cada perfil esta´ formado por n pares de un valor li ∈ Lf y su correspondiente
peso wui, siendo n el nu´mero de niveles para la caracter´ıstica f ,
∣∣Lf ∣∣. La definicio´n se
muestra en la Ecuacio´n 6.1.
P fu = 〈(l1, wul1) , (l2, wul2) , . . . , (ln, wuln)〉 (6.1)
En esta primera aproximacio´n, los pesos son simplemente el nu´mero de veces que
cada valor de la caracter´ıstica f aparece en el perfil del usuario. Por ejemplo, si un
usuario u1 ha valorado una comedia y una pel´ıcula que es drama y comedia, entonces
el peso para el valor comedia sera´ 2, para drama sera´ 1, y 0 para el resto de valores.
De modo ana´logo, P fi es el perfil de contenido para un producto i ∈ I y una
caracter´ıstica de contenido f ∈ F .
6.2.3. Medidas de similitud
Una vez que las caracter´ısticas han sido seleccionadas y su representacio´n ha sido
detallada, el siguiente paso es estudiar co´mo se puede calcular la similitud entre dos
productos usando estas caracter´ısticas. Para acometer esta tarea, 25 usuarios ya no son
suficientes por lo que se ha utilizado todo el conjunto de datos.
En este cap´ıtulo proponemos dos medidas de similitud: la tradicional distancia
coseno y una funcio´n heur´ıstica que llamamos similitud ponderada.
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6.2.3.1. Distancia coseno
Esta medida de similitud mide la distancia entre el perfil de contenido de un usuario
y el de un producto segu´n la siguiente ecuacio´n:












En la Seccio´n 6.2.1 se menciono´ que si un valor aparece ma´s de una vez en el perfil
inicial, probablemente aparecer´ıa ma´s veces en el perfil completo. Por ejemplo, para
la caracter´ıstica de ge´nero, hay 4.54 valores diferentes en el perfil inicial por te´rmino
medio, y 5.06 si se incluyen los valores repetidos. Cuando esta repeticio´n tiene lugar en
el perfil del usuario, hay de media un 43.46 % de los productos del perfil completo que
comparten dicho valor. El resto de valores aparecen en menos del 30 % de los productos.
La similitud ponderada representa este hecho, tal y como se aprecia en la Ecuacio´n
6.3, donde u es un usuario, i un producto, wul es el peso que toma el nivel l en P
f
u , y
N es el nu´mero de productos valorados por el usuario u.
sf (u, i) = max
{wul
N
| (l, wul) ∈ P fu ∧ l ∈ Lf
}
(6.3)
Siguiendo con el ejemplo anterior, la similitud entre el usuario u1 y un producto
i1, con los valores de comedia, drama y romance para la caracter´ıstica de ge´nero, sera´
el ma´ximo de los pesos asociados a los 3 valores de ge´nero dividido por el nu´mero de
pel´ıculas que el usuario u1 ha valorado (en esta caso 2). Ya que los pesos son 2/2, 1/2
y 0/2, respectivamente, la similitud sera´ 1.
6.2.4. Seleccio´n de productos
Los productos se ordenan de acuerdo a un cierto peso. Ya que se usan diversas
caracter´ısticas, se pueden combinar las similitudes obtenidas para producir un u´nico
valor para ordenar la lista definitiva. En particular, hemos escogido las caracter´ıstica
de ge´nero y pa´ıs para la seleccio´n de productos, ya que concluimos en el ana´lisis que
e´stas eran las caracter´ısticas ma´s adecuadas para determinar los gustos de un usuario.
La similitud de contenido, wc, entre un producto y un perfil de usuario sera´ una
combinacio´n ponderada de las similitudes calculadas para cada caracter´ıstica. Entonces,
los productos con un peso ma´s alto sera´n escogidos. Hemos decidido emplear un me´todo
heur´ıstico para ello.
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Adema´s, tenemos como objetivo maximizar el taman˜o de la expansio´n, ya que, en ge-
neral, cuanto ma´s informacio´n se tiene acerca de un usuario, ma´s precisa es la recomen-
dacio´n. A diferencia de las te´cnicas de elicitacio´n, en donde los usuarios expl´ıcitamente
valoran productos sugeridos por el sistema, las te´cnicas de expansio´n incrementan el
taman˜o del perfil del usuario sin la intervencio´n de e´ste. Lo´gicamente, esto puede cau-
sar errores, que debe ser minimizados para que la precisio´n no se vea decrementada
excesivamente. Por tanto, la seleccio´n del nu´mero de elementos a expandir se convierte
en una decisio´n clave.
6.2.4.1. Informacio´n colaborativa
Los algoritmos kNN basados en usuario que emplearemos para la tarea de recomen-
dacio´n buscan similitudes entre usuarios. Cuando existen pocos productos en un perfil,
no es sencillo encontrar suficientes usuarios en el sistema que compartan con el usuario
actual un mı´nimo nu´mero de productos. Por tanto, el vecindario estara´ basado en pocos
usuarios o en usuarios con poca similitud con el usuario activo. Con un vecindario as´ı
es complicado alcanzar precisio´n a la hora de calcular la lista de recomendacio´n.
De forma ana´loga, una vez calculada la expansio´n, los productos presentes en ella
puede que no aparezcan en otros perfiles de usuario a pesar de ser muy similares a los
del perfil inicial. De nuevo, el vecindario se basara´ en pocos usuarios, a pesar de que
el perfil contenga ma´s productos. As´ı, parece una buena idea considerar la popularidad
de los productos a la hora de escoger los elementos a incluir en la expansio´n. De este
modo, no so´lo expandiremos con productos similares, sino que tambie´n con productos
que aparecen frecuentemente en los perfiles de usuario, de tal modo que el vecindario
pasa a ser suficientemente grande.
Modelaremos la popularidad con una funcio´n lineal. Particularmente, la popularidad
se calcula dividiendo el nu´mero de puntuaciones que un producto ha recibido entre el
nu´mero total de usuarios.
En resumen, calcularemos un peso total, wt, considerando tanto la similitud de
contenido como la popularidad. Este peso se describe en la Ecuacio´n 6.4, en donde wc es
el peso de contenido, wp es el peso de la popularidad normalizada con una normalizacio´n
de ma´ximos y mı´nimos y α es un para´metro que controla la contribucio´n de cada peso.
wt = αwc + (1− α)wp (6.4)
A diferencia de la recomendacio´n, en donde la popularidad puede causar varios
problemas cuando so´lo se recomiendan productos populares, como un descenso en el
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coverage, novedad o diversidad, en la expansio´n de perfil estos problemas pueden ser
reducidos, ya que estas te´cnicas se usan antes de la recomendacio´n.
6.2.5. Estimacio´n de la puntuacio´n
Despue´s de seleccionar los productos con los que expandir, es necesario calcular la
puntuacio´n para cada uno de ellos. En particular, hay determinados estudios, como
[Herlocker et al., 1999], en donde se muestra que los usuarios puntu´an de modos muy
diferentes.
Se pueden considerar distintas aproximaciones para determinar la puntuacio´n de
cada producto. Podemos tener en cuenta informacio´n colaborativa (desde la media
del producto hasta una combinacio´n ponderada de las puntuaciones dadas por los
vecinos ma´s similares al usuario actual, por ejemplo). Pero tambie´n la informacio´n de
contenido puede ser de ayuda. La contribucio´n de cada caracter´ıstica para determinar
la puntuacio´n puede variar de la contribucio´n para seleccionar los productos con los que
expandir. Hemos seleccionado la combinacio´n de ge´nero, reparto y director basa´ndonos
en las conclusiones extra´ıdas del ana´lisis hecho para la seleccio´n de caracter´ısticas.
Es importante indicar que no se ha establecido ningu´n umbral de relevancia para la
puntuacio´n de los productos de la expansio´n, a diferencia de lo que sucede en las
recomendaciones de productos, en donde se proponen so´lo productos buenos al usuario,
es decir, por encima de un determinado umbral de puntuacio´n.
Han sido propuestas varias alternativas para poder determinar si la informacio´n de
contenido es u´til o no para estimar las puntuaciones.
6.2.5.1. Propuesta colaborativa
La aproximacio´n colaborativa que hemos usado es la puntuacio´n media de la pel´ıcula.
Generalmente obtiene resultados aceptables con las me´tricas que se emplean normal-
mente en la tarea de prediccio´n, como, por ejemplo, MAE.
6.2.5.2. Propuestas basadas en contenido
Aparte de la puntuacio´n media, hemos probado tres propuestas basadas en conte-
nido: simple, ponderada y z-score. Para ello definimos un perfil de puntuaciones para
cada caracter´ıstica de contenido, en donde cada par esta´ formado por un nivel li ∈ Lf ,
y un valor asociado a e´l, vi, como se muestra en la Ecuacio´n 6.5. Este valor tendra´
diferentes significados en funcio´n del tipo de propuesta. Denotamos con Rfu el perfil de
puntuaciones de contenido de un usuario u ∈ U . Este perfil esta´ compuesto de n pares
nivel-valor, siendo n la cardinalidad de
∣∣Lf ∣∣.
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De este modo obtenemos un valor para cada nivel de una caracter´ıstica. Cada uno
de estos valores se basa en la similitud entre el perfil de contenido del usuario y los
niveles de contenido del producto para el que se esta´ calculando la puntuacio´n.
Por otro lado, tambie´n necesitamos definir el conjunto de productos que presentan
un particular nivel de una caracter´ıstica en un perfil de contenido de un usuario, tal y
como se muestra en la Ecuacio´n 6.6.
Iful = {i | i ∈ Iu, l ∈ Lfi } (6.6)
La puntuacio´n final se calculara´ como la combinacio´n lineal de las puntuaciones par-
ciales de acuerdo a los diferentes pesos asignados a cada caracter´ıstica. A continuacio´n,
explicamos las propuestas basadas en contenido consideradas.
Simple. Los valores nume´ricos del perfil de puntuaciones se calculan directamente




Para cada caracter´ıstica se calcula una prediccio´n de la puntuacio´n que dar´ıa el





Ponderada. En la propuesta simple todas las puntuaciones predichas oscilara´n
entre la ma´xima y la mı´nima puntuaciones que aparecen en el perfil del usuario.
Esta aproximacio´n intenta resolver este problema y tiene en consideracio´n tanto
la puntuacio´n media de los productos del perfil como la puntuacio´n media del
producto para el que se esta´ calculando la puntuacio´n. As´ı, los valores nume´ricos
del perfil de puntuaciones no sera´n puntuaciones sino que diferencias entre pun-
tuaciones y medias de puntuaciones. Es decir, normaliza las puntuaciones con
respecto a la media, tal y como figura en la Ecuacio´n 6.9.
vful =
∑
i∈Iul rui − r¯i∣∣∣Iful∣∣∣ (6.9)
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Las puntuaciones de contenido se calculan de acuerdo a la Ecuacio´n 6.10.




Z-score. Esta aproximacio´n no so´lo tiene en cuenta la media, sino que tambie´n
la desviacio´n t´ıpica. Las Ecuaciones 6.11 y 6.12 muestran co´mo se realizan los










6.3. Metodolog´ıa y experimentos
Los experimentos han sido ejecutados en un dominio de recomendacio´n de pel´ıculas
usando el dataset de Netflix [Bennett y Lanning, 2007] ya empleado en otras ocasiones
en esta tesis y analizado en la Seccio´n 4.3. Descargamos la informacio´n de contenido
de Internet Movie Database1. Sin embargo, ya que no todas las pel´ıculas en Netflix
ten´ıan su correspondencia en IMDb, se filtro´ Netflix, tal y como sucedio´ en el cap´ıtulo
anterior. De esta manera, el conjunto de datos final esta´ formado por 8,362 pel´ıculas y
478,458 usuarios, que han dado 48,715,350 puntuaciones entre 1 y 5, ambos inclusive.
Fueron eliminados los valores de contenido que so´lo aparec´ıan una vez en el conjunto
de datos.
En nuestros experimentos hemos seleccionado aleatoriamente 1000 usuarios para
la evaluacio´n. Hemos simulado el problema del nuevo usuario usando una estrategia
Given-N [Breese et al., 1998]. Ma´s espec´ıficamente, hemos escogido aleatoriamente dos
puntuaciones por cada usuario de evaluacio´n. Para completar el conjunto de entrena-
miento, de los usuarios restantes hemos utilizado un 10 % de sus puntuaciones, para
simular as´ı una situacio´n de sistema nuevo (ver Seccio´n 4.2). De este modo podemos
evaluar co´mo se comportan los algoritmos con poca informacio´n sobre los usuarios y,
por tanto, con datos muy dispersos.
1http://www.imdb.com
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6.3.1. Evaluacio´n y me´tricas
En esta seccio´n comparamos la te´cnica de expansio´n basada en contenido con las
te´cnicas de expansio´n ba´sicas presentadas en el cap´ıtulo anterior que mejores resultados
obtuvieron en [Formoso et al., 2013a], es decir, la te´cnica global basada en productos y
la local basada en usuarios. La primera de ellas busca productos similares a aque´llos que
pertenecen al perfil del usuario actual. Para este propo´sito se emplea un algoritmo kNN
basado en productos. Un producto formara´ parte de un vecindario si ha sido valorado de
forma similar por un nu´mero mı´nimo de usuarios en comu´n con el producto actual. Por
otra parte, las te´cnicas locales basadas en usuarios escogen los productos para expandir
entre aque´llos que los vecinos del usuario actual han valorado. En particular, en este
cap´ıtulo emplearemos la aproximacio´n de los productos ma´s puntuados, es decir, se
expandira´ el perfil del usuario con los productos ma´s valorados en el vecindario. Adema´s,
estudiamos tambie´n el comportamiento de un algoritmo kNN basado en usuarios sin
expansio´n de perfil.
Como medida de similitud para la seleccio´n de vecinos usamos la distancia coseno, y
para la prediccio´n de las puntuaciones una aproximacio´n ponderada, tanto en los algo-
ritmos de expansio´n como en los de recomendacio´n, siempre y cuando fuese necesario.
Tras un proceso de validacio´n cruzada, escogimos k = 25 como nu´mero de vecinos.
Como se menciono´ previamente, nos centramos en la tarea de recomendacio´n. Cuan-
do evaluamos los algoritmos de recomendacio´n, aislar un problema concreto supone una
ardua tarea. Analizar co´mo se comporta el algoritmo en las distintas fases del proce-
so de recomendacio´n (expansio´n y recomendacio´n) puede ayudar a determinar de que´
problema concreto se trata. Ma´s au´n, cuando el sistema es nuevo y contiene muy poca
informacio´n.
6.3.1.1. Expansio´n
Un perfil de usuario se expande por medio de un algoritmo de expansio´n. Sea cual
sea el tipo de algoritmo, devolvera´ una lista de productos con elementos adicionales para
el perfil de usuario. A estos productos se les asignara´ una puntuacio´n. Por tanto, las
te´cnicas de expansio´n de perfil proporcionan a los algoritmos de recomendacio´n un perfil
en el que la informacio´n acerca del usuario ha sido incrementada. Dicha informacio´n
puede presentar errores, lo´gicamente. Para simplificar la identificacio´n de la fuente de
esos errores, hemos identificado dos subfases en el proceso de expansio´n:
La seleccio´n de productos. Para la evaluacio´n de la expansio´n de perfil, la rele-
vancia o no relevancia de un producto viene determinada por su presencia o su
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ausencia en el perfil del usuario, con independencia de su puntuacio´n. Nosotros
pretendemos obtener un perfil expandido con tantos productos en comu´n con el
perfil del usuario como sea posible. Debido a estas razones, hemos considerado
la me´trica de Precision-at-n (P@n), siendo n el taman˜o de la expansio´n, para
asegurar la calidad de la seleccio´n de los productos.
La estimacio´n de las puntuaciones. Otro de nuestros objetivos es determinar cua´n
precisa es la asignacio´n de puntuaciones y co´mo evoluciona esta precisio´n segu´n
var´ıa la lista de expansio´n. Aunque se pueden usar varias me´tricas para medir
la precisio´n, usaremos la popular me´trica MAE. Lo´gicamente, no hemos tenido
en cuenta para esta me´trica aquellos productos que no pertenecen al perfil del
usuario, ya que su error absoluto no podr´ıa ser calculado.
6.3.1.2. Recomendacio´n
A partir del perfil obtenido con el algoritmo de expansio´n, el algoritmo de recomen-
dacio´n produce una lista de sugerencias. De nuevo emplearemos la me´trica P@n, es
decir, el ratio de productos relevantes en las primeras n posiciones de la lista de reco-
mendacio´n. Pensamos que esta me´trica es la que mejor se ajusta a nuestras necesidades,
porque en el sistema no estamos interesados en saber cua´n precisa es la asignacio´n de
puntuaciones para todos los productos, sino en saber si los productos mostrados al
usuario son realmente relevantes o no. A diferencia de la evaluacio´n en la expansio´n
en donde considera´bamos relevantes todos los productos presentes en el perfil original
del usuario, fuese cual fuese su puntuacio´n, en la recomendacio´n so´lo consideramos re-
levantes aquellos productos cuya puntuacio´n supere el valor de 4, nuestro umbral de
relevancia.
6.4. Resultados
Como ya se ha expuesto previamente, el proceso de recomendacio´n involucra dos
pasos: la expansio´n y la recomendacio´n. A continuacio´n mostramos los resultados ob-
tenidos en cada fase.
6.4.1. Expansio´n
El algoritmo de expansio´n es una te´cnica basada en contenido. La Figura 6.1 muestra
la precisio´n y el recall en expansio´n para las diferentes caracter´ısticas. Como se ha
explicado en la Seccio´n 6.2.3, consideramos dos medidas de similitud: la distancia coseno
y la medida ponderada. Se puede ver co´mo las curvas para las caracter´ısticas de ge´nero
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y pa´ıs son mejores que las curvas para las caracter´ısticas de reparto y director. Es
decir, las caracter´ısticas de ge´nero y pa´ıs se repiten ma´s frecuentemente que las otras
dos caracter´ısticas en el perfil de usuario, como ya hab´ıa sido confirmado en el ana´lisis
manual.
La medida de similitud ponderada funciona ligeramente mejor que la distancia co-
seno, a pesar de ser ma´s simple. En situaciones extremas, en donde la informacio´n
es escasa y el perfil del usuario no esta´ bien definido, funciones tradicionales como la
distancia coseno o la correlacio´n de Pearson son demasiado estrictas y conducen a re-
sultados erro´neos, como ya explicamos en el Cap´ıtulo 4. Debido a este hecho, la medida
de similitud ponderada sera´ usada de aqu´ı en adelante.
La Tabla 6.1 muestra la precisio´n de las expansiones calculadas con las aproxima-
ciones basadas en contenido y con las puramente colaborativas. Como se puede ver en
los resultados, la precisio´n var´ıa con el taman˜o de la expansio´n del perfil. De hecho,
cua´nto ma´s grande es el taman˜o de la expansio´n, ma´s pequen˜a es la precisio´n. Esto
tiene sentido porque los primeros elementos en la lista de expansio´n son los que reciben
un mayor peso por parte del algoritmo. Por tanto, estos resultados implican que los
algoritmos esta´n funcionando correctamente.
Por otro lado, con la Tabla 6.1 tambie´n podemos estudiar el comportamiento de
Figura 6.1: Curvas P-R en expansio´n para diferentes caracter´ısticas.
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la aproximacio´n basada en contenido conforme var´ıa α, el para´metro que controla la
contribucio´n de los pesos de contenido y popularidad. Con α = 1 (sin popularidad)
nuestra aproximacio´n basada en contenido presenta una baja precisio´n. Aunque real-
mente estamos expandiendo con productos similares a aquellos que figuran en el perfil
del usuario, estos productos son raros en el conjunto de datos. Por tanto, la precisio´n
se reduce. De hecho, cuando se tiene en cuenta la popularidad, esta precisio´n se in-
crementa significativamente. Por ejemplo, con α = 0.75 (es decir, 75 % de informacio´n
de contenido y 25 % de popularidad) la informacio´n de contenido todav´ıa tiene una
gran importancia en el peso final del producto. Pero, al estar usando la popularidad,
todos los empates en peso a la hora de escoger los productos con los que expandir son
resueltos en favor de aque´llos que son ma´s populares. De este modo, lo´gicamente, la
precisio´n se incrementa, porque los productos populares tienen ma´s probabilidad de
aparecer en los perfiles de los usuarios de evaluacio´n.
l α = 1 α = 0.75 α = 0 IG UL
5 0.032 0.349 0.401 0.350 0.266
10 0.019 0.312 0.365 0.324 0.236
15 0.017 0.295 0.348 0.308 0.227
20 0.014 0.277 0.334 0.299 0.215
50 0.014 0.218 0.291 0.256 0.184
Tabla 6.1: Precisio´n en expansio´n para diferentes te´cnicas de expansio´n de perfil, segu´n
el nu´mero de productos an˜adidos al perfil, l. Destacamos los mejores valores.
Con respecto a la precisio´n en la prediccio´n de la puntuacio´n, en la Figura 6.2 se
muestra que el mejor MAE en expansio´n se alcanza con la estrategia colaborativa, in-
dependientemente del valor de α. Adema´s, con α igual a uno la media colaborativa
incluso mejora el MAE obtenido con las aproximaciones colaborativas, en donde la
te´cnica global presenta un buen MAE (principalmente cuando l = 5). Las estrategias
z-score y ponderada obtienen mejores resultados que la estrategia simple. Para enten-
der la razo´n de las diferencias entre las propuestas, analizamos individualmente co´mo
son las puntuaciones de cada usuario del conjunto de evaluacio´n, confirmando que la
propuesta colaborativa y las basadas en contenido se comportan de modo diferente.
Con α = 0.75 y α = 0, mientras que la estrategia colaborativa tiende a subestimar
las puntuaciones reales, el resto de estrategias tienden a sobreestimar. Con α = 1, es-
te comportamiento var´ıa, porque so´lo se considera la informacio´n de contenido para
seleccionar los productos para expandir. En este caso, la estrategia colaborativa y la
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(a) α = 1 (b) α = 0.75
(c) α = 0 (d) Colaborativa
Figura 6.2: MAE en expansio´n para diferentes te´cnicas de expansio´n de perfil, segu´n el
nu´mero de productos an˜adidos al perfil, l.
estrategia simple sobreestiman, mientras que tanto las estrategia ponderada como la
z-score subestiman.
6.4.2. Recomendacio´n
Una vez evaluado que el algoritmo de expansio´n, el siguiente paso es evaluar el
algoritmo de recomendacio´n.
La Tabla 6.2 muestra los resultados obtenidos en P@5 por la aproximacio´n basada
en contenido con α = 1. Se mejora ligeramente la precisio´n obtenida por el algoritmo
kNN sin expansio´n de perfil. La estrategia z-score con una expansio´n de 20 productos
(l = 20) es el mejor caso. En particular, esta estrategia para la asignacio´n de puntuacio-
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nes, aparte de usar informacio´n de contenido, tambie´n usa informacio´n colaborativa. Sin
embargo, la expansio´n global basada en productos y la expansio´n local basada en usua-
rios mejoran estos resultados. La razo´n es que no so´lo usan informacio´n colaborativa,
sino que tambie´n los algoritmos son ma´s complejos. Aunque la informacio´n colaborativa
es importante para determinar la calidad de un producto, estos resultados muestran
que la informacio´n de contenido para la estimacio´n de puntuaciones es tambie´n u´til.
De hecho, las Tablas 6.3 y 6.4 confirman esto, ya que las aproximaciones de contenido
presentan las mejores precisiones. Sin embargo, aunque la informacio´n de contenido
ayuda en la estimacio´n de las puntuaciones, las peores precisiones se obtienen cuando
la informacio´n de contenido es la u´nica que se usa para la seleccio´n de los productos.
l Media Simple Ponderada Z-score IG UL
5 0.103 0.100 0.096 0.096 0.181 0.161
10 0.102 0.099 0.101 0.100 0.165 0.161
15 0.101 0.101 0.104 0.103 0.149 0.154
20 0.107 0.101 0.109 0.112 0.133 0.138
50 0.089 0.076 0.090 0.091 0.110 0.120
Sin PE 0.100 0.100 0.100 0.100 0.100 0.100
Tabla 6.2: P@5 en recomendacio´n para diferentes te´cnicas de expansio´n de perfil, segu´n
el nu´mero de productos an˜adidos al perfil, l, con α = 1. Destacamos los mejores valores.
l Media Simple Ponderada Z-score
5 0.178 0.172 0.178 0.178
10 0.176 0.182 0.183 0.184
15 0.167 0.164 0.172 0.170
20 0.129 0.125 0.126 0.128
50 0.117 0.118 0.121 0.121
Tabla 6.3: P@5 en recomendacio´n para diferentes te´cnicas de expansio´n de perfil, segu´n
el nu´mero de productos an˜adidos al perfil, l, con α = 0.75. Destacamos los mejores valores.
La pregunta que surge ahora es si la informacio´n de contenido ayuda en la seleccio´n
de los productos. Las caracter´ısticas de contenido no pueden identificar la calidad.
Cuando dos pel´ıculas comparten los mismos valores para todas sus caracter´ısticas de
contenido, no es posible distinguir una pel´ıcula buena de una mala. As´ı, ser´ıa u´til
considerar ma´s datos para ayudar a estas te´cnicas a determinar cua´ndo an˜adir un
producto concreto a la lista de expansio´n. Por tanto, decidimos considerar informacio´n
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l Media Simple Ponderada Z-score
5 0.228 0.225 0.233 0.230
10 0.167 0.190 0.187 0.186
15 0.116 0.171 0.161 0.160
20 0.074 0.117 0.098 0.099
50 0.141 0.120 0.115 0.117
Tabla 6.4: P@5 en recomendacio´n para diferentes te´cnicas de expansio´n de perfil, segu´n
el nu´mero de productos an˜adidos al perfil, l, con α = 0. Destacamos los mejores valores.
colaborativa, y, ma´s concretamente, popularidad.
En la Seccio´n 6.2.4.1 se menciono´ la popularidad como un modo de mejorar la ex-
pansio´n en situaciones de cold-start. Las Tablas 6.3 y 6.4 confirman esto. Con α = 0.75
los resultados son incluso mejores a los que presentan los algoritmos globales basados
en productos. De hecho, cuanto ma´s grande es el taman˜o de expansio´n, ma´s similares
son los resultados a los obtenidos por el algoritmo que considera so´lo popularidad.
Figura 6.3: Curvas P-R en recomendacio´n para distintos algoritmos con su nu´mero o´ptimo
de productos an˜adidos al perfil, l.
La Figura 6.3 tambie´n muestra la mejora obtenida con popularidad. Se puede com-
probar que cuanto mayor peso se le da a la popularidad, mayor es la precisio´n de
la recomendacio´n. Sin embargo, es necesario estudiar la razo´n por la que esto sucede.
Analizando el conjunto de datos, es posible darse cuenta de que algunas pel´ıculas (popu-
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lares) han sido valoradas por cerca del 50 % de los usuarios. Estos productos populares
pueden ser recomendados, siempre y cuando sus puntuaciones alcancen el umbral de
relevancia (producto popular no implica necesariamente buen producto). Si so´lo se re-
comiendan estos productos, se obtienen buenos resultados, ya que es muy probable que
formen parte de los perfiles de los usuarios. De hecho, en la expansio´n cuando α = 0
(so´lo popularidad), la precisio´n alcanza el valor de 0.60 cuando el recall es muy bajo.
No obstante, esta expansio´n puede causar que el algoritmo de recomendacio´n se sesgue
hacia los productos ma´s populares. Los resultados dejan de estar personalizados. Esta
alta precisio´n se debe a la limitacio´n de la evaluacio´n oﬄine, porque un producto so´lo
se considera relevante si aparece en el perfil del usuario.
Por otro lado, usando α = 1 los resultados son ligeramente mejores que con el
algoritmo sin expansio´n de perfil, y muy similares a los obtenidos con el algoritmo local
basado en usuarios, cuando el recall es bajo. En realidad, en la tarea de recomendacio´n
so´lo una pequen˜a cantidad de productos relevantes se le mostrara´ al usuario actual.
As´ı, aunque es importante la curva en su totalidad, se debe poner especial atencio´n a
la primera parte de ella. Si comparamos las curvas del algoritmo sin expansio´n con las
curvas para los algoritmos con expansio´n se puede ver co´mo la primera decrece ma´s
lentamente que las otras.
Finalmente, es importante destacar otro aspecto en las diferencias entre el compor-
tamiento con α = 0 y con α = 1. Con α = 0 el algoritmo alcanza una precisio´n de
0.40 en expansio´n, la cual disminuye en recomendacio´n (0.22). Por otro lado, con α = 1
la precisio´n es de 0.03 en expansio´n, pero se incrementa hasta 0.11 en recomendacio´n.
Adema´s, el MAE que se obtiene en expansio´n es ligeramente mejor cuando el algoritmo
no usa popularidad, como ya se menciono´ previamente. As´ı, a pesar de alcanzar altas
precisiones en expansio´n, los productos usados para la expansio´n con popularidad no
esta´n personalizados, y, en consecuencia, al usar el algoritmo kNN la precisio´n en la
recomendacio´n decrece. En contraste, aunque al usar so´lo informacio´n de contenido la
precisio´n en expansio´n es baja, esta precisio´n se incrementa en la recomendacio´n, ya
que los productos son similares a los del perfil del usuario. Es decir, algunos productos
podr´ıan ser considerados relevantes a pesar de no estar en el perfil del usuario. Sin
embargo, la evaluacio´n oﬄine no permite distinguir estos casos.
6.5. Conclusiones
La expansio´n de perfil puede ser vista como un conjunto de te´cnicas para aliviar el
problema del usuario nuevo. En este cap´ıtulo hemos mostrado co´mo estas te´cnicas pue-
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den ser usadas para abordar tambie´n el problema de un nuevo sistema. Adema´s, hemos
identificado las diferentes fases del proceso de expansio´n de perfil y co´mo evaluarlas.
De hecho, el ana´lisis de cada fase ayuda a simplificar el ana´lisis de la siguiente.
Particularmente, hemos propuesto una te´cnica basada en contenido en la que las
caracter´ısticas han sido seleccionadas usando un ana´lisis manual. Se han empleado
varias estrategias para calcular los pesos y las puntuaciones para los productos de la
expansio´n. Se ha usado una similitud ponderada para cada caracter´ıstica. Adema´s, las
estrategias basadas en contenido para calcular las puntuaciones funcionaron ligeramente
mejor en recomendacio´n que la media de las puntuaciones, la alternativa colaborativa
considerada. Por tanto, hemos mostrado co´mo la informacio´n de contenido puede ser u´til
no so´lo para calcular la lista de expansio´n, sino tambie´n para calcular las puntuaciones.
Por otro lado, tambie´n hemos mencionado la popularidad como una caracter´ıstica
adicional. Hemos mostrado que incluir esta caracter´ıstica mejora los resultados, pero
conduce a ciertos problemas. Primero, sesga los resultados hacia los productos ma´s
populares. Adema´s, los resultados no esta´n personalizados. De este modo, ser´ıa intere-
sante llegar a un consenso entre popularidad y las caracter´ısticas de contenido segu´n
el nivel de personalizacio´n deseado en los resultados. La popularidad puede ser ade-
cuada cuando el problema del nuevo sistema sea extremo y los perfiles de usuario sean
demasiado dif´ıciles de obtener.
En cuanto a los trabajos futuros, se podr´ıa llevar a cabo un ana´lisis ma´s profundo
de las diferencias entre expandir so´lo el usuario actual y realizar una expansio´n global.
Algunos aspectos relacionados con los algoritmos kNN, como las medidas de similitud
o el nu´mero de vecinos, pueden ser tambie´n estudiados no so´lo en el algoritmo reco-
mendador, sino tambie´n en los algoritmos de expansio´n para distintas aproximaciones.
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Parte III





Introduccio´n a la recomendacio´n
de consultas
En esta segunda parte de la tesis estudiaremos co´mo se comportan los algoritmos
de filtrado colaborativo en un nuevo entorno: la recomendacio´n de consultas. Para ello,
en primer lugar es necesario introducir algunos conceptos ba´sicos de este nuevo a´mbito,
as´ı como las principales contribuciones del estado del arte.
Hay que tener en cuenta que en la actualidad existe una cantidad ingente de infor-
macio´n disponible en la web que evoluciona d´ıa a d´ıa. Sin embargo, aunque pu´blica,
dicha informacio´n es desestructurada. Es por ello que son necesarias herramientas para
manejar, recuperar y filtrar toda esta informacio´n disponible. Una de estas herramien-
tas son los motores de bu´squeda o buscadores web, que permiten, entre otras funciones,
consultar que´ pa´ginas web esta´n relacionadas con un determinado tema. Sin embargo,
no siempre es sencillo formular la consulta exacta que permite obtener la informacio´n
deseada.
Por otro lado, el principal objetivo de un motor de bu´squeda es ayudar al usua-
rio a satisfacer sus necesidades de informacio´n de un modo eficiente. En este sentido,
cualquier ayuda proporcionada al usuario para reducir el tiempo invertido tiene una
gran importancia. De hecho, los principales motores de bu´squeda, adema´s de poder
responder a las peticiones en unos pocos cientos de milisegundos, normalmente ofre-
cen al usuario algunas sugerencias, en forma de consultas, que esta´n de algu´n modo
relacionadas con la informacio´n que el usuario necesita. Estas sugerencias tienen como
finalidad dirigir al usuario en la direccio´n correcta y en la mayor´ıa de los casos ahorrar-
le tanto tener que realizar un excesivo nu´mero de consultas como consumir demasiado
tiempo en la bu´squeda. Las recomendaciones suelen estar sema´nticamente relacionadas
con la consulta original. Se obtienen principalmente mediante modelos entrenados con
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la informacio´n presente en query logs, que no son ma´s que registros de la actividad de
los diferentes usuarios en el propio motor de bu´squeda. En general, podemos recibir
recomendaciones para una consulta cuando e´sta ya haya sido previamente enviada al
motor de bu´squeda por cualquiera de los usuarios del servicio.
En la siguiente seccio´n explicaremos que´ es un query log y que´ puede aportar su
estudio. Tambie´n nos centraremos en co´mo son los procesos de bu´squeda llevados a cabo
por los usuarios en un motor de bu´squeda. A continuacio´n, describiremos los tipos de
consultas existentes. Despue´s, indicaremos diferentes modos de identificar las tareas
que un mismo usuario ha llevado a cabo en un buscador a partir de la informacio´n
contenida en un query log. Finalmente, abordaremos co´mo el buscador web ayuda al
usuario por medio de recomendaciones de consultas.
7.1. Query logs
Las grandes compan˜´ıas de bu´squeda web mantienen ficheros de log con informa-
cio´n acerca de la interaccio´n de los usuarios con el propio motor de bu´squeda. Dicha
informacio´n incluye principalmente un identificador de usuario o de la sesio´n del nave-
gador (obtenido generalmente a partir de una autenticacio´n previa o una cookie [Kristol
y Montulli, 1997], respectivamente), las diferentes consultas enviadas y un timestamp
que indica el momento en el que fueron realizadas dichas consultas. Aparte de ello,
tambie´n puede incluir contenido adicional como el nu´mero de pa´ginas devueltas por
el motor de bu´squeda ante cada una de las bu´squedas, las distintas URLs sobre las
que el usuario ha hecho clic, as´ı como la posicio´n de las mismas entre los documentos
devueltos, pequen˜os fragmentos del contenido de las pa´ginas o snippets, etc.
Los motores de bu´squeda se pueden mejorar con el ana´lisis de los query logs [Baeza-
Yates, 2004, 2005; Silvestri, 2010]. El ana´lisis de la distribucio´n de las consultas (y sus
te´rminos), el tiempo de llegada de cada consulta, los resultados con clic, etc. pueden
permitir comprender mejor co´mo son los procesos de bu´squeda, que´ tipos de consultas se
realizan, con que´ finalidad, la longitud media de las consultas, el nu´mero de resultados
visitados, etc. Pero no so´lo eso. Tambie´n permite el desarrollo de nuevas te´cnicas de
sugerencia de consultas para hacer ma´s sencillo el proceso de bu´squeda a los usuarios
(ver la Seccio´n 7.5), te´cnicas de reclasificacio´n de los documentos que forman parte del
resultado de una bu´squeda determinada [Joachims, 2002], te´cnicas para realizar cache´
de consultas [Markatos, 2000; Puppin et al., 2006; Shokouhi et al., 2007], ı´ndices de
bu´squeda [Baeza-Yates, 2004] y mucho ma´s.
En la literatura podemos encontrar trabajos acerca del estudio de diversos query
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logs desde finales de los an˜os 90: AltaVista [Silverstein et al., 1999], Excite [Wolfram,
2000], AlltheWeb [Jansen y Spink, 2005], TodoCL [Spink et al., 2001, 2002], AOL
[Beitzel et al., 2007], Yahoo! [Skobeltsyn et al., 2008], Dogpile [Jansen et al., 2007c],
etc. Esta informacio´n disponible para la comunidad cient´ıfica dista mucho de ser todo
lo abundante y reciente que desear´ıamos. Por norma general, los investigadores cuentan
con pequen˜os query logs pu´blicos que algunas compan˜´ıas hacen accesibles y que abarcan
periodos de tiempo generalmente pequen˜os, con no demasiados usuarios. Dos ejemplos
entre los pocos query logs pu´blicos disponibles son los query logs de Microsoft y AOL.
En enero de 2006 Microsoft Research publico´ un query log de alrededor de 15 millones
de consultas recogidas a lo largo de un mes. En ese mismo an˜o, AOL publico´ otro query
log con ma´s de 30 millones de consultas enviadas por 650000 usuarios a lo largo de 3
meses. Sin embargo, este query log, pensado para la comunidad cient´ıfica, presentaba
un importante problema: vulneraba la intimidad de muchos de sus usuarios, puesto
que, aunque no identificaban a los usuarios directamente, gracias al contenido de las
propias consultas era posible identificar a muchos de ellos. Esto hizo que la compan˜´ıa
retirase los datos, si bien ya hab´ıa sido replicado y distribuido en numerosos sitios web.
7.2. Proceso de bu´squeda
Antes de pensar en co´mo recomendar consultas a un usuario es necesario pensar en
co´mo realiza una bu´squeda una persona. De hecho el comportamiento de los usuarios y
su actividad diaria puede ser revelada a partir de las consultas que env´ıan a los motores
de bu´squeda [Jansen y Spink, 2006; Lee et al., 2005].
En el art´ıculo [Marchionini, 2006] el autor distingue distintos tipos de bu´squeda:
la bu´squeda de informacio´n y la bu´squeda exploratoria. El primer tipo se satisface
ra´pidamente con pequen˜as cantidades de informacio´n (es decir, fechas, nu´meros, nom-
bres, etc.) y referencia a ejemplos de bu´squeda simple como el tiempo que va a hacer
hoy en nuestra ciudad, la fecha de un determinado evento, etc. El segundo se puede, a su
vez, subdividir en tareas de aprendizaje y tareas de investigacio´n. Las tareas de apren-
dizaje suponen un esfuerzo por parte del usuario, que requiere de varias interacciones
con el motor de bu´squeda (por tanto, de ma´s tiempo) para poder comprender la infor-
macio´n recuperada. Las tareas de investigacio´n, sin embargo, requieren generalmente
largos periodos de tiempo y mu´ltiples interacciones con el motor de bu´squeda.
En [O’Day y Jeffries, 1993] los autores determinaron que el proceso de bu´squeda
de informacio´n consta a su vez de diversas bu´squedas. Adema´s, los resultados de una
bu´squeda suelen acarrear nuevas necesidades de informacio´n y, por consiguiente, nuevas
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bu´squedas en distintas direcciones.
Tal y como se indica en [Baeza-Yates y Ribeiro-Neto, 2011], muchos investigadores
han desarrollado modelos de co´mo los usuarios realizan su tarea de bu´squeda. El mo-
delo cla´sico descrito en [Sutcliffe y Ennis, 1998] es un modelo c´ıclico que esta´ formado
por las siguientes actividades: identificacio´n del problema, expresio´n de las necesidades
de informacio´n, formulacio´n de la consulta y evaluacio´n de los resultados. El usuario,
cuando identifica el problema, env´ıa su consulta al motor de bu´squeda. Generalmente,
el texto introducido no supera las tres palabras [Jansen et al., 2005, 2007c]. La efi-
ciencia de los motores de bu´squeda de hoy en d´ıa permite a los usuarios comenzar el
proceso de bu´squeda con consultas gene´ricas e ir refina´ndolas en funcio´n de los resul-
tados obtenidos hasta lograr la informacio´n deseada [Bates, 1990; Hertzum y Frøkjær,
1996; Marchionini, 1995]. De esta manera, el usuario intenta averiguar si el motor de
bu´squeda es capaz de proporcionarle los resultados necesarios. En caso de que esto no
sea as´ı, el usuario reformula la consulta. Si los resultados son prometedores, el usuario
tiende a acceder a las pa´ginas que le parecen ma´s relevantes y a refinar la bu´squeda en
los propios sitios a los que accede, siguiendo una estrategia bastante comu´n conocida
como orienteering u orientacio´n [O’Day y Jeffries, 1993; Teevan et al., 2004], puesto
que el usuario va orientando y reformulando la consulta hacia el propo´sito que busca.
Se ha demostrado que la combinacio´n de las consultas al motor de bu´squeda junto con
la estrategia de orientacio´n es la solucio´n que mejor resultados obtiene [Bilal, 2002;
Pollock y Hockley, 1997].
El modelo esta´ndar de bu´squeda de informacio´n tiene como suposicio´n subyacente
que la necesidad de informacio´n es esta´tica, y el proceso de bu´squeda consiste sim-
plemente en un refinamiento continuo de una consulta hasta encontrar la informacio´n
deseada [Baeza-Yates y Ribeiro-Neto, 2011]. Modelos ma´s recientes se inclinan por una
aproximacio´n ma´s dina´mica, en donde el usuario aprende conforme busca, y la necesi-
dad de informacio´n se va ajustando en concordancia. Este proceso dina´mico se conoce
tambie´n como modelo de bu´squeda de la recoleccio´n de bayas [Bates, 1989].
Otros modelos de bu´squeda como los presentados en [Bates, 1979; Pirolli, 2007;
Russell et al., 1993] caracterizan los procesos desde el punto de vista de las estrategias
y co´mo son las tomas de decisio´n de los usuarios.
Otro aspecto importante a tener en cuenta en un proceso de bu´squeda, indepen-
dientemente del modelo definido, es que los usuarios a menudo buscan informacio´n que
ya han buscado previamente, y esto hace que su comportamiento a la hora de realizar la




Por otro lado, existen trabajos [Ho¨lscher y Strube, 2000; Lazonder et al., 2000;
White et al., 2005] que abordan las diferencias en las estrategias de bu´squeda entre
un usuario novicio y uno experto en el asunto, as´ı como la relacio´n entre el dominio
del proceso de bu´squeda, y el dominio de un determinado tema [Christine Jenkins y
Wiedenbeck, 2003]. De este modo, la persistencia en la bu´squeda [Patterson et al., 2001]
o el tiempo dedicado a ella pueden determinar el e´xito o el fracaso final a la hora de
encontrar la informacio´n deseada [Tabatabai y Shore, 2005].
7.3. Consultas
Los usuarios, cuando hacen uso de un motor de bu´squeda, emplean diferentes tipos
de consultas. La clasificacio´n ma´s cla´sica y popular [Broder, 2002] (refinada ma´s tarde
en [Rose y Levinson, 2004]) agrupa dichas consultas en informacionales, navegacionales
y transaccionales. Las consultas informacionales tienen como objetivo satisfacer una
necesidad de informacio´n. Con las consultas navegacionales se busca encontrar la direc-
cio´n de un sitio web para que as´ı el usuario puede navegar en e´l. Por su parte, cuando
un usuario emplea una consulta transaccional lo que busca es realizar alguna accio´n
interactiva como puede ser comprar una entrada para un concierto, descargar un libro,
etc. El problema que surge es que no es fa´cil determinar cua´l es la intencio´n de una
consulta concreta, y en muchos casos es ambiguo. Por ejemplo, cuando escribimos el
nombre de un equipo de baloncesto, no se sabe si queremos obtener informacio´n acerca
de la historia del equipo, acceder a su pa´gina web, o ver un partido en streaming. Es
por ello que se han desarrollado diferentes te´cnicas para determinar automa´ticamente
la intencio´n de una determinada consulta [Baeza-Yates et al., 2006; Jansen et al., 2007a;
Kang y Kim, 2003; Lee et al., 2005]. Asimismo, como ya se ha dicho, existen bu´squedas
que el usuario realiza frecuentemente. Las consultas que el usuario repite una vez tras
otra, sobre todo consultas navegacionales, se conocen como consultas de rebu´squeda
[Jones et al., 2001, 2002; Teevan et al., 2004] y suponen un problema a la hora de
predecir el comportamiento de un usuario.
Otra caracter´ıstica importante a partir de la cual se pueden clasificar las consultas
es el tema de las mismas. Aunque se han desarrollado diversas te´cnicas para clasificar
las consultas segu´n su tema [Broder et al., 2007], la propia ambigu¨edad inherente al
lenguaje humano, la falta de rigor a la hora de escribir una consulta, etc. hacen esta tarea
complicada. De hecho, cuando se tienen necesidades que satisfacer o tareas que realizar,
en determinadas ocasiones expresarlas por medio de una consulta resulta complicado. A
menudo, dicha expresio´n so´lo engloba parte de las necesidades, por lo que se convierte
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en algo imperfecto. Es un reto para el usuario ser capaz de elaborar una consulta que
conduzca a los resultados que busca. En el mejor de los casos, si el usuario es capaz de
expresar con perfeccio´n su consulta, aparece otra dificultad: interpretar correctamente
los resultados obtenidos.
Hay estudios que demuestran lo dif´ıcil que es para los usuarios determinar la rele-
vancia de un documento para un determinado tema, sobre todo cuando el usuario sabe
poco sobre e´l [Croft et al., 2001; Ruthven y Lalmas, 2003; Spink et al., 1998a; Vakkari,
2000; White et al., 2005]. Es por ello que a menudo el ranking del documento supone el
principal punto de apoyo para determinar su relevancia para los usuarios [Granka et al.,
2004; Joachims et al., 2005]. De hecho, esto ha sido probado en trabajos de eye tracking
como [Joachims et al., 2007], en donde se muestra la predileccio´n de los usuarios por los
primeros resultados, y la confianza en el orden de los resultados devueltos por el mo-
tor de bu´squeda. Tambie´n supone un problema determinar la cantidad de documentos
relevantes accedidos y si existen ma´s documentos relevantes en la coleccio´n [Sutcliffe y
Ennis, 1998; Tabatabai y Shore, 2005].
7.4. Segmentacio´n de sesiones
En el ana´lisis de consultas hay que tener en cuenta que un usuario generalmente no
env´ıa al motor de bu´squeda consultas independientes, sino que esta´n relacionadas entre
s´ı. Normalmente en un query log las consultas aparecen asociadas bien a un usuario,
bien a un identificador de sesio´n. A la hora de trabajar con query logs a menudo no
es suficiente con tener todas las consultas asociadas a un mismo usuario por lo que
dichas consultas se separan en diferentes conjuntos con cierta relacio´n. A este hecho
se le denomina segmentacio´n. Aunque el concepto de sesio´n parece intuitivo, existe
divergencia en la literatura acerca de su definicio´n. Principalmente se puede ver bien
como la secuencia de consultas enviadas por un usuario durante un d´ıa, bien la se-
cuencia de consultas enviadas por un usuario desde que inicia hasta que abandona el
navegador o bien la secuencia de consultas comprendidas entre periodos de inactividad
[Gayo-Avello, 2009]. Si bien nosotros nos decantamos por las definiciones que aparecen
en [Hagen et al., 2013] de sesiones f´ısica y lo´gica, y misio´n de bu´squeda, el concepto
de sesio´n tiene muchas definiciones alternativas [Hansen y Shriver, 2001; He y Go¨ker,
2000; He et al., 2002; Jansen y Spink, 2003; Jansen et al., 1998, 2000; Silverstein et al.,
1999; Spink et al., 1998b; Wen y Zhang, 2003; Wolfram, 2000; Xiong y Agichtein, 2007].
As´ı, dos consultas consecutivas pertenecera´n a una sesio´n f´ısica si el lapso de tiempo
transcurrido entre ambas no supere un determinado umbral. Por tanto, se trata de una
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definicio´n basada meramente en el concepto tiempo. En una misma sesio´n f´ısica, sin
embargo, pueden existir consultas que pertenezcan a diferentes necesidades de informa-
cio´n. Por ejemplo, un mismo usuario desde un mismo navegador puede estar buscando
simulta´neamente informacio´n acerca de un determinado problema en su tele´fono mo´vil
e informacio´n sobre las fiestas gastrono´micas en Galicia. Dichas consultas pueden es-
tar incluso intercaladas. Aqu´ı surge el concepto de sesio´n lo´gica [Baeza-Yates, 2007],
tambie´n llamada cadena de consultas [Radlinski y Joachims, 2005], que representa a
aquellas consultas pertenecientes a una misma sesio´n f´ısica que comparten una misma
necesidad de informacio´n. No obstante, la finalidad de distintas sesiones lo´gicas de un
mismo usuario puede ser igual, por lo que aparece otro concepto: la misio´n de bu´squeda
[Jones y Klinkner, 2008]. Dicho concepto engloba a todas las consultas de un usuario
con la misma necesidad de informacio´n, sea cual sea el intervalo de tiempo que las
separa.
En la literatura se han propuesto diversas te´cnicas para la segmentacio´n de un query
log. Principalmente estas te´cnicas se pueden clasificar en: basadas en tiempo, basadas
en el le´xico y basadas en informacio´n sema´ntica.
7.4.1. Basadas en tiempo
Los usuarios tienden a realizar ra´fagas de consultas en periodos cortos de tiempo
y despue´s dejar periodos relativamente largos de inactividad. Por tanto, para detectar
los l´ımites de sesio´n, en [Silverstein et al., 1999] los autores sugirieron la aplicacio´n de
los l´ımites temporales. Este me´todo es muy popular debido a su simplicidad y ha sido
ampliamente utilizado con diferentes valores para el umbral de tiempo [Anick, 2003;
Catledge y Pitkow, 1995]: 5 minutos [Downey et al., 2007], entre 10 y 15 minutos [Go¨ker
y He, 2000; He et al., 2002], entre 20 y 40 minutos [Huang et al., 2004a], entre 1 y 50
minutos [He y Go¨ker, 2000], 30 minutos [Radlinski y Joachims, 2005], 60 (e incluso 120)
minutos [Buzikashvili y Jansen, 2006]. Existen otras soluciones, como la presentada en
[Chen et al., 2002], en donde se propone un umbral adaptativo que depende tanto del
usuario como de la tarea.
En [Murray et al., 2006] afirmaron que la aplicacio´n del mismo umbral para todos
los usuarios no es necesariamente apropiado para cada uno de ellos en todas las cir-
cunstancias y, en consecuencia, propusieron una te´cnica que considera un umbral para
cada usuario a trave´s de un algoritmo basado en clasificacio´n aglomerativa jera´rquica
[Jain y Dubes, 1988], donde cada consulta comienza siendo una sesio´n para que despue´s
gradualmente cada sesio´n se vaya uniendo en sesiones ma´s generales que las engloben.
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7.4.2. Basadas en el le´xico
Otros investigadores han sugerido la idea de utilizar las caracter´ısticas le´xicas de
las consultas para determinar si existe un cambio de tema y, por tanto, un l´ımite en
la sesio´n lo´gica. Normalmente este tipo de te´cnicas no se emplean solas. A menudo se
combinan con te´cnicas basadas en tiempo.
Los patrones de bu´squeda son empleados habitualmente para poder detectar un
cambio de sesio´n lo´gica en este tipo de te´cnicas. A este respecto, se han propuesto varias
clasificaciones de los patrones de bu´squeda [He et al., 2002; Huang y Efthimiadis, 2009;
Jansen et al., 2007d; Lau y Horvitz, 1999; Ozmutlu y C¸avdur, 2005; Ozmutlu et al.,
2006; Spink et al., 2000]. Dichos patrones de bu´squeda indican la relacio´n entre dos
consultas consecutivas y facilitan la deteccio´n de los l´ımites de las sesiones lo´gicas.
Para ello los siguientes patrones son de intere´s:
1. Repeticio´n. La primera y la segunda consultas son iguales.
2. Especializacio´n. La segunda consulta trata el mismo tema que la primera, pero
busca informacio´n ma´s concreta.
3. Generalizacio´n. La segunda consulta busca informacio´n menos concreta que la
primera.
4. Reformulacio´n. Tanto la primera como la segunda consultas se refieren al mis-
mo tema y comparten te´rminos en comu´n, aunque presentan tambie´n te´rminos
diferentes.
5. Nuevo. La segunda consulta trata sobre un tema diferente al de la primera.
Cuando se utilizan patrones de bu´squeda para detectar sesiones lo´gicas hay dos
enfoques principales: bien se puede suponer que el patro´n de bu´squeda nuevo implica
siempre un l´ımite de sesiones [Jansen et al., 2007b], bien se puede obtener informacio´n
estad´ıstica de los query logs para saber la probabilidad de que este patro´n de bu´squeda
en realidad implique un cambio de sesio´n lo´gica en funcio´n de la diferencia de tiem-
po entre dos consultas sucesivas [He et al., 2002]. Dada la naturaleza del patro´n de
bu´squeda nuevo, el primer enfoque implica que muchas consultas relacionadas se di-
viden en distintas sesiones lo´gicas. Diferentes enfoques intentan resolver parcialmente
este problema. As´ı, en [He y Go¨ker, 2000; He et al., 2002] combinaron tanto patrones
temporales como patrones de bu´squeda para decidir si dos consultas han de pertenecer
o no a la misma sesio´n lo´gica. En concreto, emplean la teor´ıa de Dempster-Shafer sobre
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probabilidades precalculadas, como tambie´n se propone en [Ozmutlu y C¸avdur, 2005;
Ozmutlu et al., 2006]. Por su parte, en [Radlinski y Joachims, 2005] emplearon clasifica-
dores SVM (me´todo de aprendizaje supervisado). Se han propuesto otros me´todos para
hacer tal combinacio´n, como redes neuronales, regresio´n lineal mu´ltiple, simulacio´n de
Monte Carlo, probabilidades condicionales...
Debe tenerse en cuenta que los patrones de bu´squeda esta´n determinados por medio
de comparaciones le´xicas usando medidas de similitud entre cadenas de texto. Cuando
dos consultas no comparten ningu´n te´rmino en comu´n, suele ser indicador de un cambio
de tema y, por tanto, de una nueva sesio´n lo´gica [Jansen et al., 2007b]. Por ejemplo, la
distancia Levenshtein [Jones y Klinkner, 2008] determina cua´ntos caracteres se nece-
sitan cambiar en una determinada consulta para transformarla en otra. El coeficiente
Jaccard [Lucchese et al., 2011], por su parte, mide el solape entre consultas, ya sea
entre caracteres o palabras.
As´ı, por ejemplo, en [Shi y Yang, 2006] desarrollaron el me´todo de la ventana de
deslizamiento dina´mico de segmentacio´n que se basa en tres restricciones tempora-
les: ma´ximo tiempo entre dos consultas consecutivas pertenecientes a la misma sesio´n
lo´gica, ma´ximo tiempo de inactividad dentro de la misma sesio´n y ma´xima longitud
de una sesio´n lo´gica simple. Emp´ıricamente establecieron a 5 minutos, 24 horas y 60
minutos dichos valores, respectivamente. Esto significa que dos consultas sucesivas con
un espacio ma´s corto de 5 minutos deben pertenecer a la misma sesio´n lo´gica (siempre y
cuando toda la sesio´n dure 24 horas ma´ximo) y dos consultas con un espacio de ma´s de
60 minutos pertenecen a diferentes sesiones. Esas consultas con un intervalo de tiempo
entre 5 y 60 minutos se comparan utilizando la distancia Levenshtein para decidir si
son lo suficientemente similares como para pertenecer a la misma sesio´n lo´gica o no.
Otro me´todo diferente es el me´todo geome´trico presentado en [Gayo-Avello, 2009],
un ejemplo de combinacio´n de te´cnicas de tiempo y le´xicas.
Los me´todos le´xicos presentan el problema de la discordancia en el vocabulario, es
decir, la existencia de consultas relacionadas que no tienen ningu´n te´rmino en comu´n.
Por ejemplo, aunque dos consultas como recuperacio´n de informacio´n y Baeza-Yates
es probable que tengan el mismo objetivo, usando so´lo medidas basadas en distancia
le´xica no ser´ıa posible determinar la relacio´n sema´ntica.
7.4.3. Basadas en informacio´n sema´ntica
Las te´cnicas basadas en informacio´n sema´ntica abordan el problema de la discordan-
cia en el vocabulario. Para ello, una opcio´n es enriquecer las consultas con informacio´n
adicional. En [Shen et al., 2005] se comparan las consultas en s´ı con una representacio´n
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extendida de las mismas. Estas representaciones extendidas se forman a partir de la
concatenacio´n de los snippets de los primeros resultados proporcionados por el motor de
bu´squeda a una consulta espec´ıfica. En el estado del arte figuran trabajos que emplean
los primeros 10 resultados, 50, 100 o incluso 500 resultados. Estos me´todos abarcan
desde aque´llos que miden el solape entre los conjuntos de URLs, hasta la distancia
coseno entre t´ıtulos de las pa´ginas y snippets o incluso la distancia coseno entre los
documentos en s´ı [Buzikashvili y Jansen, 2006] . Sin embargo, todo esto es bastante
costoso. As´ı, otra opcio´n, usada en [Lucchese et al., 2011], es emplear el framework
ESA [Gabrilovich y Markovitch, 2007] para buscar las similitudes sema´nticas en otra
coleccio´n de datos auxiliar como Wikipedia o Wiktionary. Ejemplo de grafos son los
denominados query flow graphs [Boldi et al., 2008, 2009], que son modelos para repre-
sentar los datos recogidos en un query log que permiten hacer una segmentacio´n de las
consultas aplicando el problema del vendedor viajante.
7.4.4. Deteccio´n de misiones
La deteccio´n de misiones es una tarea ma´s compleja que la segmentacio´n de sesiones
lo´gicas, puesto que implica la existencia de multitareas, ya que un usuario puede realizar
tareas de un modo entrelazado, incluso durante sesiones f´ısicas diferentes. Pocos son los
trabajos que abordan este problema, pudiendo destacar entre ellos [Hagen et al., 2013;
Jones y Klinkner, 2008; Kotov et al., 2011; Lucchese et al., 2011, 2013].
7.5. Sugerencia de consultas
En los motores de bu´squeda los usuarios no solamente tienen problemas a la ho-
ra de elaborar la consulta correctamente, sino que tambie´n al emplear algunas de las
herramientas de las que disponen. Es por ello que herramientas que son presentadas
al usuario y en las que su intervencio´n es menos activa son de gran ayuda. Un claro
ejemplo es la sugerencia de consultas [Baeza-Yates y Ribeiro-Neto, 2011]. De hecho, la
especificacio´n de consultas experimento´ un cambio muy positivo desde que sugerencias
dina´micas, tambie´n llamadas auto-completar o auto-sugerencias, fueron incluidas como
parte de las interfaces de los motores de bu´squeda [White y Marchionini, 2007]. La in-
formacio´n que usan para dar este tipo de sugerencias es mı´nima, abarcando u´nicamente
los caracteres que ha enviado el usuario y, en mayor o menor medida, el historial de
consultas del usuario, informacio´n geogra´fica o caracter´ısticas de personalizacio´n de
los usuarios. Dichas sugerencias se presentan antes de que la consulta sea enviada por
completo al servidor por lo que se trata de un proceso que ha de ser eficiente, as´ı como
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eficaz, teniendo en cuenta diversos aspectos como la diversidad de las propuestas, la
correccio´n ortogra´fica de las consultas, la temporalidad o la personalizacio´n. Tambie´n
existe otro tipo de sugerencias encaminadas a enmendar errores ortogra´ficos en las con-
sultas, como puede ser la inversio´n de letras [Kukich, 1992]. Para ello se analizan los
query logs y se aprovecha la sabidur´ıa de las masas y la reformulacio´n de consultas de
usuarios previos para proporcionar las soluciones a dichos errores [Ahmad y Kondrak,
2005; Chen et al., 2007; Cucerzan y Brill, 2004; Li et al., 2006]
Por otro lado, la recomendacio´n de consultas o query suggestion, se refiere a la pro-
posicio´n de nuevas consultas que le realiza el motor de bu´squeda al usuario al haber
enviado una consulta. Estas recomendaciones estara´n relacionadas de alguna manera
con la consulta original, de tal modo que le resulte ma´s sencillo al usuario encontrar
aquello que busca. A diferencia de las sugerencias dina´micas, en este caso se dispone
de ma´s informacio´n: consultas completamente formuladas, resultados con sus snippets,
clics, etc. Estas fuentes de informacio´n pueden ser usadas en diferente grado para crear
te´cnicas para la sugerencia de consultas. As´ı, algunas soluciones emplean el conocimien-
to del contexto; es decir, las recomendaciones se basan en el orden de los documentos
obtenidos para medir similitudes entre consultas [Raghavan y Sever, 1995], en la inter-
seccio´n entre conjuntos de resultados obtenidos para diferentes consultas [Fitzpatrick y
Dent, 1997], o la informacio´n obtenida a partir de los snippets usados a modo de consul-
tas [Sahami y Heilman, 2006]. Otras soluciones ignoran el contenido y usan como fuente
de informacio´n los documentos comunes entre consultas sobre los que se ha hecho un clic
[Beeferman y Berger, 2000]. El uso de informacio´n obtenida a trave´s de los datos de clics
(click-through data) para medir la similitud entre consultas tambie´n se puede encontrar
en [Cucerzan y White, 2007; Zhang y Nasraoui, 2006]. El problema que tiene este tipo
de aproximaciones es que el nu´mero de clics por consulta es reducido [Baeza-Yates,
2005]. Existen otras alternativas que consideran el flujo de consultas. Otros trabajos
usan informacio´n extra´ıda de la sesio´n del usuario para presentar sugerencias [Fonseca
et al., 2005; Huang et al., 2003]. En lugar de utilizar una u´nica consulta, este tipo de
aproximaciones consideran el camino de bu´squeda llevado por el usuario para poder
as´ı determinar de un modo ma´s adecuado la finalidad de una consulta determinada
[Fonseca et al., 2003; Zhang y Nasraoui, 2006]. Se tienen en cuenta, por tanto, las sesio-
nes de bu´squeda. Por u´ltimo, existen tambie´n propuestas h´ıbridas [Baeza-Yates et al.,
2004b,c, 2007b], que tienen en cuenta varias de las fuentes de informacio´n disponibles.
En cuanto a los tipos de te´cnicas, en la literatura podemos encontrar desde la su-
gerencia simple de las consultas que ma´s frecuentemente se realizaron en el pasado,
hasta el uso de soluciones basadas en te´cnicas de clustering que pueden usar, a dife-
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rentes niveles, informacio´n disponible en query logs [Baeza-Yates et al., 2004a,c, 2007b;
Beeferman y Berger, 2000; Wen et al., 2001]. Algunas se centran en obtener reglas de
asociacio´n a partir de los query logs [Fonseca et al., 2003]. Otros emplean la reformula-
cio´n de las consultas enviadas por usuarios previos [Jones et al., 2006], o incluso dejan
a los usuarios escoger las te´cnicas para medir la similitud entre las consultas [Za¨ıane y
Strilets, 2002].
Finalmente, se han empleado tambie´n te´cnicas de expansio´n de consultas, como [Cui
et al., 2002]. E´stas se pueden dividir en te´cnicas de relevance feedback y query expan-
sion. Ambas asumen que una consulta no es ma´s que un primer intento para conseguir
el objetivo final del usuario, por lo que intentan mejorar dicha consulta an˜adie´ndole
nuevos te´rminos. Mientras que con las te´cnicas de relevance feedback, como el algorit-
mo de Rocchio [Rocchio, 1971], el usuario selecciona expl´ıcitamente los resultados que
considera relevantes y el motor de bu´squeda, a partir de dicha informacio´n, intenta
perfeccionar el conjunto de resultados devuelto, con las te´cnicas de query expansion el
usuario no hace dicha seleccio´n y son necesarias otras fuentes de informacio´n, como
click-through data [Joachims, 2002].
Cabe destacar que tanto el disen˜o como la evaluacio´n de todo este tipo de algoritmos
resultan ser tareas complejas. Por ejemplo, en query suggestion, tradicionalmente se
han utilizado estudios con usuarios reales para probar el rendimiento de los me´todos
propuestos en la literatura. Aunque se ha considerado muy precisa la evaluacio´n con
usuarios reales, su principal inconveniente es que los experimentos dara´n resultados
diferentes cada vez, lo cual hace dif´ıcil una comparacio´n amplia de tales te´cnicas.
Diversos autores han optado por afrontar el problema partiendo de que los usuarios
no esta´n aislados, sino que pertenecen a distintas comunidades (un mismo sitio web,
una misma clase de instituto, etc.), y los miembros de dichas comunidades pueden
tener intereses en comu´n. La bu´squeda web colaborativa [Smyth, 2007] intenta mejorar
los resultados de las bu´squedas incorporando informacio´n acerca de la relevancia de
resultados para una comunidad en concreto, a trave´s de las consultas y resultados
previos obtenidos para dicha comunidad. Por ejemplo, se ha propuesto la sugerencia
de consultas repetidas que condujeron a resultados relevantes similares [Balfe y Smyth,
2004]. En trabajos como [Smyth, 2007; Smyth et al., 2005] se han considerado las
sesiones exitosas, aque´llas en las que el usuario hace clic en al menos un resultado,
como un me´todo de relevancia. El ana´lisis de clics es un modo de evaluar la relevancia
de los resultados obtenidos para una determinada consulta [Joachims et al., 2007]. Estos
datos son fa´cilmente recuperables de un motor de bu´squeda. Sin embargo, al ser datos
impl´ıcitos transparentes para el usuario, presentan ruido.
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Cap´ıtulo 8
Ana´lisis de un query log
En el Cap´ıtulo 7 se ha hecho una aproximacio´n a los conceptos generales de los
motores de bu´squeda. Entre ellos se ha explicado que´ es un query log y co´mo su ana´lisis
puede ser de gran ayuda para la mejora de los motores de bu´squeda. Tambie´n se ha
comentado que no abundan este tipo ana´lisis en la literatura.
Antes de abordar el empleo de algoritmos de filtrado colaborativo para la recomen-
dacio´n de consultas es necesario comprender el comportamiento de los usuarios en el
motor de bu´squeda a tratar. Ma´s au´n teniendo en cuenta la gran diversidad de usuarios
que lo emplean. Comprender co´mo el usuario expresa sus necesidades, co´mo es su pro-
ceso de bu´squeda, la longitud de las sesiones, etc., es imprescindible para poder despue´s
analizar la aplicacio´n de los distintos algoritmos y sus resultados.
8.1. Query log
En este cap´ıtulo realizaremos un ana´lisis del dataset Microsoft 2006 RFP (MSN)
proporcionado en la conferencia Web Search Click Data 2009. Este dataset consta
de casi 15 millones de consultas pertenecientes a 7,470,916 sesiones f´ısicas diferentes
registradas a lo largo de un mes desde el buscador de EE.UU., por lo que la gran
mayor´ıa de las consultas esta´n en ingle´s.
Para cada consulta figuran los siguientes datos: el momento en el que fue lanzada,
la cadena de caracteres que la representa, su identificador u´nico, un identificador u´nico
de la sesio´n f´ısica a la que pertenece (asociado a una cookie) y el nu´mero de resultados
devueltos por el motor de bu´squeda. En la Tabla 8.1 se muestra un fragmento de dicha
informacio´n. Por su parte, de cada resultado sobre el que se ha hecho clic disponemos
del identificador u´nico de consulta al que hace referencia, de la consulta, del momento
en que se hizo el clic y de la posicio´n del documento en la lista de resultados (ranking),
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tal y como figura en la Tabla 8.2. El nu´mero total de clics recogidos supera los 12
millones.
Momento Consulta Identificador de consulta Identificador de sesio´n Nu´mero de resultados
2006-05-23 13:33:43 bill baxton 03fce322950b4e8c 00000064723a4a55 11
2006-05-23 13:47:55 jeff daniels 4c6560e9c74d47c3 00000064723a4a55 13
2006-05-18 10:56:36 county wide home loans f6a51307996b449e 000000e99d234b65 18
2006-05-22 12:59:57 wedding flowers 470ebf6342474cec 000000f30441477f 18
2006-05-08 12:31:18 ”MIllard Cramp” 9a90d44d6e5144ea 0000012358ee4000 3
2006-05-25 11:43:33 venice beach camera d729a151423744a1 00000179777b4251 14
2006-05-25 11:47:46 rentals venice ca 90291 ac0c2b3051384eac 00000179777b4251 22
2006-05-25 11:56:39 megans law 91d09b3130824efb 00000179777b4251 18
2006-05-23 15:52:23 yousemite d12c30fbd89f423d 000001f79a144673 10
Tabla 8.1: Extracto de la informacio´n acerca de las consultas.
Identificador de consulta Consulta Momento URL Posicio´n
0000003a718649f2 schwab 2006-05-11 08:07:35 http://www.schwab.com/ 1
0000006d43b549c1 us geography 2006-05-04 14:23:00 http://www.enchantedlearning.com/usa/ 3
0000006d43b549c1 us geography 2006-05-04 14:23:03 http://www.sheppardsoftware.com/states experiment drag-
drop Intermed State15s 500.html
4
0000016aa52e4fbc wwf 2006-05-21 09:25:34 http://www.panda.org/ 2
000002aa6e27443f biggercity 2006-05-07 13:30:45 http://www.biggercity.com/chat/ 1
000005aac1f6423f shawnee studios 2006-05-09 14:21:29 http://www.shawneestudios.com/contact us.php 1
Tabla 8.2: Extracto de la informacio´n acerca de los clics.
8.2. Estudio de sesiones lo´gicas
En la Seccio´n 7.4 comentamos que para trabajar con los datos de un query log suele
ser habitual separar las diferentes sesio´n f´ısicas en sesiones lo´gicas, es decir, realizar una
segmentacio´n. Entre los diferentes me´todos de segmentacio´n, el ma´s sencillo, aunque
tambie´n el menos preciso (si bien es ampliamente usado en la literatura), es el basado
en tiempo. En esta seccio´n analizaremos diferentes umbrales de tiempo, el nu´mero de
sesiones lo´gicas resultantes, la longitud de cada una, los clics obtenidos, etc. Para ello la
segmentacio´n se realizara´ segu´n el tiempo transcurrido entre dos consultas, empleando
distintos umbrales (5, 10, 15, 20, 25, 30 y 60 minutos). Tambie´n consideramos un caso
en el que no existe umbral, es decir, el caso en el que la sesio´n lo´gica y la sesio´n f´ısica
esta´n formadas por las mismas consultas.
La Tabla 8.3 muestra el nu´mero de sesiones lo´gicas obtenido para cada uno de
los umbrales. Lo´gicamente, cuanto mayor sea dicho umbral, menor sera´ el nu´mero de
sesiones resultantes. Por tanto, el nu´mero de consultas medio en cada sesio´n ha de
aumentar.
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Taman˜o
Umbral
5 10 15 20 25 30 60 -
1 6, 346, 906 5, 376, 913 4, 928, 409 4, 692, 278 4, 670, 023 4, 661, 681 4, 650, 121 4, 637, 065
2 1, 421, 062 1, 352, 520 1, 339, 054 1, 340, 077 1, 337, 966 1, 336, 702 1, 334, 736 1, 330, 976
3 564, 034 590, 585 606, 842 617, 267 617, 085 616, 983 616, 608 615, 075
4 269, 648 301, 208 315, 274 323, 376 323, 924 324, 077 324, 185 323, 450
5 144, 438 170, 656 181, 010 186, 768 187, 225 187, 401 187, 611 187, 341
6-10 203, 350 260, 600 283, 154 293, 804 295, 199 295, 648 296, 449 296, 327
11-25 41, 497 60, 626 69, 019 72, 635 73, 255 73, 607 74, 018 74, 517
26-100 2, 787 4, 453 5, 113 5, 366 5, 439 5, 463 5, 534 5, 866
> 100 196 238 269 275 276 277 279 305
Total 8, 993, 918 8, 117, 799 7, 728, 144 7, 531, 846 7, 510, 392 7, 501, 839 7, 489, 541 7, 470, 922
Tabla 8.3: Nu´mero de sesiones lo´gicas segu´n la longitud y umbral empleados.
Los resultados han mostrado que al menos el 50 % de las sesiones esta´n formadas
por una u´nica consulta y que el 75 % de los sesiones, como mı´nimo, tienen un taman˜o
menor o igual que 2, sea cual sea el umbral empleado.
Analizando con detenimiento la Tabla 8.3 vemos que el nu´mero de sesiones de una
sola consulta disminuye al aumentar el umbral, pero no so´lo en valor absoluto sino
tambie´n en su porcentaje (del 71 % al 62 %). Alrededor del umbral de 20 minutos este
porcentaje se estabiliza en el 62 %. Por tanto, un porcentaje significativo de usuarios
(entre el 29 % y el 38 %) intentan probar otra consulta cuando despue´s de analizar los
resultados de la primera ven que no son satisfactorios.
Por otro lado, el nu´mero de sesiones con dos consultas disminuye si aumentamos el
umbral de 5 a 10 minutos, pero a partir de ah´ı permanece ma´s o menos constante. Por
contra, el nu´mero de sesiones de tres o ma´s consultas aumenta al aumentar el umbral.
Sin embargo, el u´nico porcentaje que disminuye segu´n se aumenta el valor del umbral
es el de las sesiones con una consulta. Todos los dema´s, o aumentan o permanecen
constantes al aumentar el umbral. De hecho, todos se estabilizan a partir del umbral de
20 minutos. Esto implica que la diferencia de tiempo entre dos consultas consecutivas
dentro de la misma sesio´n f´ısica no suele ser mayor de 20 minutos; es decir, los usuarios,
tras enviar una consulta, suelen tardar 20 minutos o menos en revisar los resultados
del buscador antes de intentar una siguiente consulta.
Detenie´ndonos en el caso del umbral de 30 minutos, habitualmente usado en la
literatura [Radlinski y Joachims, 2005], se puede comprobar en la Figura 8.1 co´mo
la distribucio´n del nu´mero de sesiones lo´gicas con respecto al taman˜o de la mismas
sigue una ley de potencia, es decir, nu´mero de sesiones = c ∗ taman˜o−α. De hecho,
los resultados son significativos con un valor de confianza del 95 %, siendo la constante
c = 4, 77 ∗ 10−6 y el exponente α = 2, 77, con un R2 = 0, 757.
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Figura 8.1: Nu´mero de sesiones lo´gicas por taman˜o, para un umbral de 30 minutos.
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8.3.1. Clics segu´n la posicio´n en las sesiones lo´gicas
Tal y como suced´ıa en otros trabajos ya comentados en el Cap´ıtulo 7, como [Smyth,
2007], interpretaremos como exitosa una sesio´n lo´gica si existe algu´n clic en su u´ltima
consulta. Un clic puede ser un buen indicador de la relevancia parcial de un resultado,
y, por tanto, de la consulta en s´ı. Es decir, el hecho de que con la consulta se haya
encontrado un resultado que puede ser relevante, implica se ha formulado de un modo
ma´s o menos correcto. Por su parte, la ausencia de clics consulta indica claramente
que no se ha encontrado ningu´n resultado relevante, y, por tanto, o bien la consulta
se deber´ıa reformular, o bien los resultados relevantes se encontraban despue´s de los
analizados.
Convendr´ıa que el nu´mero de sesiones lo´gicas con un clic en su u´ltima consulta
fuese el ma´s elevado posible, puesto que esto indicar´ıa que la u´ltima consulta esta´ bien
formulada y, por tanto, que el usuario ha realizado una sesio´n lo´gica satisfactoria. La
Tabla 8.4 muestra el porcentaje de sesiones lo´gicas exitosas en funcio´n del taman˜o de
las mismas y del umbral de tiempo utilizado. A partir de ella se pueden realizar ciertas
observaciones:





5 10 15 20 25 30 60 -
1 72.03 % 70.91 % 70.13 % 69.63 % 69.60 % 69.59 % 69.59 % 69.57 %
2 70.81 % 71.20 % 71.51 % 71.74 % 71.77 % 71.77 % 71.78 % 71.79 %
3 67.09 % 68.26 % 68.81 % 69.07 % 69.11 % 69.12 % 69.13 % 69.15 %
4 64.44 % 65.94 % 66.58 % 66.91 % 66.93 % 66.93 % 66.96 % 66.97 %
5 62.31 % 64.03 % 64.69 % 65.01 % 65.05 % 65.05 % 65.06 % 65.08 %
6-10 59.41 % 61.73 % 62.45 % 62.81 % 62.87 % 62.90 % 62.93 % 62.95 %
11-25 50.84 % 54.95 % 56.37 % 56.85 % 56.90 % 56.93 % 56.98 % 57.15 %
> 25 32.69 % 38.86 % 41.30 % 41.85 % 42.15 % 42.25 % 42.35 % 43.74 %
Tabla 8.4: Porcentaje de sesiones lo´gicas exitosas segu´n taman˜o y umbral.
hecho, las sesiones lo´gicas de elevado taman˜o tienen un bajo porcentaje de e´xito.
Esto puede ser debido a que estamos empleando un me´todo de segmentacio´n sen-
cillo y las sesiones lo´gicas de gran taman˜o encontradas esta´n realmente formadas
por un cu´mulo de sesiones. De este modo sera´n exitosas u´nicamente cuando la
u´ltima sesio´n lo´gica de cada sesio´n f´ısica lo sea. Otra posible razo´n es que real-
mente se trate de procesos de bu´squeda complejos, que requieren de esfuerzo por
parte del usuario y que no siempre conducen a buen te´rmino. El u´nico caso en el
que aumenta el porcentaje es al pasar de sesiones de una a dos consultas. Es ma´s
probable que en estas sesiones figuren consultas erro´neas, o que, por otro lado,
sean consultas que el algoritmo de segmentacio´n empleado no haya sido capaz de
incluir en la sesio´n adecuada.
El umbral no altera significativamente el porcentaje de e´xito. En general, se apre-
cia un ligero incremento de dicho porcentaje segu´n aumenta el umbral empleado,
estabiliza´ndose el valor a partir de los 20 minutos. El porque´ de este aumento
es que, cuando usamos un umbral pequen˜o, podemos estar separando consultas
pertenecientes a una misma bu´squeda de informacio´n. Esto implica que consultas
que realmente no son finales se consideren as´ı, por lo que tendera´n a ser menos
relevantes y recibir menos clics, precisamente porque la informacio´n deseada se
obtiene a partir de las siguientes consultas. El caso de las sesiones de una consulta
difiere de los dema´s, en el sentido de que el porcentaje decrece segu´n el umbral es
mayor. Este decrecimiento viene motivado por la reduccio´n del nu´mero de sesio-
nes de este taman˜o con dicha evolucio´n, puesto que sus consultas pasan a formar
parte de sesiones ma´s largas.
A ra´ız de los resultados obtenidos, podemos concluir que el nu´mero de clics en las
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Taman˜o
Umbral
5 10 15 20 25 30 60 −
1 0.9671 0.9325 0.9145 0.9051 0.9036 0.9029 0.9022 0.9020
2-5 0.7761 0.8221 0.8393 0.8471 0.8478 0.8481 0.8486 0.8487
6-15 0.5866 0.6721 0.6981 0.7083 0.7104 0.7113 0.7124 0.7128
> 15 0.2976 0.4012 0.4360 0.4492 0.4526 0.4543 0.4568 0.4674
Tabla 8.5: Media de clics por consulta, segu´n el umbral y el taman˜o de la sesio´n lo´gica.
u´ltimas consultas de las sesiones lo´gicas es reducido, o, lo que es lo mismo, el nu´mero
sesiones lo´gicas exitosas es bajo, principalmente cuando son largas. Es interesante saber
si este bajo porcentaje de clics sucede so´lo en las u´ltimas consultas o no, y si es depen-
diente del taman˜o de las sesiones lo´gicas y/o de los umbrales de tiempo escogidos para
la segmentacio´n. La Tabla 8.5 muestra la media de clics por consulta para diferentes
umbrales de tiempo y para distintos taman˜os de sesio´n lo´gica. En general, el nu´mero
de clics por consulta es bastante bajo, como ya se hab´ıa observado en trabajos ante-
riores, como [Baeza-Yates, 2005]. Aumenta con el umbral empleado, salvo en el caso
de sesiones de una sola consulta, por la misma razo´n explicada comentando la tabla
anterior. De esta manera, se reduce el nu´mero de sesiones lo´gicas totales, es decir, las
sesiones esta´n formadas por ma´s consultas, y el nu´mero de clics aumenta. De hecho,
como se puede apreciar, se estabiliza una vez alcanzados los 20 minutos de umbral,
para todos los taman˜os de sesio´n lo´gica, tal y como suced´ıa en las secciones anteriores
con el taman˜o de las sesiones lo´gicas, por ejemplo.
Conforme aumenta el taman˜o de las sesiones el nu´mero de clics por consulta es
menor. Las razones por las que esto sucede las podemos encontrar en el Cap´ıtulo 7. En
primer lugar, ya hab´ıamos comentado que elaborar una consulta acorde a la necesidad
de informacio´n no resulta una tarea sencilla. Tampoco interpretar correctamente la re-
levancia de los resultados obtenidos. A esto se le suma que los usuarios suelen fijarse
sobre todo en los primeros resultados [Joachims et al., 2007], por lo que en caso de que
no sean satisfactorios una de las opciones es reformular la consulta, sin tener por que´
analizar los resultados posteriores en ranking. De hecho, las te´cnicas de expansio´n de
consultas parten de esta premisa, es decir, suponen que una consulta no es un ma´s que
un primer paso para obtener un objetivo final. Por otro lado, podemos tambie´n atri-
buir este bajo valor a la bu´squeda exploratoria [Marchionini, 2006], es decir, a tareas
que implican varias o incluso mu´ltiples interacciones con el motor de bu´squeda y que
exigen un esfuerzo al usuario para poder comprender los resultados de las mismas. En
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general, una primera bu´squeda puede traer consigo nuevas bu´squedas [O’Day y Jeffries,
1993] de mayor o menos complejidad. Sin embargo, la razo´n primordial puede ser que
los usuarios, debido a la eficiencia de los motores de bu´squeda, pueden comenzar el
proceso de bu´squeda con consultas sencillas e ir refina´ndolas en funcio´n de los resulta-
dos obtenidos (no siempre satisfactorios, claro), hasta obtener la informacio´n deseada
[Bates, 1990; Hertzum y Frøkjær, 1996; Marchionini, 1995]. Esto u´ltimo puede provocar
que u´nicamente consultas cuyos primeros resultados parezcan relevantes sean tenidas
en cuenta por el usuario, lo cual implica que un nu´mero considerable de consultas puede
que no reciban clics en sus resultados.
Aunque, como ya hemos comentado, el nu´mero de clics en las u´ltimas consultas de
las sesiones lo´gicas es reducido, en la Figura 8.2 se observa que aumenta ligeramente en
la u´ltima consulta. La justificacio´n es que estas consultas suelen estar mejor formuladas
que las anteriores, puesto que el proceso de bu´squeda a menudo consiste en una continua
reformulacio´n de las consultas. Cuanto mejor formulada este´, sera´ ma´s fa´cil obtener
documentos relevantes y, por tanto, que el usuario haga clic en alguno de los documentos
devueltos por el motor. Para todos los ejemplos mostrados tambie´n se aprecia que de
recibir clic, lo ma´s probable es que sea uno u´nico. Adema´s, otra observacio´n interesante
es que, despue´s de la u´ltima consulta, la que ma´s clics recibe es la primera, lo cual se
debe a que el usuario realiza un primer esfuerzo para encontrar la informacio´n deseada
en la primera consulta, y formula las siguientes hasta que observa relevancia en los
resultados.
Otro aspecto interesante a tener en cuenta es saber que´ posiciones ocupan las con-
sultas que reciben algu´n clic y cua´les son los taman˜os de las sesiones en donde eso
sucede. La Figura 8.3 muestra unos resultados que, en cierto modo, son intuitivos. La
mayor´ıa de los clics en la primera consulta se corresponden con sesiones lo´gicas cortas
(el motor de bu´squeda proporciona ra´pido el resultado deseado). Clics en posiciones
tard´ıas se corresponden a sesiones ma´s largas, en donde supone un mayor esfuerzo al-
canzar los resultados que se buscan. Como es lo´gico, en el diagrama los valores de los
distintos cuartiles, que muestran la longitud de las sesiones lo´gicas, aumentan conforme
se incrementa la posicio´n de la consulta sobre la que se ha hecho un clic.
La Figura 8.4 muestra que los clics se distribuyen entre todas las consultas de la
sesio´n lo´gica. Como se puede apreciar en el diagrama, los valores inferiores de los bigotes
(que son datos no at´ıpicos) se encuentran en el valor mı´nimo del eje de ordenadas. Ello
implica que por muy grande que sea la sesio´n tambie´n nos podemos encontrar clics en
las primeras consultas de la misma.
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(d) Longitud = 5
Figura 8.2: Porcentaje de nu´mero de clics (0, 1, 2, 3, 4, 5 y >5) segu´n posicio´n de la
consulta en la sesio´n lo´gica, para sesiones de longitud 2, 3, 4 y 5 (umbral de 30 minutos).
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Figura 8.3: Longitud de la sesio´n lo´gica segu´n la posicio´n de las consultas que tienen por
lo menos un clic, para un umbral de 30 minutos. Los datos at´ıpicos no se muestran.

















Figura 8.4: Para un umbral de 30 minutos, distribucio´n de la posicio´n de las consultas
con clic segu´n el taman˜o de la sesio´n lo´gica.
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8.3.2. Clics segu´n el ranking de los documentos
Hasta ahora nos hemos centrado principalmente en el taman˜o de las sesiones lo´gicas
y co´mo este taman˜o var´ıa segu´n los distintos umbrales de tiempo, o segu´n el e´xito
o el fracaso de las sesiones lo´gicas. En esta seccio´n estudiaremos la influencia de la
posicio´n del documento a la hora de recibir o no un clic. Ya que hemos visto que el
nu´mero de sesiones lo´gicas no var´ıa significativamente con umbrales por encima de 20
minutos, emplearemos el umbral de 30 minutos en nuestros ana´lisis por ser adema´s el
ma´s empleado en la literatura.
En la Seccio´n 7.3 se han citado trabajos que estudian co´mo los usuarios habi-
tualmente prestan ma´s atencio´n a los primeros resultados mostrados por el motor de
bu´squeda. La principal razo´n es que suele ser complicado determinar cua´les son los re-
sultados relevantes para un consulta concreta, y esto provoca que se tienda a confiar en
el ranking ofrecido por el propio motor. La Figura 8.5 muestra el porcentaje de clics en
funcio´n del ranking del documento, teniendo en cuenta so´lo aque´llas que han recibido
algu´n clic. El documento que ocupa la primera posicio´n en los resultados proporciona-
dos por el motor de bu´squeda es con diferencia el que recibe mayor nu´mero de clics.
Se puede apreciar co´mo a partir de la segunda posicio´n los clics se distribuyen pro-
porcionalmente entre todas las posiciones. Cuanto ma´s arriba en la lista de resultados,
ma´s posibilidades tiene el documento de recibir un clic. Las posibilidades disminuyen
significativamente por debajo de la de´cima posicio´n, posicio´n que previsiblemente es la
que define el cambio de pa´gina de resultados en el motor de bu´squeda. Cabe destacar,
sin embargo, que un nu´mero importante de consultas no tienen ningu´n clic, como se
hab´ıa comentado anteriormente.
Lo que estudiaremos a continuacio´n es si esto sucede con sesiones lo´gicas de cualquier
taman˜o o no. En la Figura 8.6 se observa una variacio´n en el patro´n de clics segu´n el
taman˜o de la sesio´n lo´gica. Los clics en el documento en primera posicio´n se producen
sobre todo en sesiones cortas, mientras que clics en posiciones tard´ıas (sobre todo a
partir de la de´cima) son ma´s frecuentes en sesiones largas. Esto u´ltimo puede ser debido
a las bu´squedas exploratorias [Marchionini, 2006], que suelen pertenecer a sesiones
lo´gicas de gran taman˜o y que normalmente requieren de un mayor esfuerzo por parte
del usuario. Otra justificacio´n es que la persistencia en la bu´squeda [Patterson et al.,
2001] o el tiempo dedicado al estudio de los resultados puede significar la diferencia
entre una sesio´n exitosa y una sesio´n fallida [Tabatabai y Shore, 2005]. Entonces, a
mayor nu´mero de consultas sobre un mismo objetivo y a mayor cantidad de resultados













Figura 8.5: Porcentaje de clics en funcio´n del ranking del documento teniendo en cuenta
so´lo las consultas con al menos un clic.


















Figura 8.6: Distribucio´n de los clics por taman˜o de la sesio´n lo´gica, segu´n la posicio´n del
documento.
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Figura 8.7: Distribucio´n de los clics por posicio´n de la consulta en la sesio´n lo´gica, segu´n
la posicio´n del documento.
Tambie´n es interesante analizar en que´ documentos es ma´s probable hacer clic en
funcio´n de la posicio´n de la consultas en la sesio´n. Como se observa en la Figura
8.7, los clics en el primer resultado son ma´s frecuentes en la primera consulta de la
sesio´n. Segu´n avanzamos en la sesio´n, se hacen ma´s clics en documentos que esta´n ma´s
abajo en la lista de resultados. El motivo por el que esto sucede es que las bu´squedas
informativas suelen implicar sesiones lo´gicas cortas y se suelen contestar ra´pidamente
en los primeros resultados proporcionados por el motor de bu´squeda sin que el usuario
tenga que hacer clic en un gran nu´mero de ellos. Sin embargo, bu´squedas exploratorias
implican generalmente un mayor nu´mero de consultas (sesiones lo´gicas ma´s largas) y
esto provoca que el usuario se detenga ma´s en el resto de resultados (no so´lo en los
primeros) con el fin de consumir el menor tiempo posible para encontrar informacio´n
relevante.
En la Figura 8.8 se aprecia co´mo los clics en el primer documento se corresponden
principalmente con sesiones lo´gicas pequen˜as. Son aque´llas en las que el buscador en-
cuentra la respuesta a la consulta fa´cilmente. Los clics en posiciones tard´ıas se dan en
sesiones lo´gicas ma´s largas, en las que es ma´s complicado encontrar lo que buscamos.
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Figura 8.8: Longitud de la sesio´n lo´gica segu´n el ranking de los documentos con clic. Los
datos at´ıpicos no se muestran.
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Figura 8.9: Nu´mero de clics segu´n el ranking de los documentos, para las consultas
iniciales y finales de cada sesio´n lo´gica.
De hecho, como se puede comprobar, el l´ımite superior del bigote para los documentos
situados ma´s alla´ de la de´cima posicio´n alcanza aproximadamente el valor 20 del eje de
ordenadas, lo cual implica que en sesiones lo´gicas largas los clics se distribuyen entre
ma´s posiciones (el rango intercuart´ılico es mayor y tambie´n el valor del segundo y tercer
cuartiles).
Atendiendo al papel de la consulta en la sesio´n lo´gica, podemos deducir a partir de
la Figura 8.9 que el papel de la consulta (inicial o final) no influye significativamente
en la distribucio´n de los clics segu´n el ranking del documento.
8.3.3. Clics mu´ltiples
Para finalizar el estudio de los clics, atenderemos a los porcentajes condicionados a
que un clic previo se haya o no hecho, es decir, analizaremos cua´l es el comportamiento
observado en el query log cuando se hace clic en varios documentos de una lista de
resultados (ver Figura 8.10).
A partir de los resultados observados podemos concluir lo siguiente:
En general, cuando un usuario hace clic en el primer documento no prueba en los
siguientes (menos de un 10 % hace clic en el segundo, por ejemplo). Sin embargo,
cuando no se hace clic en el primero, ma´s de un 30 % de las veces se prueba en
el segundo. Esto indica que en un buen nu´mero de consultas la respuesta ya se
encuentra en el primer resultado.
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Figura 8.10: Porcentaje de clics (respecto al total de consultas con clic) en los siguientes
resultados teniendo en cuenta que el usuario hizo clic en el primer, segundo, tercer o cuarto
resultados, segu´n corresponda.
Cuando el usuario hace clic en los siguientes resultados, la tendencia cambia, sobre
todo en el caso de que se haya hecho clic en el cuarto resultado. Por ejemplo, es
ma´s probable que se haga clic en el quinto resultado si previamente se ha hecho
clic en el cuarto que si no se ha hecho clic. Parece deberse a que clics a partir del
segundo resultado se corresponden con consultas en las que el usuario bien no esta´
totalmente satisfecho por el resultado, bien esta´ ante una bu´squeda exploratoria
compleja y, por tanto, consulta varios documentos.
Lo´gicamente, en todos los casos mostrados, dado un clic en un determinado do-
cumento, los porcentajes condicionados tanto de hacer clic como de no hacerlo se
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ven decrementados conforme el ranking del documento es ma´s bajo.
8.4. Aplicacio´n de te´cnicas de preprocesado
En la primera parte de esta tesis se ha mostrado el problema de la dispersio´n de
los datos como uno de los problemas ma´s complicados a los que se tienen que enfrentar
los algoritmos de filtrado colaborativo. En caso de la bu´squeda web este problema a
priori se acentuara´ todav´ıa ma´s, puesto que la informacio´n sera´ menos densa todav´ıa
que la encontrada en un dominio tradicional (como ya hemos visto, existen muchas
consultas que aparecen una u´nica vez, por ejemplo). Adema´s, los query logs tambie´n
contienen muchos ma´s datos que los dominios tradicionales y su crecimiento es ma´s
ra´pido. Es por ello que se han considerado diferentes alternativas para reducir dicha
dispersio´n. Aplicando dichas alternativas se intentara´ identificar la menor cantidad
posible de consultas u´nicas en el query log.
Una primera aproximacio´n consiste en tratar la cadena de bu´squeda (la consulta)
como un todo, considerando de este modo que dos consultas son la misma so´lo si
son ide´nticas. El problema de esta aproximacio´n es que consultas con exactamen-
te los mismos te´rminos, pero en diferente orden, no sera´n consideradas iguales,
disminuyendo as´ı la densidad de informacio´n en el dataset.
La reordenacio´n de los te´rminos que componen una consulta es, una aproxima-
cio´n alternativa que permite considerar iguales consultas que tienen los mismos
te´rminos pero en distinto orden.
Term Stemming, te´cnica usada habitualmente en Recuperacio´n de Informacio´n
que consiste en reducir distintas palabras a su ra´ız gramatical comu´n, puede ser
usada tambie´n en la pra´ctica para aumentar la densidad de informacio´n en este
dominio.
Stopwords Removal, otra te´cnica usada con frecuencia en Recuperacio´n de Infor-
macio´n que conlleva la eliminacio´n de art´ıculos, nexos de unio´n (conjunciones,
preposiciones...), es otra te´cnica que probaremos.
Las te´cnicas anteriores pueden ser combinadas entre s´ı con el objetivo de incre-
mentar la densidad de los datos.
El query log estudiado consta exactamente de 14, 921, 285 consultas. La Tabla 8.6
muestra el nu´mero de consultas totales obtenidas tras aplicar cada uno de los me´todos
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Tratamiento simple Reordenacio´n Eliminacio´n de Aplicacio´n de Eliminacio´n de stopwords y
de las consultas de te´rminos stopwords term stemming aplicacio´n de term stemming
6, 623, 945 6, 359, 767 6, 089, 396 6, 126, 219 5, 812, 065
Tabla 8.6: Nu´mero de consultas segu´n tratamiento aplicado.
Figura 8.11: Nu´mero de consultas que se repiten el mismo nu´mero de veces aplicando
stopwords y term stemming.
sugeridos. Lo´gicamente, con el tratamiento simple de consultas, es decir, identificando
como u´nicas aquellas consultas que sean literalmente ide´nticas, es como se obtiene el
mayor nu´mero de consultas. Por otro lado, identificando como u´nicas aquellas consultas
que tienen los mismos te´rminos, en cualquier orden, tras realizar un proceso de stem-
ming y de eliminacio´n de stopwords, se obtiene el nu´mero ma´s pequen˜o. Por tanto, a
priori, la te´cnica que ma´s nos va a interesar va a ser esta u´ltima, puesto que es la que
ma´s reduce el nu´mero de consultas u´nicas.
Una de las finalidades de la aplicacio´n de estos me´todos es reducir las consultas
que aparecen pocas veces en el query log y, de esta forma, aumentar la densidad de los
datos. Sin embargo, este cambio no tiene lugar con ninguna de las te´cnicas de prepro-
cesamiento (en la Figura 8.11 se muestra como ejemplo el caso de aplicar stopwords y
term stemming). Hay un gran nu´mero de consultas u´nicas, pero un nu´mero mucho ma´s
bajo de consultas que se repiten un nu´mero elevado de veces. Este comportamiento
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Figura 8.12: Frecuencia de una consulta segu´n su posicio´n en la sesio´n lo´gica aplicando
stopwords y term stemming. Los datos at´ıpicos no se muestran.
es consistente con las distintas te´cnicas de preprocesamiento. Para todos los casos, las
consultas siguen una distribucio´n Zipf [Zipf, 1949], como tambie´n apuntaron los auto-
res en [Baeza-Yates et al., 2007a], donde estudiaron una muestra grande de consultas
recogidas de Noviembre del 2005 a Noviembre del 2006 de Yahoo en el Reino Unido1.
Esta distribucio´n se debe a que los usuarios combinan consultas populares con consultas
u´nicas y no a que realmente haya dos grupos de personas: aque´llas que usan consultas
populares y aque´llas que las usan u´nicas [Goel et al., 2010].
Una vez mostrado que la distribucio´n no ha cambiado, es interesante averiguar si
existe una dependencia importante entre la frecuencia (es decir, el nu´mero de veces que
repite una consulta) y su posicio´n en la sesio´n lo´gica. Esto se confirma en la Figura
8.12, lo cual es lo´gico, ya que segu´n avanzamos en la sesio´n lo´gica nos encontraremos
con consultas ma´s espec´ıficas. En concreto, la primera consulta de las sesiones es, con
diferencia, la ma´s frecuente. Los valores de la mediana, sea cual sea la posicio´n de la
consulta, son muy bajos debido a que, a pesar de todo, seguira´ habiendo gran cantidad
de consultas que u´nicamente aparezcan una vez, como ya hab´ıamos comentado previa-
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Figura 8.13: Frecuencia de una consulta segu´n la longitud de la sesio´n lo´gica aplicando
stopwords y term stemming. Los datos at´ıpicos no se muestran.
Sucede lo mismo segu´n la longitud de la sesio´n lo´gica. En la Figura 8.13 se muestra
el caso con el me´todo de stopwords y term stemming, pero estos resultados son exten-
sibles tambie´n para el resto de las te´cnicas de preprocesamiento estudiadas. Como ya
se ha comentado en el Cap´ıtulo 7, esto es debido en gran parte a que los motores de
bu´squeda son muy eficientes actualmente, lo cual permite comenzar la bu´squeda por
consultas gene´ricas para despue´s ir concreta´ndolas conforme se van obteniendo resul-
tados hasta llegar a obtener la informacio´n deseada [Bates, 1990; Hertzum y Frøkjær,
1996; Marchionini, 1995]. Lo´gicamente, estas consultas gene´ricas aparecera´n ma´s fre-
cuentemente, por te´rmino general, en el query log que las consultas ma´s refinadas y
precisas. Es decir, sesiones cortas suelen tener consultas ma´s gene´ricas, que aparecen
con ma´s frecuencia, mientras que sesiones largas suelen tener consultas ma´s espec´ıficas,
que, por tanto, aparecen con menos frecuencia.
Aparte de lo que acabamos de comentar, es importante destacar que las consultas
iniciales y finales son ma´s frecuentes que las consultas intermedias, tal y como se muestra
en la Figura 8.14. El comportamiento es consistente para distintos taman˜os de sesiones,
y, de nuevo, para los distintos me´todos de preprocesamiento. Para justificar este hecho
debemos primero pensar en co´mo una persona realiza una bu´squeda. Esta´ claro que
aque´llas que son simples (por ejemplo, el tiempo que va a hacer hoy en nuestra ciudad,
la fecha de un determinado evento, etc.) encajan correctamente en consultas iniciales
153
8. ANA´LISIS DE UN QUERY LOG
Figura 8.14: Frecuencia de una consulta segu´n su papel en la sesio´n lo´gica, para sesiones
lo´gicas de por lo menos dos consultas aplicando stopwords y term stemming. Los datos
at´ıpicos no se muestran.
que pueden llegar a ser relativamente frecuentes, y que, de desearlo, el usuario es capaz
de especificar para alcanzar un resultado todav´ıa ma´s concreto. Lo´gicamente, conforme
sea ma´s espec´ıfica, esta consulta sera´ menos frecuente, como ya se ha comprobado en
la Figura 8.12. Por tanto, tiene sentido que las consultas intermedias y la final sean
menos frecuentes que la primera. Tambie´n hemos mostrado que las u´ltimas consultas
reciben, por te´rmino medio, ma´s clics que las dema´s (ver Figura 8.2). Esto implica que
las consultas situadas en las u´ltimas posiciones de las sesiones lo´gicas estara´n mejor
formuladas ya que tienden a ser ma´s relevantes. Esto, unido a que diversos usuarios
pueden encontrar la misma consulta relevante y a que los usuarios intentan alcanzar
sesiones satisfactorias, hace que sea ma´s probable que estas u´ltimas consultas aparezcan
tambie´n con cierta frecuencia, lo cual explica la diferencia entre la frecuencia de las
consultas intermedias y de las consultas finales.
8.5. Sesiones lo´gicas satisfactorias
En esta seccio´n estudiaremos el e´xito de las sesiones lo´gicas segu´n su consulta inicial
y su consulta final. Para ello emplearemos una segmentacio´n por umbral de tiempo
de 30 minutos e identificacio´n simple de consultas. Lo que buscamos es saber que´
porcentaje de las sesiones lo´gicas que comienzan por una consulta dada son exitosas, y
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Figura 8.15: Para cada consulta inicial, porcentaje de e´xito frente a nu´mero de sesiones
lo´gicas que empiezan por esa consulta.
ana´logamente con la consulta final.
La Figura 8.15 representa el porcentaje de sesiones lo´gicas exitosas respecto a todas
las que comienzan por una misma consulta. En la parte izquierda de la misma aparecen
las consultas menos frecuentes y en la derecha las ma´s frecuentes. As´ı, aquellas consultas
que so´lo aparecen dos veces en el query log podra´n u´nicamente tener tres posibles
valores en la gra´fica: 0, 50 o 100. El 0 indica que las sesiones lo´gicas a las que pertenece
la consulta en cuestio´n no fueron exitosas; es decir, no se ha hecho ningu´n clic en
los resultados de las u´ltimas consultas de dichas sesiones. El 50 indica que so´lo una
de ellas fue exitosa. El 100 que las dos fueron exitosas. De ah´ı que la gra´fica tenga
esa forma tan caracter´ıstica. Por otro lado, se observa que las sesiones lo´gicas que
comienzan con consultas muy frecuentes no siempre tienen e´xito. Esto se explica porque
el usuario ya hab´ıa escogido mal esa primera consulta o bien porque el usuario no
escoge correctamente las siguientes. El primero de los casos parece dif´ıcil de resolver,
ya que es complicado conocer cua´les son las necesidades reales del usuario si no formula
correctamente esa primera consulta. El segundo ofrece ma´s perspectivas de mejora, ya
que se tratar´ıa de guiar al usuario por el camino correcto a partir de la primera consulta.
La Figura 8.16 aporta informacio´n adicional. Como se puede comprobar gracias
al valor de las medianas, al menos el 50 % de las sesiones lo´gicas que comienzan por
consultas muy poco frecuentes no son exitosas. De hecho, para el caso de las consultas
que aparecen 4 veces en el query log, por ejemplo, el valor 75 y el valor 100 aparecen
como datos at´ıpicos, ya que, como mı´nimo, el 75 % de los sesiones lo´gicas que comienzan
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Figura 8.16: E´xito segu´n el nu´mero de sesiones lo´gicas iniciadas por una consulta.
Figura 8.17: Nu´mero de consultas iniciales segu´n las veces que se repiten.
por estas consultas tienen un 25 % de porcentaje de e´xito, dato que se obtiene a partir
del valor del tercer cuartil. Para ningu´n caso de los estudiados las medianas superan
el valor 20 de porcentaje de e´xito. A partir de las consultas que se repiten entre 5 y
10 veces, la gran mayor´ıa de las consultas iniciales presentan una tasa de e´xito en sus
sesiones lo´gicas por debajo del 20 %, aunque esta´n presentes numerosos datos at´ıpicos.
Los mismos intervalos que aparecen en el eje de abscisas en la Figura 8.16 aparecen
tambie´n en la Figura 8.17 con el objetivo de conocer el nu´mero de consultas iniciales
existentes en cada uno de ellos. Como se puede ver en el histograma, a mayor nu´mero
de veces que aparece una consulta, menor nu´mero de consultas existen con ese nu´mero
de repeticiones en el query log.
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El comportamiento con respecto a las consultas finales es muy semejante al que se
ha mostrado para las consultas iniciales, frente a lo que podr´ıamos suponer a priori,
por lo que ya no se muestran las gra´ficas. Esto implica que existen numerosos procesos
de bu´squeda diferentes, y que una consulta, ya este´ al principio o al final de una sesio´n
lo´gica, no es indicadora siempre de un resultado satisfactorio, sobre todo cuando se
trata de consultas muy frecuentes en el query log.
8.6. Conclusiones
En este cap´ıtulo hemos analizado el query log pu´blico de MSN con el fin de com-
prender co´mo se comportan los usuarios a la hora de realizar una bu´squeda. Hemos
probado la segmentacio´n de dicho query log en base a distintos umbrales de tiempo.
Esto nos ha permitido comprobar que los usuarios no suelen tardar ma´s de 20 minutos
en estudiar los resultados de una consulta antes de realizar la siguiente y que ma´s del
50 % de las sesiones para todos los umbrales estudiados ten´ıan una u´nica consulta.
Hemos visto que el nu´mero de clics que recibe cada consulta es bastante bajo, en
te´rminos generales, aumentando ligeramente en la u´ltima consulta. En muchas de estas
consultas el documento situado en la primera posicio´n recibe un clic lo cual demuestra
que con frecuencia los usuarios se f´ıan del ranking propuesto por el motor de bu´squeda.
A menudo la respuesta se encuentra ya en el primer resultado. De no ser as´ı, se suelen
realizar clics en ma´s de una posicio´n. Conforme aumenta el taman˜o de la sesio´n estos
clics tienen lugar en posiciones ma´s bajas del ranking de documentos y, adema´s, se
distribuyen entre ma´s posiciones.
Tambie´n hemos probado diferentes te´cnicas de preprocesado para reducir la dis-
persio´n de los datos en el query log. Sin embargo, ninguno de los me´todos estudiados
ha supuesto una reduccio´n considerable de las consultas de poca frecuencia. Hemos
observado una dependencia entre la frecuencia de las consultas tanto con su posicio´n
en la sesio´n lo´gica como tambie´n con la longitud de la sesio´n, siendo ma´s frecuentes las
consultas en las primeras posiciones y en sesiones cortas.
Finalmente, hemos considerado sesiones exitosas aquellas sesiones con algu´n clic en
la u´ltima consulta. Sin embargo, el porcentaje de sesiones exitosas es bajo en general,
especialmente en la sesiones de gran taman˜o, debido a que en muchas ocasiones suelen
requerir mayor esfuerzo por parte del usuario. Esto implica que el usuario no ha escogido
correctamente la primera consulta, o que no ha sabido seguir el camino correcto a partir
de una consulta bien escogida para alcanzar un final satisfactorio. Supone un desaf´ıo que
usuarios que hayan seguido un camino correcto ayuden a otros usuarios que, habiendo
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escogido bien las primeras consultas, no han sido capaces de obtener los resultados
esperados.
En el futuro, ser´ıa interesante repetir este estudio con otros algoritmos de seg-




Search Shortcuts: El problema de
los atajos de bu´squeda
Hasta el momento hemos visto co´mo se comportan los algoritmos de filtrado cola-
borativo en un dominio tan estudiado como el de la recomendacio´n de pel´ıculas. Hemos
tambie´n analizado que´ es la bu´squeda web, que´ actores intervienen en ella, como son
los procesos de bu´squeda, etc., as´ı como los datos contenidos en un query log de ac-
ceso pu´blico. En este cap´ıtulo abordamos el modelo de Search Shortcuts, consistente
en recomendar consultas que fueron u´tiles a usuarios que hab´ıan buscado informacio´n
semejante anteriormente, un desaf´ıo que surgio´ a partir del ana´lisis presentado en el
cap´ıtulo anterior. Dicho modelo formaliza el problema de Query Suggestion, y permite
evaluar los algoritmos empleados a partir de los query logs de los buscadores. Por tanto,
evaluaremos la aplicacio´n de te´cnicas de filtrado colaborativo sobre datos procedentes
de buscadores reales y estudiaremos diversas alternativas y soluciones a problemas pre-
sentes en este nuevo dominio, como la extraccio´n de informacio´n de los query logs, o la
necesidad de nuevas me´tricas para evaluar la calidad de las recomendaciones.
9.1. Introduccio´n
La cantidad de informacio´n disponible a d´ıa de hoy es enorme, as´ı como su comple-
jidad. Los grandes motores de bu´squeda poseen logs de billones de consultas realizadas
por millones de visitantes que desean satisfacer sus necesidades de informacio´n. En la
era de las comunicaciones, los usuarios disponen cada vez de menos tiempo, por lo que
esperan encontrar caracter´ısticas nuevas y personalizadas para poder acceder a dicha
informacio´n. La bu´squeda se convierte por tanto en una tarea fundamental, que tiene
gran impacto en el d´ıa a d´ıa de los usuarios, por lo que los motores de bu´squeda no
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so´lo han de responder satisfactoriamente las peticiones que reciben, sino que tambie´n
han de hacerlo ra´pidamente. En este sentido, cualquier ayuda proporcionada al usuario
para reducir el tiempo invertido tiene una gran importancia. De hecho, los principa-
les motores de bu´squeda, adema´s de poder responder a las peticiones en unos pocos
cientos de milisegundos, normalmente ofrecen al usuario algunas sugerencias, en forma
de consultas, que esta´n de algu´n modo relacionadas con la informacio´n que el usuario
necesita, como ya hemos comentado en el Cap´ıtulo 7.
En este cap´ıtulo explicamos el problema de los Search Shortcuts como un problema
relacionado con la recomendacio´n de consultas en motores de bu´squeda y con las po-
sibles reducciones en la longitud de las sesiones de los usuarios. Tal y como indicamos
en [Baraglia et al., 2009; Cacheda et al., 2009], la idea es recomendar consultas que
ya hayan permitido a algu´n usuario (en el pasado) encontrar con e´xito la informacio´n
deseada usando un proceso de bu´squeda similar.
Para aclarar pongamos un ejemplo. Supongamos que un alto nu´mero de usuarios
han realizado las consultas q1, q2, q3, y, finalmente, despue´s de enviar la consulta q4,
encontraron la informacio´n que necesitaban. Por tanto, podremos considerar que la
consulta q4 es relevante para los usuarios interesados en temas relacionados con q1, q2
y q3. As´ı, en cuanto otro usuario empiece a buscar temas relacionados con q1, q2 o q3,
la consulta q4 sera´ propuesta como un shortcut.
Obviamente, un shortcut en la sesio´n del usuario sera´ ma´s efectivo cuanto antes
se sugiera. Adema´s, un shortcut para una sesio´n no tiene por que´ anticipar la u´ltima
consulta, es decir, una consulta propuesta sera´ aceptable siempre que reduzca el taman˜o
de dicha sesio´n. Cuanto mayor sea esta reduccio´n, ma´s importante sera´ el shortcut.
Partiendo de esta idea, definimos una metodolog´ıa de evaluacio´n para el problema
definido basada en query logs, que permitira´ una comparacio´n sencilla y directa de las
te´cnicas que pueden ser aplicadas al problema.
En particular, hemos estudiado la aplicacio´n de algoritmos de filtrado colaborativo
explicados en la primera parte de esta tesis. Su aplicacio´n al problema citado, y, en
general, a cualquier sistema basado en datos provenientes de query logs, trae consigo
una serie de retos que sera´n comentados a lo largo de este cap´ıtulo.
En nuestra aproximacio´n, primero inferimos la relevancia de una consulta basa´ndonos
en si termina exitosamente una sesio´n lo´gica de bu´squeda (es decir, si la consulta es u´til
para encontrar la informacio´n que el usuario esta´ buscando). Esta medida de relevancia,
extra´ıda de los datos del query log, se puede usar para rellenar algunas celdas de la ma-
triz de puntuaciones que t´ıpicamente se usa en los algoritmos de filtrado colaborativo.
Por tanto, este tipo de algoritmos se pueden aplicar a la recomendacio´n de consultas.
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A continuacio´n describiremos el problema de Search Shortcuts. Despue´s indicare-
mos que´ algoritmos hemos empleado y las diferencias y similitudes entre este dominio
y el de la recomendacio´n de pel´ıculas comentado anteriormente. En la Seccio´n 9.4.1
explicaremos los experimentos realizados y comentaremos los resultados. Finalmente,
presentaremos las conclusiones alcanzadas.
9.2. Search Shortcuts
9.2.1. Descripcio´n del problema y motivacio´n
El objetivo de Search Shortcuts es recomendar consultas que en el pasado permitie-
ron a usuarios encontrar exitosamente la informacio´n que estaban buscando usando un
proceso de bu´squeda similar. El problema de Search Shortcuts no se considera realmen-
te distinto a Query Suggestion. De hecho, es una formalizacio´n de uno de sus posibles
objetivos. La principal ventaja de Search Shortcuts es que permite una evaluacio´n me-
dible de la eficacia de los algoritmos propuestos. Sea Q una sesio´n lo´gica de un usuario
compuesta por las consultas q1, q2, ..., qn, n≥1. La consulta final de Q, qn, determina
el resultado de la sesio´n: exitosa, si el usuario hizo un clic en al menos uno de los
resultados propuestos por el motor de bu´squeda; fallida en otro caso. El conjunto de
consultas finales que condujeron a una sesio´n exitosa del usuario son las candidatas a
ser incluidas como atajos de bu´squeda que, sugeridas idealmente muy al principio de
la sesio´n, pueden acortar la longitud de la misma.
El ana´lisis de clics es un modo de evaluar la relevancia de los resultados obtenidos
para una determinada consulta [Joachims et al., 2007]. Estos datos son fa´cilmente recu-
perables de un motor de bu´squeda. Sin embargo, al ser datos impl´ıcitos transparentes
para el usuario, presentan ruido.
En el Cap´ıtulo 8 mostramos co´mo consultas que en determinadas ocasiones condu-
cen a sesiones exitosas, pueden tambie´n dar lugar a sesiones fallidas. Para abordar este
hecho, la formulacio´n de nuestro problema define una aproximacio´n colaborativa a la
sugerencia de consultas: la idea principal es explotar la experiencia de usuarios previos
para conducir en la direccio´n correcta a otros usuarios con necesidades de informacio´n
similares.
Hemos validado esta suposicio´n analizando el comportamiento real de usuarios de
motores de bu´squeda en el query log de AOL [Pass et al., 2006], de modo ana´logo
al estudio realizado sobre el query log de MSN en la Seccio´n 8.5. Este query log esta´
compuesto de aproximadamente 36 millones de registros de consultas, que contienen
sobre 20 millones de consultas web realizadas por 650,000 usuarios a lo largo de tres
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Figura 9.1: Porcentaje de sesiones lo´gicas satisfactorias en el query log de AOL, segu´n la
popularidad de la primera consulta.
meses (entre marzo y mayo de 2006). Extrajimos las sesiones de bu´squeda del query log
teniendo en cuenta que una sesio´n expira si el usuario pasa al menos 30 minutos sin rea-
lizar ninguna accio´n en el motor de bu´squeda. Este es l´ımite que se usa comu´nmente en
ana´lisis de query logs [White et al., 2008] y en el que ma´s profundizamos en el Cap´ıtulo
8. Como resultado, obtuvimos 10,765,687 sesiones de bu´squeda con una longitud media
de 2,03 consultas.
Ya que nuestro problema carece de relevancia cuando las sesiones son pequen˜as, de
las sesiones obtenidas consideramos so´lo aque´llas que involucrasen a 2 o ma´s consul-
tas (4,339,683 sesiones con una longitud media de 4.88 consultas/sesio´n) y agrupamos
juntas aquellas sesiones que comenzasen por la misma consulta. Queremos analizar los
caminos de bu´squeda seguidos por diferentes usuarios que empezaron por la misma
consulta, asumiendo que podr´ıan tener la misma necesidad de informacio´n. Algunos
de los usuarios pueden seguir un camino correcto y terminar despue´s visitando algunos
documentos propuestos por el motor de bu´squeda, pero otros pueden terminar la sesio´n
sin visitar ningu´n resultado. Por tanto, para cada una de estas sesiones, examinamos
la consulta final y comprobamos si la consulta fue exitosa o no. Las sesiones que termi-
naron con una consulta final exitosa se consideran caminos de bu´squeda satisfactorios.
En resumen, encontramos 140,165 consultas iniciales diferentes (no u´nicas), que son
el punto inicial para varias sesiones (al menos dos). Considerando estos caminos de
bu´squeda, el 64 % de las sesiones fueron satisfactorias, mientras que el 36 % termina-
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ron con una consulta fallida. En la Figura 9.1 mostramos el porcentaje de caminos de
bu´squeda satisfactorios, ordenados por el logaritmo del ranking de consultas iniciales.
En la parte izquierda de la figura, que representa los caminos de bu´squeda asociados
con las consultas iniciales ma´s frecuentes, podemos ver que la mayor´ıa de las sesiones
terminaron de forma exitosa, pero, al mismo tiempo, hay algunas sesiones que termi-
naron sin ningu´n clic sobre sus documentos, aunque empezaron en el mismo punto.
Esto muestra que la informacio´n proporcionada por las sesiones satisfactorias podr´ıa
conducir a las sesiones fallidas a un final exitoso, lo cual es nuestro principal objetivo.
Para completar, la parte derecha de la imagen contiene las consultas menos fre-
cuentes y el gra´fico representa los puntos en las fracciones comunes, lo cual produce su
forma particular. Por ejemplo, para todas las consultas iniciales repetidas dos veces,
tenemos un punto en 2/2, 1/2 y 0/2; para las consultas iniciales repetidas tres veces,
tenemos un punto en 3/3, 2/3, 1/3 y 0/3; y as´ı sucesivamente. En este caso, los be-
neficios potenciales son menos claros, porque la experiencia que puede ser extra´ıda de
caminos de bu´squeda similares es ma´s reducida.
9.2.2. Modelo teo´rico de Search Shortcuts
A continuacio´n se expondra´ el modelo teo´rico definido para poder aplicar las te´cnicas
de filtrado colaborativo en la recomendacio´n de consultas, as´ı como la me´trica propuesta
para evaluar co´mo se ajustan las recomendaciones a las consultas reales (extra´ıdas de
un query log).
Sea U = {u|u es un usuario} el conjunto de todos los usuarios de un motor de
bu´squeda. Sea Q = {q|q es una consulta de un usuario} el conjunto de todas las consultas
que han sido enviadas por los usuarios de un motor de bu´squeda.
Definicio´n 9.1 Una sesio´n para un usuario u ∈ U es una secuencia de consultas que
el usuario u ha enviado a un servicio de bu´squeda con el objetivo de satisfacer una
necesidad de informacio´n. Formalmente, σu =< qu1 . . . q
u
n >. Se asume que todas las
consultas esta´n relacionadas con la misma tarea de bu´squeda.
Se eliminara´ el super´ındice u en la especificacio´n de σ, e.g. σ =< q1 . . . qn >, cuando
este´ claro u en el contexto a tratar.
El i-e´simo elemento de una sesio´n se denota como σi.
S representa el conjunto de todas las sesiones.
Definicio´n 9.2 Definimos una funcio´n c : S× [1..n]→ {0, 1} como c (σ, i) = 1 si en σ
el usuario ha hecho clic en al menos uno de los documentos mostrados como resultado
para σi. En cualquier otro caso, c (σ, i) = 0.
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Definicio´n 9.3 Una sesio´n σ sera´ satisfactoria si, y so´lo si, c (σ, n) = 1; insatis-
factoria en otro caso.
Definicio´n 9.4 Definimos un shortcut de grado k como una funcio´n h : S→ 2Q que
toma como argumento una sesio´n y devuelve un conjunto de consultas de cardinalidad
menor que k, i.e. |h (σ) | ≤ k.
H es el conjunto de todas las posibles funciones shortcut.
Definicio´n 9.5 La cabeza σt| de σ hasta t ≤ n es la secuencia de las primeras t
consultas en σ, i.e. σt| =< q1, . . . , qt >
Definicio´n 9.6 La cola σ|t de σ desde t ≤ n es la secuencia de las u´ltimas n − t
consultas en σ, i.e. σ|t =< qt+1, . . . , qn >
Definicio´n 9.7 Sea σ una sesio´n satisfactoria. La similitud de un shortcut de grado
























Donde f (m) es una funcio´n mono´tona creciente. La funcio´n [q = σm] = 1 si, y so´lo
si, la consulta q es igual a la consulta σm.
La funcio´n de similitud definida en la Ecuacio´n 9.1 se puede usar como la me´trica
de evaluacio´n objetiva para el problema de Search Shortcuts. Por ejemplo, para evaluar
la eficacia de una funcio´n shortcut h en S, se puede calcular la suma o media de s en
todas las sesiones de S. Tiene en cuenta tanto el nu´mero de consultas recomendadas
que forman parte de la sesio´n real, como su posicio´n en e´sta, siendo mejor valorado un
algoritmo que recomienda las u´ltimas consultas en la sesio´n.
Adema´s, la funcio´n de similitud se puede reescribir para incluir la funcio´n c y dar
importancia so´lo a aquellas consultas que tuvieron un resultado con clic. La fo´rmula se




























Es importante comentar que la principal diferencia entre Search Shortcuts y Query








de las Ecuaciones 9.1 y 9.2.
164
9.3 Algoritmos de Search Shortcuts
Relajando el requisito de = estricto y reemplaza´ndolo por una relacio´n de similitud,
i.e.
[
q ∼ (σ|t)m] (es decir, [q ∼ (σ|t)m] = 1 si, y so´lo si, la consulta q es parecida a la
consulta σm) el problema se reduce, ba´sicamente, a Query Suggestion. Definiendo una
funcio´n de similitud apropiada, la Ecuacio´n 9.1 tambie´n se puede usar para evaluar la
eficacia de Query Suggestion.
Por otro lado, la funcio´n f (m) es muy importante en la definicio´n del ca´lculo de
las similitudes. De hecho, dependiendo de que´ f sea escogida, se pueden probar dife-
rentes caracter´ısticas del algoritmo que genera los atajos de bu´squeda. Por ejemplo,
estableciendo f (m) a una funcio´n constante f (m) = c, la me´trica simplemente mide el
nu´mero de consultas en comu´n entre el conjunto de atajos de bu´squeda y las consultas
enviadas por el usuario. Para dar mayor valor a las consultas que un usuario envio´ al
final de su sesio´n se podr´ıan usar funciones no constantes. As´ı, la funcio´n f (m) = em
ser´ıa la funcio´n escogida si se quisiese asignar mucha ma´s puntuacio´n a las consultas su-
geridas pronto en la sesio´n. Se pueden usar otras funciones f ma´s suaves para modular
los efectos de la posicio´n de las consultas dentro de la sesio´n.
9.3. Algoritmos de Search Shortcuts
En esta seccio´n probaremos algunos algoritmos de filtrado colaborativo tradicionales
adaptados a este problema. El objetivo de estos algoritmos es predecir la utilidad de un
producto dado (tarea de prediccio´n), o bien recomendar una lista de productos (tarea
de recomendacio´n). Estos fines parecen ajustarse al problema de Search Shortcuts que
hemos introducido. Dado que las te´cnicas de filtrado colaborativo han sido exitosas en
varios dominios, como el comercio ele´ctronico, parece razonable aplicar estos me´todos
a nuestro problema.
Recordemos que los algoritmos de filtrado colaborativo calculan las recomendaciones
basa´ndose en las puntuaciones que los usuarios dieron a los productos. El sistema
puede bien preguntar a los usuarios por tales puntuaciones (puntuaciones expl´ıcitas),
o bien inferirlas a partir del comportamiento de los usuarios (puntuaciones impl´ıcitas).
El problema de Search Shortcuts se basara´ normalmente en puntuaciones impl´ıcitas,
extra´ıdas de los registros del query log. El conjunto de productos valorados por cada
usuario, junto con la puntuacio´n dada, conforman el perfil del usuario. Los perfiles de
todos los usuarios se almacenan en la matriz denominada matriz de puntuaciones. En
dicha matriz, cada fila representa a un usuario y cada columna a un producto. Cuando
un usuario valora un producto, se rellena la celda correspondiente de la matriz con
la puntuacio´n otorgada por el usuario. Las celdas de productos todav´ıa no valorados
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se dejan en blanco. Como es de suponer, la mayor´ıa de las celdas de la matriz no
contendra´n ningu´n valor, ya que cada usuario puntuara´ so´lo unos pocos productos, por
lo que la matriz es normalmente dispersa, como hemos visto en la primera parte de
esta tesis.
Como se muestra, el filtrado colaborativo y Search Shortcuts son problemas simila-
res. Sin embargo, existen tambie´n diferencias importantes entre ellos.
Antes de nada, en el problema de Search Shortcuts no existe la matriz de puntua-
ciones. En su lugar, tenemos un query log con los movimientos del usuario en el motor
de bu´squeda. Crear la matriz de puntuaciones a partir de la informacio´n en el query
log no es una tarea sencilla. Aqu´ı surgen principalmente dos retos. En primer lugar, los
conceptos de Search Shortcuts (usuarios, consultas, te´rminos y sesiones) han de tener
su correspondencia en el problema de filtrado colaborativo (usuarios y productos). Co-
mo la meta en el problema de Seach Shortcuts es recomendar consultas para una sesio´n
dada, parece razonable tratar cada sesio´n de consultas como un usuario, y cada con-
sulta como un producto. En segundo lugar, las puntuaciones para las consultas deben
ser inferidas a partir de la informacio´n existente en el query log. En la aproximacio´n
considerada, puntuamos las consultas en funcio´n de la u´ltima consulta de la sesio´n. Las
puntuaciones se asignara´n del siguiente modo:
Si la u´ltima consulta fue existosa (el usuario hizo clic sobre al menos un resultado),
entonces a la consulta se le da una puntuacio´n positiva
Si la u´ltima consulta fue fallida, entonces la consulta recibe una puntuacio´n ne-
gativa.
Todas las restantes consultas se consideran neutrales.
Existen tambie´n diferencias significativas entre las caracter´ısticas de los datos de
un query log y los datasets utilizados en los recomendadores tradicionales basados
en filtrado colaborativo. Estos datasets son mucho ma´s densos que un query log, es
decir, tienen muchas ma´s relaciones (puntuaciones) entre los usuarios y los productos.
Por ejemplo, en un sitio de comercio electro´nico la mayor parte de los productos han
recibido alguna puntuacio´n o han sido comprados por varios clientes. Sin embargo, en
los query logs hay muchas consultas que aparecera´n en una u´nica sesio´n, y, por tanto,
no podremos confiar en la utilidad de tales consultas. Esta falta de informacio´n trae
consigo el consabido problema de la dispersio´n de los datos que afecta a la mayor´ıa de
los algoritmos de filtrado colaborativo. Para poder aplicar un algoritmo al problema de
Search Shortcuts ha de tener buen rendimiento en entornos dispersos.
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Como ya se hemos visto, los algoritmos a emplear mejoran su comportamiento a
medida que el conjunto de datos es menos disperso. Por ello se han considerado las
mismas alternativas que hemos visto en la Seccio´n 8.4 para reducir dicha dispersio´n.
Es decir, el tratamiento simple, la reordenacio´n de te´rminos, Term Stemming y Stop-
words Removal. Aplicando dichas alternativas se intentara´ identificar la menor cantidad
posible de consultas u´nicas en el query log.
Finalmente, los query logs tambie´n contienen muchos ma´s datos que los dominios
tradicionales. Mientras que en un sitio de comercio electro´nico los datos pueden ser
ma´s o menos esta´ticos, en un query log se an˜aden continuamente nuevas consultas y
sesiones. Para aplicar filtrado colaborativo al problema de Search Shortcuts, necesita-
mos algoritmos computacionalmente eficientes tanto en prediccio´n como en tiempo de
entrenamiento, ya que el modelo se actualizara´ muy frecuentemente.
Teniendo esto en cuenta, se muestran a continuacio´n los algoritmos ma´s relevantes
de filtrado colaborativo que han sido probados en el problema de Search Shortcuts:
Item-Mean. Es un algoritmo extremadamente sencillo, que siempre devuelve como
prediccio´n la media del elemento en cuestio´n.
Algoritmos basados en usuario [Herlocker et al., 2002; Shardanand y Maes, 1995].
Una de las estrategias de filtrado colaborativo ma´s populares. Predicen la utilidad
de un elemento mediante un proceso que incluye tres fases:
1. Calcular la similitud entre el usuario activo y el resto de usuarios. Existen
distintas te´cnicas para tal fin, entre las que hemos evaluado el coeficiente de
correlacio´n de Pearson [Resnick et al., 1994], Pearson forzado [Shardanand y
Maes, 1995], Mean Squared Difference [Shardanand y Maes, 1995] y Pearson
ponderado [Herlocker et al., 1999].
2. Seleccionar un subconjunto de los usuarios segu´n su similitud con el usuario
activo (es decir, sus vecinos). Hemos evaluado la te´cnica ma´s popular, el
ma´ximo nu´mero de vecinos [Resnick et al., 1994], ya que es aquella que
ofrece mejores resultados [Herlocker et al., 2002].
3. Finalmente, calcular la prediccio´n a partir de las valoraciones de los veci-
nos. Hemos estudiado dos alternativas: normalizacio´n centrada en la media
[Resnick et al., 1994] y normalizacio´n z-score [Herlocker et al., 2002].
Algoritmos basados en elementos [Sarwar et al., 2001]. Son similares a los basados
en usuarios, pero en lugar de buscar los usuarios ma´s parecidos, intentan encontrar
elementos similares a aque´l para el que queremos realizar la prediccio´n.
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Slope-One [Lemire y Maclachlan, 2005]. Un sencillo modelo para filtrado colabo-
rativo, basado en las diferencias entre valoraciones, que consiste en predictores de
la forma f(x) = x+ b. Hemos evaluado las variantes simple y ponderado.
Personality Diagnosis [Pennock et al., 2000]. Esta´ basado en un modelo proba-
bil´ıstico sencillo que aproxima la forma en que los usuarios valoran elementos
mediante una distribucio´n normal.
Algoritmo basado en tendencias [Cacheda et al., 2011a]. Una aproximacio´n basada
en las variaciones naturales entre diferentes usuarios y elementos.
9.4. Experimentos
9.4.1. Configuracio´n de los experimentos
Para realizar los experimentos hemos usado datos de query logs reales, de los mo-
tores de bu´squeda AOL [Pass et al., 2006] y MSN (analizado en el Cap´ıtulo 8). Hemos
dividido los datos en dos subconjuntos, como en la evaluacio´n de los Sistemas Recomen-
dadores tradicionales: subconjunto de entrenamiento y subconjunto de evaluacio´n. En
este caso, las consultas son los productos a ser sugeridos, y la evaluacio´n de esta reco-
mendacio´n se extrae impl´ıcitamente de las sesiones exitosas pertenecientes al conjunto
de entrenamiento.
Para construir los subconjuntos hemos seguido un proceso en dos pasos. Primero,
hemos escogido de modo aleatorio un porcentaje de las sesiones para ser usadas como
datos para entrenar a los algoritmos. Si pensamos en un sistema real, esta parte del
conjunto de entrenamiento ser´ıa equivalente a sesiones pasadas ya registradas en el
query log. Despue´s, alimentamos los algoritmos con las primeras dos consultas de cada
una de las sesiones del conjunto de evaluacio´n. E´stas representan la cabeza de la sesio´n
que el algoritmo necesita como contexto de prediccio´n. Comparando de nuevo con un
sistema real, esto se corresponde a las primeras consultas de la sesio´n de un usuario
que esta´ intentando conseguir un atajo de bu´squeda.
Los resultados han sido evaluados usando me´tricas tradicionales (ampliamente em-
pleadas), y nuevas me´tricas, una de las cuales ha sido disen˜ada especialmente para
el problema de Search Shortcuts. Tales me´tricas se pueden clasificar en me´tricas de
precisio´n en la prediccio´n y me´tricas de precisio´n en la clasificacio´n.
Las primeras tienen como objetivo evaluar la calidad del algoritmo al predecir pun-
tuaciones desconocidas para un usuario. Comparan las puntuaciones predichas por el
sistema con las reales, hechas por los usuarios, que esta´n en el subconjunto de eva-
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luacio´n. Entre este tipo de me´tricas, hemos usado Mean Absolute Error (MAE), ya
que es la ma´s popular usada en la literatura. Tambie´n hemos usado otras me´tricas
como Good Predicted Items MAE (GPIM) y Good Items MAE (GIM) [Cacheda et al.,
2011a]. E´stas se centran en medir los errores de prediccio´n en los productos relevantes,
que son aque´llos que realmente importan al usuario, y, por tanto, proporcionan unos
resultados ma´s cercanos a su punto de vista.
Por otro lado, las me´tricas de precisio´n en la clasificacio´n evalu´an la calidad de la
lista de recomendacio´n, es decir, la relevancia de los productos que esta´n siendo reco-
mendados. Entre ellas, hemos usado precisio´n, que mide la proporcio´n de productos
relevantes entre los productos recomendados, recall, que mide la proporcio´n de produc-
tos relevantes recomendados entre todos los productos relevantes del dataset y ROC
Curves [Herlocker et al., 2004]. E´stas evalu´an un algoritmo basa´ndose en si los elemen-
tos recomendados son realmente buenos. Otra me´trica tradicional que tambie´n ha sido
usada es Half-Life Utility [Breese et al., 1998], interesante porque tiene en cuenta el or-
den de los productos en la lista. Tambie´n hemos introducido una me´trica especialmente
disen˜ada para la evaluacio´n de Search Shortcuts, basada en la me´trica propuesta en
la Seccio´n 9.2.2. Para e´sta hemos usado diversas variaciones de la funcio´n mono´tona
creciente f(m) (ver Ecuacio´n 9.1), para evaluar diferentes aspectos de cada algoritmo:
Una funcio´n constante, f(m) = 1
Una funcio´n lineal, f(m) = m
Una funcio´n cuadra´tica, f(m) = m2
Una funcio´n exponencial, f(m) = em
Cada tipo de me´trica comentada requiere una metodolog´ıa de evaluacio´n diferente.
Cuando usamos me´tricas de precisio´n en la prediccio´n, cada algoritmo se entrena con
el conjunto de entrenamiento, y despue´s debe predecir la utilidad de cada uno de los
productos del conjunto de evaluacio´n. Los resultados se comparan con las puntuaciones
reales usando las me´tricas comentadas.
Con respecto a la evaluacio´n de la precisio´n en la clasificacio´n, el algoritmo genera
una lista de productos recomendados. Entonces, esa lista se compara con los productos
relevantes encontrados en el conjunto de evaluacio´n. Una pregunta que nos debemos ha-
cer en este momento es co´mo seleccionar el subconjunto a partir del cual el algoritmo
tomara´ los productos recomendados. En un sistema real, el algoritmo deber´ıa reco-
mendar cualquier producto no valorado por el usuario todav´ıa, es decir, se deber´ıan
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recomendar consultas que el usuario no ha enviado au´n. Sin embargo, dicha aproxima-
cio´n no es factible en una evaluacio´n basada en un dataset oﬄine con un gran volumen
de datos como el que estamos usando. La razo´n es que para evaluar un algoritmo ne-
cesitamos comparar sus resultados con los productos presentes en el subconjunto de
evaluacio´n. Si permitimos al algoritmo recomendar cualquier producto, haya sido o no
valorado por el usuario, podremos obtener una lista de recomendacio´n sin productos
que pertenezcan al conjunto de evaluacio´n, y, por tanto, no seremos capaces de realizar
ninguna evaluacio´n. Para evitar esto, hemos limitado la recomendacio´n a los productos
que forman parte del conjunto de evaluacio´n. Aunque de este modo se puede calcular
la precisio´n de la clasificacio´n, es necesario decir que los resultados pueden diferir de
los obtenidos a partir de una evaluacio´n por medio de usuarios reales, donde todos los
productos pueden formar parte de la recomendacio´n.
Hemos tenido en cuenta tambie´n el coverage de cada algoritmo, es decir, el porcenta-
je de productos para el que el algoritmo es capaz de realizar una prediccio´n. Algoritmos
con bajo coverage tendera´n a recomendar siempre los mismos productos y, por tanto,
son menos interesantes desde el punto de vista de Search Shortcuts.
Con respecto a los datos empleados, hemos derivado diez nuevos datasets a partir
de los dos ya citados, aplicando las te´cnicas de preprocesado analizadas en el cap´ıtulo
anterior; es decir:
Considerar la consulta como una cadena u´nica.
Tener en cuenta diferentes te´rminos en una consulta.
Aplicar stopword removal.
Aplicar term stemming.
Aplicar stopword removal y term stemming.
Adema´s, tambie´n hemos estudiado el efecto de considerar so´lo sesiones con ma´s de
un nu´mero determinado de consultas. Ambas te´cnicas, como vemos en la Figura 9.2,
permiten aumentar la densidad de los datos, lo cual se preve´ que mejore la precisio´n
de los resultados. En especial, ignorar sesiones con pocas consultas tiene un impacto
significativo en la densidad del dataset. Cuando se consideran u´nicamente sesiones de
al menos tres consultas, la densidad aumenta significativamente, lo cual es fa´cilmente
explicable por el hecho de que un gran nu´mero de sesiones desaparecen del dataset final.
En realidad, el nu´mero total de sesiones se reduce hasta un 80 % en el dataset de MSN,
y hasta un 70 % en el caso del AOL.
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Figura 9.2: Efecto de las diferentes te´cnicas de preprocesado sobre los query logs de AOL
-eje izquierdo- y MSN -eje derecho-. Los resultados se muestran en te´rminos de densidad
relativa x105.
Del mismo modo, aplicar cualquier te´cnica de preprocesamiento tambie´n ayuda a
aumentar la densidad de datos, aunque esto tenga menos impacto que descartar sesiones
con pocas consultas (ya hab´ıamos visto que existe gran cantidad de sesiones con una
sola consulta en el query log de MSN). En este caso la densidad se incrementa debido
a que estas te´cnicas reducen el nu´mero de consultas u´nicas. Los mejores resultados se
obtienen aplicando stopword removal y term stemming, especialmente si las sesiones
pequen˜as tambie´n se descartan.
9.4.2. Resultados
En primer lugar, hemos analizado la precisio´n en la prediccio´n de los diferentes
algoritmos, para as´ı evaluar que´ tal se comportan las te´cnicas de filtrado colaborativo
en contextos caracterizados por la baja densidad y gran volumen de datos, como el
que ahora nos ocupa. Como ya hemos comentado, los dominios en que se han aplicado
tradicionalmente estas te´cnicas son relativamente densos. En la Figura 9.3 podemos
observar los resultados, segu´n la me´trica MAE. Como vemos, la mayor´ıa de algoritmos
presentan unos resultados bastante buenos, especialmente en el dataset de AOL, con
un error absoluto medio entre el 5 % y el 10 %. Sin embargo, estos buenos resultados
deben ser interpretados cuidadosamente.
De hecho, si observamos el coverage de cada algoritmo (tambie´n mostrado en la
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Figura 9.3: Resultados de MAE y coverage en los datasets de AOL y MSN.
Resultados de MAE -eje de la izquierda- y coverage -derecha- en los datasets de AOL
y MSN.
Figura 9.3), podemos ver que los buenos resultados en MAE (es decir, predicciones
bastante exactas) esta´n a menudo relacionados con un bajo coverage. La razo´n es que
algunos algoritmos extraen muy poca informacio´n de los datos disponibles y, por tanto,
so´lo pueden predecir la utilidad de aquellos elementos para los cuales existe gran can-
tidad de informacio´n en el dataset. Tal caso suele corresponder a elementos populares,
generalmente fa´ciles de predecir, y, por tanto, la precisio´n es mejor en ellos. Sin em-
bargo, el usuario normalmente ya los conoce, con lo que la recomendacio´n no es muy
u´til para e´l [Ziegler et al., 2005]. Esto es lo que espera´bamos, ya que los algoritmos
de filtrado colaborativo no fueron disen˜ados para contextos tan dispersos como e´ste.
En dominios como el comercio electro´nico, tenemos ma´s informacio´n disponible, y, por
tanto, los algoritmos pueden basarse so´lo en algunas partes de ella y au´n as´ı obtener
resultados precisos. Este es el caso, por ejemplo, de los algoritmos basados en usuarios
y basados en productos, que so´lo tienen en consideracio´n las relaciones entre usuarios o
productos. Cuando se enfrentan a un contexto tan disperso como los datos de un query
log, estos algoritmos no son capaces de extraer informacio´n suficiente para valorar la
mayor´ıa de los productos, y, por tanto, su coverage es muy bajo.
Es de destacar que el sencillo algoritmo Item-Mean presenta un coverage de alre-
dedor del 14 %. Dado que este algoritmo simplemente devuelve la puntuacio´n media
del producto como prediccio´n, esto significa que ma´s del 86 % de los productos no han
sido puntuados todav´ıa. Es decir, el 86 % de las consultas del conjunto de evaluacio´n no
aparecen en el conjunto de entrenamiento, y, por tanto, no pueden ser recomendadas
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basa´ndose en las sesiones previas. En este dataset el mejor coverage gira entorno al
14 %, lo cual nos puede dar una idea de la dispersio´n de los datos y los problemas que
tendra´n los algoritmos de filtrado colaborativo.
Por otra parte, algunas aproximaciones basadas en modelo, como el algoritmo ba-
sado en tendencias o Personality Diagnosis presentan, globalmente, buenos resultados.
Adema´s, la me´trica MAE tiene otra limitacio´n importante en este contexto, relacio-
nada con la forma en que asignamos valoraciones de forma impl´ıcita a partir del dataset.
Teniendo en cuenta que hemos asignado una valoracio´n neutral a todas las consultas
en una sesio´n, excepto la u´ltima, y adema´s solamente estamos evaluando en sesiones
relativamente grandes, la mayor parte de las consultas van a tener una valoracio´n neu-
tral. Por tanto, para un algoritmo va a resultar ma´s sencillo obtener una prediccio´n
para dichos elementos. Por ejemplo, un algoritmo que se limite a predecir siempre una
valoracio´n neutral, obtendr´ıa resultados muy precisos en la mayor´ıa de elementos, y
e´stos compensar´ıan los malos resultados obtenidos en otros, ya que la me´trica MAE
tiene en cuenta la media del error cometido en todo el conjunto de evaluacio´n.
Partiendo de esta observacio´n, se puede comprobar que Personality Diagnosis, el
algoritmo basado en tendencias e Item Mean son los mejores algoritmos de acuerdo
a los resultados globales. Los buenos resultados en Item Mean son un poco sorpren-
dentes, dado que es un algoritmo realmente simple. Adema´s, recomienda los productos
basa´ndose en su puntuacio´n media, as´ı que recomendara´ siempre las mismas consultas
para todas las sesiones. Claramente, esto no es una buena recomendacio´n. En este ca-
so, los buenos resultados se deben a las limitaciones de las me´tricas de precisio´n en la
prediccio´n.
La misma conclusio´n puede obtenerse a partir de la evaluacio´n basada en me´tricas
de precisio´n en la clasificacio´n (los resultados para los datasets de AOL y MSN pueden
verse, respectivamente, en las Figuras 9.4 y 9.5). Aunque ningu´n algoritmo ofrece unos
resultados destacados, debemos tener en cuenta las limitaciones de las me´tricas de eva-
luacio´n, especialmente cuando e´sta se realiza en un dataset oﬄine, con gran volumen
de datos pero baja densidad. En estas condiciones, es muy probable que las recomen-
daciones ofrecidas por el algoritmo no se correspondan realmente con ninguno de los
elementos que tenemos en el conjunto de evaluacio´n. Por tanto, la evaluacio´n no podra´
llevarse a cabo de forma satisfactoria. Para minimizar este problema, hemos restringido
los elementos que el algoritmo podr´ıa recomendar a aque´llos presentes en el conjunto
de evaluacio´n. Tal hecho debe tenerse en cuenta a la hora de interpretar los resultados
obtenidos en estas me´tricas. Dado que el algoritmo solamente puede recomendar unos
pocos elementos, un pequen˜o error puede llegar a tener un gran impacto en la preci-
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sio´n final. Adema´s, como el porcentaje de productos no relevantes es muy alto, es muy
fa´cil cometer tales errores, lo cual tambie´n explica la baja precisio´n. Existe un gran
volumen y dispersio´n de los datos. El algoritmo no tiene suficiente informacio´n para
evaluar la mayor´ıa de los productos (bajo coverage), por lo que muchos de ellos quedan
automa´ticamente fuera de la lista de recomendacio´n. Al final, el taman˜o de la lista es
muy pequen˜o si lo comparamos con todos los datos.
Figura 9.4: Resultados, en el dataset de AOL, de las me´tricas de precisio´n, ROC -eje de
la izquierda- y half-life utility -derecha-.
Adema´s, las me´tricas tradicionales se basan en el concepto de relevancia de un
elemento, que es en cierto modo ambiguo en el contexto de Search Shortcuts. Por
supuesto, una consulta deber´ıa considerarse relevante cuando conduce al usuario a la
informacio´n que estaba buscando, pero esto no puede saberse a partir de los datos en el
query log. Por tanto, los investigadores pueden elegir entre varias formas de interpretar
la relevancia de una consulta: si tras ella ha finalizado la sesio´n, el nu´mero de resultados
que han sido visitados por el usuario, el tiempo que este tarda en consultarlos, etc.
La me´trica de Search Shortcuts explicada en la Seccio´n 9.2.2, elimina esta am-
bigu¨edad, al definir claramente lo que debemos evaluar: el nu´mero de consultas que
la recomendacio´n ha ahorrado al usuario. Por tanto, esta me´trica para minimizar es-
pecialmente disen˜ada para la evaluacio´n de Search Shortcuts intenta paliar las limita-
ciones que tienen las me´tricas tradicionales a la hora de evaluar los datasets oﬄine.
Centre´monos ahora en esta me´trica.
En primer lugar, hemos estudiado la relacio´n entre esta nueva me´trica y las me´tricas
tradicionales de precisio´n en la clasificacio´n. En concreto, es especialmente interesante
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Figura 9.5: Resultados, en el dataset de MSN, de las me´tricas de precisio´n, ROC -eje de
la izquierda- y half-life utility -derecha-.
estudiar la correlacio´n entre esta me´trica y la me´trica tradicional de precisio´n, ya que
las dos pretenden medir caracter´ısticas similares. Como podemos ver en la Figura 9.6,
la correlacio´n entre ambas me´tricas depende de la funcio´n f elegida. En concreto, si
elegimos la funcio´n constante, f(x) = 1, ambas me´tricas esta´n fuertemente correlacio-
nadas. Esto no es de extran˜ar, ya que al elegir una funcio´n constante mide el porcentaje
de consultas en el subconjunto de evaluacio´n que aparecen en la sesio´n original, es decir,
las consultas relevantes desde el punto de vista de Search Shortcuts. Esta caracter´ıstica
es realmente importante, ya que significa que los resultados de la me´trica presentada
pueden interpretarse en te´rminos de precisio´n. Pero adema´s, al contrario que la me´trica
de precisio´n tradicional, la me´trica presentada para Search Shortcuts ofrece una inter-
pretacio´n clara de lo que significa relevancia en el contexto tratado, y, adema´s, co´mo
debe ser calculada. Esto, sin duda, tiene un gran valor a la hora de evaluar y comparar
algoritmos entre s´ı.
Por otra parte, si elegimos una f distinta, podemos evaluar otras caracter´ısticas de
los algoritmos, que las me´tricas tradicionales no son capaces de cubrir. Por ejemplo,
usando la funcio´n exponencial, f(x) = ex, estaremos evaluando no so´lo si las consultas
recomendadas son relevantes, sino hasta que´ punto lo son; es decir, lo cerca que esta´n
del final de la sesio´n, y, por tanto, el tiempo que potencialmente podr´ıan ahorrar al
usuario.
En las Tablas 9.1 y 9.2 puede consultarse una evaluacio´n de los distintos algoritmos
empleando esta me´trica. Los resultados en ambos datasets muestran claras diferencias
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Figura 9.6: Correlacio´n entre la funcio´n de similitud de Search Shortcuts y la precisio´n,
dependiendo de la funcio´n f elegida, tanto en el dataset de AOL -arriba- como el de MSN
-abajo-.
entre los algoritmos basados en memoria y los basados en modelo. Cuando elegimos
una f constante, por tanto considerando de igual forma cualquier shortcut relevan-
te, independientemente de su posicio´n en la sesio´n original, los algoritmos basados en
usuario obtienen los mejores resultados. Sin embargo, si reemplazamos la f para eva-
luar hasta que´ punto las recomendaciones son u´tiles para reducir la sesio´n, podemos
comprobar que tanto el algoritmo basado en tendencias como Personality Diagnosis
presentan resultados ma´s precisos. Adema´s, esto se puede observar en ambos datasets,
y con la mayor´ıa de me´tricas. Estos dos algoritmos muestran tambie´n buenos resulta-
dos en te´rminos de exactitud en la prediccio´n, precisio´n e incluso coverage, por lo que
parecen buenos candidatos para el problema de Search Shortcuts. Sin embargo, siguen
siendo sensibles a la baja densidad de informacio´n, aunque en menor medida que los
algoritmos basados en memoria.
De hecho, el impacto negativo que tiene la baja densidad del dataset puede ob-
servarse en los resultados de los algoritmos con todas las me´tricas estudiadas. Este
comportamiento es el esperado, ya que los algoritmos de filtrado colaborativo estudia-
dos han sido disen˜ados para contextos con mucha ma´s informacio´n. Por tanto, es de
esperar que la aplicacio´n de te´cnicas para reducir la densidad del dataset, como las
presentadas en la seccio´n 3.1, tenga un impacto importante en los resultados. Hemos
estudiados dos te´cnicas:
Ignorar sesiones pequen˜as, es decir, sesiones con menos de 3 consultas.
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Algoritmos f(x) = 1 f(x) = x f(x) = x2 f(x) = ex
Item Mean 1.956 0.6 0.354 0.267
Basado en tendencias 1.989 0.612 0.361 0.265
UB (Pearson ponderado) 2.284 0.607 0.338 0.246
UB (MSD) 2.181 0.589 0.33 0.252
IB 2.173 0.586 0.329 0.253
Slope One 2.182 0.589 0.331 0.252
Slope One ponderado 2.181 0.589 0.331 0.252
Personality Diagnosis 1.951 0.598 0.351 0.272
Tabla 9.1: Resultados de varios algoritmos segu´n la me´trica de similitud de Search Short-
cuts, en el dataset de AOL.
Algoritmos f(x) = 1 f(x) = x f(x) = x2 f(x) = ex
Item Mean 1.491 0.301 0.165 0.258
Basado en tendencias 1.416 0.33 0.188 0.273
UB (Pearson ponderado) 1.537 0.268 0.142 0.261
UB (MSD) 1.505 0.274 0.146 0.265
IB 1.505 0.272 0.145 0.264
Slope One 1.513 0.27 0.144 0.263
Slope One ponderado 1.513 0.27 0.144 0.262
Personality Diagnosis 1.457 0.33 0.186 0.263
Tabla 9.2: Resultados de varios algoritmos segu´n la me´trica de Search Shortcuts, en el
dataset de MSN.
Aplicacio´n de te´cnicas de preprocesado: term reordering, term stemming, y stop-
word removal.
En la Figura 9.7 podemos ver que, efectivamente, ignorar sesiones con menos de 3
consultas tiene un gran impacto en la precisio´n de los algoritmos. En ciertos algoritmos
basados en modelo, la mejora obtenida es superior al 30 %, y llega hasta cerca del
50 % cuando se combina con te´cnicas de preprocesado. Este resultado es el esperado,
ya que los algoritmos de filtrado colaborativo no se comportan bien con usuarios que
han valorado pocos elementos, lo que es equivalente a sesiones pequen˜as en el contexto
de Search Shortcuts. Esto corresponde al problema de cold-start [Schein et al., 2002],
que, como podemos ver, puede solucionarse fa´cilmente en este contexto. Por otra parte,
la mejora no es tan espectacular en los algoritmos basados en memoria (en el centro
de ambas gra´ficas), lo que puede explicarse por el hecho que que estos algoritmos
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Figura 9.7: Porcentaje de mejora, en precisio´n del algoritmo, cuando las sesiones con
menos de 3 consultas son ignoradas, en los datasets de AOL -derecha- y MSN -izquierda-.
El orden de los algoritmos es el mismo que en las Figuras 9.3, 9.4 y 9.5.
tienen importantes limitaciones para extraer informacio´n de datasets poco densos. La
contribucio´n de este tipo de te´cnicas a aumentar la densidad del dataset (ver Figura
9.2) no es suficiente para estos algoritmos. De hecho, en ciertos casos puede incluso
llegar a empeorar ligeramente los resultados.
Por otra parte, tambie´n hemos estudiado el impacto de las te´cnicas de preprocesado
por s´ı solas, sin eliminar sesiones pequen˜as. Los resultados, como se muestra en la Figura
9.8, dependen en gran medida del dataset empleado. En el AOL, so´lo term reordering
parece mejorar la precisio´n de los algoritmos, teniendo las dema´s te´cnicas un impacto
negativo. Sin embargo, en el dataset MSN, tanto term reordering por s´ı solo como
combinado con stopword removal ofrecen una mejora en la precisio´n, que llega hasta
cerca del 10 %, lo que es un gran resultado. De las te´cnicas estudiadas, so´lo stopword
removal, cuando no se combina con otras te´cnicas, ofrece siempre malos resultados. En
cualquier caso, parece evidente que las te´cnicas de preprocesado son mucho ma´s u´tiles
cuando se combinan con la eliminacio´n de sesiones pequen˜as.
9.5. Conclusiones
En este cap´ıtulo hemos estudiado la aplicacio´n de te´cnicas de filtrado colaborativo
al problema de Search Shortcuts. La evaluacio´n ha sido realizada usando datos reales de
query logs de los datasets AOL y MSN. Hemos obtenido resultados bastante precisos,
lo que demuestra que este tipo de algoritmos encaja bastante bien en este problema.
Sin embargo, tambie´n hemos observado el bajo coverage de algunos algoritmos, lo que
esta´ relacionado con la baja densidad de este tipo de datasets. Sobre todo, las te´cnicas
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Figura 9.8: Efecto de distintas te´cnicas de preprocesado en la precisio´n, en los datasets
de AOL y MSN. Los resultados esta´n expresados en te´rminos de porcentaje de variacio´n
respecto a la precisio´n sin aplicar ninguna de dichas te´cnicas.
tradicionales basadas en usuarios o elementos son especialmente sensibles a esta falta
de informacio´n, debido a que so´lo aprovechan una pequen˜a parte de la informacio´n
disponible.
Tambie´n se han estudiado varias te´cnicas para reducir la influencia de esta baja
densidad. Hemos visto como algunos de estos me´todos tienen un gran impacto en los
resultados, dando lugar a mejoras significativas. En concreto, ignorar las sesiones con
pocas consultas ha demostrado ser una te´cnica muy exitosa, mejorando la precisio´n
de los algoritmos hasta en un 50 %. De la misma forma, te´cnicas de preprocesado
como term stemming o stopword removal tambie´n son u´tiles, especialmente cuando se
combinan con la anterior. Adema´s, las mejoras se producen independientemente del
dataset empleado.
Por otra parte, cuando se emplean otras me´tricas en lugar del error en la precisio´n,
los resultados son modestos. Hemos relacionado este hecho tanto con la naturaleza de
algunos algoritmos, como con el gran volumen y baja densidad de los datos, as´ı como
con las limitaciones de las me´tricas y metodolog´ıas de evaluacio´n tradicionales. Las
me´tricas de precisio´n en la clasificacio´n obtienen resultados interesantes, pero so´lo si se
tienen en cuenta los detalles de la metodolog´ıa de evaluacio´n empleada. En concreto, el
uso de datasets oﬄine y poco densos impone varias limitaciones, ya que los elementos
considerados relevantes por el algoritmo no pueden ser comparados con datos reales en
muchos casos.
Para superar estos problemas se ha empleado una me´trica especialmente disen˜ada
para la evaluacio´n del problema de Search Shortcuts. Su principal ventaja es que los
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resultados pueden ser fa´cilmente interpretados en te´rminos de cua´n buenas son las
recomendaciones del algoritmo para reducir la longitud de la sesio´n. Es decir, hasta
que´ punto ayudan a los usuarios a encontrar la informacio´n que necesitan en el menor
tiempo posible. Adema´s, permite evaluar diferentes aspectos del algoritmo, incluyendo
su precisio´n segu´n el significado tradicional de dicho te´rmino.
Finalmente, nos hemos encontrado con varias limitaciones que deber´ıan ser tratadas
en futuros trabajos. En primer lugar, el uso de tres niveles de valoraciones (positiva,
negativa, neutral) no funciona tan bien como hab´ıamos esperado, principalmente debido
a que la mayor parte de las consultas son, de hecho, neutrales segu´n este esquema. Esto
da lugar a recomendaciones incorrectas que, lo que es peor, son consideradas como
buenas por las me´tricas de precisio´n en la prediccio´n. Adema´s, la idea de interpretar
un clic como e´xito deber´ıa ser mejorada teniendo en cuenta ma´s aspectos disponibles
en el query log, como, por ejemplo, si el usuario ha visitado pa´ginas de resultados
adicionales, el tiempo transcurrido hasta que prueba con otra consulta, etc.
De la misma manera, ya que una sesio´n f´ısica puede estar formada por varias sesiones
lo´gicas, deber´ıan estudiarse te´cnicas ma´s complejas de segmentacio´n de sesiones.
Finalmente, ser´ıa interesante comparar los resultados de algoritmos de filtrado cola-
borativo con te´cnicas de query suggestion tradicionales, as´ı como el desarrollo de nuevos
algoritmos especialmente disen˜ados para este nuevo problema.
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Cap´ıtulo 10
Conclusiones y trabajos futuros
Esta tesis ha estado enfocada al ana´lisis de los algoritmos de recomendacio´n en
entornos dispersos, poniendo especial atencio´n en los sistemas de filtrado colaborativo.
A continuacio´n especificaremos cua´les son las principales conclusiones obtenidas, para
posteriormente indicar las contribuciones ma´s destacables y los trabajos futuros que se
pueden derivar de esta tesis.
10.1. Conclusiones
En el Cap´ıtulo 3 abordamos el estudio de la dispersio´n de los datos en los sistemas
recomendadores centra´ndonos en el comportamiento de los algoritmos de filtrado cola-
borativo ante distintas condiciones en un dominio de recomendacio´n de pel´ıculas. Segu´n
los resultados alcanzados, el tipo del algoritmo determina en que´ grado influye la den-
sidad de los datos en la precisio´n obtenida. Este comportamiento esta´ muy relacionado
con la habilidad que tienen las distintos te´cnicas de interpretar los datos disponibles
y extraer informacio´n u´til. Mientras que en situaciones de alta densidad de datos la
mayor´ıa presentan resultados parecidos, en situaciones con gran dispersio´n estas dife-
rencias se acentu´an. Este hecho esta´ causado, en gran medida, por las limitaciones que
tienen a la hora de encontrar las similitudes entre los usuarios y/o productos, debido,
por ejemplo, a la gran diversidad existente en gustos y opiniones.
En el Cap´ıtulo 4 mostramos co´mo un ana´lisis de los datos puede ser de ayuda para
desarrollar algoritmos de filtrado colaborativo y para comprender el comportamiento
de los usuarios de un dominio. De hecho, muchos de los problemas encontrados en la
evaluacio´n de los algoritmos tradicionales basados en usuarios pueden explicarse por
medio de un estudio de los datos. Por tanto, este estudio permite tambie´n mejorar el
disen˜o de los algoritmos y evitar as´ı los errores comunes introducidos al malinterpretar
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las peculiaridades de los datos. En concreto, en dicho cap´ıtulo abordamos el desarrollo
de algoritmos para la tarea de prediccio´n en contextos con alta dispersio´n centra´ndonos
en los usuarios en situacio´n de cold-start, es decir, usuarios que disponen de pocas pun-
tuaciones y para los que es dif´ıcil que el sistema les genere una recomendacio´n precisa.
A ra´ız de las conclusiones obtenidas a partir del ana´lisis realizado, propusimos una
medida de similitud basada en el porcentaje de productos valorados en comu´n por
cada par de usuarios, que obtuvo ligeras mejoras con respecto a las medidas tradiciona-
les en situaciones de escasa informacio´n, en donde e´stas presentan ciertas limitaciones
por ser demasiado estrictas. Aunque los resultados no proporcionaron un incremento
significativo de la precisio´n, s´ı que demostraron la importancia del ana´lisis previo.
En la tarea de recomendacio´n la expansio´n de perfil ha permitido mejorar los resul-
tados de los algoritmos de filtrado colaborativo en situaciones de cold-start, en donde la
informacio´n acerca de los usuarios es escasa. Una de las grandes ventajas de estos algo-
ritmos es que no requieren que el usuario proporcione nueva informacio´n. So´lo se basan
en las puntuaciones hechas por los usuarios. En el Cap´ıtulo 5 logramos prometedores
resultados con diferentes modos de combinar las te´cnicas de expansio´n. La razo´n de sus
buenos resultados es que algoritmos de distinta naturaleza se pueden complementar al
extraer informacio´n de diversos modos, lo cual provoca una mejor´ıa de los resultados.
La expansio´n del perfil puede ser realizada, aparte de por te´cnicas colaborativas,
por otros tipos de algoritmos. Este es el caso de los algoritmos basados en contenido. En
el Cap´ıtulo 6 propusimos un algoritmo de este tipo. Demostramos que la informacio´n
de contenido no so´lo es u´til para calcular la lista de productos, sino que tambie´n para la
prediccio´n de sus puntuaciones. Adema´s, comprobamos que considerar la popularidad
de los productos incrementa la precisio´n de los resultados notablemente, a costa de
sesgar las recomendaciones hacia los productos ma´s populares y, por tanto, perder
personalizacio´n. Esto no impide que dicha caracter´ıstica pueda llegar a ser de gran
utilidad en situaciones en donde la dispersio´n de los datos sea extrema, por ejemplo.
Para ahondar en co´mo afecta la dispersio´n a los algoritmos de filtrado colabora-
tivo, tambie´n hemos estudiado el funcionamiento de estos algoritmos en el dominio
de la recomendacio´n de consultas. En primer lugar, analizamos el query log pu´blico
de MSN, para as´ı poder comprender co´mo se comportan los usuarios cuando realizan
una bu´squeda. En dicho ana´lisis aplicamos el me´todo de segmentacio´n por tiempo con
diferentes umbrales, por ser un me´todo de segmentacio´n ampliamente usado. De esta
manera pudimos comprobar co´mo los usuarios no acostumbran a dejar ma´s de 20 minu-
tos entre dos consultas consecutivas y que un 75 % de las sesiones lo´gicas son cortas, con
no ma´s de 2 consultas. Adema´s, el nu´mero de clics que se realizan sobre cada consulta
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tiende a ser bajo, menor de un clic por consulta en el query log. Tambie´n comprobamos
que los usuarios hacen estos clics sobre los primeros documentos de la lista ofrecida
por el motor de bu´squeda, lo cual deja entrever que el usuario suele confiar en el orden
proporcionado por el motor. Otra conclusio´n de este estudio es que en una sesio´n lo´gica
las consultas situadas al final reciben una media de clics ligeramente superior a la del
resto de consultas. La razo´n es que es habitual que la u´ltima consulta este´ ma´s o menos
bien formulada, por lo que es probable tambie´n que se encuentren documentos relevan-
tes en ella y, por tanto, que estos documentos reciban clics por parte del usuario. A
medida que el taman˜o de la sesio´n lo´gica es ma´s grande, los clics tienden a distribuirse
entre ma´s posiciones, debido, en general, a que se trata de procesos de bu´squeda ma´s
complejos, que requieren un mayor esfuerzo por parte del usuario.
Por otro lado, las te´cnicas de procesamiento empleadas, como la reordenacio´n de
te´rminos, term stemming o stopwords, a pesar de que no reducen significativamente
el nu´mero de sesiones lo´gicas pequen˜as, s´ı que hacen decrecer el nu´mero de sesiones
totales, decrementando as´ı la dispersio´n de los datos.
En cuanto a la frecuencia de las consultas, el ana´lisis realizado mostro´ que e´sta
aumentaba conforme las sesiones eran ma´s cortas y la consulta estaba ma´s pro´xima
a la primera posicio´n de la sesio´n lo´gica. Ambas conclusiones eran previsibles, puesto
que, dada la eficiencia de los motores de bu´squeda actuales, los usuarios tienden a co-
menzar las sesiones con consultas sencillas (ma´s gene´ricas y frecuentes), para despue´s
ir complica´ndolas en funcio´n de los resultados que el motor proporcione. Las sesiones
pequen˜as se corresponden generalmente con necesidades de informacio´n fa´ciles de sa-
tisfacer, que requieren menos esfuerzo, por lo que las consultas suelen ser tambie´n ma´s
simples y populares.
Usando como indicador del e´xito o el fracaso de una sesio´n lo´gica la presencia o
ausencia de clics en la u´ltima consulta de dicha sesio´n, en el query log estudiado exis-
ten pocas sesiones exitosas, especialmente teniendo en cuenta las sesiones largas. Esto
sucede porque bien los usuarios escogen incorrectamente la primera consulta, o bien
no son capaces de seguir el camino de bu´squeda correcto para satisfacer su necesidad
de informacio´n. Partiendo de esta idea, una de las conclusiones ma´s importantes que
obtuvimos del ana´lisis del query log es que usuarios con caminos de bu´squeda exitosos
podr´ıan ayudar a otros usuarios a lograr sesiones tambie´n exitosas. En el Cap´ıtulo 9
abordamos este reto, intentando ahorrar tiempo y esfuerzo a los usuarios. Para ello
aplicamos algoritmos de filtrado colaborativo al problema de Search Shortcuts. Tras
haber realizado la evaluacio´n con dos query logs pu´blicos, el de AOL y el de MSN,
observamos que, a pesar de que los algoritmos empleados encajan bien en el proble-
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ma mencionado, los resultados se vieron visiblemente afectados por la gran dispersio´n
de los datos presentes en este dominio. De nuevo, podemos atribuir este hecho a las
dificultades que tienen determinados algoritmos de extraer informacio´n en situaciones
de baja densidad de datos. Aunque en ciertos casos se alcanzan buenas precisiones,
estos resultados se producen porque estos algoritmos so´lo son capaces de recomendar
un porcentaje pequen˜o de las consultas, es decir, tienen un bajo coverage.
Para intentar reducir la influencia de la dispersio´n de los datos aplicamos las te´cnicas
de preprocesamiento estudiadas en el Cap´ıtulo 8. Algunas de estas te´cnicas obtuvieron
una mejora significativa de los resultados. Adema´s, vimos tambie´n que ignorar las
sesiones pequen˜as que no resultaban u´tiles para el problema a tratar, tuvo un gran
impacto positivo. De hecho, los mejores resultados se consiguieron combinando esta
u´ltima te´cnica con las te´cnicas de preprocesado comentadas anteriormente.
Estas conclusiones muestran co´mo los resultados obtenidos a partir de las ideas
propuestas en esta tesis para abordar la dispersio´n de los datos en diferentes dominios
suponen un punto de partida para nuevos trabajos, que comentaremos en la Seccio´n
10.3.
10.2. Contribuciones
Partiendo de los objetivos presentados en la Seccio´n 1.2 y teniendo en cuenta las
conclusiones generales recientemente comentadas, las principales contribuciones de esta
tesis son las siguientes:
Estudio del estado del arte de los algoritmos de filtrado colaborativo ante dife-
rentes condiciones de densidad de datos. Se trata de un estudio con diferentes
algoritmos de filtrado colaborativo, con el que se comprueba co´mo evoluciona
cada uno de ellos conforme el conjunto de datos se hace ma´s disperso. Esta evo-
lucio´n supone la principal diferencia entre las te´cnicas. De esta manera se puede
apreciar la dificultad de extraer informacio´n que tienen las te´cnicas colaborativas
en situaciones de poca densidad de datos. Sin embargo, cuando hay suficiente
densidad de datos, no existen diferencias significativas entre los algoritmos en
cuanto a precisio´n.
Propuesta de una medida de similitud para los algoritmos basados en usuario
en situaciones de dispersio´n de datos. El ana´lisis de algunos de los datasets ma´s
populares para la recomendacio´n de pel´ıculas mostro´ las limitaciones en contex-
tos dispersos de las medidas de similitud tradicionales usadas por los algoritmos
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colaborativos basados en vecinos en la tarea de prediccio´n. Dado que en dichos
contextos estas medidas son demasiado estrictas, propusimos una nueva medida
de similitud pensada precisamente para estas situaciones. En particular, aborda-
mos la mejora de los resultados para los usuarios que poseen pocas puntuaciones,
amparados en que un porcentaje muy pequen˜o de los usuarios genera un porcen-
taje significativo de las puntuaciones, lo cual implica que un nu´mero importante
de usuarios realizan pocas valoraciones.
Mejora de los algoritmos basados en usuario en la tarea de recomendacio´n apli-
cando la te´cnica de expansio´n de perfil de orden superior. Los algoritmos de
expansio´n de perfil permiten abordar el problema de cold-start y, ma´s concreta-
mente, el problema del nuevo usuario, aumentando el perfil de los usuarios con
pocas puntuaciones y, por tanto, disminuyendo la dispersio´n. Se presentaron dos
modos diversos de combinar estas te´cnicas: en serie y en paralelo. Los resultados
obtenidos demostraron que es preferible la combinacio´n de los algoritmos frente
al empleo de cada uno de ellos individualmente.
Mejora de los algoritmos basados en usuario en la tarea de recomendacio´n apli-
cando la te´cnica de expansio´n de perfil basada en contenido. La informacio´n de
contenido puede ser de ayuda en situaciones en donde la informacio´n colaborativa
es escasa. En concreto, propusimos la expansio´n del perfil colaborativo por medio
de te´cnicas basadas en contenido para tratar situaciones de nuevo usuario. A ra´ız
de los resultados, concluimos que la informacio´n de contenido es u´til no so´lo para
la seleccio´n de los productos a an˜adir al perfil, sino tambie´n para la prediccio´n de
las puntuaciones con las que se an˜aden.
Ana´lisis de un query log pu´blico. Para poder trabajar con un query log es conve-
niente previamente haberlo analizado, para as´ı comprender co´mo se comportan
los usuarios que usan el servicio a la hora de realizar bu´squedas. De esta mane-
ra se podra´n desarrollar te´cnicas adaptadas a los usuarios en cuestio´n, que les
hagan ma´s sencillo su proceso de bu´squeda El ana´lisis realizado lo centramos en
varios aspectos: las segmentaciones del query log en base a diferentes umbrales
de tiempo, el comportamiento de los usuarios a la hora de realizar los clics sobre
las consultas, la aplicacio´n de te´cnicas de preprocesado para reducir el nu´mero
de consultas u´nicas y as´ı conseguir un dataset menos disperso, y en el estudio del
e´xito o el fracaso de una determinada bu´squeda.
Aplicacio´n de las te´cnicas colaborativas en el dominio de la recomendacio´n de
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consultas. El estudio de los algoritmos colaborativos en la recomendacio´n de con-
sultas nos permitio´ analizar la influencia de una acusada dispersio´n de datos en
los resultados de dichos algoritmos. Para ello tuvimos que abordar ciertos retos
como la segmentacio´n de las sesiones de usuario en tareas de bu´squeda, la ex-
traccio´n de la relevancia de las consultas a partir de los datos del query log o
el mero hecho de encontrar una correspondencia entre los conceptos ba´sicos de
filtrado colaborativo (usuario, producto y puntuaciones) y de la recomendacio´n
de consultas (usuario, sesio´n y consultas).
10.2.1. Publicaciones y estancias de investigacio´n
La elaboracio´n de esta tesis ha tra´ıdo consigo diversas publicaciones1. De entre ellas,
las siguientes son publicaciones en revistas de cara´cter cient´ıfico:
F. Cacheda, V. Carneiro, D. Ferna´ndez, y V. Formoso. Comparison of collabo-
rative filtering algorithms: Limitations of current techniques and proposals for
scalable, high-performance recommender systems. ACM Transactions on Web,
5:2:1–2:33, Febrero 2011. ISSN: 1559-1131.
V. Formoso, D. Ferna´ndez, F. Cacheda y V. Carneiro. Using profile expansion
techniques to alleviate the new user problem. Information Processing & Manage-
ment, 49(3):659–672, Mayo 2013. ISSN: 0306-4573.
V. Formoso, D. Ferna´ndez, F. Cacheda y V. Carneiro. Using rating matrix com-
pression techniques to speed up collaborative recommendations. Information Re-
trieval, 16(6):680–696, 2013. ISSN: 1386-4564.
D. Ferna´ndez, V. Formoso, F. Cacheda y V. Carneiro. A content-based approach
to Profile Expansion. Enviado a Information Processing Letters. 2014.
D. Ferna´ndez, V. Formoso, F. Cacheda y V. Carneiro. HOPE techniques to tackle
the cold-start problem. Enviado a User Modeling and User-Adapted Interaction.
2014.
A continuacio´n, citamos las publicaciones tanto en congresos nacionales como in-
ternacionales:
1Hasta diciembre de 2011 los autores se ordenaron alfabe´ticamente; a partir de entonces, se empleo´
el orden de contribucio´n.
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R. Baraglia, F. Cacheda, V. Carneiro, D. Ferna´ndez, V. Formoso, R. Perego y
F. Silvestri. Search shortcuts: a new approach to the recommendation of queries.
En ACM Conference on Recommender Systems, RecSys’09, pa´ginas 77–84, New
York, NY, USA, 2009. ACM. ISBN: 978-1-60558-435-5.
F. Cacheda, V. Carneiro, D. Ferna´ndez y V. Formoso. Search Shortcuts: reco-
mendacio´n de consultas en buscadores web. En VIII Jornadas de Ingenier´ıa Te-
lema´tica, JITEL 2009, pa´ginas 237-244. Cartagena, 2009. ISBN: 978-84-96997-
27-1.
F. Cacheda, V. Carneiro, D. Ferna´ndez y V. Formoso. Eficiencia y precisio´n de
algoritmos de filtrado colaborativo: ana´lisis y comparativa. I Congreso Espan˜ol de
Recuperacio´n de Informacio´n, CERI 2010, pa´ginas 275-282. Madrid, 2010. ISBN:
978-84-693-2200-0.
F. Cacheda, V. Carneiro, D. Ferna´ndez y V. Formoso. Improving k-nearest neigh-
bors algorithms: practical application of dataset analysis. En ACM Internatio-
nal Conference on Information and Knowledge Management, CIKM’11, pa´ginas
2253–2256, Glasgow, Scotland, UK, 2011. ACM. ISBN: 978-1-4503-0717-8.
V. Formoso, D. Ferna´ndez, F. Cacheda, y V. Carneiro. Using neighborhood pre-
computation to increase recommendation efficiency. En International Conference
on Knowledge Discovery and Information Retrieval, KDIR 2012, pa´ginas 333–335,
Barcelona, Spain, 2012. SciTePress. ISBN: 978-989-8565-29-7.
Tambie´n se ha presentado una solicitud de patente para el me´todo de recomendacio´n
explicado en la Seccio´n 3.3.3.5:
Fidel Cacheda, Vı´ctor Carneiro, Vreixo Formoso, Diego Ferna´ndez, Ana Freire.
Recommendation Method and System. U.S. Patent Application, 61/492,206. Jun.
1, 2011.
Finalmente, durante el desarrollo de esta tesis se han realizado dos estancias de inves-
tigacio´n:
1 de junio de 2009 - 30 de junio de 2009. Estancia en el ISTI-CNR (Istituto di
Scienza e Tecnologie dell’Informazione “A. Faedo” – Consiglio Nazionale delle
Ricerche) en Pisa (Italia) bajo la supervisio´n de Dr. Fabrizio Silvestri.
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24 de marzo de 2010 - 2 de agosto de 2010. Estancia en el ISTI-CNR (Istituto di
Scienza e Tecnologie dell’Informazione “A. Faedo” – Consiglio Nazionale delle
Ricerche) en Pisa (Italia) bajo la supervisio´n de Dr. Fabrizio Silvestri.
10.3. Trabajos futuros
En primer lugar hemos hecho un estudio de diferentes te´cnicas colaborativas y
co´mo les afecta la dispersio´n de los datos. Este estudio puede ser ampliado tanto con la
inclusio´n de nuevos algoritmos como con el ana´lisis de nuevos dominios, lo cual resultar´ıa
relevante para la comunidad, puesto que no existen abundantes trabajos al respecto.
A partir de las conclusiones obtenidas acerca del ana´lisis realizado de los datasets de
recomendacio´n de pel´ıculas se podr´ıan elaborar nuevos modelos que se ajusten mejor a
los datos, que podr´ıamos introducir tambie´n en el estudio.
En cuanto al problema de la dispersio´n, lo hemos abordado tanto para la tarea de
prediccio´n como para el de recomendacio´n. El problema de la prediccio´n en situaciones
de baja densidad de datos hemos propuesto medidas de similitud sencillas para los al-
goritmos basados en vecinos. Como ya comentamos en el Cap´ıtulo 4, ser´ıa interesante
el estudio de una nueva medida en donde se ponderase dina´micamente en funcio´n del
nu´mero de productos que haya valorado cada usuario la contribucio´n del nu´mero de pro-
ductos valorados en comu´n y de la coincidencia en las puntuaciones realizadas. Adema´s,
las medidas propuestas pueden ser combinadas con medidas de similitud tradicionales.
Con respecto al estudio de la tarea de recomendacio´n, los trabajos sobre las te´cnicas
de expansio´n de perfil pueden ser continuados desde muchos frentes. En particular,
aparte de los algoritmos basados en vecinos se podr´ıan usar otros algoritmos de filtrado
colaborativo. Adema´s, la expansio´n de orden superior permite mu´ltiples combinaciones.
Se puede optar por una solucio´n recursiva, usando diferentes algoritmos de filtrado
colaborativo en diferentes iteraciones de la expansio´n. Aunque hasta el momento so´lo
hemos propuesto combinaciones dos a dos de algoritmos de expansio´n, el nu´mero de
algoritmos combinados puede ser ampliado, sobre todo teniendo en cuenta que tambie´n
ser´ıa interesante el estudio de nuevas fuentes de informacio´n como datos demogra´ficos,
las relaciones entre usuarios en las redes sociales, etc.
Otro aspecto interesante que abordar en el futuro acerca de la expansio´n de perfil
es el de an˜adir un nu´mero diferente de productos a la expansio´n en funcio´n del taman˜o
del perfil de cada usuario, puesto que no todos los usuarios del sistema tienen por que´
estar en situacio´n de cold-start.
Aunque hemos tratado la posibilidad de realizar expansiones del perfil del usuario
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activo, existe tambie´n la alternativa de expandir la matriz globalmente, es decir, au-
mentar los perfiles de todos los usuarios o, al menos, de aque´llos que no hayan valorado
un nu´mero mı´nimo de productos.
Tambie´n puede ser estudiado co´mo influyen en los resultados finales las medidas
de similitud de los algoritmos kNN tanto del algoritmo de recomendacio´n, como de los
algoritmos de expansio´n. El nu´mero de vecinos tambie´n puede ser modificado segu´n la
similitud que tengan con el usuario actual.
Como se puede comprobar, la expansio´n del perfil supone un tema que abre un gran
abanico de futuros trabajos posibles, que podr´ıan ser de gran utilidad para afrontar el
problema de la dispersio´n de los datos.
Por otro lado, el ana´lisis realizado del query log de MSN se podr´ıa ampliar de
formas diversas. Una de ellas, de gran intere´s, es la aplicacio´n de otros algoritmos
de segmentacio´n de sesiones ma´s complejos. As´ı, se podr´ıa comprobar si difieren las
conclusiones obtenidas de las presentadas en esta tesis.
En cuanto a la aplicacio´n de algoritmos de filtrado colaborativo al problema de
Search Shortcuts, nos hemos encontrado con varias limitaciones que deber´ıan ser trata-
das en futuros trabajos. En primer lugar, el uso de tres niveles de valoraciones (positiva,
negativa, neutral) no funciona tan bien como hab´ıamos esperado, por lo que el estu-
dio de otros nuevos esquemas puede mejorar los resultados obtenidos. Aunque en la
literatura la idea de interpretar un clic en la u´ltima consulta de la sesio´n lo´gica se ha
empleado en repetidas ocasiones, podr´ıamos tener en cuenta ma´s informacio´n extra´ıble
del query log como el nu´mero de resultados sobre los que el usuario ha hecho clic, el
tiempo transcurrido entre las distintas consultas, etc. El estudio de otros me´todos de
segmentacio´n de sesiones podr´ıan ser, de nuevo, de gran intere´s.
Finalmente, planeamos el empleo de algoritmos de expansio´n de perfil en la reco-
mendacio´n de consultas, ya que tuvieron un impacto muy positivo en la recomendacio´n
de pel´ıculas.
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