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Introduction
Trade intensity in a high frequency setting is an interesting and important topic. Standard models for time series are invalid in a high frequency world for many reasons. For example, returns on stocks, in classic time series models, assume a continuous distribution. This assumption is clearly not met, because of the tick size, possible changes in price and multiple tick sizes. In standard time series analysis, e.g. daily or weekly data, this simplification is acceptable. However, for example for 1-minute returns, the probability of a return being equal to zero is very high, close to one, which makes this assumption materially incorrect. Another issue is the exact time of a transaction, for 1-minute data it might be significant if times of trades are reported with a margin of error of one or two seconds.
One approach to investigating the trade intensity is to analyze the time between trades. The most popular model based on this approach is the Autoregressive Conditional Duration (ACD) model. The ACD model is conceptually neat. Generally, the basic ACD model assumes a conditionally exponential distribution of the time to the next transaction. The assumption is not met for the trade of stocks. The involvement of more complex distributions makes an ACD estimation computationally heavy. Additionally, the U-shape of the daily trade pattern makes the estimation much more difficult. It is relatively easy to overcome this problem using a proper data transformation, although the results for transformed data are more difficult to interpret.
Those concerns have motivated us to analyze trade intensity in a different way. The proposed method is conceptually relatively easy, although most of the inference possible for ACD is achievable. The idea is to regress the number of trades of a particular stock during a 5-minute interval, the choice of the length of interval is arbitrary and chosen as an example. From the data analyst's point of view, this is a prediction problem with the independent variable being a count variable. Dependent variables in this situation can be chosen freely. In this paper we use the characteristics from the previous interval as regressors. They are the number of trades, the number of trades with a higher price, the number of trades with a lower price and the value of all transactions.
Additionally, the trade pattern is analyzed. This is not the core of this research, thus it is not discussed fully. The trade pattern is visible and not considering it in the prediction would be incorrect. We use statistical methods to cluster the intervals in such a way that in every cluster the trade intensity is statistically similar.
Prediction models are based on the linear and generalized linear model (GLM). The authors are aware that the results can be improved in terms of prediction power by using more sophisticated machine-learning techniques. However, the goal of this analysis is to show that the prediction is manageable and the authors try to present the relation between the number of trades and other factors. This inference would be difficult for machine-learning techniques, which are usually "black boxes".
Literature overview
The progress of computational techniques and trading methods has recently had a massive impact on the most important topics in financial research reflected in the financial literature. One of the most important directions of both theoretical and empirical research is the market microstructure. On the basis of intraday data numerous researchers try to describe the price, volatility and trading volume and the process of their formation. One of the first streams of research is represented in a paper by De Jong and Rindi (2009) . Similarly to other researchers, the authors try to analyze the market structure and create market designs. The authors aim to find an effect of these factors on the intraday price formation. In the last decade researchers obtained access to tick-by-tick data and thus other intraday high frequency data. The availability of high frequency data has made it possible to prove the theories of market microstructure empirically.
One of the first topics analyzed empirically in the framework of market microstructure was intraday price dynamics. From a theoretical (statistical) point of view, the calendar-time distribution of stock price dynamics on small scales of time depends on both the distribution of price changes and the distribution of duration. These empirical studies are strongly interrelated with the observation of trading volume given by tick-by-tick data. The intraday behavior of stock prices was tested by Engle (2000) . He noticed that the largest rise in the volume of transactions can be observed at the open and at the close of the market. On the basis of existing theories and this observation, Engle explained the U-shaped pattern of volatility over the course of the day. The research based on the intraday data supplied evidence that the size of the time intervals is also essential at longtime scales, which contradicts claims made using traditional stock price models. Numerous papers on market microstructure including Diamond and Verrechia (1987) , Easley and O'Hara (1992) , Engle and Russell (1998) , Engle (2000) , Dufour and Engle (2000) , Manganelli (2005) and Cartea and Meyer-Brandis (2010) have confirmed that the duration at high frequencies between trades supplies constitutes important information about the intraday dynamics of tick-bytick trades. This information reflects the behavior of the market, the differences in the market activity of uninformed or informed market participants, the volatility of price changes and the implied volatility from the option markets.
Numerous empirical papers confirm that duration, as a random variable, can be considered as one of the most significant factors determining stock price behavior, especially with respect to short periods of time. As we just mentioned above, in the past this random variable was not usually taken into account in most asset pricing models with horizons of more than one day. Those who research stock market behavior on the basis of daily (or more aggregated) data assumed that any effect of durations is dissipated immediately. Nowadays, many trades are made within algorithmic trading processing on a tick-by-tick level. Thus, the duration between trades is included in the most important explanatory variables in most recent research. It delivers important information about the stock market behavior over short-time intervals.
The main goal of most trading strategies is to benefit from the price patterns and behavior of prices, volatility and trading volume over ever shrinking scales of time. Empirical studies suggest that the amount of time required to complete a trade has decreased in the last couple of years by a digit. Nowadays, most trades are conducted very quickly over short periods of time. This extremely fast trading has become one of the most popular kinds of trading (especially algorithmic trading) among market participants. The important aim of both theoretical and empirical research was the identification of the main factors which enhance the fast expansion of algorithmic trading. The impulse for speeding up the trades comes from essential changes in the market structure, observed especially in the last decade. In addition, in recent years the capacities of computers have significantly increased. However, the cost of even powerful computers has significantly decreased. These factors have increased not only the number of market participants but also raised the speed of trades on all stock markets.
Most researchers who write about duration just one paper of Engle and Russell (1998) . Their autoregressive conditional duration (ACD) model maps the time of arrival of financial data. This model is a starting point for numerous authors who aim to generalize the ACD model in different ways. Probably the best known and most frequently applied examples are the logarithmic model of Bauwens and Giot (2000) and extended class of models by Fernandes and Grammig (2005) . Some other generalizations refer to regime-switching and mixture ACD models. They are referenced in Maheu and McCurdy (2000) , Zhang et al. (2001) , Meitz and Terasvirta (2006) , Hujer et al. (2002) . The structural model for durations between events and associated marks is presented in a paper by Renault et al. (2012) . An extensive review of different duration models which reflect duration can be found in Bauwens and Hautsch (2009) .
Considering the literature as a whole, high frequency trade pattern is one of the most important topics from both the theoretical and empirical points of view. The trade pattern is also a very interesting topic, especially in the case of the stock markets in countries in transition like the Warsaw Stock Exchange (WSE). The Polish economy (and stock market) is the largest among the economies in transition from CEE. However, in relation to bigger economies such as the German economy it is small. According to recent empirical studies, all stock markets react to news from the US stock market in terms of price, volatility and trading volume performance. Trade on NYSE starts at 3 p.m. CET (Polish time), therefore in addition to the usual U-shape of the trade pattern, one can observe a fluctuation at 3 p.m. Trade pattern analysis is used later in this paper for a description of time in the model used for the predictions.
The goal of this article is to analyze the number of trades in short periods on WSE. The prediction is based on GLM and shrinkage methods. Recent research on GLM is presented by Friedman et al. (2010) . The shrinkage methods which are used in this article are presented by Tibshirani (1996) , a recent contribution on shrinkage methods can be found in Zou and Hastie (2005) . An introduction to GLM models and shrinkage methods in a broader context can be found in Hastie et al. (2008) . The analysis consists of two main parts. Firstly, a visualization of the trade pattern in terms of the number of trades is presented. Secondly, the task of predicting the number of trades during small intervals is undertaken. The analysis is conducted for 19 of the 20 biggest Polish listed companies in the period from January 1, 2014 to September 22, 2014. The only company that has been omitted was Orange Polska, which was preceded by Telekomunikacja Polska. The change of ownership and the name caused a technical problem and unreliable results, therefore the company has been removed from the analysis. The time interval that has been chosen for the analysis (frequency) is 5 minutes.
Data description and its daily pattern

Data description
The electronic system of the WSE has been changed since August 8, 2013 ; the most important change from the data analyst's point of view is the increased preciseness of the trade time from seconds to microseconds. This precision is very convenient from the researcher's point of view since in the period where microseconds are present no cases of two transactions taking place at the same time are reported. The trade hours on the WSE are 9:00 a.m. to 5:05 p.m. However, there is a break from 4:50 p.m. to 5:00 p.m. and during the last 5 minutes trade is not conducted as it is during normal hours, so transactions which took place after 4:50 p.m. are excluded from the analysis. This leaves us with 470 minutes of trade each day.
All transactions on the WSE are quoted in Polish zloty (PLN). At the time this publication is being prepared 1USD=3.95PLN and 1EUR=4.38PLN. In the text we present all values in PLN.
The stocks which form the main Polish equity index, WIG20, have been chosen for the analysis during the period January 1, 2014 to September 22, 2014. Table 1 summarizes the composition of WIG20; note that the analysis is performed for 19 out of 20 stocks from WIG20. Note: The Orange Polska has not been used in the analysis.
The variable being studied is the number of trades in a 5-minute interval for a particular stock. Therefore, the analysis consists of 19 regression problems. The raw data has been transformed into 5-minute data with four variables for each of 19 assets:
-Number-total number of trades -Plus-total number of trades with a higher price than the preceding trade -Minus-total number of trades with a lower price than the preceding trade -Volume-total number of shares traded In addition, the categorical variable time, which indicates the time interval, is added and there are 92 levels of this variable. A more in-depth analysis of the time variable is given later in this paper. Additionally, the data set has been divided into training and testing datasets. The training sample is the sample which is used for estimation. The training set is used for the out-of-sample performance analysis and it is not touched during the estimation. Later in this paper, the results presented are derived from the training set if not stated otherwise. Table 3 consists of descriptive statistics for the number of trades for all assets considered. Figure 1 shows the distribution of all four numerical variables considered per asset. Note the logarithmic scale on the graph. The differences in the number of trades and the number of shared traded are considerable across the assets. 
Daily pattern on WSE
The number of transactions displays a U-shape, which is characteristic of the daily pattern. Just after opening, trade intensity is very high, it drops significantly after a couple of minutes and then a slow downward trend is observed until midday. After that the trend changes to a slow upward one and starts to increase quickly around 3 p.m. The last five minutes are again significantly more intensive. A similar pattern is observable for the other variables considered (plus, minus and volume).
Figures 2 and 3 display the trade pattern for two sample companies, the biggest one -PKOBP and the smallest one -KERNEL. The PKOBP possesses a clear U-shape for all variables, although the KERNEL does not have visibly higher values in the morning (excluding the first interval). Boxplots of the four considered numerical variables by time for KERNEL. Note: "Plus trade"-trade with a higher price than the preceding trade, "minus trade"-lower. The outliers have not been plotted. The main goal of this section is to construct a factor time variable. A factor variable with 92 levels is not practical since if one wanted to use it in a regression model it would have 92 dummy variables. It seems that trade intensity is not significantly different, e.g. during intervals 10:00-10:05 and 10:05-10:10. However, we need a technique to group intervals.
In order to capture the daily pattern differences across names and across variables we use the following procedure:
I. Standardize 76 numerical variables (with zero mean and unit variance); logarithms of number, plus, minus and volume for 19 stocks. II. Perform Principal Component Analysis (PCA) on standardized variables.
III. Take the first component as a new variable, named PC1, of the PCA. IV. Perform hierarchical clustering of time intervals (92 levels of the time factor variable) using the PC1 as an explanatory variable. V. Cluster the intervals by PC1 using K-means clustering. VI. Divide a cluster if it does not contain a joint set of intervals.
Standardization is a common preliminary step in the PCA, it is done in order to avoid the PCA being driven by variables which have the highest absolute values. The data is skewed and thus the logarithms of variables are taken. PCA is performed on all variables in order to capture potential specific features of particular stocks or variables.
Step IV is mainly used in order to visualize the clustering and choose the number of clusters. The complete linkage and average linkage are used and both suggest 4 clusters at most. K-means clustering results in the following clusters:
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Forecasts by selected models
The main goal of this article is to verify whether the number of trades during short intervals is predictable. However, we do not aim to find the best algorithm for prediction. The models chosen are based on the GLM. We use a relatively large number of independent variables. In order to avoid overfitting we use two shrinkage methods: ridge regression and lasso regression. The biggest advantage of the linear model is its simplicity and ease of interpretation.
We test four models and compare the performance to the simple random walk. Let { } =1 be the series of the number of trades in the t-th 5-minute interval for the i-th company; analogously { } =1 -the number of trades with a higher price than the preceding trade; { } =1 -the number of trades with a lower price than the preceding trade; { } =1 -volume (number of shares traded).
For the sake of simplicity, let { } =1 be the set of all observed variables, = 1, … ,92.
Random Walk
The random walk strategy takes the most recent number of trades as the best prediction of future change. The model is defined by:
where is the actual number of trades at period and is white noise.
Therefore
wherê+ 1 is the forecast of the number of trades for the following period.
Ridge linear regression
The linear regression prediction is defined by:
where 0 , … , 92 are coefficients for the numeric variables; is a dummy variable which equals one if the t-th observation belongs to the k-th interval defined in section 3.2 and visualized on Figure 4 , and zero otherwise; 2 , … 6 are intercept changes in comparison with the first interval (9:00-9:05).
The ridge regression is an estimation method which was originally derived in order to solve the problem of colinearity in the multiple linear regression model. This type of regression is similar to the ordinary least squares (OLS), except that where is a tuning parameter. The tuning parameter is chosen in order to minimize in-sample mean squared error (MSE).
Lasso linear regression
The prediction for lasso linear regression is the same as for ridge linear regression, see (4.3). The difference is in the estimation method. In fact, the difference is in the shrinkage penalty. The estimates of the lasso regression coefficients are the values that minimize:
(4.6)
From a practical point of view, the main difference between the ridge and lasso penalty functions is that the latter works as a variable selection method. When lambda increases, the number of coefficients which equal zero also increases. In the case of the ridge regression, when lambda increases, the absolute value of the coefficients decreases to zero, but is not equal to zero. We refer to Tibshirani (1996) for more details on this method.
Ridge Poisson regression
The number of trades is an integer variable, thus a linear regression approach is not the natural one. Firstly, the fitted values might be negative. Secondly, the fitted values in linear regression are continuous, meaning that the prediction is not an integer. In fact, using linear regression, one assumes normal distribution of the forecast with certain parameters, specifically with the mean given by (4.3).
The distribution of the dependent variable under the Poisson regression is given by: This setting is mathematically quite complex, although it is very intuitive. Formula (4.7) tells us that the number of trades is conditionally a Poisson distribution. Formula (4.8) defines the link function; the logarithm of the parameter in the Poisson distribution is assumed to be linearly linked to the independent variables. Formula (4.9) is similar to (4.4), except that the OLS is not a valid estimation method in the case of GLM, thus the log-likelihood function is used instead. Formulas (4.10) and (4.11) rewrite (4.7) and (4.8) in terms of estimates for GLM.
Lasso Poisson regression
The prediction for the lasso Poisson regression is the same as for the ridge Poisson regression, see (4.7). The difference is in the estimation method. The lasso Poisson regression coefficients estimates are the values that minimize:
(4.12)
We compare the methods presented in terms of prediction power in the following section.
We refer to Hastie et al. (2008) for an extensive introduction to the methods presented, to Friedman et al. (2010) for recent research on GLM and to Zou and Hastie (2005) for a recent paper on shrinkage methods.
Empirical results
We estimated four models described in section 4 for 19 stocks. The presentation and interpretation of 76 models was challenging. Most attention was paid to the prediction ability of those models. Four models were compared with respect to prediction quality. Additionally, an analysis of the estimates was undertaken; the number of parameters combining all models was very high. The linear regression with lasso penalty function is the easiest to analyze estimates from. Thus, the estimates for this model, for all 19 stocks, are presented in Tables 6-9 in the Appendix.
Prediction accuracy
The quality of prediction is a very broad topic. Most importantly, the insample and out-of-sample predictions should be distinguished. It is of course important for the model to work well on the estimation sample (in-sample prediction), although the goal is usually the prediction on the basis of data for which the outcome is unknown (out-of-sample prediction).
Technically, the verification of the prediction abilities of the model focuses on the analysis of residuals, the difference between the prediction and the actual value. The most obvious goal for the model is to produce small residuals in terms of the absolute value. In this article, we only analyze this part of the prediction abilities. Examples of more detailed analyses, which go beyond the scope of this article, are sensitivity analysis or analysis of the distribution of residuals. Table 4 to descriptive statistics, especially the mean and median, in Table 3 , relative MAEs and relative MSEs are lower for more liquid stocks. Similarly, in the case of less liquid stocks, MAEs and MSEs are not much lower for the predictions of the models in comparison with the naïve strategy. The MAE for KERNEL is even lower using random walk as a predictor. Note that the performance was validated out-ofsample, thus even small differences are meaningful, although they might not be statistically significant. It is impossible for the model to perform worse than the naïve strategy in-sample.
Estimation results
The second goal of the analysis performed is an evaluation of the predictive power of each of the chosen variables. There are 4 models for each of 19 analyzed stocks with 82 parameters each; this results in 6232 parameters. We present estimates for the linear model with the lasso penalty function. It does not possess the best properties with respect to quality of forecast, although it is easiest to infer from. Estimates in linear model have very natural and clear interpretation: a value of the variable one unit higher has been observed with, on average, the independent variables changed by the value of the coefficient. For the sake of comparability and validity of shrinkage methods, we estimated models using standardized variables, with zero mean and unit variance. Lasso penalty function works as a variable selection, thus it even simplifies the interpretation. The zero coefficients mean that the respective predetermined variables are insignificant. Table 5 summarizes the time pattern in the model. The coefficients are interpreted as the difference between the number of trades during 5-minute intervals in the corresponding interval in comparison with the first interval, 9:00-9:05. It can be seen that for all stocks trade intensity is lower during 9:05-11:00 than during 9:00-9:05. In the interval 14:50-15:50 trade intensity is comparable to the first 5 minutes and increases between15:50 and 16:45. In the last 5 minutes it spikes for every stock. It is important to note that the coefficients during the periods 9:05-11:00 and 14:50-15:50, and partially in 14:50-15:50, are negative. It means that intercepts for those periods are lower than the ones for 9:00-9:05. This is surprising because the average number of trades is higher in the first interval. The interpretation is that more information is stored in other variables than in the intercept.
All estimates for this model are presented in the Appendix, here only summary and interpretations are presented. There is a strong autoregression observed in the data, all estimates for the number of the corresponding stock are positive and relatively very high. The cross-sectional autoregression is also visible and mostly positive, meaning that high intensity in one period is observed before high intensity in the next period for other stocks on average. This property is mostly seen for big and liquid companies, and for some less liquid ones like BOGDANKA or ASSECO we see a negative coefficient.
The plus variable (the number of trades with a higher price than the preceding one) has a positive coefficient for the corresponding stocks (or zero in 3 cases). It means that plus-trades precede a higher intensity in trade, although the coefficients are much smaller than in the case of the number variable. The crosssectional dependence between the plus variable and the number of trades is not clear, some coefficient are negative, some positive and a large number equal zero.
The minus variable (the number of trades with a lower price than the preceding one) seems less influential than the others, and there is no clear pattern recognized. There are many zero-coefficient ones and the majority of non-zero ones are positive. This, however, might be caused by the correlation between minus, plus and number variables.
There is a very interesting relationship observed for the volume variable. All except one (which is zero) coefficient are negative for the volume in the model for the corresponding stock. The immediate interpretation might be that a higher volume in one period is observed with a lower intensity in the next period. However, the number and the volume variables are highly correlated, thus the volume variable works as an off-set. After a period with many trades, there is a period which also has many trades (positive autocorrelation), although if those trades are relatively large (many stocks traded per trade) this relationship is lower. The cross-sectional dependence between the volume variable and the number of trades is low; most of the coefficients are zero and there is no visible pattern for the rest.
Conclusions
The forecasting of the number of trades in a given period is an alternative to the ACD model. The results obtained show a significant forecasting ability of GLM. Shrinkage methods such as lasso and ridge penalty functions are valuable tools in the model selection problem. For most of the stocks analyzed, the Poisson regression with the ridge penalty function is shown to be the best model in terms of MSE and MAE for the out-of-sample forecast. The Poisson regression with lasso penalty function gave almost the same results for all the stocks analyzed. The forecasting ability of the models proposed seems to work better for more liquid assets, with a higher average number of trades.
The analysis of the daily pattern of trade intensity showed 6 periods during a trading day. During each period, trade intensity is statistically similar. For a 5-minute interval during different periods, the expected number of trades is different. Those periods are 09:00-9:05, 9:05-11:00, 11:00-14:50, 14:50-15:50, 15:50-16:45 and 16:45-50. The trade pattern seems marginally different for more liquid stocks than for less illiquid ones. Liquid assets show the expected U-shape in the daily pattern. Trade is relatively intense in the first period (09:00-9:05), in the second (9:05-11:00) it is lower and it is lowest in the third period (11:00-14:50). The intensity in the fourth (14:50-15:50) period is comparable to the intensity in the second one (9:05-11:00). The intensity in the fifth period (15:50-16:45) is higher than in preceding ones, relatively very high values (outliers) are observed more often in this period. Trade intensity is absolutely highest in the last 5-minute interval. However, for relatively illiquid assets, trade during 9:05-15:50 is similarly intense and becomes more intense only in the last hour of trade.
There is a significant positive serial correlation observed in the high frequency data. Most of the data shows positive cross-sectional autoregression. This means that in most cases high intensity in one period is observed before high intensity in the next period for other stocks. This property is mostly detected for big and liquid companies. For some less liquid firms like BOGDANKA or ASSECO, we see negative coefficients.
The cross-sectional dependence between the plus variable (the number of trades with a higher price than the preceding one) and the number of trades is not clear, some coefficients are negative, some positive and a large number equal zero. In the case of the minus variable (the number of trades with a lower price than the preceding one) no clear pattern can be recognized. There are many zerocoefficients and the majority of non-zero ones are positive. This, however, might be caused by correlations among regressors.
The volume variable (the value of trades for a corresponding stock in a given interval) shows an interesting feature. All coefficients for the volume except one (which is zero) are negative for the corresponding stock. A possible interpretation might be that a higher volume in one period is associated with a lower intensity in the next period. However, the number and the volume variables are highly correlated, thus the volume variable works as an off-set. After a period with many trades, there is a period which also has many trades (positive autocorrelation), although if the volume of transactions is high (many stocks traded per trade) this relationship becomes weaker. The cross-sectional dependence between the volume variable and the number of trades is low, most of the coefficients are zero and there is no visible pattern in the rest.
There are at least three potential directions for further studies. Firstly, the forecast abilities of other models are needed. Machine-learning techniques like neural network often possess better forecasting abilities than linear or GLM. Other approaches based on linear models are also possible, for instance, the time variable or input to the model can be defined in a different way.
Secondly, different regressors might be used in the regression. The four (except the time) variables chosen are relatively easy to interpret. However, they may not possess the best prediction power. Moreover, they are all strongly correlated, thus the results might not be stable. One of the possible regressors which might be used in the further analysis is the percentage of trades with a higher price. In addition, more lags may be taken into account. In this paper, the authors have used only variables obtained from the trades in one preceding interval.
Thirdly, the analysis may be repeated for longer and shorter intervals. In this paper, the authors show the analysis for the number of trades during 5-minute intervals. It is possible that some conclusions would be different for shorter or longer ones. MAHEU, J. M., MCCURDY, T. H., (2000) . Volatility dynamics under durationdependent mixing, "Journal of Empirical Finance", 7 (3-4), pp. 
