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Abstract
After commissioning, the LHC at CERN will begin operations and its experiments will
be ready for collecting data. One of the experiments is ATLAS which includes the TileCal
hadronic calorimeter as one of its sub-detectors. Themain purpose of TileCal is tomeasure
the energy and direction of the hadronic jets produced by the proton-proton collisions
in LHC. In this thesis, TileCal will be introduced in context to LHC and ATLAS. The
commissioning of TileCal, namely in what concerns its time and energy response will
be presented. The timing studies used LHC’s single beam and resulted in a correction
to the light velocity in the clear fibers of the LASER calibration system. This velocity
was estimated to be 18.6± 2.01cm ns−1. The energy response studies validated the track
reconstruction algorithm (TileMuonFitter) using both Monte Carlo and cosmic muon real
data. This algorithm was used to optimize the energy response uniformity of TileCal
and also for verifying the Cs system energy scale correction between 2008 and 2009 data.
New developments for the algorithm were shown to improve the consistency between
the energy loss measured in the calorimeters and the momentum difference measured
between the Inner Detector and Muon Spectrometer issue.
Keywords: TileCal, Commissioning, Cosmic Muons, Time, Energy
Apo´s a sua entrada em funcionamento, o LHC comec¸ara´ operac¸o˜es e as suas
experieˆncias estara˜o prontas para a recolha de dados. Uma destas experieˆncias e´ o ATLAS
que inclui o calorı´metro hadro´nico Tilecal como um dos seus sub-detectores. O principal
objectivo do Tilecal e´ medir a energia e direcc¸a˜o dos jactos hadro´nicos produzidos pelas
coliso˜es prota˜o-prota˜o no LHC. Nesta tese, o Tilecal sera´ introduzido no contexto do LHC
e do ATLAS. A certificac¸a˜o do Tilecal e estudos para a sua resposta em tempo e energia
sera˜o apresentados. Os estudos de sincronizac¸a˜o em tempo usaram o feixe u´nico do LHC
e destes estudos concluiu-se uma correcc¸a˜o para a velocidade da luz nas fibras o´pticas
do sistema de calibrac¸a˜o LASER (“clear fibers”). Esta velocidade foi estimada como
sendo 18.6± 2.01cm ns−1. Os estudos de resposta em energia validaram o algoritmo de
reconstruc¸a˜o de trac¸os (TileMuonFitter) utilizando dados deMonte Carlo e dados reais de
muo˜es co´smicos. Este algoritmo foi utilizado para estudar a uniformidade da resposta em
energia do Tilecal e tambe´m para verificar a correcc¸a˜o da escala de energia do sistema de
calibrac¸a˜o de Ce´sio entre os dados de 2008 e 2009. Novos desenvolvimentos do algoritmo
mostraram melhorar a consisteˆncia entre a perda de energia medida nos calorı´metros e a
diferenc¸a do momento medido entre o detector interno e o espectro´metro de muo˜es.
Palavras chave: TileCal, Certificac¸a˜o, Muo˜es Co´smicos, Tempo, Energia
Resumo
Apo´s a fase inicial de certificac¸a˜o do LHC e das suas quatro principais experieˆncias
(ATLAS, CMS, LHCb, ALICE), estas estara˜o prontas para o inı´cio da tomada de dados. A
certificac¸a˜o do calorı´metro TileCal, o calorı´metro hadro´nico na regia˜o central do ATLAS e´
o objecto de estudo deste trabalho. Para a certificac¸a˜o e optimizac¸a˜o da resposta temporal
foram utilizados os primeiros dados do LHC obtidos em Setembro de 2008 com apenas
um feixe de proto˜es designado por “single beam”. A certificac¸a˜o e estudo da resposta
em energia foi realizada com dados de muo˜es co´smicos. O LHC, com uma energia
centro de massa total de 14 TeV e uma luminosidade integrada de 100 f b−1/ano tera´ um
enorme potencial para validar as teorias e modelos actualmente aceites mas tambe´m para
descobrir nova fı´sica.
No capı´tulo inicial deste trabalho foi discutido sumariamente o modelo standard da
fı´sica de partı´culas e umadescric¸a˜o domodelo deHiggs de gerac¸a˜o demassa foi fornecida.
A validac¸a˜o deste modelo e´ um dos objectivos principais do LHC, pois a coereˆncia do
modelo standard depende da existeˆncia deste bosa˜o que se existir estara´ ao alcance
da energia do LHC. Discutiu-se tambe´m alguns dos problemas do modelo standard,
em particular o problema da hierarquia, ao que se seguiu a descric¸a˜o suma´ria de uma
das teorias mais importantes para ale´m do modelo standard, que e´ a supersimetria. Os
desafios postos ao LHCpara a validac¸a˜o domodelo standard e das teorias supersime´tricas
foram discutidos. No que respeita a esta ultima teoria, a relac¸a˜o entre a sua principal
assinatura i.e. grandes quantidades de energia transversa em falta e a boa hermeticidade
dos calorı´metros foi referida.
A certificac¸a˜o das medic¸o˜es em energia do TileCal efectuadas nesta tese usou muo˜es
co´smicos. Como tal, uma descric¸a˜o da interacc¸a˜o destas partı´culas relativistas com a
mate´ria foi efectuada no capı´tulo seguinte de forma descrever os mecanismos pelos
quais estas partı´culas interagem com o TileCal. A origem destes muo˜es foi tambe´m
abordada neste capı´tulo. Seguidamente, uma introduc¸a˜o ao LHC foi dada no capı´tulo
3 do presente trabalho. Descreveu-se as principais caracterı´sticas deste acelerador e as
principais experieˆncias a ele ligadas. SendooTileCal umdos subdetectores da experieˆncia
ATLAS, uma descric¸a˜o de cada um dos sub detectores desta experieˆncia foi fornecida,
mostrando as suas principais caracterı´sticas. Em particular foram descritos o detector
interno, o espectro´metro de muo˜es e o calorı´metro de a´rgon lı´quido do ATLAS que sera˜o
referidos posteriormente neste trabalho. Terminou-se referido capitulo, sumarizando o
sistema de Trigger do ATLAS cuja eficieˆncia e´ fulcral para a correcta aquisic¸a˜o de dados
a fazer pelos detectores descritos no decorrer do capı´tulo.
No seguinte capı´tulo, o objecto de estudo do trabalho efectuado i.e. o TileCal foi
descrito com mais detalhe. Apo´s fornecidos os princı´pios ba´sicos de funcionamento dos
calorı´metros, umadescric¸a˜odoTileCal foi efectuada, onde suageometria, estrutura, va´rios
sub componentes e sua cobertura em pseudorapidez foram referidos. Seguidamente os
objectivos do TileCal face aos desafios impostos a´ experieˆncia ATLAS foram descritos.
Seguidamente neste capı´tulo, uma descric¸a˜o detalhada da electro´nica, aquisic¸a˜o de sinal
e seu processamento foi dada, tendo-se enfatizado o processo de reconstruc¸a˜o de sinal
pelo qual o TileCal ira´ fornecer medidas de energia das partı´culas que interagem com ele.
Seguidamente os problemas relacionados com a uniformidade das medidas de tempo,
sua correcc¸a˜o e importncia para o correcto funcionamento do TileCal foram discutidos.
Finalmente foram descritas algumas das ferramentas usadas para a calibrac¸a˜o em tempo
(sistema LASER, uso do singlebeam) e em energia (sistema de Ce´sio, uso de muo˜es
co´smicos) do referido calorı´metro, e que sera˜o usadas no trabalho efectuado.
O capı´tulo 5 desta tese refere-se ao trabalho efectuado na sincronizac¸a˜o do TileCal
usando dados de “‘single beam” como ferramenta. Apo´s a descric¸a˜o das calibrac¸o˜es em
tempo do TileCal ja´ efectuadas usando o sistema LASER e dos dados de “single beam”
usados na ana´lise efectuada neste capı´tulo, uma ana´lise das distribuic¸o˜es de tempo vs
coordenada Z da ce´lula levou, apo´s correcc¸o˜es pre´vias, a´ hipo´tese de que uma deficiente
estimativa da velocidade da luz efectiva num tipo de fibras o´pticas (“clear fibers”) usadas
para calibrar o TileCal com o sistema LASER, estaria a deteriorar a uniformidade das
medic¸o˜es de tempo efectuadas pelo calorı´metro. Apo´s a inclusa˜o de uma nova correcc¸a˜o
similar a´ ja´ usada nos dados, que usava para o efeito uma diferente velocidade nas
fibras o´pticas referidas, verificou-se que a na˜o uniformidade era de facto induzida pelo
incorrecto valor da velocidade da luz efectiva nas fibras o´pticas, sendo 22.5 cm/ns. Uma
confirmac¸a˜o directa da hipo´tese efectuada foi feita repetindo os estudos anteriores mas
desta feita usando directamente o comprimento das “clear fibers” em vez da coordenada
Z.
Uma estimativa precisa do valor da velocidade da luz efectiva nestas fibras o´pticas
foi enta˜o efectuada atrave´s da determinac¸a˜o do valor desta velocidade para o qual a
uniformidade das medidas de tempo do TileCal era optimizada. Apo´s a estimac¸a˜o de
erros sistema´ticos associados ao processo usado anteriormente, concluiu-se que o valor
correcto para esta velocidade era 18.6± 2.01 cm/ns, mostrando-se assim que o valor de
22.5 cm/ns era claramente sobrestimado.
O capı´tulo final desta tese explanou o trabalho efectuado na certificac¸a˜o do TileCal
na sua resposta em energia, usando-se para tal muo˜es co´smicos. Para estes estudos foi
usado o algoritmo de reconstruc¸a˜o de trac¸os de muo˜es co´smicos TileMuonFitter (TMF).
Como tal, uma descric¸a˜o dos seus objectivos e princı´pios ba´sicos de seu funcionamento foi
apresentada seguida dos valores que este algoritmo fornece a partir do trac¸o reconstruı´do.
Incluı´dos nestes valores esta˜o o comprimento do trac¸o reconstruı´do do mua˜o e a
energia depositada por este no seu trajecto, estes va˜o ser usados para estimar o dE/dx de
varias zonas do TileCal, esperando-se que este valor seja aproximadamente constante i.e.
que o detector apresente uma uniformidade em energia de 98%. Mencionou-se ainda
alguns problemas associados ao funcionamento deste algoritmo, que no entanto foram
resolvidosnodecorrerdo trabalho efectuado, tendo-se implementadoumanovaversa˜odo
TileMuonFitter. Seguidamente, o estudo da performance do TileMuonFitter foi efectuado
de modo a validar o uso deste algoritmo, que e´ fundamental para a restante parte do
trabalho. Este estudo foi feito usando dados de Monte Carlo em que os paraˆmetros
dos trac¸os obtidos directamente pela simulac¸a˜o foram comparados com os paraˆmetros
similares obtidos pela reconstruc¸a˜o dos mesmos, de forma a fornecer medidas de erro
e resoluc¸a˜o da reconstruc¸a˜o efectuada. Concluiu-se deste estudo que a reconstruc¸a˜o
de trac¸os efectuados pelo TileMuonFitter e´ bastante fia´vel, ja´ que os erros e resoluc¸o˜es
referidos sa˜o satisfato´rios.
Seguidamente a validac¸a˜o da respostadasmedic¸o˜es emenergiadoTileCal foi efectuada,
comparandodadosdeMonteCarlo anteriores comdados reais demuo˜es co´smicos obtidos
em 2008. Este estudo foi efectuado atrave´s de uma estimativa do dE/dx para cada ce´lula
D do TileCal usando os trac¸os reconstruı´dos pelo TileMuonFitter para ambos os dados.
A comparac¸a˜o entre as va´rias distribuic¸o˜es obtidas para o dE/dx por ce´lula revelou uma
boa uniformidade em pseudorapidez da resposta em energia do TileCal, sendo esta
uniformidade observada tanto nos dados reais como nos simulados. A comparac¸a˜o dos
dados reais com os simulados revelou ainda uma diferenc¸a de 18% nas respostas de
energia. Este comportamento era esperado, dado a sobrestimac¸a˜o em 18% da escala de
energia feita pela calibrac¸a˜o em 2008 usando o sistema de calibrac¸a˜o de Ce´sio. A mesma
diferenc¸a foi verificada quando foi feita a comparac¸a˜o dos valores de dE/dx, determinados
por va´riosme´todos e emvarias zonas do TileCal, entre dados demuo˜es co´smicos de 2008 e
2009, ja´ que osdadosde 2009na˜o sofriamda sobrestimac¸a˜o referida. Finalmente, abordou-
se o temadadiferenc¸a de energia obtida a partir damedic¸a˜o domomentodosmuo˜es como
espectro´metro demuo˜es e com o detector interno e a energia depositada nos calorı´metros,
que apresentava um valor inferior ao previsto, da ordem dos 31%. Parte da discrepaˆncia
( 17%) destes resultados e´ justificada pela perca de energia dos muo˜es ao atravessarem
zonas passivas do detector e que na˜o tinham sido inicialmente contabilizadas. Notando
que o algoritmo de reconstruc¸a˜o de trac¸os no TileCal usado nestes estudos foi a primeira
versa˜o do TileMuonFitter, foi testada a hipo´tese de esta discrepaˆncia poder ser explicada
pelos problemas de funcionamento da primeira versa˜o do TileMuonFitter. Comparando
assim dados de muo˜es co´smicos de 2008 usando a primeira versa˜o do referido algoritmo
com os mesmos dados mas desta feita reconstruı´dos com a segunda versa˜o, foi verificado
que de facto parte da discrepaˆncia supramencionada reside nos problemas inerentes a´
primeira versa˜o do referido algoritmo. Para ale´m disso, um factor de escala de ≈ 11% foi
estimado para as medic¸o˜es de dE/dx feitas entre as duas verso˜es.
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1. Physics at the LHC
The LHC is planned to work with a total center of mass energy of
√
s = 14 TeV, thus this
accelerator has an enormous potential to validate or not the currently accepted theories
and models and also to discover new physics. LHC has the capability for discovering
the Higgs boson, which is a cornerstone on the current particle physics theories, namely
the Standard Model of particle physics, but it can also validate existing extensions which
solve some of the discrepancies and incoherences of this model, namely it can be a tool
for proving or disproving theories beyond the standard model such as Supersymmetry.
In what follows, a very succinct and informal description of these two topics will
be given, as they are the most important regarding the potential discoveries and goals of
LHC and ATLAS.
The first quantum field theory created was Quantum Electrodynamics (QED), made
in the 1950’s by Feynman, Schwinger, Dyson and Tomonaga. This theory is naturally
connected with classical Electrodynamics. In fact, it is just a consequence of Relativistic
QuantumMechanics (i.e. the Dirac equationminimally coupledwith the Electromagnetic
field via its 4-potential) and the Electromagnetic field equations. These are presented in
the QED lagrangian density, and the electromagnetic field appears basically in a similar
form to the one given in classical Electrodynamics, provided that the fermion and photon
fields in the above total lagrangian density be suitably quantized.
Although some important problems occur, such as divergences in the vacuum
polarization process and in the electron self energy, which can be handled in a more
or less satisfactory way via renormalization and regularization procedures, QED is one of
the most successful theories ever created, making astonishingly precise predictions such
as the numerical value of the fine structure constant. This great success has led other
physicists to propose the use of the formalism of QED in order to explain the strong and
weak interaction phenomena.
The formalism behind QED is gauge invariance and the application of symmetry
groups to study this invariance, being QED a U(1) gauge invariant theory. An extension
to non-abelian gauge symmetry groups SU(N) was envisaged as a solution for the study
of the above said interactions, namely SU(2) for the weak interaction theory and SU(3)
for the strong interaction theory.
Nevertheless, the application of these principles to such interactions, although
possible, is more limited in its success: in the case of the quantum field theory explaining
the strong interactions via a SU(3) invariant lagrangian very similar to theQED lagrangian
i.e. Quantum ChromoDynamics (QCD), we see that this theory is non-renormalizable at
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low energies, due to the self energy terms of its three gauge fields, the gluons; besides this
problem, it is the standard theory for explaining strong interactions.
For the case of the weak interactions a chiral SU(2) gauge invariant theory was
developed, which tends to the Fermi theory at small energies. This theory is also quite
successful, in it the interaction is mediated by three gauge bosons Z0,W+ andW−, but as
theweak interaction is only effective in a short range, these vector bosonsmust bemassive
(which does not happen in QED because photons have no mass). This would imply the
presence of mass terms in the lagrangian density which would spoil renormalizability
and, more importantly, spoil the SU(2) gauge invariance of the lagrangian.
Weinberg and Salam in the 1970’s provided an elegant solution to this problem. They
unified (more rigorously, joined) QED and the weak interaction quantum field theory in
a SU(2)×U(1) gauge invariant theory, with gauge fieldsWαµ for the SU(2) isospin (I) part
and Bµ for the hypercharge (Y) part, called Electroweak theory. This theory also included in
its lagrangian density a complex scalar field (dynamically described by the Klein-Gordon
equation) called Higgs field. By spontaneous symmetry breaking, this would account for
the masses of the gauge fields of SU(2)×U(1) (and hence the masses of Z0 andW±), while
leaving the lagrangian density gauge invariant, and the theory renormalizable.
In what follows the mass generation of Z0 and W± via spontaneous symmetry
breaking of the Electroweak lagrangian density will be described in an informal way.
([33],[28]).
The Higgs mechanism considers a self-interacting complex doublet of scalar fields,
and it assumes that the vacuum expectation value of this doublet is v = (
√
2 GF)
−1/2 =
246 GeV for the hypercharge-neutral component and 0 for the charged one; this vacuum
expectation value then sets the scale of the Electroweak symmetry breaking mechanism.
This assumption makes the vacuum expectation value a local unstable minimum, and we
can expand in first-order the complex doublet around it.
Both of the charged components and one of the neutral components are massless
Goldstone bosons which after the symmetry breaking gives the mass of the Z0 and W±
gauge bosons, with the Z0 mass connected to the W mass by the Weinberg angle. The
remaining component of the complex doublet becomes the Higgs boson, which is then a
scalar field with mass mH =
√
λ
2 v, where λ is the Higgs self coupling parameter. Note
that since λ is presently unknown, the value of the standard model Higgs boson mass
cannot be predicted. Also note that in this process the photon acquires no mass with this
process, as it should be.
One can prove also that, besides the W± and the Z, the masses of the fermions can
also be generated using electroweak symmetry breaking. This is done by postulating
that the above mentioned complex doublet is coupled to the fermions through Yukawa
interactions, this makes the Higgs particle coupled to charged fermions proportionally to
their masses.
Following the success of the electroweak theory, the so called Standard Model(SM)
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of particle physics was constructed, which basically incorporates the strong interaction
quantum field theory (QCD) in the electroweak theory. Its gauge symmetry group is now
the direct product SU(3)×SU(2)×U(1) and we can also apply the Higgs mechanism to its
gauge invariant lagrangiandensity, althoughSU(3) remains unbroken by it asSU(2)×U(1)
is broken using the described symmetry breaking mechanism [26].
Still, the Standard Model falls short of being a complete theory of fundamental
interactions because it does not include gravitation, dark matter, or dark energy. It is
not quite a complete description of leptons either, because it does not describe nonzero
neutrino masses. Nevertheless precision tests performed on SM so far show no sign of
deviation from its predictions. Paramount to its structure is, as we have seen, the Higgs
mechanism and this symmetry breakingmechanismwhich was never tested or observed,
and so the discovery and measurement of the Higgs boson is an imperative task for
experiments at the LHC.
Note that there are well imposed limits on the mass of the still undetected Higgs
boson:
• Theoretical based considerations (like the stability of the electroweak vacuum and
the perturbative nature of SM) impose 115GeV .MH . 180GeV [28].
• Previous particle physics experiments such as LEP indirectly exclude a Higgs mass
below 114 GeV, with a confidence level of 95% [26].
• The latest analysis of data from the CDF andDZero collider experiments at Fermilab
show that the Higgs particle with SM couplings cannot have a mass in between 160
and 170 GeV [37].
• Indirect experimental bounds for the SMHiggs bosonmass can be obtained fromfits
to precisionmeasurements of electroweak observables (W±, Z and topmass). Using
data accumulated in the last decade at LEP, SLC, Tevatron and other experiments
gives mH = 76
+33
−24 GeV, with a confidence level of 95% [28].
Nevertheless, LHC will be able to measure Higgs ifMH < 1 TeV.
In figure 1.1 it is shown the Feynman diagrams of the three main processes for
generating the Higgs boson with the p-p interactions of the LHC.
Figure 1.1.: Main processes for generating Higgs in the LHC
In LHC, the gluon-gluon fusion a) and the W-Z fusion c) will be the predominant
processes.
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As Higgs will be a massive unstable particle, after its production it will decay in the
heaviest stable particles possible.
From the experimental point of view, the most promising decays are:
1. H→ Z Z∗ → 4 leptons
2. H→ bb
3. H→ γγ
1) is an important process if mH > 160 GeV, as the presence of 4 leptons in the final
state provides a clear signature for the Higgs identification.
For lower Higgsmasses, 2) and 3) aremore likely to be useful in the Higgs discovery,
although difficult: γγ has a low branching ratio (10−3) and bb is dominated by the QCD
background [28].
Having said that SM is a very successful theory, it has various problems:
• It is not a fully unified theory (it is a direct product of three SU(N) groups and not a
unique group with a reduced set of free parameters and coupling constants) and it
fails to incorporate gravitation in it for various reasons (one being that a quantum
field theory of gravitation fails at short distances of the order of the Planck length,
and another reason is that the gravitation field is not quantizable due to the fact that
general relativity is not renormalizable)([27],[36]).
• As said in the last item, SM has a very large number of free parameters, although
most of them (such as gauge couplings, number of chiral families, Higgs parameter,
Yukawa coupling constant and weak scale) come from the Higgs sector. It is not
understood why this large number of free parameters exist, where all the values
seem arbitrary, and this situation is not desirable in a physical theory.
• hierarchy problem [28]: As done in the problem of QED vacuum polarization, one
can perform loop corrections i.e. radiative corrections to the Higgs mass, but
this produces a quadratic divergence in that mass, appearing when the momenta
approaches the cut-off scale given by the Planck scale Λ = 1019 GeV.
These quadratic divergence corrections make the Higgs mass take the following
form, when the momentum is less than the cut-off scale:
m2H =m
2
0+ g
2 Λ2
, with m0 being the bare Higgs mass and g a dimensionless coupling constant.
So, these corrections will lead to a mass value close to 1016 GeV, although mH is
known from electroweak fits to assume a value in the order of 100 GeV i.e. the
electroweak scale.
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This problem, which is called the hierarchy problem can only be overcome if radiative
corrections coming from all the other different processes (which can be totally
uncorrelated between them, at least in view of the current knowledge) are as such
that the bare mass is tuned with an accuracy of roughly 14 digits in order to keep
mH within the electroweak scale.
This problem, connected with the previous one is called the fine tuning problem, and
is obviously a severe weakness in the SM.
These kinds of problems (and others, like CP violation and neutrino flavor
oscillations, which are not accounted for in the SM) made physicists investigate new
extensions and other theories beyond the standard model. One of the most famous
alternative theories is the so called Supersymmetry (SUSY).
The symmetries considered in SM relate only bosons to bosons and fermions
to fermions. The main principle of supersymmetry is the fact that, imposing new
types of symmetry groups, one can make bosons and fermions interchangeable via
transformations belonging to that specific group. Note that because bosons and fermions
transform differently under the Poincare´ group, supersymmetry transformations, unlike
the gauge transformations of SM, cannot be completely decoupled from spacetime
transformations. So, every boson should have at least one fermionic superpartner, with
which it is paired in a supermultiplet. Similarly, every fermion should also be partnered
with at least one boson. Under a supersymmetry transformation the bosons and fermions
in the same supermultiplet are mixed with each other [32].
In the minimal supersymmetric theory extension of the Standard Model, usually
called MSSM, every quark and lepton has a supersymmetric scalar partner, called a
squark and a slepton respectively. Similarly, for every gauge particle we have a fermionic
superpartner with spin 1/2, called a gaugino. Among these, the gluinos are superpartners
of gluons, and the winos, zinos and photinos are the superpartners of the gauge bosons
of the weak and electromagnetic interactions respectively. The gauginos mediate the
interaction of scalar particles and their fermionic partners, with a strength determined by
the gauge coupling constant. The Higgs particle is accompanied by a higgsino, that can
be charged or neutral. As the photino, the zino and the neutral higgsino have the same
quantum numbers, they can be combined to form four different mass eigenstates. The
lightest of these states is called a neutralino and is stable, interacting very weakly with
matter. Particularly in MSSM, the so called R-parity, which is +1 for SM particles and −1
for SUSY particles, is conserved. As a consequence SUSY particles are produced in pairs
and neutralinos are eventually produced in the decay chain of all other superpartners
[29].
Note that if SUSY were an unbroken symmetry, each fermionic term in the radiative
corrections mentioned before would be exactly canceled by its bosonic superpartner,
where the respective terms are equal but with opposite sign, so with SUSY unbroken the
hierarchy problem is resolved with no need for a fine tuning procedure. But SUSY cannot
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be an unbroken symmetry today because if that were the case, one would have detected a
long time ago the referred superpartners of all the familiar particles we know. So SUSY is
in fact a broken symmetry in the present, with the sparticle masses in the range of 103 GeV
in order to overcome the hierarchy problem without the need for the inconvenient fine
tuning hypothesis. Also SUSY apparently solves the hierarchy problem and the sparticles
could now be detected in LHC experiments, thus proving this class of theories [32].
If SUSY exists in nature, it will be discovered by the LHC and the supersymmetric
particles have masses in the order of 2− 3 TeV. The supersymmetric processes will be
characterized experimentally by a large discrepancy in transverse energy andmomentum
between the final and initial visible states, with themissing energy carried by a neutralino
which departs the detector unnoticed, so large Emiss
T
is a typical SUSY signature that will
be used to discriminate supersymmetry from SM processes. This is a challenge for LHC,
which needs good hermeticity and energy resolution in the calorimeters in order to make
good estimations of Emiss
T
[30]. Note that cosmic muons can give a strong signal of “fake
Emiss
T
” and timing is an important tool for rejecting them.
Besides validating new physics like SUSY, LHCwill also be able to provide essential
information regarding SM physics. The SM processes which constituted the discovery
physics of the last decades will be abundantly produced at the LHC due to the high value
of its design luminosity combined with its high center of mass energy. This means that
heavy particles are produced with high statistics ([34],[31]).
This is shown in figure 1.2 [30], where cross sections of representative physics
processes in LHC (QCD jets, top and bottom production, W/Z production, Higgs
production) are given. In table 1.1 it is also shown the cross section, number of events per
second and number of events per year of some relevant physics processes, with the LHC
working at its design luminosity [8].
Process σ Event/sec Event/year
bb 5×108 pb 106 1012
Z→ ee 1.5×103 pb ≈ 1.5 107
W→ eν 15×104 pb ≈ 1.5 108
tt 830 pb ≈ 2 107
H(700 GeV) 1 pb ≈ 2×10−3 104
tt 800 pb 0.8 107
bb 500 µb 105 102
Table 1.1.: Radius of the cylinder around cells
LHCwill makeWmassmeasurements, top physics measurements (mt, polarization,
rare decays, etc.) and Higgs searches on both SM and SUSY; note that W, Z, t and H are
relatively rare so one needs high luminosity in order to make conclusive measurements
[35].
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Figure 1.2.: Cross sections for representative physics processes in LHC
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2. Interaction of muons with matter
2.1. Energy loss of muons
Chapter 6 of thisworkwill describe a study of energy response of TileCal ATLAS hadronic
calorimeter using cosmic muons. There are several reasons to use cosmic muons to do
so. The natural abundance of such charged particles (which come from interaction of the
cosmic radiation with the earth’s high atmosphere) is one of the reasons. Also cosmic
muons can traverse thick layers of dense matter depositing part of their energy on it.
These reasons make cosmic muons good objects for studies related to the energy response
of TileCal.
Because of the importance of such particles in this work, a summary of their basic
features will be given next, regarding their interaction with matter and their origin.
Moderately relativistic charged particles such as muons, lose their energy in matter
primarily by ionization and atomic excitation. Based on the calculation in the Born
approximation of the differential cross sections of these processes, themean rate of energy
loss i.e. the stopping power is given by the Bethe-Bloch equation [40]:
− dE
dx
= k E2
Z
A
1
β2
[
1
2
log
(
2 me c
2 β2 γ2 Tmax
I2
)
−β2− δ(β γ)
2
]
(2.1)
In the above equation, one has that:
1. δ(β γ) is the density effect correction to the ionization process
2. β = vc , γ =
(
1−β2
)1/2
, all this for the impinging particle.
3. Tmax is the maximum kinetic energy which can be imparted to a free electron in a
single collision (in MeV): for a particle with mass M and momentum M β γ c one
has that
Tmax =
2 me c
2 β2 γ2
1+ (2 γ me/M)+ (me/M)2
≈ 2 me c2 β2 γ2
(
2 γ me
M
<< 1
)
(2.2)
Tmax is also the maximum energy transferred to the δ electrons, which are energetic
electrons ejected from atoms in matter by the passage of ionizing particles; typically
these are the measured particles in detectors [44].
4. I is the mean excitation energy (in eV)
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5. Z is the atomic number of the absorbing material and A is its atomic mass number
6. k = 4π NA r23 me c
2
Note that several corrections must be made, regarding the energy of the particle:
these must be made at lower energies, and also must be made for higher energies, to
incorporate radiative effects. Note also that these corrections depend on both the effective
atomic number of the absorber material and on the mass of the particle (in this case, a
muon) that interacts with it. Later on these correctionswill be discussedmore thoroughly.
Theplot onfigure 2.1 shows− dEdx for positivemuons in copper as a functionof βγ=
p
Mc
over 9 orders of magnitude of momentum, the solid curve in this plot indicates the total
− dEdx and the vertical lines indicate the boundaries between the different approximations
used.
Figure 2.1.: − dEdx for µ+ in Cu as a function of β γ =
p
Mc
Note that for all practical reasons, in high energy physics dEdx in a given material is a
function of β, also all dEdx curves are characterized by a minimum, whose position changes
from β γ = 3.5 to β γ = 3.0 as Z goes from 7 to 100. Also, in all practical cases, most
relativistic particles such as cosmic muons have energy loss rates close this minimum,
and so are said to be minimum ionizing particles (MIPs).
As said, one must make several corrections to 2.1 in order to include the low energy
regime of the interacting particles, as this equation is a first-order approximation. These
are based on higher order corrections to the Born approximation used to construct 2.1.
The low energy corrections are [40]:
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1. inclusion, on the square brackets of 2.1, of the so called Bloch correction Z2 L2(β).
2. inclusion of the so calledBarkas correction termZL1(β) thatmakes the stoppingpower
for a negatively charged particle smaller than the stopping power of a positively
charged particle with the sameM and β.
In addition, one has to take into account that the atomic electrons are not stationary,
this is done by the inclusion of shell corrections, of the form CZ . More specifically, these
corrections include thematerial’s atomic binding forces that were neglected in calculating
the contributions to equation 2.1.
Note that these corrections on equation 2.1 make this equation 1% accurate down to
β ≈ 0.05, nevertheless it is not valid for approximately 0.01 < β < 0.05, where there is no
satisfactory theory.
Due to the incapability of the detector to measure an energy loss greater than Tcut <
Tmax, with Tcut the largest energy that can be measured by the detector, the δ electron may
escape the sensitive volume of the detector, losing in it only part of its energy. As such,
the mean energy deposited by an ionizing particle must be considered when the energy
transfers are restricted to T ≤ Tcut ≤ Tmax. The stopping power equation takes then the
following form:
− dE
dx
= k Z2
Z
A
1
β2
[
1
2
log
(
2 me c
2 β2 γ2 Tcut
I2
)
− β
2
2
(
1+
Tcut
Tmax
)
− δ
2
]
(2.3)
Note that if Tcut → Tmax, the above equation approaches the ‘normal’ Bethe-Bloch
function.
It is possible to show that when Tcut replaces Tmax in the argument of the logarithmic
term if 2.1, the last expression approaches a constant. The area which displays this
behavior is called the Fermi plateau[44].
Let us now see what are the previously mentioned high energy corrections to 2.1
([40],[45]).
At sufficientlyhighenergies, radiativeprocesses (e+/e− pairproduction, bremsstrahlung
and photonuclear contributions) become more important than ionization, for the
interaction of all charged particles with matter. In particular, for a muon in a material
such as iron, this occurs after a so calledmuon critical energy Eµ c; with this energy defined
as the energy at which radiative and ionization losses of the muons in matter are equal;
in fact, radiative effects will dominate the energy loss of energetic muons found in cosmic
rays.
To incorporate this kind of high energy corrections, it is convenient to write the
average rate of the muons energy losses in a material as following:
− dE
dx
= a(E)+b(E) E (2.4)
,with a(E) the ionization (and atomic excitation) energy loss, given by the Bethe-Bloch
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formula, and b(E) the sum of the e+/e− pair production, bremsstrahlung and photonuclear
contributions to the energy loss.
For the case of bremsstrahlung, one has:
− dE
dx
= 4 α NA
Z2
A
 14πǫ0 e2m2µ
 E log(183
Z
1
3
)
∝ E
m2µ
(2.5)
, and from equation 2.4, we see that the muon critical energy is then computed by
solving the equation Eµ c =
a(Eµ c)
b(Eµ c)
(≈ 500 eV in standard rock) i.e. if E < Eµ c then the
ionization processes dominate the energy losses of the muons and conversely if E > Eµ c
then the radiative effects dominate. This effect is specifically mentioned because it plays
a large role for e± and for ultrarelativistic muons (> 1000 GeV).
Both a(E) and b(E) are slowly varying functions of energy and one can make the
approximation of considering them constants. In this case, one can integrate 2.4, to give
the mean range x0 of a muon with initial energy E0:
x0 ≈ 1
b
log
(
1+
E0
Eµ c
)
(2.6)
The plot on figure 2.2 shows the contributions to the fractional energy loss bymuons
in iron due to e+/e− pair production, bremsstrahlung and photonuclear interactions.
Figure 2.2.: Contributions to the energy loss by muons in iron due to radiative
processes
Energy losses of massive charged particles are a statistical phenomenon (collisions
are a series of independent events) and in each interaction different amounts of kinetic
energy can be transferred to atomic electrons.
For a detector of moderate thickness x (eg. scintillators) the probability distribution
function describing the distribution of energy loss ∆ is shown ([41],[42]) to be described
by a (highly skewed) Landau distribution f (∆;β,x) = 1ξφ (λ), where:
φ (λ) =
1
π
∫ +∞
0
e−u log u−λ u sin πu du (2.7)
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and:
λ =
1
ξ
[
∆−ξ
(
log
ξ
ǫ
+1−γ
)]
(2.8)
ξ =
2π NA e4 Z2 ρ
∑
i Zi
m c2
∑
i Ai
x
β2
(2.9)
and
ǫ′ =
I2 eβ
2
2 m c2 β2 γ2
(2.10)
, this for a charged particle with massm, β = vc , and charge Z e traversing a thin layer
of matter of thickness x, made of atoms with atomic(resp. mass) number Z1 (resp. Ai).
In the above expressions, ∆ is the energy loss following the Landau probability density
function (see figure 2.3). Note that for thicker absorbers, the distribution is less skewed
but never approaches completely a Gaussian.
Themost probable value (MPV), in this case the most probable energy loss is given by:
∆p = ξ
[
log
(
2 m c2 β2 γ2
I
+ log
ξ
I
+ j−β2−δ (β γ))] (2.11)
,where j = 0.200.
Figure 2.3.: Landau distributions for pions of 500MeV in Silicon
The above results were initially obtained by Landau, subsequently Vavilov obtained
a more accurate solution to the energy loss problem by imposing a physical limit to the
maximum transferable energy between the charged particle and the material’s atoms.
In Vavilov’s theory, the energy loss distributions can be adequately expressed as a
convolution of a Gaussian function with a Landau function [43]; this result shall be
used extensively in chapter 6, as dEdx distributions will be fitted with such functions.
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2.2. Origin of cosmic muons
The downward cosmic muons have their origin in the cosmic radiation incident on the
top of the terrestrial atmosphere, this radiation includes all stable charged particles and
nuclei with lifetimes of the order of 106 years or longer. There exists two types of cosmic
rays [39]:
• primary: composed of particles accelerated at astrophysical sources. Such particles
can be e−, p, He, C, O, Fe and other kinds of nuclei synthesized in stars.
• secondary: composedof particles producedby the interaction of the primaryparticles
with interstellar gas, these can be nuclei of Li, Be and B (all of them not abundant
as result of stellar nucleosynthesis), antiprotons and positrons.
The cosmic radiation has it source in particles produced in solar flares but also in
various astrophysical processes outside our solar system.
These cosmic rays will then interact with the earth’s atmosphere (i.e. with its
molecules, mostly O and N) thus creating a large number of particles which may or
may not reach sea level.
Figure 2.4.: Vertical fluxes of cosmic rays in the atmosphere with E > 1 GeV
Muons are the most numerous charged particles at sea level, and only muons and
neutrinos penetrate to significant depths underground (see figure 2.4, where the points
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show measurements of negative muons with Eµ > 1 GeV and the curves are theoretical
estimations). Most cosmic muons (µ±) are produced in the high atmosphere (≈ 15 Km),
which along with the respective νµ are products of the decay of charged mesons (eg.
p −→ π+ π0 and π+ −→ µ+ νµ)(see figure 2.5).
They lose about 2 GeV to ionization before they reach the ground, the mean energy
of these cosmic muons at sea level is about 4 GeV, and they have an integrated flux of
I ≈ 1 cm−2 min−1 (for horizontal detectors).
Figure 2.5.: Example of a particle shower in earth’s atmosphere
The intensity of cosmicmuons underground can be estimated from the cosmicmuon
intensity in the atmosphere and their rate of energy loss; one can then use 2.4 and the fact
that a and b have little dependence on energy i.e.
− dE
dx
= a+b Eµ (2.12)
The table in figure 2.6 shows the values of a and b (making the discrimination of
b values between bremsstrahlung, pair production and photonuclear contributions) for
standard rock as a function of themuon energy Eµ and themuon range R in standard rock
(A = 22, Z = 11, ρ = 2.65 g cm−3), given by km water equivalent (km.w.e) i.e. 105 g cm−2.
Figure 2.6.: Table showing parameters a and b for cosmic muons
Note that these parameters are nevertheless quite sensitive to the chemical
composition of the rock.
Integrating 2.12 on then gets the following relation between the energyEµ,0 of amuon
at its production in the atmosphere and its average energy Eµ after crossing a thickness X
of medium (rock, ice ,water):
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Figure 2.7.: Vertical µ intensity vs. depth
Eµ =
(
Eµ,0+ǫ
)
e−b X−ǫ ∧ ǫ = a
b
≈ 500 GeV (2.13)
Regarding the above equation, one must notice that, especially at high energies,
fluctuations are important and accurate calculations requires a simulation that accounts
for stochastic energy loss processes.
The plot in figure 2.7 shows the vertical muon intensity vs. depth (in km.w.e) for
standard rock, where the smaller plot on the upper right corner shows the same kind of
plot but for water and ice (notice that its not as steep due to lower muon energy losses in
water). Note that the ATLAS detector is roughly 90 m below the surface so it has a depth
of ≈ 0,212 km.w.e [46]. However the nonuniformity of rock and the shafts that enable
access to ATLAS complicates the geometry. Detailed simulations predict a cosmic muon
rate of a few kHz in the whole ATLAS cavern.
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3.1. The Large Hadron Collider
The Large Hadron Collider (LHC) [1, 6, 8] is presently the world’s largest and highest
energy particle accelerator and is installed at the European laboratory for particle physics
(CERN). The accelerator is built in the 3.8 m wide LEP tunnel has a circumference of
≈ 27 km and depth ranging from 50 to 175 m underground, lying beneath the Franco-
Swiss border near Geneva, Switzerland.
LHC will collide two beams of 7 TeV protons , so its center of mass energy will
be
√
s = 14 TeV; also LHC will be used also to collide heavy ions with an energy
of 1.1150 TeV/nucleon. The planned peak luminosity for the first three years is of
≈ 1033cm−2 s−1 i.e. an integrated luminosity of 10 f b−1/year; after that it is expected
that the LHC reaches a peak luminosity of ≈ 1034cm−2 s−1 i.e. an integrated luminosity of
100 f b−1/year.
The collider tunnel consists of two adjacent parallel beam pipes that intersect on
eight points, each containing a proton beam, which travel in opposite directions around
the ring (c.f. figures 3.1 and 3.2), system of low temperature (1.9 K) superconducting
magnets are used to keep the beam’s circular path and to keep it focused, in order to
maximize interaction probability between protons. Rather than continuous beams, the
protons will be bunched together in approximately 2808 bunches of ≈ 1011 protons per
bunch, so that the resulting time between two bunches, the so called bunch crossing is
25 ns (initially, a bunch crossing of 75 ns will be used); given an inelastic cross section of
≈ 100mb, this will result in roughly 22 proton interactions per bunch crossing, this at high
luminosity, with a total of ≈ 700 charged particles with PT > 150MeV per crossing.
Notice that the bulk of the proton-proton interactions of the LHC will be soft
interactions, without high q2 interactions between partons, events of this type are
called Minimum Bias Events, and correspond to non single difractive events. Detailed
measurements of this minimum bias field are absolutely necessary because of the
high luminosity at which LHC will work, ≈ 20 of these minimum bias events will be
superimposed in each beam crossing, thus distorting themeasurements of high PT events.
Prior to being injected into the main accelerator, the protons are prepared by a series
of systems that successively increase their energy (c.f. figure 3.3). The first one of these
systems is the linear particle accelerator LINAC2 which generates 50MeV protons.
These will be fed to the Proton Synchrotron Booster (PSB), there they will be
accelerated to 1.4 GeV and injected into the Proton Synchrotron (PS), where they will
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Figure 3.1.: LHC’s beam circulation
Figure 3.2.: LHC’s interaction points
be accelerated to 26 GeV. Finally, they will be injected into the Super Proton Synchrotron
(SPS), which will further increase their energy to 450 GeV before they are finally injected
(over a period of 20 min) into the LHC ring.
Here, the proton bunches are accumulated and accelerated, over a period of 20 min,
to their peak 7 TeV energy, where they are finally circulated for 10 to 24 hours while
collisions occur at the four intersection points, which are called Interaction Points.
LHC is home for a group of six experiments, each one with a dedicated detector
located underground in large caverns constructed on the LHC’s interaction points:
• ALICE (A Large Ion Collider Experiment): it’s purpose is the study of the quark-
gluon plasma, using heavy Pb ions collisions.
• CMS (Compact Muon Solenoid): it shares the same goals as ATLAS (it is a direct
competitor of ATLAS), as it is a general purpose particle detector, although using
different technical solutions.
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Figure 3.3.: LHC’s proton injection and acceleration system
• LHCb (Large Hadron Collider beauty): it’s objective is the study of CP violation in
the b quark sector.
• TOTEM (TOTal Elastic and difractive cross-section Measurement): it will study
forward physics and will be used for monitoring LHC’s luminosity.
• LHCf (Large Hadron Collider forward): forward physics are used as a tool to
simulate cosmic rays in laboratory conditions
• ATLAS A Toroidal LHC Apparatus
As the subject of this work is one of the sub detectors of ATLAS, the ATLAS detector
and its sub components will be described next with more detail.
The ATLAS detector is in the Interaction Point 1 (from now on, Interaction Points
will be referred as IP, so this one is IP1), directly opposite to the CERN main entrance.
The ATLAS detector consists of four major components: the Inner Detector which
measures themomentum(and thus thedirection) of each chargedparticle, theCalorimeters,
consisting of the electromagnetic, hadronic and forward calorimeters, which measure the
energy carried by the particles, the Muon Detectors, which identify and measure muons
momentum, and theMagnet System, consisting of a central solenoid magnet plus a toroid
magnet, which creates a strong magnetic field that curves the trajectory of the charged
particles in order to measure their momentum.
The detector has a cylindrical geometry a total length of 42 m, a radius of 11 m and
a weight of approximately 7000 tones; a schematic representation of it is given in figure
3.4.
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Figure 3.4.: The ATLAS detector
3.2. The ATLAS detector
In this section it will be briefly discussed each one of ATLAS components.
1. Inner Detector ([2],[6])
Figure 3.5.: The Inner Detector
This detector, which is shown on figure 3.5, is comprised of three parts: Pixel
detector, SemiConductor Tracker(SCT) and Transition Radiation Tracker(TRT).
1.1) Pixel Detector
This is the innermost detector of ATLAS, being separated by 5 cm from the beampipe
(which has a very small thickness), and has a external radius of 14.2 cm; its basic
unit is the pixel sensor, which is a 16.4×70.8 mm wafer of silicon with 46080 pixels,
each one with 50×400 µm.
The pixel detector has a barrel part, with three cylindrical layers, each one made
with identical staves tilted with an azimuthal angle of 20◦, of different number in
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each layer, note that each stave is comprised of 13 pixel sensors; the barrel part has
a spatial resolution of 12 µm in Rφ and 66 µm in the z coordinate.
In the forward regions of the detector there are three disks, perpendicular to the
beam direction, and each disk has eight sectors, each sector being divided in 6
modules, each one is identical to the barrel modules; in this region of the detector
the spatial resolution is 12 µm in Rφ and 77 µm in the R coordinate; all this allow a
full angular coverage with no dead regions in φ It is a critical element for tracking,
providing vertexing information, and it will be widely used in b-tagging.
1.2) Semiconductor Tracker(SCT)
The SCT system is designed to provide eight precision measurements for tracks in
the intermediate radial range, contributing to the measurement of the momentum,
impact parameter and vertex position of the tracks; it covers a range of
∣∣∣η∣∣∣ < 2.5 and
it has a spatial resolution of 16 µm in Rφ and 580 µ in the z coordinate .
It is organized in two regions: Barrel SCT and Forward SCT; in the barrel SCT,
eight layers of silicon microstrip detectors provide precision points for measuring
the coordinates of the track, forward SCT is similar in construction but the strips are
aligned radially.
Each one of the silicon track detectors is 6.36× 6.40 cm with 768 readout strips of
80 µm pitch, and the lower modules are mounted on a carbon-fiber cylinders with
radii of 30.0, 37.3, 44.7 and 52.0 cm.
1.3) Transition Radiation Tracker
This is the outer tracker of ATLAS, and is a combined straw tracker and transition
radiation detector, designed to measure the position of particle tracks and the
amount of transitional radiation they produce (transition radiation is the energy
radiated by a particle with chargeZewhen it crosses the boundary between vacuum
and another medium).
It consists of a barrel part (consisting of 52544 axial straws of ≈ 150 cm length and
radii between 56 and 107 cm) and two end cap parts (containing 319488 radial
straws of radii between 48 and 103 cm); the TRT provides an average of 36 two
dimensional measurement points with 0.170 mm resolution for charged particle
tracks with
∣∣∣η∣∣∣ < 2.5 and PT > 0.5 GeV.
2. Muon Detector ([2],[4],[9])
In the barrel region (
∣∣∣η∣∣∣ < 1.0) muons are detected in three layers of chambers
positioned in a cylindrical geometry outside the calorimeters. The so called
Monitored Drift Tubes (MDTs) are used for a precision measurement of the muon
momentum and the fast Resistive Plate Chambers (RPCs) are used for triggering
purposes.
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Figure 3.6.: The muon system
In the region of larger pseudorapidity, also 3 layers of chambers are installed, but this
time vertically. In this region, Thin Gap Chambers (TGC’s) are used for triggering, a
schematic representation of the muon detector is shown on figure 3.6. The precision
measurement of muons is done with the MDTs, with a momentum resolution of
∆PT
PT
= 2− 10% for PT > 300 GeV and a spatial resolution of 50 µm [11], except for
the innermost ring of the inner section of the end caps and for
∣∣∣η∣∣∣ > 2, where high
particle fluxes require the more tolerant Cathode Strip Chamber (CSC) technology.
3. Magnet System ([1],[6])
3.1) Central Solenoid Magnet
Figure 3.7.: The central ATLAS solenoid magnet
The central ATLAS solenoid magnet, shown on figure 3.7, has a length of 5.3 m
and a diameter of 2.4 m; the magnet’s conductor is a composite that consists of
a flat superconducting cable located in the center of an aluminum stabilizer with
rectangular cross-section sharing the cryostat with the LAr calorimeter.
It is designed to provide a magnetic field of 2T in the central tracking volume, with
a peak value of 2.5T.
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3.2) Toroid Magnet
The ATLAS toroid magnet system consists of eight barrel coils housed in separate
cryostats and two end cap cryostats housing eight coils each, these are shown in
figures 3.8 and 3.9 respectively. The end cap coils systems are rotated by 22.5◦ with
respect to the barrel toroids in order to provide a radial overlap and to optimize the
bending power in the interface between regions of both coil systems.
4. Calorimeters
4.1) Liquid Argon Calorimeter ([3],[6])
The Liquid Argon (LAr) technology is employed in both the electromagnetic, the
hadronic endcap and the forward sampling calorimeters. 1; in figure 3.10 the
structure of the ATLAS LAr calorimeters is shown.
In order to determine the particle’s energy, it is stopped in the passive material of
the calorimeter. A fraction of the particle’s energy is deposited in layers of high
density material (Pb for the electromagnetic calorimeters and Cu for the hadronic
part, except in the forward calorimeters which also use tungsten), which produce
e+, e− and photons (although in the case of hadronic showers other particles are
produced).
These absorber plates are interleavedwith gaps of liquid argon, and theAr is ionized
by the referred secondary charged particles produced in the absorption process of
the primary particles. An electric field is applied in the LAr gaps and the drifting
electrons induce a current in the electrodes (c.f. figure 3.11) with the total induced
current proportional to the energy of the incoming (primary) particle.
As said earlier, the LAr calorimeter is divided into several components:
• An electromagnetic sampling calorimeter with an ‘accordion shaped’ lead
electrodes in the barrel and end caps.
• An hadronic calorimeter using flat copper electrodes in the end caps.
• A forward calorimeter close to the beam pipe in the end cap.
In addition, presamplers consistingof one layer of LAr in front of the electromagnetic
calorimeter help to correct for the energy loss in front of the calorimeter (mainly due
to the cryostat wall around the barrel solenoid).
4.2) Tile Calorimeter
The tile calorimeter (Tile Cal) is a large hadronic sampling calorimeter covering∣∣∣η∣∣∣ < 1.7 which makes use of steel as the absorber material (that produces charged
1sampling calorimeter because only a small fraction i.e. sample of the deposited energy is actuallymeasured
in the active medium of the detector)
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Figure 3.8.: The ATLAS barrel toroid magnets with TileCal and LAr in the middle
Figure 3.9.: The ATLAS endcap toroid magnets
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Figure 3.10.: The ATLAS LAr calorimeters
Figure 3.11.: Detail of the accordion shaped lead electrodes in LAr
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secondary particles in the absorption process of the primary particles) and plates of
scintillating plastic as the activematerial, whichwill produce photons via ionization
by the charged particles, light that will be read out by optical fibers.
This sub detector is the subject of this work, so in chapter 4 it will be described with
more detail.
3.3. The Trigger system of ATLAS
As said before, the LHC will work at high luminosity, this will provide new hopes
for physics discoveries, but also creates a enormous challenge which is the triggering of
events [6, 7, 10].
Figure 3.12.: The trigger system
This triggering process must be efficient in selecting a wide variety of signatures,
but at the same time it must be selective enough in order to reduce the minimum bias
interaction rate of 1 GHz to a level suitable for mass storage, and it must be flexible and
adaptable enough to handle new situations (eg. changes in luminosity).
Note that the pile-up is a huge challenge for the trigger system to handle because as
said before, the LHC has roughly 20 p-p interactions for each bunch crossing, this high
interaction rate and also the large number of electronic channels of ATLAS sub detectors
means that the full trigger decision must be done in stages.
By triggering we define the sequence of these multistage decisions of rejecting or
validating detected events as soon as possible prior to their storage, in order to minimize
the data flow and latencies in the system. With this in mind, the ATLAS trigger was
divided in 3 stages: Level 1 (LVL1) Trigger, Level 2 (LVL2) Trigger and High Level (HLT)
Trigger or Event Filter (c.f. fig. 3.12), which are now described in a succinct way.
Level 1 trigger is a hardware-based trigger, very close to the detector front end
electronics, running on dedicated processes. It has a fast selection latency (< 2.5 µs) and
it rejects about 99.8% of the data content in a bunch crossing. It also provides the bunch
crossing identification, and uses simple algorithms on reduced detector granularity for
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a preliminary, fast analisys; LVL-1 analysys occurs in every bunch crossing and the full
detector data is stored in a pipeline memory local to each of the ATLAS sub detectors.
After a LVL-1 accept command i.e. a LVL-1 command to keep a certain event, the
detector’s data is transferred to a series of buffers called Read Out Buffers (ROB’s) which
hold the event’s data ready for the LVL-2 processing. LVL-1 trigger also creates Regions
Of Interest (ROIs) in the data, in order to guide the LVL-2 trigger processing.
Level 2 trigger processing is a software-based trigger systemwhich uses full detector
granularity and precision on the ROIs selected by LVL-1 and faster, simplified versions
of the reconstruction algorithms; its aim is to reduce LVL-1 output data by a factor of
≈ 100. In level-2, different detector (LVL-1) trigger elements are combined to form trigger
objects.
High Level trigger, or Event Filter, is a full software trigger, running (almost) oﬄine
code; it uses full event information and detector calibrations and is the last stage of the
online event selection. It’s aim is to reduce Level 2 data by approximately a factor of 10,
using for this purpose sophisticated oﬄine algorithms.
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4.1. Basics of Calorimetry
Since the present work will focus on the TileCal hadronic calorimeter, a more detailed
description of it will be made on this chapter.
Generally speaking, a calorimeter is a device designed to measure the energy of
particles by measuring the energy deposited by a electromagnetic or hadronic shower
[17].
A crucial quantity in calorimeters is the radiation length X0, which is the characteristic
interaction distance for an electromagnetic interaction to occur times the density. Typical
values of these quantity are 13.8 g cm−2 (Fe) and 6.0 g cm−2 (U). In a similar way, we
define characteristic nuclear interaction length λI for hadronic interactions, typical values
are 132.1 g cm−2 (Fe) and 209 g cm−2 (U). In either case, the calorimeter depth must be
many interactions lengths depth for the showers to be fully contained; in the case of an
hadronic calorimeters they are usually 5 to 8 λI.
Generally, there are two types of calorimeters: homogeneous and sampling calorime-
ters. In the case of homogeneous calorimeters (usually electromagnetic calorimeters), the
entire calorimeter volume is sensitive i.e. contributes to the signal creation, but in the case
of a sampling calorimeter this is not true: it consists of an active mediumwhich generates
the signal and a passive medium which functions as an absorber, producing secondary
charged particles from the interaction with the primary particle. This passive medium
is usually a high density material, such as lead, iron, copper or uranium, this allows a
smaller size detector for the same number of λI.
As for the active medium, it is generally (but not allways: see for example the LAr
calorimeter) a scintillator and the scintillator material employed can be of two types:
inorganic or organic. In the case of an organic scintillator, there are three different types
: crystalline, liquid and plastic scintillators. In the case of TileCal, which is a hadronic
sampling calorimeter, the passive medium is steel and the active medium is an organic
scintillator which is plastic.
The basis of the scintillationmechanism is as follows: a charged particle (in TileCal’s
case a secondary particle produced by the passive material in response to the primary
particle) transverses the scintillating material and, through ionization, produces a wake
of excited molecules.
Certain types of molecules (chosen for the scintillator material) will release a small
fraction (≈ 3%) of the absorbed energy as optical photons, usually in the UV, blue and
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green wavelength regions, this process is what we call scintillation. As for scintillators
in high energy physics, the ones more widely used are plastic scintillators, which
nevertheless do not respond linearly to the ionization energy. Typical densities of the
scintillation material ranges from 1.03 to 1.20 g cm−3 and they produce about one photon
per 100 eV of deposited energy on it.
In particular, most hadronic calorimeters are sampling calorimeters and they are
structured with plates of absorber (Cu,U,W or in TileCal’s case, steel) alternating with
plastic scintillators, which can have various forms, such as bars or in TileCal’s case
plates. The active alternating medium can also be liquid argon (as in the case of the LAr
electromagnetic and hadronic calorimeter) or a gas.
The ionization is then measured directly (as in the case of LAr) after amplification
by the applied electric field, or via scintillation light absorbed by photo detectors, usually
photomultiplier tubes (PMTs). Note that waveshifting fibers are often used to couple the
scintilator to the light detector, since they solve difficult problems ofmatchingwavelength
sensitivity and light collection uniformity.
4.2. TileCal detector structure and geometry description
The Tile Calorimeter, also known as TileCal, is one of the subdetectors of the ATLAS
general purpose proton-proton detector designed for the LHC in CERN.
It is a large hadronic sampling calorimeter, with a total radial length of≈ 68X0, which
makes use of layered laminate steel (in plates of various dimension) as absorbingmaterial
and scintillating plastic tiles as activematerial. The scintillation light is read-out by optical
fibers called wavelength shifting (WLS) fibers (because they change the wavelength of the
light they transmit). The tiles of TileCal are placed in planes perpendicular to the colliding
beams and are staggered in depth. TileCal has a cylindrical structure, with an inner radius
of 2.28 m and an outer radius of 4.23 m, and its guiding principle is its highly periodical
structure (having high periodicity enables producing its submodules separately and then
assemble them in a large detector) [17].
TileCal is divided into a 5.64 m long barrel (LB) in the central region of
∣∣∣η∣∣∣ < 1.0 and
two 2.65 m extended barrels (EB) in the region of 0.8 <
∣∣∣η∣∣∣ < 1.7, being the cylinder (and it’s
barrels) symmetrical in relation to the ATLAS interaction point, as seen in figure 4.1. In
total TileCal covers
∣∣∣η∣∣∣ < 1.7, nevertheless between the LB and EB there is a gap of about
600 mm , which is needed for the inner detector and LAr cables, electronics and services
[12].
From now on will be used the so called ATLAS coordinate system, which is right
handed and orthonormal, with its origin on the IP, a with the x-axis pointing to the center
of the LHC ring and the z-axis following the beam direction [1].
In this referential, we define also a spherical coordinate system (r,θ,φ), where
pseudorapidity is defined as η = − log
[
tan
(
θ
2
)]
.
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Figure 4.1.: TileCal’s geometry and basic structure
In the ATLAS coordinate system, TileCal is divided in two sides: the A-side, with
z > 0 and the C-side, with z < 0; with this division the long barrel is itself divided in two
partitions called LBA (z > 0) and LBC (z < 0), accordingly the extended barrels are called
EBA (i.e. the extended barrel in z > 0) and EBC i.e. the extended barrel in z < 0). Each
partition is subdivided into 64 azimuthally oriented wedge shaped modules, so that in
total there are 256 TileCal modules; where each module has the referred structure.
The basic structure of TileCal is the cell. It consists of alternating layers of steel
and plastic scintillator called tiles, to which two WLS fibers (one for each side of the tile)
are attached to collect the emitted light. These fibers are then grouped together in two
bundles, so that a cell has 2 of these bundles of fibers, one bundle for each side of the
scintillator plates. Note that each tile lies in the r−φ plane and spans within the width of
the module (i.e. in the φ direction)[12].
So, after a p-p collision, therewill be hadronic showers, someof the primary hadronic
particles that constitute them will interact with the steel layers in producing charged
secondary particles. These will cross the scintillator material in the tiles whichwill in turn
emit light, collected then by the WLS fibers and subsequently distributed to PMTs.
The light from each side of a cell is connected to two different PMTs, this solution of
two WLS fibers and corresponding PMT’s guarantees sufficient light yield and provides
redundancywhichmaybeneededduring the longexpectedperiodof operationofATLAS.
Services and read out electronics are placed together with the PMTs in a girder at the back
of each module, each LB module containing 45 PMT’s and each EB module containing 32
PMTs.
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Figure 4.2.: TileCal module structure
We have a in fact a three dimensional segmentation with ∆η×∆φ = 0.1×0.1 (except
in the last radial layers, where it is 0.2× 0.1); the cell structure in a module of the long
barrel is shown in figure 4.3 [13].
Besides the already mentioned periodical grouping of tiles in cells, and cells in
modules, in eachmodule the tiles (and cells) are grouped together in three different radial
regions, as shown in figure 4.2: the so called A cells (closest to the beam line), the D cells
(further away from the beam line), and finally the BC cells (in the intermediate region).
The three sampling depths staggered in the z-direction in order to obtain a geometry
which points toward the IP of ATLAS.
Figure 4.3.: TileCal’s cell structure
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We have already mentioned the gap between the LB and the EBs, part of this gap
contains an extension to the EBs, which is called Intermediate Tile Calorimeter (ITC). This
structure was created in order to maximize the volume of active material in this region
and try to correct for the energy lost in the dead material, while still leaving room for the
above mentioned services and cables [13].
The ITC consists of a calorimeter plug between the region 0.8 <
∣∣∣η∣∣∣ < 1.0, and only
scintillators in the 1.0 <
∣∣∣η∣∣∣ < 1.6 region (due to severe space constraints). The scintillators
in the region 1.0 <
∣∣∣η∣∣∣ < 1.2 are called gap scintillators and the scintillators in the region
1.2 <
∣∣∣η∣∣∣ < 1.6 are called crack scintillators.
Note that theplugandgap scintillatorsprimarilyprovidehadronic shower sampling,
but crack scintillators play a critical role in sampling the EM showers, because the normal
sampling is compromised by dead material like cryostat walls, inner detector cables [13].
4.3. Purpose of TileCal
The main function of the Tile Calorimeter is to contribute to the energy and direction
reconstruction of jets and hadrons produced by the p-p interactions and, with addition of
the end cap and forward calorimeters, to provide a good missing transverse momentum
Pmiss
T
(andhencemissing transverse energyEmiss
T
)measurements (neutrinos,neutralinos,...).
Note that to avoid the presence of lowenergy tails in reconstructed jet energy, the thickness
of the active material must be at least 9 λI [12].
Even if its main function is to measure the energy and direction of jets, it can be also
used to make measurements of the the time of flight (TOF) of particles, the importance of
which will be mentioned in chapter 5.
Note also that all ATLAS subdetectors (and in particular TileCal) must be fast
detectors in order to avoid integrating in their signal too many bunch crossings: one
needs to resolve events over a background of ≈ 21 minimum bias events per bunch
crossing. TileCal will help too in muon identification and in monitoring the luminosity
by the minimum bias event current.
In the case of the energy measurements, TileCal must have: [12]
1. good energy resolution over the whole η range covered
This is achieved by the mentioned ∆η = 0.1 granularity mentioned, generally
speaking the energy resolution of a detector is given by
σ(E)
E =
a√
E
⊕ b⊕ cE , where
the first term is the stochastic term, the second is the constant term, arising from
detector’s inhomogeneities, bad cell calibration andnon-linearity, and the third term
is responsible for the electronic noise, pile up and radioactivity.
The LAr calorimeter has a fine ∆η×∆φ resolution, and so the fine granularity of
TileCal is needed to have an efficient hadron leakage cut.
2. good linearity in energy response from a few GeV up to several TeV
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The good azimuthal segmentation of ∆φ = 0.1 enables one to restore (1− 2%) the
linearity of the energy response to the hadron showers measured in TileCal (using
for this an appropriate weighing technique), which overcomes the intrinsic non-
linearity of TileCal, this is especially important for high PT measurements.
3. Excellent uniformity in both η and φ directions
4. Good hermeticity, with the presence of cracks and deadmaterial reduced asmuch
as possible
This requirement is especially important for Pmiss
T
measurements.
To improve the detector performance in the region between the barrel and extended
barrel, it was implemented the ITC solution mentioned before; the crack and gap
scintillators will further improve the detector performance in the gap region at large
ηwhich is degraded by the presence of dead material.
Finally note that TileCal must be highly resistant to radiation, because LHC has an
expected high luminosity over a 10 year period, and TileCal must cope with these high
particle fluxes.
4.4. TileCal signal acquisition and processing. Energy
measurements
As said before, from each one of TileCal’s cells, two WLS optical fibers (left and right
sides) collect the light produced from the scintillation process.This light will then be
transformed to an electrical impulse by a PMT and subsequently shaped and amplified
by the front-end electronics.
As shown in figure 4.4, both the PMTs and the front end electronics are mounted
on the so called drawers, which are movable and located into the girder, which in turn is
located at the back of each module.
So, after the PMTs transformed the optical signal in an analog electric signal, this
will be shaped and amplified by an electronics card attached to the PMTs base, and called
a 3-in-1 card. The 3-in-one card has four outputs [14]:
1. Output for LVL-1 trigger, which is the analog sum of five PMTs.
2. Time-integrated output for calibration purposes.
3. High gain output to digitizer board
4. Low gain output to digitizer board
(The ratio of high and low gain amplification is 64: this was done in order for the
system to be sensitive to a wide range of signal strengths). The aforementioned outputs
go to a digitizer board.
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The purpose of this system is to sample and digitize the analogue signal coming
from the PMTs via the 3-in-1 cards, note that to one PMT corresponds a unique channel
of electronics.
Figure 4.4.: TileCal’s electronics inside the drawer
Each digitizer board has two 12 bits analogue-to-digital converters (ADC), two for
each PMT; one reading the signal from the high gain and the other reading the signal
from the low gain output. These ADCs are pulsed in order to sample the analogue signal
coming from the 3-in-1 cards every 25 ns. The reason for this is that, as said in chapter 3,
the time between proton bunch crossings is precisely 25 ns). The sampled values are then
buffered in a local pipeline memory, while waiting for further instructions from LVL-1
trigger.
Each one of these digitizer boards reads out and digitizes the analogue signal coming
from up to six PMTs, so each barrel drawer has eight digitizers, enough for the 45 PMTs
in a barrel module. The extended barrel drawer only needs six digitizers because it only
has 32 PMTs ([12],[22]).
Table in figure 4.5 [22] gives, in the first, second and fifth columns, the relation
between the PMT numbers and the digitizer numbers for the LB modules; a similar
information is given for the EB modules in the table in figure 4.6 (the content of the other
columns in the above tables will be explained later on)
One of the fundamental features in theATLASdetector is theATLASTiming, Trigger
and Control (TTC) system ([22],[10]).
This system is a multipurpose signal distribution system, which is optical fiber
based. The TTC system distributes to the LHC experiments timing, trigger and central
information such as trigger accepts, bunch crossing counters, trigger type, counter resets
and configuration and test commands. In particular, when TileCal is operated within an
ATLAS run, the trigger accepts are generated by the ATLAS Central Trigger Processor
(CTP), if not the accept is granted from local trigger processors.
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Figure 4.5.: LB PMT specifications [25]
Figure 4.6.: EB PMT specifications [25]
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So, when level 1 trigger decides to keep an event, a level 1 accept command signal
(called L1A) is sent to TileCal from CTP.
The TTC system also distributes to the system (in particular to TileCal) a 40 MHz
system clock synchronized with the LHC proton bunch crossing, this system clock serves
as a universal time base for all ATLAS systems, including TileCal.
Each digitizer has a built-in Timing, Trigger and Control receiver chip (TTCrx), which
is an interface between the TTC optical based system just mentioned and the digitizer’s
front end electronics, converting the TTC optical signal into an electrical signal. The
TTCrx will then redistribute the 40MHz clock to the ADCs in the digitizers, nevertheless
does it with the possibility of introducing a synchronous delay, which is referred to as
clock40des2.
The existence of this timedelayingpossibility is to permit the adjustment of the phase
between the sampling clock and the physical pulse due to the passage of the particles. A
fine programmable delay, called dskew2, allows to delay this clock signal by up to 25 ns in
steps of 0.104 ns.
Each digitizer has also a chip called Tile Data Management Unit (Tile DMU), that
contains the mentioned pipeline memory which stores the samples for up to 25 µs, while
the digitizer awaits for the L1A. When the Tile DMU receives the L1A via ATLAS CTP
and TTCrx then, for the selected gain, reads out seven consecutive samples from its local
pipeline memory. This pipeline memory read-out can start one or more samples later or
earlier thus providing a handle on coarse timing (as opposed to the fine timing with the
dskew2) inmultiples of 25 ns (remember that the ADCs are pulsed to sample the analogue
signal coming from the 3-in-1 cards at each interval of 25 ns) ([22],[15]).
Figures 4.7 and 4.8 illustrate the signal path on TileCal:
Figure 4.7.: Schematics of signal path in TileCal
The next step is to digitally reconstruct the signal using the seven samples digitized
before.
Currently there are two methods to this end: the fit method and the optimal filter (OF)
method, both profiting from the a priori knowledge of the pulse shape of the analogue
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Figure 4.8.: Signal path in TileCal
signal coming from the front end electronics.
Next, they will be described in a summarized way.
• Fit Method [20]
For each channel/PMT, a fit is performed to the data samples with the function
f (t) = A g(t− τ)+C, to determine three signal parameters: amplitude A, phase τ
and pedestal (i.e. electronic noise) C, given a normalized pulse shape function g
derived separately for physics and calibration data, note that g is independent of
the deposited energy.
For that purpose, one minimizes the expression:
χ2 =
N∑
i=1
(
Si−
(
A g(ti)−A τ g′(ti)+C
)
σi
)2
,
whose sum is made over the N = 7 samples Si having an associated error σi, where
each sample was measured in time ti.
• Optimal Filter Method ([19],[20])
The optimal filtering algorithm reconstructs the amplitude of the signal using a
weighted sum of the digital samples. It also reconstructs time and allows the
estimation of the quality of the reconstructions made.
One has then:
38
4.5. TileCal timing

A =
∑N
i=1 ai Si
A τ =
∑N
i=1 bi Si
QF =
∑N
i=1
∣∣∣Si−A gi∣∣∣
,
where N = 7 is the number of samples, A is the amplitude of the signal, τ is the
phase with respect to the expected time (within the fifth sample), and QF is the
quality factor of the reconstruction. The coefficients ai and bi are the weights for
amplitude and time reconstruction respectively, and gi are the amplitudes of the
normalized pulse shape function for the i-th sample, whose value is Si. These
weights are calculated to reconstruct the proper magnitude associated with them
whileminimizing the noise, using for this purpose the Lagrangemultipliersmethod.
In terms of speed, OF is a preferable algorithm with respect to the fit method:
the main advantage of OF is that it is a computationally simple and fast algorithm,
its simplicity permits its implementation in the firmware of the so called Read Out Driver
(ROD) cards, which are part of the ATLAS data acquisition system (DAQ) electronics. The
ROD module will read the data sent by the optical fibers from the front end electronics,
in particular the output of the digitizers. These fibers will transmit all the information of
an event selected by LVL1 trigger, in digital format, and the ROD’s will then use Digital
Signal Processors (DSPs) programmed to implement the reconstruction algorithm [19].
The fit method can only be applied iﬄine, and so the full sample information needs to be
saved.
Note that, both methods reconstruct the amplitude of the analogue signal, and in
TileCal this will be, in a very good approximation, proportional to the energy deposited
in the read out cells. In addition, both algorithms are used, as said before, to reconstruct
the time information of the analogue signal.
Let us focus briefly on this issue.
4.5. TileCal timing
Studies [24] have shown that the best energy estimation from OF method reconstruction
with no iterations, to keep the energy scale within 1%, is obtained when the ADCmiddle
sample (the fourth) is within 2.0 ns from the peak of the analogue pulse i.e. the OFmethod
algorithm needs pulse peaks in T = 0±2 ns.
This can be seen in the figure 4.9, where the ratio between the measured and the
expected energy is plotted versus the time difference ∆T between the signal’s peak and
the time of then nearest sample to this peak, the vertical red lines delimit the 2 nswindow
where one can see the ≈ 1% variation in the EmeasuredEexpected :
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Figure 4.9.: Reconstruction efficiency and peak time [50]
Since TileCal acquires seven samples, this means that the fourth sample must be
within 2.0 ns from the pulse peak for one to have the best energy estimate from the
reconstruction. So, one can effectively define a time T f it which is the time difference
between the time of this 4th sample (T4) and the time tpeak of the maximum of the
reconstructed pulse, which approximates very well the peak of the analogue signal i.e.
T f it = tpeak− t4.
In a fully calibrated TileCal, one should have
∣∣∣T f it∣∣∣ < 2 ns for all ≈ 10000 channels.
Nevertheless, by construction, this does not happen, because [22]:
1. The time of flight for particles coming from different regions of the calorimeter
differs because of the various different distances from IP to the TileCal cells.
2. The length of the WLS fibers collecting the light on the cells differs from cell to cell,
and the time it takes the light to propagate in the fibers introduces varying time
delays.
3. The 40MHz system clock is provided to each digitizer board by the TTC system via
TTCrx, this signal enters each drawer via an interface card placed at the center of
each barrel drawer.
Thereafter the signal propagates through adjacent boards on its way through the
drawer, delaying the arrival of the system clock signal up to 10 ns (for the case of
the outermost digitizers); the late arrival of the system clock means that the ADC
will start the sampling later than what it should, this is shown in figure 4.10.
4. The TTC optical fibers running from the counting room to each drawer can have
significantly different lengths, due to the large size of TileCal. In the most extreme
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Figure 4.10.: Path of clock signal in a barrel module
cases, the difference in optic fibers length can be more than 7 m, which induces a
time difference of 40 ns; and a long TTC fiber means a late arrival of the system clock
when comparing with the time signal to a drawer with a short fiber; this effect will,
as before, make the sampling start later.
The Tile DMUs are clocked by the 40MHz ATLAS system clock, which is fixed and
synchronized with the LHC’s bunch crossing, and the pipeline memory read-out can
start one or more samples later or earlier, this provides timing adjustment in multiples of
25 ns, which will be called ∆p. The ADCs are clocked by the clock40des2 clock, and both
clocks are obtained from the TTCrx; nevertheless the clock40des2 can be delayed by up to
25 ns (with respect to system clock), where the delay is sent in units of dskew2 counts (1
count= 0.104 ns i.e. 240 counts are 25 ns), where dskew2 is synchronous with the system
clock delayed by a constant phase.
All this then allows for setting a coarse delay to the signal sampling (in units of 25 ns),
and using the dskew2 for fine tuning the ADC’s. Nevertheless, six consecutive channels
share the same digitizer and TTCrx, one cannot use this dskew2 fine tuning among the
six channels in that specific digitizer.
This procedure is exemplified in figure 4.11 [22]:
The numbered circles indicate the seven consecutive samples taken by the ADC.
In a), T
f it
> 0, sampling started too early.
In b), one has ∆p = −1 (namely reading started in a previous address)
In c), one has ∆p = +1 (namely the read out started in a later address)
In d), one used fine tuning by setting dskew2 to an appropriate value.
All these procedures change the position of the samples in relation to the peak. In
order to get
∣∣∣T f it∣∣∣ < 2 ns, generally one must use both methods, and generally this is still
not enough because dskew2 are applied to groups of six channels. Nevertheless these are
hardware based time delays and one can also use fine time delays per channel (and ADC)
loaded from the ATLAS database.
If this delay is known and storable in the database, the OFmethod can use it to select
the appropriate set of coefficients. So, in fact we don’t need the delay to be within 2 ns,
we just need to know it with a 2 ns precision. However, since the DSP memory is limited,
we cannot store there many sets of OF coefficients, so the delay must nevertheless be less
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Figure 4.11.: Time adjustment example
than 10 ns. If the delay is not actually known, since OF measures it, an oﬄine correction
can be applied (using figure 4.9), but the online energy measurement for the L2 trigger
cannot be corrected.
All these can then be used to correct the time delays for each one of the ≈ 10000
channels; after these delays have been correctly identified and measured.
Time measurements themselves are important because they give the possibility of
calculating the ToF of particles from the IP to a given hit cell on TileCal. These time
measurements can then be a tool for rejecting non-pp collision cell hits, and this can
be important for discarding backgrounds from cosmic muons, beam halo, etc. in the
collected data.
To exemplify this issue, one can see the normalized ToF histograms in figure 4.12.
Cosmic muons are produced in the high atmosphere and obviously they dont come
from the IP but from the surface, hitting TileCal first on the top modules. The normalized
histograms of these cosmicmuon hits and fromQCDdijets will have a very similar shape,
but whereas on a fully calibrated TileCal a dijet will have an associated ToF peaking at
0 (because the two jets are produced simultaneously from the IP and both cones will hit
TileCal’s cells at an equal ToF from the IP), a cosmic muon will be peaked around a ToF
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Figure 4.12.: Time measurements for discarding cosmic muons events
which obviously differs from zero, because they will hit the various cells at different times
as they traverse TileCal from top to bottom.
This example demonstrates that time measurements (i.e. ToF) can be a useful tool
for discriminating between two types of events with a similar signal, with one of them
being an undesirable event, that could not otherwise be distinguished.
Also, via a similar reasoning, time can be an effective tool for eliminating transient
noise: ‘false’ cell hits arising from noise in TileCal will have discrepant time timing
associated with them, and can by similar criteria be discarded from the analysis.
Note that for this pure timemeasurements, a calibrationprecision of≈ 2ns is required
[18].
4.6. TileCal calibration tools.
In order to calibrate TileCal appropriately, several methods can be used. Different types of
processes can be used to perform the task of calibrating (in energy and in time) the TileCal
detector, among them we have the following ones, which are relevant to this work:
1. Usage of the LASER system ([15],[21])
In order to study the time calibration, TileCal has an integrated laser system for
monitoring the response of all its PMT’s.
This system produces laser pulses with λ = 523 nm, width of 15 ns and is produced
by a single source. These pulses are then distributed directly into each of TileCal’s
PMTs using a chain of optical fibers, the laser injected in each PMT will mimic
the scintillation light produced in a ‘real’ situation, and this is then used to
study TileCal’s response and further calibration. The laser source is located in an
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Figure 4.13.: TileCal’s LASER system and drawer
underground counting room about 100m away from the calorimeter, after collection
the light is then distributed to the 256 TileCal drawers by a set of optical fibers called
laser fibers.
In the TileCal barrel, each laser fiber connects to a 1-50 connector from which the
laser light is split into odd (resp. even) PMTs in the corresponding C (resp. A)- side
drawer. In the extended barrels, a similar procedure is done, but this time one needs
two 1-17 connectors per drawer, which will distribute the laser light to the PMTs.
The fibers going from the 1-50 (or the 1-17) connectors to the light mixer in front of
each PMT are called clear fibers 1. Note that these clear fibers have a fairly complex
topology in the detector (due to severe space constraints) and have varying lengths
for each PMT, their lengths will be important for what is shown on chapter 5, and
so they are given in the tables on figures 4.5 and 4.6, in the third columns of these
tables.
Note also that due to the very large number of such clear fibers, these lengths are
affected with an estimated 20 cm error [49]: during its manufacturing the lengths of
the fibers were measured, nevertheless such measurement was made with limited
precision. Of course that if one knows the lengths of the clear fibers and and the
effective light propagation velocity in them (effective because the curves and loops
of these fibers in the LASER system changes the light propagation velocity), one
can easily calculate the time that the light takes to travel in them, which will be
used to correct the time calibrations made with the LASER system. In the fourth
columns of tables 4.5 and 4.6, this time correction is also given where an effective
1note that the aforementioned WLS fibers which connect the tiles to the PMTs are not part of this laser
system
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light propagation velocity in clear fibers of 22.5 cm ns−1 was used, estimated by
other authors [47].
All this information will be the basis of the work presented on chapter 5.
The process of calibrating TileCal with the described LASER system will use for
this purpose special laser runs, which correspond to a set of TileCal data taken
while the laser is pulsating. These laser runs roughly contain 3000 events/triggers
which is the number of laser pulses sent to each PMT, and these laser pulses are
then sampled in the process said in the previous section, where the sampled pulses
are then reconstructed. Using the
∣∣∣T f it∣∣∣ < 2 condition mentioned in that section, one
derives the all the time corrections needed in order to guarantee that this condition
is globally valid for each one of TileCal’s cells.
2. Cesium source system ([16],[23])
The Cesium calibration system is designed to determine the quality of the optical
response of each calorimeter cell, to adjust the PMTshigh voltage in order to equalize
the response from all cells and to monitor it with time. The objective is to keep the
stability of the energy calibration at the level of 0.5%. The system uses a 137Cs source
of γ photons which moves, orthogonally to the tile planes, through a hole in the
scintillating tiles. This source is transported by an hidraulic system in a series of
straight paths along the calorimeter modules, so it passes through the mentioned
holes in every single scintillating tile and absorber iron plate.
The current produced from each PMT due to the γ photons created by the 137Cs
radioactive decay is measured with an integrator whose function is to sample this
signal at a constant rate of 90Hz. The response of the individual tiles is clearly seen
as the mean path of the photons is comparable with the periodic 18 mm separation
between adjacent tiles. Subsequent methods are then used to measure the TileCal
response and to equalize it for every cell of this calorimeter, by adjusting the high
voltage of each PMT associated to a particular cell.
As said before, the Cesium system is used to monitor the long term stability of the
calorimeter, allowing to monitor the PMTs stability and also to detect bad tile-fiber
couplings, scintillator ageing and optical problems in general that may arise from
TileCal’s continuing work; nevertheless the main goal of the cell intercalibration
using the Cesium system is to get an absolute reference for the energy scale in
TileCal.
3. Usage of cosmic muons
Although anundesirable effect forATLAS/TileCal, cosmicmuonsprovide a valuable
tool formakingboth timingandenergyuniformity/calibration studies. These cosmic
muons can effectively be detected by TileCal cells and one can use these events to
perform timing and energy uniformity studies with this hadronic calorimeter.
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4. Usage of single beam runs
On September 10th 2008, a first attempt to circulate a single beam of protons at the
LHC, at the injection energy of 0.45 TeV was performed, with moderate success.
Several single beam runs were taken from this LHC first beam, and these runs
comprise data taken from horizontally moving secondary particles hitting on one
side of ATLAS (and hence TileCal); these runs can also be used to study the timing
uniformity of TileCal, one of these single beam runs was used on the work shown
on chapter 5.
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5.1. Single beam analysis and identification of problem
Other authors already have used the laser system mentioned in Chapter 4 to perform
several time calibrations of TileCal (using the method mentioned in that chapter). All
measurements regarding time made by TileCal after this calibration already have these
time corrections built in. These time calibrations were made at several levels, in order to
correct the following discrepancies [22]:
• Inter-module Synchronization
Inter-module synchronization refers to the equalization of T f it among drawers in
TileCal. The time measurements involved do not give the same global value due to
different TTC fiber lengths which vary from drawer to drawer.
• Intra-module Synchronization
Intra-module synchronization refers to the equalization of T f it within each
electronics drawer. In the TileCal long barrel the signals of the 40 MHz clock
propagate from the digitizers in the middle of the drawer toward the digitizers at
the end of the drawers, as discussed in chapter 4 (refer to figure 4.8). The sampling
clock arrives earlier in the middle of the drawer compared to the extremities. In the
TileCal extended barrels, the clock signals propagate from one end of the drawer to
the other end, leading to a pulse timing difference between both extremities.
The inter-partition synchronization is not yet implemented in time measurements
of TileCal, since the suitable calibrations were not preformed until very recently. Delays
arise between the different partitions due to [22]:
1. different TTC fiber lengths to the four TileCal partitions, generating different phases
between the physical pulses and the sampling clock
2. different read out pipelines
3. different cable lengths among the TTC modules inside the TTC crates where they
are installed
4. different cable lengths between ATLAS CTP and the various TTC crates in TileCal
47
5. TileCal timing study: correction to the velocity of light in clear fibers
In the particular case of the intra-module synchronization, the laser systemwas used
to determine the relative time difference between channels within a drawer, which was
determined by calculating T f it, and subsequent time corrections inside digitizers were
made in order to make
∣∣∣T f it∣∣∣ < 2 ns as discussed in chapter 4.
Nevertheless, the first step in the above procedure was the correction of the time
differences introduced by the laser system itself (which introduces systematic errors in
the time offsets). These time delays have its origin in:
1. Differences in the length of clear fibers, which distribute the laser light from the 1-50
connectors (or 1-17, in case of the EBs), to the PMTs of TileCal.
2. Differences in laser fiber lengths which causes a difference between odd and even
numbered channels (c.f. fig 4.13)
All these time corrections have been made and accounted for in TileCal’s database.
In the particular case of the time discrepancies due to the differences in the length of
clear fibers, the corrections made used the following equation [22]:
Tdi f f (i) =
[
T f it(i)−
LCF(i)
vCF
]
−
[
T f it(1)−
LCF(1)
vCF
]
(5.1)
, where vCF is the clear fiber’s effective light velocity and LCF(i) is the length in cm of
the clear fiber distributing light to PMT of channel i. These are shown in the third columns
of the tables in figures 4.5 and 4.6, and T f it(i) is the T f it time (as defined in chapter 4) for
the PMT in channel i. For these time corrections it was used vCF = 22.5 cm ns−1 estimated
by other authors [47].
So equation 5.1 gives the corrected time difference of channel i relative to a reference
channel, which was chosen to be channel 1, and this was the time used to implement
the intra-module corrections. To check the consistency of the methods used to perform
the referred synchronizations, one must analyze time measurements made by TileCal, if
possible using various types of physical processes, and subsequently use them to study
the time uniformity in different sub sections of this calorimeter.
In the present chapter of this work, it was used single beam data gathered on
September 10th 2008. Several single beam runs were taken from this LHC first beam: for
this work run 87863 was used, taken on 10/09/08 at 22.00 (c.f. figure 5.1.).
The data used comprises 2715 events, each one consists of muons produced when
the protons in the single beams’s bunches interacted with one of the beam collimators
located at ≈ 140m from the IP of ATLAS. Normally, the function of these is to (as the name
suggests) collimate the proton beams before they enter the ATLAS detector region and
interact in the ATLAS IP, but for the specific case of these single beam runs, the system of
quadrupole magnets of the LHC that focuses the proton beamswas deliberately switched
off in order to produce a beam with a larger radial beam profile. From the interaction
of the protons with the collimator, many particles are produced, but the ones that arrive
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Figure 5.1.: ATLANTIS display of the single beam run 87863
to ATLAS are mostly muons, moving almost parallel to the beam axis. Note that these
muons collided initially with the EBC partition of TileCal as they came from the z < 0 side
of ATLAS (i.e. the so called beam2 was used) and not from the IP as discussed.
Two energy cuts were used throughout this chapter in the single beam run data:
• A total maximum deposited energy per event of 500 GeV: this was done in order
to discard the so called splash events i.e. high multiplicity events, because the
probability of two or more muons depositing their energy on a single cell is
considerably higher in such kind of events. These splash events were not used
in this work.
• A minimum cell energy of 300MeV: this was considered in order to discard noise.
Although the data from the singlebeam run that was used in this chapter’s work
already had implemented the laser system time correction that were mentioned before,
one more correction needs to be done, which is the Time Of Flight (ToF) correction of the
muons impinging TileCal horizontally, as was mentioned in chapter 4.
Figure 5.2.: Single beam muon path in a TileCal module
This ToF correction applied to the muons eliminates the ‘physical’ time dependency
on the z cell coordinate from the data.
Since the muons have almost horizontal trajectories and move approximately with
velocity v = c and as they are impinging TileCal on the its C-side, one has accordingly (see
figure 5.2):
49
5. TileCal timing study: correction to the velocity of light in clear fibers
t −→ t− Z
c
(5.2)
, with t the measured time at which the horizontal muon deposited energy on a cell
with ATLAS coordinate z = Z. (from now on until the end of this chapter t and z are
always assumed to have such meaning, where z is in mm and t is in ns)
Figure 5.3 [48] it shows a distribution of cell detection time t versus the detection cell
Z ATLAS referential coordinate, without the ToF correction.
Figure 5.3.: Distribution of averaged measured time versus cell Z coordinate,
without ToF correction
An explanation about this distribution is necessary: each point (Z, t) represents the
average of time measurements over all of TileCal’s cells that have Z coordinate i.e. it is a
time average over all 64 modules of a z = Z section of TileCal. However the considered
cells are separated by sample A, BC and D, and color-coded accordingly.
Three comments can be made from the direct observation of this distribution:
• Consistency between A, BC and D samples.
• Existence of 4 separated regions.
• Existence of a linear slope within each one of these regions.
This large slope has its origin in the ToF dependence: the points further away from
z = 0, in each partition region, have a higher (in absolute value) associated time.
This is partially confirmed with the (Z, t) distribution shown on figure 5.4 [48]. Note
that this distribution is similar to the one shown in figure 5.3, however the ToF corrections
are now included in its time measurements.
The same clear separation from each partition is also seen in this distribution,
however one can now see a ≈ 10 ns discontinuity between them. This is due to the
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Figure 5.4.: Distribution of averagedmeasured time versus cell Z coordinate, with
ToF correction
fact that the laser calibrations were made independently for each partition i.e. no inter-
partition synchronization was made, as said before. Nevertheless, as the mentioned
discontinuity is less than 25 ns, one concludes that there is no need to apply extra coarse
time calibrations. From the distribution shown in figure 5.4, one also concludes that
although the ToF correction has diminished most of the slope present in each partition,
there still exists residual non-zero values for these slopes, which should be zero after the time
corrections made with the laser system.
Note that the length of the clear fibers increases from the exterior to the interior of
each drawer i.e. increases as |Z| decreases. As this is in agreement with the fact that the
slope is negative for the A side and positive for the C side, one is led to the hypothesis
that the residual slopes are due to an incorrect effective light velocity in the clear fibers i.e. the
corrections given by 5.1 to the laser system calibration are using a wrong value for vCF.
Note that the distinction between light velocity and effective light velocity in the clear
fibers must be made: although the light velocity in the clear fibers is well defined, the
complicated topology of these fibers in TileCal induces a different effective value for it.
5.2. Tests of the effective light velocity in the clear fibers
solution
To validate the hypothesis made, one must see if a new test velocity v , vCF used in the
corrections given by 5.1 effectively resolves this residual slope issue.
The correction to the laser system calibration, given by 5.1, using vCF = 22.5 cm ns−1
is already implemented on TileCal’s database and hence on the singlebeam run data that
was used in constructing the plots in figures 5.3 and 5.4. So, onemust override this built-in
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correction and introduce a new one, similar in form but using the different test velocity
v. The laser system calibration correction 5.1 (which was done for channels/PMT’s) was
implemented for the calculation of the corrected cell time tcorr in the following way:
tcorr = T+dt1 ∧ dt1 = t1+ t2
2
∧ ti =
LPMT, i
vCF
(5.3)
, where LPMT, i is the length of the clear fiber associated to the PMT on the left side
of the cell (PMT1) or to the PMT on the right side of the cell (PMT2), and T comes from
the reconstruction of the signal as discussed in chapter 4.
The new time correction dt2 for each cell of TileCal that uses an effective velocity v is
then:
dt2 =
t˜1+ t˜2
2
∧ t˜i =
LPMT, i
v
(5.4)
Thus, including the ToF correction 5.2) and eliminating the built-in inaccurate dt1
time correction, the new corrected time to use in the singlebeam data is given by:
tcorr = T+ToF−dt1+dt2 (5.5)
Using then 5.4 as well as 5.5 for correcting time measurements, one can test the
behavior of the residual slopes for different vCF values. The distribution in figure 5.5
shows the effect of applying equation 5.5 with a range of effective velocities, which are
v ∈ {18.0,20.0,22.5,27.0}, all in cm ns−1.
Figure 5.5.: t vs Z plot for various test velocities (given in cm ns−1), default velocity
is 22.5 cm ns−1
This distribution was constructed in the following way: to each different color
corresponds a different test velocity v, where red is used for the standard test velocity
v = vCF = 22.5. The time distributions for each test velocity, for each partition, were fit
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with a straight line.
Lowering the effective velocity decreases the slope. However there are several
points which lie outside the main distribution for each partition. These outlier points
were identified, and it was found that they correspond to the cells E4,C10,E2 and E1 in
the leftmost group, cell D0 in the middle group and cells E1,C10,E2,E3 and E4 on the
rightmost group. This was an expected behavior. D0 cell has each of its 2 PMTs in a
different partition (LBA and LBC) and so its offset is the average of the LBA and LBC
partitions. The remaining E and C cells correspond to the previously mentioned (in
chapter 4) ITC cells i.e. they are only scintillators which are placed in the 1.0 <
∣∣∣η∣∣∣ < 1.2
region (gap scintillators) and in the 1.2 <
∣∣∣η∣∣∣ < 1.6 (crack scintillators).
These cells had not been calibrated at the time, so one can justifiably eliminate them
from this analysis. In doing so, one gets the plot in figure 5.6, similar to the previous
one but this time without these cells. In table 5.1 the parameters (m,b) of each linear fit
(t =m z+b) are shown.
Figure 5.6.: t vs Z plot for various test velocities (given in cm ns−1) without
uncalibrated cells, default velocity is 22.5 cm ns−1
So we see that the hypothesis made, i.e. that the residual slope problem is due to
an incorrectly estimated effective propagation of light in clear fibers, is correct because as
the test effective velocity decreases the slopes also decrease, and this behavior occurs far
all partition groupings.
A further confirmation of the hypothesis validity can be made if we observe the
same residual slopes, and subsequent removal by the above method, when we substitute
the Z coordinate value of the cells used in the plot on figure 5.6 directly with the clear
fiber lengths used by those cells. This is shown on the t vs clear fiber length distributions
on figure 5.7.
Similarly to the distribution of time vs cell Z (figure 5.6), each point in figure 5.7
represents the measurement time average of all of the TileCal cells which have associated
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Velocity Partition m b
18.0 LBA 2.3×10−4 −7.768
18.0 LBC 1.1×10−4 3.560
18.0 EBA 1.5×10−4 −18.207
18.0 EBC 2.0×10−4 −8.422
20.0 LBA 4.6×10−4 −8.821
20.0 LBC 3.2×10−4 2.478
20.0 EBA 3.7×10−4 −16.783
20.0 EBC 7.2×10−4 −7.023
22.5 LBA 6.8×10−4 −9.875
22.5 LBC 5.3×10−4 1.395
22.5 EBA 8.9×10−4 −15.359
22.5 EBC 1.2×10−3 −5.6239
27.0 LBA 9.8×10−4 −11.280
27.0 LBC 8.1×10−4 −0.046
27.0 EBA 1.6×10−03 −13.460
27.0 EBC 1.9×10−03 −3.758
Table 5.1.: Linear fit parameters in plot of figure 5.6
Figure 5.7.: Clear fiber length vs t, default velocity is 22.5 cm ns−1
to them clear fibers of a certain length (in cm), given in the horizontal axis. Whereas on
the plot on fig 5.6 all partitions were considered, since they are easily distinguished by
the z coordinate, in the figure above mentioned four different plots were considered, one
for each indicated partition. Besides this, the four distributions are completely similar to
the ones shown on figure 5.6.
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One can then see that for vCF = 22.5 cm ns−1 there is a slope and so, a correlation of
the calibrated time with the fiber length. This should not exist for the correct vCF. Also it
is seen that these residual slopes tend to decrease as the test velocity used decreases, as
happened in the plot on figure 5.6.
5.3. Determination of the effective light propagation velocity
in clear fibers
Having seen that the hypothesis is correct, one can study the slope’s behavior for a larger
number of test velocity values. With this it will be possible to determine the correct value
of vCF. The result of such study is given on the plot shown on figure 5.8.
Figure 5.8.: Slope vs test velocity for all cell’s Z coordinate
Generally speaking, for this plot the procedure that led to figure 5.6 was redone
using more velocity values taken from a larger velocity interval, where the slopes of each
linear fit, for each grouping, were accounted for and plotted against the test velocity. So
we have four sets of points (black, red, green and blue), each one corresponding to each
partition grouping (respectively LBA, LBC, EBA and EBC), each point corresponding to
the linear fit slope in the respective partition for each light propagation velocity in clear
fibers. Not knowing a priori the correct functional form of the slope distributions, we
observed that a 6th degree polynomial s(v) = a0 + a1 v+ a2 v
2 + a3 v
3 + a4 v
4 + a5 v
5 + a6 v
6
was sufficient, as it describes the mentioned distributions in a satisfactory way.
The fitted polynomials are also shown in the plot in figure 5.8, as solid lined curves
color-coded according to the colors assigned to each partition. Tables 5.2, B1, B2 and B3
show the polynomial fit coefficients and their associated errors.
Observing the plot on figure 5.8, one readily sees the goodness of the hypothesis
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Coefficient Value Error
0 1.31×10−2 3.45×10−4
1 −2.42×10−3 1.10×10−5
2 2.04×10−4 1.37×10−5
3 −9.82×10−6 8.72×10−8
4 2.71×10−7 2.95×10−9
5 −3.98×10−9 5.11×10−10
6 2.41×10−11 3.54×10−13
Table 5.2.: Polynomial coefficients for LBA partition in fig. 5.8
made: all fitted curves have well defined zeros and these four curves intercept each other
approximately in the same point which is very near to the almost common zero of the
functions defining such curves; this was to be expected because the same kind of clear
fibers are used in the LBA, LBC, EBA, and EBC partitions of TileCal. Next we can obtain
an estimation for the effective light velocity in the clear fibers by numerically calculating
the mentioned zeros of the fitted polynomials. This is so because their zeros give the
test velocity value for which the residual slope vanishes. This numerical calculation was
undertaken, and its results are shown in table 5.3.
Partition Velocity(cm/ns)
LBA 19.1
LBC 17.1
EBA 19.1
EBC 17.7
Table 5.3.: Zeros for each polynomial fit in fig. 5.8
The best estimation of the effective light velocity in the clear fibers is then obtained
averaging the above velocities:
< v >= 18.2 cm ns−1 (5.6)
Now the above procedure will be repeated for the t vs clear fiber length data i.e. a
plot totally similar to the one shown in figure 5.8 will be built, but this time using the
linear fit parameters extracted from the t vs fiber length distributions.
As for the plot in figure 5.8, tables 5.4, B4, B5 and B6 give the polynomial fit
coefficients and their associated errors, regarding the polynomial fits in figure 5.9.
From the plot on figure 5.9 it is seen that all the fitted polynomial curves intersect the
horizontal axis approximately in the same point. Notice that now the curves have all the
same inflexion i.e. they are all convex, whereas on the plot on figure 5.8 the curves for the
C-side were concave and the curves for the A-side were convex. This happens because
the clear fiber lengths increases with |z|, thus inducing larger time differences the larger
|z| is. As on figure 5.9 the horizontal scale is by itself the clear fiber length, all slopes are
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Figure 5.9.: Slope vs test velocity plot for fiber lengths
Coefficient Value Error
0 3.42×10−1 3.43×10−3
1 −6.32×10−2 1.09×10−3
2 5.33×10−3 1.36×10−4
3 −2.56×10−4 8.66×10−6
4 7.072×10−6 2.92×10−7
5 −1.04×10−7 5.07×10−9
6 6.30×10−10 3.51×10−11
Table 5.4.: Polynomial coefficients for LBA partition in fig. 5.9
negative with increasing effective velocity.
Because the intersection points of the 6th degree polynomial curves are nearly equal,
one can repeat the procedure done for the t vs Z plots i.e. calculate numerically the
zeros of such polynomials and average them. Table 5.5 shows the result of the numerical
calculation of the above mentioned zeros.
Partition Velocity(cm/ns)
LBA 19.0
LBC 18.6
EBA 19.1
EBC 17.7
Table 5.5.: Zeros for each polynomial fit in fig. 5.9
The best estimation of the effective light velocity in the clear fibers is again obtained
averaging these velocities:
57
5. TileCal timing study: correction to the velocity of light in clear fibers
< v >= 18.6 cm ns−1 (5.7)
Comparing 5.6 with 5.7 one sees that the above velocity estimations vary only by
0.4 cm ns−1, confirming the initial hypothesis that in fact a deficient estimation of the effective
light velocity in the clear fibers is responsible for the residual slopes present in the plot shown in
5.4. Also one concludes that the correct velocity that solves this deficiency is v = 18.6 cm ns−1,
where we take 5.8 as the more reliable value for it, because it was constructed directly
using the clear fiber lengths.
5.4. Estimation of systematic errors
Having estimated the correct value of vCF, one needs to establish systematic errors for it.
In this work, it was considered two sources of such errors:
1. Angular deviations of the horizontal singlebeam muons impinging TileCal.
2. Errors in clear fiber lengths measurements.
We start by discussing the first item on the above list, where deviations from the
supposed horizontal trajectories of the impinging muons are considered as a possible
source of systematic errors. These will translate in changes on the ToF correction made
to the time measurements, which supposes the muons to have a perfectly horizontal
trajectory on TileCal to calculate the timing corrections (c.f. equation 5.2). The geometry
of such horizontal deviations is given in figure 5.10.
Figure 5.10.: Path length for muon trajectory angular variations
It is seen that instead of a path length Z, we will have a new path length given by s,
which is induced by an angular variation θ of the muon trajectory. Applying the theorem
of Pythagoras one gets:
z2+ tan2θ = s2
, i.e.
s =
√
z2
[
1+ tan2θ
]
(5.8)
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In order to estimate the magnitude of this angular deviation from the horizontal
path, we assume the conservative hypothesis of a muon produced by the collimator with
the largest angle it can have while still entering the ATLAS cylinder region, in order to be
detected. In figure 5.11 it is shown the geometry of such situation.
Figure 5.11.: Maximum angular variation for muon trajectories
Knowing that the distance from the collimator to the IP of ATLAS is c = 140 m and
that the length of ATLAS is L= 22m, one gets s= c−L/2 as the distance from the collimator
to the nearest side of ATLAS, with d = 25 m the diameter of the ATLAS outer cylinder.
Basic trigonometry then gives tanθ = d/2s i.e. the maximum angle is
θ = arctan
(
d
2s
)
≈ 0.10◦ (5.9)
So, one will substitute the value of z in equation 5.2 with the path length s given
by 5.8, bearing in mind that the largest possible value for θ is given by 5.9. We then
repeat the procedure done for constructing table 5.11. The observation of deviations in
the estimated velocities then give, by a symmetry argument, an estimate of how angular
variations in the muon trajectories propagate to the mentioned velocities.
In figure 5.12 is shown the v vs slope fitted polynomial curves for this maximum
value of θ. Their corresponding zeros and parameters are shown on tables 5.6, 5.7, B7, B8
and B9 respectively.
Partition Velocity(cm/ns)
LBA 19.0052
LBC 18.6287
EBA 19.1456
EBC 17.6871
Table 5.6.: Zeros for each polynomial fit in fig. 5.12
By comparing table 5.5 with the table 5.6 we conclude that the physically possible
deviations that can be made to the assumption of muon trajectory horizontality leads to
no significant variations in the effective light velocity propagation in the clear fibers.
Finally, let us investigate the second item of the possible sources of systematic errors,
which is the possible errors made in the clear fiber length measurements. As was said
in chapter 4, a plausible value for the error done in the length measurement of these
optic fibers is ≈ 20 cm. With this in mind, a set of 40 pseudorandom numbers, normally
distributed with µ = 0 and σ = 10 ns, was generated and used as offsets for the fiber
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Figure 5.12.: Clear fiber length vs t, for beam angular deviations
Coefficient Value Error
0 3.41×10 −1 3.43×10 −3
1 −6.33×10 −2 1.09×10 −3
2 5.33×10 −3 1.37×10 −4
3 −2.57×10 −4 8.66×10 −6
4 7.08×10 −6 2.93×10 −7
5 −1.04×10 −7 5.07×10 −9
6 6.30×10 −10 3.52×10 −11
Table 5.7.: Polynomial coefficients for LBA partition in fig. 5.12
lengths, in cm. To each clear fiber length (c.f. figures 4.5 and 4.6) was then summed one
of numbers in this set. One can study the influence of the fiber length variation in the
velocities estimated before, just by replacing the standard fiber length values by the new
incremented/decremented values and repeating the procedure that led to table 5.5.
The resultant slope vs v plot with fitted polynomial curve is shown in figure 5.13,
their fit parameters and zeros are shown in tables 5.8, B.10, B.11, B12 and 5.9 respectively.
From table 5.9, the average estimated value is then < v >= 18.4 cm ns−1.
Comparing the average velocity given in 5.7 (which did not use the clear fiber length
variation of 20 cm) with above average, we conclude that these length variations induce
a systematic error of ± 0.2 cm ns−1 in the effective light velocity in the clear fibers. The
estimated corrected velocity is then
v = 18.6±0.2cm ns−1 (5.10)
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Figure 5.13.: Clear fiber length vs t, for fiber lengths variations
Coefficient Value Error
0 3.42×10−1 3.43×10−3
1 −6.33×10−2 1.09×10−3
2 5.33×10−3 1.37×10−4
3 −2.57×10−4 8.66×10−6
4 7.08×10−6 2.93×10−7
5 −1.04×10−7 5.07×10−9
6 6.31×10−10 3.52×10−11
Table 5.8.: Polynomial coefficients for LBA partition in fig. 5.13
Partition Velocity(cm/ns)
LBA 18.7138
LBC 18.6156
EBA 18.9769
EBC 17.4252
Table 5.9.: Zeros for each polynomial fit in fig. 5.13
Quadratically summing the systematic error of ± 0.2 cm ns−1 with the difference
between the largest and the smallest value of vpresent in table 5.5, we obtain the following
estimation for the corrected effective light velocity in the clear fibers:
v = 18.6±2.01cm ns−1 (5.11)
Note that this velocity is consistentwithpreliminary estimatesmadebyother authors
[50] and is also compatible with the value of the velocity of light in the clear fibers given
by its manufacturer [51], which is v = 20 cm/ns.
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This result proved that the value used so far (v = 22.5 cm/ns) was clearly an
overestimation. However, since there is some dispersion in the lower values (18.0 cm/ns
from test beam, v = 18.6± 2.01cm/ns from this study) the collaboration decided to use
from now on, the effective velocity given by the supplier, v = 20 cm/ns. This was already
implemented in the more recent data taking and reprocessing.
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Muons
6.1. Introduction.
The main goals of this work are the validation of the calibration performed on TileCal
during the commissioning, especially the stability and uniformity of the time and energy
response. This chapter focuses on the validation of energy calibration and response. In
particular, a study of the energy response of TileCal in cosmic muon events will be done,
which will be used to explain discrepancies, found by other authors [58], in the difference
between the measured momentum in the Muon Spectrometer and Inner detector and the
energy deposition in the ATLAS calorimeters.
In the commissioning phase of ATLAS, studies regarding the calibration and fine-
tuning of each one of the ATLAS subdetectors are taking place, as well as their integration
and coordination as interconnected subsystems. The cosmic muons discussed in chapter
2 are a valuable tool for these studies. Firstly, as the LHC itself is in a commissioning
phase, there is no possibility of gathering data from circulating proton beams so no
collision events are now being produced. The cosmic muons produced in the earth’s high
atmosphere will be an undesirable side effect when LHC andATLAS are fully operational
and running. Nevertheless they are now very helpful for commissioning tasks since
their flux is relatively high, so they can effectively be used perform many calibration
and integration studies of ATLAS subdetectors. These relativistic cosmic muons are, as
referred in chapter 2, minimum interacting particles, which means that they can traverse
the soil and rock between the earth’s surface and the ATLAS detector and still interact
in the ATLAS detector. This means that they interact with the ATLAS components, in
particular TileCal, while still having a large enough energy which will then be partly
deposited in the detectors passive medium.
During this preparatory phase, the ATLAS experiment requires also simulated event
samples in order to optimize the detector performance. These simulated Monte Carlo
events will then provide data which can be used to validate real data and to subsequently
make possible adjustments to the detector’s performance and tools. In this study both
simulated Monte Carlo (MC) events and real cosmic muon data were used , where the
former is to validate the tools for the mentioned energy studies.
In the case of the simulated data, the event generator creates a set of final state
particles based on theoretical and phenomenological models. For each generated particle,
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the vertex coordinates V = (vx,vy,vz), the 4-momentum pµ = (E,~p) and its charge q are
provided as output from the algorithm. After this event generation, takes place the
detector simulation, where the generated particles are then transported through a virtual
detector according to the physics that model the passage of particles through matter
(which were, for the case of muons, briefly summarized in chapter 2). The resulting
interactions with the sensitive materials of the detector are then digitized according to the
expected response of the real detector. Finally, the events are reconstructed. In this stage
of the simulation, pattern finding algorithms (such as jet reconstruction and track fitting
algorithms) work on the digit banks from the previous detector simulation to perform the
particle’s identification and track reconstruction, which will be also used on the real data.
From the basic physical information created from the event generation, for each
particle a set of true trackparametersτtruth are saved for comparisonwith the reconstructed
quantities. This allows the validation the current understanding of the detector and
also of the algorithms used for constructing the particles identification and track
reconstruction([55],[6]).
In the particular case of cosmic muons interacting with TileCal, the track fitting
algorithm used is called TileMuonFitter(TMF). In the next section of this chapter, a
comparison between the true track parameters and the TMF track parameters will be
made. This will be used to study the performance of this algorithm, which is of
fundamental importance to the goals established for this chapter.
6.2. Description of the TileMuonFitter
The TileMuonFitter (TMF) algorithm is a software tool to reconstruct cosmic muon tracks
from TileCal data only, which is used for commissioning, while muon spectrometer
coverage is partial.
The main motivations for the development of TMF were the following [52]:
1. Identify “regions-of-interest” in LAr and TileCal.
2. Determination of the path length of the muons in TileCal. This is especially
importantwhenperforming energy response uniformity checkswith cosmicmuons.
Energy response is given by dEdx which is approximately constant i.e. the mean of the
deposited energy in the TileCal cells is roughly proportional to the traveled length.
Although the deposited energy for all cells is available prior to track construction
by TMF, the path length of the track given by TMF is of the utmost importance for
this goal.
3. Determination of a time reference for cosmic muon events. As said before there are
two ways to perform the energy reconstruction of the measured signal. One can
use the OF, which assumes a constant time offset of the charge peak with respect to
the LHC clock, and the Fit Method, used in TileCal, which supplies time in addition
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to energy. This time can then be used by the TMF algorithm to provide an “event”
time reference.
A short description of the algorithm will now be given.([52],[53]) The fundamental
output of this algorithm is a straight line track. It also returns several other quantities such
as a time for each cosmic muon event. For that purpose it uses the TileCal cell energy and
time information. The track parameters are calculated from the energy information alone,
and the time associated with the muon track is calculated using the respective channel
times and the fitted track parameters.
First, the algorithm rejects cells by the application of an energy threshold of 250MeV
and a time threshold
∣∣∣Tdi f f ∣∣∣ < 6 ns, where Tdi f f the measured time difference between the
cells two PMTs. It also applies topological cuts, selecting only events that have active cells
above and bellow the horizontal plane y = 0. The cells passing these conditions will then
be used for the track construction. After this data preparation, the algorithm constructs a
track using the cell information. Two methods are employed for this purpose:
1. Chi-square Fitting: For each event, a straight line is fit to the set of hit positions
(taking the cells center). Having defined the track line equations, the energy density
weighted sum of the squares of the orthogonal distances of each cell to the track
is minimized (with the Minuit2 package), to determine the best estimation of the
track parameters. Although the above minimization depends on the four track line
parameters, the derivatives with respect to two of them are linear, so that part of the
minimization can be analytic. Therefore the numerical minimization is just for two
track parameters because we will have the mentioned two constraints.
2. Hough Transform Method [56]: The Hough Transform (HT) is a well known
technique which is used to identify straight lines in noisy and missing information
environments. It maps the input data space D into a parameter space P of
either linear or sinusoidal functions. Using as a mapping function ρ(x, y) =
x cosθ+ y sinθ, the data points in the x− y plane (i.e. D) located on a straight
line ρ0 = x cosθ0 + y sinθ0 are mapped on to curves in the the ρ θ space (i.e. P).
These intersect in the point of coordinates (ρ0,θ0), which thus provides the best
estimate of the line parameters (see figure 6.1). In TileCal, after using the above
mentioned cuts and replacing the cell geometry by their (x, y,z) center points, these
points (which correspond to the activated cells) are projected onto to the x− y and
z− y planes. Then using the HT method, straight lines are found in each plane and
each one of these straight line segments are then merged to finally construct the
three dimensional muon tracks. Note that cell energy information is also here used
as a weighting factor, in order to get a fine track adjustment.
Since the HT method is less sensitive to noisy cells than the original fitting method,
this procedure is the one used throughout this work. Both methods don’t require the
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Figure 6.1.: Hough Transform applied to points belonging to the same straight
line
projectivity of the muon trajectories, which makes TMF valid also for endcap as well
(although there aremanynon-projectivemuons in the barrel aswell). The noise sensitivity
between the two different methods is exemplified in figure 6.2. There it is shown an
example of a cosmic muon detection in TileCal using TMF. The activated cells (with an
energy deposition above 250MeV) are shown in a three dimensional view of TileCal, also
shown are the (ρ,θ) histograms of the data projected in the x− y and z− y planes after
HT transform. In the bottom rightmost figure it is shown the recognized track after the
combination of both track projections. A fitting result for the activated cells is also shown
for comparison, and one can notice that the fitting results in a wrong track due to the
presence of noise cells (outliers), which are relatively far from the actual cosmic muon
track.
Figure 6.2.: Example of a cosmic ray detection using HT.
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After this, the track direction unit vector is determined and with it the azimuthal
(φTMF) and polar (θTMF) angles of the track . Also the point Q(X,Y,Z) where the track
crosses the y = 0 plane is determined. These values (φTMF,θTMF,X,Z) are then returned
as part of the output of the TMF (X and Z are given in mm and Y is, of course, always 0).
Another output of the TMF is the time t at which the muon crossed the horizontal
plane y = 0. This time is estimated from the fitted track and the times associated with
the individual channels used on the fit, which are assumed to be correctly time calibrated
using the procedures described in the previous chapter. That is, apart from a global
unknown event trigger time, the channel times are assumed to be the time at which the
muon crossed the cell. The weighted average time in each cell is assigned to the point
in the track closest to that cell, and the corresponding time-of-flight from that point to
the horizontal plane (along the fitted track) is added (resp. subtracted) for top TileCal
modules (resp. bottom TileCal modules). The weighted average of these corrected times
is then taken as the muon horizontal plane crossing time t.
The method also returns the track energy (E) (in MeV), which is the sum of the
deposited energy of all cells inside a cylinderJ around the fitted track, and the track path
length (Path) (in mm). All these quantities are also given discriminating the sampling in
which the tracks passes (i.e. energy and path length in Top A, BC and D samplings and
in Bottom A, BC and D samplings).
The radius of the cylinder varies with sampling, being:
A BC D
LB 300 375 860
EB 750 750 1700
Table 6.1.: Radius of the cylinder around cells (in mm)
TMF also returns the number of tracks found in a specific event, and which of these
tracks is the track with the maximum energy. For each track it also returns the number of
cells within the cylinder J , their sum for all tracks (i.e. the number of cells used in each
event) is also calculated and returned by the algorithm. The constructed track is formed
by the union of a specific number of straight line segments, one for each intersection with
a TileCal surface (concentric cylinders around zz axis). The length of each one of these
line segments, as well as their partition, module, sampling and the muon track to which
they belong, are also returned by TMF (the total number of these segments per event is
also returned). TMF also gives the quality of the constructed track (i.e. if it fails or not the
cuts and the track finding procedure) and the number of cells used for its construction.
Finally, TMF also returns for each cell inside the cylinder J its energy, time, and
energy (resp. time) difference of both PMTs in that cell; it also returns the cells η and φ
(referred to the center of the cell in question) and its sample. Also the track to which the
cell belongs is returned.
Note that although TMFwas originally designed for the track construction of cosmic
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muons, it can also be configured to look for horizontal tracks i.e. from muons produced
using the singlebeam, so the quantities which referred to the y = 0 plane are accordingly
referred to the z = 0 plane in this case.
Thisdescription applies to thenewest versionof theTileMuonFitter algorithm,which
from now on will referred as version 2. The previous version, which will be referred as
version 1, had various issues that were resolved in the new version: [53]
1. The first version uses the 250MeV cut for selecting cells to perform the fit and also
to perform the energy calculation. The second version uses the 250 MeV cut only
for selecting the fit cells and does not use an energy cut for the energy calculation.
2. The previously mentioned output referring to the straight line segments used in the
construction of each track were not available in the old version.
3. Anerror in the code for events crossing the gapbetween the longbarrel and extended
barrel in the bottom part of TileCal affected the path calculation for the tracks of
these events, this affected roughly 17% of the events.
4. The path was calculated only for tracks crossing the y = 0 plane within the inner
radius of the TileCal cylindrical shell. This resulted in having more events with a
null path than events with a null energy, therefore decreasing TMF’s efficiency for
non-projective events. The problem affected 1/3 of the events.
Note that version 2 was being developed during the making of this work and so it
was not possible to reprocess all MC and real data in time to be used in the analysis done.
As said before, TileMuonFitter is an important tool for combined studies between
TileCal and other subdetectors of ATLAS. In particular it was mentioned that it can
be used to provide timing information to the LAr calorimeters. Other kinds of these
combined studies involve the energy andmomentum comparison of cosmic muons in the
various parts ofATLAS. In particular, the comparison between the deposited energy in the
calorimeters (LAr and TileCal) and the momentummeasurements difference between the
Muon Spectrometer and the Inner Detector can be investigated; as said in the beginning
this is one of the goals of the work presented in this chapter.
6.3. Validation of the TMF algorithm using MC data
Having discussed the TileMuonFitter algorithm, and as it will be the tool used in the
remaining of this chapter, we will now study its performance. For that, simulated Monte
Carlo data was used, having roughly 100000 events. This simulated data was produced
for tracks crossing the region of the TRT barrel, while having the magnetic field switched
on (i.e. both solenoid and toroid magnets were on-line) and with nominal alignment
settings.
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In this MC simulated data, the true track parameters τtruth =
(
d0,z0,φ0,θ,κ
)
are
available 1. TMF provides a set of tracks which are built based on the cell time and
energy deposition information coming from the detector simulation i.e. a set of quantities
containing the constructed track geometry information (φTMF,θTMF,X,Y,Z) is produced.
Note also that the TMF version used here for the reconstruction is the version 1 referred
before.
In order to compare the truth tracks with the TMF reconstructed tracks, we need to
identify each one of the MC truth tracks with a TMF reconstructed track i.e. we need to
carry out the track matching. For that, and for each event, we considered the vector tMC =(
trackMC,1, · · · , trackMC,N
)
of truth tracks and the vector tTMF =
(
trackTMF,1, · · · , trackTMF,M
)
of TMF tracks (where obviously M ≤ N due to the cuts used by the TMF algorithm).
Then, for each trackMC,i ∈ tMC and trackTMF,j ∈ tTMF in a determined event, their euclidean
distance in the track parameter space
(
η,φ
)
was considered i.e.:
Ri j =
√(
ηTMF, j−ηMC,i
)2
+
(
φTMF, j−φMC,i
)2
(6.1)
, where ηTMF, j (resp. ηMC,i) is the pseudorapidity associated with the θ angle of the
TMF tracks (resp. MC truth tracks) and φTMF, j (resp. φMC,i) is the respective φ angle of
such TMF track (resp. MC truth track).
After this, and for all tracks in tTMF and tMC in eachevent, thepair
(
trackMC,i, trackMC,j
)
that minimizes the last expression with a value less than 0.25 2 is then matched i.e.
considered to represent the same track. In this way we have an injective correspondence
between MC truth and TMF reconstructed tracks.
In the mentioned MC data set and using the above procedure, from a set of 105717
MC truth tracks, 105643well reconstructedTMF trackswerematched (efficiency of 99.8%).
The plots shown in figure 6.3 give the (θ,φ) distribution of these tracks, for both
the MC truth and TMF reconstruction track parameters, where it can be seen that the
angular track parameters reconstructed by TMF are very similar to the ones given by the
simulation.
This similarity is better perceived and quantified by the distribution of the angular
residuals (∆θ,∆θφ), where ∆θ = θMC −θTMF and ∆φ = φMC −φTMF. This histogram is
shown in figure 6.4. The projections in the ∆θ and ∆φ axis were fitted with Gaussian and
are shown in figure 6.5.
From the Gaussian fits in figure 6.5, we can see that the average bias done by TMF
when estimating the track angular parameters is negligible, 0.03◦ for the polar angle and
0.04◦ for the azimuthal angle. Using the standard deviation of the fitted Gaussian we also
see that the θ and φ resolution of the TMF algorithm is roughly 1.5◦.
From these standard deviations one can also estimate the error made by TMF when
1in fact, κ is not given directly, instead
q
pT
is given, which relates to κ by knowing B and using equation A.15
in the appendix
2This is to ensure that the matched tracks are in fact close to each other.
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Figure 6.3.: (θ,φ) for MC and TMF parameters.
Figure 6.4.: (∆θ,∆φ) histogram.
calculating the muon path length in TileCal. For this purpose it is assumed the worst case
scenario of a maximum projective path in the barrel of TileCal i.e. the error estimation
given will be the largest error in the path calculation that can be computed using the
above mentioned standard deviations σ(θ) and σ(φ).
For this situation, a track passing through the interaction point and the barrel’s
rightmost upper point B is considered. This condition makes this track projective while
having a path length P in a TileCal module that is the maximum for this class of tracks,
as said before. Considering that this track makes an angle θTMF with the zz axis, one
then slightly changes this track in order for it to make a new angle θTMF +∆θ with the
mentioned axis. A calculation of this newpath length P′will then estimate the path length
variation ∆P = P′−P that arises when we take ∆θ = σ(θ).
Noting that, by observation of figure 6.6:
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Figure 6.5.: ∆θ and ∆φ histograms.
Figure 6.6.: Path error estimation.
sinθ =
R2√
L2+R2
2
(6.2)
, where L is the length of TileCal’s Long Barrel and R2 is the outer radius of TileCal’s
cylindrical shell. On the other hand we have that:
sinθ =
R2−R1
P
(6.3)
, where R1 is the inner radius of TileCal’s cylindrical shell. From this, one concludes
that:
P =
(R2−R1)
√
L2+R2
2
R2
(6.4)
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Also, from observing figure 6.6, we see that sin(θ+∆θ) = R2−R1P′ ; from this we get the
relation:
P′ =
R2−R1
sin(θ+∆θ)
(6.5)
, with θ given by equation 6.3 and ∆θ= σ(θ). Subtracting 6.5 with 6.4 we then obtain
the required path error estimation ∆P.
By substituting θ by φ and ∆θ = σ(θ) by ∆φ = σ(φ), we obtain a conservative error
estimation for the path length induced by similar variations in the azimuthal angle, since
the path length variations are always inferior to the ones estimated using this formal
substitution.
Using then the σ(θ) value extracted from the fit to the histogram on left of figure 6.5
and the σ(φ) value extracted from the fit to the histogram on the right of the mentioned
figure, it was obtained, by quadratically summing the ∆P associated with σ(θ) with the
one associated with σ(φ), a path length error of:
∆P = 2.4% (6.6)
, where this percentagewas obtained by normalizing the abovementioned quadratic
sum with the largest path length shown in figure 6.6.
Next the (X,Z) distributions of the TMF track parameters (where the track intersects
the y = 0 plane) will be compared with the same distributions obtained from the truth
tracks. For that, and since the track parameters provided by the Monte Carlo simulation
(eq. A.1 in the appendix) don’t include these quantities, we will use equation A.13 in the
appendix evaluated with the perigee parameters d0,z0,φ0 and θ of the MC truth track that
matched the TMF reconstructed track in question.
The (X,Z) distributions obtained for thematched TMF andMC true tracks are shown
in figure 6.7.
Figure 6.7.: (X,Z) for MC and TMF tracks.
As in the case of the angular parameters of the tracks, we show the position residuals
(∆X,∆Z), with ∆X = XMC−XTMF and ∆Z = ZMC−ZTMF in figure 6.8. From this histogram
72
6.3. Validation of the TMF algorithm using MC data
the two dimensional histograms obtained by the projection on the ∆X and ∆Z were also
considered.
Figure 6.8.: (∆X,∆Z) histogram.
Figure 6.9.: ∆X and ∆Z histograms.
From the Gaussian of these histograms (c.f. figure 6.9), it is readily seen that:
• The Gaussian fit done to the ∆X histogram shows a mean bias for the x− y plane
track intersection coordinates of 29 mm and a TMF algorithm resolution of 214 mm.
• The Gaussian fit done to the ∆Z histogram shows a mean bias for the x− y plane
track intersection coordinates of 5 mm and a TMF algorithm resolution of 131 mm.
, where the mean bias were taken from the mean of the fitted Gaussian and the
resolutions were taken from the fit’s standard deviation.
From all these results, and from the high statistics of the used Monte Carlo data,
we conclude that the TMF tracking algorithm is reliable in muon track reconstruction,
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as its geometric precision and resolution is good when compared with the truth track
geometric data (at least for the sample of tracks that cross the Inner Detector). This
validation could not be done withMC in a larger volumes because of the limited statistics
of tracks generated in the full Muon Spectrometer volume that can give a TMF track.
6.4. Validation of TileCal’s energy response using MC and real
data
Having validated TMF’s geometrical track data output, one can now use it to validate the
energy response of TileCal given by the TMF track data; this can be done by comparing
MC simulated data with real cosmic muon data.
The optimal way to quantify the energy response of the calorimeter is by calculating
its dEdx , as this gives a measure of the deposited energy in the calorimeter by unit of length
3. One expects an energy response uniformity i.e. dEdx to be roughly constant, meaning
that the averaged deposited energy in the TileCal cells is roughly proportional to the path
length of the particle that interacts with them.
When these particles are cosmic muons, the dEdx calculation is then performed using
the TMF algorithm. In this calculation we used the energy deposition and path length of
the muon track on TileCal, for the cell or group of cells on which the energy response is
being studied. Note that the TMF algorithm returns the energy and path length values for
A, BC andD samples of TileCal, discriminated for top and bottom parts of the calorimeter,
but it does not give the energy deposition and track path length per cell of TileCal, that
must be implemented by the user with the available TMF data.
The status of the current situation regarding the energy calibration of TileCal can
then be analyzed by comparing the energy response given by simulated data with the
energy response given by real data. In what follows was used:
• Real data: run 91387 from 11October 2008with fullmagnetic field , where the bottom
RPC chambers of the Muon Spectrometer were used as trigger. The used data is
about 305374 events, all of them with muon tracks that passed the TMF quality
check discussed in the last section.
• Simulated data: the MC simulated data used on the previous section (for TRT
volume).
Note also that version 1 of TMF was used in both data, where an energy cut of
E > 300MeV was applied to the deposited energy in the cells of TileCal in each sampling
(discriminating top and bottom sections of the calorimeter). This was made to eliminate
unwanted noisy cells from the analysis which led to a significant improvement. Cuts
were also made in the θ parameter of the tracks in order to eliminate events with a poor
3i.e. its energy linear density
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calculation of the path length. Without this cut, the overestimated path length caused a
peak at low dEdx , as shown in figure 6.10
4.
Figure 6.10.: dEdx without the θ cut
From the plots shown in figures 6.11, 6.12 and 6.13, one can see that this unwanted
peak is related with tracks having a large θ displacement from θ = 90◦. From these plots
we conclude that the TMF tracks with 120◦ . θ . 140◦ and 40◦ . θ . 60◦ are responsible
for the mentioned unwanted peak, where this region in θ is shown in red on the referred
plots. In particular on the plot in figure 6.12 it is seen that the φ angle of the tracks is not
relevant for discerning the tracks that create the unphysical peak.
Figure 6.11.: TMF angle θ for all tracks(blue) and for tracks with dEdx < 0.45(red)
Because of the above conclusions, all data constructed with version 1 of TMF
algorithm for muon tracking will employ for the remaining of this chapter the geometric
cuts:
70◦ < θ < 110◦ (6.7)
All data, independently of the TMF version employed, will also use the previously
4The plots in figures 6.10, 6.11, 6.12 and 6.13 were created using a subset of the mentioned MC 100k events
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Figure 6.12.: Distribution of TMF tracks angular parameters for all tracks(blue)
and for tracks with dEdx < 0.45(red)
Figure 6.13.: dEdx histogram for all tracks (blue) and for tracks with 70
◦ < θ < 110◦
(red)
mentioned energy cut on the deposited energy by the muon track in the cells of top (resp.
bottom) A, BC and D sampling i.e.
E > 300MeV (6.8)
Figures 6.14 and 6.15 show, respectively, the (θTMF,φTMF) and the (X,Z) distributions
for the real data used in this section (without the above said cuts). The same distributions
for the MC simulated data are given in the leftmost plots present in figures 6.3 and 6.7,
respectively.
It is seen that, although the (θTMF,φTMF) distributions are quite similar, the (X,Z)
distributions are much different; this is to be expected because the used MC simulation
data was done only for muon tracks intersecting the y = 0 plane inside the TRT Barrel
region. Using the above mentioned cuts, we now proceed to the dEdx comparison between
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Figure 6.14.: (θTMF,φTMF) distributions for the real data
Figure 6.15.: (X,Z) distributions for the real data
the MC simulated data and the real data, selecting only the D cells in the long barrel 5 of
TileCal.
TMF does not provide the tracks’s path length separately for each cell in the
mentioned cylinder built around the specific muon track, nevertheless it returns the
deposited energy for each one of these cells. As such, the following algorithm was
implemented, done separately for bottom and top sections of TileCal, to estimate the dEdx
for each D cell in the LB (note that the following procedure was done iteratively for each
one of the single track events, and was done also for top and bottom parts of TileCal
separately):
• Collect the energy E, η andφ for eachD cell contained in the cylinderJ built around
the specific track by TMF.
• Determine the D cell with maximum energy E1 belonging to the energy vector
constructed in the last step.
• Calculate the differences ∆η and ∆φ between the D cells in J and the D cell with
5only the D cells in LB were considered due to the poor statistics in the EB for the MC data, which is for
TRT volume only
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maximum energy.
• Identify all cells inJ that are neighbors (i.e. if ∆η = 0.2 and/or ∆φ = 0.1, as TileCal’s
module segmentation is 0.1) of the D cell with maximum energy.
• For these neighboring D cells, determine the one with maximum energy E2; also
calculate Etresh =
E2
E1
.
• TheD cell ofmaximumenergyE1 is selected as a goodD cell if the cellwith energyE2
is such that Etresh ≤ 10% i.e. if most of the energy deposition in the D cells contained
in the cylinder J is made on the cell with maximum energy E1.
• Fill 64× 7 histograms, one for each D cell (D3,D2,D1,D0,D-1,D-2,D-3) and module
(which is related univocally with the φ of the cell) with the dEdx , corresponding to
that cell. dEdx is, in good approximation, given by the top (resp. bottom) D sample
deposited energy divided by the path length of the muon track in that sample.
This algorithm was applied for all of TileCal D cells in the long barrel. The resulting
histograms were fitted with a Landau distribution convoluted with a Gauss distribution
(from now on called Gauss-Landau or GL distribution) as said in chapter 2. The most
probable value of the Landau (MOP) was taken to be representative of the dEdx for the
D cell associated with that specific histogram. Note that only Gauss-Landau fits with a
χ2
n.d.f ≤ 1.5 were accepted as valid 6, this quality cut ensures that the calculated dEdx for the
cell in question is based on a good fit to the respective histogram.
This process was done for both the real and MC simulated data mentioned in the
beginning of this section. In figures 6.16 and 6.17 the resulting histograms for the D cells
in the bottom part are shown, where all 64 TileCal modules were considered. Similar
plots, but this time for the top part of the long barrel are presented in figures 6.18 and
6.19.
Figure 6.16.: Bottom D cell dEdx histograms for the real data
6where χ2 is obtained by the goodness of fit χ2 hypothesis test and n.d.f is the number of degrees of freedom
of the used data
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Figure 6.17.: Bottom D cell dEdx histograms for the MC data
Figure 6.18.: Top D cell dEdx histograms for the real data
With theMOPs taken from theGauss-Landaufits, the normalizeddifference between
the real and simulated data i.e.
MOP(Real data)−MOP(MC data)
MOP(real data)
(6.9)
was then calculated for each one of the six bottom (resp. top) D cells dEdx histograms
(note that for the real data, the D0 cell was not included due to calibration problems
associated with it). Using a standard error propagation procedure on equation 6.9, where
it was used the errors associated with the MOP determination by the GL fits done to the
respective histograms, errors were determined for the normalized difference between the
real and simulated data.
The results thus obtained are shown infigure 6.20 andon the tables in figures 6.21 and
6.22. From the plots in figures 6.18 and 6.19 and similarly from the plots in figures 6.16 and
6.17, we conclude that both top and bottomD cells have a very compatible dEdx distribution,
this qualitatively indicates that TileCal’s D cells (when studied independently from the
module where they belong) have a good energy response uniformity in η (as this an
average overφ). Note that this is seen in both real andMCsimulateddata. This uniformity
can be quantified by taking the average and standard deviation of each column in the
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Figure 6.19.: Top D cell dEdx histograms for the MC data
(a) Bottom part of TileCal (b) Top part of TileCal
Figure 6.20.: dEdx for top and bottom D cells
mentioned tables. The result of this computation is shown in table 6.2.
dE
dx Mean
dE
dx (MeV/mm) Standard Deviation
Bottom real 1.1015 0.0397
Top real 1.1222 0.0263
Bottom MC 0.9359 0.0069
Top MC 0.9450 0.0090
Table 6.2.: dEdx variation for D cells
Differences are also observed between the dEdx obtained for the real data and the same
quantity obtained for the simulated data. As said in section 6 on chapter 2, the energy
scale of TileCal is calibrated with its built-in Cesium calibration system. An error in 2008
was made when calibrating the PMTs using this system, and this resulted in a wrong
setting of PMT HV and a wrong cell energy measurement for runs taken on that year.
A correction was then made in order to give the correct energy scale factor for the
2008 data. Regarding that, the following scale factors should be applied to the cell energy
measurements [57]:
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Figure 6.21.: Bottom D cell dEdx normalized difference
Figure 6.22.: Top D cell dEdx normalized difference
• Cells in long barrel: CCs ≡ 0.821
• Cells in extended barrel, A side:CCs ≡ 0.833
• Cells in extended barrel, C side: CCs ≡ 0.844
From this, all theMOP dEdx estimations given earlier for the real data (whichwas taken
on 2008) should be transformed accordingly i.e. MOP(08,corrected)=MOP(08,original)×
CCs , where MOP(08,corrected) (resp. MOP(08,original)) is the corrected value (resp.
uncorrected) for the MOP. Thus the normalized difference between the two MOPs is :
MOP(08,original)−MOP(08,corrected)
MOP(08,original)
=

17.9% for cells in LB
16.7% for cells in EBA
15.6% for cells in EBC
(6.10)
Although the used real data needs this scaling in order for us to have a correct dEdx
estimation, the MC data does not require it because already correct values are attributed
to the cell energy after the detector simulation. Thus, the previous relation translates
directly to the MC/real data comparison made before.
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Comparing the value for the LB with the last column of the tables shown in figures
6.21 and 6.22, we see that the obtained MC/real normalized difference is reasonably
compatible, within the associated errors, with this Cesium calibration scaling. Although
some discrepant values were obtained, more frequently in the bottom section than in the
top section of TileCal (about 2% on top and 5% on bottom), it is concluded that the ≈ 18%
diference between the two types of data translates in a good agreement between them,
therefore validating the current knowledge about TileCal energy response.7
We will now continue by comparing real data taken from a cosmic muon run on
2009 with another cosmic muon run data taken on 2008, both using version 2 of TMF.
Since in 2009 the Cesium calibration problem was already identified with the PMTs HV
registered, this studywill enable one to see if the 18% energy scale factor is observed, thus
confirming the MC/real data comparison made before.
For this analysis the following data was used:
• Real 2008 data: the data used was obtained from a private reconstruction (Atlas
Production with 15.3.1.16 version of Athena) made using raw data from the run
91387 of 11 October 2008 (which is the same run used for the real data in the
previous section, so this data has the same conditions) but in this case using the
version 2 of TMF algorithm. This data has 229527 events.
• Real 2009 data: this data was obtained also by a private reconstruction (Atlas
Production with 15.3.1 version of Athena) of the run 121238 taken on 2009, where
also version 2 of TMF was used for track reconstruction. Like for the 2008 run, this
run has full magnetic field , where the RPC chambers of the Muon Spectrometer
were also used as trigger. This data has 37296 events. Note also that the said
Cesium overcalibration problem does not exists on this data, as it is from 2009 and
the HV settings had already been corrected, and so the above mentioned energy
scale factors do need to be applied.
Figure 6.23 shows the (θTMF,φTMF) and the (X,Z) distributions of the tracks in the 08
data, similar distributions are also shown in figure 6.24 for the 09 data.
Note that the data has version 2 TMF tracks so only the energy cut given in equation
6.8 is applied, as discussed in section 6.2. Some areas in the (X,Z) distribution (marked
in the rightmost plot in figure 6.24) show a significant excess, which is likely due to
unmasked noisy cells. So for the data we will also apply geometric cuts, which exclude
the areas with:
• X ∈ [−2500,500]∧Z ∈ [−2750,−2400]
• X ∈ [−130,50]∧Z ∈ [−3650,−3320]
7note that this study was not extended to other cells due to the fact that the relative size and geometry of A
and BC cells makes the constructed algorithm inefficient for them
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Figure 6.23.: (θTMF,φTMF) and (X,Z) distributions for the 08 data
Figure 6.24.: (θTMF,φTMF) and (X,Z) distributions for the 09 data
Having established quality cuts for the data, one nowproceedswith the construction
of dEdx histograms. Eleven classes of these histograms will be created, each one considering
the following cells:
1. All TileCal
2. Top and bottom parts separately
3. Long barrel
4. Top and bottom parts of the long barrel separately
5. Extended barrel
6. Top and bottom parts of the extended barrel separately
7. A side of the extended barrel
8. C side of the extended barrel
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For each one of these 22 histograms, the dEdx that represents the distribution was then
taken by the following methods:
1. Landau MOP: A Gauss-Landau fit was made and the MOP of the Landau part was
taken as the dEdx representative of the respective distribution.
2. Total MOP: For the same Gauss-Landau fit, the representative dEdx was taken to
be the MOP of the total function (i.e. of the Gauss convoluted with the Landau
distribution).
3. Peak Total MOP: A Gauss-Landau fitted to the peak region of the dEdx distribution,
since the value that represents this distribution lies in this region. The total MOP
then was taken as representative of the respective distribution.
4. Truncated Mean: A truncated mean was calculated with the respective histogram
data. In it was considered only a subset of this data such that the ratio of its integral
with the integral taken on all the data is equal to 97.5% [20].
Using then the above MOP (resp. truncated mean) information, the comparison
between the 08 and the 09 dEdx histogramswas undertaken, using for that purpose a similar
procedure to the one employed in the beginning of this section. One considers then the
normalized difference
ρ (08)−ρ (09)
ρ (08)
(6.11)
, whereρ (08) (resp. ρ (09)) is the representative dEdx value used for the 2008 (resp. 2009)
data, for each one of the mentioned 11 histograms. For these values an error propagation
procedure was used in order to associate an error with this normalized difference.
The above procedure applied to the MOP of the GL fits done for the dEdx histograms
constructed with top and bottom cells is shown in figures 6.26 a) (resp. 6.26 b)). The same
procedure, but for LB and EB cells, is shown on figures 6.27 a) and 6.27 b) respectively.
Figure 6.25 shows the same procedure for all cells of TileCal.
Although not shown, this was repeated for all 11 histograms using all the four
mentioned methods. The plot in figure 6.28 a) shows the normalized difference
(c.f. equation 6.11) results for the histograms, using for each one the mentioned dEdx
determination procedures (i.e. Landau MOP, Total MOP, Peak Total MOP and Truncated
mean, which are color coded accordingly). Also shown in figure 6.28 b) are the number
of entries of all used histograms, for 08 and 09 data, normalized to the histogram with
the largest number of entries i.e. the histogram using all TileCal cell’s. The dEdx values
obtained for the 11 histograms, for both 08 and 09 data, are shown in figure 6.29 a) and
6.29 b) respectively.
From figure 6.28 a) it is seen that large oscillations exist in the normalized difference
values. These can partly be explained by the varying statistics between the different
84
6.4. Validation of TileCal’s energy response using MC and real data
Figure 6.25.: 08/09 difference for all cells using the Landau MOP
(a) All top cells (b) All bottom cells
Figure 6.26.: 08/09 difference for top and bottom using the Landau MOP
(a) Long barrel (b) Extended barrel
Figure 6.27.: 08/09 difference for LB and EB using the Landau MOP
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(a) 08/09 differences
(b) 08/09 histogram entries
Figure 6.28.: 08/09 comparison data
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(a) 08 data
(b) 09 data
Figure 6.29.: dEdx values for 08 and 09 data.
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parts of TileCal used in this analysis, particularly in the poor statistics of tracks in the
extended barrel region, as these oscillations are similar to the oscillations seen on the plot
in figure 6.28 b). Nevertheless the main reason for such a poor regularity in the behavior
of the normalized difference is dissimilarity between the used data. In fact, comparing
the (θTMF,φTMF) and (X,Z) distributions of the 08 data with the homologous distributions
for 09 data, we conclude that they exhibit quite different geometric patterns for the muon
tracks (possibly due to the changes in Trigger settings done in 2009). This makes the
above analysis inaccurate as data comparison becomes less reliable.
Method Mean Standard deviation Amplitude
Landau MOP 17.8 4.43 14.4
Total MOP 16.93 4.31 13.97
Peak Total MOP 16.05 3.16 9.94
Truncated mean 12.70 2.78 7.61
Table 6.3.: Normalized 08/09 difference estimation
Nevertheless by calculating the mean, standard deviation and amplitude8 (c.f. table
6.3) of each one of the normalized differences obtained by the describedmethods (Landau
MOP, Total MOP, Peak Total MOP and Truncated mean), it is concluded that the behavior
of these differences is approximately the one expected i.e. the normalized difference is
roughly within the 18% energy scale factor allready confirmed by the analysis done in the
beguining of this section.
6.5. Energy loss and momentum difference between Inner
Detector and Muon Spectrometer
Having studied the energy response measurements in the last section, now we can
continue to the other goal of this chapter, which is the explanation of the energy loss
and momentum difference between Inner Detector and Muon Spectrometer.
Several works [58] have been performed, using both real cosmic muon runs and
suitable Monte Carlo data, to study the difference between momentum measurements
made with the Muon Spectrometer (MS) and similar measurements taken by the Inner
Detector (ID), and their energy deposition in the LAr and TileCal calorimeters that lie
between them. Such studies considered muon tracks reconstructed by MS, and also
separately by the ID. From these tracks one obtains muon momentum measurements in
the case of MS and ID and deposited energy in the case of the calorimeters. On TileCal,
TMFwas used to provide that measurement. All the various types of muon tracks (MS,ID
and TileCal) were matched using a procedure similar to the one used in section 6.3 of this
work. Note that the momentum difference should match the energy lost by the muons,
with this measured in the calorimeters and estimated for the dead material (DM) that lies
8i.e. the difference between the largest and the smallest value
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in various parts of ATLAS.
One of the results arising from this studies is that the energy deposited in the
calorimeters (i.e. TileCal+LAr) is smaller than the difference of the measured momentum
between the ID and MS, and that this difference cannot be accounted only by the dead
material. This is so because the dead material absorbs part of the muon’s energy but not
all the energy that appears to be missing.
It is possible to estimate the dead material energy deposition by the muons. There is
a significant amount of DM in the inner detector and in the cryostats, which amounts to
≈ 1.6X0. Also onemust account as DM the TileCal girder and cross bars, which is roughly
13.4 X0. Taking into account the total length of the LAr (≈ 24 X0) and the total length of
TileCal (≈ 68 X0), one can then estimate a ≈ 17% 9 energy deposition in the mentioned
dead material. Note that this is just a preliminary estimate, based on X0. A more detailed
calculation needs to be carried out with MC. As said before, MC data and real data from
2008 cosmic muon runs were used, and it was observed a good agreement between the
MC and real data, since in both cases the energy deposited in the calorimeters was smaller
that the ID-MS momentum difference. From this real data it was concluded that [58]:
∆p (ID−MS) E(TileCal) E(LAr)
Top muon tracks 2.68±0.04 GeV 2.185±0.016 GeV 0.263±3 GeV
Bottom muon tracks 2.64±0.04 GeV 2.177±0.0015 GeV 0.252±2 GeV
Table 6.4.: Difference between MS and ID momentum measures (∆p (ID−MS)),
Deposited energy in TileCal (E(TileCal)) and in LAr (E(LAr))
Using the values given in the tables, it is possible to calculate, for top and bottom
tracks, the normalized difference:
∆p (ID−MS)− [E(LAr)+E(TileCal)]
∆p (ID−MS) (6.12)
Using these values, additionally corrected with the Cesium calibration system 18%
energy scale factor (as the real data used is from 2008) and the e/µ ratio energy factor 10
(which will be briefly described later), we obtain for both top and bottom muon tracks a
normalized difference of 31%. Note that this value is 14% larger than the expected 17%
due to the presence of the deadmaterial, this means that the DM is not enough to account
for the missing energy issue.
Since the TMF version used in the ∆ p vs E was the version 1 of the TMF referred
in section 6.3, it is plausible to investigate if TMF can be responsible for this energy loss
issue. This can be done by comparing TileCal’s energy response for the same 2008 cosmic
muon data using both software versions.
The procedure used before to compare the 2008 data with the 2009 data will now
9i.e. the ratio between the deposited energy in DM and the sum of this energy with the deposited energy in
the calorimeters is ≈ 17%
10≈ 0.91 for TileCal and ≈ 0.8 for LAr
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be applied to compare the 2008 cosmic muon real data used in the beginning of section
6.4, i.e. the 2008 data that used version 1 of the TMF algorithm, with the previously used
version 2 of the TMF 08 data. Notice that by observing the respective (θTMF,φTMF) and
(X,Z) distributions, shown in figures 6.14 and 6.15 for the TMF version 1 data and in
figure 6.23 for the TMF version 2 data, one concludes that these two data sets are much
more compatible then the previously used version 2 08 and version 1 09 data, which was
to be expected.
Repeating in a similar fashion the procedure done for the previous analysis, but now
substituting all the references to version 2 09 data by the version 1 08 data, one obtains a
set of results similar to the ones obtained previously.
Figure 6.31 shows, as before, the GL fits done to dEdx histograms constructed with all
top and bottom cells, where the associated normalized difference between TMF version 1
and version 2 2008 data is also displayed. Similar results for the EB and LB cells of TileCal
are also shown in figure 6.32. Figure 6.30 shows the same procedure for all cells of TileCal.
Figure 6.30.: version 1/version 2 difference for all cells using the Landau MOP
In figure 6.33 (resp. 6.34) is shown the plot similar to the one given in figure 6.28 a)
(resp. 6.28 b)), but this time showing the version 1 /version 2 normalized differences (resp.
normalized histogram entries) for all the 11 regions considered in TileCal (All TileCal, All
TileCal Top and bottom, LB, Top and bottom LB, EB, Top and bottom EB, EBA and EBC)
for computing the dEdx histograms. Figure 6.35 shows the
dE
dx values obtained for the 11
histograms using version 1 2008 data. The similar plot for version 2 is shown on figure
6.29 a).
One can now, using the above results, investigate if the TMF version is contributes
to this energy loss problem.
Neglecting the dead material energy deposition and corrections in TileCal energy
related measurements (such as the energy scale factor due to the Cs overcalibration),
equation 6.12 should be zero. Nevertheless these corrections must be included in this
equation, by doing so one gets:
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(a) All top cells (b) All bottom cells
Figure 6.31.: version 1/version 2 difference for top and bottom using the Landau
MOP
(a) Long barrel (b) Extended barrel
Figure 6.32.: version 1/version 2 difference for LB and EB using the Landau MOP
∆p (ID−MS) = E(LAr)+E∗(TileCal)+E(DM) (6.13)
, where E∗(TileCal) is the corrected TileCal energy measurement and E(DM) is the
energy deposited on the dead material, both arising in cosmic muons impinging on such
structures. As the energy loss analysis employed 2008 cosmicmuon runs andusedversion
1 of TMF to reconstruct the TileCal cosmic muon tracks, the following corrections must
be made to the energy measurements:
1. Cs calibration system energy scale corrections.
2. The energydeposited inTileCal andLAr is different for electrons andmuons because
these particles interact differently in sampling calorimeters (the sampling fraction
is different for electrons and muons). These energies are related by the e/µ ratio,
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Figure 6.33.: version 1/version 2 differences
Figure 6.34.: version 1/version 2 histogram entries
which is the ratio of the electron and muon energy to charge conversion factors
in the calorimeters. These ratios are Ktile ≈ 0.9 for TileCal and KLAr ≈ 0.8 for LAr
([58],[59]). Since the energy scale of the calorimeters is constructed for electrons,
this conversion factor must be used to correct the energies shown in table 6.4.
3. By looking at the plots on figures 6.30, 6.31 and 6.32, it is seen that in fact the
normalized difference
ρ (v2)−ρ (v1)
ρ (v2)
(6.14)
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Figure 6.35.: dEdx values for version 1 08 data
, where ρ (v2) (resp. ρ (v1)) is the representative dEdx value used for the TMF version
2 (resp. TMF version 1) 2008 data, is expected to be different from zero.
Therefore the energy scale factor extracted from the previous analysis
CTMF =
ρ (v2)
ρ (v1)
(6.15)
must also be included in TileCal’s energy measurements.
Hence on equation 6.13 one has:
E∗(TileCal) = KTile CCs CTMF E(TileCal) (6.16)
i.e. the following relation must hold:
E(DM) = ∆p (ID−MS)−KLAr E(LAr)−KTile CCs CTMF E(TileCal) (6.17)
From this relation we define
R =
E(DM)
E∗(TileCal)+KLAr E(LAr)+E(DM)
(6.18)
If our hypothesis is true then this value should account the ≈ 17% expected to the
dead material, as said before.
For computing 6.18, the values on table 6.4 will be used as input for the deposited
calorimeter energy and muon momentum difference. Note that this data was only
obtained for top and bottom muon tracks, so on 6.15 we will use the dEdx data only for
all cells on the top and bottom parts of TileCal. Since we are dealing with momentum
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differences between MS and ID, we shall use also the dEdx data for top and bottom LB parts
of this calorimeter.
In figure 6.37 are shown tableswith the dEdx values obtainedwith the previous analysis
that were used for computing equations 6.15, 6.17 and 6.18 (table a) for all cells in TileCal
and table b) for all cells in LB).
Figure 6.36.: Dead material estimations
It is possible to analyze how the energy correction between version 1 and version
2 data behaves on the considered parts of TileCal, by observing the plots in figures 6.33
and 6.34. Again it is observed an oscillation in the normalized differences of the dEdx
estimations, which are again coupled with the differences between the number of entries
in the respective histograms used for their calculation. However the fluctuations in the
normalized differences are less pronounced, as the compatibility between TMF version 1
and version 2 data is satisfactory. This can be seen on table 6.5, which is similar to the
table 6.3 but uses the version 1 and version 2 2008 data normalized difference of the dEdx
estimations.
Method Mean Standard deviation Amplitude
Landau MOP 11.93 1.32 3.87
Total MOP 10.51 1.23 4.58
Peak Total MOP 9.38 1.64 4.27
Truncated mean 6.62 1.77 5.44
Table 6.5.: Total MOP normalized old TMF/new TMF difference estimation
From this table one concludes also that the normalized difference of the dEdx
estimations between version 1 and version 2 08 data is ≈ 11%.
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Figure 6.37.: dEdx values for top and bottom
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The obtained estimations for the ratio of deposited energy in the dead material are
shown in the tables onfigure 6.36. Note that the errors in these estimationswere computed
by applying an error propagation procedure to equations 6.15, 6.17 and 6.18, where the
errors associated with the GL fit / truncated mean procedures were used.
Overall, a 3%− 8% difference between our estimations and the ≈ 17% estimation
of the deposited energy in the dead material was obtained. This shows that part
of the missing energy was in fact originated by problems inherent with version 1 of
TileMuonFitter, which were effectively resolved with the new already implemented
version. Some remarks can be made about the above mentioned tables:
• In general, the bottom dead material estimations are closer to the expected ≈ 17%.
• Top and bottom results obtained for long barrel are closer to the expected ≈ 17%
than the ones obtained using all TileCal.
• The Landau MOP procedures for GL fits done to all data gives the estimations
closest to the expected value.
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7. Conclusion
This thesis concerned the commissioning of the TileCal energy and time response.
An introduction to the LHC and a discussion of the potential of this accelerator to
answer some of the challenges of modern particle physics was made. A more detailed
description of the TileCal ATLAS Hadronic calorimeter was given, since the optimization
of the TileCal performance is the main object of the work presented in this thesis. In this
description, an introduction to TileCal’s structure and to its energy reconstruction was
given, focusing on the calibration issues regarding the time measurements. A description
of the available calibration methods of this calorimeter was also given.
A correction to the established effective light velocity propagation in the clear fibers
of the LASER calibration system was proposed. A new effective light velocity of 18.6±
2.01cm ns−1 for these optical fibers was estimated. This estimation is important for the
correction of the implemented time calibrations made with the laser system, which are
fundamental to the timemeasurements uniformity in TileCal and thus its synchronization.
The energy response studies done were also thoroughly described in this thesis.
Since cosmic muons were the tool used for this purpose, the interaction of these particles
with matter and their origin was briefly discussed in the beginning of this work.
The software tool for reconstructing cosmic muon tracks in TileCal (TileMuonFitter)
was described in some detail and its validation was performed using both real data
from a 2008 run and Monte Carlo simulated events. With this data and using TMF, the
energy response uniformity in pseudorapidity (averaged for all modules) was studied
and an agreement between real data and MC was observed, in this analysis the Cesium
calibration system overcalibration factor of 18% between 2008 and 2009 data was also
observed. Regarding this issue, a comparison of the dEdx between 2008 and 2009 cosmic
muon datawas also performed, where the abovementioned energy scale factor was again
observed.
Anewversion of TMFwas implemented during the execution of thework presented,
which resolved some problems found in the first version. A similar comparison between
the 2008 data with muon tracks reconstructed using both versions was made, and a scale
factor of ≈ 11% between the respective dEdx determinations was estimated.
Studies performed by other authors have shown that the energy deposited in the
calorimeters (i.e. TileCal+LAr) is smaller than the difference of the measured momentum
between the ID and MS, and that this difference cannot be accounted only by the ATLAS
dead material. It was concluded in this thesis that part of the missing energy was in
fact originated by problems inherent with the first version of TileMuonFitter, which were
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effectively resolved with the second version.
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A. Appendix: Track parametrization [55]
The main concept in chapter 6 is the idea of muon track. As it is well known from
Electrodynamics, in particular as a consequence of the Lorentz force, the trajectory of
a charged particle in an uniform magnetic field is a helix. Since the ATLAS solenoid
produces an approximately uniform axial (i.e. parallel to the z-axis) magnetic field of
≈ 2 T, one can take the muon (with charge ±e) trajectories to be helices.
Oneway of parameterizing such tracks is by the use of the so called perigee parameters.
They define the track at its point of closest approach to a reference point, which is taken
as the origin of the ATLAS coordinate system. This parametrization is done using a set of
five track parameters:
τ = (τi) =
(
d0,z0,φ0,θ,κ
)
(A.1)
, where:
• d0 is geometric or transverse impact parameter, whose magnitude gives the distance
from the origin to the perigee, which is the point of the track’s closest approach in
the x− y plane i.e. d0 is the distance of closest approach of the helix to the beam line
(which coincides with the z-axis).
• z0 is the longitudinal impact parameter and is the z coordinate value at the point of
closest approach to the beam line.
• φ0 is the polar direction of the track at the point of closest approach.
• θ is such that tan(θ) is the slope of the track in the ρφ−z plane, where ρ is the radius
of the helix.
• κ is the track’s curvature in its projection on the x− y plane.
The track parameters can then be split into three transverse track parameters τt =(
d0,φ0,κ
)
(we shall see that κ is related with a transverse physical quantity) which are
defined in the plane orthogonal to the beam line i.e. the x− y plane, and two longitudinal
track parameters τz = (z0,θ). This is shown schematically in figure A.1.
Let usnowshow that thehelicoidal track canbe in fact describedby theseparameters.
The Cartesian equations for the helix, whose projection in the x− y plane is a circle with
radius ρwhose center is taken generically to be C(x1, y1), are:
~u(ϕ) = (x(ϕ), y(ϕ),z(ϕ)) = (x1+ρ cos ϕ, y1+ρ sin ϕ,α ϕ) (A.2)
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Figure A.1.: Geometric representation of the five track perigee parameters
, with ϕ ∈ R and α a constant.
The tangent vector to the helix is then given by
~˙u(ϕ) = (−ρ sin ϕ,ρ cos ϕ,α) (A.3)
Defining θ such that
dz
dϕ
=
√(
dx
dϕ
)2
+
(
dy
dϕ
)2
· cot θ (A.4)
, one sees that tan θ =
ρ
α i.e.
~u(ϕ) = (x1+ρ cos ϕ, y1+ρ sin ϕ,ϕρcot θ) (A.5)
and so z = ρϕcot θ⇔ ρϕ = z− tan θ i.e. in the ρϕ− z plane, the helix is a straight
line with slope given by tan θ, as it was said before. Thus, making φ = ϕ− π2 :
~˙u(φ) = (ρ cos φ,ρ sin φ,ρ cot θ) (A.6)
,and the projection of the helix in the x− y plane gives the circle (x1+ρ cos ϕ, y1+
ρ sin ϕ) with tangent vector ~˙uxy(φ) = (ρ cos φ,ρ sin φ). φ is then the polar angle made by
the tangent vector of the track and θ is the azimuthal track direction i.e. the angle between
the z axis and the tangent vector to the track in each point of the helicoidal trajectory.
Let A be the perigee. Then d0 =
∥∥∥∥ ~OA∥∥∥∥ and, since ~OA ⊥ ~˙uxy where both vectors are
vectors in R2(see figure A.2):
d0 =
(
~OA × vers ~˙uxy
)
· ~uz (A.7)
With φ0 defined as the polar direction of the track at the point of closest approach,
one has that ~OA = (d0 sin φ0,−d0 cos φ0), as applying this to A.7 gives the correct result.
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Figure A.2.: Track projection in xy plane
So the position of the perigee in R3 is given by:
(x0, y0,z0) = (d0 sin φ0,−d0 cos φ0,z0) (A.8)
From equation A.6, the normalized vector associated with the tangent vector for a
given point in the helix can be obtained. Since
∥∥∥~˙u∥∥∥2 = ρ2 sin2φ+ρ2 cos2φ+ρ2 cot2θ⇔
1∥∥∥~˙u∥∥∥ = sinθρ one gets 1:
~v(φ) ≡ vers ~˙u(φ) = (sinθ cosφ,sinθ sinφ,cosθ) (A.9)
and similarly
vers ~˙uxy(φ) = (cosφ,sinφ) (A.10)
i.e. θ and φ are the usual angles to express a normed vector using spherical (resp.
polar) coordinates in R3 (resp. R2).
Let us now consider the straight line inR3 generated by the vector in A.9 and passing
through the point A(x0, y0,z0). Its Cartesian equations are then, using A.8:
x(t) = d0 sinφ0+ sinθ cosφ0 t
y(t) = −d0 cosφ0+ sinθ sinφ0 t
z(t) = z0+ cosθ t
(A.11)
Note that in this work it will be assumed that the tracks can be reasonably described
as straight lines, whose equation is given by A.11. This is so because the muon track
reconstruction algorithm used on TileCal uses only the low granularity cells of this
1where vers ~w = ~w‖~w‖ , with ~w ∈ R
n
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calorimeter to create such tracks [54].
In order to compare MC truth tracks with the TileMuonFitter reconstructed tracks,
we need to know the point Q(X,Y,Z) such that, for a t to be determined, y(t) = 0 in A.11.
This value for the line’s parameter is then
t =
d0 cosφ0
sinθ sinφ0
(A.12)
Using this result on A.11, one gets for the coordinates of Q:
X = d0
[
sinφ0+ cotφ0 cosφ0
]
Y = 0
Z = z0+d0 cotθ cotφ0
(A.13)
In order to complete the description of the track perigee parameters, we need to
know the explicit form of κ. Since the helicoidal track is described by A.2, where ϕ is the
curves’s parameter, using A.9 and the definition of momentum we see that the muon’s
momentum ~p components are given by:
px = p sinθ cosφ0
py = p sinθ sinφ0
pz = p cosθ
(A.14)
, where p is the magnitude of the momentum in the perigee.
Considering also the projection of themomentum in the x− y plane i.e. pT = p sinθ=√
p2x+p
2
y, and using the expression of the Lorentz force, it is easy to show that equation
A.2 is in fact the trajectory of the muon, as long as the following relation holds:
κ =
1
ρ
=
q B
pT
(A.15)
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B. Appendix: Polynomial coefficients
tables
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Coefficient Value Error
0 −1.27×10−2 3.45×10−4
1 2.39×10−3 1.10×10−5
2 −2.02×10−4 1.38×10−5
3 9.70×10−6 8.73×10−8
4 −2.67×10−7 2.95×10−9
5 3.93×10−9 5.10×10−10
6 −2.38×10−11 3.54×10−13
Table B.1.: Polynomial coefficients for LBC partition in fig. 5.8
Coefficient Value Error
0 3.23×10−2 3.48×10−4
1 −5.97×10−3 1.13×10−5
2 5.03×10−4 1.31×10−5
3 −2.42×10−6 8.73×10−8
4 6.68×10−7 2.97×10−9
5 9.81×10−9 5.09×10−10
6 5.95×10−11 5.54×10−13
Table B.2.: Polynomial coefficients for EBA partition in fig. 5.8
Coefficient Value Error
0 −3.17×10−2 3.48×10−4
1 5.92×10−3 1.13×10−5
2 −4.98×10−4 1.32×10−5
3 2.40×10−5 8.72×10−8
4 −6.61×10−7 2.97×10−9
5 9.70×10−9 5.09×10−10
6 −5.88×10−11 5.56×10−13
Table B.3.: Polynomial coefficients for EBC partition in fig. 5.8
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Coefficient Value Error
0 3.40×10−1 3.43×10−3
1 −6.31×10−2 1.09×10−3
2 5.32×10−3 1.37×10−4
3 −2.60×10−4 8.65×10−6
4 7.06×10−6 2.93×10−7
5 −1.04×10−7 5.07×10−9
6 6.29×10−10 3.51×10−11
Table B.4.: Polynomial coefficients for LBC partition in fig. 5.9
Coefficient Value Error
0 3.44×10−1 3.44×10−3
1 −6.34×10−2 1.11×10−3
2 5.34×10−3 1.37×10−4
3 −2.57×10−4 8.71×10−6
4 7.09×10−6 2.95×10−7
5 −1.04×10−7 5.10×10−9
6 6.32×10−10 3.55×10−11
Table B.5.: Polynomial coefficients for EBA partition in fig. 5.9
Coefficient Value Error
0 3.39×10−1 3.44×10−3
1 −6.34×10−2 1.09×10−3
2 5.35×10−3 1.38×10−4
3 −2.57×10−4 8.70×10−6
4 7.10×10−6 2.96×10−7
5 −1.04×10−7 5.11×10−9
6 6.33×10−10 3.54×10−11
Table B.6.: Polynomial coefficients for EBC partition in fig. 5.9
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Coefficient Value Error
0 3.41×10 −1 3.43×10 −3
1 −6.32×10 −2 1.09×10 −3
2 5.33×10 −3 1.37×10 −4
3 −2.56×10 −4 8.65×10 −6
4 7.07×10 −6 2.93×10 −7
5 −1.04×10 −7 5.07×10 −9
6 6.30×10 −10 3.51×10 −11
Table B.7.: Polynomial coefficients for LBC partition in fig. 6.12
Coefficient Value Error
0 3.45×10 −1 3.45×10 −3
1 −6.37×10 −2 1.10×10 −3
2 5.37×10 −3 1.38×10 −4
3 −2.58×10 −4 8.70×10 −6
4 7.12×10 −6 2.95×10 −7
5 −1.05×10 −7 5.10×10 −9
6 6.35×10 −10 3.54×10 −11
Table B.8.: Polynomial coefficients for EBA partition in fig. 6.12
Coefficient Value Error
0 3.40×10 −1 3.45×10 −3
1 −6.37×10 −2 1.10×10 −3
2 5.37×10 −3 1.38×10 −4
3 −2.58×10 −4 8.71×10 −6
4 7.13×10 −6 2.95×10 −7
5 −1.05×10 −7 5.10×10 −9
6 6.35×10 −10 3.54×10 −11
Table B.9.: Polynomial coefficients for EBC partition in fig. 6.12
106
Coefficient Value Error
0 3.41×10−1 3.42×10−3
1 −6.32×10−2 1.09×10−3
2 5.33×10−3 1.37×10−4
3 −2.56×10−4 8.65×10−6
4 7.07×10−6 2.93×10−7
5 −1.04×10−7 5.07×10−9
6 6.30×10−10 3.51×10−11
Table B.10.: Polynomial coefficients for LBC partition in fig. 6.13
Coefficient Value Error
0 3.45×10−1 3.44×10−3
1 −6.37×10−2 1.10×10−3
2 5.37×10−3 1.38×10−4
3 −2.58×10−4 8.70×10−6
4 7.12×10−6 2.95×10−7
5 −1.05×10−7 5.10×10−9
6 6.35×10−10 3.54×10−11
Table B.11.: Polynomial coefficients for EBA partition in fig. 6.13
Coefficient Value Error
0 3.40×10−1 3.45×10−3
1 −6.37×10−2 1.10×10−3
2 5.37×10−3 1.38×10−4
3 −2.58×10−4 8.71×10−6
4 7.13×10−6 2.95×10−7
5 −1.05×10−7 5.10×10−9
6 6.35×10−10 3.54×10−11
Table B.12.: Polynomial coefficients for EBC partition in fig. 6.13
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