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Depuis le tout début du XXe siècle, l’étude des processus stochastiques est un
domaine très actif de la recherche en mathématiques. Les motivations peuvent avoir
des raisons purement « internes » : la description, par exemple, de la complexité de
la courbe brownienne plane. D’autres sont plus « externes » : de nombreux domaines
scientifiques font de plus en plus appel à certains aspects des processus aléatoires
qui semblent – même dans des situations a priori très éloignées des probabilités –
correspondre en un certain sens à des propriétés liées aux processus stochastiques,
ou simplement à l’aléa. A posteriori, la raison de cette identification est simple :
l’activité scientifique amène très souvent à « mesurer » tel ou tel phénomène. De ces
« mesures » aux probabilités, il n’y a qu’un pas. Ajoutez le facteur temps, et vous
voilà dans le domaine des processus stochastiques.
Parmi ces processus, le mouvement brownien — dont l’étude mathématique a
été initiée dès 1900, avec la thèse de Bachelier, entre autres travaux — a joué, et
joue encore, un rôle primordial. Ceci peut s’expliquer par le fait que le mouvement
brownien est l’objet limite quasi-universel qui apparaît dans le théorème central
limite, lorsqu’on fait agir le temps. Pour étudier le mouvement brownien, et ses
processus satellites, il y a bien sûr de nombreux moyens : les grands anciens, Paul
Lévy par exemple, mais aussi P. Erdös, A. Dvoretzky, S. Kakutani, J. Taylor, uti-
lisaient pour l’essentiel le caractère gaussien du processus, ainsi que l’indépendance
et l’homogénéité des accroissements, à la lumière de leurs éclairs de génie. D’autres
pionniers, tout aussi impressionnants, tels que A. Kolmogorov ou M. Kac, utilisaient
les connexions entre équation de la chaleur, problème de Dirichlet, équation de Pois-
son ou de Sturm-Liouville, etc. avec le mouvement brownien, pour exprimer les lois,
ou des résultats limites sur certaines fonctionnelles du mouvement brownien.
Enfin, après la seconde guerre mondiale, « l’ère Itô », avec son calcul stochastique
directement sur les trajectoires browniennes, a commencé. Le merveilleux petit livre
de H.P. Mc Kean : Stochastic Integrals (1969) a définitivement popularisé le calcul
d’Itô, puis des traités entiers sont apparus sur ce sujet. Le calcul d’Itô – stricto sensus
– demande de travailler avec des fonctions régulières, i.e. de classe C2, pour, après
composition avec le mouvement brownien, écrire explicitement la décomposition
de Doob-Meyer en semi-martingale du processus ainsi obtenu. Avec la formule de
Tanaka (1963), il est apparu que la régularité de classe C2 n’était pas nécessaire,
et que les temps locaux browniens (en un niveau donné, le temps passé par un
mouvement brownien au voisinage infinitésimal de ce niveau) pouvaient être discutés
à l’aide du calcul d’Itô-Tanaka, magistralement unifié et généralisé par Paul-André
Meyer (1976) dans son Cours sur les Intégrales stochastiques.
C’est encore avec un coup de génie que Kiyoshi Itô, en 1970, jette les bases de la
théorie des excursions qui, considérée sous l’angle d’étude du mouvement brownien
par exemple, remplace la complexité des trajectoires browniennes par la simplicité
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une infinité de tels escaliers, mais pour un problème donné, seuls un ou plusieurs
de ces escaliers – processus de Poisson – suffisent, d’où l’impression de simplicité
miraculeuse ressentie au début des applications de cette théorie par les chercheurs
tels que D. Williams, J. Pitman... Les notes que l’on trouvera développées dans ce
volume, réparties en deux ensembles (Partie 1 : Temps locaux de semi-martingales ;
Partie 2 : Excursions browniennes) ont pour objectif de familiariser le lecteur, au
travers de la résolution d’exercices, à chacun de ces deux domaines.
Pour que ce travail soit profitable, il est demandé au lecteur de connaître raison-
nablement le calcul d’Itô « régulier ». Les exercices de ce volume ont été élaborés,
année après année, par le second auteur, soit à la suite de lectures d’articles présen-
tant, parfois avec des méthodes très différentes, telle ou telle propriété brownienne,
soit simplement pour illustrer le contenu de son cours de DEA (anciennement), de
M2 aujourd’hui. Le premier auteur a résolu ces exercices et en a organisé la synthèse,
de façon économique et néanmoins — espérons-le — très lisible. Les chapitres ont
été conçus pour créer un aller-retour permanent entre les principaux résultats du
cours et les exercices corrigés, afin que la compréhension des uns renforce celle des
autres. C’est ainsi que de nombreuses solutions d’exercices données ici offrent un
aperçu de la façon de prouver certains des théorèmes rappelés plus haut.
Nous souhaitons que ces notes puissent être un palier qui permettra à un étu-
diant de M2 en probabilités de se hisser aux cimes autrement élevées des recherches
actuelles, ainsi qu’en témoignent les articles de J.F Le Gall, P. Biane, J. Bertoin
et W. Werner dans le volume A tribute for K. Itô, SPA, 2010, où chacun de ces
auteurs montre comment utiliser la théorie des excursions dans des domaines aussi
variés que la théorie des processus SLE (Schramm-Loewner Evolution), l’étude des
processus de coagulation et de fragmentation, les processus « libres » et processus
matriciels, ainsi que – pour citer un thème en plein essor – les cartes planaires.
Notre but sera donc atteint si les connaissances et la maîtrise des objets présentés
ici, ainsi acquises par le lecteur, lui permettent d’accéder aux résultats de tout
premier plan que nous venons de citer. Enfin, nous lui souhaitons autant de plaisir
à résoudre ces exercices qu’ils nous en ont donné à les rédiger.
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Temps locaux de
semi-martingales
7

9Cette partie I est composée de sept chapitres, chacun d’entre eux correspondant
à une leçon sur les temps locaux de semi-martingales continues, et/ou de diffusions
réelles. Au début de chaque chapitre nous rappelons les théorèmes principaux de la
leçon correspondante.
Les temps locaux des semi-martingales permettent une approche « en moyenne »
de l’étude de ces semi-martingales. Au lieu de s’intéresser à la valeur d’une semi-
martingale en un instant donné, on s’intéresse au temps qu’elle a passé à un niveau
donné. On pourra ainsi, par exemple, déterminer le temps passé par un mouvement
brownien au voisinage de 0, ou d’un autre niveau. Grâce à ces nouveaux objets, nous
pourrons formuler plusieurs extensions de la formule d’Itô, permettant d’obtenir
un certain nombre de résultats probabilistes fins, par exemple concernant l’unicité
des solutions de certaines équations différentielles stochastiques à coefficients peu
réguliers.
Nous nous attacherons également à étudier les temps locaux comme des objets
naturels, et à donner des identités en loi avec d’autres processus stochastiques bien
connus. Des exemples de ces résultats sont les théorèmes de Lévy et de Pitman, qui
permettent de voir le temps local en zéro comme le supremum passé d’un mouvement
brownien ou l’infimum futur d’un processus de Bessel de dimension 3. Nous parlerons
également des théorèmes de Ray-Knight, qui permettent de comprendre les temps
locaux comme semi-martingales indexées par l’espace.
Finalement, nous donnerons également une courte introduction aux temps locaux
d’intersection, domaine qui se rapproche des recherches actuelles en probabilités.
Dans cette introduction, nous étudierons quelques propriétés du temps passé par
un mouvement brownien en dimension 2 ou 3 à se recouper, et déterminer de bons
ordres de grandeur pour des quantités intéressantes, telles que l’aire de la saucisse
de Wiener.
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Chapitre 1
Introduction aux temps locaux
de semi-martingales continues
Nous allons ici nous attacher à la définition et aux premières propriétés des
temps locaux 1, qui permettent de mesurer le temps passé au voisinage d’un niveau
donné par le processus. Il existe différentes théories des temps locaux, mais nous
nous intéresserons ici uniquement aux temps locaux de semi-martingales continues.
Rappelons qu’une semi-martingale continue est un processus stochastique qui
peut se décomposer de manière unique en la somme d’un processus à variations finies
et d’une martingale locale, toutes deux supposées continues. La formule d’Itô permet
justement de donner cette décomposition pour les images de semi-martingales par
des fonctions de classe C2. En tentant d’étendre cette formule à des fonctions qui
ne sont pas nécessairement de classe C2, on définit toute une famille de processus à
variations finies, famille associée à la semi-martingale initiale. Il se trouve que ces
processus ont une interprétation immédiate dans le cas du mouvement brownien,
ils sont les limites, en un certain sens, du temps passé au voisinage d’un point x
avant l’instant t, pour tout x ∈ R. Par conséquent, ces processus ont été appelés
temps locaux de semi-martingales, car ils représentent en quelque sorte l’échelle
de temps ressentie au voisinage du point x. Nous allons ici simplement donner les
premières définitions et propriétés de ces processus, et nous nous familiariserons avec
ces définitions avec quelques exercices de difficulté croissante. Ceux-ci permettent
de démontrer de nombreux résultats qui seront utilisés par la suite.
1. A Théorèmes principaux
Nous allons commencer par donner une définition de ce qu’est un temps local,
qui permet de construire de nombreuses sortes de temps locaux donnant chacune
des informations différentes sur le comportement des processus associés au voisinage
infinitésimal d’une configuration.
1. Paul Lévy utilisait le terme : mesure de voisinage, pour le temps local en un niveau donné
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Définition 1.1
Un processus continu (Xt, t ≥ 0) admet des temps locaux par rapport au processus
croissant (At, t ≥ 0) et à la mesure de Radon µ, si il existe une fonction mesurable
(Λxt , x ∈ R, t ≥ 0) telle que pour toute fonction f continue bornée et pour tout
t ≥ 0, on a : ∫ t
0
dAsf(Xs) =
∫
R
µ(dx)Λxt f(x).
Pour toute semi-martingale continue X, on note 〈X〉 sa variation quadratique,
qui est un processus croissant vérifiant
∀t ∈ R+, 〈X〉t = limn→+∞
1
n
n∑
j=1
(
Xjt/n −X(j−1)t/n
)2
en probabilité.
Dans la plus grande partie de la suite, les temps locaux que nous étudierons seront
les temps locaux de semi-martingales, dont le théorème suivant garantit l’existence.
Théorème 1.2
Une semi-martingale continue (Xt, t ≥ 0) admet des temps locaux (Λxt ; t ≥ 0, x ∈ R)
par rapport au processus croissant (〈X〉t, t ≥ 0) et à la mesure de Lebesgue, que l’on
appelle simplement les temps locaux (de semi-martingales continues) de X.
En d’autre termes, il existe une fonction mesurable (Λxt , x ∈ R, t ≥ 0) telle que
pour toute fonction f continue bornée et t ≥ 0,∫ t
0
f(Xs)d〈X〉s =
∫
R
Λxt f(x)dx.
Pour tout x ∈ R, on notera
x+ =
{
x si x ≥ 0
0 sinon
et x− =
{
0 si x ≥ 0
−x sinon
les parties positive et négative de x.
Théorème 1.3 – Formule de Tanaka-Meyer
Pour toute semi-martingale continue, il existe une modification (Lxt ) de Λ qui soit
conjointement continue en t et càdlàg en x. On a de plus :
1
2L
x
t = (Xt − x)+ − (X0 − x)+ −
∫ t
0
1{Xs>x}dXs.
Soit Xt = X0 + Mt + At une semi-martingale continue avec M une martingale
locale et A un processus à variations finies. Les sauts du temps local de X sont
donnés par la formule :
Lxt − Lx−t = 2
∫ t
0
dAs1{Xs=x}.
En particulier, si X est une martingale locale continue, la fonction de ses temps
locaux admet une version conjointement continue en t et x.
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Remarque 1.1 Ce théorème est en quelque sorte une « formule d’Itô » appliquée à la
fonction x 7→ x+, qui n’est pas de classe C2. Dans le chapitre suivant, nous donnerons
un sens précis à cette remarque. Notons de plus que, à x fixé, nous avons accès au
temps local en x d’une manière qui permet, par exemple, l’expression d’intégrales
contre le temps local, ce qui n’était pas donné par la définition.
Corollaire 1.4
Soit X une semi-martingale et (Lxt ) une version continue en t et càdlàg en x de la
fonction de ses temps locaux ; on a pour tout x ∈ R et t ≥ 0 :
Lxt = lim
→0
1

∫ t
0
d〈X〉s1{x6Xs<x+}.
En particulier, pour tout x ∈ R, (Lxt , t ≥ 0) est constant sur {t ≥ 0 : Xt 6= x}.
Remarque 1.2 Si B est un mouvement brownien, et (Lxt ) la version continue de la
fonction de ses temps locaux, pour tout  > 0,
∫ t
0
ds1{−<Bs<} =
∫ 
−
dxLxt . Par
conséquent, L0t = lim
→0
1
2
∫ t
0
ds1{−<Bs<}, et on retrouve ainsi la notion de temps
passé au voisinage de 0 par B, d’où le terme : temps local en 0.
Remarquons également que cette définition de temps local en 0, qui nécessite
une renormalisation en 1 , est nécessaire. En effet, par formule de Fubini, on a :
E
[∫ t
0
1{Bs=0}ds
]
=
∫ t
0
P(Bs = 0)ds = 0,
par conséquent
∫ t
0
1{Bs=0}ds = 0 p.s. le mouvement brownien passe presque sûre-
ment un temps de mesure nulle en 0.
Nous finissons cette introduction aux temps locaux par une remarque d’intérêt,
appelée propriété fondamentale des temps locaux qui étend la remarque précédente.
Proposition 1.5 – Propriété fondamentale des temps locaux
Soit Y une semi-martingale et L la fonction de ses temps locaux. Pour tout y ∈ R,
la mesure aléatoire dtLyt est portée par {t ≥ 0 : Yt = y}.
1. B Exercices
Exercice 1.1
Soit B un mouvement brownien standard issu de 0 et a, b > 0, a 6= b. On pose
Yt = |Bt| et Zt = aB+t − bB−t .
1. Montrer que x 7→ Lxt (Y ) et x 7→ Lxt (Z) sont discontinues en 0.
2. Calculer L0t (Y ) et L0t (Z) en fonction de L0t (B).
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Solution. 1. Par définition des temps locaux, on a pour toute fonction f continue à
support compact : ∫ t
0
d〈Y 〉sf(Ys) =
∫
R
dxf(x)Lxt (Y )
On obtient, en remplaçant Yt par |Bt| :∫
R
dxf(x)Lxt (Y ) =
∫ t
0
dsf(|Bs|) =
∫
R
dxf(|x|)Lxt (B).
On obtient alors pour tout x > 0, Lxt (Y ) = Lxt (B)+L−xt (B), et pour tout x < 0,
Lxt (Y ) = 0. Par continuité à droite de x 7→ Lxt (Y ), on obtient L0t (Y ) = 2L0t (B), et
L0−t (Y ) = 0.
2. Pour ce qui est de Z, on le réécrit de la manière suivante, en utilisant la
formule de Tanaka-Meyer, et en écrivant B− en fonction de B+ et B :
Zt = aB+t − bB−t = a
(1
2L
0
t +
∫ t
0
1{Bs>0}dBs
)
− b
(1
2L
0
t −
∫ t
0
1{Bs60}dBs
)
.
On a donc décomposé Zt en une martingale locale et le processus (a−b2 L0t , t ≥ 0),
à variations finies (car continu et monotone). On peut donc appliquer la formule
donnant les sauts du temps local pour obtenir :
L0t (Z)− L0−t (Z) = (a− b)
∫ t
0
dsL0s1{Zs=0} = (a− b)
∫ t
0
dsL0s(B)1{Bs=0}
= (a− b)L0t ,
car L0t ne croit que sur l’ensemble des instants t tels que Bt = 0 –par Propriété
fondamentale des temps locaux. On en déduit que Lxt (Z) est discontinu en 0, et le
saut réalisé par le temps local en ce point vaut (a− b)L0t .
Exercice 1.2 – Existence des temps locaux via Fourier
Soit Y une semi-martingale continue. On définit, pour ω ∈ Ω la mesure aléatoire
µt(ω) : f 7→
∫ t
0
d〈Y 〉s(ω)f(Ys(ω)),
qui admet pour transformée de Fourier la fonction :
ξ 7→
∫ t
0
d〈Y 〉s(ω)eiξYs(ω).
1. Montrer que si E
[∫
R dξ|
∫ t
0 d〈Y 〉seiξYs |2
]
< +∞, alors Y admet des temps
locaux.
2. Montrer que cette propriété est vérifiée par le mouvement brownien.
3. Plus généralement, montrer l’existence de temps locaux pour le mouvement
brownien fractionnaire d’ordre H ∈ (0; 1) associés au processus croissant t.
Ce mouvement brownien fractionnaire B(H) est un processus gaussien centré
vérifiant E((B(H)t −B(H)s )2) = C|t− s|2H .
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Solution. 1. Soit t ∈ R+ et Y une semi-martingale continue telle que :
E
[∫
R
dξ|
∫ t
0
d〈Y 〉seiξYs |2
]
< +∞,
la transformée de Fourier de cette mesure aléatoire µt est donc une fonction µˆt qui
est L2 p.s. Par inversion L2 de la transformée de Fourier, il existe p.s. une fonction
(aléatoire) φt(ω) ∈ L2 telle que φˆ = µˆt.
On peut donc appliquer la formule de Parseval. Soit f ∈ Cc(R) de transformée
de Fourier fˆ , on a :∫ t
0
f(Ys)d〈Y 〉s =
∫
R
dξfˆ(ξ)µˆt(ξ) =
∫
R
dξfˆ(ξ)φˆt(ξ) =
∫
R
dyf(y)φt(y).
Par conséquent, φt est la densité par rapport à la mesure de Lebesgue de la mesure
µt. C’est donc un représentant du temps local.
2. Passons au mouvement brownien. On a :
E
(∫
R
dξ
∣∣∣∣∫ t0 dseiξBs
∣∣∣∣2
)
=
∫ t
0
du
∫ t
0
ds
∫
R
dξ E(eiξ(Bs−Bu))︸ ︷︷ ︸√
2pi
|s− u|
.
Comme
∫ t
0 ds
∫ t
0 du|s− u|−1/2 < +∞, l’existence de temps locaux est démontrée.
3. Dans le cas plus général du mouvement brownien fractionnaire de paramètre
H ∈ (0, 1), on peut encore montrer l’existence des temps locaux grâce à la transfor-
mée de Fourier, car
∫ t
0
du
∫ t
0
ds|s − u|−H < +∞. Le cas H = 12 correspond au cas
du mouvement brownien standard, que nous venons de traiter.
Remarque 1.3 Cet exercice fournit une nouvelle méthode très puissante pour définir
des temps locaux assez généraux, cette méthode sera d’ailleurs utilisée au chapitre 7
pour définir les temps locaux d’intersection. Néanmoins, cette méthode a une limite :
elle ne permet pas d’obtenir des résultats tels que la régularité (continuité, etc.) des
temps locaux.
Exercice 1.3
Soit p ≥ 1 ; montrer que (x, t) 7→ Lxt (B) est continue dans Lp.
Solution. Soit p ≥ 1 et M,T ∈ R+. Pour tout −M 6 x 6 y 6M et 0 6 s 6 t 6 T ,
il existe Cp > 0 tel que :
E
(|Lxt (B)− Lyt (B)|p) 6 Cp E (|Lxt (B)− Lyt (B)|p)︸ ︷︷ ︸
ft(x,y)
+Cp E
(|Lyt (B)− Lys(B)|p)︸ ︷︷ ︸
gy(s,t)
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Grâce à la formule de Tanaka-Meyer, en utilisant le fait que x 7→ x+ est Lipschit-
zienne, il existe C ′p tel que
ft(x, y) 6 C ′p
[
|y − x|p + E
(∣∣∣∣∫ t0 1{x<Bs6y}dBs
∣∣∣∣p)] .
De la même façon, il existe C ′′p > 0 tel que
gy(s, t) 6 C ′′p
[
E (|Bt −Bs|p) + E
(∣∣∣∣∫ t
s
1{Bu>y}dBu
∣∣∣∣p)] .
Par conséquent, il existe une constante Kp > 0 telle que
ft(x, y) 6 Kp
[
|y − x|p + E
(∫ t
0
du1{x<Bu6y}
) p
2
]
et gt(x, y) 6 Kp
[
|t− s| p2 + E(|
∫ t
s
du1{Bu>y}|
p
2 )
]
En calculant ces intégrales, on en déduit l’existence de Kp,M,T > tel que
E
[|Lxt (B)− Lyt (B)|p) 6 Kp,M,T (|t− s| p2 + |y − x| p2 ) .
On en conclut que (Lxt (B)) est continue en (t, x) dans Lp.
Exercice 1.4 – Propriété fondamentale des temps locaux
On note Y une semi-martingale positive, et Ly son temps local en y. On note dtLyt
la mesure sur R+ dont (Lyt , t ≥ 0) est la fonction de répartition.
En décomposant de deux façons différentes (Yt− y)2 en la somme d’une martin-
gale locale et d’un processus à variations finies, montrer que le support de la mesure
dtLyt est inclus dans {t ∈ R+ : Yt = y}.
Solution. On utilise ici la formule de Tanaka-Meyer. On a
(Yt − y)+ = (Y0 − y)+ +
∫ t
0
1{Ys>y}dYs +
1
2L
y
t .
De plus pour tout x ∈ R, |x| = 2x+ − x, et Yt − y = Y0 − y +
∫ t
0 1dYs, donc
|Yt − y| = |Y0 − y|+
∫ t
0
sgn(Ys − y)dYs + Lyt ,
où sgn est la fonction signe définie sur R par
sgn(x) =
{
1 si x > 0
−1 si x 6 0.
On décompose (Yt − y)2 = |Yt − y|2, par la formule d’Itô, on a d’une part
(Yt − y)2 = (Y0 − y)2 + 2
∫ t
0
(Ys − y)dYs + 〈Y 〉t
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et d’autre part
|Yt − y|2 = |Y0 − y|2 + 2
∫ t
0
|Ys − y|d|Ys − y|+ 〈|Y − y|〉t
= (Y0 − y)2 + 2
∫ t
0
|Ys − y| sgn(Ys − y)dYs + 2
∫ t
0
|Ys − y|dsLys + 〈Y 〉t.
Par conséquent, on obtient
∫ t
0 |Ys − y|dsLys = 0, par conséquent, la mesure dsLys ne
charge que {t ∈ R+ : Yt = y}.
Exercice 1.5 – Généralisation de la formule de densité d’occupation
Nous allons ici étendre la formule de densité d’occupation à des fonctionnelles aléa-
toires dépendant du temps. Ce résultat permet en particulier de calculer la mesure
de Lévy d’un subordinateur naturellement associé au temps local en 0.
1. Montrer que pour toute fonctionnelle Φ mesurable bornée, on a :∫ t
0
dsΦ(s, ω,Bs(ω)) =
∫
R
dx
∫ t
0
dsLxs (ω)Φ(s, ω, x).
2. Soit l ≥ 0, on pose τl = inf{t ≥ 0 : L0t > l}. Montrer que τ est un subordina-
teur et déterminer la mesure de Lévy qui lui est associée.
Remarque 1.4 Ce résultat est à retenir, car il sera utilisé à de nombreuses reprises
par la suite. Il étend la définition fondatrice des temps locaux à une classe bien plus
large de fonctions, en les autorisant à dépendre du temps, et de l’aléa.
Solution. 1. Soit 0 6 a < b, et f, g deux fonctions mesurables bornées. On pose
Φ(s, ω, x) = 1[a,b)(s)f(ω)g(x), on a :∫ t
0
dsΦ(s, ω,Bs(ω)) =
∫ t
0
ds1[a,b)(s)f(ω)g(Bs(ω)) = f(ω)
∫ t
0
ds1[a,b)(s)g(Bs(ω))
= f(ω)
∫
R
dxg(x)(Lxb∧t(B)− Lxa∧t(B))
=
∫
R
dx
∫ t
0
dsLxsΦ(s, ω, x).
On étend ensuite ceci à toute fonctionnelle mesurable positive bornée grâce au
théorème de classe monotone, puis on conclut en décomposant Φ en partie positive
et partie négative. On a bien l’égalité demandée.
Remarque 1.5 Notons que Φ n’est pas nécessairement adaptée à la filtration naturelle
de B.
2. On observe pour commencer que, à l fixé, τl est un temps d’arrêt. De plus, en
utilisant la propriété de Markov forte au temps τl, on observe que τl+l′ est égal en
loi à la somme de deux représentants indépendants de τl et τl′ . Le processus l 7→ τl
est donc un processus à accroissements indépendants stationnaire, positif, et continu
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à droite. C’est un subordinateur. Calculons alors la transformée de Laplace de ce
processus.
Soit λ > 0, on observe que fλ(l) = E(e−λτl) vérifie fλ(l + l′) = fλ(l)fλ(l′). Pour
tout λ > 0, il existe φ(λ) ∈ R tel que pour tout l ≥ 0, on a E(e−λτl) = exp(−lφ(λ)).
Par changement de variables, on a
∫+∞
0 dsL0se−λs =
∫+∞
0 dle−λτl . On calcule de deux
façons différentes l’espérance de cette variable aléatoire.
D’une part part, en utilisant la forme particulière de la mesure de Lévy de τl,
E
(∫ +∞
0
dle−λτl
)
=
∫ +∞
0
dlE
(
e−λτl
)
=
∫ +∞
0
dle−lφ(λ) = 1
φ(λ) .
D’autre part, la mesure dsLxs ne chargeant que {t ≥ 0 : Bt = x}, par conséquent,
pour toute fonction f positive mesurable :
E
(∫
dxf(x)
∫ +∞
0
dsLxse−λs
)
= E
(∫ +∞
0
dtf(Bt)e−λt
)
=
∫ +∞
0
dte−λt E(f(Bt))
=
∫
R
dxf(x)
∫ +∞
0
dt e
−x22t√
2pit
e−λt
En particulier, pour x = 0, on a
E
(∫ +∞
0
dsL0se−λs
)
=
∫ +∞
0
ds√
2pis
e−λs =
Γ
(
1
2
)
√
2piλ
= 1√
2λ
.
On en déduit que φ(λ) =
√
2λ. Or, comme
√
2λ =
∫
R+
dx(1− e
−λx)√
2pix
, la mesure
de Lévy associée à (τl, l ≥ 0) est dx√2pix .
Exercice 1.6
Montrer que la mesure aléatoire µt : f 7→
∫ t
0
ds
∫ s
0
duf(Bu − Bs) est absolument
continue par rapport à la mesure de Lebesgue, et identifier la dérivée de Radon-
Nikodým, i.e. le processus αat vérifiant, pour toute fonction f mesurable positive∫ t
0
ds
∫ s
0
duf(Bu −Bs) =
∫
R
daf(a)αat ,
en fonction des temps locaux de B.
Solution. Soit f fonction mesurable positive, on utilise une première fois la formule
de densité d’occupation du mouvement brownien∫ t
0
ds
∫ s
0
duf(Bu −Bs) =
∫ t
0
ds
∫
R
daf(a−Bs)Las =
∫
R
da
∫ t
0
dsf(a−Bs)Las ,
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par formule de Fubini. On utilise ensuite la formule de densité d’occupation généra-
lisée de l’Exercice 1.5, qui nous donne∫ t
0
dsf(a−Bs)Las =
∫
R
db
∫ t
0
f(a− b)LasdsLbs.
On obtient finalement :
µt(f) =
∫
R
da
∫
R
dbf(a− b)
∫ t
0
dsLbsLas =
∫
R
daf(a)
∫
R
db
∫ t
0
La+bs dsLbs.
Par identification, on en déduit αat =
∫
R
db
∫ t
0
La+bs dsLbs.
Exercice 1.7
Montrer que pour tout m ∈ N, on a
E(L0t (B)2m) = E((Bt)2m) = tm
(2m)!
2mm! .
En déduire que à t fixé, L0t (B)
(d)= |Bt|.
Remarque 1.6 Ce résultat est une conséquence directe du théorème d’équivalence de
Lévy, qui sera énoncé par la suite, mais nous allons ici donner une solution utilisant
uniquement un simple calcul d’intégrales.
Solution. Commençons par calculer les moments de L0t . Pour cela, notons que si f
est une fonction de Rd dans R mesurable bornée, et B un mouvement brownien, on
a par définition des temps locaux :∫ t1
0
ds1f(Bs1 , Bs2 , . . . , Bsd) =
∫
x1∈R
dx1f(x1, Bs2 , . . . , Bsd)L
x1
t1 p.s.
Dès lors, en utilisant le théorème de Fubini on obtient :∫ t1
0
ds1 · · ·
∫ td
0
dsdf(Bs1 , . . . , Bsd) =
∫
Rd
dx1 · · · dxdf(x1, . . . , xd)Lx1t1 · · ·Lxdtd p.s.
Or
E(f(Bs1 , . . . , Bsd)) =
∫
Rd
dx1 · · · dxdf(x1, . . . , xd)Ds1,...,sd(x1, . . . , xd),
où Ds1,...,sd(x1, . . . , xd) est la densité de la loi de (Bs1 , . . . Bsd) par rapport à la
mesure de Lebesgue. Dès lors, en utilisant la formule de Fubini, et par identification,
on obtient :
E(Lx1t1 · · ·Lxdtd ) =
∫ t1
0
ds1 · · ·
∫ td
0
dsdDs1,...,sd(x1, . . . , xd).
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On obtient en particulier, pour tout n ∈ N,
E((L0t )n) =
∫
[0,t]n
ds1 · · · dsnDs1,...,sn(0, . . . , 0).
On réalise un réarrangement de s1, . . . sn dans l’ordre croissant, on a n! combinaisons
possibles. On obtient donc :
E((L0t )n) =
n!
(2pi)n2
∫
06s16s2···6sn6t
ds1 · · · dsn√
s1(s2 − s1) · · · (sn − sn−1)
.
Par propriété de scaling, on se ramène à t = 1 :
E((L0t )n) =
n!tn2
(2pi)n2
∫
06s16s2···6sn61
ds1 · · · dsn√
s1(s2 − s1) · · · (sn − sn−1)
. (1.1)
On réalise maintenant le changement de variables suivant, pour i ≥ 2 on pose
ui = si−si−11−si−1 , on obtient :∫
06s16s2···6sn61
ds1 · · · dsn√
s1(s2 − s1) · · · (sn − sn−1)
=
∫
[0,1]n
du1 · · · dun∏ni=1√1− uin−i√
u1 · · ·un
=
n−1∏
i=0
∫ 1
0
du
√
(1− u)i
u
=
n∏
i=1
∫ 1
0
dvv i2√
v(1− v)
par changement de variables v =
√
1− u.
Soit β une variable aléatoire de loi β 1
2 ,
1
2
, on a :
Ai =
∫ 1
0
du u
i
2√
u(1− u) = pi E(β
i
2 ) =
√
pi
Γ( i+12 )
Γ( i+22 )
.
Par conséquent∫
06s16s2···6sn61
ds1 · · · dsn√
s1(s2 − s1) · · · (sn − sn−1)
= pi
n
2
Γ(n2 + 1)
.
D’après (1.1), on en déduit :
E((L0t )n) = n!
(
t
2
)n
2 1
Γ(n2 + 1)
,
ce qui se traduit, lorsque n = 2p par :
E((L0t )2p) = tp
(2p)!
2pp!
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qui sont les moments pairs de |Bt|. Or E(exp(λB2t )) < +∞ pour λt < 12 .
Étant donné que les moments de (L0t )2 et ceux de B2t sont égaux, on en déduit
que les transformées de Laplace sont identiques, donc (L0t )2
(d)=B2t . De plus L0t ≥ 0,
par conséquent L0t =
√
(L0t )2
(d)= |Bt|.
Exercice 1.8
Soit L le temps local en 0 d’un (Ft)-mouvement brownien B. On note W la mesure
de Wiener et Wu0,0 la loi du pont brownien de longueur u. On admettra le résultat
suivant, démontré dans l’Exercice 9.4 :
Wu0,0|Fs =
√
u
u− s exp
(
− B
2
s
2(u− s)
)
·W|Fs
donnant la dérivée de Radon-Nykodym de la loi du pont brownien, par rapport à la
mesure de Wiener.
Montrer que pour tout H processus prévisible positif, on a :
E
[∫ +∞
0
duLuHu
]
=
∫ +∞
0
du√
2piu
E(Hu|Bu = 0).
Solution. Soit s 6 t et A une variable aléatoire Fs-mesurable positive, on pose
Hu = A1{u∈(s,t]} et on souhaite calculer :
E
[∫ +∞
0
duLuHu
]
= E((Lt − Ls)A).
On calcule alors l’espérance conditionnelle de Lt − Ls sachant Fs, grâce à la
propriété de Markov et à l’Exercice 1.7, on a pour tout x ∈ R,
E(Lt − Ls|Fs, Bs = x) = Ex(Lt−s) = E(L−xt−s) =
∫ t−s
0
du√
2piu
e−
x2
2u .
Nous pouvons donc écrire :
E(Lt − Ls|Fs)
∫ t
s
du√
2pi(u− s)e
− B
2
s
2(u−s) .
Observons que E(Hu|Bu = 0) = Wu0,0(Hu), on utilise la densité de la loi du pont
brownien par rapport à la mesure de Wiener pour écrire :
E
[∫ +∞
0
duLuHu
]
= E[(Lt − Ls)A] = E[AE(Lt − Ls|Fs)]
= E
[∫ t
s
du√
2pi(u− s)Ae
− B
2
s
2(u−s)
]
=
∫ t
s
du√
2piu
Wu0,0(A)
=
∫ +∞
0
du√
2piu
E(Hu|Bu = 0).
On utilise ensuite la linéarité de ces expressions et le théorème des classes monotones
pour conclure.
22 CHAPITRE 1. INTRODUCTION AUX TEMPS LOCAUX
Remarque 1.7 Le résultat de cet exercice est utile. Il permet notamment de repré-
senter de nombreuses espérances d’intégrales par rapport aux temps locaux grâce à
la loi des ponts browniens.
Chapitre 2
Unification des formules d’Itô et
de Tanaka-Meyer
La formule de Tanaka-Meyer, que nous avons développée au chapitre précédent
donne une décomposition de la semi-martingale ((Yt− y)+, t ≥ 0), en fonction d’une
intégrale stochastique par rapport à Y et du temps local de Y au niveau y. Cette
formule n’est pas sans rappeler la formule d’Itô, qu’elle étend en un certain sens,
puisque la fonction x 7→ x+ n’est pas de classe C2. Grâce à cette observation, et
à la définition des temps locaux donnée au chapitre précédent, nous allons pouvoir
étendre le calcul stochastique d’Itô à des fonctions pour lesquelles la dérivée seconde
(au sens des distributions) est une mesure de Radon. En particulier, on en déduira
que la classe des semi-martingales continues est invariante par ces fonctions, plus
générales que celle des fonctions de classe C2. Pour finir, nous utiliserons une appli-
cation des temps locaux qui permet de toucher du doigt une partie de la richesse du
mouvement brownien, en particulier le fait que toute loi de probabilité de variance
finie peut être modélisée à l’aide d’un mouvement brownien pris en un temps d’arrêt
d’espérance finie, ce qui répond au problème de plongement brownien de Skorokhod.
2. A Théorèmes principaux
Théorème 2.1 – Formule d’Itô généralisée
Soit µ une mesure de Radon et Y une semi-martingale continue de temps local en
y noté Lyt , on a∫ (
(Yt − y)+ − (Y0 − y)+
)
µ(dy) =
∫ t
0
µ(]−∞, Ys[)dYs + 12
∫
Lytµ(dy).
Soit F fonction continue localement différence de deux fonctions convexes, on a
F (Yt) = F (Y0) +
∫ t
0
F ′g(Ys)dYs +
1
2
∫
LytF
′′(dy),
où la dérivée seconde de F est prise au sens des distributions : c’est, par hypothèse
une mesure de Radon µ.
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On va maintenant spécifier quelques résultats relatifs au mouvement brownien,
permettant d’interpréter le temps local en 0 comme un objet naturel.
Théorème 2.2 – Théorème d’équivalence de Lévy
Soit B un mouvement brownien, L son temps local en 0 et St = sups6tBs, on a :
(St −Bt, St)t≥0(d)=(|Bt|, Lt)t≥0.
Lemme 2.3 – Skorokhod
Si x : R+ → R est une fonction continue avec x(0) = 0, alors il existe un unique
couple (z, l) de fonctions continues issues de 0 vérifiant :
— z(t) = −x(t) + l(t)
— z(t) ≥ 0
— l(t) est croissante et dl est portée par {t ≥ 0 : z(t) = 0}.
Cette solution est donnée par :
l(t) = sup
s6t
x(s) et z(t) = l(t)− x(t).
Théorème 2.4 – Extension du théorème de Lévy
Soit τ (µ)l = inf{t ≥ 0 : L(µ)t ≥ l} et T (µ)l = inf{t ≥ 0 : B(µ)t ≥ l} ; on a :
∀l ∈ R,
(
|B(µ)t |, t 6 τ (µ)l
∣∣∣ τ (µ)l < +∞) (d)= (S(µ)t −B(µ)t , t 6 T (µ)l )
Un dernier résultat permet de tester la richesse du mouvement brownien : on peut
représenter toute variable aléatoire centrée de carré intégrable grâce à un mouvement
brownien pris en un temps d’arrêt d’espérance finie. Ce problème, dit du plongement
de Skorokhod a été résolu par de très nombreux moyens différents (l’article de Obloj
[21] en dénombrait au moins 21). Nous allons en exprimer un grâce à la fonction de
Hardy-Littlewood.
Proposition 2.5
Soit µ une mesure de probabilité, centrée possédant un deuxième moment fini et X
une variable aléatoire de loi µ, on pose :
Ψµ(x) =
1
µ([x,+∞))
∫ +∞
x
yµ(dy) = E(X|X ≥ x)
la fonction de Hardy-Littlewood associée à µ.
Le temps d’arrêt Tµ = inf{t > 0 : St ≥ Ψµ(Bt)} est un temps d’arrêt intégrable
vérifiant BTµ ∼ µ.
2. B Exercices
Exercice 2.1 – Une réciproque à la Proposition 1.5
Soit B un mouvement brownien et Ly son temps local en y. Montrer que le support
de dtLyt est égal à {t ≥ 0 : Yt = y} p.s.
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Solution. On s’intéresse tout d’abord au cas y = 0. Pour tout q ∈ Q, on pose :
σq = inf{t ≥ q : Bt = 0},
par propriété de Markov forte, Bσq = (Bσq+t, t ≥ 0) est un mouvement brownien
indépendant de Fσq issu de 0.
Observons que pour tout t ≥ 0, L0t > 0 p.s., car limt→0{L0t > 0} est un événe-
ment de F0+, et de plus P(L0t > 0) = P(L01 > 0) > 0 par propriété de scaling du
mouvement brownien. Par conséquent,
L0σq+r = L
0
σq + L
0
r(Bσq),
σq est donc un instant de croissance de L.
Dès lors, avec probabilité 1, {σq, q ∈ Q} est dense dans {t ≥ 0 : Bt = 0}. On
peut conclure sur l’égalité de cet ensemble avec le support de dtL0t .
Soit Ty = inf{t ≥ 0 : Bt = y}. On observe que
Lyt = L0(t−Ty)+(B
Ty − y),
ce qui permet de se ramener au cas y = 0.
Dans le prochain exercice, on discute du choix de (〈X〉t, t ≥ 0) comme processus
croissant pour définir les temps locaux de la semi-martingale X. Plus exactement,
nous allons identifier les processus croissants associés à X pour lesquels il existe une
identité « naturelle » au sens des temps locaux.
Exercice 2.2
Soit X une semi-martingale.
1. On note (Lat (X), a ∈ R, t ≥ 0) la famille des temps locaux de X et h : R→ R
une fonction de classe C2, strictement croissante et bijective. Exprimer le
temps local Lh(a)t (h(X)) en fonction de Lat (X).
2. Soit (As(X), s ≥ 0) une fonctionnelle associant un processus croissant à la
semi-martingale X. On pose (Λat (X), a ∈ R, t ≥ 0) les temps locaux définis
par la formule suivante : pour tout f ≥ 0 mesurable,∫ t
0
dAs(X)f(Xs) =
∫
R
dxf(x)Λxt (X).
Déterminer pour quelles fonctionnelles A la formule précédente est satisfaite.
3. Soit µ une mesure σ-finie positive, on note Aµ le processus croissant défini
par
Aµs (X) =
∫
R
dµ(x)Lxs (X).
Pour quelles mesures µ l’identité précédente a-t-elle lieu ?
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Solution. 1. Soit h une fonction de classe C2 bijective sur R. Par formule d’Itô, on
a :
h(Xt) = h(X0) +
∫ t
0
h′(Xs)dXs +
1
2
∫ t
0
h′′(Xs)d〈X〉s.
Par conséquent, toute fonction mesurable positive f , le temps local de h(X)
vérifie ∫
R
dxf(x)Lxt (h(X)) =
∫ t
0
f(h(Xs))d〈h(X)〉s
=
∫ t
0
f(h(Xs))h′(Xs)2d〈X〉s
=
∫
R
dxf(h(x))h′(x)2Lxt (X),
en utilisant la définition des temps locaux de X.
Appliquons un changement de variables x = h(y), on obtient :∫
R
dyf(h(y))h′(y)Lh(y)t (h(X)) =
∫
R
dxf(h(x))h′(x)2Lxt (X),
d’où l’on tire
L
h(a)
t (h(X)) = h′(a)Lat (X). (2.1)
Remarque 2.1 Cette relation semble raisonnable étant donné la notion de temps
local, dans un certain sens, le temps local de h(X) en h(a) est donné par le temps
local de X en a, multiplié par la « vitesse » à laquelle h(X) quitte h(a).
2. Nous pouvons maintenant réaliser le même raisonnement pour ces nouveaux
temps locaux (Λxt ), on a par changement de variables :∫ t
0
f(h(Xs))dAs(h(X)) =
∫
R
dxf(x)Λxt (h(X))
=
∫
R
dxh′(x)f(h(x))Λh(x)t (h(X)).
Par conséquent, si Λ satisfait l’équation (2.1), l’égalité suivante est vérifiée :∫ t
0
f(h(Xs))dAs(h(X)) =
∫
R
dxh′(x)2f(h(x))Λxt (X) =
∫ t
0
dAs(X)h′(Xs)2f(h(Xs)).
La relation suivante doit donc être vérifiée par la fonctionnelle A :
At(h(X)) =
∫ t
0
h′(Xs)2dAs(X). (2.2)
3. Intéressons-nous maintenant aux fonctionnelles croissantes A définies à partir
des temps locaux de semi-martingales. L’équation (2.2) devient :
Aµt (h(X)) =
∫ t
0
h′(Xs)2dAµs (X)∫
R
dµ(x)Lxt (h(X)) =
∫
R
dµ(x)
∫ t
0
h′(Xs)2dsLxs
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or
∫ t
0 h
′(Xs)2dsLxs = h′(x)2Lxt , car le support de la mesure dsLxs est inclus dans
{s ≥ 0 : Xs = x}. On en déduit :∫
R
dµ(x)Lxt (h(X)) =
∫
R
dµ(x)h′(x)2Lxt (X)
=
∫
R
dµ(x)h′(x)Lh(x)t (h(X)).
En particulier, pour h(x) = x+ a, on a :∫
R
dµ(x)Lxt (X) =
∫
R
dµ(x)Lx+at (X),
par conséquent, µ est une mesure σ-finie, invariante par translations sur R , elle
donc est proportionnelle à la mesure de Lebesgue.
En définitive, le seul temps local « raisonnable » de semi-martingale est propor-
tionnel à Lxt .
Exercice 2.3
Soit B un mouvement brownien standard issu de 0 et L son temps local en 0.
1. Soit φ(l, x, t) une fonction régulière de R3 dans R. Déterminer la relation
vérifiée par φ quand φ(Lt, |Bt|, t) est une martingale locale.
2. En déduire la transformée de Laplace de τl = inf{t > 0 : Lt ≥ l}.
Solution. 1. On applique la formule d’Itô au processus φ(Lt, |Bt|, t), on a :
φ(Lt, |Bt|, t) = φ(0, 0, 0) +
∫ t
0
∂lφ(Ls, |Bs|, s)dLs +
∫ t
0
∂xφ(Ls, |Bs|, s)d|Bs|
+
∫ t
0
∂tφ(Ls, |Bs|, s)ds+ 12
∫ t
0
∂x,xφ(Ls, |Bs|, s)ds.
De plus :∫ t
0
∂xφ(Ls, |Bs|, s)d|Bs| =
∫ t
0
∂xφ(Ls, |Bs|, s) sgn(Bs)dBs +
∫ t
0
∂xφ(Ls, |Bs|, s)dLs,
par conséquent φ(Lt, |Bt|, t) est une martingale locale si et seulement si les parties
à variations bornées sont nulles. En d’autres termes, si φ vérifie pour tout t ≥ 0 :{ ∫ t
0 ∂lφ(Ls, |Bs|, s) + ∂xφ(Ls, |Bs|, s)dLs = 0∫ t
0
1
2∂x,xφ(Ls, |Bs|, s) + ∂tφ(Ls, |Bs|, s)ds = 0.
Cela revient donc à demander que pour tout l, x, t ≥ 0 (rappelons que B est nul sur
le support de dsLs) φ vérifie les équations aux dérivées partielles suivantes :{
∂lφ(l, 0, t) + ∂xφ(l, 0, t) = 0
1
2∂x,xφ(l, x, t) + ∂tφ(l, x, t) = 0.
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2. Calculons maintenant la transformée de Laplace de τl = inf{t > 0 : Lt = l}.
On cherche alors une fonction φ sous la forme suivante φ(l, x, t) = f(l)g(x)e−λt, avec
λ > 0 donné. La solution suivante est obtenue par intégration successives :
φ(l, x, t) = exp(
√
2λ(l − x))e−λt.
La fonction φ est bornée sur [0, l]×R+×R+, et Lt∧τl 6 l, on peut donc appliquer
le théorème d’arrêt à la martingale φ(Lt∧τl , |Bt∧τl |, t ∧ τl), on a alors :
1 = E(exp(
√
2λ(Lτl − |Bτl |))e−λτl).
On utilise maintenant le fait que Lτl = l, de plus comme le temps d’arrêt τl est
un instant de croissance de L on a Bτl = 0. On obtient donc :
E(e−λτl) = exp(−l
√
2λ).
Le processus (τl, l ≥ 0) est un processus à accroissements indépendants station-
naires, par propriété de Markov appliquée à B, donc un subordinateur stable de
paramètre 12 .
Exercice 2.4 – Calcul stochastique du premier ordre
Soit f : R+ → R+ une fonction L1loc et F (x) =
∫ x
0 f(s)ds. On pose B un mouvement
brownien et L son temps local en 0. Montrer que
(f(Lt)|Bt| − F (Lt), t ≥ 0)
est une martingale locale.
Solution. Rappelons pour commencer que la formule de Tanaka donne :
|Bt| =
∫ t
0
sgn(Bs)dBs + Lt.
Observons que L est un processus continu et croissant, donc à variations finies,
et que βt =
∫ t
0 sgn(Bs)dBs est un mouvement brownien. Soit f une fonction de classe
C2, en appliquant la formule d’Itô, on obtient
f(Lt)(βt + Lt) =
∫ t
0
(f ′(Ls)(βs + Ls) + f(Ls))dLs +
∫ t
0
f(Ls)dβs.
Nous utilisons maintenant le fait que dLs est portée par {s ≥ 0 : Bs = 0},∫ t
0
f ′(Ls)(βs + Ls)dLs =
∫ t
0
f ′(Ls)|Bs|dLs = 0.
Par changement de variables u = Ls, on a
F (Lt) =
∫ Lt
0
f(u)du =
∫ t
0
f(Ls)dLs.
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On note τl = inf{t ≥ 0 : Lt ≥ λ}, observons que∣∣∣∣∫ τl0 f(Ls)2ds
∣∣∣∣ 6 τl sup
s∈[0,l]
f(s)2.
Par conséquent, f(Lt)|Bt| − F (Lt) =
∫ t
0 f(Ls)dβs est une martingale locale.
Remarque 2.2 Cette formule peut être généralisée par la formule de balayage, qui
sera développée dans un prochain chapitre, ou en utilisant la théorie des excursions.
Passons maintenant au résultat général. Soit f ∈ L1loc, on approche f par une
suite de fonctions fn ∈ C2 majorées par 2f + 1. On a alors la suite de mar-
tingales locales Mnt = fn(Lt)|Bt| − Fn(Lt) qui converge presque sûrement vers
Mt = f(Lt)|Bt| − F (Lt). On note maintenant
Tp = inf{t > 0 : Lt > p},
comme Lt < +∞ p.s., cette suite de temps d’arrêts croit bien vers +∞. Grâce au
théorème de Lévy, on a :
E(f(Lt∧Tp)) = E(f(St∧T˜p)) = f(p)P(T˜p < t) +
2√
2pit
∫ p
0
f(x) exp
(
−x
2
2t
)
dx < +∞
pour des valeurs de p bien choisies en fonction de f .
Comme F est continue, on obtient de la même manière E(F (Lt∧Tp)) < +∞.
Par conséquent, la suite (Mnt∧Tp)n∈N est une suite de martingales uniformément
intégrables qui converge p.s. vers Mt∧Tp pour des valeurs de p bien choisies. De plus,
à t fixé, ces variables aléatoires sont dominées par une variable aléatoire dans L1, la
convergence a donc également lieu dans L1, ce qui nous permet d’obtenir la propriété
de martingale pour (Mt∧Tp)t≥0.
M est donc bien une martingale locale, réduite par (Tp)p≥0.
Remarque 2.3 On peut remarquer que pour toute fonction f ∈ L1loc,
∫ t
0 f(Ls)dβs est
une martingale locale. Montrons que pour tout l ≥ 0, ∫ τl0 f2(Ls)ds < +∞ p.s.∫ τl
0
f2(Ls)ds =
∑
λ6l
∫ τλ
τλ−
f2(Ls)ds =
∑
λ6l
f2(λ)(τλ − τλ−).
On calcule la transformée de Laplace de cette variable aléatoire, en utilisant le
fait que (τl)l≥0 est un subordinateur d’exposant caractéristique associé µ 7→
√
2µ et
de mesure de Lévy associée dx√
2pix3
:
E
(
exp
(
−µ
∫ τl
0
f2(Ls)ds
))
= E
exp
−µ∑
λ6l
f2(λ)(τλ − τλ−)

= exp
(
−
∫ l
0
dλ
∫
R
dx√
2pix3
(
1− e−µf2(λ)x
))
= exp
(
−√2µ ∫ l
0
|f(λ)|dλ
)
.
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Par conséquent, comme f ∈ L1loc, on en déduit que
∫ τl
0 f
2(Ls)ds est fini presque
sûrement, garantissant l’intégrabilité de f(Ls) par rapport à dβs.
Exercice 2.5
Soit (Nt) une martingale locale continue positive issue de a > 0. On suppose que
limt→+∞Nt = 0.
Montrer que supt≥0Nt
(d)= a
U
où U est une variable aléatoire uniforme sur [0, 1].
Solution. On note N∗ = supt≥0Nt. On pose également pour x ≥ 0 :
Tx = inf{t ≥ 0 : Nt ≥ x} le premier temps d’atteinte de x.
Notons que comme limt→+∞Nt = 0, pour tout x 6 a, on a P(Tx < +∞) = 1. Soit
x ≥ a, comme Nt∧Tx est une martingale bornée, elle est uniformément intégrable, et
on a :
a = E(N0) = E(NTx) = xP(Tx < +∞) + 0P(Tx = +∞).
Par conséquent, pour tout x > 0, on a P(Tx < +∞) =
(
a
x
) ∧ 1. On obtient ainsi :
P(N∗ ≥ x) = P(Tx < +∞) = a
x
∧ 1,
et on observe que P( aU ≥ x) = P(U 6 ax) = ax ∧ 1. Par conséquent, N∗
(d)= aU .
Remarque 2.4 Le caractère universel de ce résultat peut être retrouvé en utilisant
la représentation de Dubins-Schwarz d’une martingale, Nt = β〈N〉t , où β est un
mouvement brownien issu de a. On a alors supt≥0Nt
(d)= supt6T0 βt où on a posé
T0 = inf{u ≥ 0 : βu = 0}.
Exercice 2.6
Soit f : R+ → R+ une fonction de L1loc et F (x) =
∫ x
0 f(s)ds. Soit B mouvement
brownien et St = sups∈[0,t]Bs. Montrer que
(f(St)(St −Bt)− F (St))t≥0
est une martingale locale.
Solution. Une preuve directe est d’utiliser le théorème de Lévy pour conclure en
utilisant l’exercice précédent.
Une autre preuve est simplement d’utiliser la formule d’Itô comme précédemment
pour f de classe C2 et une suite d’approximations régularisantes.
Remarque 2.5 Ce résultat peut être généralisé à toute martingale continue.
Exercice 2.7
Soit α ≥ 0, (Xt) un mouvement brownien avec dérive négative −α issu de x et
It = infs6tXs, on pose :
M
(−α)
t = It∧T0 +
1
2α [exp (2α(Xt − It))− 1]1{t6T0},
montrer que M (−α) est une martingale.
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Solution. On observe que la loi du mouvement brownien avec dérive (Xt) est à
densité par rapport à la mesure de Wiener, de densité
E(−α)t = exp
(
−α(Xt − x)− α
2
2 t
)
.
Montrer que (M (−α)t ) est une martingale revient donc à montrer que
Φ(−α)t = M
(−α)
t E(−α)t ,
en est une lorsque X est un mouvement brownien standard issu de x. Grâce à la
formule d’Itô, on écrit
Φ(−α)t = Φ
(−α)
0 +
∫ t
0
E(−α)s dM (−α)s +
∫ t
0
M (−α)s dE(−α)s + 〈M (−α), E(−α)〉t.
On note :
Fαt =
1
2α [exp (2α(Xt − It))− 1]1{t6T0},
on observe que
〈M (−α), E(−α)〉 = −α
∫ t
0
d〈X,Fα〉sE(−α)s
= −α
∫ t∧T0
0
E(−α)s exp(2α(Xs − Is))ds,
et que ∫ t
0
E(−α)s dM (−α)s =
∫ t∧T0
0
E(−α)s dIs +
∫ t∧T0
0
E(−α)s dFαs .
Or,∫ t∧T0
0
E(−α)s dFαs
=
∫ t∧T0
0
exp (2α(Xs − Is)) E(−α)s (dXs − dIs) + α
∫ t
0
exp (2α(Xs − Is)) E(−α)s ds.
Par conséquent, on a
Φ(−α)t = Φ
(−α)
0 +
∫ t
0
M (−α)s dE(−α)s +
∫ t∧T0
0
exp (2α(Xs − Is)) dXs
+
∫ t∧T0
0
E(−α)s [1− exp (2α(Xs − Is))] dIs.
En utilisant le fait que sur tout intervalle de croissance de It, on aXt = It, on conclut
que Φ(−α) est une martingale locale, car la partie à variations finies est nulle.
Une autre preuve de ce résultat est de vérifier que f(t, i, b) vérifie les équations
différentielles obtenues dans l’Exercice 2.3, puis d’utiliser le Théorème d’équivalence
de Lévy.
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Exercice 2.8
Soit B un mouvement brownien, L son temps local en 0 et S le processus de son
supremum courant.
1. Montrer que :
— à t fixé St
(d)=Lt
(d)= |Bt|(d)=St −Bt,
— pour tout a ≥ 0 et tout b 6 a, on a P(St ≥ a,Bt 6 b) = P(Bt ≥ 2a− b).
2. En déduire qu’à t fixé, 2St − Bt est égal en loi à la norme d’un mouvement
brownien dans R3.
3. Montrer que conditionnellement à 2St−Bt = r, St−Bt et St sont uniformé-
ment distribuées sur [0, r].
4. En déduire la loi jointe de Lt et |Bt| et que conditionnellement à Lt+|Bt| = r,
|Bt| et Lt sont uniformément distribuées sur [0, r].
Solution. 1. Soit a ≥ 0 et b 6 a, on pose Ta = inf{t ≥ 0 : Bt = a}, on a :
P(St ≥ a,Bt 6 b) =P(Ta 6 t, Bt 6 b)
=P(Ta 6 t, Bt−Ta+Ta −BTa 6 b− a)
=P(Ta 6 t, B(Ta)t−Ta 6 b− a),
où on a posé,B(Ta)u = BTa+u−BTa . Or le mouvement brownienB(Ta) est en particulier
indépendant de Ta, par conséquent, on a (B(Ta), Ta)
(d)=(−B(Ta), Ta). Ainsi on obtient :
P(St ≥ a,Bt 6 b) =P(Ta 6 t, B(Ta)t−Ta ≥ a− b)
=P(Ta 6 t, Bt−Ta+Ta ≥ 2a− b)
=P(Bt ≥ 2a− b)
car on a 2a− b ≥ a.
En particulier, il s’ensuit :
P(St ≥ x) = P(St ≥ x,Bt ≥ x) + P(St ≥ x,Bt 6 x) = 2P(Bt ≥ x) = P(|Bt| ≥ x).
Le théorème d’équivalence de Lévy implique que St
(d)=Lt et |Bt| = (d)=St−Bt. Le fait
que St
(d)= |Bt| est simplement dû au Lemme de réflexion, que nous venons de prouver.
2. Ce lemme nous donne également la densité du couple (St, Bt) par rapport à
la mesure de Lebesgue :
P(St ∈ da,Bt ∈ db) = 22a− b√2pit3 e
−
(2a− b)2
2t 1{a≥0,b6a}dadb.
Par conséquent, en utilisant un bon changement de variable et intégrant, on
obtient :
P(2St −Bt ∈ dr) =
∫ r
b=0
r√
2pit3
e
−
r2
2t 1{r≥0}dbdr =
r2√
2pit3
e
−
r2
2t 1{r≥0}dr,
2. B. EXERCICES 33
qui est la densité d’un processus de Bessel de dimension 3 à l’instant t.
3. Il suffit maintenant de réaliser un autre changement de variables pour obtenir :
P(St −Bt ∈ dx, St ∈ dy) = 2 x+ y√2pit3 e
−
(x+ y)2
2t 1{y≥0,x≥0}dxdy.
On observe alors simplement que conditionnellement à St −Bt + St = r, St −Bt et
St sont uniformes sur [0, r].
4. Finalement, par théorème d’équivalence de Lévy, ce résultat est aussi vrai
pour |Bt| et Lt, et leur loi jointe est donc donnée par :
P(|Bt| ∈ dx, Lt ∈ dy) = 2 x+ y√2pit3 e
−
(x+ y)2
2t 1{y≥0,x≥0}dxdy.
Remarque 2.6 Les résultats obtenus dans l’exercice précédent seront par la suite
généralisés par le théorème de Pitman, on verra alors que Rt = 2St − Bt peut être
vu comme un processus de Bessel 3 et St comme l’infimum de Ru pour u ≥ t ; or 1Rt
est une martingale locale positive, donc l’exercice 2.5 peut être appliqué.
Exercice 2.9
Soit B mouvement brownien standard issu de 0 et St = sups6tBs.
Soit 0 6 α 6 1, on pose T (α)a = inf{t ≥ 0 : St = αBt + a}.
Déterminer la loi de B
T
(α)
a
et STαa .
Solution. Supposons pour commencer α ∈ (0, 1). On a S
T
(α)
a
= αB
T
(α)
a
+ a. Notons
également que B
T
(α)
a
∈
[
− aα , a1−α
]
.
On rappelle que pour tout f ∈ Cc(R+), le processus :
(f(St)(St −Bt) +
∫ +∞
St
f(u)du, t ≥ 0)
est une martingale bornée dans L2, et est donc uniformément intégrable. En appli-
quant le théorème d’arrêt en T = T (α)a , on obtient∫ +∞
0
f(u)du = E
[
f(ST )(ST −BT ) +
∫ +∞
ST
f(u)du
]
,
que l’on peut réécrire ainsi :
E
(∫ αBT+a
0
f(x)dx
)
= E(f(αBT + a)((α− 1)BT + a).
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On pose alors g(x) = P(BT ≥ x), on a :
E
(∫ αBT+a
0
f(x)dx
)
= α
∫ +∞
−a
α
f(αx+ a)g(x)dx
ainsi que :
E(f(αBT + a)((α− 1)BT + a) = −
∫ +∞
−a
α
f(αu+ a)((α− 1)u+ a)dg(u).
La fonction g satisfait donc l’équation différentielle suivante :
αg(x) = −((α− 1)x+ a)g′(x),
avec condition initiale P(BT ≥ −aα ) = 1, dont la solution est :
g(x) =
(
α
a
) α
1−α
((α− 1)x+ a) α1−α .
La densité de BT par rapport à la mesure de Lebesgue est donc égale à :
−g′(x) =
(
α
a
) α
1−α
α ((α− 1)x+ a) 2α−11−α .
Dans le cas où α = 1, on peut raisonner de la même manière ou en passant à la
limite. En gardant les mêmes notations, on obtient :
g = −ag′,
par conséquent en intégrant, on observe que B
T
(1)
a
est une variable aléatoire de loi
exponentielle de paramètre a centrée (à valeurs dans [−a,+∞)).
On peut s’intéresser au cas où α = 0. On entre dans une autre classe de variables
aléatoires pour lesquelles BT n’est plus centrée. En effet T 0a est simplement le temps
d’atteinte de a par St. On a par conséquent ST 0a = a, et BT 0a = a.
Exercice 2.10 – Lemme de Skorokhod et changement de temps
Soit B un mouvement brownien standard issu de 0 et L son temps local en 0.
1. Montrer l’égalité entre processus :(
log
(
1 + |Bt|
h
)
,
Lt
h
)
t≥0
= (SHt −XHt , SHt)t≥0 ,
où β désigne un autre mouvement brownien issu de 0 bien choisi, et pour
u ≥ 0
Xu = βu +
u
2 , Su = sups6u
Xs et Ht =
∫ t
0
ds
(h+ |Bs|)2 .
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2. Soit τl = inf{t > 0 : Lt ≥ l} ; montrer que Hτl = inf{u > 0 : Xu = lh} est un
subordinateur ; calculer son exposant caractéristique et sa mesure de Lévy.
3. Soit T ∗a = inf{t > 0 : |Bt| = a}, montrer que HT ∗a = inf{u > 0 : Su −
Xu = log(1 + ah)}. (HT ∗a , a ≥ 0) est-il un subordinateur ? un processus à
accroissements indépendants ?
Solution. 1. Rappelons pour commencer la formule de Tanaka :
|Bt| =
∫ t
0
sgn(Bs)dBs + Lt.
Nous pouvons donc écrire, grâce à la formule d’Itô :
log
(
1 + |Bt|
h
)
=
∫ t
0
1
h+ |Bs| sgn(Bs)dBs +
∫ t
0
1
h+ |Bs|dLs −
1
2
∫ t
0
1
(h+ |Bs|)2 ds.
On utilise alors que dsLs est portée par {s ≥ 0 : |Bs| = 0}
ln
(
1 + |Bt|
h
)
=
∫ t
0
1
h+ |Bs| sgn(Bs)dBs +
Lt
h
− 12
∫ t
0
1
(h+ |Bs|)2 ds.
Par conséquent, log(1+ |Bt|h )− Lth est la somme d’une martingale (car 1h+|Bs| 6 1h)
de variation quadratique 〈M〉t = Ht et de −12Ht. Il existe donc un mouvement
brownien β tel qu’on ait :
log
(
1 + |Bt|
h
)
− Lt
h
= −βHt −
1
2Ht.
On pose alors Xu = βu + u2 , on a, d’après l’égalité précédente :
XHt =
Lt
h
− log
(
1 + |Bt|
h
)
.
On utilise alors le Lemme de Skorokhod 2.3 : on peut décomposer une fonc-
tion continue x, en un unique couple (z, l) de fonctions continues telles que l soit
croissante, z(t) = −x(t) + l(t) et dl est portée par {t ≥ 0 : z(t) = 0}.
Cette décomposition se retrouve pour (XHt)t≥0, le couple associé est (SHt −
XHt , SHt)t≥0. De plus, la décomposition de (− log(1+ |Bt|h )+ Lth )t≥0 est bien (log(1+
|Bt|
h ),
Lt
h )t≥0. En effet, Lt est croissante, et ne croit que lorsque |Bt| vaut 0.
Grâce au Lemme de Skorokhod, on a bien obtenu l’égalité des deux processus :(
log(1 + |Bt|
h
), Lt
h
)
t≥0
= (SHt −XHt , SHt)t≥0 .
2. Cette égalité nous permet d’étudier Hτl . On a
τl = inf{t ≥ 0 : Lt ≥ l} = inf{t ≥ 0 : hSHt ≥ l},
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par conséquent Hτl est le premier temps d’atteinte de lh par S, et donc, Hτl est
également le premier temps d’atteinte de lh par X, d’où :
Hτl = inf{u > 0 : βu +
u
2 =
l
h
}.
On calcule alors la transformée de Laplace de Hτl = τ˜l en appliquant le théorème
d’arrêt à la martingale exponentielle de β,
1 = E
[
exp
(
λβτ˜l −
λ2
2 τ˜l
)]
= E
[
exp
(
λ
(
l
h
− τ˜l2
)
− λ
2
2 τ˜l
)]
.
On obtient donc :
E
(
exp
(
−τ˜lλ+ λ
2
2
))
= exp
(
−λ l
h
)
.
Par changement de variables, on a :
E(exp(−µτ˜l)) = exp
(
−l−1 +
√
1 + 8µ
2h
)
.
Par conséquent τ˜l est un subordinateur d’exposant caractéristique −1+
√
1+8λ
2h . Cher-
chons la mesure de Lévy ν associée à τ˜l, vérifiant∫
R
ν(dt)
(
1− e−λt
)
= −1 +
√
1 + 8λ
2h .
Pour ce faire, on dérive l’expression précédente par rapport à λ, en utilisant la
représentation des puissances négatives par une intégrale :∫
R
ν(dt)te−λt = 2
h
√
1 + 8λ
=
∫
R+
2dt
h
√
pit
exp(−(1 + 8λ)t).
Par unicité de la transformée de Laplace, et en réalisant le bon changement de
variables, on obtient :
tν(dt) = dt e
− t8√
2pit
.
La mesure de Lévy associée à (τ˜l, l ≥ 0) est donc ν(dt) = 1
h
√
2pit3
e−
t
8 dt.
3. En raisonnant de la même manière avec HT ∗a , on a :
T ∗a = inf{t ≥ 0 : |Bt| = a}
= inf
{
t ≥ 0 : log
(
1 + |Bt|
h
)
= log
(
1 + a
h
)}
= inf
{
t ≥ 0 : SHt −XHt = log
(
1 + a
h
)}
.
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Par conséquent on a :
HT ∗a = inf
{
u ≥ 0 : Su −Xu = log
(
1 + a
h
)}
.
Le processus (HT ∗a , a ≥ 0) n’est pas un subordinateur, car bien qu’il soit à accrois-
sements indépendants, ces derniers ne sont pas stationnaires. En effet, si l’on pose :
Ua = inf{t ≥ 0 : Xt ≥ log
(
1 + a
h
)
}
et Va,b = inf{t ≥ 0 : Xt 6 log
(
1 + a+ b
h
)
− log
(
1 + a
h
)
},
alors par application de la propriété de Markov forte en HT ∗a , qui est bien un temps
d’arrêt de S −X on a :
HT ∗
a+b
−HT ∗a
(d)=(Ua +HT ∗
a+b
)1{Ua6Va,b} + Va,b1{Ua6Va,b}.
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Chapitre 3
Théorème de Pitman
Nous nous intéressons ici à une égalité en loi entre processus, qui complète celle
donnée par le théorème de Lévy (vu au chapitre 2). Cette égalité permet une identifi-
cation du processus joint du mouvement brownien et de son supremum courant avec
un processus de Bessel de dimension 3 et son infimum futur. Ce résultat s’obtient
en utilisant le théorème général de retournement du temps de Nagasawa pour de
« bons » processus de Markov, théorème que nous citons ici, bien qu’une démons-
tration détaillée de celui-ci nous amènerait à des considérations éloignées de notre
sujet principal. Les résultats que nous obtenons ici sont d’une importance certaine
par la suite, le processus de Bessel de dimension 3 jouant un rôle fondamental dans
l’étude du mouvement brownien linéaire, par exemple pour certains calculs sur les
lois des temps locaux.
3. A Théorèmes principaux
On introduit ici pour commencer le processus de Bessel de dimension 3, objet
central de ce chapitre.
Définition 3.1
Les trois définitions suivantes sont équivalentes.
Soit (Bt, t ≥ 0) un mouvement brownien dans R3. Le processus (‖Bt‖, t ≥ 0) est
un processus de Bessel de dimension 3.
Soit (Bt, t ≥ 0) un mouvement brownien dans R. La solution de l’équation dif-
férentielle stochastique dXt = dBt + dtXt est un processus de Bessel de dimension
3.
Soit (Bt, t ≥ 0) un mouvement brownien réel issu de a ∈ R sous la mesure de
Wiener Wa. On note T0 = inf{t ≥ 0 : Bt = 0}. On définit la loi
P(3)a |Ft =
Bt∧T0
a
.Wa|Ft .
Sous la loi P(3)a , le processus B est un processus de Bessel de dimension 3 issu de a.
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On note P(3)a la loi d’un processus de Bessel de dimension 3 issu de a, et E(3)a
l’espérance correspondance. Par la suite, nous parlerons également de processus
de Bessel 3, voire de BES(3), pour simplifier l’énoncé. Citons dès maintenant le
théorème central de ce chapitre.
Théorème 3.2 – Pitman
Soit B mouvement brownien issu de 0, et St = sups6tBs ; soit (Rt)t≥0 un processus
de Bessel 3 et Jt = infs≥tRs son infimum futur. On a :
(2St −Bt, St)t≥0(d)=(Rt, Jt)t≥0.
La preuve de ce théorème repose sur deux identités en loi, relatives au mouve-
ment brownien retourné en temps. Cette égalité en loi découlent du théorème de
retournement du temps de Nagasawa.
Théorème 3.3 – Nagasawa
Soit Xt une diffusion réelle transiente et γa = sup{t ≥ 0;Xt = a} le dernier temps
d’atteinte de a. On pose :
X˜t =
{
Xγa−t si 0 6 t 6 γa < +∞
∂ (point « cimetière ») sinon.
le processus X retourné au dernier temps d’atteinte de a.
Soit µ une mesure de probabilité sur R, on note ν la mesure définie par,
∀f ∈ Cc,
∫
fdν =
∫
U(f)dµ,
où U est l’opérateur potentiel de X, lui-même défini par
∀f ∈ Cc, y ∈ R, U(f)(y) =
∫ +∞
0
Ey(f(Xt))dt.
Soit (Pt) le semi-groupe de X ; on suppose qu’il existe P̂t un semi-groupe tel que
∀f, g ∈ Cc,
∫
Pt(f)gdν =
∫
fP̂t(g)dν.
Dans ce cas, sous Pµ, X˜ est un processus de Markov de semi-groupe associé P̂t.
Corollaire 3.4
Soit B mouvement brownien issu de 0 et R processus de Bessel 3. On introduit
γa = sup{t ≥ 0 : Rt = a}, on a alors :
(Bu, u 6 τl)
(d)=(Bτl−u, u 6 τl) et (Ru, u 6 γa)
(d)=(a−BTa−u, u 6 Ta).
La démonstration de ce corollaire figure en exercice, et est en grande partie une
conséquence du lemme suivant.
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Lemme 3.5 – P (3)a comme transformée de Doob de Wa
Soit P (3)a la loi du processus de Bessel en dimension 3 issu de a, et Wa la mesure de
Wiener vérifiant Wa(X0 = a) = 1. On note (classiquement) Ft = σ(Xs, s 6 t). On
a :
P (3)a |Ft =
Xt∧T0
a
·Wa|Ft pour tout t ≥ 0.
Nous pouvons maintenant étendre le théorème de Pitman à des mouvements
browniens avec dérive, comme nous l’avions fait avec le théorème de Lévy dans le
chapitre précédent.
Théorème 3.6 – Extension du théorème de Pitman
Soit µ ∈ R ; on pose
B
(µ)
t = Bt + µt,
où B est un mouvement brownien standard. Les quantités se rapportant à B(µ) sont
également notées avec (µ) en exposant.
Les processus (L(µ)t + |B(µ)t |)t≥0 et (2S(µ)t − B(µ)t )t≥0 ont même loi, celle de la
diffusion de générateur étendu 12
d2
dx2 + µcoth(µx)
d
dx .
3. B Exercices
Exercice 3.1
Soit (Bt) un mouvement brownien réel et St = sups6tBs. On pose :
Γa = inf{t ≥ 0 : 2St −Bt = a},
déterminer la loi de BΓa .
Solution. Le théorème de Pitman donne immédiatement :
(2St −Bt, St; t ≥ 0)(d)=(Rt, Jt; t ≥ 0).
En particulier, on a
(Γa, BΓa)
(d)=(Ua, 2JUa −RUa),
où on a posé Ua = inf{t ≥ 0 : Rt = a}.
On observe pour commencer que RUa = a. De plus on peut réécrire
JUa = inf
s≥Ua
Rs =
1
sups≥0 1RUa+s
,
or ( 1RUa+s , s ≥ 0) est une martingale locale positive qui tend vers 0, issue de
1
a , en
appliquant le résultat de l’Exercice 2.5, JUa
(d)=Ua, où U est une variable aléatoire
uniforme sur [0, 1].
Par conséquent, BΓa
(d)=2aU−a, donc BΓa est uniformément distribuée sur [−a, a].
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Exercice 3.2 – Démonstration du Théorème 3.4.
Soit µ ∈ R, on pose B(µ)t = Bt + µt et S(µ)t = sups6tB(µ)s .
Montrer que (2S(µ)t −B(µ)t )t≥0 est un processus de diffusion de générateur étendu
1
2
d2
dx2 + µcoth(µx)
d
dx .
Remarque 3.1 Le générateur étendu G d’un processus de Markov X est défini pour
toute fonction f telle qu’il existe ψ fonction mesurable vérifiant :(
f(Xt)−
∫ t
0
ψ(Xs)ds, t ≥ 0
)
est une martingale.
Dans ce cas, on note ψ = G(f). Cette définition étendue du générateur d’un
processus de Markov est due à Kunita.
Solution. Soit F : C([0, t],R)→ R+. On a, en utilisant le théorème de Girsanov
E(F (2S(µ)s −B(µ)s , s 6 t)) = E
[
F (2Ss −Bs, s 6 t) exp
(
µBt − µ
2
2 t
)]
.
Soit R un processus de Bessel de dimension 3 et Jt = infs≥tRs. En appliquant
le théorème de Pitman, on a :
E(F (2Ss −Bs, s 6 t) exp(µBt − µ
2
2 t)) = E(F (Rs, s 6 t) exp(µ(2Jt −Rt)−
µ2
2 t)).
Conditionnellement à Rt, la variable Jt est distribuée uniformément sur [0, Rt], donc :
E(F (2S(µ)s −B(µ)s , s 6 t))
=E
(
F (Rs, s 6 t) exp(−µ
2
2 t)
1
Rt
∫ Rt
0
exp(µ(2u−Rt))du
)
=E
(
F (Rs, s 6 t) exp(−µ
2
2 t)
1
2Rt
∫ Rt
−Rt
exp(µu)du
)
=E
(
F (Rs, s 6 t) exp(−µ
2
2 t)
sh(µRt)
µRt
)
.
Pour utiliser le théorème de Girsanov, on pose Q|Ft = Dt P|Ft , où on a noté
Dt = exp(−µ
2
2 t)
sh(µRt)
µRt
.
Sous P, R est solution de l’équation différentielle stochastique :
Xt = B′t +
∫ t
0
ds
Xs
,
avec B′ un mouvement brownien. Par conséquent, sous Q,
Rt = B˜t +
∫ t
0
dr
Rr
+
∫ t
0
d〈D,B〉r
Dr
,
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où B˜ est un mouvement brownien (par le théorème de Lévy). De plus :∫ t
0
dr
Rr
+
∫ t
0
d〈D,R〉r
Dr
=
∫ t
0
1
Rr
+ µRrsh(µRr)
(ch(µRr)
Rr
− sh(µRr)
µR2r
)
dr
=
∫ t
0
µcoth(µRr)dr.
Par conséquent la loi de (2S(µ)s −B(µ)s , s 6 t) sous P est égale à la loi de (Rs)s6t
sous Q, c’est donc une diffusion qui vérifie l’équation différentielle stochastique sui-
vante :
dXt = dBt + µcoth(µXt)dt.
C’est donc bien la diffusion espérée, de générateur étendu 12
d2
dx2 + µcoth(µx)
d
dx .
Exercice 3.3 – Preuve du Corollaire 3.3.
Soit Qt le semigroupe de (Bt∧T0)t≥0.
1. Montrer que Qt(a,dy) = qt(a, y)dy, où on a posé :
qt(a, y) =
1√
2pit
[
exp
(
−(a− y)
2
2t
)
− exp
(
−(a+ y)
2
2t
)]
.
2. Expliciter la mesure potentielle en 0 de Xt sous P(3) donnée par :
U(f) : a 7→
∫ +∞
0
dtE(3)a (f(Xt)).
En déduire la loi du processus défini comme le retourné (en temps) du pro-
cessus de Bessel en son dernier temps de passage en a.
Solution. 1. Soit B mouvement brownien issu de a > 0, et T0 = inf{t > 0 : Bt = 0}.
Calculons, pour f ∈ Cb et a ∈ R la valeur de Qtf(a) = E(f(Bt)1{t6T0}). Pour cela,
on définit g une fonction mesurable bornée définie sur R de la manière suivante :
g(x) =

f(x) si x > 0,
−f(−x) si x < 0,
0 si x = 0.
On remarque alors que
E(g(Bt)) = E(g(Bt)1{t6T0} + g(Bt−T0+T0)1{t>T0}).
On utilise la propriété de Markov forte, β désignant un mouvement brownien indé-
pendant de B issu de 0, on a
E(g(Bt)) = E(f(Bt)1{t6T0}) + E(g(βt−T0)1{t≥T0}).
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On observe que β a une distribution symétrique et est indépendant de T0, et que g
est impaire. Par conséquent on a :
E(g(βt−T0)1{t≥T0}) = E(g(−βt−T0)1{t≥T0}) = −E(g(βt−T0)1{t≥T0}),
d’où E(g(βt−T0)1{t≥T0}) = 0.
On en tire
Qtf(a) = E(g(Bt)) =
1√
2pit
∫ +∞
0
dyf(y)e−
(y−a)2
2t − 1√
2pit
∫ 0
−∞
duf(−u)e− (y−u)
2
2t
ce qui implique
qt(a, y) =
1√
2pit
(
e−
(y−a)2
2t − e− (y+a)
2
2t
)
.
2. Soit X processus de Bessel 3 issu de a, nous allons calculer
∫+∞
0 E
(3)
a (f(Xt))dt.
Pour cela, on utilise la densité de la loi de ce processus par rapport à la mesure de
Wiener
E(3)a (f(Xt)) = E
(
Bt∧T0
a
f(Bt)
)
= 1
a
E(Btf(Bt)1{t6T0}).
En appliquant la formule de la densité obtenue précédemment pour le mouvement
brownien tué en 0, on obtient
Uf(a) =1
a
∫ +∞
0
dt
∫ +∞
0
dyf(y)yqt(a, y)
=1
a
∫ +∞
0
dyf(y)y
∫ +∞
0
dtqt(a, y).
Pour calculer Uf(0), on observe que lima→0 qt(a,y)a =
y√
2pit3
e−
y2
2t . On a donc
Uf(0) =
∫ +∞
0
dyf(y)y
∫ +∞
0
ydt√
2pit3
e−
y2
2t
=
∫ +∞
0
dyf(y)y.
En effet, y√
2pit3
exp(−y22t )1{t>0} est la densité de la loi de Ty, et est donc d’intégrale
1. Nous pouvons alors vérifier la relation de dualité entre le processus de Bessel 3
Xt et le mouvement brownien tué en 0∫
R+
daE(3)a (f(Xt))g(a)a =
∫
R+
daa
a
E(3)a (Btf(Bt)1{t6T0})g(a)
=
∫
R+
da
∫
R+
dyf(y)yqt(a, y)g(a)
=
∫
R+
dyf(y)y
∫
R+
daqt(y, a)g(a)
=
∫
R+
dy Ey(g(Bt)1{t6T0})f(y)y.
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en observant que qt(a, y) = qt(y, a).
On termine en utilisant le théorème de Nagasawa. Les hypothèses du théorème
sont bien vérifiées, par conséquent
(Rt, t 6 γa)
(d)=(a−BTa−t, t 6 Ta).
Exercice 3.4
Soit (bu)u61 un pont brownien standard indexé par [0, 1] ; on pose Bτlu = 1√τlBτlu.
En étudiant, pour F mesurable positive et φ continue positive à support compact,
l’intégrale
E
(∫ +∞
0
dLsφ(s)F
( 1√
s
Bsu, u 6 1
))
,
montrer que
E(F (bu, u 6 1)) = E
(√
pi
2τ1
F (Bτ1u , u 6 1)
)
ou de manière équivalente que
E
(√
2
pi
1
l1
F (bu, u 6 1)
)
= E (F (Bτ1u , u 6 1)) .
Solution. Observons pour commencer que pour tout λ > 0, par propriété de scaling
du mouvement brownien, on a
(Bτ1u , u 6 1)
(d)=(Bτλu , u 6 1). (3.1)
Soit F : C([0, 1]) → R+ mesurable positive et φ : R+ → R+ continue à support
compact, par changement de variable dt = dLs
E
(∫ +∞
0
dLsφ(s)F
( 1√
s
Bsu, u 6 1
))
= E
(∫ +∞
0
dtφ(τt)F
(
1√
τt
Bτtu, u 6 1
))
.
On applique le théorème de Fubini, on obtient d’une part
E
(∫ +∞
0
dsφ(τs)F (Bτsu , u 6 1)
)
=
∫ +∞
0
dsE(φ(τs)F (Bτsu , u 6 1))
=
∫ +∞
0
dsE(φ(s2τ1)F (Bτ1u , u 6 1))
grâce à l’Équation (3.1). En définitive, par changement de variables s2τ1 = t
E
(∫ +∞
0
dsφ(τs)F (Bτsu , u 6 1)
)
=
∫ +∞
0
dtφ(t)√
t
E
(
1
2√τ1F (B
τ1
u , u 6 1)
)
.
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D’autre part, en utilisant l’Exercice 1.8, on obtient
E
(∫ +∞
0
dLsφ(s)F
( 1√
s
Bsu, u 6 1
))
=
∫ +∞
0
du√
2piu
φ(u)E
[
F
( 1√
s
Bsu, u 6 1
)∣∣∣∣Bu = 0]
=
∫ +∞
0
du√
2piu
φ(u)E [F (bu, u 6 1)]
où (bu, 0 6 u 6 1) est un pont brownien de longueur 1.
On en conclut l’égalité
E
(∫ +∞
0
φ(t)F
( 1√
t
Btu, u 6 1
)
dt
)
= E(F (bu, u 6 1))
∫ +∞
0
dt√
2pit
φ(t).
En particulier, on obtient
E
(√
pi
2τ1
F (Bτ1u )u61)
)
= E (F ((bu)u61))
ce qui est le résultat attendu.
On souhaite obtenir l’identité réciproque. On observe que pour tout  > 0,
1

∫ 1
0
1{0<Bτ1u <}du =
1
τ1
∫ τ1
0
1{0<Bv<√τ1}dv
= 1√
τ1
[
1

√
τ1
∫ τ1
0
1{0<Bv<√τ1}dv
]
.
Par conséquent, comme L0τ1 = 1, le temps local en 0 de (B
τ1
u )u61 est égal à 1√τ1 .
Ainsi si l’on note l1 le temps local en 0 du pont brownien, on a également :
E
(√
2
pi
1
l1
f((bu)u61)
)
= E (f(Bτ1u )u61)) .
Remarque 3.2 Ce résultat, obtenu ici par ce qui semble être une astuce de calcul, peut
en réalité être généralisé à de nombreuses autres fonctionnelles que celles relatives
aux temps locaux. Cette construction sera étudiée plus en détails dans le Chapitre 5.
Chapitre 4
Unicité trajectorielle de
solutions d’EDS à coefficients
non réguliers
Nous allons maintenant donner un exemple d’application de la théorie des temps
locaux. Les temps locaux permettent en effet de démontrer l’unicité trajectorielle de
solutions d’équations différentielles stochastiques à coefficients peu réguliers, pour
peu que l’on ait déjà l’unicité en loi. Or on sait que lorsqu’une équation différentielle
stochastique vérifie la propriété d’unicité trajectorielle, les solutions s’expriment en
terme d’une fonction mesurable du mouvement brownien directeur. C’est le théorème
de Yamada-Watanabe.
Prouver de telles résultats est donc d’une importance cruciale, tant au niveau
de la théorie que des applications. Nous verrons ainsi de nombreux exemples pour
lesquels la méthode de temps local, due à Jean-François Le Gall et développée ici
s’applique, ou non. Pour finir, nous montrerons également un résultat, la « formule
de balayage » prélude à la théorie des excursions.
4. A Théorèmes principaux
Soit σ et b deux fonctions mesurables, et B un mouvement Brownien. On rappelle
que X est une solution de l’équation différentielle stochastique
dXt = σ(Xt)dBt + b(Xt)dt
si pour tout t ≥ 0, on a
Xt −X0 =
∫ t
0
σ(Xs)dBs +
∫ t
0
b(Xs)ds.
Théorème 4.1 – Argument de temps local nul
Soit σ, b deux fonctions mesurables, qui sont les coefficients de l’équation différen-
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tielle stochastique :
dXt = σ(Xt)dBt + b(Xt)dt.
Si les solutions de cette équation différentielle stochastique sont uniques en loi, et si,
pour toute paire X(1), X(2) de solutions définies sur un même espace, on a L0t (X(1)−
X(2)) = 0, alors on a unicité trajectorielle.
Nous allons maintenant déterminer une condition suffisante sous laquelle le temps
local en 0 d’une semi-martingale est bien nul. Soit ρ : R+ → R+ une fonction
continue strictement croissante telle que pour tout  > 0, on a
∫ 
0
dx
ρ(x) = +∞. Une
telle fonction ρ une mauvaise fonction ; on notera en particulier que ρ(x) = x est une
mauvaise fonction. Le lemme suivant donne une condition suffisante d’annulation du
temps local en zéro de X.
Lemme 4.2
Si pour une mauvaise fonction ρ, il existe  > 0 tel que∫ t
0
d〈X〉s
ρ(Xs)
1{0<Xs<} < +∞,
alors L0t (X) = 0 p.s.
En utilisant ce lemme, on peut trouver plusieurs classes d’équations pour les-
quelles on a bien unicité trajectorielle.
Théorème 4.3
L’équation différentielle stochastique associée à (σ, b) jouit de l’unicité trajectorielle
si l’un des jeux de conditions suivantes est réalisée :
1. • (σ(x)− σ(y))2 6 ρ(|y − x|) et |σ| ≥  > 0,
• b et σ bornées.
2. • (σ(x)− σ(y))2 6 ρ(|y − x|),
• b lipschitizienne.
3. • (σ(x)− σ(y))2 6 |f(x)− f(y)| avec f fonction croissante bornée,
• σ ≥  > 0 et b bornée.
4. B Exercices
Exercice 4.1 – Formule de balayage
Soit (Yt, t ≥ 0) une semi-martingale continue et (ku, u ≥ 0) un processus (Fu)-
prévisible borné ; on pose gt = sup{s 6 t : Ys = 0} le dernier zéro de Y avant
l’instant t.
1. Montrer que kgtYt =
∫ t
0 kgsdYs.
2. Calculer le temps local en 0 de kgt |Bt|, où B est un mouvement brownien.
4. B. EXERCICES 49
3. Soit T un temps d’arrêt du mouvement brownien tel que P(BT = 0) = 0 et BT
uniformément intégrable, montrer qu’il existe un unique processus prévisible
croissant A tel que pour tout processus prévisible positif h on a :
E(hgT ) = E
(∫ +∞
0
hudAu
)
.
4. Montrer que AT est une variable aléatoire exponentielle de paramètre 1. En
particulier, montrer que si T˜a = inf{t ≥ 0 : |Bt| = a}, alors LT˜a est une
variable aléatoire exponentielle de paramètre a.
Solution. 1. On pose dt = inf{s ≥ t : Ys = 0} le premier zéro de Y après l’instant t.
C’est temps d’arrêt pour la filtration (Fu). De plus, pour tout (a, b) ∈ R+2
1{a6gt<b} = 1{da6t<db}.
Considérons (ku, u ≥ 0) processus prévisible simple : k = H1{(a,b]}, où H est une
variable aléatoire Fa-mesurable bornée. On a alors :∫ t
0
kgsdYs = H(Yt∧db − Yt∧da).
De plus, on sait que pour tout t ≥ 0, Ydt = 0 ; par conséquent kgtYt =
∫ t
0 kgsdYs.
Par linéarité, et en utilisant le lemme des classes monotones, cette identité est donc
vérifiée pour tout processus prévisible borné (ku, u ≥ 0).
2. Appliquons maintenant la formule de Tanaka à l’équation :
|kgt ||Bt| =
∫ t
0
|kgs |d|Bs|,
on a
|kgt |Bt|| =
∫ t
0
|kgs | sgn(Bs)dBs +
∫ t
0
|kgs |dLs
=
∫ t
0
|kgs | sgn(Bs)dBs +
∫ t
0
|ks|dLs,
où on a utilisé que L ne croit que sur l’ensemble des zéros de B. Par conséquent, le
temps local en 0 de (kgtBt, t ≥ 0) est
∫ t
0 |ks|dLs.
3. Soit h un processus prévisible positif, grâce au calcul précédent, on a, par
théorème d’arrêt :
E[|hgT |BT ||] = E
[∫ T
0
|hs|dLs
]
,
or, on peut également écrire, en conditionnant par rapport à Fgt la tribu engendrée
par les variables aléatoires kgt , pour tout k processus prévisible :
E[hgT |BT |] = E[E[BT |FgT ]hgT ],
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Posons alors ξt = E[|Bt||Fgt ], qui est également un processus prévisible, on a :
E(hgT ) =E
(
hgT
ξT
|BT |
)
=E
[∫ t
0
hs
ξs
dLs
]
.
Par conséquent, At =
∫ t∧T
0
dLs
ξs
est un processus croissant correspondant aux at-
tentes. L’unicité de ce processus croissant s’obtient sans difficulté.
4. Afin de calculer la loi de AT , on calcule sa transformée de Laplace. Pour cela
on utilise le fait que AT = AgT . On a donc :
E(exp(−λAT )) =E(exp(−λAgT )) = E
[∫ T
0
exp(−λAs)dAs
]
=E
[1− exp(−λAT )
λ
]
.
On en déduis E(exp(−λAgT )) = 11+λ , donc AT est une variable aléatoire exponen-
tielle de paramètre 1.
Dans le cas particulier où T = T˜a, on a E(|BT˜a ||Fs) = a, donc At =
Lt
a , LT˜a est
bien une variable aléatoire exponentielle de paramètre a.
Remarque 4.1 Grâce à la formule de balayage, on peut retrouver de façon simple le
résultat de l’Exercice 2.4 :
(f(Lt)Bt − F (Lt), t ≥ 0) est une martingale.
En effet, on a F (Lt) =
∫ Lt
0 f(l)dl =
∫ t
0 f(Lu)dLu, or comme f est supposée posi-
tive,
∫ t
0 f(Lu)dLu est le temps local en 0 de f(Lt)|Bt|. Par conséquent, le processus
étudié est bien une martingale.
Exercice 4.2 – Équation de Tanaka
Soit (Ft)t≥0 une filtration et B un (Ft)-mouvement brownien, on étudie la structure
des solutions de l’équation différentielle stochastique de Tanaka :
Xt =
∫ t
0
sgn(Xs)dBs.
1. Montrer que si X existe, alors à t fixé, sgn(Xt) est une variable aléatoire de
Bernoulli symétrique indépendante de B.
2. En déduire que si Ft = σ(Bs, s 6 t), cette équation différentielle stochastique
n’admet pas de solution.
3. Montrer que s’il existe une solution X(0) à cette équation différentielle, alors
en posant g(0)t = sup{s 6 t : X(0)s = 0}, pour tout processus prévisible k à
valeurs dans {−1, 1} le processus X(k)t = kg(0)t X
(0)
t est une autre solution.
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4. Montrer que toutes les solutions de l’équation, définies sur un même espace
de probabilité avec un même mouvement brownien peuvent être représentées
à partir de X(0) sous la forme X(k), pour k processus prévisible bien choisi.
Remarque 4.2 Classiquement, concernant l’équation de Tanaka, on dit qu’il y a
unicité en loi, mais pas d’unicité trajectorielle, car si X est solution, alors −X
est une autre solution définie sur le même espace de probabilité. Malgré tout, ces
deux solutions sont des mouvements browniens. Ici nous allons expliciter toutes les
solutions de cette équation à partir de l’une d’entre elles.
Solution. 1. Soit X un processus vérifiant l’équation différentielle stochastique de
Tanaka. On a 〈X〉t = t, donc, grâce au théorème de Lévy, X est un (Ft)-mouvement
brownien. Il est par conséquent immédiat d’observer que sgn(Xt) est une variable
aléatoire de Bernoulli symétrique.
Afin de vérifier que sgn(Xt) est indépendant de B, il suffit d’observer que −X
est une autre solution de l’équation de Tanaka, construite sur le même espace de
probabilité avec le même mouvement brownien. On a donc
P(sgn(Xt) = 1|B) = P(sgn(−Xt) = 1|B) = P(sgn(Xt) = −1|B) = 12 .
On a donc bien l’indépendance.
2. Comme sgn(Xt) est indépendant de B, le processus X ne peut être mesurable
par rapport à la tribu canonique du mouvement brownien. Par conséquent il n’existe
pas de solution adaptée à la filtration de B.
3. On utilise maintenant la formule de balayage de l’Exercice 4.1. Soit X une
solution de l’équation différentielle stochastique et k un processus prévisible à valeurs
dans {−1, 1}. On a :
X
(k)
t = kg(0)t X
(0)
t =
∫ t
0
k
g
(0)
s
dX(0)s =
∫ t
0
sgn(X(k)s )dBs.
Par conséquent X(k) est bien une solution de cette équation différentielle stochas-
tique.
4. On pose maintenant Y une solution quelconque de l’équation différentielle
stochastique de Tanaka associée au mouvement brownien B. Observons pour com-
mencer que l’on a :
|Yt| =
∫ t
0
sgnYsdYs + L0t (Y ) = Bt + L0t (Y ).
Par conséquent, (|Y |, L0(Y )) est la seule solution de l’équation de Skorokhod
associée au mouvement brownien B. On obtient par conséquent, pour tout t ≥ 0 :
(|Bt|, L0t (B)) = (|Yt|, L0t (Y )),
ces quantités sont donc les mêmes pour toutes les solutions de l’équation différentielle
stochastique construites sur un même espace de probabilités et associées au même
mouvement brownien.
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Remarque 4.3 Notons en particulier que la filtration de B est égale à celle de |Y |.
Les zéros de Y et X(0) sont donc en particulier les mêmes, et le rapport Yt
X
(0)
t
reste constant égal à ±1 sur tout intervalle du type (g(0)t , d(0)t ). On note ku = YuX(0)u
pour tout u tel que Yu = 0, que l’on prolonge par continuité à droite.
On observe enfin que pour presque tout t ≥ 0, Bt 6= 0, donc on a Yt = X(k)t , ce
qui permet de conclure.
Remarque 4.4 Il existe bien des solutions faibles à l’équation de Tanaka. En effet,
prenons un mouvement brownien β muni de sa filtration canonique (Ft), on pose :
Bt =
∫ t
0
sgn(βs)dβs,
par théorème de Lévy, B est bien un mouvement brownien. De plus, il est immédiat
de constater que β est une solution de l’équation :
Xt =
∫ t
0
sgn(Xs)dBs.
Dans ce cas, on vérifie bien que la filtration canonique associée à B est strictement
plus petite que celle associée à β.
Exercice 4.3
Soit B un mouvement brownien.
1. Soit α > 1, on pose Xt = |Bt|α. Montrer que L0t (X) = 0.
2. Soit φ une fonction meusrable bijective. Sous quelle condition suffisante sur
φ, le processus (φ(Bt))t≥0 est-il une semi-martingale de temps local en 0 nul ?
Solution. 1. On commence par calculer le crochet de X, et on cherche une fonction
ρ strictement croissante telle que 1ρ soit non-intégrable au voisinage de 0 et vérifie :
∃ > 0 :
∫ t
0
d〈X〉s
ρ(Xs)
1{0<Xs<} < +∞.
Pour cela, on utilise la formule d’Itô-Tanaka à la fonction convexe x 7→ |x|α est
convexe. On a
Xt = α
∫ t
0
sgn(Bs)|Bs|α−1dBs + α(α− 1)2
∫
R
Lxt |x|α−2dx.
On en déduit que le crochet de X vaut
〈X〉t = α2
∫ t
0
|Bs|2α−2ds.
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On pose alors ρ(x) = x, dont l’inverse est non-intégrable au voisinage de 0. On a :
∫ t
0
d〈X〉s
ρ(Xs)
1{0<Xs<1} =α2
∫ t
0
|Bs|α−21{0<|Bs|<1}ds
=α2
∫
[−1,1]
Lxt (B)|x|α−2dx < +∞,
grâce à l’expression du temps local du mouvement brownien en fonction de la densité
de la loi gaussienne, et l’intégrabilité de x 7→ |x|α−2 au voisinage de 0.
On en tire immédiatement que le temps local en 0 de X est nul, ce qui est contre-
intuitif. En effet, Xt et Bt possèdent exactement les mêmes zéros, mais au voisinage
de 0, les oscillations sont « écrasées »par la puissance.
2. On cherche maintenant une condition portant sur les fonctions φ telles que
φ(Bt) est une semi-martingale de temps local en 0 nul. Par Itô-Tanaka, pour que
φ(Bt) soit une semi-martingale, il suffit que φ soit localement différence de deux
fonctions convexes. Par conséquent, on considère désormais que φ est continue et
admet une dérivée à gauche et à droite en tout point. Sans perdre de généralités, on
peut supposer que φ est croissante et ne s’annule qu’en zéro.
On cherche maintenant des conditions suffisantes sur φ pour que le temps local
en 0 de φ(Bt) soit nul. On a, en prenant ρ(x) = x :∫ t
0
d〈X〉s
ρ(Xs)
1{0<Xs<} =
∫ t
0
φ′(Bs)2
φ(Bs)
1{0<φ(Bs)<}ds
=
∫
R
φ′(y)2
φ(y) L
y
t 1{06φ(y)6}dy.
Par changement de variables, la formule devient donc :
∫ φ−1()
0
φ′(y)2
φ(y) dy =
∫ 
0
1
(φ−1)′(u)udu < +∞.
La fonction φ est positive à droite de 0, donc si φ′d(0) 6= 0, la condition suffisante
n’est pas obtenue, car à droite de 0, φ est équivalent à λy, qui n’est pas intégrable. Il
faut par conséquent imposer φ′d(0) = 0, et qu’il existe  > 0 tel que |φ′d(y)| = O(|y|).
Il faut également imposer le même type de condition sur φ′g.
Par conséquent, pour que φ(B) soit une semi-martingale dont le temps local en
0 est nul, il suffit d’imposer que φ′ soit à croissance au plus de type puissance au
voisinage de 0. Dans le cas où φ est de classe C2, on demande φ′(x) = 0 dès lors que
φ(x) = 0.
Remarque 4.5 Nous développerons plus tard une théorie des temps locaux de diffu-
sions pour lesquelles le temps local en 0 de l’image de B par une fonction φ bijective
est donné par L0t (φ(B)) = cL0t (B).
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Exercice 4.4 – Autour du résultat de Zvonkin
On étudie le processus solution de l’équation différentielle stochastique :
Xt = x+Bt − λ
∫ t
0
sgn(Xs)ds,
appelé processus bang-bang de paramètre λ.
Déterminer le semi-groupe de ce processus de Markov.
Solution. Soit B un mouvement brownien, et f ∈ Cb, on calcule
Ex(f(Xt)) = E
(
f
(
x+Bt − λ
∫ t
0
sgn(Xs)ds
))
.
Grâce à la formule de Girsanov, on a
Ex(f(Xt)) = E
(
f(x+Bt) exp
(
−λ
∫ t
0
sgn(Bs)dBs − λ
2
2 t
))
.
Remarque 4.6 C’est un fait qui peut être généralisé, soit b une fonction mesurable
bornée et Y un processus vérifiant, pour tout t ≥ 0, l’équation
Yt = y +Bt +
∫ t
0
b(Ys)ds,
par formule de Girsanov :
Ey(f(Yt)) = E
(
f(y +Bt) exp
(
−
∫ t
0
b(Bs)dBs − 12
∫ t
0
b2(Bs)ds
))
.
On utilise ensuite la formule de Tanaka pour exprimer
∫ t
0 sgn(Bs)dBs = |Bt|−Lt.
De plus, conditionnellement à (|Bt|, Lt) on a sgn(Bt) = 1 avec probabilité 12 . On pose
g(u) = f(x+u)+f(x−u)2 , par conditionnement, l’espérance est égale à :
Ex(f(Xt)) = E
[
g(|Bt|) exp
(
−λ(|Bt| − Lt)− λ
2
2 t
)]
.
Il suffit enfin d’utiliser la formule donnant la loi jointe de (Lt, |Bt|). On obtient :∫
R+
du
∫
R+
dvg(u) exp(λ(v − u)− λ
2
2 t)
2(u+ v)√
2pit3
e
−(u+v)2
2t
=2
∫
R+
du g(u)√
2pit3
e−2λu−
λ2
2 t
∫
R+
dv(u+ v)eλ(u+v)e
−(u+v)2
2t
=2
∫
R+
du g(u)√
2pit
e−2λu−
λ2
2 t
∫ +∞
u
dww
t
eλwe
−w2
2t .
Or, par intégration par partie,∫ +∞
u
dwwe
λw
t
e
−w2
2t = e
−u2
2t eλu + λe
λ2
2 t
∫ +∞
u−λt
dwe
−w2
2t .
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Par conséquent,
Ex(f(Xt)) =
∫
R+
duf(x+ u) + f(x− u)√
2pit
[
e
−(u+λt)2
2t + λe−2λu
(
1− Φ
(
u− λt√
t
))]
,
où Φ est la fonction de répartition de la gaussienne centrée réduite. On en déduit
que le semi-groupe du processus X est :
Pt(x, dy) =
dy√
2pit
[
exp
(
−(|y − x|+ λt)2
2t
)
+ λe−2λ|y−x|
(
1− Φ
( |y − x| − λt√
t
))]
.
Exercice 4.5 – Équation de Tsirel’son
Posons, pour x ∈ R, {x} = x−bxc la partie fractionnaire de x. On étudie la solution
(unique en loi) de l’équation différentielle stochastique
Xt = Bt +
∫ t
0
T (X)sds,
où on a posé :
T (X)s =
∑
k∈−N
{
Xtk −Xtk−1
tk − tk−1
}
1{(tk,tk+1]}(s),
avec (tk)k∈−N une suite croissante de réels positifs avec limk→−∞ tk = 0. Cette
fonctionnelle est appelée dérive de Tsirel’son
1. Montrer que ∀k ∈ −N, ηk =
{
Xtk−Xtk−1
tk−tk−1
}
suit une loi uniforme sur [0, 1].
2. Montrer de plus que cette variable aléatoire est indépendante de B.
Solution. 1. Remarquons pour commencer que pour tout t ∈ [tk, tk+1], on a :
Xt = Xtk +Bt −Btk + (t− tk)ηk.
En particulier Xtk−Xtk−1tk−tk−1 =
Btk−Btk−1
tk−tk−1 + ηk−1, et ces deux dernières variables aléa-
toires sont indépendantes, car Btk−Btk−1 est indépendant de Ftk−1 . Par conséquent
ηk =
{
Btk −Btk−1
tk − tk−1 + ηk−1
}
. (4.1)
On calcule la transformée de Fourier discrète de ηk ; pour p ∈ Z\{0}, on a
E
(
ei2pipηk
)
= E
(
exp
(
2ipip
(
ηk−1 +
Btk −Btk−1
tk − tk−1
)))
,
car e2ipin = 1 pour tout n ∈ N. Par indépendance, on a alors
E(e2ipipηk) =E(e2ipipηk−1)E
(
exp
(
2ipip
Btk −Btk−1
tk − tk−1
))
=E(ei2pipηk−1) exp
(
− 2pi
2p2
tk − tk−1
)
.
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Or 1tk−tk−1 ≥ 1t0 donc pour tout entier n,
∣∣∣E (ei2pipηk)∣∣∣ 6 ∣∣∣E (ei2pipηk−1)∣∣∣ exp(−2pi2p2
t0
)
6
∣∣∣E (ei2pipηk−n)∣∣∣ exp(−n2pi2p2
t0
)
6 exp
(
−n2pi
2p2
t0
)
.
Dès lors, pour tout p ∈ Z\{0}, E(ei2pipηk) = 0. De plus, la variable aléatoire ηk est à
valeurs dans [0, 1[. Par conséquent, ηk est une variable aléatoire de loi uniforme sur
[0, 1[.
2. Notons B̂t = σ(Bt+s − Bt, s ≥ 0), et calculons, pour n ∈ −N, la quantité
E(ei2pipηk |B̂tn). En utilisant la relation de récurrence (4.1), on observe que pour
tout n ∈ N, on a E(ei2pipηk |B̂tn) = 0. Grâce aux propriétés de continuité de la tribu
brownienne, on en déduit E(ei2pipηk |B̂0) = 0, donc ηk est indépendant du mouvement
brownien.
De la même façon que pour l’Exercice 4.2, on peut conclure que l’équation de
Tsirel’son ne vérifie pas la propriété d’unicité trajectorielle. En fait, cette équation
différentielle stochastique donne un exemple de dérive bornée T , qui dépende uni-
quement du passé de X, et qui est telle qu’on n’ait pas d’unicité trajectorielle.
L’existence et l’unicité en loi des solutions de cette équation différentielle sto-
chastique se prouvent grâce à la formule de Girsanov (cf Remarque 4.6).
Remarque 4.7 Si on considère l’équation différentielle obtenue en n’imposant pas de
partie fractionnaire, i.e.
Xt = X0 +Bt +
∫ t
0
T˜ (X)sds,
où on a posé :
T˜k =
∑
k∈−N
Xtk −Xtk−1
tk − tk−1 1{(tk,tk+1]}(s)
en posant η˜k =
Xtk−Xtk−1
tk−tk−1 , on peut appliquer le même raisonnement que précédem-
ment. La transformée de Fourier E(eiλη˜k) est nulle pour tout λ 6= 0, ce qui ne se
peut. Par conséquent, l’équation de Tsirel’son modifiée dirigée par T˜ n’admet pas
de solution.
Chapitre 5
Lois de l’arcsinus et scaling
aléatoire
Les développements de la théorie des temps locaux ont permis de découvrir
un certain nombre d’identités en lois relatives aux fonctionnelles du mouvement
brownien. Parmi celles-ci, on compte de nombreux développements autour de la loi
de l’arcsinus. En particulier, on doit à Paul Lévy le résultat suivant : le dernier zéro
avant l’instant 1, et le temps passé au dessus de l’axe des abscisses avant l’instant 1
suivent une même loi appelée loi de l’arcsinus. De façon générale, lorsqu’on s’intéresse
à la loi jointe de plusieurs fonctionnelles browniennes, les temps locaux apparaissent
de façon naturelle, et s’avèrent être des éléments importants pour la compréhension
de ces lois jointes.
Dans un second temps, nous nous intéresserons à la notion de scaling aléatoire,
une relation déjà entrevue dans l’Exercice 3.4, qui permet souvent d’obtenir la dé-
rivée de Radon-Nikodým entre deux processus construits à partir du mouvement
brownien, et conditionnés d’une certaine façon que nous détaillerons. Pour finir et
revenir à la loi de l’arcsinus, nous nous attarderons sur la décomposition du mou-
vement brownien en deux mouvements browniens réfléchis indépendants changés de
temps.
5. A Théorèmes principaux
Définition 5.1
La loi de l’arcsinus est la loi de probabilité sur [0, 1], qui admet comme densité par
rappport à la mesure de Lebesgue 1
pi
√
x(1− x)1{0<x<1}. C’est un cas particulier de
loi β, la loi β 1
2 ,
1
2
.
Théorème 5.2 – Lois de l’arcsinus dans le cadre brownien ; Paul Lévy
On note gt = sup{s 6 t : Bs = 0} le dernier temps de passage en zéro avant
l’instant t d’un mouvement brownien, et A(+)t =
∫ t
0 1{Bs>0}ds le temps durant lequel
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le mouvement brownien est resté positif avant l’instant t.
Les variables aléatoires gtt et
A
(+)
t
t vérifient toutes deux la loi de l’arcsinus.
La loi de l’arcsinus favorise surtout les valeurs proches de 0 et de 1, en d’autres
termes le mouvement brownien réalise un choix. Soit il s’éloigne relativement beau-
coup de 0, auquel cas gt est petit, soit il reste proche de 0 et gt est très proche de t.
Le même type d’interprétation s’applique très bien à A(+)t
Une des nombreuses preuves du Théorème 5.1 pour la loi de A(+)t s’appuie sur la
proposition suivante.
Proposition 5.3
Soit α(+)u = inf{t ≥ 0 : A(+)t > u} l’inverse continu à droite de t 7→ A(+)t et (B+t , t ≥ 0)
la partie positive du mouvement brownien. On utilisera également, avec des notations
évidentes, A(−)t , B− et α(−)u .
Les processus (B+
α
(+)
u
, u ≥ 0) et (B−
α
(−)
u
, u ≥ 0) sont deux mouvements browniens
réfléchis indépendants.
Les processus (A(+)t , t ≥ 0) et (gt, t ≥ 0) jouissent à l’évidence d’une propriété
de scaling, héritée de celle du mouvement brownien. Il est donc utile d’énoncer –et
d’utiliser– le théorème suivant.
Théorème 5.4 – Scaling aléatoire
Soit (At, t ≥ 0) un processus continu croissant tel qu’il existe r > 0 vérifiant :
∀c > 0, (Act, Bct, t ≥ 0) (d)=
(
cr+1At,
√
cBt, t ≥ 0
)
.
On pose αu = inf{t ≥ 0 : At > u}, pour toute fonction mesurable bornée F sur
C([0, 1]), pour toute fonction φ : R+ → R+, on a :
E
[∫ +∞
0
F
( 1√
t
But, u 6 1
)
φ(t)dAt
]
= E
[
r + 1
αr+11
F
(
1√
α1
Bα1u, u 6 1
)]∫ +∞
0
φ(t)trdt.
Lorsque le processus croissant continu admet une dérivée, on peut appliquer des
techniques de preuves similaires à celle utilisée dans l’Exercice 3.4, pour obtenir le
résultat suivant.
Corollaire 5.5
Si At =
∫ t
0 θsds avec θ processus mesurable vérifiant
∀c > 0, (θct, Bct; t ≥ 0) (d)=
(
crθt,
√
cBt; t ≥ 0
)
,
alors
E(θ1F (Bv, v 6 1)) = E
(
r + 1
αr+11
F
(
1√
α1
Bα1u, u 6 1
))
.
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Voici maintenant deux exemples d’application de ce corollaire ; tout d’abord une
relation entre le mouvement brownien arrêté en τ1 et le pont brownien.
Proposition 5.6
Soit (bu, u 6 1) un pont brownien, et l son temps local en 0. Pour toute fonction
F : C([0, 1])→ R+, on a :
E(F (bu, u 6 1)) = E
(√
pi
2τ1
F
(
1√
τ1
Bτ1u, u 6 1
))
et
E
(√
2
pi
1
l1
F (bu, u 6 1)
)
= E
(
F
(
1√
τ1
Bτ1u, u 6 1
))
.
On s’intéresse maintenant au processus associé au temps passé par le mouvement
brownien au dessus de 0.
Proposition 5.7
Pour toute fonction F : C([0, 1])→ R+, on a :
E(1{B1>0}F (Bu, u 6 1)) = E
 1
α(+)1
F
 1√
α(+)1
B
α
(+)
1 u
, u 6 1
 et
E
(
1{B1>0}
A(+)1
F (Bu, u 6 1)
)
= E
F
 1√
α(+)1
B
α
(+)
1 u
, u 6 1
 .
On s’intéresse maintenant à d’autres types de résultats, précisant la loi jointe
de plusieurs variables aléatoires apparaissant dans la décomposition du mouvement
brownien en partie positive et partie négative.
Théorème 5.8
Soit Zt = 1t (A
(+)
t , A
(−)
t , (Lt)2), et T un temps aléatoire.
Pour T = t ∈ R, ou T = τl ou T = α(+)s , ZT obéit à la même loi.
Théorème 5.9
Soit T˜1 = inf{t > 0 : |Bt| = 1} et T̂1 une copie indépendante de T1.
On a (A(+)T1 , A
(−)
T1
, 12LT1)
(d)=(T˜1, (LT˜1)
2T̂1, LT˜1
).
La transformée de Laplace de (A(+)T1 , A
(−)
T1
, 12LT1) est donnée par :
E
[
exp
(
−
(
λ2
2 A
(+)
T1
) + µ
2
2 A
(−)
T1
+ αLT1
))]
=
[
ch(λ) + µ+ 2α
λ
sh(λ)
]−1
.
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5. B Exercices
Exercice 5.1
Montrer que P(B1 > 0|A(+)1 ) = A(+)1 .
Solution. On applique la Proposition 5.7, pour toute fonction Φ mesurable positive
E(1{B1>0}Φ(Bu, u 6 1)) = E
 1
α(+)1
Φ
 1√
α(+)1
B
α
(+)
1 u
, u 6 1
 .
En particulier, si Φ(X) =
∫ 1
0 1{Xs>0}ds, on a Φ(B) = A
(+)
1 , et
Φ
 1√
α(+)1
B
α
(+)
1 u
, u 6 1
 = ∫ 1
0
1{B
uα
(+)
1
>0}du =
1
α(+)1
∫ α(+)1
0
1{Br>0}dr =
1
α(+)1
.
Par conséquent, pour toute fonction f mesurable positive, on a
E(1{B1>0}f(A
(+)
1 )) = E
(
1
α(+)1
f
(
1
α(+)1
))
. (5.1)
On calcule maintenant la loi de 1
α
(+)
1
. Par propriété de scaling brownienne, pour tout
c > 0, on a A(+)c
(d)=cA(+)1 . Dès lors, pour tout u > 0,
P
(
1
α(+)1
> u
)
= P
(
α(+)1 <
1
u
)
= P(A(+)1
u
> 1) = P(A(+)1 > u),
donc 1
α
(+)
1
(d)=A(+)1 suit la loi de l’arcsinus.
On en conclut que pour toute fonction f mesurable bornée
E(1{B1>0}f(A
(+)
1 )) = E(A
(+)
1 f(A
(+)
1 )),
d’où on tire P(B1 > 0|A(+)1 ) = A(+)1 .
Exercice 5.2
Calculer la loi de l1 le temps local en 0 du pont brownien.
Solution. On utilise la Proposition 5.6, afin de calculer E(f(l1)) pour toute fonction
fonction mesurable positive f . Pour cela on utilise le fait suivant :
l1 = lim
→0
1

∫ 1
0
1{0<bs<}ds,
donc l1 est une fonctionnelle mesurable du pont brownien. On calcule alors la valeur
de cette fonctionnelle appliquée au mouvement brownien stoppé en τ1
lim
→0
1

∫ 1
0
1{0<Buτ1<
√
τ1}du =
1√
τ1
Lτ1 =
1√
τ1
.
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On obtient donc E(f(l1)) = E
[√
pi
2τ1 f
(
1√
τ1
)]
. En appliquant le Théorème d’équi-
valence de Lévy, la loi de τ1 est égale à celle de 1N2 où N est une variable aléatoire
gaussienne centrée réduite. Par conséquent
E(f(l1)) = E(|N |f(|N |)) =
∫ +∞
0
xe−
x2
2 f(x)dx.
Remarque 5.1 En particulier, l1
(d)=
√
2e avec e variable aléatoire exponentielle de
paramètre 1. Cette loi, appelée loi de Rayleigh, est la loi de la norme d’un vecteur
gaussien bidimensionnel.
Exercice 5.3
Montrer, en étudiant f telle que f(|Bt|, Lt) exp
(
−λ22 t− νLt
)
est une martingale que
l’on a :
E
[
exp
(
−
(
λ2
2 A
(+)
T1
) + µ
2
2 A
(−)
T1
+ αLT1
))]
=
[
ch(λ) + µ+ 2α
λ
sh(λ)
]−1
.
Solution. Soit f une fonction de classe C2 sur R3, en appliquant la formule d’Itô, on
a
f(t, |Bt|, Lt) = f(0, 0, 0) +
∫ t
0
∂2f(s, |Bs|, Ls) sgn(Bs)dBs
+
∫ t
0
∂1f(s, |Bs|Ls)ds+ 12
∫ t
0
∂22f(s, |Bs|, Ls)ds
+
∫ t
0
∂2f(s, |Bs|, Ls)dLs +
∫ t
0
∂3f(s, |Bs|, Ls)dLs.
Par conséquent, ce processus est une martingale locale dès lors que f vérifie :
1
2∂
2
2f(t, x, l) + ∂1f(t, x, l) = 0
∂2f(t, 0, l) + ∂3f(t, 0, l) = 0.
On cherche f sous la forme φ(x)ψ(l) exp(−λ22 t). La fonction φ s’obtient grâce à
la première équation différentielle : φ(x) = Ach(λx) + Bsh(λx). La fonction ψ s’en
déduit alors, ψ(y) = C exp(−λBy). Le processus suivant est donc une martingale
locale (
ch(λ|Bt|) + ν
λ
sh(λ|Bt|)
)
exp
(
−λ
2
2 t− νLt
)
.
On peut appliquer le théorème d’arrêt en T˜a, car la martingale locale arrêtée est
bornée ; on obtient
E
[(
ch(λa) + ν
λ
sh(λa)
)
exp
(
−λ
2
2 T˜a − νLT˜a
)]
= 1.
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En particulier, pour a = 1, on a
E
[
exp
(
−λ
2
2 T˜1 − νLT˜1
)]
=
[
ch(λ) + ν
λ
sh(λ)
]−1
.
Grâce au Théorème 5.9, on en déduit
E
[
exp
(
−
(
λ2
2 A
(+)
T1
+ µ
2
2 A
(−)
T1
+ αLT1
))]
= E
[
exp
(
−
(
λ2
2 T˜1 +
(µL
T˜1
)2
2 T̂1 + 2αLT˜1
))]
= E
[
exp
(
−
(
λ2
2 T˜1 + (µ+ 2α)LT˜1
))]
=
[
ch(λ) + µ+ 2α
λ
sh(λ)
]−1
,
ce qui conclut cet exercice.
Exercice 5.4
Soit B un mouvement brownien complexe, et z1, · · · , zn des complexes distincts et
non-nuls. Pour tout t ≥ 0, on définit le nombre de tours réalisés par le mouvement
brownien autour de chacun de ces points :
θ
(i)
t = Im [log(Bt − zi)] = Im
[∫ t
0
dBs
Bs − zi
]
.
Grâce au théorème de Spitzer, on sait en particulier que
2
log tθ
(1)
t =⇒t→+∞C1,
où C1 suit une loi de Cauchy standard. Une généralisation de ce théorème permet
d’obtenir la convergence jointe en loi pour les nombres de tours autour de chacun
des points considérés, on a en fait :
2
log t(θ
(1)
t , · · · , θ(n)t ) =⇒t→+∞(W1, · · ·Wn),
avec
E
exp
i n∑
j=1
λjWj
 =
ch
 n∑
j=1
λj
+ ∑nj=1 |λj |∑n
j=1 λj
sh
(
n∑
i=1
λj
)−1 .
Grâce à ce résultat, exprimer la loi jointe du n−1-uplet (W1−Wn, · · ·Wn−1−Wn)
comme (C(1)e −C(n)e , · · · , C(n−1)e −C(n)e ) où (C(j)t , j 6 n, t ≥ 0) est une collection de
processus de Cauchy standard indépendants, et e est une variable aléatoire expo-
nentielle indépendante. Ces variables aléatoires mesurent en quelque sorte les tours
réalisés autour de chaque point, qui n’est pas un tour réalisé autour de l’ensemble
des points.
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Solution. On calcule la transformée de Fourier de ce n − 1-uplet, on obtient alors,
en utilisant la formule donnée dans l’énoncé :
E
exp
i n−1∑
j=1
λj(Wj −Wn)
 =
1 + n−1∑
j=1
|λj |+
∣∣∣∣∣∣
n−1∑
j=1
λj
∣∣∣∣∣∣
−1 .
On peut réécrire cette transformée de Fourier de la manière suivante :
E
exp
i n−1∑
j=1
λj(Wj −Wn)

=
∫ +∞
0
dte−t exp
−t n−1∑
j=1
|λj | − t
∣∣∣∣∣∣
n−1∑
j=1
λj
∣∣∣∣∣∣

=
∫ +∞
0
dte−t E
exp
i n−1∑
j=1
λjC
(j)
t − i
n−1∑
j=1
λj
C(n)t

= E
exp
i n−1∑
j=1
λj(C(j)e − C(n)e )
 ,
où les (C(j)t , j 6 n, t ≥ 0) sont des processus de Cauchy standard indépendants, et
e est une variable aléatoire exponentielle indépendante.
On tire de cette égalité
(W1 −Wn, · · · ,Wn−1 −Wn)(d)=(C(1)e − C(n)e , · · · , C(n−1)e − C(n)e ).
Remarque 5.2 En réalité, on peut décomposer les variables aléatoires Wi en deux
parties : une partie W−i correspondant au nombre de tours réalisés au voisinage du
point zi, et une partie commune W+ correspondant aux nombres de tours réalisés
loin des points. On a en particulier :
(W−1 , · · · ,W−n )
(d)=(C(1)e , · · · , C(n)e ),
qui est bien entendu un résultat plus fort que celui que nous venons de démontrer.
Exercice 5.5 – Sur la décomposition de B en partie positive et partie
négative
Soit B mouvement brownien standard, on pose St = sups6tBs et It = − infs6tBs.
1. Montrer que IT1 a pour densité 1(1+x)21{x>0} par rapport à la mesure de
Lebesgue.
2. Montrer que le processus (Sτl)l≥0 est un processus de Feller dont on explicitera
le semi-groupe. Ce processus est appelé processus de Watanabe.
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3. Montrer que (ITt)t≥0
(d)=(UV −1t )t≥0, où U et V sont deux processus de Wata-
nabe indépendants.
Solution. 1. On observe pour commencer que 1−Bt∧T1 est une martingale positive
qui converge presque sûrement vers 0. L’Exercice 2.5 prouve que supt≥0(1−Bt∧T1)
est distribuée comme 1U , où U est une variable aléatoire uniforme sur [0, 1]. En
particulier
sup
t≥0
(1−Bt∧T1) = 1− inf
t≥0
Bt∧T1 = 1− inf
t6T1
Bt = 1 + IT1 .
Par conséquent, IT1
(d)= 1U − 1, et a donc pour densité dx(1+x)21{x>0}.
2. Étudions maintenant le processus (Sτl)l≥0. On peut calculer Sτl+l′ de la ma-
nière suivante :
Sτl+l′ = max
(
sup
s6τl
Bs; sup
τl6s6τl′
(Bs −Bτl)
)
.
En appliquant la propriété de Markov forte du mouvement brownien et en observant
que Bτl = 0, on remarque que Sτl+l′ est le maximum de deux variables aléatoires
indépendantes de loi respectivement égales à celles de Sτl et Sτl′ . Par conséquent
E(f(Sτl+l′ )|Fτl) = E(f(Sτl ∨ Ŝl′ |Fτl),
où Ŝl′ est une copie de Sτl′ indépendante de Fτl . Le processus (Sτl)l≥0 est donc un
processus de Markov, et il suffit pour calculer son semi-groupe de déterminer la loi
de Sτl .
Or
P(Sτl 6 t) = P(Tt ≥ τl) = P(LTt ≥ l).
D’après l’Exercice 5.3, la transformée de Laplace de LT1 est
E(exp(−αLT1)) = lim
µ,λ→0
1
ch(λ) + µ+ 2α
λ
sh(λ)
= 11 + 2α,
donc LT1 est une variable aléatoire de loi exponentielle de paramètre 2. Par propriété
de scaling, LTt suit la loi exponentielle de paramètre 2t . Par conséquent
P (Sτl 6 t) = P(LTt ≥ l) = exp
(
−2l
t
)
.
Remarque 5.3 On peut également directement prouver que LTt suit une loi expo-
nentielle de paramètre 2t . On a
P(LTt > l + l′|LTt > l) = P(τl+l′ 6 Tt|τl 6 Tt) = P(τl′ 6 Tt) = P(LTt > l′),
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par propriété de Markov, donc LTt suit une loi exponentielle dont le paramètre reste
à déterminer. Or, par symétrie, on a :
E
[∫ Tt
0
1{Bs>0}dBs
]
= E
[∫ Tt
0
1{Bs60}dBs
]
= t2 ,
donc en écrivant B−Tt avec la formule de Tanaka, on obtient :
E(LTt) =
2
t
,
ce qui permet de conclure.
On calcule le semi-groupe (Pl, l ≥ 0) du processus de Markov (Sτl , l ≥ 0) :
Pl′f(x) =E(f(Sτl+l′ |Sτl = x) = E(f(Sτl′ ∨ x))
=f(x)P(Sτl′ 6 x) + E(f(Sτl′ )1{Sτl′≥x}),
par conséquent Pl(x,dy) = exp
(
−2lx
)
δx(dy) + 2ly2 exp
(
−2ly
)
1{y>x}dy.
On lit directement sur ce semi-groupe que le processus associé est de Feller. En
effet pour toute fonction f ∈ Cb on a
e−
2l
x f(x)− ‖f‖∞(1− e− 2lx ) 6 Plf(x) 6 e−
2l
x f(x) + ‖f‖∞(1− e− 2lx ),
donc ‖Plf − f‖∞ −→
l→0
0.
3. On montre maintenant que si U et V sont deux processus de Watanabe indé-
pendants, alors (ITt , t ≥ 0)
(d)=(UV −1t , t ≥ 0). Soit B et B̂ deux mouvements browniens
indépendants et
Ut = Ŝτ̂t , Vt = Sτt .
On observe pour commencer que V −1x = LTx . Par conséquent
P(UV −1t ≥ x) = P(U
−1
x 6 V −1t ) = P(L̂T̂x 6 LTt) = P
(
x
2e 6
t
2 ê
)
= t
t+ x.
Grâce à la propriété de scaling du mouvement brownien, ITt
(d)= tIT1 , donc
P(ITt ≥ x) = P(UV −1t ≥ x),
les marginales unidimensionnelles des deux processus sont bien égales.
Pour passer aux marginales finies-dimensionnelles, on observe que
ITt+t′ = max
{
ITt ,−t− inf06s6Tt+t′−Tt(BTt+s −BTt)
}
.
Par propriété de Markov forte du mouvement brownien, les deux termes de ce maxi-
mum sont indépendants, et le second est égal en loi à −t + ITt′ . Les marginales
finies-dimensionnelles de ITt se déduisent donc des marginales unidimensionnelles.
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On montre maintenant le même type de propriété pour UV −1 . Par propriété du
processus de Watanabe, on a
UV −1
t+t′
= ULTt+t′ = max
{
ULTt , U¯LTt+t′−LTt
}
,
où U¯ est un processus de Watanabe indépendant de U . On pose dTt = inf{u ≥ Tt :
Bu = 0} et on étudie la loi de LTt+t′ − LTt sous l’alternative suivante.
— Conditionnellement à dTt 6 Tt+t′ , par propriété de Markov, LTt+t′ − LTt est
indépendant de FTt et est distribué comme LTt+t′ .
— Conditionnellement à Tt+t′ 6 dTt , LTt+t′ − LTt = 0 car L ne croit que sur
l’ensemble des zéros du mouvement brownien.
On applique la propriété de Markov forte en Tt, puis un théorème d’arrêt à B,
(t+ t′)P(Tt+t′ 6 dTt) = E
[
BTt+t′∧dTt
]
= Et
[
BT0∧Tt′
]
= t,
donc P(Tt+t′ 6 dTt) = tt+t′ .
On en déduit le résultat suivant
P(UV −1
t+t′
6 x|FV −1t ) =1{UV−1
t
6x} P(UV −1
t+t′−V
−1
t
6 x)
=1{U
V−1
t
6x}
[
t
t+ t′ +
t′
t+ t′ P(UV −1t+t′ 6 x)
]
=1{U
V−1
t
6x}
[
t
t+ t′ +
t′
t+ t′
x
t+ t′ + x
]
=1{U
V−1
t
6x}
t+ x
t+ t′ + x
=1{U
V−1
t
6x} P(UV −1
t′
6 x+ t)
=1{U
V−1
t
6x} P(UV −1
t′
− t 6 x)
=P
(
max
{
UV −1t
, (U¯V¯ −1
t′
− t)
}
6 x|FV −1t
)
.
Les deux processus ont donc le même semi-groupe et les mêmes marginales unidi-
mensionnelles, par conséquent (UV −1t )t≥0
(d)=(ITt)t≥0.
Exercice 5.6
Soit g une fonction continue ; pour quelles fonctions f le processus
f(B+t , Lt) exp
(
−12
∫ t
0
g(Bs)1{Bs>0}ds
)
est-il une martingale locale ?
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Solution. On pose Zt =
∫ t
0 g(Bs)1{Bs>0}ds et h(x, y, z) = f(x, y) exp
(
−12z
)
, on
applique la formule d’Itô à h
(
B+t , Lt, Zt
)
, on a :
h(B+t , Lt, Zt) = f(0) +
∫ t
0
∂1h(B+s , Ls, Zs)1{Bs>0}dBs
+ 12
∫ t
0
∂1h(B+s , Ls, Zs)dLs +
∫ t
0
∂2h(B+s , Ls, Zs)dLs
− 12
∫ t
0
(
h(B+s , Ls, Zs)g(Bs)− ∂21h(B+s , Ls, Zs)
)
1{Bs>0}ds.
Par conséquent, f doit satisfaire les deux équations suivantes
1
2∂1f(0, y) + ∂2f(0, y) = 0
∂21f(x, y) = g(x)f(x, y).
En cherchant f sous la forme φ(x)ψ(y), on a φ = Φµ la solution de l’équa-
tion de Sturm-Liouville associée à µ(dx) = g(x)dx et ψ(y) = exp(−12yΦ′µ(0)). Par
conséquent (
Φµ(B+t ) exp
(
−12
(
LtΦ′µ(0+) +
∫ t
0
g(Bs)1{Bs>0}ds
)))
t≥0
est une martingale locale.
Remarque 5.4 On observe que ce processus est borné lorsqu’arrêté en τl, on peut
donc appliquer le théorème d’arrêt. Or∫ t
0
g(Bs)1{Bs>0}ds =
∫ +∞
0
g(x)Lxt dx,
par conséquent
E
[
exp
(
−12
∫ +∞
0
Lxτlg(x)dx
)]
= exp
(
l
2Φ
′
µ(0+)
)
.
Par densité, ce résultat s’étend à toute mesure µ sur [0,+∞). Par conséquent la loi
de (Lxτl)x≥0 est Q
0
l , carré de Bessel de dimension 0 issu de l.
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Chapitre 6
Sur les théorèmes de
Ray-Knight et les identités de
Ciesielski-Taylor
Dans ce chapitre, nous étudions les temps locaux du mouvement brownien li-
néaire, non pas en temps que processus temporel à niveau x fixé, mais en temps que
processus indexé par la variable d’espace x ∈ R, pris en certains temps aléatoires.
Nous verrons que ces processus suivent les lois de certains carrés de Bessel. Ce type
de théorème peut s’étendre à de nombreuses semi-martingales continues vérifiant en
outre une propriété de type Markov, permet de démontrer certaines égalités en loi
classiques, par exemple celle de Ciesielski-Taylor.
6. A Théorèmes principaux
On définit tout d’abord le processus stochastique appelé carré de processus de
Bessel, parfois abrégé en carré de Bessel.
Définition 6.1
Soit δ, l deux réels positifs et B un mouvement brownien. Un carré de processus
de Bessel de dimension δ issu de l est la seule solution de l’équation différentielle
stochastique
∀a ≥ 0, Za = l + 2
∫ a
0
√
ZbdBb + δa.
On note Qδl la loi de ce processus.
Ces processus stochastiques vérifient une propriété d’additivité remarquable.
Propriété 6.2
Soit δ, δ′, l, l′ ∈ R+, si Z et Z ′ sont deux processus stochastiques indépendants tels
que Z a pour loi Qδl et Z ′ a pour loi Qδl′, alors Z + Z ′ a pour loi Q
δ+δ′
l+l′ .
On a Qδ+δ′l+l′ = Qδl ∗Qδ
′
l′ .
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On introduit maintenant le théorème principal du chapitre, qui identifie la loi
des temps locaux d’un mouvement Browien arrêtés en certain temps aléatoires.
Théorème 6.3 – Ray-Knight
Soit B un mouvement Brownien et L ses temps locaux. Pour tout a ∈ R et l ≥ 0,
on a
1.
(
La−xTa
)
06x6a
a pour loi Q20,
2. (Lxτl)x≥0 et (L
−x
τl
)x≥0 sont indépendants et ont pour loi Q0l .
Remarque 6.1 La seconde partie de ce théorème a été démontrée dans l’Exercice 5.6,
mais nous allons ici détailler un autre type de preuves, basées sur l’identification des
processus comme solutions d’équations différentielles stochastiques.
L’une des nombreuses façons de démontrer ce théorème consiste à s’appuyer sur
le lemme suivant, qui permet de donner une représentation des variables aléatoires
mesurables dans la tribu des temps locaux, et donc par la suite d’étudier des mar-
tingales par rapport à ces temps locaux.
Lemme 6.4
Pour tout 0 6 b 6 1 on pose Zb = σ(L1−aT1 , 0 6 a 6 b) la filtration associée au
processus (L1−aT1 )06a61.
Toute variable aléatoire H dans L2(Zb) peut s’écrire sous la forme :
H = E(H) +
∫ T1
0
hs1{Bs>1−b}dBs,
avec h processus prévisible vérifiant E
[∫ T1
0 h
2
s1{Bs>1−b}ds
]
< +∞
Pour tout δ ≥ 0, on note R(δ) un processus de Bessel de dimension δ issu de 0.
Théorème 6.5 – Extension du théorème de Ray-Knight aux processus de
Bessel
On note B un mouvement brownien dans R2 et β un pont brownien dans R2. Soit
δ > 0 et 0 6 γ < 2, on a les identités en loi suivantes(
La∞(R(δ+2)), a ≥ 0
) (d)= ( 1
δaδ−1
|Baδ |2, a 6 1
)
et
(
LaT1(R
(δ+2)), a 6 1
) (d)= ( 1
δaδ−1
|βaδ |2, a 6 1
)
.
De plus, on a également :(
LaT1(R
(2)), a 6 1
) (d)= (a|B− log a|2, a 6 1)
et
(
LaT1(R
(2−γ)), a 6 1
) (d)= ( 1
γaγ−1
|B1−aγ |2, a 6 1
)
.
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Ce théorème permet également d’obtenir l’identité de Ciesielski-Taylor.
Théorème 6.6 – Identité de Ciesielski-Taylor
Pour tout δ > 0, on a ∫ +∞
0
1{R(δ)61}ds
(d)=T1(R(δ)).
Les résultats suivants, démontrés en exercices, permettent de lier entre eux
des processus de Bessel de dimension différentes par des changements de variables
espaces-temps, ce qui sera utile pour démontrer le Théorème 6.5
Théorème 6.7
Soit α > 0, on pose h(x) = xα et, pour d > 0, on note R(d) un processus de Bessel
de dimension d. On a les identités suivantes :
— si d > 2(1− α), soit dα = dα + 2(1− 1α), on a
h(R(d)t ) = R(dα)
(∫ t
0
h′(R(d)u )2du
)
,
— si α > 0, on a
h(R(2+α)t ) = R(3)
(∫ t
0
h′(R(2+α)u )2du
)
,
— si 0 < α < 2, on a
(h(R(2−α)t ))t≥0 = R(1)
(∫ t
0
h′(R(2−α)u )2du
)
.
6. B Exercices
Exercice 6.1 – Tribu horizontale et tribu verticale
Montrer que la tribu Lt = σ {Las , a ∈ R, s 6 t} est égale à Bt = σ{Bs, s 6 t}, aux
ensembles négligeables près.
Solution. Observons pour commencer que, grâce à la généralisation de la formule
de densité d’occupation (Exercice 1.5), pour toute fonction φ mesurable positive et
tout t ≥ 0, on a : ∫ t
0
φ(s,Bs)ds =
∫
R
dx
∫ t
0
dsLxsφ(s, x) p.s.
On observe que l’expression de gauche est Bt-mesurable, et celle de droite est
Lt-mesurable. Il reste donc à montrer que la tribu
T = σ
(∫ t
0
φ(s,Bs)ds, φ mesurable positive
)
contient Bt et Lt.
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Pour commencer, soit 0 6 t1 < · · · < tp 6 t, λ1, · · · , λp des réels positifs et
Γ1, · · ·Γp des ouverts de R. On pose :
φn(t, x) =
p∑
i=1
λi2n1{t∈(ti− 1n ,ti+ 1n}1{x∈Γi},
on observe que ∫ t
0
dsφn(s,Bs) −→
n→+∞
p∑
i=1
λi1{Bti∈Γi} p.s.
par conséquent T = Bt aux ensembles négligeables près.
On étudie maintenant la fonction suivante :
φn(t, x) =
p∑
i=1
λi2n1{t6ti}1{x∈(xi− 1n ,xi+ 1n )},
on obtient la limité suivante∫
R
dx
∫ t
0
dsLxsφn(s, x) −→n→+∞
n∑
i=1
λiL
x
ti p.s.
par conséquent on a également T = Lt.
Exercice 6.2
Soit k ∈ R, on considère l’équation différentielle stochastique :
Xt = Bt + k
∫ t
0
1{Xs>0}ds.
On note P (k) la loi de cette solution.
1. Écrire la relation d’absolue continuité entre P (k) et la mesure de Wiener.
2. Exprimer la loi de (L1−aT1 (X))06a61 et celle de
(
(Lxτl)x≥0, L
−x
τl
)x≥0
)
sous P (k)
en fonction des lois (β)Qδl de processus de diffusion solutions de la famille
d’équations différentielles stochastiques :
Za = l + 2
∫ a
0
√
ZbdBb +
∫ a
0
(2βZb + δ)db.
3. Étudier de même le temps local de la solution de l’équation différentielle
stochastique :
Xt = Bt + k
∫ t
0
sgn(Xs)ds.
Solution. 1. On note (Mt) la martingale définie par :
Mt = E
(
k
∫
0.1{Xs>0}dXs
)
t
= exp
(
k
∫ t
0
1{Xs>0}dXs −
k2
2
∫ t
0
1{Xs>0}ds
)
,
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et on note P(k) la loi vérifiant, pour tout t ≥ 0, P (k)|Ft = Mt.W|Ft .
Soit X un processus tel que sous W , X est un mouvement brownien. En appli-
quant les théorèmes de Girsanov et de Lévy, le processus B défini par :
Bt = Xt − k
∫ t
0
1{Xs>0}ds
est un mouvement brownien sous P(k). Par conséquent, sous P (k), X est solution de
l’équation différentielle stochastique :
Xt = Bt + k
∫ t
0
1{Xs>0}ds.
2. Posons pour 0 6 a 6 1, Za = L1−aT1 (X), on souhaite étudier la loi de (Za)06a61
sous P (k). Sous W , ce processus est une semi-martingale de loi Q20. Par conséquent,
sous P (k), la loi de cette fonctionnelle de X est MT1 · Q20 (en effet, MT1 est bien
mesurable par rapport à σ(Za, 0 6 a 6 1)), donc est encore une semi-martingale,
par la formule de Girsanov.
On détermine maintenant une équation différentielle stochastique satisfaite par
le processus (Za)06a61. Par la formule de Tanaka, on a
Za = 2(XT1 − (1− a))+ − 2
∫ T1
0
1{Xs>1−a}dXs = 2a− 2
∫ T1
0
1{Xs>1−a}dXs. (6.1)
On utilise maintenant l’équation différentielle satisfaite par X, pour réécrire :
Za = 2a− 2
∫ T1
0
1{Xs>1−a}dBs − 2k
∫ T1
0
1{Xs>1−a}ds.
Par conséquent, par définition des temps locaux :
Za − 2a+ 2k
∫ a
0
Zbdb = −2
∫ T1
0
1{Xs>1−a}dBs.
En utilisant le Lemme 6.4 de représentation des variables aléatoires dans la tribu
(Za), on en déduit que le processus (Za − 2a+ 2k
∫ a
0 Zbdb, a ≥ 0) est une martingale.
De plus, cette martingale a pour crochet 4
∫ a
0 Zbdb, le crochet n’étant pas modifié
par un changement de probabilité entre probabilités équivalentes. Par conséquent,
Z satisfait l’équation différentielle stochastique
Za = 2
∫ a
0
√
Zbdβb +
∫ a
0
(2− 2kZb) db,
où β est un mouvement brownien adapté à la filtration (Za) ; Z a pour loi −kQ20.
On s’intéresse maintenant à Yx = Lxτl , on étudie la loi de (Yx)x≥0 et (Y−x)x≥0.
De la même manière que précédemment, on identifie les équations différentielles
satisfaites par ces processus grâce à la formule de Tanaka.
f(Xτl)− f(X0)−
∫ τl
0
1{0<Xs6x}dXs =
1
2(L
0
τl
(X)− Lxτl(X)).
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Par conséquent, pour tout x ≥ 0
Yx = l + 2
∫ τl
0
1{0<Xs6x}dXs (6.2)
et de même pour x 6 0, on a
Yx = l + 2
∫ τl
0
1{x<Xs60}dXs. (6.3)
On s’intéresse tout d’abord au cas x ≥ 0 ; on a :
Yx = l + 2
∫ τl
0
1{0<Xs6x}dXs
= l + 2
∫ τl
0
1{0<Xs6x}dBs + 2k
∫ τl
0
1{0<Xs6x}ds
= l + 2
∫ τl
0
1{0<Xs6x}dBs + 2k
∫ x
0
Ybdb.
Par conséquent, étant donné que, sous W , Y est une semi-martingale de crochet
4
∫ a
0 Ybdb, sous P (k) ce processus suit l’équation différentielle stochastique suivante :
Yx = l + 2k
∫ x
0
Ybdb+ 2
∫ x
0
√
Ybdβb,
donc suit la loi (k)Q0l . Ces calculs peuvent être réalisés de la même manière pour
L−xτl , on observe ainsi que ces deux processus sont indépendants et que (L
−x
τl
)x≥0 a
pour loi (0)Q0l .
3. On peut réécrire le même type d’équations dans le cas où la dérive est donnée
par k sgn(Xt), et grâce aux équations (6.1), (6.2) et (6.3), on obtient : (L1−aT1 )06a61
suit la loi (−k)Q20, et (Lxτl)x≥0 et (L
−x
τl
)x≥0 sont indépendants et de même loi (k)Q0l .
Exercice 6.3
Soit µ mesure de Radon ; on note Φµ la solution de l’équation de Sturm-Liouville
Φ′′ = µΦ, Φ décroissante issue de 1
On note Π(µ) la probabilité définie par :
Π(µ)|Ft = exp
(
−Lt2 Φ
′
µ(0+)
)
Φµ(B+t ) exp
(
−12
∫
R+
Lxt µ(dx)
)
.W|Ft .
Énoncer un théorème de Ray-Knight pour L sous Π(µ), pour cela nous utiliserons la
loi :
Q(δ,µ)x = exp
(1
2
∫
f(s)dMs − 12
∫ t
0
f(s)2Xsds
)
.Qδx,
où on a posé f =
Φ′µ
Φµ
et Ms = Xs − x− δs.
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Solution. Posons
Mt = exp
(
−Lt2 Φ
′
µ(0+)
)
Φµ(B+t ) exp
(
−12
∫
R+
Lxt µ(dx)
)
.
Dans un premier temps, on cherche à caractériser la loi de Za = L(1−a)T1 sous
Π(µ) ; ce processus est une semi-martingale, on cherche une équation différentielle
stochastique vérifiée par celui-ci. On utilise le fait que sous Π(µ), B s’écrit :
Bt = B˜t +
∫ t
0
d〈B,M〉s
Ms
.
Or la martingale Mt s’écrit, au moyen de la formule d’Itô-Tanaka :
1 +
∫ t
0
Φ′µ(B+s )
Φµ(B+s )
Ms1{Bs>0}dBs.
Par conséquent, sous Π(µ),
Bt = B˜t +
∫ t
0
Φ′µ(B+s )
Φµ(B+s )
1{Bs>0}ds.
On sait que Za satisfait l’équation (6.1), donc :
Za =2a− 2
∫ T1
0
1{Bs>1−a}dBs
=2a− 2
∫ T1
0
1{Bs>1−a}dB˜s − 2
∫ T1
0
Φ′µ(B+s )
Φµ(B+s )
1{Bs>1−a}ds.
En particulier on a 〈Z〉a = 4
∫ a
0 Zbdb, donc Z satisfait l’équation différentielle sto-
chastique :
Za = 2a− 2
∫ T1
0
√
Zbdβb − 2
∫ a
0
Zb
Φ′µ(1− b)
Φµ(1− b)db.
De la même manière on peut s’intéresser à la loi de Yx = Lxτl . SousW ce processus
vérifie l’équation (6.2) :
Yx = l+2
∫ τl
0
1{0<Bs6x}dBs = l+2
∫ T1
0
1{0<Bs6x}dB˜s+2
∫ T1
0
Φ′µ(B+s )
Φµ(B+s )
1{0<Bs6x}ds.
Donc Y satisfait l’équation différentielle stochastique
Yx = l + 2
∫ x
0
√
Zydβy + 2
∫ x
0
Φ′µ(y)
Φµ(y)
Yydy.
On utilise la formule de Girsanov, (Yx)x≥0 suit donc la loi Q2,µl . Mutatis mutandis,
(Y−x)x≥0 suit la loi Q0l .
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Exercice 6.4
Soit f décroissante et g croissante, deux fonctions continues sur [a, b] et B un mou-
vement brownien.
1. Montrer que − ∫ ba B2g(x)df(x) + f(b)B2g(b)(d)= ∫ ba B2f(x)dg(x) + g(a)B2f(a).
2. En déduire une extension des identités de Ciesielski-Taylor.
Solution. 1. On calcule la transformée de Laplace de ces variables aléatoires, soit f
et g deux fonctions continues croissantes et B un mouvement brownien, on a
E
[
exp
(
λ2
2
∫ b
a
B2g(x)df(x)−
λ2
2 f(b)B
2
g(b)
)]
= E
[
exp
(
iλ
(∫ b
a
Bg(x)dCf(x) +Bg(b)Cf(b)
))]
où (Ct, t ≥ 0) est un mouvement brownien indépendant de B. Par intégration par
parties stochastique, on a
E
[
exp
(
λ2
2
∫ b
a
B2g(x)df(x)−
λ2
2 f(b)B
2
g(b)
)]
= E
[
exp
(
iλ
(
−
∫ b
a
Cf(x)dBg(x) + Cf(a)Bg(a)
))]
= E
[
exp
(
−λ
2
2
∫ b
a
C2f(x)dg(x)−
λ2
2 g(b)C
2
f(b)
)]
.
Par égalité des transformées de Laplace, on en déduit l’égalité en loi des variables
aléatoires.
2. On utilise alors les extensions du théorème de Ray-Knight (le Théorème 6.5)
pour traduire les équations de Cieselski-Taylor, on a, pour δ < 2, 0 6 x 6 y 6 1∫ y
x
(2− δ)a1−δB2aδda+ (1− y2−δ)B2yδ
(d)=
∫ y
x
δaδ−1B21−a2−δda+ x
δB21−x2−δ ,
d’où on tire :∫ +∞
0
1{x6R(2+δ)t 6y}dt+
(yδ−1 − y)
2− δ L
y
∞(R(δ+2))
(d)=
∫ T1
0
1{x6R(δ)t 6y}dt+
x
δ
LxT1(R
(δ)).
Exercice 6.5
Soit δ > 0, trouver c > 0 tel que
(
Lx+∞(|B|+ cL)
)
x≥0 a pour loi Q
δ
0.
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Solution. Soit δ > 0 et c > 0, on pose Ut = |Bt| + cLt et Xx = Lx+∞(U). En
appliquant la formule d’Itô-Tanaka à f(y) = (y ∨ (−1)) ∧ x, on a
f(U∞)− f(U0) =
∫ +∞
0
1{−1<Us6x}dUs +
1
2(X−1 −Xx).
On remarque que Ut > 0 sur un ensemble de probabilité 1, et que limt→+∞ Ut = +∞.
Par conséquent X−1 = 0, et on a
Xx = −2x+ 2
∫ +∞
0
1{06Us6x}dUs.
On utilise ensuite l’expression de Ut ; on obtient successivement
Xx = −2x+ 2
∫ +∞
0
1{0<Us6x}d|B|s + 2c
∫ +∞
0
1{0<Us6x}dLs
= −2x+ 2
∫ +∞
0
1{0<Us6x} sgn(Bs)dBs + 2(c+ 1)
∫ +∞
0
1{0<Us6x}dLs.
Or, sur le support de dLs, on a |Bs| = 0, par conséquent
Xx = −2x+ 2
∫ +∞
0
1{0<Us6x} sgn(Bs)dBs + 2(c+ 1)
∫ +∞
0
1{0<Ls6xc }dLs.
= −2x+ 2
∫ +∞
0
1{0<Us6x} sgn(Bs)dBs + 2(c+ 1)
x
c
.
On note que Xx est une semi-martingale de crochet 4
∫ x
0 Xydy, donc X est solution
de l’équation différentielle stochastique suivante
Xx =
∫ x
0
2
√
Xydβy +
2x
c
,
et a pour loi Q
2
c
0 . Il faut donc choisir c = 2δ pour que X soit de loi Qδ0.
Remarque 6.2 Ce résultat peut être –et sera– obtenu de manière plus simple en
utilisant la théorie des excursions.
Exercice 6.6
Enoncer le théorème de Ray-Knight pour les temps locaux de Xt = Bt+
∫ t
0 b(Xs)ds.
Solution. Ce résultat est une généralisation de l’exercice 6.2, on le traitera donc de
la même manière. On sait en particulier que 〈X〉t = t. On étudie pour commencer
l’équation différentielle stochastique vérifiée par le processus (Za)06a61. Grâce à
l’équation (6.1), on a :
Za = 2a− 2
∫ T1
0
1{Xs>1−a}dXs
= 2a− 2
∫ T1
0
1{Xs>1−a}dBs − 2
∫ T1
0
b(Xs)1{Xs>1−a}ds
= 2a− 2
∫ a
0
√
Zcdβc − 2
∫ a
0
b(1− c)Zcdc,
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où on utilise
∫ T1
0 1{Xs>1−a}dBs =
∫ a
0
√
Zcdβc, grâce au théorème de représentation
de martingales, on a déjà vu que 〈∫ T10 1{Xs>1−.}dBs〉a = Za. Par conséquent, Z est
la solution de l’équation différentielle stochastique :
Za = 2
∫ a
0
√
Zcdβc +
∫ a
0
2− 2b(1− c)Zcdc.
De la même manière, on traite le cas de (Yx)x≥0 et de (Y−x)x≥0. On sait que
ces deux processus sont indépendants car déterminés à partir de processus réfléchis
indépendants. On sait de plus que pour x ≥ 0, on a :
Yx = l + 2
∫ τl
0
1{0<Xs6x}dXs
= l + 2
∫ τl
0
1{0<Xs6x}dBs +
∫ τl
0
2b(Xs)1{0<Xs6x}ds
= l + 2
∫ x
0
√
Yydβy +
∫ x
0
2b(y)Yydy.
De la même façon, on obtient l’équation différentielle stochastique satisfaite par
(Y−x)x≥0, que l’on résume en{
Yx = l +
∫ x
0 2
√
Yydβy +
∫ x
0 2b(y)Yydy
Y−x = l +
∫ x
0 2
√
Y−ydβ˜y +
∫ x
0 b(−y)Y−ydy.
Exercice 6.7
On pose h(x) = xα et R(d) un processus de Bessel de dimension d. Montrer les
égalités suivantes entre processus :
1. si d > 2(1− α), soit dα = dα + 2(1− 1α), on a
h(R(d)t ) = R(dα)
(∫ t
0
h′(R(d)u )2du
)
,
2. si α > 0, on a
h(R(2+α)t ) = R(3)
(∫ t
0
h′(R(2+α)u )2du
)
,
3. si 0 < α < 2, on a
h(R(2−α)t ) = R(1)
(∫ t
0
h′(R(2−α)u )2du
)
.
En déduire les extensions du théorème de Ray-Knight pour les processus de
Bessel.
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Solution. Plutôt que de raisonner avec R(d), on va étudier le carré de ce processus
X, de loi Qdl . On va commencer par montrer que h(X(d)) = h(R(d)
2) est un carré de
Bessel changé de temps. La formule d’Itô nous donne
Xαt = lα + α
∫ t
0
Xα−1s dXs +
α(α− 1)
2
∫ t
0
Xα−2s d〈X〉s.
On utilise l’équation différentielle satisfaite par X pour réécrire :
Xαt = lα + 2α
∫ t
0
√
XsX
α−1
s dBs + α(d+ 2(α− 1))
∫ t
0
Xα−1s ds.
On pose alors σu = inf{t ≥ 0 :
∫ t
0 α
2Xα−1s ds > u}, on a directement
α(d+ 2(α− 1))
∫ σu
0
Xα−1s ds =
(
d
α
+ 2
(
1− 1
α
))
u =: dαu.
Il suffit maintenant d’observer que Mt = 2α
∫ t
0
√
XsX
α−1
s dBs est une martingale de
crochet 4α2
∫ t
0 X
2α−1
s ds, par conséquent, en changeant le temps t en σu une famille
continue de temps d’arrêts, on obtient encore une martingale (locale)Mσu , de crochet
4
∫ σu
0
Xαs α
2Xα−1s ds = 4
∫ u
0
Xασvdv.
Par conséquent, Xασu est solution de l’équation différentielle stochastique
Yu = lα +
∫ u
0
2
√
Yvdβv + dαu,
donc est un carré de Bessel de dimension dα issu de lα. Par conséquent, en prenant
la racine carrée de cette égalité, on a :
h(R(d)σu ) = R
(dα)
u ,
d’où l’expression souhaitée du théorème en utilisant que σu est la fonction inverse
de t 7→ ∫ t0 h′(R(d)s )2ds.
On s’intéresse maintenant au cas α > 0 et d = 2 + α, on a alors dα = 3, donc
Xασu est solution de l’équation différentielle stochastique :
Yu = lα +
∫ u
0
2
√
Yvdβv + 3u,
dès lors Xασu est un carré de Bessel de dimension 3, par conséquent :
h(R(2+α)t ) = R(3)
(∫ t
0
h′(R(2+α)u )2du
)
.
Pour finir, on étudie le cas où 0 < α < 2 et d = 2 − α. Dans ce cas, dα = 1 et
Xασu est alors solution de l’équation différentielle :
Yu = lα +
∫ u
0
2
√
Yvdβv + t,
donc est un mouvement brownien réfléchi en dimension 1 issu de lα.
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Exercice 6.8
Soit R un processus de Bessel de dimension 2, on pose Ms = R2s − 2s.
Notons T ∗t = inf{t ≥ 0 : |Bs| = t}, montrer que pour tout t ≥ 0 on a
T ∗t
(d)=
∫ t
0
dsR2s.
En déduire que M ′t = T ∗t − t2 est une martingale vérifiant pour tout t ≥ 0 :
M ′t
(d)=
∫ t
0
dsMs.
Solution. On exprime un théorème de Ray-Knight pour (Za = Lt−aT ∗t (|B|), 0 6 a 6 t),de façon analogue au cas du mouvement brownien, on a
Za = 2a− 2
∫ T ∗t
0
1{|Bs|>t−a}d|B|s = 2a− 2
∫ T ∗t
0
sgn(Bs)1{|Bs|>t−a}dBs,
donc Z est solution de l’équation différentielle stochastique
Za = 2a+ 2
∫ a
0
√
Zsdβs,
c’est un carré de Bessel de dimension 2 issu de 0.
On en déduit l’égalité en loi suivante
∫ t
0
dsR2s
(d)=
∫ t
0
daLt−aT ∗t (|B|) =
∫ T ∗t
0
ds1{|B|s∈[0,t]} = T ∗t .
Cette égalité en loi entraîne en particulier
M ′t
(d)=
∫ t
0
dsMs,
il reste néanmoins à prouver que M ′t est bien une martingale.
On utilise le fait que (B2t − t) est une martingale pour calculer :
E((t+ s)2 − T ∗t+s|FT ∗t ) = E
[
B2T ∗t+s − T
∗
t+s
∣∣∣FT ∗t ] = B2T ∗t − T ∗t = t2 − T ∗t ,
on a donc bien le résultat escompté.
Exercice 6.9
Montrer que pour toute martingale locale continue M , positive issue de 1 tendant
vers 0 p.s. en +∞, le processus (La∞(M), a ≥ 0) admet la même loi, indépendante
du choix de M .
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Solution. On utilise la représentation de Dubins-Schwarz d’une martingale locale,
on a Mt = β〈M〉t , avec β un mouvement brownien issu de 1 et 〈M〉∞ = T0(β).
On a alors pour toute fonction f positive mesurable, par changement de va-
riables :∫
R+
daLa∞f(a) =
∫ +∞
0
f(Ms)d〈M〉s =
∫ T0(β)
0
f(βu)du =
∫
R+
daLaT0(β)f(a).
Par conséquent,
(La∞(M), a ≥ 0)
(d)=(LaT1(1−B), a ≥ 0) = (L1−aT1 (B), a ≥ 0),
on utilise alors le théorème de Ray-Knight pour conclure. On a :
(BT1 − (1− a))+ − (a− 1)+ =
∫ T1
0
1{Bs>1−a}dBs +
1
2L
1−a
T1
.
Par conséquent, L1−aT1 est solution de l’équation différentielle stochastique :
Za = 2(a+ − (a− 1)+) +
∫ a
0
2
√
Zbdβb,
donc (Za) suit la loi d’un carré de Bessel de dimension 2 issu de 0 sur [0, 1], puis
celle d’un carré de Bessel de dimension 0 issu de Z1 ensuite.
Exercice 6.10 – Processus de populations
On dit qu’un processus de Markov vérifie la propriété de branchement lorsque, pour
tout couple x et y, si (Xxt ) et (X̂
y
t ) sont deux versions indépendantes du processus de
Markov respectivement issues de x et de y, alors (Xxt + X̂
y
t ) suit la loi du processus
issu de x+ y.
1. Caractériser les solutions d’équations différentielles stochastiques à coeffi-
cients continus vérifiant la propriété de branchement.
2. En utilisant un théorème de Ray-Knight, identifier ces processus comme les
temps locaux, en un temps d’arrêt convenablement choisis d’un processus
stochastique.
Solution. 1. Soit B et B̂ deux mouvements browniens indépendants. On note Xxt la
solution de l’équation différentielle stochastique :
Xxt = x+
∫ t
0
σ(Xs)dBs +
∫ t
0
b(Xs)ds
et X̂yt celle de :
X̂yt = y +
∫ t
0
σ(X̂ys )dB̂s +
∫ t
0
b(X̂ys )ds.
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Si b et σ sont telles que le processus vérifie la propriété de branchement, Xxt +X̂
y
t
est solution de l’équation différentielle stochastique :
Yt = x+ y +
∫ t
0
σ(Ys)dBs +
∫ t
0
b(Ys)ds.
Par identification des parties à variation finies, on a :∫ t
0
b(Xxs + X̂ys )ds =
∫ t
0
b(Xxs ) + b(X̂ys )ds,
donc pour tout x, y, on a b(x+ y) = b(x) + b(y). On en déduit b(x) = λx.
De la même manière, on a par identification des martingales continues :
σ2(x+ y) = σ2(x) + σ2(y),
d’où σ(x) = δ
√
x.
On en déduit que les diffusions vérifiant la propriété de branchement sont solu-
tions d’équations différentielles stochastiques du type :
Xt = X0 +
∫ t
0
δ
√
XsdBs + λ
∫ t
0
Xsds.
2. Soit Y la solution de l’équation différentielle stochastique :
Yt = λBt +
∫ t
0
f(Ys)ds.
Grâce à l’Exercice 6.6, on sait que (Ux = Lxτl(X), x ≥ 0) est solution de l’équation
différentielle stochastique :
Ux = l +
∫ x
0
2λ
√
Uydβy +
∫ x
0
2f(y)Uydy.
Par conséquent, un processus de branchement issu de l peut être vu comme
les temps locaux en τl d’un mouvement brownien avec dérive. Ainsi le processus
associé à b(x) = λx et σ(x) = δ
√
x peut être vu comme les temps locaux en τl de
δ
2βt +
λ
2 t.
Chapitre 7
Introduction aux temps locaux
d’intersection du mouvement
brownien en dimension 2 et 3
Pendant la décennie 1950-1960, 4 articles fondamentaux sur les points multiples
du mouvement brownien d-dimensionnel ont été publiés, par A. Dvoretzky, P. Erdös
et S. Kakutani pour les trois premiers, et S. Taylor pour le 4e ; ils ont ainsi montré
que :
— si d = 2, la trajectoire brownienne possède des points multiples de tous
ordres ;
— si d = 3, la trajectoire brownienne possède des points doubles, mais pas de
points triples ;
— pour tout d ≥ 4, la trajectoire brownienne ne présente pas de points doubles.
Ces résultats ont été obtenus à l’aide seulement des propriétés fondamentales
d’accroissements indépendants et de stationnarité du mouvement brownien. Il a
fallu attendre le début des années 80 (Wolpert, Rosen) pour observer les premières
constructions de temps locaux d’intersection, permettant une compréhension plus
fine des points multiples de ces courbes.
Il apparaît à la lecture des articles correspondants que ces constructions des
temps locaux d’intersection, permettant de mesurer le temps que la courbe brow-
nienne passe à proximité des points déjà visités par elle-même, n’a été permise que
grâce au mûrissement de la compréhension des propriétés essentielles des temps lo-
caux du mouvement brownien linéaire, des diffusions, des semi-martingales dans les
années 1970. Nous nous intéresserons principalement ici aux versions càdlàg de ces
temps locaux d’intersection.
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7. A Théorèmes principaux
La théorie des temps locaux que nous avons développée jusqu’ici ne s’intéresse
qu’au temps passé par un processus au voisinage d’un niveau. Mais il existe de
nombreuses autres notions de temps locaux, particulièrement les temps locaux d’in-
tersection de la courbe brownienne en dimension 2 et 3, qui comptent le temps passé
par la courbe à se recouper sur elle-même. Nous ne donnerons ici qu’une très rapide
introduction à ce domaine important.
Théorème 7.1
Soit B un mouvement brownien d-dimensionnel, pour d 6 3 il existe une famille
mesurable (α(y, t); y ∈ Rd, t ≥ 0} qui permet d’écrire, pour toute fonction f continue
bornée : ∫ t
0
ds
∫ t
s
duf(Bu −Bs) =
∫
Rd
dyf(y)α(y, t).
Nous allons maintenant introduire une expression pour α, l’équivalent de la for-
mule de Tanaka-Meyer qui donnait l’expression des temps locaux de semi-martingale
au Chapitre 1. Cette formule dépend de la dimension du mouvement brownien consi-
déré. On se placera pour commencer en dimension d = 2.
7. A.1 Formule de Tanaka-Rosen en dimension 2
Théorème 7.2 – Formule de Tanaka-Rosen
Pour tout y 6= 0 et t ≥ 0, il existe a(y, t) vérifiant l’équation suivante :∫ t
0
ds [log |Bt −Bs − y| − log |y|] =
∫ t
0
dBu.
∫ u
0
ds Bu −Bs − y|Bu −Bs − y|2 + pia(y, t).
De plus, (ayt ; y ∈ R2∗, t ≥ 0) est une version continue de la famille (α(y, t), y ∈
R2∗, t ≥ 0) en dimension 2 définie dans le Théorème 7.1.
Ces temps locaux ne sont pas définis en zéro. Cependant, on connait le com-
portement des temps locaux de B au voisinage de 0 –c’est-à-dire le temps local
d’intersection proprement dit– grâce au corollaire suivant.
Corollaire 7.3
On pose γ(y, t) = a(y, t)− t log 1|y| .
Dans ce cas, γ(y, t) converge dans L2 quand y → 0 vers une limite notée γ(0, t).
De plus la famille (γ(y, t), y ∈ R2, t ≥ 0) admet une version continue.
Remarque 7.1 En dimension 2, la notion de temps locaux d’intersection s’étend de
la façon suivante : il existe des temps locaux de tous ordres k vérifiant :∫
06s16···6sk
ds1 · · · dskf(Bs2 −Bs1 , · · ·Bsk −Bsk−1) =
∫
dzA(k)(t, z)f(z).
De plus, A(k)(t, z), convenablement recentrée, converge p.s. et dans L2 quand
z → 0, on a donc bien une certaine notion de temps local d’intersection kième.
On s’intéresse maintenant au mouvement brownien dans l’espace.
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7. A.2 Formule de Tanaka-Rosen en dimension 3
Théorème 7.4 – Formule de Tanaka-Rosen
Pour tout y 6= 0 et t ≥ 0, il existe a(y, t) vérifiant l’équation :∫ t
0
ds
[ 1
|Bt −Bs − y| −
1
|y|
]
= −
∫ t
0
dBu.
∫ u
0
ds Bu −Bs − y|Bu −Bs − y|3 − 2piα(y, t).
De plus, (a(y, t), y ∈ R3∗, t ≥ 0) est une version continue de la famille (αyt ; y ∈
R3∗, t ≥ 0) en dimension 3.
Le résultat suivant nous donne une version faible de la valeur du temps local
d’intersection du mouvement brownien plan.
Théorème 7.5
La suite de processus[
Bt,
1√− log |y|
(
2pia(y, t)− t|y|
)
; t ≥ 0
]
converge en loi, quand y → 0 vers (Bt, 2βt; t ≥ 0), avec β un mouvement brownien
indépendant de B.
7. B Exercices
Exercice 7.1 1. Montrer l’existence des temps locaux d’intersection en dimen-
sion 2 et 3 en utilisant la transformée de Fourier.
2. Étudier l’existence de temps locaux d’intersections de la courbe brownienne
avec un passé distant d’au moins  > 0.
Solution. 1. On définit la transformée de Fourier de la mesure aléatoire µt par :
µ̂t(ξ) =
∫ t
0
du exp(iξ.Bu)
∫ t
u
ds exp(−iξ.Bs).
Il suffit de vérifier que cette transformée de Fourier est dans L2 presque sûrement
pour conclure à l’existence d’une densité pour cette mesure, par formule de Parseval.
Or, la formule d’Itô nous donne
exp(iξ.Bt) = 1 + i
∫ t
0
exp(iξ.Bs)d(ξ.Bs)− |ξ|
2
2
∫ t
0
ds exp(iξ.Bs),
par conséquent, on a ∣∣∣∣∫ t0 ds exp(iξ.Bs)
∣∣∣∣ 6 C ( 1|ξ|2 + 1|ξ|It(ξ)
)
,
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où on a posé It(ξ) =
∫ t
0 exp(iξ.Bs)d(
ξ
|ξ| .Bs), qui est une intégrale relative à un
mouvement brownien.
On en déduit ainsi
E
[(∫ t
0
ds exp(iξ.Bs)
)2]
6 C|ξ|2 ∧ t
2,
on obtient donc sans difficulté
E
[
µ̂t(ξ)2
]
6 C|ξ|4 ∧ t
4 ∈ L2,
dès lors que d 6 3. Par conséquent, µ̂t est dans L2 p.s. par Fubini, ce qui nous
permet de conclure.
2. On peut de la même manière s’intéresser à la transformée de Fourier de la
mesure aléatoire µt définie par :∫
fdµt =
∫ t−
0
du
∫ t
u+
dsf(Bu −Bs).
Sa transformée de Fourier s’exprime de la façon suivante :
µ̂t(ξ) =
∫ t−
0
du exp(iξ.Bu)
∫ t
s+
ds exp(−iξ.Bs).
On en déduit donc, de la même façon que précédemment, que
E
[
µ̂t(ξ)2
]
6 C|ξ|4 ∧ t
4 ∈ L2,
dès lors que d 6 3. On en déduit l’existence des temps locaux d’intersections de la
courbe brownienne avec son passé « lointain ».
Exercice 7.2
Montrer la formule de Tanaka-Rosen, en dimension 2 et 3.
Solution. On se place pour commencer en dimension d = 2. Soit f fonction de classe
C∞ à support compact, on définit la fonction :
F (x) =
∫
R2
dy log |y − x|f(y),
solution de l’équation différentielle ∆F = 2pif . En appliquant la formule d’Itô entre
les instants s et t, on a :
F (Bt −Bs) = F (0) +
∫ t
s
dBu.∇F (Bu −Bs) + pi
∫ t
s
f(Bu −Bs)du.
En intégrant ensuite par rapport à s, on obtient :
pi
∫ t
0
ds
∫ t
s
duf(Bu−Bs) =
∫ t
0
dBu.
∫ u
0
ds∇F (Bu−Bs)−
∫ t
0
dsF (Bt−Bs)−F (0).
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On utilise alors la formule de Fubini pour obtenir
pi
∫ t
0
ds
∫ t
s
duf(Bu −Bs)
=
∫
dyf(y)
[∫ t
0
ds log |Bt −Bs − y| − log |y|+
∫ t
0
dBu.
∫ u
0
ds Bu −Bs − y|Bu −Bs − y|2
]
,
d’où la formule annoncée en dimension 2, par identification.
Le résultat s’obtient de la même manière en dimension 3 en utilisant la solution
de ∆u = 4piδ0 donnée par :
u(x) = 1|x| .
Exercice 7.3 – Renormalisation de Varadhan
Soit f : R2 → R+ continue à support compact vérifiant ∫ dxf(x) = 1. On pose
fn(x) = n2f(nx) et
Zn =
∫ t
0
ds
∫ t
s
dufn(Bu −Bs).
1. Soit y ∈ R2∗, calculer E(α(y, t))
2. Montrer que (Zn − E(Zn)) converge, quand n→ +∞ vers γ¯(t) défini par
γ¯(t) = lim
y→0α(y, t)− E(α(y, t)).
Solution. 1. Soit f une fonction positive mesurable, on a par formule de Fubini :
E
[∫ t
0
ds
∫ t
s
duf(Bu −Bs)
]
=
∫
R2
dyf(y)E (α(y, t)) .
Or, en utilisant le fait que Bu − Bs est un vecteur aléatoire gaussien de dimension
2, de variance u− s, on a
E
[∫ t
0
ds
∫ t
s
duf(Bu −Bs)
]
=
∫
R2
dyf(y)
∫ t
0
ds
∫ t
s
du
2pi(u− s) exp
(
− |y|
2
2(u− s)
)
.
On en déduit
E(α(y, t)) =
∫ t
0
(t− u)
2piu exp
(
−|y|
2
2u
)
du.
Remarque 7.2 L’équivalent au voisinage de 0 de E(α(y, t)) est bien t log 1|y| comme
dans le Corollaire 7.3.
2. On réécrit : ∫ t
0
ds
∫ t
s
dufn(Bu −Bs) =
∫
dyf(y)α
(
y
n
, t
)
.
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On a alors, en recentrant les variables aléatoires :
α(y, t)− E(α(y, t)) = γ(y, t)− E(γ(y, t)) −→
y→0 γ(0, t)− E(γ(0, t)),
qui existe donc bien, par Corollaire 7.3.
On peut alors bien passer à la limite pour les variables aléatoires recentrées, on
obtient :
Zn − E(Zn) −→
n→+∞
∫
dyf(y)γ¯(0, t) = γ¯(0, t).
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Deuxième partie
Excursions browniennes
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Cette partie II est composée de six chapitres, chacun d’entre eux correspondant à
une leçon sur les excursions du mouvement brownien réel, que nous étendrons ensuite
aux diffusions réelles. Au début de chaque chapitre, nous rappelons les théorèmes
principaux de la leçon correspondante.
Nous nous attachons ici à introduire la théorie des excursions du mouvement
brownien, laquelle remplace ce processus par le processus de sauts de ses excursions.
En d’autres termes, on considère que le mouvement brownien est une trajectoire,
que nous décomposons selon les « arches de ponts » qu’elle réalise hors de 0. Cette
description du processus permet de nombreux calculs, et simplifie l’expression de
certaines quantités. C’est un regard entièrement différent de celui porté par le calcul
stochastique, qui s’avère ainsi être complété et renforcé. Nous verrons de cette façon
que de nombreux résultats obtenus dans la première partie peuvent être retrouvés
en utilisant cette théorie.
Nous nous intéresserons en particulier à donner la loi de certaines de ces « arches
de pont », considérées comme des processus, ce qui nous permettra d’expliciter la
mesure de Lévy du processus de ces « excursions hors de zéro » du mouvement
brownien ; on la décomposera selon la longueur (ou la hauteur) des excursions, une
fois que nous aurons donné un sens à tout ceci. Tous ces résultats nous permettront
de donner une preuve de la formule de Feynman-Kac ainsi que de nombreux autres
résultats.
Pour finir, nous étudierons une courte extension aux diffusions linéaires des ré-
sultats que nous aurons obtenus pour le mouvement brownien. La théorie des temps
locaux et celle des excursions s’adaptent en effet très bien à ces processus, de plu-
sieurs manières différentes (selon qu’on les regarde comme des semi-martingales ou
des processus de Markov), ce qu’il sera intéressant d’explorer.
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Chapitre 8
Introduction à la théorie des
excursions
Certains des travaux de Paul Lévy relatifs aux « excursions », permettent d’étu-
dier sous un jour nouveau le mouvement brownien. Dans cette optique, il est vu
comme un processus de Lévy à valeurs dans un espace de trajectoires, un « saut » de
ce processus de Lévy correspondant à l’allongement de la trajectoire du mouvement
brownien entre deux zéros successifs. La nouvelle échelle de temps qu’il convient
de considérer ici est alors l’inverse du temps local au niveau 0. Pour l’heure, nous
traduirons ceci, de façon assez libre, comme l’étude du processus l 7→ (Bt)06t6τl .
Ce dernier peut être considéré comme un processus de Lévy, lorsque l’addition
est remplacée par la concaténation de trajectoires. En effet, il vérifie les deux pro-
priétés clé des processus de Lévy, l’indépendance entre la trajectoire du mouvement
brownien jusqu’en l’instant τl et celle de son « accroissement » entre les instants τl et
τl+l′ ; ainsi que le caractère stationnaire de la loi de cet accroissement (la trajectoire
entre τl et τl+l′ a même loi que celle entre 0 et τl′). Un des objectifs de la théorie des
excursions est de déterminer la mesure de Lévy de ce processus, que l’on appeller
mesure d’Itô, souvent notée n. Une fois cette mesure n bien comprise, le lecteur sera
capable de traiter, au moyen cette fois-ci de la théorie des excursions, la plupart des
questions abordées dans la partie I. Grâce à un mélange de théorie des excursions
et de théorie des temps locaux on pourra même obtenir de façon assez simple des
résultats à première vue compliqués.
8. A Théorèmes principaux
L’ensemble des trajectoires continues issues de 0 et absorbées en 0 est noté Ω∗.
Pour toute fonction f ∈ Ω∗, on note V (f) = inf{t > 0 : f(t) = 0}. En particulier,
si f ∈ Ω∗, pour tout s ≥ V (f) on a f(s) = 0. On appelle f une excursion, de
longueur V (f). On remarque en particulier que Ω∗ peut se décomposer en deux
sous-ensembles symétriques, que nous noterons Ω+ pour les trajectoires positives et
Ω− pour les négatives.
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Pour tout l ≥ 0, on note τl = inf{t ≥ 0 : Lt > l}, et τl− = inf{t ≥ 0 : Lt ≥ l}.
Les excursions de B sont notées el =
(
B(τl−+s)∧τl
)
s≥0.
Définition 8.1
Soit U,U un ensemble mesuré. Un processus de Poisson ponctuel sur U de mesure
d’intensité µ est un processus (et, t ≥ 0) à valeurs dans U ∪ {∂}, tel que pour tout
choix d’ensembles mesurables disjoints Γ1, · · ·Γk de U , les processus
N
Γj
l =
∑
s6t
1{es∈Γj}
sont soit infinis, soit des processus de Poisson indépendants de paramètre µ(Γj).
Théorème 8.2 – Théorème d’Itô
Le processus (el)l≥0 est un processus de Poisson ponctuel de mesure d’intensité n. n
est une mesure sigma-finie sur Ω∗ appelée la mesure d’Itô du mouvement brownien.
Le processus de Poisson pour la concaténation Xl = (Bt)t6τl a pour mesure de
Lévy n.
On présente maintenant deux formules clés pour le calcul de certaines fonction-
nelles de processus de Lévy.
Proposition 8.3 – Formule additive
Pour tout H : R+ × Ω × Ω∗ → R+, processus prévisible par rapport à (Fτl ⊗ E)l≥0,
où E est la tribu Borélienne associée à Ω∗, on a :
E
∑
λ6l
H(λ, ω; eλ)1{τλ>τλ−}
 = E [∫ l
0
dλ
∫
Ω∗
n(d)H(λ, ω; )
]
.
Remarque 8.1 Une autre version de cette formule clé, pour laquelle les excursions
sont indexées par l’instant de début, et non le temps local en cet instant, est donnée
en exercice.
Proposition 8.4 – Formule multiplicative
Pour toute fonction positive mesurable f : R+ × Ω∗ → R+, on a :
E
exp
−∑
λ6l
f(λ, eλ)1{τλ>τλ−}
 = exp(− ∫ l
0
dλ
∫
Ω∗
n(d)
(
1− e−f(λ,)
))
Remarque 8.2 Cette proposition peut s’étendre à des fonctionnelles positives, mais
possiblement infinies, en utilisant le théorème de convergence monotone.
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8. B Exercices
Exercice 8.1
Montrer, en utilisant un processus de Poisson réel que la formule multiplicative ne
peut pas s’étendre avec des fonctionnelles aléatoires, i.e. que les expressions
E
exp
−∑
s6t
f(s, ω;Ns −Ns−)
 et E [exp(− ∫ t
0
ds
(
1− e−f(s,ω;1)
))]
sont en général différentes.
Solution. Il suffit d’utiliser l’identité suivante ∑s6t,∆Ns=1 1{Ns≥1} = Nt, on a alors :
E
exp
− ∑
s6t,∆Ns=1
1{Ns≥1}
 = E [e−Nt] = exp(−t(1− e−1)).
D’autre part, on a
E
[
exp
(
−
∫ t
0
ds
(
1− e−1{Ns≥1}
))]
= E
[
exp
(
−(1− e−1)(t− T1)+
)]
,
et cette quantité est strictement plus petite que l’autre, car T1 > 0 p.s.
Exercice 8.2 – Formule additive modifiée
Soit F : R+×Ω×Ω∗ → R processus prévisible par rapport à la filtration (Ft × E)t≥0.
On note G = {τl−, l ≥ 0} l’ensemble des débuts d’excursions du mouvement brow-
nien et is = eλ l’excursion débutant à l’instant s = τλ−.
1. Montrer que :
E
 ∑
s6t,s∈G
F (s, ω; is)
 = E [∫ t
0
dLs
∫
Ω∗
n(d)F (s, ω; )
]
.
2. Soit t ≥ 0, et Γ ⊂ Ω∗ tel que n(Γ) < +∞, on pose
CΓt =
∑
λ≥0:τλ−6t
1{eλ∈Γ},
montrer que CΓt − n(Γ)Lt est une martingale.
Solution. 1. On réécrit la somme étudiée de façon à pouvoir utiliser la formule clé
additive, on a
E
 ∑
s6t,s∈G
F (s, ω; is)
 =E
 ∑
λ≥0:τλ6t
F (τλ−, ω; eλ)

=E
[∫ +∞
0
dλ1{λ6Lt}F (τλ−, ω; eλ)
]
=E
[∫ t
0
dsLsF (s, ω; is)
]
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par changement de variable λ = Ls.
2. On réécrit CΓ de la façon suivante
CΓt =
∑
s∈G,s<t
1{is∈Γ},
par conséquent, E(CΓt − n(Γ)Lt) = 0. On utilise alors la propriété de Markov forte
en dt = inf{s ≥ t : Bs = 0}. On observe que CΓt+s−CΓt est indépendant et de même
loi que CΓs . Cette propriété étant partagée par L, on en déduit que (CΓt − n(Γ)Lt
est une martingale, et plus particulièrement un processus de Lévy.
Exercice 8.3
Soit B un mouvement brownien, et eλ(t) = B(t+τλ−)∧τλ .
1. Montrer que le processus défini par
Xt = |eλ(t− τλ−)| − λ, pour τλ− 6 t 6 τλ,
est le mouvement brownien
∫ t
0 sgn(Bs)dBs.
2. De la même manière montrer que le processus
Yt = |eλ(t− τλ−)|+ λ, pour τλ− 6 t 6 τλ,
est un processus de Bessel de dimension 3.
Solution. 1. Rappelons dans un premier temps la formule de Tanaka :
|Bt| =
∫ t
0
sgnBsdBs + Lt,
donc pour 0 6 t 6 τλ − τλ−, on a :
|eλ(t)| =
∫ τλ−+t
0
sgn(Bs)dBs + λ,
on en déduit
∫ t
0 sgn(Bs)dBs = Xt.
2. Le deuxième résultat s’obtient de la même manière, on observe que Yt =
|Bt|+Lt, donc par théorèmes de Lévy puis de Pitman, ce processus est un processus
de Bessel de dimension 3.
Exercice 8.4 – « Loi » de la longueur d’une excursion
Soit  ∈ Ω∗, on rappelle que V () = inf{s > 0 : (s) = 0} est la longueur de
l’excursion, déterminer la mesure nV vérifiant pour toute fonction mesurable f :
R+ → R : ∫
Ω∗
n(d)f(V ()) =
∫
R+
nV (dv)f(v).
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Solution. Soit µ ≥ 0 donné, on utilise la formule multiplicative avec la fonction
f(λ, ) = µV (), on a
E
exp
−µ∑
λ6l
V (eλ)
 = exp(−l ∫
Ω∗
(
1− e−µV ()
)
n(d)
)
.
D’autre part, ∑λ6l V (eλ) = τl, et on connaît la transformée de Laplace de τl :
E(exp(−µτl)) = exp(−l
√
2µ).
Dès lors, par identification√
2µ =
∫
Ω∗
n(d)
(
1− e−µV ()
)
=
∫
R+
nV (dv)
(
1− e−µv) .
Identifions maintenant la mesure nV . En dérivant par rapport à µ, il vient :∫
R+
nV (dv)ve−µv =
1√
2µ
Or, par définition de la fonction Γ d’Euler et un changement de variable adapté, on
a :
1√
2µ =
1√
2Γ(12)
∫ +∞
0
h−
1
2 e−2µhdh
= 1√
2pi
∫ +∞
0
e−µv
dv√
v
.
Par injectivité de la transformée de Laplace, on en déduit
nV (dv) =
dv√
2piv3
.
Exercice 8.5 – « Loi » de la hauteur d’une excursion 1. Soit  ∈ Ω∗, on
note M() = sups6V () (s) le maximum atteint au cours de l’excursion, dé-
terminer la mesure nM vérifiant pour toute fonction mesurable f : R+ → R :∫
Ω∗
n(d)f(M()) =
∫
R+
nM (dm)f(m).
2. Retrouver, grâce à la théorie des excursions, l’indépendance des processus
(Sτl , l ≥ 0) et (Iτl , l ≥ 0), où on a posé It = infs6tBs.
Solution. 1. On étudie la loi de Sτl , en utilisant la théorie des excursions. En parti-
culier, on note que Sτl = maxλ6lM(eλ). On peut ainsi écrire,
P(Sτl 6 a) = E(1{Sτl6a}) = E
∏
λ6l
1{M(eλ)6a}
 .
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Dès lors, en utilisant la formule multiplicative, on obtient
E
exp
−∑
λ6l
− ln(1{M(eλ)6a})
 = exp(−l ∫ n(d)(1− 1{M()6a}))
= exp (−l nM ((a,+∞))) .
D’autre part, on a également
P(Sτl 6 a) = P(τl 6 Ta) = P(LTa ≥ l) = exp
(
− l2a
)
,
car LTa est une variable aléatoire exponentielle de paramètre 12a (voir Exercice 5.3).
On en déduit nM ((a,+∞)) = 12a , ce qui permet de conclure que nM (dm) =
dm
2m2 .
2. Nous allons maintenant étudier, à l fixé, l’indépendance de Sτl et Iτl . Posons
M∗() = sups6V () |(s)| le plus grand écart à 0 de l’excursion, positive ou négative.
On a alors de la même manière que précédemment, pour tous a, b ≥ 0 :
P(Sτl 6 a, Iτl ≥ −b) =E
∏
λ6l
(
1{M∗(eλ)6a,eλ>0} + 1{M∗(eλ)6b,eλ<0}
)
= exp
(
−l
∫
Ω∗
n(d)1−
(
1{M∗()6a,>0} + 1{M∗()6b,<0}
))
= exp
(
−l
(
n+(M() ≥ a) + n+(M() ≥ b)
))
=P(Sτl 6 a)P(Iτl ≥ −b),
en utilisant la symétrie de la mesure d’Itô sur les ensembles Ω+ et Ω−. Les deux
variables aléatoires sont donc indépendantes à l fixé.
On utilise alors la propriété de Markov forte du mouvement brownien : le couple
(Sτl+l′ , Iτl+l′ est obtenu à partir de (Sτl , Iτl) et d’une copie (Ŝ, Î) de (Sτl′ , Iτl′ ),
indépendante de Fτl en prenant le maximum des deux premières coordonnées et
minimum des secondes. Par conséquent, les deux processus étudiés sont indépen-
dants.
Exercice 8.6
Soit k une fonction mesurable positive et b ≥ 0.
1. Expliciter une fonction φ : R+ → R+ vérifiant pour tout l ≥ 0 :
P
(
sup
s6τl
(|Bs| − k(Ls)) 6 b
)
= exp
(
−
∫ l
0
dλφ(λ)
)
.
2. En déduire l’expression de la fonction
Φk(b) = P
(
sup
s≥0
(|Bs| − k(Ls)) 6 b
)
.
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Solution. 1. On explicite la probabilité P
(
sups6τl(|Bs| − k(Ls)) 6 b
)
à l’aide de la
formule multiplicative
P
(
sup
s6τl
(|Bs| − k(Ls)) 6 b
)
=E
∏
λ6l
1{supu6V (eλ) |(u)|−k(λ)6b}

= exp
(
−
∫ l
0
dλn( sup
u6V ()
|(u)| − k(λ) > b)
)
.
On note M∗() = supu6V () |(u)|. Grâce à l’Exercice 8.5, on a
P
(
sup
s6τl
(|Bs| − k(Ls)) 6 b
)
= exp
(
−
∫ l
0
dλn(M∗() > b+ k(λ)
)
= exp
(
−
∫ l
0
dλ 12(b+ k(λ))
)
.
On en déduit
φ(λ) = 12(b+ k(λ)) .
2. On fait tendre l vers +∞, on obtient par convergence monotone
Φk(b) = exp
(
−
∫ +∞
0
dλ
2(b+ k(λ))
)
.
Exercice 8.7
Montrer que l’on peut indexer les excursions par Q+ de telle manière que si q 6 q′
alors eq arrive avant eq′ .
Solution. On construit la bijection entre Q+ et G = {τλ−, λ ≥ l} comme suit. On
commence par indexer par 1 l’excursion qui enjambe l’instant 1, et pour tout n entier,
on note en l’excursion enjambant l’instant de fin de l’excursion en−1 augmenté de 1.
On se place alors sur un intervalle entre deux excursions marquées par p et p+1.
On associe à 2p+12 l’excursion qui enjambe le milieu de cet intervalle. On raisonne
alors par récurrence sur q. Si pq+1 est un rationnel différent des rationnels auxquels
on a déjà associé une excursion, on associe ce nombre à l’excursion qui enjambe le
point au milieu de l’intervalle entre les excursions associées aux deux rationnels qui
l’encadrent. Ainsi 35 est associé à l’excursion qui enjambe le point situé au milieu
entre la fin de l’excursion e 1
2
et le début de l’excursion e 2
3
.
Comme l’ensemble des excursions est dénombrable, et que chaque excursion en-
jambe un intervalle de mesure strictement positive, après un certain temps un ra-
tionnel lui est attribué presque sûrement.
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Chapitre 9
Sur la loi de l’excursion
standard
Dans ce chapitre, nous allons, suivant l’exemple de Chung, décrire la loi de cer-
taines excursions individuelles. Les excursions que nous choisirons enjamberont soit
l’instant t –autrement dit le début de l’excursion est le dernier zéro du mouvement
brownien avant l’instant t, et la fin de l’excursion est le premier zéro après l’instant
t ; soit l’instant Tc –ce sera alors la première excursion dont la hauteur dépasse c.
Les lois de ces deux excursions individuelles sont différentes ; elles seront toutes deux
utilisées pour décomposer la mesure d’Itô, soit en fonction de la longueur de l’ex-
cursion générique, soit en fonction de sa hauteur. Certains de ces résultats peuvent
être démontrés en utilisant la méthode du grossissement de filtrations, dont nous
parlerons dans le prochain chapitre.
9. A Théorèmes principaux
Soient a 6 b deux instants aléatoires ; on note pour 0 6 u 6 1, B[a,b]u =
1√
b−aBa+u(b−a). On étudie maintenant de manière fine la décomposition de la loi
du mouvement brownien entre les instants 0, gt et dt.
Proposition 9.1
Notons P(3)0 la loi du processus de Bessel de dimension 3 indexé par [0, 1], et issu de
0.
— Le processus B[0,gt] est un pont brownien standard de longueur 1.
— Le processus |B[gt,t]| est un méandre brownien, un processus dont la loi est
M = cX1 · P
(3)
0 .
— Le processus |B[gt,dt]| un pont de Bessel de dimension 3 de longueur 1 appelé
excursion brownienne normalisée.
On peut réaliser une description semblable du mouvement brownien entre les
instants gTc , Tc et dTc .
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Proposition 9.2
Soient R et R′ deux processus de Bessel de dimension 3 indépendants, θc = inf{t ≥
0 : Rt = c} et θ′c = sup{t ≥ 0 : R′t = c}, on a :
(B(gTc+u)∧Tc , u ≥ 0)
(d)=(Ru∧θc , u ≥ 0)
(B(dTc−u)∨Tc , u ≥ 0)
(d)=(R′u∧θ′c , u ≥ 0).
Si on note M (c) = sup{Bu, u ∈ [gTc , dTc ]}, on peut préciser ce résultat :
— M (c)(d)= cU ,
— Conditionnellement à M (c) = m, on pose ρc = inf{t 6 dTc : Bt = M (c)},
les processus (B(gTc+u)∧ρc , u ≥ 0) et (B(dTc−u)∨ρc , u ≥ 0) sont des processus
de Bessel de dimension 3 indépendants issus de 0, considérés jusqu’en leur
premier temps d’atteinte de m respectif.
Soit (Ft)t≥0 la filtration brownienne, on définit, pour tout Γ instant aléatoire, la
tribu du passé jusqu’en Γ,
FΓ = σ(HΓ, H processus prévisible),
ainsi que celle du futur infinitésimal jusqu’en Γ :
FΓ+ = ∩>0FΓ+.
Pour tout réel s ≥ 0, toute fonction γ ∈ C(R+,R) et tout u ≥ 0, on pose
is(γ)(u) = γ(s + u)1{u6ds(γ)}. En particulier, igt(B) représente l’excursion brow-
nienne qui enjambe l’instant t. On peut décrire de la façon suivante la loi de ces
excursions.
Lemme 9.3
Pour toute fonction F mesurable bornée, on a :
E[F (igt)|Fgt ] = q(At, F ),
où on a posé At = t− gt et q(v, F ) = 1n(V >v)
∫
Ω∗ F ()1{V ()>v}n(d).
Ce résultat peut être raffiné de la manière suivante :
E[F (igt)|Fgt , dt − gt = v] = ν(v, F ),
où on a posé ν(v, F ) = n(F |V = v), et cette dernière quantité est déterminée grâce
à la décomposition de la mesure d’Itô en fonction de la longueur des excursions :
n(d) =
∫ +∞
0
nV (dv)n(d|V = v).
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On appelle T un temps d’arrêt terminal si pour tout t ≥ 0, sur l’événement
{T > t}, on a
T (B) = t+ T (B.+t −Bt).
Les résultats prouvés dans le lemme précédent s’étendent ainsi.
Lemme 9.4
Soit T un temps d’arrêt terminal, on a :
E[F (igT )|FgT ] =
1
n(V > T )
∫
Ω∗
F ()1{V ()>T}n(d),
en particulier, igT est indépendant de FgT .
Ce résultat peut également être raffiné ainsi :
E[F (igT )|FgT , dT − gT = v] =
ν(v, F1{V >T})
ν(v,1{V >T})
,
où on rappelle ν(v, F ) = n(F |V = v).
9. B Exercices
Exercice 9.1
Soit t > 0, calculer la loi de dt conditionnellement à gt.
Solution. On calcule E(f(dt)|Fgt) = E(f(V (igt) + gt)|Fgt), grâce au Lemme 9.3
E(f(dt)|Fgt) =
1
n(V > t− gt)
∫
Ω∗
n(d)f(V () + gt)1{V ()>t−gt}
= 1n(V > t− gt)
∫ +∞
t−gt
dv√
2piv3
f(v + gt).
On en déduit
P(dt ≥ a|gt) =
(
t− gt
a− gt
) 1
2 ∧ 1.
Exercice 9.2 1. Montrer que E(f(|Bt|)|Fgt) = 1t−gt
∫+∞
0 e
− y22(t−gt) yf(y)dy.
2. En déduire que t− gt et
√
pi
2 (t− gt) sont des (Fgt)-martingales.
3. Montrer que f(Lt)−
√
pi
2 (t− gt)f ′(Lt) est une (Fgt)-martingale
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Solution. 1. En utilisant la Proposition 9.1, on sait que B[gt,t] est un méandre brow-
nien, indépendant de Fgt par conséquent :
E(f(|Bt|)|Fgt) = E
(
f
(
Bt√
t− gt
√
t− gt
)∣∣∣∣Fgt)
= 1
t− gt
∫ +∞
0
dye−
y2
2(t−gt) yf(y),
par changement de variables.
2. On applique la formule précédente à f(y) = y et f(y) = y2, on obtient :
E(|Bt||Fgt) =
1
t− gt
∫ +∞
0
dye−
y2
2(t−gt) y2 =
√
pi(t− gt)
2 et
E(B2t |Fgt) =
1
t− gt
∫ +∞
0
dye−
y2
2(t−gt) y3 = t− gt.
On a alors
E((t+ s)− 2gt+s|Fgt) = E
(
E
(
E(2(B2t+s − (t+ s))|Fgt+s)|Ft
)
|Fgt
)
=2E(B2t − t|Fgt)
=t− 2gt,
donc (t− 2gt, t ≥ 0) est une (Fgt)-martingale.
Un même raisonnement donne√pi(t− gt)
2 , t ≥ 0
 est une (Fgt)-martingale.
En effet, (Lt = Lgt) en est une, et (|Bt| − Lt) est une (Ft)-martingale.
3. La troisième martingale s’obtient en utilisant que (f(Lt) − |Bt|f ′(Lt), t ≥
0) est une (Ft)-martingale –cf. Exercice 2.4– donc par le même raisonnement que
précédemment, on obtient :
f(Lt)−
√
pi
2 (t− gt)f
′(Lt) est une (Fgt)-martingale.
Exercice 9.3
Pour tout instant t tel que Bt = 0, on note Dt la longueur de la plus longue excursion
avant l’instant t. Soit l ≥ 0 et x ≥ 0, on pose
Lβ(x) = E
[∫ +∞
0
dte−βt1{D(gt)≥x}
]
,
f(x) =
∫ +∞
x
dv√
2piv3
e−βv et
Φl(x, β) = E
(
e−βτl1{D(τl)≥x}
)
.
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1. Pour l ≥ 0, déterminer la loi de Dτl .
2. Montrer que βLβ(x) =
√
2β
∫+∞
0 dlΦl(x, β).
3. Trouver une équation différentielle satisfaite par Φ.
4. En déduite Lβ en fonction de f(x).
5. Résoudre le même problème en considérant Ddt au lieu de Dgt .
6. Par scaling brownien, calculer les transformées de Laplace de 1D(g1) et
1
D(d1) .
Solution. 1. Soit l ≥ 0, on utilise la formule multiplicative des excursions pour
obtenir :
P(Dτl 6 a) =E
∏
λ6l
1{V (eλ)6a}

= exp
[
−l
∫
Ω∗
n(d)
(
1− 1{V ()6a}
)]
= exp (−ln(V () ≥ a)) .
Par conséquent, pour tout a ≥ 0, on a
P(Dτl 6 a) = exp
(
−l
√
2
pia
)
.
Par conséquent, Dτl
(d)=
√
2
pi
l
e , où e est une variable aléatoire de loi exponentielle de
paramètre 1.
2. Calculons maintenant Lβ, par formule additive, on a :
βLβ(x) =β E
∑
λ≥0
∫ τλ
τλ−
dte−βt1{Dgt≥x}

=β E
∑
λ≥0
e−βτλ−1{D(τλ−)≥x}
∫ V (eλ)
0
dte−βt

=E
[∫ +∞
0
dle−βτl1{Dτl≥x}
] ∫
Ω∗
n(d)(1− e−βV ())
Cette dernière équation peut alors se réécrire, en fonction de f et Φl comme :
βLβ(x) =
√
2β
∫ +∞
0
dlΦl(x, β).
3. On utilise à nouveau la formule additive pour déterminer une équation diffé-
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rentielle satisfaite par Φl :
Φl(x, β) =E
∑
λ6l
e−βτλ1{D(τλ)≥x} − e−βτλ−1{D(τλ−)≥x}

=E
[∑
λ6l
e−βτλ−
(
1{D(τλ−)≥x} (exp(−βV (eλ))− 1)
+1{D(τλ−6x}1{V (eλ)≥x} exp(−βV (eλ))
) ]
=−
∫
n(d)
(
1− e−βV ()
) ∫ l
0
dsΦs(x, β)
+
∫
n(d)e−βV ()1{V ()≥x}
∫ l
0
ds(Φs(0, β)− Φs(x, β)).
On rappelle maintenant les deux résultats suivants :
Φl(0, β) = E(e−βτl) = exp(−l
√
2β),
∫
n(d)
(
1− e−βV ()
)
=
∫ +∞
0
dv√
2piv3
(1− e−βv) = √2β,
grâce à l’Exercice 8.4. On en déduit
Φl(x, β) = −
√
2β
∫ l
0
dsΦs(x, β) +
∫ +∞
x
dv√
2piv3
e−βv
∫ l
0
ds(e−s
√
2β − Φs(x, β)).
En utilisant f(x) =
∫+∞
x
dv√
2piv3
e−βv, on obtient finalement l’équation différen-
tielle satisfaite par Φ :
Φl(x, β) = −(
√
2β + f(x))
∫ l
0
dsΦs(x, β) +
f(x)(1− e−l
√
2β)√
2β
.
4. Cette équation différentielle est résolue ainsi
Φl(x, β) = −f(x) exp
(
−l(√2β + f(x)))+ f(x) exp (−l√2β) ,
d’où on tire immédiatement :
βLβ(x) =
f(x)
f(x) +
√
2β
.
5. Mutatis mutandis, on détermine la loi Ddt en calculant L˜β la quantité définie
par
L˜β(x) = E
[∫ +∞
0
dte−βt1{D(dt)≥x}
]
.
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De la même façon que précédemment, on a
βL˜β(x) =β E
∑
λ≥0
∫ τλ
τλ−
dte−βt1{Ddt≥x}

=β E
∑
λ≥0
e−βτl
(
1{D(τλ−)≥x}1{V (eλ)6x} + 1{V (eλ)≥x}
) ∫ V (eλ)
0
dte−βt

=E
[∫ +∞
0
dle−βτl1{Dτl≥x}
] ∫
Ω∗
n(d)(1− e−βV ())1{V ()6x}
+ E
[∫ +∞
0
dle−βτl
] ∫
Ω∗
n(d)(1− e−βV ())1{V ()≥x}.
Calculons entre autres :∫
Ω∗
n(d)(1− e−βV ())1{V ()≥x} =
√
2
pix
− f(x) et
∫
Ω∗
n(d)(1− e−βV ())1{V ()6x} =
√
2β + f(x)−
√
2
pix
.
On obtient donc
βL˜β(x) =
(√
2β + f(x)−
√
2
pix
)∫ +∞
0
dlΦl(x, β) +
√
2
pix − f(x)√
2β
,
ce qui permet de réécrire
βL˜β(x) =
f(x)
f(x) +
√
2β
1−
√
2
pix − f(x)√
2β
+
√
2
pix − f(x)√
2β
= f(x)
f(x) +
√
2β
+
√
2
pix − f(x)
f(x) +
√
2β
=
√
2
pix
f(x) +
√
2β
.
On obtient donc une expression assez semblable à celle associée à Dgt .
6. Observons maintenant que par scaling brownien, on a
Dgt
(d)= tDg1 et Ddt
(d)= tDd1 .
On peut donc réécrire par exemple Lβ(x) comme :∫ +∞
0
dte−βt P
(
Dg1 ≥
x
t
)
=
∫ +∞
0
dte−βt P
(
x
Dg1
6 t
)
.
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On obtient ainsi
L1(x) = E
(
e
− x
Dg1
)
,
et par conséquent,
E
(
exp
(
− λ
Dg1
))
= f(λ)
f(λ) +
√
2
.
De la même manière
E
(
exp
(
− λ
Dd1
))
=
√
2
piλ
f(λ) +
√
2
.
Exercice 9.4
Soit P(3)0 la loi d’un processus de Bessel de dimension 3 issu de 0, W
(1)
0,0 la loi d’un
pont brownien de longueur 1 et (3)Π(1) celle d’une excursion brownienne normalisée,
i.e. ( 1√
dt−gt
|Bgt+u(dt−gt)|, u 6 1).
Trouver φ et ψ tels que, pour tout u < 1, on a : W
(1)
0,0|Fu = φ(u,Xu) ·W|Fu
(3)Π(1)|Fu = ψ(u,Xu) · P
(3)
0 |Fu
Solution. Nous donnerons deux démonstrations de ce résultat, qui pré-
sentent chacune leur intérêt propre
Cette première démonstration peut facilement se généraliser à des processus de
Markov satisfaisant des hypothèses assez générales.
Commençons par étudier le pont brownien β. C’est un mouvement brownien
conditionné à revenir en 0 à l’instant 1. Soit B un mouvement brownien, F mesurable
pour la tribu engendrée par C([0, u],R), et g : R→ R+, on calcule de deux manières
différentes
E (F (Bs, s 6 u)g(B1)) = E (E(F (Bs, s 6 u)|B1)g(B1))
=
∫
R
dx√
2pi
e−
x2
2 g(x)E(F (Bs, s 6 u)|B1 = x)
par conditionnement par rapport à B1 d’une part, et
E (F (Bs, s 6 u)g(B1)) = E [F (Bs, s 6 u)E(g(B1)|Fu)]
=
∫
R
dy√
2pi(1− u)g(y)E
[
exp
(
−(y −Bu)
2
2(1− u)
)
F (Bs, s 6 u)
]
par propriété de Markov d’autre part. Par égalité de ces deux quantités, on tire,
E(F (βs, s 6 u)) = E(F (Bs, s 6 u)|B1 = 0) = E
exp
(
− B2u2(1−u)
)
√
1− u F (Bs, s 6 u)
 .
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On en conclut
W(1)0,0|Fu =
exp
(
− B2u2(1−u)
)
√
1− u ·W|Fu .
On s’intéresse maintenant au pont de Bessel de dimension 3 ρ. Soit B un mou-
vement brownien de dimension 3, on peut écrire, de deux manières différentes :
E [F (‖Bs‖, s 6 u)g(‖B1‖)] =
∫
R3
dx√
2pi3
e−
‖x‖2
2 g(‖x‖)E(F (‖Bs‖, s 6 u)|B1 = x)
=
∫
R3
dx√
2pi(1− u)3
g(‖x‖)E
[
exp
(
−‖x−Bu‖
2
2(1− u)
)
F (‖Bs‖, s 6 u)
]
.
Ceci peut encore être réécrit :
E [F (‖Bs‖, s 6 u)g(‖B1‖)]
=
∫
R+
dr
√
2
pi
r2e−
r2
2 g(r)E(3)0,r(F (Xs, s 6 u))
=
∫
R+
dr
√
2
pi(1− u)3 r
2g(r)
∫
[0,2pi]2
dθ sin(θ)dφ
E
[
exp
(
−‖x(r, θ, φ)−Bu‖
2
2(1− u)
)
F (‖Bs‖, s 6 u)
]
.
On obtient dès lors,
E(F (ρs, s 6 u)) = E
exp
(
− R2u2(1−u)
)
√
(1− u)3 F (Rs, s 6 u)
 .
On en conclut (3)Π(1)|Fu =
exp
(
− R2u2(1−u)
)
√
(1− u)3 · P
(3)
0 |Fu .
Nous pouvons donner une autre preuve de ce résultat, qui utilise fortement le
caractère gaussien des processus considérés.
Commençons par étudier le pont brownien β. On sait que pour tout u < 1, βu
est une variable aléatoire gaussienne centrée de variance u(1−u). On tente de déter-
miner la dérivée de Radon-Nikodym de βu par rapport à Bu, une variable aléatoire
gaussienne centrée de variance u. On obtient φ(u,Xu) =
√
1− u exp(− X2u2(1−u)).
Montrons maintenant que la dérivée de Radon-Nikodym ainsi obtenue est celle
du pont brownien jusqu’en l’instant u par rapport à celle du mouvement brownien
jusqu’en l’instant u. Soit t1 < t2 < · · · < tn < u, on calcule, en conditionnant par
rapport à βu :
E [f(βt1 , βt2 , · · · , βtn , βu), φ(u, βu)] = E
[
f̂(βu)φ(u, βu)
]
= E(f̂(Bu)).
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Or conditionnellement à βu = x ou à Bu = x, le processus jusqu’en l’instant u
est un pont brownien issu de 0 et arrivant en x à l’instant u. Par conséquent
E(f̂(Bu)) = E [f(Bt1 , · · ·Btn , Bu)] ,
φ(u,Xu) est donc bien la dérivée de Radon-Nikodym espérée, et nous avons pour
u < 1 :
W(1)0,0|Fu =
1√
1− u exp
(
− Xu
2
2(1− u)
)
·W|Fu .
De la même manière, un processus de Bessel ou un pont de Bessel sur [0, 1], tous
deux conditionnés à arriver en x à l’instant u sont des ponts de Bessel de longueur
u arrivant en x. Par conséquent, il suffit de calculer la dérivée de Radon-Nikodym
de Xu sous les lois Π(1) et P(3)0 . Sous (3)Π(1), on a :
E(f(Xu)) =
1
(
√
2piu(1− u))3
∫
R3
dxdydzf(
√
x2 + y2 + z2) exp
(
−x
2 + y2 + z2
2u(1− u)
)
,
et sous P(3)0 , on a :
E(3)0 (f(Xu)) =
1
(
√
2piu)3
∫
R3
dxdydzf(
√
x2 + y2 + z2) exp
(
−x
2 + y2 + z2
2u
)
.
Par conséquent on obtient la dérivée de Radon-Nikodym suivante :
(3)Π(1)|Fu = (1− u)−
3
2 exp
(
− X
2
u
2(1− u)
)
· P(3)0 |Fu .
Exercice 9.5 – Une autre construction de l’excursion individuelle
Soit c ∈ R+, on note :
sc :  7→
( 1√
c
(ct)
)
t≥0
.
1. Montrer que pour tout A borélien de Ω∗, on a n(s−1c (A)) = 1√cn(A).
2. On pose ν() = sV ()() la « forme » de l’excursion. Montrer qu’il existe une
mesure γ sur { ∈ Ω∗ : V () = 1} telle que pour tout borelien Γ et réel c ≥ 0
γ(Γ) = n
+(ν−1(Γ) ∩ {V ≥ c})
n+(V > c) .
La mesure γ est considérée comme la loi de l’excursion brownienne indivi-
duelle de longueur 1.
3. Montrer que pour tout S borélien de R+, on a :
n+(ν−1(Γ) ∩ {V ∈ S}) = γ(Γ)n+(V ∈ S).
(Indépendance de la forme et de la longueur de l’excursion.)
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4. Montrer que
γ(Γ) = P(ν(ec) ∈ Γ),
où ec est la première excursion positive de longueur au moins c.
Solution. 1. On remarque pour commencer que n(A) est la paramètre du processus
de Poisson comptant le nombre d’excursions browniennes appartenant à A. On utilise
alors la propriété de scaling du mouvement brownien, c’est-à-dire ( 1√
c
Bct)
(d)=(Bt). Les
deux processus de Poissons
Nl =
∑
λ6l
1{eλ∈A} et N
′
l =
∑
λ6 l√
c
1{sc(eλ)∈A}
sont de même paramètre, d’où n(s−1c (A)) = 1√cn(A).
2. Montrons que n
+(ν−1(Γ) ∩ {V ≥ c})
n+(V ≥ c) est indépendant du paramètre c ≥ 0.
Pour cela on utilise le résultat précédent, on a :
s−1c (ν−1(Γ) ∩ {V ≥ 1}) = ν−1(Γ) ∩ {V ≥ c},
on en déduit :
n+(ν−1(Γ) ∩ {V ≥ c})
n+(V ≥ c) =
n+(ν−1(Γ) ∩ {V ≥ 1})
n+(V ≥ 1) ,
que l’on pose par définition comme égal à γ(Γ).
3. Par définition
n+(ν−1(Γ) ∩ {V ≥ c}) = γ(Γ)n+(V ≥ c),
et par lemme des classes monotones, pour tout S borélien de R+ :
n+(ν−1(Γ) ∩ {V ∈ S}) = γ(Γ)n+(V ∈ S).
4. On utilise maintenant le Lemme des réveils. Soit N le processus de Poisson
comptant les excursions de longueur au moins c qui ont une forme dans Γ, et N ′
celui comptant les excursions de longueur au moins c qui ont une forme différente
de celles dans Γ. Ces deux processus de Poissons sont indépendants car relatifs à
des ensembles disjoints, par conséquent la probabilité que la première excursion de
longueur c ait une forme dans Γ vaut
n+(ν−1(Γ) ∩ {V ≥ c})
n+(ν−1(Γ) ∩ {V ≥ c}) + n+(ν−1(Γ)c ∩ {V ≥ c}) = γ(Γ).
On a donc bien
γ(Γ) = P(ν(ec) ∈ Γ).
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Exercice 9.6 – Autour du méandre brownien 1. Montrer que conditionnel-
lement à g1 = u, le processus (Bt, t 6 u) est un pont brownien de longueur
u. En déduire que B[0,g1] est un pont brownien indépendant de g1 et de
(Bg1+u, u ≥ 0) (utiliser tB 1
t
mouvement brownien).
2. Soit la les temps locaux en 1 du pont brownien, montrer que Lag1 à la même
loi que √g1l
a
g1 .
3. Montrer que |B[g1,1]| est indépendant de Fg1 et que |B1|√1−g1 a pour loi
√
2e.
4. Calculer la loi jointe de (gt, Lt, Bt).
Solution. 1. On sait que B̂t = tB 1
t
est un autre mouvement brownien. Nous allons
donc étudier le processus (Bt, t 6 g1) comme processus défini à partir de B̂. Remar-
quons pour commencer que g1 = 1
d̂1
. Nous pouvons donc réécrire le processus étudié
comme (
tB̂ 1
t
, t 6 1
d̂1
)
.
Or, le processus B˜v = B̂d1+v est un mouvement brownien indépendant de F̂d̂1 ,
donc en particulier de d̂1. En d’autre termes, conditionnellement à g1 = u (i.e.
d̂1 = 1u), le processus (
tB˜ 1
t
− 1
u
, t 6 u
)
,
est un pont brownien standard indépendant de F̂ 1
u
, ce que l’on peut vérifier en
calculant les covariances impliquées.
Par conséquent, conditionnellement à g1 = u, (Bt, t 6 u) est un pont brownien
de longueur u. On en déduit sans peine que conditionnellement à g1, B[0,g1] est un
pont brownien de longueur 1, donc en particulier est indépendant de g1.
2. Il suffit d’appliquer le résultat précédent pour obtenir l’identité en loi es-
comptée. Le processus B[0,g1] suit la loi d’un pont brownien indépendant de g1, par
conséquent
la
(d)= lim
→0
∫ 1
0
1

1{0<Bug1−a√g16√g1}du
= lim
η→0
1√
g1
∫ g1
0
1
η
1{0<Bu−a√g16η}du
= 1√
g1
L
a
√
g1
g1 .
Par indépendance de g1 et de B[0,g1], on obtient l’égalité souhaitée.
3. On s’intéresse maintenant à la loi du méandre brownien |B[g1,1]|. On souhaite
montrer que ce processus est indépendant de Fg1 , pour cela, nous allons à nouveau
écrire ce processus à partir du mouvement brownien B̂. Observons en effet que Fg1
est la tribu du passé de B avant l’instant g1, donc également la tribu du futur
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de B̂ après l’instant d̂1. Cette tribu est, en utilisant la propriété de Markov forte,
indépendante du futur de B, entre les instants g1 et t. Il reste donc à montrer que,
convenablement renormalisé, le processus B[g1,1] est bien indépendant de g1.
Conditionnons par rapport à l’évènement {g1 = u}, nous allons discuter de la loi
de B[u,1]. Observons que ce processus s’écrit
( 1√
1− uB(1−u)t+u −Bu, 0 6 t 6 1)
(d)=(βt, 0 6 t 6 1),
par propriété de scaling du mouvement brownien. Par conséquent, la loi de ce pro-
cessus est indépendante de g1 (la Proposition 9.1 montre que ce processus est un
méandre brownien).
On peut maintenant écrire :
|B1|2 = (1− g1)
(
B
[g1,1]
1
)2
.
Or B21 est le carré d’une gaussienne, et (1 − g1) est une variable aléatoire suivant
la loi de l’arcsinus, indépendante (par ce qui précède) de B[g1,1]1 . Par conséquent, on
peut sans difficultés, par exemple par calcul de la transformée de Legendre, ou en
utilisant les propriétés de l’algèbre beta-gamma vérifier que :(
B
[g1,1]
1
)2
= 2e.
Par conséquent, |B[g1,1]1 |
(d)=
√
2e suit la loi de Rayleight. Le signe de B1 étant indépen-
dant de toutes les autres variables aléatoires considérées, on peut sans peine vérifier
que B[g1,1]1 suit une loi de Rayleight symétrique.
4. La loi jointe de (gt, Lt, Bt) s’obtient grâce à la propriété de scaling :
(gt, Lt, Bt)
(d)=(tg1,
√
tL1,
√
tB1).
De plus, grâce aux calculs que nous avons effectué jusqu’ici, décomposant le mou-
vement brownien jusqu’en l’instant 1 en trois quantités indépendantes : un pont
brownien de longueur 1, un méandre brownien de longueur 1, et une loi de l’arcsinus
indiquant comment les deux processus précédents devaient être renormalisés, et mis
bout-à-bout. C’est ainsi que pour calculer la loi jointe de (g1, L1, |B1|), il suffit de
connaitre la loi de l1 et de 1√1−g1 |B1|, et de réaliser les bonnes renormalisations.
On a alors :
P(g1 ∈ ds, L1 ∈ dl, |B1| ∈ dx) = P(g1 ∈ ds,
√
sl1 ∈ dl,
√
1− s√2e ∈ dx),
et ces trois quantités sont indépendantes. Dès lors, en observant que sgn(B1) est
indépendant des autres variables aléatoires, la densité jointe de (gt, Lt, Bt) est :
1{l≥0,s6t}
l√
2pis3
exp
(
− l
2
2s
)
|x|√
2pi(t− s)3 exp
(
− x
2
2(t− s)
)
.
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Exercice 9.7 – Lien entre le méandre brownien et l’excursion individuelle
standard
SoitM un méandre brownien, montrer que conditionnellement àM1 = 0, le méandre
suit la loi d’une excursion brownienne standard.
Solution. Soit B un mouvement brownien, on pose M = B[g1,1], et on utilise le
mouvement brownien βu = uB 1
u
. Par propriété de Markov, conditionnellement à
B1 = β1 = 0, le processus (β1+s, s ≥ 0) est un mouvement brownien issu de 0. Dès
lors le processus entre 1 et g1 est une excursion de β, que l’on peut renormaliser en
une excursion standard de longueur 1. Par retournement du temps, c’est également
une excursion de B doncM , conditionné àM1 = 0 est bien une excursion brownienne
standard.
Exercice 9.8
Soit Tc = inf{t ≥ 0 : Bt = c} le premier temps d’atteinte de c par le mouvement
brownien B, gt = sup{s 6 t : Bs = 0} le dernier zéro avant l’instant t, et dt =
inf{s ≥ t : Bs = 0} le premier zéro après l’instant t.
1. Calculer la loi de Mc = maxgTc6t6dTc Bt.
2. Calculer la loi de SgTc .
Solution. 1. Observons pour commencer queMc le maximum de Bt entre les instants
gTc et dTc vaut également SdTc le maximum de B avant l’instant dTc . En effet, on a
clairement SgTc < c et Mc ≥ c.
On calcule alors, pour tout x ≥ c :
P(Mc ≥ x) = P(Tx 6 dTc).
On utilise ensuite la propriété de Markov à l’instant Tc,
P (Tx 6 dTc) = Pc(Tx 6 T0) =
c
x
.
Mc est donc une variable aléatoire à densité par rapport à la mesure de Lebesgue
de densité c
x21{x≥c}, c’est-à-dire Mc
(d)= cU .
Remarque 9.1 Ce résultat peut être obtenu simplement en réutilisant l’Exercice 2.5 :
on a vu que le maximum d’une martingale locale positive issue de c tendant vers
0 était égal en distribution à cU . On applique ceci au mouvement brownien issu de
c et absorbé en 0, qui reprend la partie de l’excursion enjambant Tc qui atteint le
maximum sur l’excursion.
2. Trouvons maintenant la loi de SgTc ; pour tout x 6 c, on calcule
P(SgTc 6 x) = P(gTc 6 Tx) = P(Tc 6 dTx).
Par propriété de Markov forte appliquée en Tx, on en déduit P(SgTc 6 x) =
c−x
c , par
conséquent, SgTc est distribuée de manière uniforme sur [0, c].
Chapitre 10
Grossissements de filtrations
De façon générale, quand un espace de probabilité filtré est donné, il existe trois
grandes façons de modifier les semi-martingales. On peut réaliser un changement
de probabilité (théorème de Girsanov), un changement de temps (Doob-Meyer), ou,
comme nous le verrons dans ce chapitre, un changement de filtration. Nous allons
voir que sous certaines hypothèses, il est possible de grossir une filtration donnée
avec une certaine quantité d’information de manière à ce que les martingales de
la filtration d’origine demeurent des semi-martingales pour la nouvelle filtration.
Il est même possible de donner explicitement leur décomposition en somme d’une
martingale et d’un processus à variations finies prévisible, ce qui donne un résultat
équivalent à la formule de Girsanov pour les changements de probabilité. Pour un
panorama assez complet sur le changement de temps et le changement de probabilité,
le lecteur pourra se référer à [2].
Cette théorie a commencé à être développée de façon indépendante par Jenlin et
Yor [17] et M. Barlow [1] ; citons ensuite le volume d’application [18] puis d’essai de
popularisation [25]. Cette théorie nécessite une bonne familiarité avec les principaux
résultats de la théorie générale des processus ; on peut néanmoins reverser la situation
en disant que la théorie du grossissement offre une famille variée d’illustrations de
cette théorie. Malgré de nombreux efforts, on peut dire que cette théorie n’est pas
encore rentrée dans les mœurs, en tout cas pas au même degré que le calcul d’Itô.
Mais ne désespérons pas, ce petit chapitre représente un effort supplémentaire de
popularisation !
10. A Théorème principal
Citons pour commencer le théorème principal de ce chapitre, qui montre que
tout temps aléatoire Λ bien choisi peut être utilisé pour enrichir une filtration sans
modifier les caractères de semi-martingales, ce qui transforme Λ en temps d’arrêt.
Théorème 10.1 – Formule de grossissement
Soit (Ft) une filtration et Γ un ensemble (Ft)-prévisible. On pose Λ(ω) = sup{t ≥
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0 : (t, ω) ∈ Γ} un temps aléatoire, supposé fini presque sûrement.
Pour t ≥ 0, on pose FΛt = Ft ∨ σ(Λ ∧ s, s 6 t). On suppose que pour tout
(Ft)-temps d’arrêt T , on a P(Λ = T ) = 0. Alors toute (Ft)-martingale M est une
(FΛt )-semi-martingale dont on peut donner la décomposition suivante :
Mt = MΛt +
(∫ t∧Λ
0
d〈M,Z〉s
Zs
+
∫ t
Λ∧t
d〈M, 1− Z〉s
1− Zs
)
,
où on a posé Zt = P(Λ > t|Ft).
Remarque 10.1 Si la martingale considérée est un mouvement brownien, alors la par-
tie martingale du processus modifié est encore un mouvement brownien, en utilisant
le théorème de Lévy.
La preuve de ce théorème s’obtient à l’aide des trois lemmes suivants.
Lemme 10.2
Soit J processus (FΛt )-prévisible, il existe J+ et J− deux processus (Ft)-prévisibles
tels que pour tout u ≥ 0 :
Ju = J−u 1{u6Λ} + J+u 1{u≥Λ}.
Lemme 10.3
Soit Zt = P(Λ > t|Ft), on écrit la décomposition de Zt = µt − At où µ est une
martingale locale et A un processus continu croissant.
Pour tout processus F-prévisible k, la formule suivante est satisfaite :
E(kΛ) = E
[∫ +∞
0
ksdAs
]
.
Lemme 10.4
Si k est un processus continu à variations bornées (Ft)-adapté, on a
E(kΛ) = E
(∫ +∞
0
Zudku
)
et
E(
∫ +∞
Λ
dku = E
[∫ +∞
0
(1− Zu)dku
]
.
On insère pour finir un résultat concernant les diffusions (i.e. processus de Markov
sur R= continues. On a montré dans l’Exercice 9.4 que dans le cas du mouvement
Brownien ou du processus de Bessel, la loi d’un pont issu de x terminant en y admet
une dérivée de Radon-Nikodym par rapport à la mesure d’origine du processus. Le
résultat suivant en est une extension.
Proposition 10.5
Soit Xt une diffusion sur R, Px(Xt ∈ dy) = pt(x, y)dy son semi-groupe, que l’on
suppose continu et strictement positif. On note P vx→y la loi de (Xt, t 6 v) sous Px,
conditionné par Xv = y. Si cette famille peut être choisie étroitement continue en
y, alors on a pour tout u 6 v,
P vx→y |Fu =
pv−u(Xu, y)
pv(x, y)
Px|Fu .
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10. B Exercices
Exercice 10.1
Soit B un mouvement brownien. Calculer ZΛ et décrivez B dans la filtration (FΛt )
dans les cas suivants :
— Λ = gt = sup{u 6 t : Bu = 0},
— Λ = gat = sup{u 6 t : Bu = a},
— Λ = gTa avec Ta = inf{t ≥ 0 : Bt = a},
— Λ = gT ∗a avec T ∗a = inf{t ≥ 0 : |Bt| = a}.
Solution. On vérifie pour commencer que tous les temps aléatoires cités précédem-
ment sont bien les derniers instants d’ensembles prévisibles. On a par exemple dans
le troisième cas : gTa = sup{t ≥ 0 : Bt = 0 et St < a}.
On calcule alors dans chacun des cas précédents la valeur de ZΛ, on a, dans le
premier cas
Zgts = P(gt > s|Fs)
= P(t > ds|Fs)
= PBs(t− s > T0)
= Φ
( |Bs|√
t− s
)
1{s<t},
où on a posé Φ(x) =
√
2
pi
∫+∞
x e
−u22 du. En effet, on a pour tout x ≥ 0
Px(T0 < u) = P(Iu < −x) = P
(
|N | < −x√
u
)
.
De la même manière, on a également avec des notations évidentes
Z
gat
s = P(t > das |Fs)
= PBs(t− s > Ta)
= Φ
( |Bs − a|√
t− s
)
1{s<t}.
On a également par des calculs similaires les égalités
Z
gTa
s =P(Ta > ds|Fs)
=1{Ta≥s,Bs≥0} PBs(Ta > ds) + 1{Bs60}
=1− B
+
s∧Ta
a
,
et de la même manière :
Z
gT∗a
s =P(T ∗a > ds|Fs)
=1{T ∗a≥s} PBs(T
∗
a > ds)
=1− |B|s∧T ∗a
a
.
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Pour déterminer la loi du mouvement brownien dans la filtration enrichie, il suffit
alors d’appliquer le Théorème 10.1. On a en particulier, en notant β un mouvement
brownien bien choisi dans la filtration (FΛt ) :
— pour Λ = gt,
Bs = βs +
∫ s∧gt
0
du√
t− u sgn(Bu)
√
2
pi
e
− B
2
u
2(t−u)
Zgtu
+ sgn(Bt)
∫ t∧s
gt∧s
du√
t− u
√
2
pi
e
− B
2
u
2(t−u)
1− Zgtu
 ,
— pour Λ = gat , une expression similaire, en remplaçant Bt par Bt − a
— pour Λ = gTa , en utilisant la formule de Tanaka, on observe que
Bs = βs +
(∫ s∧gTa
0
du
1{Bu>0}
a−Bu +
∫ Ta∧s
gTa∧s
du
Bu
)
,
— et de manière semblable, pour Λ = gT ∗a , on a
Bs = βs +
(∫ s∧gT∗a
0
du sgn(Bu)
a− |Bu| +
∫ T ∗a∧s
gT∗a ∧s
du
Bu
)
.
Exercice 10.2
Déduire de l’exercice précédent la loi de (BgTc+u, u 6 dTc − gTc) qui est la première
excursion qui enjambe l’instant Tc.
Solution. On s’intéresse au mouvement brownien dans la filtration FgTc , on sait que
ce processus s’écrit :
Bs = βs +
(∫ s∧gTc
0
du
1{Bu>0}
c−Bu +
∫ Tc∧s
gTc∧s
du
Bu
)
,
où β est un mouvement brownien dans la nouvelle filtration. Par conséquent, sachant
que BgTc = 0, on a pour tout u ∈ [0, Tc − gTc ] :
BgTc+u = βgTc+u − βgTc +
∫ u
0
dv
BgTc+v
.
Par conséquent, BgTc+. est solution de l’équation différentielle stochastique
dXt = dBt +
dt
Xt
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entre les instants 0 et Tc−gTc . C’est donc un processus de Bessel de dimension 3, issu
de 0, jusqu’en son premier temps d’atteinte de c. De plus, entre les instants Tc− gTc
et dTc − gTc , le processus n’est pas modifié par l’agrandissement de filtration, donc
reste un mouvement brownien.
En appliquant le théorème de retournement du temps de Nagasawa, le mouve-
ment brownien issu de c jusqu’en son premier temps d’atteinte de 0 peut être vu
comme un processus de Bessel de dimension 3 issu de 0 jusqu’en son dernier temps
d’atteinte de c. Par conséquent, l’excursion qui enjambe l’instant Tc a la loi de deux
processus de Bessel de dimension 3 mis dos-à-dos.
Exercice 10.3
Soit N une martingale positive issue de 1 tendant p.s. vers 0 en +∞, étudier la
martingale dans la filtration enrichie par Λ = sup{t ≥ 0 : Nt = sups≥0Ns} le temps
d’atteinte du point maximal de la martingale.
Solution. Rappelons pour commencer que le maximum d’une martingale positive
issue de c > 0 tendant vers 0 en +∞ est égal en loi à cU .
On calcule alors
Zt = P(Λ > t|Ft) = P(sup
u≥t
Nu > sup
s6t
Nu|Ft),
et en décalant le temps d’un facteur t, c’est la probabilité pour que le maximum d’une
martingale issue de Nt, tendant vers 0 en +∞ reste plus grand que St = sups6tNs
qui est, conditionnellement à Ft, une constante. On obtient donc
Zt = P(
Nt
U
> St) =
Nt
St
.
Par conséquent, en utilisant la formule de grossissement, avec la filtration FΛ,
la martingale N s’écrit
Nt = N˜t +
∫ t∧Λ
0
d〈N〉s
Ns
−
∫ t
Λ∧t
d〈N〉s
Ss −Ns .
Exercice 10.4
Soit Rt un processus de Bessel de dimension 3. On pose γa = sup{t ≥ 0 : Rt = a}
et (Rt, t ≥ 0) la filtration naturelle de R.
1. Montrer la formule
P(γa > t|Rt) =
(
a
Rt
)
∧ 1.
2. Donner la décomposition d’Itô de cette sur-martingale.
3. En déduire la loi du processus (Rγa+t − a, t ≥ 0).
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Solution. 1. Rappelons pour commencer que Rt est la solution de l’EDS
Rt =
∫ t
0
ds
Rs
+Bt
On utilise le fait que ( 1Rt ) est une martingale locale positive. Pour tout t ≥
0, ( 1Rt+s , s ≥ 0) est une martingale locale positive issue de 1Rt . On connaît par
conséquent la loi de son maximum,
P(γa > t|Rt) = P
(
sup
s≥t
1
Rs
>
1
a
∣∣∣∣∣Rt
)
=
(
a
Rt
)
∧ 1.
2. On va maintenant décomposer la sur-martingale Z(a)t grâce à la formule d’Itô-
Tanaka :
Z
(a)
t =
∫ t
0
−a
R2s
1{Rs>a}dRs +
∫ t
0
a
R3s
d〈R〉s −
1
2aL
a
t (R).
On obtient donc, en utilisant l’EDS satisfaite par Rt :
Z
(a)
t =
∫ t
0
−a
R2s
1{Rs>a}dBs −
1
2aL
a
t (R).
3. On note R(a)t = R(γa)t la filtration qui transforme γa en un temps d’arrêt.
Dans cette filtration, le mouvement brownien B s’écrit :
Bt = B(a)t +
∫ t∧γa
0
d〈B,Z(a)〉s
Z
(a)
s
+
∫ t
t∧γa
d〈B, 1− Z(a)〉s
1− Z(a)s
,
= B(a)t −
∫ t∧γa
0
a1{Rs>a}ds
R2sZ
(a)
s
+
∫ t
t∧γa
a1{Rs>a}ds
(1− Z(a)s )R2s
.
Or, rappelons que Z(a)t = aRt ∧ 1, et que pour tout t > γa, Rt > a. Par conséquent
Bt = B(a)t −
∫ t∧γa
0
1{Rs>a}ds
Rs
+
∫ t
t∧γa
ads
Rs(Rs − a) .
On pose alors Xt = Rt+γa − a, on observe que X vérifie
Xt = Rt+γa −Rγa
= Bt+γa −Bγa +
∫ t+γa
γa
ds
Rs
= B(a)t+γa −B(a)γa +
∫ t+γa
γa
a
Rs(Rs − a) +
1
Rs
ds.
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On utilise maintenant que γa est un temps d’arrêt pour le mouvement brownien
B(a). On note B̂t = B(a)γa+t −B
(a)
γa , qui est un mouvement brownien. On a alors
Xt = B̂t +
∫ t
0
a
Rs+γa(Rs+γa − a)
+ 1
Rs+γa
ds
= B̂t +
∫ t
0
ds a
Xs(Xs + a)
+ 1
Xs + a
= B̂t +
∫ t
0
ds
Xs
.
Le processus X satisfaisant donc à cette équation différentielle stochastique, c’est
un processus de Bessel de dimension 3 issu de 0.
Exercice 10.5 – Preuve de la formule de grossissement
On n’utilisera bien entendu aucun des résultats listés dans ce chapitre pour résoudre
cet exercice. On se place sous les hypothèses du Théorème 10.1
1. On pose J un processus
(
FΛt
)
-prévisible, montrer que l’on peut trouver J+
et J− deux processus (Ft)-prévisibles tels que pour tout u ≥ 0 :
Ju = J−u 1{u6Λ} + J+u 1{u≥Λ}.
2. Soit Zt = P(Λ > t|Ft), on écrit la décomposition de Zt = µt − At où µ est
une martingale locale et A un processus continu croissant. Montrer que pour
tout processus (Ft)-prévisible k, la formule suivante est satisfaite :
E(kΛ) = E
[∫ +∞
0
ksdAs
]
.
3. Soit k est un processus continu à variations bornées (Ft)-adapté issu de 0,
montrer que
E(kΛ) = E
(∫ +∞
0
Zudku
)
et
E
(∫ +∞
Λ
dku
)
= E
[∫ +∞
0
(1− Zu)dku
]
.
4. En déduire la formule de grossissement.
Solution. 1. On prend pour Ju un processus
(
FΛt
)
-prévisible simple de la forme
Ju = Hs1{u∈(s,t]},
avec Hs une variable aléatoire FΛs -mesurable de la forme
Hs = Ksf(Λ ∧ s),
où Ks est Fs-mesurable, et f est une fonction mesurable R+ → R.
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On observe alors que J−u vérifie :
J−u 1{u6Λ} = Ju1{u6Λ} = Hs1{u∈(s,t]}1{u≥Λ}.
Or lorsque ceci n’est pas nul, on sait que Λ est au moins égal à s. Par conséquent,
on peut réécrire J−u = Ksf(s)1{u∈(s,t]}.
On peut de la même manière écrire
J+u = Ksf(sup{u 6 s|(u, ω) ∈ Γ})1{u∈(s,t]},
qui est bien Fs-mesurable, car Γ est un ensemble prévisible. On conclut par lemme
des classes monotones.
2. On choisit maintenant un processus (Ft)-prévisible ku = Hs1{u∈(s,t]}, avec Hs
une variable aléatoire Fs-mesurable. On peut écrire
E(kΛ) = E(Hs1{Λ∈(s,t]}) = E(Hs(Zs − Zt)) = E(Hs(−As +At))
par propriété de martingale de µ. On peut donc bien écrire
E(kΛ) = E
(∫ +∞
0
kudAu
)
.
On conclut encore par lemme des classes monotones.
3. On utilise le résultat précédent, le processus k est bien prévisible, on a
E(kΛ) =E
(∫ +∞
0
kudAu
)
=E
(
−
∫ +∞
0
kudZu
)
=E
(∫ +∞
0
Zudku − k∞Z∞
)
=E
(∫ +∞
0
Zudku
)
.
par intégration par parties, en utilisant le fait que Z∞ = 0 p.s. De la même manière,
E
(∫ +∞
Λ
dku
)
=E(k∞ − kΛ)
=E
(∫ +∞
0
(1− Zu)dku
)
.
4. Ces trois résultats nous permettent de déduire la formule de grossissement.
Soit (Mt) une Ft-martingale, on souhaite calculer E(Mt −Ms|FΛs ), pour calculer le
« défaut de martingale » dans la nouvelle filtration. Pour cela, soit J un processus
(FΛt )-prévisible borné, que l’on décompose grâce à la question 1, on calcule
E
(∫ +∞
0
JudMu
)
= E
(∫ +∞
0
J+u 1{u≥Λ} + J−u 1{u6Λ}dMu
)
.
10. B. EXERCICES 127
En utilisant le fait que (
∫ t
0 J
+
u dMu) est une (Ft)-martingale, on peut réécrire :
E
(∫ +∞
0
JudMu
)
= E
(∫ Λ
0
(J−u − J+u )dMu
)
.
On applique alors la question 2 au processus kt =
∫ t
0(J−u −J+u )dMu, on obtient :
E
(∫ +∞
0
JudMu
)
=E
(∫ +∞
0
dAt
∫ t
0
(J−u − J+u )dMu
)
=E
(
A∞
∫ +∞
0
(J−u − J+u )dMu
)
par intégration par parties.
Comme Z∞ = 0, on a immédiatement µ∞ = A∞, on peut donc réécrire cette dernière
espérance comme l’espérance du produit de deux martingales locales, donc égale à
l’espérance de leur crochet :
E
(
µ∞
∫ +∞
0
(J−u − J+u )dMu
)
= E
(∫ +∞
0
J−u − J+u d〈M,Z〉u
)
.
On réécrit alors cette dernière quantité, en appliquant les résultats de la question 3
aux processus prévisible à variations finies
∫ t
0
J±u
Zu
d〈M,Z〉u. On a
E
(∫ +∞
0
J−u d〈M,Z〉u
)
= E
(∫ Λ
0
J−u
Zu
d〈M,Z〉u
)
et
E
(∫ +∞
0
J+u d〈M,Z〉u
)
= −E
(∫ +∞
Λ
J+u
1− Zud〈M, 1− Z〉u
)
.
On en déduit
E
(∫ +∞
0
JudMu
)
= E
(∫ Λ
0
Ju
Zu
d〈M,Z〉u +
∫ +∞
Λ
Ju
1− Zud〈M, 1− Z〉u
)
,
par conséquent, le processus M˜ défini par
M˜t = Mt −
∫ t∧Λ
0
d〈M,Z〉u
Zu
−
∫ Λ
t∧Λ
d〈M, 1− Z〉u
1− Zu
est une FΛ-martingale.
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Chapitre 11
Décomposition d’Itô et de
Williams de la mesure d’Itô
La mesure d’Itô étant une mesure σ-finie, il est naturel que les probabilistes aient
cherché à la représenter de plusieurs façons, aussi naturelles que possible, comme
intégrales (σ-finies) de probabilités sur l’espace des trajectoires. On a ainsi obtenu
des décompositions par rapport à la longueur V , ou au maximum M de l’excursion.
Nous avons déjà déterminé précédemment la mesure image de n par les applications
V et M , il s’agit alors de déterminer la loi nV conditionnellement à la variable fixée.
On obtient ainsi deux décompositions différentes de la mesure d’Itô. Dans ces
deux décompositions interviennent des processus dont la loi est connue ; ce sont pré-
cisément le pont de Bessel de dimension 3, ou deux processus de Bessel de dimension
3 mis dos à dos. Il est alors d’intérêt de déterminer une formule de « changement de
variables » entre ces deux décompositions, autrement dit de déterminer la dérivée
de Radon-Nikodým entre les lois de ces deux processus.
11. A Théorèmes principaux
On donne pour commencer la décomposition d’Itô de la mesure n. Celle-ci est
réalisée par rapport à la longueur de l’excursion brownienne.
Théorème 11.1 – Décomposition d’Itô
On note Π(v) la loi du pont de processus de Bessel de dimension 3 de longueur v, on
a alors :
n+(d) =
∫ +∞
0
dv
2
√
2piv3
Π(v)(d).
Remarque 11.1 Afin de réaliser un processus de loi Π(v), on peut considérer un
mouvement brownien C de dimension 3 ; alors (Ct − tvCv)t6v est un pont brownien
dans R3 issu de 0. Enfin, le processus (‖Ct − tvCv‖)t6v suit la loi Π(v).
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Théorème 11.2 – Décomposition de Williams
Notons Π̂(m) la loi de deux processus de Bessel de dimension 3 considérés jusqu’en
leurs premiers temps respectifs d’atteinte du niveau m et mis dos-à-dos. On a alors :
n+(d) =
∫
R+
dm
2m2 Π̂
(m)(d).
Remarque 11.2 Afin de réaliser un processus de loi Π̂(m), on considère R et R′ deux
processus de Bessel jusqu’en leur premier temps d’atteinte de m, notés respective-
ment Tm et T ′m. Le processus défini par :
Xt =
{
Rt pour t 6 Tm
RTm+T ′m−t pour Tm 6 t 6 Tm + T ′m
a pour loi Π̂(m).
Le résultat suivant a pour objet de permettre de passer de la représentation d’Itô
à celle de Williams, et réciproquement.
Théorème 11.3 – Formule de concordance
Soit (ρt, t 6 V ) un processus suivant la loi Π̂(1), on note
(ρ̂v, v 6 1) =
( 1√
V
ρvV , v 6 1
)
.
Le processus ρ̂ a une loi équivalente à Π(1) la loi du pont de Bessel de dimension
3, que l’on note (rv, v 6 1). De plus, pour toute fonction F mesurable positive
E (F (rv, v 6 1)) =
√
pi
2 E
( 1
maxv61 ρ̂v
F (ρ̂v, v 6 1)
)
.
Remarque 11.3 On rappelle que ρ processus suivant la loi Π̂(1) peut être obtenu en
collant dos-à-dos deux processus de Bessel de dimension 3 indépendants jusqu’en
leurs premiers temps d’atteinte respectifs, notés T1 et T ′1, de 1. Dans ce cas, T1 +T ′1
représente le temps de vie de cette excursion et ρ̂ est défini de la manière suivante :
ρ̂v =
1√
T1 + T ′1
ρ((T1 + T ′1)v), v 6 1.
En particulier, la variable aléatoire
√
T1 + T ′1 est l’inverse du maximum de ρ̂ sur
[0, 1], la dérivée de Radon-Nikodym de la loi de ρ̂ par rapport à Π(1) peut donc se
réécrire C
√
T1 + T ′1.
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11. B Exercices
Exercice 11.1
Retrouver la constante C =
√
2
pi de la dérivée de Radon-Nikodym de la loi de ρ̂ par
rapport à Π(1). Pour ce faire, on calculera E(
√
T1 + T ′1), où T1 et T ′1 sont les deux
temps d’atteinte de 1 par des processus de Bessel de dimension 3 indépendants,
grâce à l’égalité suivante
E
(
exp
(
−λ
2
2 T1
))
= λshλ
Solution. On observe pour commencer que
√
λ =
∫ +∞
0
dx1− e
−λx
2
√
pix3
.
Par conséquent, en utilisant le théorème de Fubini, on a
E
(√
T1 + T ′1
)
=
∫ +∞
0
1− E(exp(−(T1 + T ′1)x)
2
√
pix3
dx
=
√
2
pi
∫ +∞
0
1− E
[
exp
(
−(T1 + T ′1)u
2
2
)]
u2
du
=
√
2
pi
∫ +∞
0
(
1− u2(shu)2
)
u2
du.
Il suffit alors de calculer∫ +∞
0
( 1
u2
− 1(shu)2
)
du =
[−1
x
+ coth(x)
]+∞
0
= 1,
dès lors E(
√
T1 + T ′1) =
√
2
pi . En particulier, lors des calculs de dérivée de Radon-
Nikodým :
1 = C E
( 1
maxv61 ρ̂v
)
= C E(
√
T1 + T ′1),
d’où l’on tire C =
√
pi
2
Exercice 11.2 – Lemme de la décomposition de Williams
Soit c ≥ 0, montrer que :
E
[
F (igTc )|FgTc , dTc − gTc = v
]
=
n(F1{V >Tc}|V = v)
n(V > Tc|V = v) .
En déduire, en utilisant la Proposition 9.2 la décomposition de Williams.
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Solution. Soit H un processus prévisible et f, F deux fonctions mesurables bornées,
on calcule l’espérance conditionnelle suivante, grâce à la la formule clé additive
modifiée :
E
[
HgTcF (igTc )f(dTc − gTc)
]
=E
[∑
s∈G
1{s6Tc}HsF (is)f(V (is))1{M(is)≥c}
]
=E
[∫ Tc
0
dLuHu
∫
Ω∗
n(d)F ()f(V ())1{M()≥c}
]
.
Dès lors, e n utilisant la décomposition de la mesure d’Itô selon la longueur des
excursions, on a
E
[
HgTcF (igTc )f(dTc − gTc)
]
= E
[∫ Tc
0
dLuHu
∫ +∞
0
dv√
2piv3
f(v)
∫
Ω∗
n(d|V = v)F ()1{M()≥c}
]
.
On pose ν(v,G) =
∫
Ω∗ G()n(d|V = v), on a alors :
E
[
HgTcF (igTc )f(dTc − gTc)
]
= E
[∫ Tc
0
dLuHu
∫ +∞
0
dv√
2piv3
f(v)ν(v, F1{M≥c})
]
.
En particulier, on observe que ν(dTc−gTc ,F1{M≥c})ν(dTc−gTc ,1{M>c}) est une variable aléatoire me-
surable par rapport à dTc − gTc ; par conséquent, en posant F = 1, on a
E
[
HgTcf(gTc − dTc)
ν(dTc − gTc , F1{M≥c})
ν(dTc − gTc ,1{M>c})
]
= E
[∫ Tc
0
dLuHu
∫ +∞
0
dv√
2piv3
f(ν(v,1{M>c})
ν(v, F1{M≥c})
ν(v,1{M>c})
]
,
on obtient donc bien l’espérance conditionnelle escomptée.
On démontre maintenant la décomposition de Williams pour la mesure d’Itô,
c’est-à-dire
n(·|M = m) = Π̂(m).
On note e(c) l’excursion individuelle qui enjambe Tc, soit Γ un ensemble mesurable
de Ω∗, on a :
P(e(c) ∈ Γ) = n(Γ ∩ {M ≥ c})n(M ≥ c) ,
en effet {V ≥ Tc} = {M ≥ c}. Or n(M ≥ c) =
∫+∞
c
dm
2m2 =
1
2c , par conséquent
n(Γ ∩ {M ≥ c}) = 12c P(e
(c) ∈ Γ)
= 12c
∫ +∞
c
cdm
m2
P(e(c) ∈ Γ|M (c) = m)
=
∫ +∞
c
dm
2m2 Π̂
(m)(Γ)
11. B. EXERCICES 133
On fait maintenant tendre c vers 0, ce qui permet d’obtenir
n+(Γ) =
∫ +∞
0
dm
2m2 Π̂
(m)(Γ),
qui est bien la décomposition de Williams de la mesure d’Itô.
Exercice 11.3
Grâce à la décomposition, on peut définir la notion de temps local en x pour une
excursion  fixée de longueur v. On note cette quantité lxv .
Déterminer la mesure νx telle que pour toute fonction mesurable positive f vé-
rifiant f(0) = 0 on ait : ∫
Ω∗
n(d)f(lxV ()) =
∫
R
νx(dy)f(y).
Solution. Soit µ ≥ 0, on a
E(exp(−µLxτl) =E
exp
−µ∑
λ6l
Lxτl − Lxτl−

=E
exp
−µ∑
λ6l
lxV (eλ)(eλ)

Il suffit d’appliquer la formule multiplicative pour obtenir :
E
exp
−µ∑
λ6l
lxV (eλ)(eλ)
 = exp(−l ∫
Ω∗
n(d)
(
1− e−µlxV ()
))
.
On utilise le théorème de Ray-Knight d’autre part, on a
E(exp(−µLxτl)) = Q0l (exp(−µXx)) = exp
(
l
2Φ
′
µ(0)
)
,
par formule de Ricatti, où Φµ est la seule solution décroissante minorée issue de 1
de l’équation de Sturm-Liouville associée à µδx(dy)
u′′ = 2µδxu.
En intégrant, on trouve, pour t < x :
u′(t) = u′(0) et u(t) = 1 + tu′(0),
et, pour t ≥ x :
u′(t) = u′(0) + 2µ(1 + xu′(0)).
Comme Φµ est souhaitée décroissante et minorée,
Φ′µ(0) + 2µ(1 + xΦ′µ(0)) = 0,
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donc Φ′µ(0) =
−2µ
1 + 2xµ .
On obtient alors, par identification :∫
Ω∗
n(d)
(
1− e−µlxV ()
)
= µ1 + 2µx =
∫
R+
νx(dy)(1− e−µy).
Il reste donc à déterminer νx(dy). On obtient, en dérivant l’égalité ci-dessus où on
obtient en dérivant∫
R+
νx(dy)ye−µy =
1
(1 + 2µx)2
=
∫
R+
dyy exp(−(1 + 2µx)y) = 14x2
∫
R+
ye−
y
2x e−µydy,
on en conclut νx(dy) = 14x2 e
− y2x .
Remarque 11.4 On peut de la même manière calculer toutes les marginales finies-
dimensionnelles de (lxV (), x ≥ 0), et donc obtenir un certain type de théorème de
Ray-Knight pour les excursions sous la mesure d’Itô. La mesure obtenue pour ce
« processus » serait toutefois σ-finie.
Exercice 11.4
Soit δ > 0, on pose :
ηt(δ) =
∑
λ≥0:τλ6t
1{V ()≥δ} et
ξt(δ) =
∑
λ≥0:τλ6t
V ()1{V ()6δ}.
Montrer que : (√
piδ
2 ηt(δ), t ≥ 0
)
−→
δ→0
(Lt, t ≥ 0) p.s.(√
pi
2δ ξt(δ), t ≥ 0
)
−→
δ→0
(Lt, t ≥ 0) p.s.
Solution. Notons pour commencer que ητl(δ) est un processus de Poisson de pa-
ramètre n(V ≥ δ) =
√
2
piδ . Par continuité, pour obtenir la convergence en loi du
processus, il suffit de montrer la convergence sur les instants rationnels, et grâce à
la propriété de Markov, on peut se contenter d’une convergence à t fixé.
Grâce à la loi des grands nombres, on a, pour tout l ≥ 0,
√
piδ
2 ητl −→n→+∞l p.s. La
convergence a donc lieu en temps que processus, donc par composition des processus
on obtient
√
piδ
2 ηt−→δ→0Lt p.s.
Intéressons-nous maintenant à ξ, on observe que
ξt(δ) = −
∫ δ
0
xηt(dx),
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par conséquent, par convergence dominée, on obtient√
pi
2δ ξt(δ) = −
1
δ
∫ δ
0
x
√
piδ
2 ηt(dx)−→δ→0Lt.
Exercice 11.5 1. Calculer E
(
exp
(
−λ
2A(+)τl
2 1{Sτl6a}
))
.
2. En déduire E
(
exp
(
−λ
2A(+)τl
2S2τl
))
= 2λsh(2λ) .
3. En déduire l’identité de Knight A
(+)
τl
2S2τl
(d)= inf{s ≥ 0 : R(3)s = 2}.
Solution. 1. On utilise la formule multiplicative des excursions
E
(
exp
(
−µ
2A
(+)
τl
2 1{Sτl6a}
))
= E
exp
−∑
λ6l
µ2
2 V (eλ)1{eλ≥0} − ln(1{M(eλ)6a})

= exp
[
−l
∫
Ω+
n(d)
(
1− exp
(
−µ
2
2 V ()
)
1{M()6a}
)]
= exp
[
−ln(M() ≥ a)− l
∫ a
0
dm
2m2 Π̂
(m)
(
1− exp
(
−µ
2
2 V ()
))]
,
en utilisant la décomposition de Williams. On calcule alors séparément chacun des
termes. On a pour commencer n(M() ≥ a) = 12a . Ensuite
Π̂(m)
(
1− exp
(
−µ
2
2 V ()
))
= 1− E
(
exp
(
−µ
2
2 (T
(3)
m + T ′
(3)
m )
))
= 1− E
(
exp
(
−µ
2m2
2 T
(3)
1
))2
= 1−
(
µm
sh(µm)
)2
.
Par conséquent∫ a
0
dm
2m2 Π̂
(m)
(
1− exp
(
−µ
2
2 V ()
))
=
∫ a
0
dm
(
1
2m2 −
µ2
2sh(µm)2
)
=
[
µ
ch(µm)
2sh(µm) −
1
2m
]a
0
=µch(µa)2sh(µa) −
1
2a.
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On en déduit la formule suivante
E
(
exp
(
−µ
2A
(+)
τl
2 1{Sτl6a}
))
= exp (−lµcoth(µa)) .
2. Cette formule nous permet d’accéder à la loi jointe de Sτl et A
(+)
τl . En effet,
en dérivant par rapport à a l’expression, on obtient la mesure de la transformée de
Laplace de A(+)τl restreinte à l’ensemble {Sτl ∈ da}. On peut alors calculer l’espérance
de exp
(
−µ
2A(+)τl
2S2τl
)
de la façon suivante. Posons φ(µ, a) = exp (−lµcoth(µa)), on a
E
[
exp
(
−µ
2A
(+)
τl
2S2τl
)]
=
∫
R+
P(Sτl ∈ da)E
[
exp
(
−µ
2A
(+)
τl
2a2
)∣∣∣∣∣Sτl ∈ da
]
=−
∫
R+
da∂2φ
(
µ
a
, a
)
= µ
2
2sh(µ)2
∫
R+
da
a2
exp
(
−lµ 12acoth(µ)
)
= µsh(µ)ch(µ)
= 2µsh(2µ) .
3. On tire de cette égalité l’identité de Knight, en effet, soit T (3)2 le premier temps
d’atteinte de 2 par un processus de Bessel de dimension 3 issu de 0, on a
E
[
e−µ
2T (3)2
]
= 2µsh(2µ) .
Par conséquent, µ
2A(+)τl
2S2τl
(d)=T (3)2 .
Exercice 11.6 – Retour sur une représentation de Skorokhod
Donner à l’aide de la théorie des excursions une démonstration du fait que BTµ a
pour loi µ, où on a posé
Tµ = inf{t ≥ 0 : St ≥ Ψµ(Bt)},
et Ψµ(t) = 1µ([t,+∞))
∫+∞
t xµ(dx) est la fonction de Hardy-Littlewood associée à µ.
Solution. On réécrit Tµ à l’aide de Φµ, l’inverse continue à droite de la fonction de
Hardy-Littlewood Ψµ. On déterminera tout d’abord la loi de STµ , puis on en déduira
la loi de BTµ . On a
Tµ = inf{t ≥ 0 : St ≥ Ψµ(Bt)}
= inf{t ≥ 0 : Φµ(St) ≥ Bt} = inf{t ≥ 0 : St −Bt ≥ St − Φµ(St)}
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Utilisons alors le théorème de Lévy
(St −Bt, St, t ≥ 0)(d)=(|Bt|, Lt, t ≥ 0),
on peut remplacer Tµ par
T ′µ = inf{t ≥ 0 : |Bt| ≥ Lt − Φµ(Lt)},
et on cherche à caractériser la loi de LT ′µ . Or
P(LT ′µ ≥ x) = P(T ′µ ≥ τx).
On étudie alors le nombre Nx d’excursions avant l’instant τx sur lesquelles la condi-
tion |Bt| ≥ Lt − Φµ(Lt) est vérifiée à un moment, plus précisément :
Nx =
∑
l6x
1{M∗(el)≥l−Φµ(l)},
où on a posé M∗() = max06s6V () |(s)|. C’est, grâce à la théorie des excursions
une variable aléatoire de Poisson dont on peut calculer l’espérance :
E(Nx) =
∫ x
0
dl
∫
n(d)1{M∗()>l−Φµ(l)}
=
∫ x
0
dl
∫ +∞
0
dm
m2
1{m>l−Φµ(l)}
=
∫ x
0
dl
l − Φµ(l) .
On a donc
P(STµ ≥ x) = P(LT ′µ ≥ x) = P(Nx = 0) = exp
(
−
∫ x
0
dl
l − Φµ(l)
)
.
On peut maintenant calculer la fonction de répartition de BTµ
P(BTµ ≥ x) = P(Ψµ(BTµ ≥ Ψµ(x)) = P(STµ ≥ Ψµ(x)).
A partir de ce point, les calculs sont identiques à ceux réalisés dans l’Exercice 2.9.
On note ν la loi de BTµ , on a alors par différentiation
ν(dx) = dΨµ(x)Ψµ(x)− xν([x,+∞)),
soit
ν(dx)Ψµ(x) + ν([x,+∞))dΨµ(x) = xν(dx),
et cette équation différentielle sur Ψ se résout de la façon suivante
Ψµ(x) =
1
ν([x,+∞))
∫ +∞
x
tν(dt) = Ψν(x).
Par injectivité de la transformation de Hardy-Littlewood, on en déduit ν = µ, et
BTµ ∼ µ.
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Exercice 11.7 – Araignée brownienne
On admet l’existence d’un processusW appelé araignée brownienne (ou processus de
Walsh) vivant sur la réunion de N demi-droites possédant la même origine. Celui-ci
se comporte comme un mouvement brownien sur chaque demi-droite, et à chaque
retour en 0, choisit instantanément la nouvelle branche uniformément au hasard,
indépendamment du passé.
Plus précisément, la mesure d’Itô des excursions de ce processus est donnée par :
w = 1
N
N∑
i=1
ni,
où ni est l’image de n+ par l’application qui à une excursion positive associe l’ex-
cursion semblable sur la iième branche de la toile.
Prouver l’extension suivante de la loi de l’arcsinus : la loi conjointe des temps
passés dans chacune des branches jusqu’à l’instant 1 est donnée par :
(A11, · · ·AN1 )
(d)=
(
T1∑N
i=1 Ti
, · · · , TN∑N
i=1 Ti
)
,
où T1, · · ·TN sont des variables aléatoires i.i.d. stables de paramètre 12 .
Pour ce faire, on calculera :
∫ +∞
0
dte−µt E
[
exp
(
− 1
L0t
2
N∑
i=1
λiA
i
t
)]
.
Remarque 11.5 Le processus (|Wt|)t≥0 de la distance à l’origine de W est un mou-
vement brownien réfléchi.
Solution. On observe pour commencer que pour tout entier i 6 N et pour tout
l ≥ 0, on peut écrire le temps passé dans la iième demi-droite Di jusqu’en l’instant
τl :
Aiτl =
∑
λ6l
V (eλ)1{eλ∈Di}.
De plus en utilisant les propriétés d’invariance d’échelle du mouvement brownien,
on a, pour tout t > 0 :
(A1t , · · ·ANt )
(d)= t(A11, · · · , AN1 ).
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On calcule alors
∫ +∞
0
dte−µt E
[
exp
(
− 1
L0t
2
N∑
i=1
λiA
i
t
)]
=E
[∫ +∞
0
dt exp
(
−µt− 1
L0t
2
N∑
i=1
λi
∫ t
0
ds1{Ws∈Di}
)]
=E
[∑
l
∫ τl
τl−
dt exp
(
−µt− 1
l2
∫ t
0
ds
N∑
i=1
λi1{Ws∈Di}
)]
=E
[∑
l
exp
(
−µτl− − 1
l2
∫ τl−
0
ds
N∑
i=1
λi1{Ws∈Di}
)
f(l, el)
]
où on a posé
f(λ, ) =
∫ V ()
0
dt exp
(
−µt− t
λ2
N∑
i=1
λi1{∈Di}
)
.
Grâce à la formule additive des excursions, et par le théorème de Fubini, cette
espérance est égale à
∫ +∞
0
dte−µt E
[
exp
(
− 1
L0t
2
N∑
i=1
λiA
i
t
)]
∫ +∞
0
dlφ(l)E
[
exp
(
−µτl − 1
l2
∫ τl
0
ds
N∑
i=1
λi1{Ws∈Di}
)]
,
où on a posé, par décomposition de la mesure d’Itô,
φ(l) = 1
N
N∑
i=1
∫
Ω+
n(d)
∫ V ()
0
dt exp
(
−
(
µ+ λi
l2
)
t
)
= 1
N
N∑
i=1
∫ +∞
0
dv
2
√
2piv3
∫ v
0
dt exp
(
−
(
µ+ λi
l2
)
t
)
= 1
N
N∑
i=1
1
µ+ λi
l2
∫ +∞
0
dv
2
√
2piv3
(
1− exp
(
−
(
µ+ λi
l2
)
v
))
= 1
N
N∑
i=1
1√
2
(
µ+ λi
l2
)
= 1√
2N
N∑
i=1
l√
l2µ+ λi
.
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D’autre part, on a
E
[
exp
(
−µτl − 1
l2
∫ τl
0
N∑
i=1
λi1{Ws∈Di}ds
)]
= exp
[
− l
N
N∑
i=1
∫
n+(d)
[
1− exp
(
−
(
µ+ λi
l2
)
V ()
)]]
= exp
[
− l
N
N∑
i=1
∫ +∞
0
dv
2
√
2piv3
(
1− exp
(
−
(
µ+ λi
l2
)
v
))]
= exp
[
− 1√
2N
N∑
i=1
√
l2µ+ λi
]
= exp[−Φ(l)],
où on a posé Φ(l) = 1√2N
∑N
i=1
√
l2µ+ λi, remarquons en particulier que Φ′(l) =
µφ(l). Par conséquent, on obtient
∫ +∞
0
dte−µt E
[
exp
(
− 1
L0t
2
N∑
i=1
λiA
i
t
)]
1
µ
∫ +∞
0
µφ(l) exp[−Φ(l)]dl = exp[−Φ(0)].
On en déduit∫ +∞
0
e−µt E
[
exp
(
− 1
L0t
2
N∑
i=1
λiA
i
t
)]
dt = exp
[
− 1√
2µN
N∑
i=1
√
λi
]
.
D’autre part, lorsqu’on prend T1, · · ·TN des variables aléatoires stables i.i.d. de
paramètre 12 , on a∫ +∞
0
e−µt E
[
exp
(
−
N∑
i=1
λic
2Ti
)]
dt = 1
µ
exp
(
−c
N∑
i=1
√
λi
)
.
Par conséquent, en utilisant deux fois de suite l’injectivité de la transformée de
Fourier et la propriété de scaling du mouvement brownien, on obtient(
A1t
L0t
2 , · · · ,
ANt
L0t
2
)
(d)= 12N2 (T1, · · ·TN ).
Il suffit maintenant d’utiliser l’égalité triviale ∑Ni=1Ait = t pour conclure. En effet
on obtient alors (
A1t
L0t
2 , · · · ,
ANt
L0t
2 ,
t
L0t
2
)
(d)= 12N2
(
T1, · · ·TN ,
N∑
i=1
Ti
)
,
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d’où on conclut en particulier(
A1t , · · ·ANt
) (d)= t( T1∑N
i=1 Ti
, · · · TN∑N
i=1 Ti
)
.
Remarque 11.6 Il a été montré par Tsirel’son que pour tout N ≥ 3, la filtration
de l’araignée à N branche est une filtration brownienne faible, mais pas forte. En
d’autres termes,
— toute martingale par rapport à la filtration (ANt ) de l’araignée brownienne
peut être représentée comme une intégrale stochastique par rapport au mou-
vement brownien β vérifiant
|Wt| = βt + Lt,
— néanmoins, il n’existe pas de mouvement brownien B tel que AN est la fil-
tration canonique de B.
Bien entendu, pour N = 2, l’araignée à deux branches est un mouvement brow-
nien, donc la filtration associée est fortement brownienne.
Exercice 11.8 – Représentation de Lévy-Khintchine des carrés de Bessel
On rappelle que les lois de carrés de Bessel de dimension δ issu de x vérifient la
relation d’additivité
Qδ+δ
′
x+x′ = Q
δ
x ∗Qδ
′
x′ .
Par conséquent, il est naturel de dire que Qδx est indéfiniment divisible.
Exprimer en fonction de n, la mesure d’Itô du mouvement brownien, la mesure
de Lévy associée à la loi Qδx. Plus précisément, on recherche deux mesures positives
M et N , sigma-finies sur C(R+,R+), vérifiant pour tout δ, x ≥ 0 et toute mesure µ
sigma-finie sur R+ :
Qδx
(
exp
(
−
∫
Xtµ(dt)
))
= exp
[
−
∫
(xM + δN)(dω)
(
1− exp
(
−
∫
ω(t)µ(dt)
))]
.
Solution. On utilise la relation d’additivité : Qδx = Qδ0 ∗Q0x pour accéder séparément
aux mesures M et N . Commençons par déterminer la mesure M ; on s’intéresse
à la loi Q0x. On utilise le théorème de Ray-Knight (Lyτl)y≥0 suit la loi de Q
0
l . Soit
f : R+ → R+ fonction continue à support compact, on calcule alors :
E
(
exp
(
−
∫ +∞
0
Lxτlf(x)dx
))
= E
(
exp
(
−
∫ τl
0
f(Bs)ds
))
.
Utilisant alors la formule multiplicative, on obtient :
E
exp
−∑
λ6l
∫ V (eλ)
0
f(eλ(s))ds
 = exp [−l ∫ n+(d)(1− e− ∫ V ()0 f((s))ds)] .
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On définit alors le temps local d’une excursion lxt , qui est une semi-martingale
–car une excursion normalisée suit la loi d’un pont de Bessel de dimension 3 de
longueur 1– on a alors :
E
(
exp
(
−
∫ +∞
0
Lxτlf(x)dx
))
= exp
(
−l
∫
n+(d)
(
1− exp
(
−
∫ +∞
0
lxV ()f(x)dx
)))
.
On peut étendre ce résultat à toute mesure positive µ(dt) sur R+ ; on a :
Q0l
(
exp
(
−
∫
Xtµ(dt)
))
= exp
[
−l
∫
n+(d)
(
1− exp
(
−
∫ +∞
0
lxV ()µ(dx)
))]
.
Par conséquent,M est la mesure image de n+ par la fonction  7→ (lyV ()())y≥0, dont
on connaît les marginales finies-dimensionnelles grâce à l’Exercice 11.3.
Pour la mesure N , on cherche une représentation de Qδ0 à l’aide des théorèmes
de Ray-Knight. L’Exercice 6.5 nous garantit que
(
Ly∞
(
|B|+ 2δL
))
y≥0 suit la loi Q
δ
0.
On calcule alors, pour toute fonction f : R+ → R+ continue à support compact :
E
[
exp
(
−
∫
f(y)Ly+∞
(
|B|+ 2
δ
L
)
dy
)]
=E
[
exp
(
−
∫ +∞
0
f
(
|Bt|+ 2
δ
Lt
)
dt
)]
=E
exp
−∑
λ≥0
∫ V (eλ)
0
f
(
|eλ(t)|+ 2
δ
λ
)
dt

= exp
[
−
∫ +∞
0
dl
∫
n(d)
[
1− exp
(
−
∫ V ()
0
f
(
|(t)|+ 2
δ
l
)
dt
)]]
On obtient, après changement de variables, le résultat suivant :
exp
[
−δ
∫
N(dω)
(
1− e−
∫
ω(t)f(t)dt
)]
= exp
[
−δ
∫
R+
dl
∫
n+(d)
(
1− e−
∫ V ()
0 f((t)+l)dt
)]
.
Par conséquent, utilisant à nouveau le temps local des excursions, N est la mesure
image de dl ⊗ n+ par l’application (l, ) 7→ (lyV ()(+ l))y≥0.
Remarque 11.7 On peut réécrire N de la façon suivante : on pose Mx la mesure
obtenue de la même façon que M à partir de la loi des excursions partant de x au
lieu de 0. On a alors :
N =
∫ +∞
0
dxMx.
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Exercice 11.9 – Lien avec les processus de Lévy
Soit f ∈ L1loc(R) et g ∈ L2loc(R).
1. Montrer que les processus(∫ τl
0
dsf(Bs), l ≥ 0
)
et
(∫ τl
0
dsg(Bs)dBs, l ≥ 0
)
sont des processus de Lévy.
2. Exprimer leurs mesures de Lévy m(f) et m˜(g) comme images de la mesure
d’Itô.
3. Montrer que tout subordinateur stable peut être représenté sous la forme∫ τl
0 dsf(Bs) pour une certaine fonction f .
4. Montrer que tout processus de Lévy stable symétrique peut être représenté
sous la forme
∫ τl
0 g(Bs)dBs.
Solution. 1. Le fait que Xl =
∫ τl
0 dsf(Bs) soit un processus de Lévy s’obtient en
observant que ce processus est càdlàg, et à accroissements indépendants et station-
naires grâce aux propriétés du mouvement brownien. Le raisonnement est le même
pour Yl =
∫ τl
0 g(Bs)dBs, grâce aux propriétés de l’intégrale stochastique.
2. Pour calculer la mesure de Lévy de ces processus, il suffit de calculer leur
transformée de Laplace
E (exp(−µXl) =E
exp
−µ∑
λ6l
∫ τλ
τλ−
dsf(Bs)

=E
exp
−µ∑
λ6l
∫ V (eλ)
0
dsf(eλ(s))

= exp
(
−
∫
ln(d)
(
1− exp
(
−λintV ()0 dsf((s))
)))
.
Par conséquent, m(f) est l’image de n par l’application  7→ ∫ V ()0 dsf((s)).
De la même manière, on obtient également que m˜(g) est l’image par n de l’ap-
plication  7→ ∫ V ()0 d(s)f((s)), et cette application est bien définie, car  est une
semi-martingale.
3. Un subordinateur stable (Sl) d’exposant α est un processus de Lévy qui vérifie
E(e−λSl) = e−lλα .
La mesure de Lévy de ce subordinateur est donc
ν(dx) = cα
dx
xα+1
,
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où cα est une constante à préciser.
On cherche f sous la forme c|x|γ . Le processus (Xl) est alors bien un subordi-
nateur (un processus de Lévy croissant), et pour vérifier que ce subordinateur est
stable d’indice α, il suffit de vérifier que Xal
(d)=a 1αXl.
Pour cela, on utilise la propriété de scaling du mouvement brownien, on a∫ τal
0
Bγs ds
(d)=aγ
∫ a2τl
0
Bγs
a2
ds
(d)=a2+γ
∫ τl
0
Bγs ds.
Par conséquent, pour tout γ > −1, (∫ τl0 |Bs|γds) est un subordinateur stable d’indice
1
2+γ , on obtient donc un subordinateur stable d’indice 1 < α < 2 en utilisant la
fonction f 7→ |x| 1α−2.
4. On s’intéresse maintenant aux processus de Lévy stables symétriques de pa-
ramètres α, c’est-à-dire vérifiant :
E
(
eiλSt
)
= exp(−tc|λ|α),
de mesure de Lévy dx|x|α+1 . On conjecture que ceux-ci sont construit en utilisant une
fonction g(x) = |x|γ pour γ < 12 . On utilise à nouveau la propriété de scaling du
mouvement brownien pour conclure :∫ τal
0
|Bs|γdBs(d)=aγ+1
∫ a2τl
0
|B s
a2
|γdB s
a2
(d)=aγ+1
∫ τl
0
|Bs|γdBs.
Par conséquent, un processus de Lévy stable symétrique d’indice 0 < α < 2 est
obtenu en utilisant la fonction g : x 7→ 1α − 1.
On peut ainsi obtenir de très nombreux processus de Lévy, en utilisant le mou-
vement brownien. Tous ne sont néanmoins pas représentables de cette manière.
Remarque 11.8 La construction des processus de Lévy stables symétriques peut être
obtenue en étendant l’intégrale d’une fonction du mouvement brownien en utilisant
la notion de valeur principale. Formellement, en utilisant la formule d’Itô, on a∫ τl
0
|Bs|γdBs = −γ2
∫ τl
0
sgn(Bs)|Bs|γ−1ds,
mais cette dernière intégrale n’est pas bien définie car la fonction x 7→ xγ−1 n’est
pas nécessairement dans L1loc. En revanche, si on la définit comme :
lim
→0
−γ
2
∫ t
0
sgn(Bs)|Bs|γ−11{|Bs|>}ds,
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l’égalité précédente tient toujours. La limite existe, comme on peut s’en convaincre
en transformant l’égalité grâce aux temps locaux du mouvement brownien :
γ
2
∫ +∞

xγ−1(L−xt − Lxt ).
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Chapitre 12
Représentations de l’intégrale
de la mesure de Wiener et
formule de Feynman-Kac
La formule de Feynman-Kac, découverte de façon concomitante par chacun des
deux auteurs R. Feynman et M. Kac est quelquefois appelée méthode de la trans-
formée de Laplace double : en effet, elle donne un accès analytique à la transfor-
mée de Laplace d’une fonctionnelle additive du mouvement brownien, prise en un
temps exponentiel indépendant. Nous montrerons ici, en nous inspirant fortement
de [16] comment les principales formules de la théorie des excursions browniennes
permettent de comprendre en profondeur cette formule de Feynman-Kac
12. A Théorèmes principaux
Nous allons commencer par définir quelques notations relatives aux loi de tra-
jectoires de longueur finie. Soit P la loi de (Xu, u 6 T ) et P ′ celle de (X˜u, u 6 S) :
— pour A temps aléatoire, on note P (A) la loi de (Xu, u 6 A ∧ T ) ;
— P · P ′ est la loi de (Xu, u 6 T ; X˜u−T , T 6 u 6 T + S) ;
— pour finir, Pˇ est la loi de (XT−u, u 6 T ).
Nous allons maintenant donner plusieurs représentations de l’intégrale sur R+
de la mesure de Wiener stoppée en chaque instant t, grâce à plusieurs mesures de
trajectoires que nous avons déjà obtenu.
Théorème 12.1
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Les formules intégrales suivantes sont satisfaites :∫ +∞
0
dtW(t) =
(∫ +∞
0
dlW(τl)
)
·
(∫ +∞
0
dvn(v)(., v < V ())
)
,∫ +∞
0
dlW(τl) =
∫ +∞
0
du√
2piu
W(u)0,0 ,∫ +∞
0
dvn+,(v)(., v < V ()) =
∫ +∞
0
daP (3)0
(γa)
,∫ +∞
0
dvn+,(v)(., v < V ()) =
∫ +∞
−∞
daWˇ(T0)a .
On va maintenant utiliser ces représentations intégrales pour obtenir la formule
de Feynman-Kac.
Théorème 12.2 – Formule de Feynman-Kac
Soit q ∈ Cc(R), f ≥ 0 mesurable. On pose :
K =
∫ +∞
0
dte−kt E
[
q(Bt) exp
(
−
∫ t
0
f(Bs)ds
)]
.
On a alors :
K =
∫
R
dxq(x)U (f)(x),
où U (f)(x) est la seule solution de l’équation de Sturm-Liouville :
u′′(x) = (k + f(x))u(x),
avec les conditions :
— u′ existe et est uniformément bornée pour x 6= 0,
— u s’annule en ±∞,
— u′(0+)− u′(0−) = −2
12. B Exercices
Exercice 12.1
Soit R un processus de Bessel de dimension 3 et Jt = infs≥tRs, montrer que :
E
[∫ +∞
0
dJuF (Rs, s 6 u)
]
= E
[∫ +∞
0
du
2Ru
F (Rs, s 6 u)
]
,
en utilisant les résultats sur le maximum de semi-martingales positives.
Solution. On montre l’égalité pour des processus simples Hu = A1{u∈(t,t+s]}, avec
A une variable aléatoire Rt-mesurable. L’égalité à démontrer devient :
E [A(Jt+s − Jt)] = E
[
A
∫ t+s
t
du
2Ru
]
.
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Or, grâce à la propriété de Markov, on a
E [Jt+s − Jt|Ft] = ERt(Js − J0).
De plus,
Jt = inf
s≥t
Rs =
1
sups≥t 1Rs
(d)=URt,
dès lors, pour tout r ≥ 0,
Er [Js − J0|Ft] = 12 Er(Rt − r)
= 12 Er
[∫ s
0
du
Ru
]
grâce à l’équation différentielle stochastique satisfaite par R.
On en déduit
E [Jt+s − Jt|Ft] = E
[∫ s
0
du
2Ru
∣∣∣∣Ft] ,
donc, pour Hu = A1{}u ∈ (t, t+ s], on a
E
[∫ +∞
0
dJuF (Rs, s 6 u)
]
= E
[∫ +∞
0
du
2Ru
F (Rs, s 6 u)
]
,
et on conclut en appliquant le lemme des classes monotones.
Exercice 12.2
Montrer la troisième égalité du Théorème 12.1 :∫ +∞
0
dvn+(v)(., v < V ()) =
∫ +∞
0
daP (3)0
(γa)(.).
Solution. Soit F une fonctionnelle mesurable positive, on commence par utiliser la
décomposition de n+ en fonction de la longueur d’une excursion, pour calculer :∫ +∞
0
dvn+(v)
(
F (u, u 6 v)1{v<V ()}
)
=
∫ +∞
0
dv
∫ +∞
v
dt
2
√
2pit3
Πt(v)(F (Ru, u 6 v)),
où Πt est la loi du pont de Bessel de longueur t. Grâce à la relation d’absolue
continuité entre le pont de Bessel et le processus de Bessel, on peut encore réécrire
cette intégrale :∫ +∞
0
dv
∫ +∞
v
dt
2
√
2pit3
P
(3)
0
[(
t
t− v
) 3
2
exp
(
− R
2
v
2(t− v)
)
F (Ru, u 6 v)
]
.
On utilise alors la formule de Fubini-Tonelli, et par changement de variables :∫ +∞
0
dvP (3)0
[
F (Ru, u 6 v)
∫ +∞
0
dt
2
√
2pit3
exp
(
−R
2
v
2t
)]
.
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on obtient alors, en intégrant par rapport à dt∫ +∞
0
dvn+(v)
(
F (u, u 6 v)1{v<V ()}
)
= P (3)0
[∫ +∞
0
dv
2Rv
F (Ru, u 6 v)
]
.
Par la suite, nous utilisons le résultat de l’Exercice 12.1, cette intégrale peut
encore se réécrire en l’intégrale par rapport à Ju suivante :
P
(3)
0
[∫ +∞
0
dv
2Rv
F (Ru, u 6 v)
]
= P (3)0
[∫ +∞
0
dJvF (Ru, u 6 v)
]
,
il ne reste plus qu’à utiliser un changement de variables pour obtenir :∫ +∞
0
dvn+(v)
(
F (u, u 6 v)1{v<V ()}
)
=
∫ +∞
0
daP (3)0 [F (Ru, u 6 γa)] ,
ce qui nous permet d’obtenir l’égalité.
Exercice 12.3 1. Montrer que
E(Hγa |γa = t) = E(Ht|Rt = a) dtda− p.p.
pour tout processus (Ru)-prévisible borné H.
2. Donner une expression semblable de E(HTa |Ta = t) dans le cas du mouvement
brownien.
Solution. 1. Soit H un processus (Ru)-prévisible borné, et φ(t, x) une fonction conti-
nue bornée. On calcule pour commencer :
E
(∫ +∞
0
daφ(γa, Rγa)Hγa
)
= E
(∫ +∞
0
dJuφ(u,Ru)Hu
)
,
par changement de variables γa = u. Ensuite, en utilisant l’Exercice 12.1, on obtient
E
(∫ +∞
0
daφ(γa, a)Hγa
)
= E
(∫ +∞
0
du
2Ru
φ(u,Ru)Hu
)
.
D’autre part, en conditionnant par rapport à γa ou Ru on obtient, par formule
de Fubini :
E
[∫ +∞
0
daφ(γa, a)E(Hγa |γa)
]
= E
[∫ +∞
0
du
2Ru
φ(u,Ru)E(Hu|Ru)
]
.
On réalise alors un nouveau changement de variables a = Ju, on obtient alors :∫ +∞
0
daE [φ(γa, a)E(Hγa |γa)] =
∫ +∞
0
daE [φ(γa, a)E(Hu|Ru = a)] .
Cette égalité étant valable pour toute fonction φ(γa, a), on a pour λ-presque tout
couple (t, a) :
E(Hγa |γa = t) = E(Ht|Rt = a).
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2. Nous nous intéressons maintenant à E(HTa |Ta = t) pour le mouvement brow-
nien. On réalise alors les même calculs que précédemment en utilisant que (St) est
l’inverse continu à droite de (Ta). Pour toute fonction φ continue bornée, on a
E
(∫ +∞
0
daφ(Ta, a)HTa
)
= E
(∫ +∞
0
dStφ(t, St)Ht
)
.
On utilise alors le théorème d’équivalence de Lévy, et l’Exercice 1.8,
E
(∫ +∞
0
dStφ(t, St)Ht
)
=
∫ +∞
0
du√
2piu
E(φ(u, Su)Hu|Su −Bu = 0).
On peut alors, en réalisant à nouveau le changement de variables t = Ta, par condi-
tionnement par rapport à St
E
(∫ +∞
0
daφ(Ta, a)HTa
)
= E
(∫ +∞
0
daφ(Ta, a)E(Ht|St −Bt = 0, Bt = a)
)
.
Cette égalité étant valable pour toute fonction φ(Ta, a), on a pour λ-presque tout
couple (t, a) :
E(HTa |Ta = t) = E(Ht|St = Bt = a).
Exercice 12.4
Soit f fonction mesurable positive, on note Xt le processus de Markov tué en T (f),
vérifiant pour tout q ∈ Cc :
E(q(Xt)1{T (f)>t}) = E
[
q(Bt) exp
(
−
∫ t
0
f(Bs)ds
)]
.
1. Donner une expression de la transformée de Laplace de T (f).
2. Calculer cette expression de façon explicite lorsque f(x) = c1{x≥0}.
Solution. 1. On souhaite calculer, pour λ ≥ 0
E(exp(−λT (f))) = λ
∫ +∞
0
dt exp(−λt)P(T (f) 6 t).
On observe que :
E(exp(−λT (f))) = 1−
∫ +∞
0
dtλe−λt P(T (f) > t).
Soit qn une suites de fonctions continues à support compact convergeant en croissant
vers 1. Par convergence monotone, on a :∫ +∞
0
dtλe−λt P(T (f) > t) =
∫
R
dxu(λ)(x),
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où u(λ) est la solution de l’équation de Sturm-Liouville u′′ = (λ+f)u. En particulier,
on obtient :
P(T (f) = +∞) =
∫
R
dxu(0)(x)
2. Il reste donc maintenant à déterminer les solutions de l’équation de Sturm-
Liouville associée à f = c1{x≥0}. Soit λ ≥ 0, les solutions de
u′′ = λu
sont de la forme u(x) = Ae
√
λx+Be−
√
λx. Étant données les contraintes recherchées,
on obtient, pour f(x) = c1{x≥0} :
u(λ)(x) = 2√
λ+ c+
√
λ
[
e−
√
λ+cx1{x≥0} + e
√
λx1{x60}
]
,
d’où on tire :
E(exp(−λT (f))) = 2√
λ(λ+ c)
.
Chapitre 13
Temps locaux et Excursions de
diffusions linéaires
Dans ce dernier chapitre, on étend les définitions des temps locaux, et on établit
une théorie des excursions pour les diffusions réelles. Cette classe de processus de
Markov nous semble représenter une famille adéquate pour de telles généralisations,
par rapport au cadre des semi-martingales d’une part, et du mouvement brownien
d’autre part. Il existe toutefois de nombreuses études de temps locaux et d’excursions
dans des cadres Markoviens beaucoup plus généraux, mais ceci dépasse les limites
de notre propos...
On a déjà vu que les temps locaux de semi-martingales peuvent se comporter de
manière contre-intuitive dans certains cas : ainsi le temps local en chaque point d’un
processus à variations finies est nul. Nous définissons ici les temps locaux de diffu-
sion, par certains côtés plus intuitifs, qui reflétera mieux certains aspects du temps
infinitésimal passé à un niveau donné. De façon analogue nous pourrons étendre la
théorie des excursions aux solution d’EDS à « bons coefficients » .
13. A Théorèmes principaux
Soit Xx la solution de l’équation différentielle stochastique
Xxt = x+
∫ t
0
σ(Xs)dBs +
∫ t
0
b(Xs)ds.
Nous allons pour commencer définir la notion de fonction d’échelle.
Définition 13.1
On note Ta = inf{t ≥ 0 : Xt = a}, pour a ∈ R. On dit que h est une fonction
d’échelle associée à X si pour tous a < x < b, on a
Px(Ta 6 Tb) =
h(b)− h(x)
h(b)− h(a) .
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Si une diffusion admet l’identité pour fonction d’échelle, on dit que cette diffusion
est « en échelle normale ».
Proposition 13.2
Les fonctions d’échelles sont définies à affinité près.
Une fonction d’échelle est monotone, peut donc être choisie croissante.
Une fonction d’échelle associée à X est donnée par :
h(x) =
∫ x
0
dy exp
(
−
∫ y
0
dz 2b(z)
σ2(z)
)
.
Théorème 13.3
La fonction h est une fonction d’échelle associée à X si et seulement si h(X) est
une martingale locale. En particulier h(X) est une diffusion en échelle normale.
Définition 13.4
Soit Y une diffusion en échelle normale et W un mouvement brownien de temps
local L. Pour µ mesure de Radon et t ≥ 0, on pose Aµt =
∫
R µ(dx)Lxt . L’inverse
continu à droite de ce processus croissant est noté γµ.
La mesure de vitesse associée à Y est la mesure de Radon m qui vérifie l’égalité
en loi suivante :
(Yt, t ≥ 0)(d)=(Wγmt , t ≥ 0).
Si X est une diffusion réelle, et h sa fonction d’échelle, la mesure de vitesse
associée à X est l’image par h de la mesure de vitesse associée à h(X).
Propriété 13.5
Le semi-groupe de X est absolument continu par rapport à la mesure de vitesse m,
et la dérivée de Radon-Nikodym est symétrique. En d’autres termes :
Px(Xt ∈ dy) = pt(x, y)m(dy)avecpt(x, y) = pt(y, x).
Théorème 13.6
Il existe une famille (lxt , x ∈ R, t ≥ 0) conjointement continue en t et en x, telle que
pour toute fonction f positive mesurable :∫ t
0
f(Xs)ds =
∫
R
m(dx)lxt f(x).
Cette famille est appelée les temps locaux de diffusion de X.
Nous allons maintenant nous intéresser à une théorie des excursions pour les
diffusions réelles. Désormais, les diffusions considérées seront récurrentes, c’est-à-
dire que Px(Ty < +∞) = 1, pour tous x, y. On note (τl, l ≥ 0) l’inverse continu à
droite de (l0t , t ≥ 0). On pose alors eXl (s) = X(τl−+s)∧τl .
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Théorème 13.7 – Théorème d’Itô
Le processus (el)l≥0 est un processus de Poisson ponctuel, i.e. pour tout choix d’en-
sembles mesurables disjoints Γ1, · · ·Γk de Ω∗, les processus à valeurs entières
N
Γj
l =
∑
λ6l
1{eλ∈Γj}
sont soit infinis, soit des processus de Poisson indépendants de paramètre nX(Γj).
La mesure nX est sigma-finie sur Ω∗, on l’appelle la mesure d’Itô de la diffusion
X.
Le processus de Poisson pour la concaténation Xl = (Bt)t6τl a pour mesure de
Lévy nX .
Nous allons maintenant donner deux décompositions possible de la mesure d’Itô,
en fonction de la longueur ou de la hauteur des excursions, comme dans le cas du
mouvement brownien. Pour cela, il est nécessaire de définir un certain nombre de
mesures sur les trajectoires.
On note Px,y la loi de (Xu, u 6 Ty) la loi de la diffusion issue de x tuée en son
premier temps d’atteinte de y. Pour u ≥ 0, on note Px,y,u la loi Px,y conditionnée à
Ty = u. C’est donc une diffusion issue de x, qui, après u, atteint y pour la première
fois.
On note en particulier Px,0,u = limy→0 Px,y,u, et pour finir Πu = limx→0 Px,0,u.
De manière heuristique, cette dernière loi est celle de la diffusion X issue de 0,
conditionnée à retourner en 0 exactement à l’instant u. C’est l’exact analogue du
pont de Bessel 3 dans le cas du mouvement brownien.
De la même manière, on va construire une mesure sur les excursions de hauteur
m. Pour cela, on note P̂x la loi de la diffusion issue de x conditionnée à ne jamais
retourner en 0. Cette loi est un bon analogue du processus de Bessel 3. On note
enfin Π̂m la loi de deux processus suivant la loi P̂0, arrêtés en leurs premiers temps
d’atteinte de m respectifs, et mis dos-à-dos.
On obtient, grâce à ces lois, les décompositions d’Itô et de Williams de la mesure
d’excursion de X.
Théorème 13.8 – Décomposition d’Itô et de Williams
La mesure d’Itô de X peut se décomposer des deux manières suivantes :
nX(d) =
∫ +∞
0
nV (dv)Πv(d) =
∫ +∞
0
nM (dm)Π̂m(d),
où nV et nm sont les mesures images de n par  7→ V () et  7→M().
13. B Exercices
Exercice 13.1
Soit X une solution d’équation différentielle stochastique.
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1. Trouver φ telle que (φ(Xt), t ≥ 0) est une martingale locale.
2. Trouver alors une fonction d’échelle h associée à X.
3. Réciproquement, montrer que si h est une fonction d’échelle associée à X,
alors h(Xt) est une martingale locale.
Solution. 1. On va utiliser la formule d’Itô pour déterminer une fonction φ de classe
C2 telle que φ(X) est une martingale locale. On a :
φ(Xt) = φ(x) +
∫ t
0
φ′(Xs)σ(Xs)dBs +
∫ t
0
φ′(Xs)b(Xs) + φ′′(Xs)
σ2(Xs)
2 ds.
Par conséquent, on choisit pour φ une solution de l’équation différentielle :
σ2
2 φ
′′ + bφ′ = 0.
2. Sur [0, Ta ∧ Tb], X est borné donc φ(X) l’est également. On peut appliquer le
théorème d’arrêt à cette martingale, on obtient :
φ(a)Px(Ta 6 Tb) + φ(b)(1− Px(Ta 6 Tb) = E(φ(XTa∧Tb) = φ(x),
d’où on obtient :
Px(Ta 6 Tb) =
φ(b)− φ(x)
φ(b)− φ(a) ,
h = φ est donc bien une fonction d’échelle associée à X.
3. Soit h une fonction d’échelle associée à X, on pose Yt = h(Xt), et pour a ∈ R,
on pose :
Sa = inf{t ≥ 0 : Yt = a} et Sa,b = Sa ∧ Sb.
Soit a < y < b, montrons que (Yt∧Sa,b , t ≥ 0) est une martingale. On utilise la
propriété de Markov pour calculer l’espérance conditionnelle de ce processus :
Ey(Yt+s∧Sa,b |Ft) = EYt∧Sa,b (Ys∧Sa,b),
il suffit donc de prouver que l’espérance de ce processus est constante, i.e. que pour
tout t ≥ 0, on a Ey(Yt∧Sa,b) = y. On pose alors a = h(α), b = h(β) et y = h(x), on
a alors :
Ey(Yt∧Sa,b) = Ex(h(Xt∧Tα,β )).
Lorsqu’on fait tendre t vers +∞, on obtient :
Ex(h(XTα,β) =
h(β)− h(x)
h(β)− h(α)h(α) +
h(x)− h(α)
h(β)− h(α)h(β) = h(x) = y.
De plus, cette espérance est décroissante au cours du temps, ceci indique qu’elle est
constante, donc que le processus (Yt, t ≥ 0) est une martingale locale.
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Exercice 13.2
Soit X la solution de l’équation différentielle stochastique :
Xt =
∫ t
0
σ(Xs)dBs +
∫ t
0
b(Xs)ds,
on note h une fonction d’échelle associée à X et Yt = h(Xt).
1. Déterminer la mesure de vitesse associée à Y .
2. En déduire la mesure de vitesse associée àX. En particulier, donner la mesure
de vitesse associée au processus de Bessel de dimension d.
Solution. 1. Soit W un mouvement brownien, et ρ une fonction mesurable positive,
on calcule Aµt pour µ(dx) = ρ(x)dx. On a :
Aµt =
∫ t
0
ρ(Ws)ds.
En utilisant la formule d’Itô, Y satisfait l’équation différentielle stochastique
Yt =
∫ t
0
h′(h−1(Ys))σ(h−1(Ys))dBs =
∫ t
0
σ˜(Ys)dBs.
En particulier,
〈Y 〉t =
∫ t
0
σ˜(Ys)2ds.
D’autre part, on a 〈W 〉γµt = γ
µ
t , on souhaite donc trouver µ tel que :
γµt =
∫ t
0
σ˜(Ys)2ds,
autrement dit, W est le mouvement brownien de Dubins-Schwarz associé à Y . Sup-
posons que m existe, et que m(dx) = ρ(x)dx, on obtient :
t =
∫ At
0
σ˜(Wγs)2ds =
∫ t
0
σ˜(Wu)2ρ(Wu)du,
d’où on déduit ρ = 1
σ˜2
. Il suffit maintenant de vérifier que pour ce ρ, l’égalité en loi
est bien satisfaite, ce qui est automatique (c’est la transformée réciproque de celle
de Dubins-Schwarz).
2. La mesure de vitesse associée à X est alors la mesure image de m par h,
on en conclut que cette mesure est également à densité par rapport à la mesure de
Lebesgue, et de densité 1
h′(x)σ2(x) . En particulier, un processus de Bessel de dimension
d est la solution de l’équation différentielles stochastique suivante
Xt = Bt +
∫ t
0
d− 1
2Xs
ds.
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Une fonction d’échelle associée à X est donc de la forme :
h(x) =

x si d = 1
log(x) si d = 2
1
xd−2 sinon.
Par conséquent, la mesure de vitesse associée au processus de Bessel de dimension
d est donnée par :
m(dx) = xd−1dx.
Exercice 13.3 – Lien entre les différentes notions de temps locaux
Soit X,h, Y définis comme précédemment.
1. Montrer l’existence de temps locaux de diffusions pour Y , et les exprimer en
fonction des temps locaux de semi-martingales associés à Y .
2. Déterminer une expression semblable pour les temps locaux de diffusion as-
sociés à X.
3. La théorie des processus de Markov permet de prouver qu’il existe, à une
constante multiplicative près, une unique fonctionnelle additive continue A
associée à un processus de Markov X dont l’ensemble des instants de crois-
sance est p.s. inclus dans {t ≥ 0 : Xt = x}.A est appelé temps local markovien
de X en x si et seulement si il vérifie pour tout y ∈ R :
Ey
(∫ +∞
0
dAse−s
)
= Ey(e−Tx).
Donner un lien entre les temps locaux de processus de Markov, les temps
locaux de diffusions et les temps locaux de semi-martingales de la diffusion
X.
Solution. 1. On calcule dans un premier temps, pour toute fonction f positive me-
surable ∫ t
0
f(Ys)ds =
∫ t
0
f(Ys)
σ˜(Ys)2
d〈Y 〉s
=
∫
R
dxLxt
f(x)
σ˜(x)2
=
∫
R
m(dx)Lxt f(x).
Par conséquent, pour les diffusions en échelle naturelle, on a Lxt = lxt , les temps
locaux de semi-martingales et de diffusions sont les mêmes.
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2. On s’intéresse maintenant à une diffusion arbitraire X :∫ t
0
f(Xs)ds =
∫ t
0
f(Xs)
σ(Xs)2
d〈X〉s
=
∫
R
dxLxt
f(x)
σ(x)2
=
∫
R
m(dx)Lxt f(x)h′(x).
Donc lxt = h′(x)Lxt pour une solution d’équations différentielle stochastique générale.
En d’autres termes les temps locaux de diffusion prennent en compte le temps passé
au voisinage de x en échelle naturelle.
3. Pour étudier le lien entre temps local de diffusion et temps local de processus
de Markov, il suffit d’utiliser le résultat suivant : pour toute fonction mesurable
positive f , on a : ∫ t
0
f(s,Xs)ds =
∫
m(dx)
∫ t
0
dslxsf(s, x).
En prenant l’espérance de cette égalité pour des fonctions f bien choisies, on
obtient : ∫
R
dse−sps(x, y) = Ey
(∫ t
0
e−sdslxs
)
.
On pose R(x, y) =
∫+∞
0 dse−sps(x, y), il reste donc à rappeler que
Ey(e−Tx) =
R(x, y)
R(x, x) ,
pour déduire lxt = R(x, x)L
(M)x
t . Un résultat similaire peut s’obtenir avec les temps
locaux de semi-martingales et la résolvante associée au processus de Markov.
Exercice 13.4
Soit u et v deux fonctions de classe C1, v strictement croissante, et B un mouvement
brownien.
1. Montrer que X = (u(t)Bv(t), t ≥ 0) est une semi-martingale.
2. En déduire une relation entre L0t (X) et L0t (B).
3. Développer une théorie des excursions pour X.
4. Application au pont brownien βt = (1− t)B t
1−t
.
5. Étudier de la même manière le processus Yt = u(gt)Bt.
Solution. 1. On s’intéresse dans un premier temps à Zt = Xv−1(t) = u(v−1(t))Bt.
Par intégration par parties, on obtient :
Zt =
∫ t
0
u(v−1(s))dBs +
∫ t
0
Bs
u(v−1(s))
v′(v−1(s))ds.
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Par changement de temps déterministe,
Xt =
∫ t
0
u(s)dBv(s) +
∫ t
0
Bv(s)u
′(s)ds
donc X est une semi-martingale, dont la partie martingale est
∫ t
0 u(s)dBv(s), de
crochet
∫ t
0 u(s)2v′(s)ds.
2. On calcule ensuite le temps local en 0 de Z. On a :
|Zt| =
∫ t
0
sgn(Zs)dZs + L0t (Z).
D’un autre côté, en intégrant par parties, on a :
|u(v−1(t))||Bt| =
∫ t
0
|u(v−1(s))| sgn(Bs)dBs +
∫ t
0
|u(v−1(s))|dL0s(B)
+
∫ t
0
|Bs| sgn(u(v−1(s)))du(v−1(s)),
Dès lors,
L0t (Z) =
∫ t
0
dsL0s(B)u(v−1(s)).
Par changement de variables déterministe, on a également
L0t (X) =
∫ v(t)
0
dsL0s(B)u(v−1(s)).
3. Pour développer une théorie des excursions, on étudie pour commencer la
transformation d’une excursion du mouvement brownien B commençant en l’instant
v(s). L’excursion correspondante du processus X commence en s, et est donnée par :
iXs (u) = u(s+ u)iBv(s)(v(s+ u)).
On note f(s, ) la fonction qui à une excursion deB à l’instant v(s) associe l’excursion
de X à l’instant s. Soit F (s, ω, ) une fonctionnelle mesurable positive, on calcule
grâce à la formule additive modifiée des excursions :
E
∑
s6t
F (s, ω, iXs )
 = E
∑
s6t
F (s, ω, f(s, iBv(s)))

= E
 ∑
u6v(t)
F (v−1(u), ω, f(v−1(u), iBu ))

= E
[∫ v(t)
0
dsL0s(B)
∫
n(d)F (v−1(s), ω, f(v−1(s), ))
]
= E
[∫ t
0
dsL0s(X)
u(v−1(s))
∫
n(d)F (s, ω, f(s, ))
]
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Cette formule additive modifiée obtenue pour le processus X permet également
d’écrire une formule additive plus « classique » par simple changement de variables :
E
∑
λ6l
F (λ, ω, eXλ )
 = E [∫ l
0
du
∫
n(d)F (u, ω, f(τ
X
u , ))
u(v−1(τXu ))
]
,
ce qui nous indique en particulier que la « mesure de Lévy instantanée » de X en s
est la mesure image de n par f(s, .).
On pourrait également développer une formule multiplicative adaptée au proces-
sus Xt, pour cela, on pose Φ une fonctionnelle positive mesurable, et on note
Fl = exp
−∑
λ6l
Φ(eXλ )
 .
On a
E(Fl) =1 + E
∑
λ6l
Fλ−
(
1− e−Φ(eXλ )
)
=1 + E
[∫ l
0
duFu
∫
n(d)1− e
−Φ(f(τXu ,))
u(v−1(τXu ))
]
,
et les calculs ne peuvent être terminés dans le cas général.
4. Dans le cas du pont brownien βt = (1− t)B t
1−t
, on a
u(t) = 1− t, v(t) = t1− t et v
−1(t) = t1 + t .
En particulier, u(v−1(t)) = 11+t . La formule additive du pont s’écrit donc
E
∑
λ6l
F (λ, ω, eβλ)
 = ∫ l
0
du
∫
n(d)E
[
(1 + τβu )F (u, ω, f(τβu , ))
]
.
On peut également écrire, de façon assez synthétique la formule additive modi-
fiée :
E
∑
s6t
F (s, ω, iβs )

=E
[∫ t
1−t
0
dsL0s(B)
∫
n(d)F
(
s
1 + s, ω, f
(
s
1 + s, 
))]
=
∫ t
1−t
0
du√
2piu
∫
n(d)E
[
F
(
s
1 + s, ω, f
(
s
1 + s, 
))∣∣∣∣Bs = 0]
=
∫ t
0
du√
2piu(1− u)3
∫
n(d)E [F (u, ω, f(u, ))|βu = 0] ,
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en observant que, conditionnellement à βu = 0, le processus (βv, v 6 u) est un pont
brownien de longueur u.
5. Intéressons-nous maintenant au processus Yt. En utilisant la formule de ba-
layage, on a :
Yt =
∫ t
0
u(gs)dBs,
par conséquent 〈Y 〉t =
∫ t
0 u(gs)2ds.
On calcule ensuite le temps local de Y en 0. Par formule d’Itô-Tanaka, on a :
|Yt| =
∫ t
0
sgn(Ys)u(gs)dBs + L0t (Y ),
que l’on peut également écrire :
|u(gt)||Bt| =
∫ t
0
|u(gs)| sgn(Bs)dBs +
∫ t
0
|u(gs)|dL0s(B),
d’où on tire immédiatement :
L0t (Y ) =
∫ t
0
|u(gs)|dL0s(B).
La théorie des excursions se développe de la même manière, on observe que
l’excursion commençant à l’instant s est dilatée d’un facteur u(s).
Exercice 13.5
Soit ξ un processus de Lévy, et θ une fonction mesurable positive rendant intégrable
la fonction définie par la suite.
1. Déterminer λ ≥ 0 tel que Mt = exp
(
λt−∑s6t θ(∆ξs)) est une martingale.
2. Calculer la loi de ξ sous Pθ|Ft = Mt.P|Ft .
Soit b une fonction mesurable et (Xt)t≥0 la solution de l’équation différentielle
stochastique :
Xt = X0 +Bt +
∫ t
0
b(Xs)ds.
3. Trouver φ tel que Mt = φ(Xt) exp(−12
∫ t
0
φ′′(Xs)
φ(Xs) ds) est la dérivée de Radon-
Nikodym de la loi de X par rapport à la mesure de Wiener.
4. En déduire la mesure d’Itô des excursions du processus (Xt)t≥0.
5. En déduire la loi de (τl, l ≥ 0) pour le processus d’Ornstein-Uhlenbeck de
paramètre λ (i.e. b(x) = λx).
Solution. 1. Soit ξ un processus de Lévy, dont on note ν la mesure de Lévy associée.
On calcule pour commencer :
E
exp
−∑
s6t
θ(∆ξs)
 = exp [−t ∫ ν(dx) (1− e−θ(x))] .
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On observe alors que le processus
Mt = exp
t ∫ ν(dx) (1− e−θ(x))−∑
s6t
θ(∆ξs)
 ,
est un processus à espérance constante, et de plus, on voit aisément que :
E(Mt+s|Ft) = Mt E(Ms) = Mt.
Par conséquent, M est une martingale.
2. Observons pour commencer que la partie continue de ξ est un processus sto-
chastique indépendant de (Mt), donc n’est pas modifiée par le changement de loi.
On calcule la transformée de Fourier, sous Pθ de ξ(d). On a :
Eθ(exp(iλξ(d)t ))
=E
(
Mt exp(iλξ(d)t )
)
= exp
[
t
∫
ν(dx)
(
1− e−θ(x)
)]
E
exp
−∑
s6t
θ(∆ξs)− iλ∆ξs

= exp
[
t
∫
ν(dx)
(
1− e−θ(x)
)
− t
∫
ν(dx)
(
1− e−θ(x)+iλx
)]
.
Par conséquent, sous Pθ, ξ est encore un processus de Lévy, de mêmes dispersions
et dérive que sous P, et de mesure de Lévy associée donnée par n(dx)e−θ(x).
3. Nous allons raisonner de la même manière dans le cas du mouvement brownien,
vu comme un processus de Lévy. Soit φ une fonction de classe C2, on a par formule
d’Itô, sous W :
Mt = φ(Xt) exp
(
−12
∫ t
0
φ′′(Xs)
φ(Xs)
ds
)
= φ(0) +
∫ t
0
φ′(Xs)
φ(Xs)
MsdXs.
En particulier, (Mt, t ≥ 0) est une martingale. Par conséquent, sous Pφ = M.W,
par formule de Girsanov, X satisfait l’équation différentielle stochastique suivante :
Xt = Bt +
∫ t
0
φ′(Xs)
φ(Xs)
ds.
Par conséquent,X satisfait l’équation différentielle recherchée si φ satisfait l’équation
différentielle :
φ′ − bφ = 0.
On note par conséquent φ(x) = exp (
∫ x
0 b(y)dy).
4. L’existence d’une théorie des excursions de X sous Pφ est assez simple à
vérifier. On note (Lt)t≥0 le temps local en 0 de X et (τl)l≥0 l’inverse continu à droite
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de L. Pour tout l ≥ 0, on pose el(s) = B(τl−+s)∧τl . Remarquons que pour tout
0 6 l 6 L∞, on a :
Xτl = 0 = Bτl +
∫ τl
0
b(Xs)ds,
par conséquent on a également :
Xτl+t = Bτl+t −Bτl +
∫ t
0
b(Xτl+s)ds.
On obtient, par propriété de Markov forte, que conditionnellement à L∞ ≥ l le
processus (Xτl+t)t≥0 est de même loi que X et indépendant de Fτl . Il est aisé d’en
déduire que le processus (el)l6L∞ est un processus de Poisson ponctuel sur Ω∗, de
mesure de Lévy nb.
Afin d’obtenir cette mesure de Lévy, on utilise la formule multiplicative des
excursions de deux manières différentes. Pour commencer, on a :
Eφ
exp
−∑
λ6l
ψ(eλ)
 = exp(−l ∫ nb(d) (1− e−ψ())) .
D’un autre côté, on a également :
Eφ
exp
−∑
λ6l
ψ(eλ)

=E
exp
−∑
λ6l
ψ(eλ)
φ(Xτl) exp(−12
∫ τl
0
φ′′(Xs)
φ(Xs)
ds
)
=E
exp
−∑
λ6l
ψ(eλ) +
∫ V (eλ)
0
φ′′(eλ(s))
2φ(eλ(s))
ds

= exp
(
−l
∫
n(d)
(
1− e−ψ()−
∫ V ()
0
φ′′(s)
2φ(s) ds
))
.
Étant donné que l’on a en particulier∫
n(d)
(
1− e−
∫ V ()
0
φ′′(s
2φ(s)ds
)
= 0,
on peut en déduire que nb est à densité par rapport à n, et que l’on a :
dnb
dn () = exp
(
−12
∫ V ()
0
b(s)2 + b′(s)ds
)
.
Remarque 13.1 Ce calcul est en réalité exactement le pendant de celui qui a été
réalisé précédemment.
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5. Intéressons-nous maintenant à la loi du processus (τl, l ≥ 0) pour le processus
d’Ornstein- Uhlenbeck. Grâce à la propriété de Markov forte, on observe immédia-
tement que (τl, l ≥ 0) est un subordinateur. Il reste donc à calculer la mesure de
Lévy de τl. Pour cela, on va calculer sa transformée de Laplace :
E(e−µτl) = exp
(
−l
∫
nb(d)
(
1− e−µV ()
))
= exp
[
−l
∫
n(d)
[
1− exp
(
−
(
µ− λ2
)
V ()−
∫ V ()
0
λ2
2 
2
s + λds
)]]
= exp
(
−l
∫ +∞
0
e−
λ
2 vdv√
2piv3
(
1− e−µv)) .
La mesure de Lévy de τl est donc
e−
λ
2 vdv√
2piv3
.
Exercice 13.6
Montrer que pour une diffusion à valeurs positives, la mesure nM image de la mesure
de Lévy par  7→M() est donnée par :
nM ([a,+∞)) = n(M ≥ a) = 1
h(a) ,
où h est une bonne fonction d’échelle associée à X.
Solution. Nous allons démontrer ce résultat en nous basant sur la démonstration
réalisée dans le cas du mouvement brownien. En effet, on a, pour tout a ≥ 0 :
P(XτX
l
6 a) = P(h(XτX
l
6 h(a)) = P(Th(a)(h(X)) ≥ τh(X)l ),
en choisissant judicieusement la fonction d’échelle comme étant nulle et de dérivée
1 en 0. On utilise alors pour Yt = h(Xt) une martingale locale positive, la propriété
suivante :
P(Th(a) ≥ τl) = P(LTh(a) ≥ l) = exp
(
− l
h(a)
)
.
En effet, par utilisation de la propriété de Markov, on observe que :
P(LT(h(a) ≥ l + l′|LT(h(a) 6 l) = P(LT(h(a) ≥ l′),
donc la loi de cette variable aléatoire est bien exponentielle, on utilise alors le calcul :
E(LTh(a)) = E(|YTh(a) |) = h(a),
pour trouver le paramètre de cette variable aléatoire exponentielle. On en déduit,
en utilisant la formule multiplicative des excursions que l’on a bien
n(M ≥ a) = 1
h(a) .
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