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Detecting outliers in high dimension datasets remains a challenging 
task. Under this circumstance, robust location and scale estimators are 
usually proposed in place of the classical estimators. Recently, a new 
robust estimator for multivariate data known as minimum variance 
vector (MVV) was introduced. Besides inheriting the nice properties 
of the famous MCD estimator, MVV is computationally more 
efficient. This paper proposes MVV to detect outliers via Mahalanobis 
squared distance (MSD). The results revealed that MVV is more 
effective in detecting outliers and in controlling Type I error compared 
with MCD. 
 
 
