SYNONYMS
The SENSOR NETWORK LOCALIZATION PROBLEM is a variant of the EUCLIDEAN DIS-TANCE MATRIX COMPLETION PROBLEM [2, 3] and the GRAPH REALIZATION PROBLEM.
INTRODUCTION
Research on ad hoc wireless sensor networks has increased greatly in recent years [24] . Sensor networks usually consist of a large number of sensors which are deployed to collect data of interest. Such networks are versatile tools which provide a low-cost method of target tracking, as well as monitoring seismic activity, temperature, sound levels, and light [7] . Information gathered by the sensors is only useful if the positions of the sensors are known. However, it is often the case that the use of a GPS system is too costly or, consumes too much power, or the network is being deployed in a location in which GPS is denied [20] .
Recently, techniques have been developed which estimate the node locations based on a mixture of distance measurements and angle measurements between pairs of nodes in the network. This problem is referred to as the SENSOR NETWORK LOCALIZATION PROBLEM, (SNLP) and can be formally stated as follows: Given the true positions of some of the nodes and the pair-wise distances between some nodes, how can the positions of all of the nodes be estimated? [6, 7, 28] .
2.1. Organization. Throughout the article, we will investigate the SNLP. In the following section, we formally define the problem statement and in Section 4, we review several solution techniques which appear throughout the literature. In Subsection 4.2, we describe a semidefinite programming (SDP) model for the problem. We then provide a general assessment of this approach and describe some implementation details. We highlight this method specifically because of its advantages over heuristic methods. Particularly, the SDP method is known to localize any network whenever a unique solution exists, and to do so in polynomial time. We provide some concluding remarks in Section 5 and indicate directions of future research. Finally, a list of cross references is provided in Section 6. We conclude this section with an introduction to some of the symbology that will appear most prevalently throughout the article.
Idiosyncrasies.
Here we briefly introduce some of the symbols and notations we will employ throughout this paper. Define the trace of a symmetric matrix A, denoted Trace(A) as the sum of the diagonal entries. The standard trace inner product of two matrices A and B is given as A, B = Trace(A T B). The 2-norm of a vector x is denoted as ||x|| and is defined to be x, x . A positive semidefinite matrix A will be denoted as A 0. Agree to let I d and 0 d respectively represent the identity matrix and a vector containing all zeros, both with dimension d ∈ Z. Finally, we will use italics for emphasis, CALLIGRAPHY to refer to formulations, and SMALL CAPS for problem names. Any other locally used terms and symbols will be defined in the sections in which they appear. 
FORMULATION
A wireless sensor network is typically made up of a number of densely distributed sensors that collect data. An instance of the SNLP consists of a set of m so-called anchor points whose positions are known a priori [7, 11, 21] . The object is to determine the location of n sensor points in the system based upon information obtained from the anchor sensors. Let the anchor points and the sensor points be respectively denoted as a 1 , a 2 , . . . , a m ∈ R d and x 1 , x 2 , . . . , x n ∈ R d . The Euclidean distancesd kj between points a k and x j for some k, j, and d ij between x i and x j for some i < j are also given. Let N a = {(k, j) : d k,j is specified} denote the sensor/sensor pairs and N x = {(i, j) : i < j, d ij is specified} represent the sensor/anchor. Then the SENSOR NETWORK LOCALIZATION PROBLEM as defined in [7] is to find the localization (estimated position) of x i , x 2 , . . . , x n ∈ R d such that:
From this seemingly simple formulation, many difficult questions arise. For a given instance of the SNLP, does this instance have a realization in the required dimension? If so, is the realization unique? We should note that these two seemingly related questions are quite different from a computational perspective. It has been shown that determining if an instance of the SNLP has a unique realization in R 2 can be determined efficiently under certain assumptions [19] . On the other hand, it remains N P-complete [16] to compute a realization on the plane, even if the instance is known to have a unique realization [5] . This is the main problem of interest in this article.
METHODS
In this section, we review several solution methods which have been applied to the SNLP. Particularly in Subsection 4.2, we highlight the techniques of Ye et al. [1, 7, 8, 28] and the application of semidefinite programming methods for efficiently computing solutions to large-scale instances of the SNLP under a variety of circumstances.
Review of Solution Approaches.
Several techniques have been applied the the SNLP, all having some redeeming qualities [7, 15, 17] . Several techniques involve the use of distance or angle measurements between the anchor points in order to compute a localization [12, 14, 23, 25, 26, 27] . Another common technique used by Bulusu et al. [10] and Howard et al. [18] is to employ a grid or a set of surveyed points whose locations are known. Then, the sensor localization is attempted using the relative distances between sensors and the set of beacon points [7] .
The so-called "DV-Hop" technique of Niculescu and Nash [23] is an efficient method in dense topologies whereby the anchor nodes flood the network with their location information. This allows other points to triangulate their positions based on the information of the anchor nodes. This information is then passed along to other sensor nodes who use the combined locations to triangulate their positions. However, for widely dispersed and irregular topologies, the relative errors in the node estimation tends to be fairly substantial.
A similar technique proposed by Savarese et al. [25] uses a method similar to the "DVHop" algorithm described above to provide a rough estimate of the location information. These estimates are then improved by applying a least-squares triangulation using these estimates as well as a new collection of estimated positions [7] .
The "iterative multilateration" technique of Savvides et al. [26] is another effective method especially when the number of anchor nodes is relatively high. This method calculates via triangulation the positions of those nodes that are adjacent to at least three anchor points. Then these new localized nodes become anchor points and the process continues. In the end every node in the network has become an anchor.
In [14] , the so-called "mutlidimensional scaling" algorithm is proposed. The heuristic begins by making an initial estimate of the node positions based solely on the connectivity and basic distance and angle information of the non-anchor nodes. Then using a variant of singular value decomposition [29] , a map is generated of the relative locations of the nodes. Finally, these estimates are greatly improved and an absolute global map is produced by taking into account the locations of the anchor nodes and updating the estimates accordingly.
The work of Doherty et al. [12] involves a technique in which linear bounding hyperplanes are used to model the proximity constraints on the nodes which can communication with each other as convex constraints. [1, 7] . However, these constraints are often too loose and provide solutions which are not helpful in terms of calculating the unique realization of the sensors.
As we see, the drawback with most sensor network localization techniques involving heuristics is that they do not always find a unique solution even when it exists, or require excessive computation time to do so [28] . A recently developed method introduced by So and Ye in [28] uses a semidefinite programming (SDP) model that guarantees the discovery of a unique solution when it exists. Furthermore, the solution can be computed in polynomial time. In the following subsection, we present the SDP model, discuss the motivation behind using this approach and analyze some properties of the model.
Semidefinite Programming Model.
A semidefinite program is a convex optimization problem where the objective function is linear and the constraint is defined by a linear matrix inequality. Given a vector c ∈ R m , and m+1 symmetric matrices F 0 , F 1 , . . . , F m ∈ R nxn , a semidefinite program can be written in the form:
where F (x) = F 0 + m i=1 x i F i , and F (x) 0 implies that F (x) is positive semidefinite [13, 30] . Hence, both the objective function and the constraint are convex, and therefore semidefinite programs are closely related to linear programs, and many algorithms for solving linear programming problems have generalizations that apply to semidefinite programs as well [30] .
In [28] , the authors note that (1) is a non-convex optimization problem, which is difficult to solve in general. They propose a SDP relaxation by converting the nonconvex quadratic distance constraints into linear constraints as follows. Specifically, let X = [x 1 , x 2 , . . . , x n ] be the d × n matrix which we are are trying to determine. Let e ij ∈ R be the vector where the i-th position is 1, the j-th position is −1, and all other entries are zeros. Then for all (i, j) ∈ N x , we have that:
Furthermore, for all (k, j) ∈ N a it follows that
where e j is a vector of all zeros except for −1 at entry j, and (a k ; e j ) ∈ R d+n is a vector consisting of a k "on top of" e j [7] . Using these definitions, we can reformulate the problem as follows.
The intuition behind the SDP formulation is to relax constraint (7) to Y X T X; thus implying that Y − X T X is positive semidefinite. Boyd et al. [9] among others have shown that a positive semidefinite matrix Y − X T X can be expressed as
Define
Then the SDP relaxation of the SNLP as given in [28] , is to find Z ∈ R (d+n)×(d+n) to:
subject to
Notice that by definition, any feasible solution matrix Z must have at least rank d [7] . We can formulate the dual of the SDP relaxation as
0.
Notice that the dual formulation is always feasible. In particular having V = 0, y ij = 0 for all (i, j) ∈ N x , and w kj = 0 for all (k, j) ∈ N a forms a feasible solution.
In [28] , So and Ye postulate and prove several results regarding the above formulations. We will highlight the key theorems and provide a basic analysis. For detailed proofs and a more in-depth study, see [28] .
The first result provides a class of instances for which the SDP relaxation is exact, i.e. for instances when the matrix Z has rank d. Suppose that formulation SDP is feasible. This implies that the distance measurements d ij andd kj are exact for the positionsX = [x 1 , . . .x n ]. Then, we have the following result. Theorem 1. LetZ be a feasible solution for SDP andŪ be an optimal slack matrix of SDP-D. Then by the duality theorem for semidefinite programming [4] , it follows that:
A immediate consequence of this theorem is that for optimal dual slack matricesŪ such that rank(Ū ) = n, it follows that rank(Z) = d. Therefore, formulation SN LP is equivalent to formulation SDP implying that the SN LP formulation can be solved optimally in polynomial time [28] .
The next theorem establishes the existence of a large group of efficiently localizable graphs.
Theorem 2. Suppose that the network in question is connected. Then the following are equivalent:
(1) Problem SN LP is uniquely localizable. This theorem has several significant implications. First, we have that as long as SN LP has a unique localization, then it can be computed in polynomial time by solving the corresponding semidefinite relaxation. The converse also holds. That is, if the solution matrix to the semidefinite relaxation X has rank d, then X is the unique localization for formulation SN LP [28] . Lastly, as we mentioned above we have the existence of a family of graphs for which the localization can be efficiently computed despite the underlying N P-completeness of the SNLP in general.
The seminal work of So and Ye [28] which we highlighted above provides a baseline to which many extensions can be made. To be with, the results presented above are based on the assumption that the distance measurements are exact. The work of Biswas et al. in [7] provides extensions to handle inaccurate and incomplete measurements. This greatly improves the robustness of the SDP formulation, making the model more applicable to real-world scenarios in which inaccuracies are inevitable. Furthermore, in [1] the authors provide SDP formulations of the SNLP which incorporate angle information which can be used alone or in concert with distance information to calculate sensor realizations. This method is particularly useful when the sensors can detect multiple angles [1] . We see that many extensions are possible and that the by using semidefinite programming methods, a large class of SENSOR NETWORK LOCALIZATION PROBLEMS are able to be solved more efficiently and effectively than by previous heuristic techniques.
CONCLUSION
The focus of this article was the SENSOR NETWORK LOCALIZATION PROBLEM (SNLP), with particular attention given to a set of robust solution technique based on a semidefinite programming model. After an introduction to the problem, we highlighted several solution approaches which have been applied. Next, we presented an analyzed the SDP formulation of So and Ye [28] . The results proved for the SDP relaxation of the SNLP have provided a framework which can be extended to other problems in distance geometry in which angle and distance information are mutual between pairs of points. Such problems include Euclidean ball packing and most recently 3-dimensional molecule conformation problems [22] .
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