We propose a stochastic algorithm for the global optimization of chance constrained problems. We assume that the probability measure with which the constraints are evaluated is known only through its moments. The algorithm proceeds in two phases. In the first phase the probability distribution is (coarsely) discretized and solved to global optimality using a stochastic algorithm. We only assume that the stochastic algorithm exhibits a weak* convergence to a probability measure assigning all its mass to the discretized problem. A diffusion process is derived that has this convergence property. In the second phase, the discretization is improved by solving another nonlinear programming problem. It is shown that the algorithm converges to the solution of the original problem. We discuss the numerical performance of the algorithm and its application to process design.
Introduction
We discuss the global optimization of a model for decision making under uncertainty. Consider the following problem:
(1.1) P (g(x, ω) > 0) ≤ δ Where f : R n × Ω → R, and g : R n × Ω → R m , are assumed to be smooth but not necessarily convex. The random variables are assumed to live in the space (Ω, B, P ). Where Ω is some compact subspace of R l . The problem in (1.1) can be interpreted as follows: one tries to compute the optimal strategy x, so that the probability of the realized optimal value deviating from the optimal one is small. At the same time, the optimal strategy must satisfy the constraints (g) of the system with a certain probability. The parameter δ > 0 is specified by the decision maker. If δ is small, then the decision will be feasible for almost all the possible realizations of the uncertainties. However, for a small δ, the optimal objective function value will increase. Therefore the parameter δ is used by the decision maker to select the level of robustness required.
Problems in the form of (1.1) are known as chance constraints. They have a long history in the realm of decision making under uncertainty. They were first proposed in [1] . Despite the fact that this class of problems has been studied for a long time, their solution poses a significant challenge. One of the reasons is that even if f and g are linear, the resulting problem may not be convex (see [2] pp 104 for an example).
One of the key aspects of the modeling phase of any decision making problem, is the description of the probability measure P . If the solution of a Stochastic Programming problem is to have any value then the chosen uncertainty representation must conform to the beliefs of the decision maker about the problem. Making assumptions about the distribution of the random variables, while theoretically convenient, hinders the usefulness of applying optimization methods in decision making. A review of available methods to generate meaningful descriptions of the uncertainties from data can be found in [3] . In this work we will concentrate on a moment matching approach. That is, we assume that the decision maker can not provide an exact description of the distribution but only knows some of its moments. We therefore assume that P ∈ P, and that P is defined using moment information. In concrete terms we propose to discuss an algorithm for the optimization of the following system: min x∈X,γ γ s.tP (f (x, ω) > γ) ≤ δ. ∀P ∈ P (P) P (g(x, ω) > 0) ≤ δ. ∀P ∈ P. Different δ's can be used in the formulation above, for clarity of exposition one δ will be used. In this paper we discuss the global optimization of the problem in (P). A similar problem formulation was also proposed in [4] . In [4] uncertainty was assumed to be uniform and with a support given by closed intervals. Moreover, in [4] linear problems were considered. The distinctive feature of this paper is that we propose a stochastic global optimization algorithm that is applicable to problems that are not convex. Moreover we discuss more general distributions as well as allowing the support of the distribution to be (more or less) arbitrary. The approach is based on an appropriately defined Stochastic Differential Equation (SDE) discussed in Section 2.3. The basic idea is to select some realizations of the uncertainties and solve a deterministic version of (P). We then formulate another nonlinear programming problem which we use in order to improve the discretization. The algorithm will be explained in detail in Section 2. The proposed model has been motivated by practical applications in chemical engineering. Using a standard case study analyzed by Floudas [5, 6] , Androulakis et. al. [7] , and Rönnqvist [8] (among others), we discuss initial numerical experience with the proposed algorithm in Section 4. Convergence of the algorithm will be discussed in an appendix.
A Global Optimization Algorithm
In this section we describe the proposed algorithm for the solution of (P). A convergence analysis will be carried out in the next section. To start the analysis, suppose that we have an i.i.d sample Ω 0 from some probability measure from P. At the k th (k ≥ 0) iteration, the following approximate problem is solved:
The problem above is solved using a stochastic algorithm that is described in section 2.3. To facilitate the discussion of the development of the algorithm suppose that a solution of (D k ) is obtained. For simplicity, ignore the fact that the solution is only obtained in a probabilistic sense. We will discuss these aspects of the algorithm in the appendix, the aim of this section is to give an intuitive idea of how the algorithm works. With the aforementioned warnings in mind, let (x k , γ k ) denote the solution of (D k ). The next step is to check whether the current solution is also feasible in the original problem (P). In order to check for feasibility we need to solve the following problem:
where K denotes the set of all finite signed measures that are defined on the σ-field F of Ω. 1(A) denotes an indicator function on the set A. As was mentioned in the introduction, the set P is defined by some known moments, and can be defined as follows: suppose a vector of functions m(ω) = [m 1 (ω) . . . m n (ω)] and a vector of scalars µ = [µ 1 . . . µ n ] are given, then P is given by:
Finally, F(k) is defined as follows:
If the solution of (2.1) yields an optimal solution that is greater than the threshold δ specified by the decision maker, then new realizations are needed in order to ensure that the solution of the next discretized problem to be considered, will satisfy the constraints in (P). The problem in (2.1) is a well known problem in probability theory and statistics. Problems of this type are known as optimal Chebyshev inequalities. They have a long history with contributions made from various fields. A textbook reference on early results is [9] . For a more recent survey of this interesting field see [10] . Before discussing the solution of (D k ), we will discuss two alternative methods for the solution of (2.1).
SDP approximations for robust chance constraints
Recently useful results have been obtained by Bertsimas et. al. [11] , and Lasseree [12] . These results are based on the fact that the problem in (2.1) is a conic optimization problem. Using, suitable approximations of the cone involved in (2.1) one can find good approximate solutions. The result that (2.1) can be viewed as a conic optimization problem can be found in [9] . The fact that these problems can be formulated as tractable cone problems is due to Bertsimas et. al. [11] , and Lasseree [12] . However, in the view of the authors the SDP approach is not appropriate for the class of problems considered in this paper. There are two main problems that need to be addressed when solving moment problems with the SDP approach. Firstly, when the problem is even of modest size, the SDP formulation is prohibitively large even for the best available solvers. More importantly, solving the SDP relaxation will only gives us a bound, and asymptotically we are guaranteed that the bound will be tight. However, to solve robust chance constrained problems we also need the realizations of the uncertainties. There is, currently, no known method that is guaranteed to extract the realizations of the random variables in the SDP formulation. It is possible, under some rank assumptions, to use the method described in [13] in order to extract this information. However, after some numerical experimentation we found that, for the problems considered in this paper, the software described in [13] could not yield the necessary realizations. For these reasons, we propose to approach the problem of calculating Φ using the nonlinear programming problem described in the next sub-section.
Nonlinear programming formulation
It is a well known result (see for example [9] ) that any distribution belonging to the set 1 P, can be represented as a discrete distribution with w + 1 realizations. Motivated by this result, we can reformulate (2.1) as follows:
For the optimal value of (2.1) given by Φ(
The value of can be selected to be a small positive constant. This will guarantee that the realization of y have their support in (2.2). In this paper we use the formulation in (2.3) in order to numerically compute the solution of (2.1). The formulation above has the obvious disadvantage that it is a non-convex problem, whereas the SDP formulation is convex. However, the formulation in (2.3) can be used to give the numerical values of the realizations of the uncertainties. Since obtaining these realizations is pivotal to the proposed algorithm the formulation in (2.3) is better suited for this class of problems. The only case where the SDP formulation would be appropriate is when the problem involves linear or quadratic functions. In such a case, the SDP formulation can be more attractive. However, if the problem only involves linear or quadratic functions then the formulation given here will only involve linear and quadratic functions. Thus even in this sense both formulations are equally powerful. Given that we are discussing the general non-convex case, the formulation in (2.3) is more appropriate. A further advantage of the formulation above is that it is easier to integrate together with the algorithm used to solve (D k ) (see section 2.3). Finally, the SDP formulation requires the solution of a possibly infinite sequence of convex problems. The formulation in (2.3) requires the solution of a single non-convex problem.
A potential complication with the formulation in (2.3) is that a solution may be found such that:
In such a case it will be unclear which realization to add to Ω k so that we ensure that problem in (D k ) is the correct discretization of the original problem. This point is subtle so we will discuss it briefly.
When δ is taken to be zero, the the problem in (P) can be written as:
If one wanted to solve the problem above, then (2.3) could be solved and all the y realizations would be added to Ω k . If this iterative process is stopped when the optimal objective function value of (2.3) is less than δ, then we essentially seek to find a δ feasible solution to (2.4). Such a solution may, or may not be optimal (it necessarily is feasible) for (P). Consequently, if all the realizations computed in (2.3) are used we may end up with a bound on the optimal solution. Such problems can be avoided if the following assumption is made about the problem under consideration.
is an optimal solution of (2.3), and moreover:
Then there exists an event > δ and an associated realization u, such that the following system of equations has a feasible solution:
In our numerical experiments we always found this assumptions to be satisfied. Using the above assumption the problem in (2.3) can be simplified to:
If the assumption does not hold then we can not add all the computed realizations to Ω k+1 as this may lead to an over-conservative solution. One option is to add extra constraints to (D k ). For example if J realizations are found, with associated probabilities ρ j such that:
In addition if Assumption (2.1) does not hold then all the J realizations can be added to Ω k along with the additional constraints:
Since in our numerical experiments assumption 2.1 was always satisfied we will assume it holds true for the rest of the paper.
Diffusions for constrained global optimization
In this sub-section we describe an algorithm, based on a stochastic differential equation (SDE), that can be used to compute the global optima of general nonlinear problems. The algorithm, and its properties will be described in detail in a forthcoming publication [14] . The aim of this section is to give the intuitive idea behind the algorithm. In order to describe the algorithm, consider the following generic problem:
Where f : R n → R, g : R n → R m are twice continuously differentiable. In order to solve (2.5), one could solve the following ordinary differential equation (ODE):
where the Lagrange multiplier vector, λ, is chosen so that it satisfies:
Such an algorithm was considered in [15] . These algorithms are related to gradient projection algorithms developed in [16, 17] . Gradient projection methods are not very popular in non-linear programming due to the expensive projection step. However, results obtained in [18] and in [19] , show that these algorithms can be competitive with the current state of the art. One disadvantage of this class of algorithms is that they converge to local optima. For the linearly constrained case, Parpas et. al. [20] recently proposed to use a stochastic differential equation (SDE) instead of an ODE. For the unconstrained case the use of SDEs was also advocated in [21, 22, 23, 24] . The advantage of the SDE is that it can help the algorithm escape from local minima and eventually reach the global solution. The SDE used is given by:
where:
B represents an n-dimensional Brownian motion. The latter process is assumed to live on the probability space (R n , F(t), G). The basic idea behind the SDE in (2.6) can be explained as follows: The first term encourages the trajectory to reduce the objective function value, but it does not take into account the constraints of the problem. The second term forces the trajectory to remain inside the feasible set. This property can be shown to hold, for a large enough t [14] . Finally, the last term helps the trajectory to escape from local minima by adding some noise. The function T (t) is used to control the level of noise. This function is usually referred to as the annealing schedule. In order for the algorithm to theoretically exhibit convergence to the global solution, the annealing schedule is selected as follows [21, 23, 22, 14] :
Where c is some large constant. For the unconstrained case the algorithm has been studied in [21, 22, 23, 24] . It has been shown to theoretically converge, in a probabilistic sense, to the global unconstrained global optimum. For the case where the constraints are linear, an algorithm has been proposed in [20] . Numerical experiments from [20] show that the algorithm can be used for large scale problems (about n = 10 3 ), and the algorithm is also robust. For a more detailed discussion of the performance of the algorithm, we refer the reader to [20] .
It can be shown that the diffusion in (2.6) eventually converges to a stochastic process with some distribution, say [14] . It can also be shown that assigns positive mass only to the global minima of the constrained problem in (2.5). The proof is rather long, but the basic idea is quite simple and will briefly be explained below.
The diffusion in (2.6) is a Markov process, and under quite general conditions its generator is given by:
8) The transition density of (2.6) is then given by the solution of the following PDE:
Where A * denotes the adjoint of A, and it is given by:
The transition density of the diffusion defines the probability of moving at time s from point x s , to some point x τ ∈ B, at a later time τ > s. It is given by:
It can be shown that, under quite general conditions, the transition density function also satisfies (2.10). The equation in (2.10) is known as the FokkerPlanck or Kolmogorov's forward equation. The proof in [14] (as well as the proof for the linear case in [20] ) take advantage of this property of diffusions, by establishing that, asymptotically, the solution of (2.10) converges to some function say θ. It is then shown that θ assigns mass only to the global minima of (2.5). This result is summarized in the following theorem (for a proof see [14] ).
Theorem 2.2. Let p denote the solution of (2.10), so that:
where B is any Borel set in R n . Let r be any bounded and continuous function, then lim
where θ is the density function of a probability measure that assigns all its mass to the global minima of (2.5).
The type of convergence established above is known as weak * convergence. In the next section, we show how to use the algorithm we just described for the solution of (P) using the approximate problems (D k ) and (M k ).
Description of the algorithm
We finally have the necessary tools to specify the proposed algorithm. As was mentioned in the previous section, the algorithm proceeds in two phases. In the first phase the discretized problem in (D k ) is solved. Then using the obtained solution we solve (M k ).
Let Z(t) = [X(t), γ(t)] ∈ R n+1 , then at the k th iteration, the following SDE is considered for the solution of (D k ):
where ∇H denotes the gradient of the Lagrangian of (D k ), when the Lagrange multipliers are given by (2.7).
Similarly for the problem in (M k ), let U (t) denote the 2(w + 1) decision vector. The relevant SDE is given by:
We assume that the two Brownian motions are independent.
Step 0: Let T M > 0 and (x 0 , γ 0 ) be given. Set k=0.
Step 1:
Step
, and u(k) denote the probability and realization vector respectively.
Step 1.B: If k > 0 and ρ(k) < δ then stop, x(k) is optimal.
Step 1.C: Otherwise, Ω k+1 = Ω k ∪ u(k), and set k := k + 1.
Step 2:
Step 2a:
, and γ(k) denote the part of the vector corresponding the x, and the γ variables respectively. Go to Step 1.
A nonlinear pooling problem
In this section we discuss the numerical performance of the algorithm on a classical pooling problem. Due to space limitations we do not discuss how the implementation of the algorithm is done. We only point out that for the algorithm to be implementable then the process defined in (2.6) needs to be discretized to:
X(t + δt) = X(t) − ∇f (X(t))δt − ∇g(X(t)) T λ(X(t), t)δt + T (t)δtu.
where u ∼ N (0, I). We also note that it is not necessary to exactly compute gradients (and the Laplacian) as defined in the previous sections. This problem was first considered in [25] , the formulation given here is closer to the one in [8, 6] . We note that this is an interesting global optimization problem with many applications and it has been considered in the past by many authors (see e.g. [5, 6] ). It is well known that this problem is non-convex (see e.g. [5] ). The example given here is a modified version of the one in [8] . An illustration is given in Figure 2 . There are three input chemicals A,B and C. These chemicals when blended provide two output products Q and R. We assume that demand for Q and R is uncertain but has mean (µ Q , µ R ) and variance (σ
No distribution assumptions are made on the demands. We also assume that the cost per unit of chemical (raw materials) is also uncertain. The specification of the uncertainties is given in Table 1 . We also assume that each product has a fixed profit per unit (C Q = 100 and C R = 150). Any product that is not sold is stored. Storage costs are fixed and are denoted by S Q (= 5) and S R (= 8). The full problem specification is given by:
The variables in the optimization problem above are as follows: to calculate the optimal strategy so that the probability of the profit being less than the one calculated is less than δ (taken to be 0.05 in our implementation).
In Figure ( 2) we show how the probability of satisfying constraint (4.1)-(4.3) is reduced. In iteration 1, the optimal strategy yields a profit of $27067.4, but with probability 0.79, the realized profit will be different. The robust strategy yileds a profit of $21708.8, and the probability that profits will be different from this value is 0.048. Results on the optimal strategies are shown in Table 4 . Table 2 : Comparison of optimal solutions. When k = 1 i.e. in the first iteration of the algorithm the optimal solution obtained is shown in the second column. With this strategy the profit is 27067.4, but with probability 0.79 the profits will change. The robust solution is shown in the last column. The profit has been reduced to 21708.8 but the probability of not achieving this is less than 0.05.
Appendix
The basic idea behind the convergence analysis is to show that if Ω k is generated as in Step 1.C of the algorithm, then the problem in (D k ) will eventually yield a solution that is feasible in (P). Of course, any such feasible solution must also be optimal (note that we are making use of assumption 2.1). The second part of the convergence analysis shows that the diffusion process generated for the solution of (3.1) will converge. From Theorem 2.2 we must then have that (3.1) eventually converges to a stochastic process that assigns its mass to the global minima of (P). 
will eventually yield an optimal solution for (P).
Proof. Let us first note that if the solution of (4.4) is feasible for (P) then it must also be optimal. This is because if (x k , γ k ) is feasible in the original problem, no new discretizations will be generated when solving (M k ) (or (2.3)). Since (4.4) always yields a lower bound for (P) it follows that such a solution must also be optimal.
We can now suppose that the algorithm does not stop in Step 1.B. We now establish that eventually the solution of (4.4) will be feasible for (P). Clearly, the set be defined by:
is convex. It follows from the Krein-Milman Theorem that P can be written as the closure of the convex hull consisting of the extreme points of P:
The global solution of (M k ) consists of vector ( (k), ν(k)) ∈ R w+2 of probabilities, and an associated vector of realizations:(u(k), z(k)) ∈ R w+2 . We claim that the finite collection of points (u(k), z(k)) ∈ R w+2 is the support of the extremal measure that maximizes (2.1). Suppose that this is not the case, then there must exist some probability measure with support (û(k),ẑ(k)) ∈ R w+2 , and that satisfies the moment conditions in (4.5). Since we are assuming that (u(k), z(k)) does not form the extremal support maximizing (2.1) we must have that (k) <ˆ (k) contradicting that (k) is the globally optimal solution of (M k ). We conclude that the solution of (M k ) will yield the required measure maximizing (2.1).
The algorithm will therefore generate a sequence of probability measures Q k . Such a sequence is tight, since we are assuming that all the measures in P have compact support. The sequence will therefore, by Prohorov's Theorem, have a limit point Q * , say. As a result, there must exist a k 0 , such that:
Let (x(k), γ(k)) denote an optimal solution for (D k ). Then by using steps 1.A and 1.C of the algorithm we must also have that:
Therefore, there must exist an r > 0 such that: Which implies that
We conclude that there must exists ak 0 , such that
Our next task is to show that the SDE associated with (D k ) will eventually converge. It is known from Theorem (2.2) that once the transition density function converges, it will converge to density that assigns positive probability only to the global minima of (D k ). However, Theorem 2.2 establishes this property as t grows large. It basically says that if T M (see Step 2 of the algorithm) is allowed to be large enough, then Z k (t) to will converge to Z k . The latter process will have a density function that assigns positive probability to the global minima of (D k ). Our main result (Theorem 4.2) will show that as k tends to infinity Z k also converges. From Theorem 4.1 we must then have that once Z k converges, then we will have a solution to our original problem.
The SDE under consideration is given by:
(4.7) Where ∇H is the gradient of the Lagrangian of (D k ), when the Lagrange multipliers are given by (2.7). Associated with the SDE in (4.7) is the following initial value problem,
Were h is some continuously differentiable function. Due to the way the noise is introduced into the system the associated forward equation satisfies a uniform parobolicity condition. Moreover under our assumptions the coefficients of (4.8) are regular. Under these assumptions the solution to the initial value problem is unique, and is given by the integral equation:
The kernel Γ is called the fundamental solution. The function p that satisfies the preceding equation is called a generalized solution. Using the generalized solution we define a family of operators O t as follows
Using this operator we establish the desired convergence of the process as k grows large.
Theorem 4.2. Suppose that the Lagrangian of (D k ) is three times continuously differentiable and has compact support. T M in Steps 1 and 2 of the algorithm is sufficiently large for Theorem 2.2 to hold. Suppose that T (t) is defined as follows:
T (t) = c ln (3 + t) . Let R, and Q, be the transition probability measures, associated with (4.9), and (4.10), respectively. Then, by Girsanov's theorem, the Radon-Nikodym derivative of Q w.r.t R, is given by: where we used the fact that Z remains in a compact set. Using the same argument, bounds for the rest of the terms in (4.12) can be found:
.
Therefore, there must exist a constant c 5 , such that:
Under (4.10), Z(kT M ) is normally distributed. Indeed, its mean and covariance matrix are given by: By Λ we denote the covariance matrix, whose ij th entry is given by the preceding equation. Let be an arbitrary positive constant.
R[|Z(kT
M )−W| ≤ ] ≥ exp − c 5 T (kT M ) |u−W|≤ exp − 1 2 (u − z) T Λ −1 (u − z) (2π) n 2 (det Λ) 1 2
du.
It is easy to see that there exists a c 6 , such that:
Therefore, The result now follows from Theorem 7.4.1 in [26] .
