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Abstract
For certain groups and modules we discuss the property that every endomorphism of that group or
module is a sum of two automorphisms. Firstly, we consider the general case of a free R-module, M ,
of countably infinite rank where R is an associative unital ring such that for some positive integer m
every free R-module of finite rank m has the above property. We prove that M also has the property
and extend this result to free modules of uncountable rank. We deduce, when R is an elementary
divisor ring, that every endomorphism of a free R-module of rank greater than 1 is a sum of two au-
tomorphisms. We apply these results to completely decomposable groups and make some interesting
deductions about the expression of each endomorphism of such a group as a sum of a fixed number
of automorphisms.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In 1963, Laszlo Fuchs [5] posed the question of when the endomorphism ring of an
abelian p-group is additively generated by its automorphism group. By 1969 papers had
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468 C. Meehan / Journal of Algebra 299 (2006) 467–479appeared by Castagna [1], Freedman [2] and Hill [10] tackling this question. In particular
Hill [10] showed that every endomorphism of a totally projective p-group (p = 2) is a sum
of two automorphisms. In an attempt to formalise the investigation of elements of a ring as
the sum of a fixed number of units, the concepts of n-sum property and unit sum number
were introduced in Goldsmith et al. [8]. Recall the definitions from [8]. An associative ring
R is said to have the n-sum property (for a positive integer n) if every element of R can be
written as the sum of exactly n units of R. Clearly, if this property holds for an integer n,
then it also holds for any integer k > n, and so we can make the following definition of
the unit sum number of a ring R: usn(R) = ∞ if there is an element of R which is not
a sum of units; usn(R) = ω if every element of R is a sum of units but R does not have
the n-sum property for any n; otherwise usn(R) := min{n | R has the n-sum property}. We
adopt the following convention for unit sum numbers, n < ω < ∞ for all n ∈ N. The unit
sum number of a group or module is defined to be equal to that of its endomorphism ring.
There is a considerable body of literature on this topic often without using the terminology
used above including [1,2,6–17].
In 1954, Zelinsky showed for a vector space V over a division ring D that usn(V ) = 2
unless the dimension of V is 1 and D is the field of two elements (see [17]). In 1995, Wans
[16] showed for any free R-module, M , of finite rank greater than 1, over a principal ideal
domain (PID) R, that usn(M) = 2. Wans also proved that a free R-module, M , of infinite
rank, over a PID has usn(M) 3 (see [16, Theorem 3.4]). This in fact follows easily from
earlier work of Henriksen [9] who showed that a free module, M , of finite rank over an
arbitrary ring has usn(M) 3.
Recently, Meehan [12] proved, for an associative unital ring R with usn(R) = 2, that
any free R-module M , of arbitrary rank, has usn(M) = 2. However, when usn(R) = 2 the
unit sum number of a free R-module, M , of infinite rank has remained unknown. The main
focus of this work is in proving that usn(M) = 2, when R is an elementary divisor ring.
In 1999, Opdenhövel showed for any completely decomposable group G of finite rank
that usn(G) = 2 if and only if every t-homogeneous summand of rank 1 has unit sum
number 2. Thus, the range of the usn function for rational groups becomes of interest.
Examples of rational groups with unit sum numbers of 2 and ω are given in [7,11]: an
example is also given of a rational group with a finite unit sum number greater than two. In
light of this and our conclusions regarding the unit sum numbers of free R-modules where
R is a PID, we develop a result for completely decomposable groups which considers the
full range of the usn function and we finish with some interesting examples of unit sum
number for these groups.
Our terminology is standard and may be found in Fuchs [3,4]; an exception is that we
write maps on the right. Throughout the paper R denotes an associative unital ring. For
an R-module, G, E(G) denotes the endomorphism algebra of G unless it is felt necessary
to specify the ring, R, over which the module is defined, in which case we write ER(G);
Aut(G) denotes the automorphism group of G.
2. Free modules
To begin we recall definitions and properties of locally nilpotent endomorphisms.
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there is some n ∈ N, n depending on m, such that mφn = 0 then φ is said to be locally
nilpotent.
Lemma 2.2. Let M be a module and let η be any locally nilpotent endomorphism of M .
Then (η + 1) is an automorphism of M . Furthermore, let δ be any automorphism of M
and γ any endomorphism of M such that δ−1γ is locally nilpotent. Then (δ + γ ) is an
automorphism of M .
Proof. Obviously, η + 1 is also an endomorphism of M . To show that η + 1 is bijective
let m = 0 be an arbitrary element of M . Since η is locally nilpotent there exists an integer
n 1 such that mηn = 0 and mηn−1 = 0 where we agree that η0 = 1.
Since m(η + 1)ηn−1 = mηn−1 = 0 it follows that ker(η + 1) = 0 and so (η + 1) is
injective. Also, (m(1 − η + η2 − η3 + · · · + ηn−1))(η + 1) = m which shows that (η + 1)
is surjective. Thus (η + 1) is an automorphism of M . The final part of the proof follows
immediately. 
Recall that M is a free module if M is generated by a linearly independent set of el-
ements, called a basis of M ; that is M =⊕i∈I Rei for some index set I where |I | is
the rank of M . Furthermore, we define the support of elements m =∑i∈I riei of M by[m] = {i ∈ I | ri = 0} and the support of 0 ∈ M is the empty-set ∅. Note that the support
depends on the choice of basis and that [m] is finite for any m ∈ M . For the remainder of
our discussion we shall fix a basis and supports shall refer to that fixed basis.
We will use the following proposition due to Freedman [2].
Proposition 2.3. Let M =⊕i<ω Rei be a free R-module of countably infinite rank and let
φ be an endomorphism of M .
(∗) Then there exists a strictly increasing sequence of natural numbers, 0 = r0 < · · · <
rs < · · · (s ∈ ω), such that, if i < ω and rs  i < rs+1 then [eiφ] ⊆ {0,1, . . . , rs+2 −1}.
Moreover, for any fixed positive integer m, rs may be chosen so that rs − 1 is a multiple
of m.
Proof. Choose r1 to be any positive integer greater than 0. Clearly [eiφ] is finite for any
i  r1 and so we may choose t2 ∈ N to be the least multiple of m greater than or equal
to the maximum of the finite set {r1} ∪⋃r1−1i=r0 [eiφ]. Now set r2 = t2 + 1. Therefore the
property (∗) is satisfied for s = 0 and r2 − 1 is a multiple of m.
We continue inductively in the same way. Suppose rs+1 is given for some s  1, then
we choose ts+2 as the least multiple of m bigger than the maximum of the finite set
{rs+1} ∪
rs+1−1⋃
[eiφ].
i=rs
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a multiple of m. 
We make some further definitions based on the usual concept of odd and even parts of a
function. If θ is any endomorphism of M =⊕s<ω Ms we define θodd and θeven as follows:
xθodd :=
{
xθ, x ∈ Ms, s odd,
0, x ∈ Ms, s even, xθ
even :=
{
xθ, x ∈ Ms, s even,
0, x ∈ Ms, s odd.
We note that θ = θodd + θeven.
Lemma 2.4. Let m be a nonzero positive integer and suppose that a free R-module of finite
rank m has unit sum number 2. Then a free R-module of finite rank divisible by m has unit
sum number 2.
Proof. For each positive integer n let An be a free R-module of rank mn. Any endomor-
phism of A2 can be expressed as a 2m × 2m matrix, which may be considered as a 2 × 2
block matrix. It is well known that if each of the two diagonal blocks is a sum of two units
then the matrix is easily written as the sum of two invertible matrices. Using this fact a
simple induction argument shows E(An) has the 2-sum property for each n ∈N. 
We are now ready to prove the central result of this section.
Theorem 2.5. Let m be a positive integer and suppose that a free R-module of finite rank
m has unit sum number 2. If M =⊕i<ω Rei is a free R-module of countably infinite rank,
then every endomorphism of M is a sum of two automorphisms of M .
Proof. Let φ be any endomorphism of M . Then by Proposition 2.3 there is a sequence 0 =
r0 < r1 < · · · < rs < · · · (s ∈ ω) such that for rs  i < rs+1, [eiφ] ⊆ {0,1, . . . , rs+2 − 1}
and, furthermore, rs − 1 is a multiple of m for all 0 < s ∈ ω. So if we define
Mk =
⊕
rki<rk+1
Rei , and Nj =
⊕
0kj
Mi, k < ω,
then Msφ ⊆ Ns+1 for all s < ω. In fact, interpreting Mi to be zero for all i < 0, we have
Msφ ⊆ Ns−2 ⊕Ms−1 ⊕Ms ⊕Ms+1, for all s ∈ ω. (∗∗)
Write φ =⊕s∈ω φs , this being the usual matrix decomposition where φs denotes the
restriction of φ to Ms . We can now write
φs = φs∗ + φs + φs + φs−1 0 1
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s
0, φ
s
1 are the compositions of φ
s with projections onto the four summands
Ns−2, Ms−1, Ms and Ms+1, respectively. Let
φ∗ =
⊕
s<ω
φs∗, φ−1 =
⊕
s<ω
φs−1, φ0 =
⊕
s<ω
φs0 and φ1 =
⊕
s<ω
φs1.
Note that φs0 is a mapping from Ms into Ms for each s ∈ ω. By assumption, a free R-
module of finite rank m has unit sum number 2 and since, for each s ∈ ω, the rank of Ms is
a multiple of m, then by Lemma 2.4 each Ms has unit sum number 2, and so we may write
φs0 = αs0 + βs0 where αs0 and βs0 are automorphisms of Ms for each s ∈ ω. Let
α =
⊕
s<ω
αs0 and β =
⊕
s<ω
βs0.
Both α and β are automorphisms of M and note that Msα−1 ⊆ Ms and Msβ−1 ⊆ Ms for
each s ∈ ω.
Now decompose φ as follows: φ = ψ1 + ψ2 where ψ1 = (α + φodd1 + φodd−1 + φ∗),
and ψ2 = (β + φeven1 + φeven−1 ). We claim that ψ1 and ψ2 are automorphisms of M . By
Lemma 2.2, it suffices to show that α−1(φodd1 + φodd−1 + φ∗) and β−1(φeven1 + φeven−1 ) are
both locally nilpotent. Consider the latter. We claim its square to be the zero map. Suppose
x ∈ Ms , some s ∈ ω, then xβ−1 ∈ Ms . Now if s is odd then (xβ−1)(φeven1 + φeven−1 ) = 0.
While for s even, (xβ−1)(φeven1 + φeven−1 ) ∈ Ms+1 + Ms−1. Here we note both s + 1 and
s − 1 are odd. Applying β−1 to an element of either Ms+1 or Ms−1 leaves that element
within its respective summand and then applying (φeven1 +φeven−1 ) kills off any such element.
In this way x((β−1)(φeven1 + φeven−1 ))2 = 0 for all x. Thus (β−1)(φeven1 + φeven−1 ) is locally
nilpotent.
The argument for (α−1)(φodd1 + φodd−1 + φ∗) is similar but more complicated. Before
proceeding we note that β−1 played no real role in the argument for (β−1)(φeven1 + φeven−1 )
so there is no loss in taking α−1 to be the identity here. Let ‖x‖ = sup{s | [x] ∩ Ms = ∅};
this is well defined as [x] is finite. Writing ψ for (φodd1 + φodd−1 + φ∗), we consider ‖xψ2‖
for any x ∈ M . Let x ∈ Ms , where s ∈ ω. Firstly, if s is even, then xψ = xψ∗ ∈ Ns−2
so ‖xψ‖  s − 2. We note that s − 2 is even so ‖xψ2‖  s − 2. Now if s is odd then
xψ ∈ Ms+1 ⊕ Ms−1 ⊕ Ns−2 and noting that s + 1 and s − 1 are both even, it will follow
that xψ2 ∈ Ms−1 ⊕Ns−2 so that ‖xψ2‖ s−1. In either case ‖xψ2‖ < ‖x‖ so some even
power of ψ will kill any element of M proving ψ locally nilpotent and so also ψ2.
This completes the proof. 
Applying a method due to Castagna (see [1]), we can extend the above result to free
modules of uncountable rank.
Let M =⊕i∈I Rei be a free module of rank |I |, then for any X ⊆ M we define the
support of X as [X] =⋃m∈X[m]. Now we adjust a lemma of Castagna to our situation.
Lemma 2.6. Let M =⊕α<κ Reα be a free R-module of uncountable rank κ , φ any en-
domorphism of M . Then M can be written as the union of a smooth ascending chain
{Hβ | β < κ} of submodules Hβ of M of rank less than κ such that:
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(ii) Hβ+1 = Hβ ⊕Cβ where rk(Cβ) = ℵ0, for all β < κ .
(iii) [Hβ ] ⊆ Hβ for all β < κ .
Proof. See [1, Theorem 2.2]. 
Theorem 2.7. Let m be a positive integer. If a free R-module of finite rank m has unit sum
number equal to 2 then a free R-module of any infinite rank has unit sum number equal
to 2.
Proof. Let M =⊕β<κ Reβ be a free module of uncountably infinite rank. Let φ ∈ E(M)
and write M =⋃β<κ Hβ as in Lemma 2.6. By assumption a free R-module of finite rank m
has unit sum number equal to 2 so it follows from Theorem 2.5 that a free module of count-
ably infinite rank has unit sum number equal to 2 also. Therefore we may inductively define
automorphisms θi,β of Hβ for each β < κ and for i = 1,2 such that φHβ = θ1,β + θ2,β
and if α < β then θi,βHα = θi,α for each i = 1,2. For β = 0, it is sufficient to define
θ1,β = θ2,β = 0. For α < β assume that {θi,α | i = 1,2} has been suitably defined.
Let β be a limit ordinal. For any i ∈ {1,2} define θi,β =⋃α<β θi,α , which is well defined
since each θi,α , for each α < β , is an extension of θi,δ , for each δ < α. Moreover, it is easily
seen that θi,β is an automorphism of Hβ .
Let β = α + 1. By Lemma 2.6, we have Hα+1 = Hα ⊕Cα where rk(Cα) = ℵ0.
Define π1 and π2 as the projections of Hα+1 onto Hα and Cα , respectively. Then we
have (φCα )π2 is an endomorphism of Cα . Since rk(Cα) = ℵ0 there exist {ψi}i=1,2 such
that ψi ∈ Aut(Cα) for each i ∈ 1,2 and such that (φCα )π2 =
∑2
i=1 ψi .
Recall that Hα+1 = Hα ⊕Cα and that π1 is a projection onto Hα . Then for each c ∈ Cα
define vc ∈ Hα as vc = (cφ)π1. Define θi,α+1 for i = 1,2 on Hα+1 by (x + c)θ1,α+1 =
xθ1,α + cψ1 + vc, and (x + c)θ2,α+1 = xθ2,α + cψ2 where x ∈ Hα and c ∈ Cα . For i = 1,2
it is clear that θi,α+1 is a homomorphism of Hα+1 and an extension of θi,α because, for any
x ∈ Hα , xθi,α+1 = xθi,α + 0ψi + v0 = xθi,α since v0 = (0φ)π1 = 0.
It is easily checked that each θi,α+1 is an automorphism of Hα+1 and that φHα+1 =∑2
i=1 θi,α+1. Finally we conclude that φ =
∑2
i=1 θi where θi =
⋃
β<κ θi,β is an automor-
phism for each i = 1,2. 
Over any ring S, recall that n × n matrices A, B are said to be equivalent if there exist
invertible n × n matrices P , Q such that PAQ = B . A ring S is said to be an elementary
divisor ring if, for each n ∈N, every n×n matrix over S is equivalent to a diagonal matrix.
It is well known for any ring S with identity, that every n × n diagonal matrix over S, is a
sum of two invertible matrices (see [9]). Since equivalence preserves the property of being
the sum of two units, our next result follows immediately from Theorem 2.7.
Theorem 2.8. Let R be an elementary divisor ring. Then a free R-module of rank greater
than 1 has unit sum number 2.
We state the following as a simple corollary:
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then usn(M) = 2.
Proof. Every n × n matrix over a PID has a Smith normal form which is diagonal so
that the matrix ring is an elementary divisor ring and therefore the result follows from
Theorem 2.8. 
We are left with the question as to whether there are examples of rings, R, for which a
free R-module of finite rank m > 1 has unit sum number 2 but one of finite rank m′ > 1
does not. This remains an open question. Of course, if free R-modules of finite ranks
m1,m2 > 1 have unit sum number 2, where m1 and m2 are relatively prime, then free
R-modules of almost all finite ranks are easily seen to have unit sum number 2.
3. Unit sum numbers of completely decomposable groups
In [13] Opdenhövel has shown that if G is a completely decomposable abelian group of
finite rank, then usn(G) = 2 if and only if usn(G(τ)/G∗(τ )) = 2, for all τ ∈ Tcr(G) with
rk(G(τ)/G∗(τ )) = 1 (see [13, IV, Proposition 1.12]).
Recall the definitions
G(τ) = 〈g ∈ G | type(g) τ 〉 and G∗(τ ) = 〈g ∈ G | type(g) > τ 〉
with Tcr(G) denoting the set of critical types of G.
Recall for G a torsion-free group the divisibility of G is defined
σ = σ(G) = {p | p is a prime such that pG = G}
and that the nucleus of G is defined as the subring of Q generated by {p−1 | p ∈ σ }.
For a homogeneous completely decomposable group G of rank I the endomorphism
ring of G, is ring isomorphic to the endomorphism ring of a free R-module of rank I
where R is the nucleus of G. Since R is a PID then by Corollary 2.9, we can deduce the
following.
Theorem 3.1. Let G be a homogeneous completely decomposable group and let R be
the nucleus of G. If the rank of G is greater than 1 then usn(G) = 2. If rk(G) = 1 then
usn(G) = usn(R).
This deduction prompts us to extend Opdenhövel’s result. In fact, we now both extend
Opdenhövel’s result to arbitrary rank and develop it to give a more general result. In our
discussion we will find it more useful to consider the cardinality of the set of critical types
of a completely decomposable group G than to talk of its rank. However, the principal fac-
tor determining the unit sum number of G remains the set of t-homogeneous components
of G of rank 1 and their unit sum numbers. We begin with two lemmas.
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be an arbitrary endomorphism of G, represented as
φ =
(
φA,A 0
φB,A φB,B
)
where φA,A ∈ E(A), φB,B ∈ E(B), φB,A ∈ Hom(B,A). Then φ is an automorphism of G
if and only if both φA,A and φB,B are automorphisms of A and B , respectively.
Proof. Elementary. 
Recall the convention for unit sum numbers n < ω < ∞ for all n ∈N.
Lemma 3.3. Let G = A ⊕ B be the direct sum of two groups with Hom(A,B) = 0. Let
λ = max{usn(A),usn(B)}. Then usn(G) = λ unless usn(A) = usn(B) = ω and 2 /∈ Aut(A)
and 2 /∈ Aut(B), in which case usn(G) ω.
Proof. Let φ be an arbitrary endomorphism of G written as
φ =
(
φA,A 0
φB,A φB,B
)
where φA,A ∈ E(A), φB,B ∈ E(B), φB,A ∈ Hom(B,A). Now let λ = max{usn(A),usn(B)}.
Without loss of generality take λ = usn(B). We consider two cases:
λ ∈ N. Since λ = usn(B), then φB,B is a sum of λ automorphisms of B . Recall that if,
say, usn(A) = k < λ, then we can write φA,A = (λ− k)(1A)+ (φA,A − (λ− k)1A), where
1A is the identity in E(A), and since (φA,A − (λ − k)1A) is a sum of k automorphisms of
A then φA,A is a sum of λ automorphisms of A. Therefore φ is a sum of λ automorphisms
of G and so usn(G) = λ.
λ = ω. Then whatever n ∈N there exists some φB,B ∈ E(B) which cannot be expressed
as a sum of exactly n automorphisms of B . So, by Lemma 3.2, for each n ∈ N there is
some φ ∈ E(G) which cannot be expressed as a sum of exactly n automorphisms of G so
usn(G)  ω. Having established this, we must look at three subcases for λ = ω. Firstly,
let usn(A) = l ∈ N and say φB,B is a sum of k automorphisms of B , k ∈ N, then φB,B =
φB,B + l(1B,B − 1B,B) is a sum of k + 2l automorphisms of B and φA,A = k(1A,A) +
(φA,A − (l + k)1A,A)+ l(1A,A) a sum of k + 2l automorphisms of A and so φ is a sum of
k + 2l automorphisms of G. Therefore usn(G) = ω.
Secondly, usn(A) = ω and 2 ∈ Aut(A). Assume φA,A =∑ni=1 ui , a sum of n automor-
phisms of A and φB,B =∑mi=1 vi , a sum of m automorphisms of B , for some n,m ∈ N.
We may, of course, express φA,A as a sum of n+ 1 automorphisms of A by writing
φA,A =
n−1∑
ui + 12un +
1
2
uni=1
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of A. Of course, φB,B =∑mi=1 vi + n(1A,A − 1A,A), is a sum of 2n + m automorphisms
of B . Thus φ is expressible as a sum of 2n + m automorphisms of G giving usn(G) = ω.
Similarly, if 2 ∈ Aut(B) then usn(G) = ω.
Thirdly, let λ = ω = usn(A) and 2 /∈ Aut(A), 2 /∈ Aut(B). Consider the case where φA,A
is an automorphism and φA,A is a sum of two automorphisms at least. In this case it may
not be possible to write both φA,A and φB,B as a sum of exactly n automorphisms of A
and B , respectively, for any n ∈N so the best we may write is usn(G) ω.
If λ = ∞ there exists some φB,B ∈ E(B) which is not a sum of automorphisms of B .
Then, by Lemma 3.2 there exists some φ ∈ E(G) which is not a sum of automorphisms
of G. Therefore usn(G) = ∞. We are finished. 
Note that it is possible to give examples of rational groups A,B with usn(A) =
ω = usn(B), but usn(A ⊕ B) = ∞. For example, if A,B are rational groups of types
(0,∞,0, . . .) and (0,0,∞,0, . . .), respectively, then usn(A) = usn(B) = ω. Moreover,
Hom(A,B) = 0 = Hom(B,A), so that the endomorphism ring of G = A ⊕ B may be re-
garded as 2 × 2 diagonal matrices with respective entries from E(A) and E(B). Note that
1A may be expressed as a sum of m units of E(A) only if m is odd, whilst 2B = 1B + 1B
is a sum of n units of E(B) only if n is even. A simple parity argument shows that the
diagonal matrix diag{1A,2B} cannot be the sum of units of E(G), i.e. usn(G) = ∞.
Using the above we finally prove:
Theorem 3.4. Let G = ⊕t∈Tcr(G) G(t) be a completely decomposable group of arbi-
trary rank where Tcr(G) denotes the set of critical types of G and G(t) denotes the
t-homogeneous component of G.
(i) If Tcr(G) is finite then usn(G) = max{usn(G(t)) | t ∈ Tcr(G)} unless
∣∣{t ∈ Tcr(G) | usn(G(t)) = ω and 2 /∈ Aut(G(t))}∣∣ 2
in which case usn(G) ω.
(ii) Let |Tcr(G)| be infinite. Then:
(a) if there exists n ∈N, such that usn(G(t)) < n, for each t ∈ Tcr(G), then usn(G)
max{usn(G(t)) | t ∈ Tcr(G)};
(b) if, for each n ∈N, there exists t ∈ Tcr(G) such that usn(G(t)) > n then usn(G) ω.
Proof. If |Tcr(G)| = 1 then G is homogeneous and by Theorem 3.1 we are finished.
Let |Tcr(G)| > 1. Recall that G =⊕t∈Tcr(G)G(t) expresses G as a direct sum of its
homogeneous summands. Let τ ∈ Tcr(G) be arbitrary and set
G′ = G(τ) ⊕
⊕
t>τ
G(t).t∈Tcr(G)
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incomparable type, we have that
Hom
( ⊕
t>τ
t∈Tcr(G)
G(t),G(τ)
)
= 0.
Now, Lemma 3.3 gives us that
usn(G′) = max
{
usn(G(τ)),usn
( ⊕
t>τ
t∈Tcr(G)
G(t)
)}
.
Of course,
G = G′ ⊕
⊕
t τ
t∈Tcr(G)
G(t) and Hom
(
G′,
⊕
t τ
t∈Tcr(G)
G(t)
)
= 0.
So,
usn(G) = max
{
usn
( ⊕
t τ
t∈Tcr(G)
G(t)
)
,usn(G(τ)),usn
( ⊕
t>τ
t∈Tcr(G)
G(t)
)}
 usn(G(τ)).
Therefore, since τ was arbitrarily chosen: If, for each n ∈ N, there is some t ∈ Tcr(G)
such that usn(G(t)) > n then usn(G) > n for each n ∈ N and therefore usn(G)  ω; oth-
erwise there exists some n ∈ N such that usn(G(t)) n for all t ∈ Tcr(G) and so we may
write usn(G)max{usn(G(t)) | t ∈ Tcr(G)}. In this way we have proved (ii).
If
∣∣{t ∈ Tcr(G) | usn(G(t)) = ω and 2 /∈ Aut(G(t))}∣∣ 2
then it now follows from Lemma 3.3 that usn(G) ω so assuming from now on
∣∣{t ∈ Tcr(G) | usn(G(t)) = ω and 2 /∈ Aut(G(t))}∣∣< 2
we prove (i) using an induction argument.
Let |Tcr(G)| = 1. Then usn(G) = usn(G(t)) where {t} = Tcr(G).
Let 1 < m be an arbitrary positive integer. Assume for all 1 < k < m, if |Tcr(G)| = k
then usn(G) = max{usn(G(t)) | t ∈ Tcr(G)}. Now, let |Tcr(G)| = m and choose any τ ∈
Tcr(G). As above,
usn(G) = max
{
usn
( ⊕
t τ
G(t)
)
,usn(G(τ)),usn
( ⊕
t>τ
t∈Tcr(G)
G(t)
)}
.t∈Tcr(G)
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by our hypothesis we get
usn(G) = max
{
max
{
usn(G(t))
∣∣ t ∈ Tcr
( ⊕
t τ
t∈Tcr(G)
G(t)
)}
,usn(G(τ)),
max
{
usn(G(t))
∣∣ t ∈ Tcr
( ⊕
tτ
t∈Tcr(G)
G(t)
)}}
= max{usn(G(t)) | t ∈ Tcr(G)}
and in this way (i) has been proved. 
We conclude with some examples of unit sum numbers for completely decomposable
groups where |Tcr(G)| is countably infinite, including an example of a completely de-
composable group with unit sum number ∞. Let Tcr(G) = {ti | 1  i < ω, ti = tj for all
i = j}. Let Π = {pi}i=1,2,... be the set of rational primes under the natural ordering. In
each case let us assume that Hom(G(ti ),G(tj )) = 0 for all i = j , 1 i, j < ω, i.e. there are
no comparable types within the set of critical types of G, and so
E(G) ∼=
ring
∏
1i<ω
E(G(ti )).
Recalling that sums of units are inherited by ring direct products we begin our examples;
• Choose G and Tcr(G) such that usn(G(ti )) = ω for each 1  i < ω. Then we may
choose some φ ∈ E(G) with φ = ∏1i<ω φti where φti ∈ E(G(ti )) and such that
φti is not expressible as a sum of i units of E(G(ti )) for each 1  i < ω. Then
φ = (φt1 , φt2 , . . .) cannot be written as a sum of n units for any n ∈ N, and so
usn(G) = ∞. Lastly, let us define a group for which this is so. Set
Tcr(G) =
{
ti = (kpj )j=1,2,... where kpi = ∞, kpj = 0, for all j = i | i ∈N
}
and set rk(G(ti )) = 1 for all 1 i < ω (to see usn(G(ti )) = ω for each 0 i < ω refer
to [7, Theorem 2.1 and Proposition 2.2].
• Set
Tcr(G) =
{
ti = (kpj )j=1,2,... where kpi = ∞ and kpj = 0, for all j = i | i ∈N
}
and set rk(G(ti )) = 2 for all i = 1, and rk(G(t1)) = 1. In this case, since rk(G(ti)) = 2,
then usn(G(ti )) = 2 for each ti with 1 < i < ω and, by [7, Proposition 2.1],
usn(G(t1)) = ω. Choose an arbitrary endomorphism φ of G, then φ =
∏
1i<ω φti ,
where φti ∈ E(G(ti )) for each 1  i < ω. Since usn(G(t1)) = ω then φt1 is a sum
of m units of E(G(t )) for some m(> 0) ∈ N. If m = 1 then, since 1 ∈ Aut(G(t )),1 2 1
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units of E(G(ti )) for each 1 i < ω.
If m > 2, φti = (φti − (m − 2)1E(G(ti ))) + (m − 2)1E(G(ti )) is a sum of m units of
E(G(ti )), for each 2 i < ω, where 1E(G(ti )) is the identity in E(G(ti )). If m = 2, then
φti is a sum of two units of E(G(ti )) for each 1 i < ω.
In each case for m, φti is a sum of m units of E(G(ti )), so φ = (φt1 , φt2 , . . .) is a sum
of m units of E(G). Therefore usn(G) = ω.
• Set
Tcr(G) =
{
ti = (kpj )j=1,2,... where kpi = ∞ and kpj = 0 for all j = i | i ∈N
}
and set rk(G(ti )) = 2 for all 1 i < ω. Using a similar method to that of the last case
it can be shown that usn(G) = 2.
• Let R0 be a rank 1 group of type t0 such that usn(R0) = n > 2—such a group exists,
see, e.g., [7] and note that it follows from [7, Theorem 3.1] that this type t0 must
have infinitely many zero entries (and also infinitely many symbols ∞). Label the
entries where zero occurs in t0 as 1,2,3, . . . . Now define types ti (i = 1,2,3, . . .) as
follows: for each ti put symbol ∞ as the entry corresponding with the ith zero in t0 and
put symbols zero everywhere else. For each ti so defined let Ri be the corresponding
rational group. For each i = 1,2,3, . . . , choose groups Gi = Ri ⊕ Ri and set G =
R0 ⊕⊕i1 Gi . Noting that Tcr(G) = {ti; i = 0,1,2, . . .}, and that for all i  1 each
Gi is of rank 2 giving usn(Gi) = 2, similar arguments to other examples above show
that usn(G) = n.
Theorem 3.2 represents a significant improvement on current knowledge of unit sum
number for completely decomposable groups. In the case of a completely decomposable
group with an infinite set of critical types it may be possible to improve on this knowledge.
Greater knowledge of unit sum numbers for rational groups would be of benefit also.
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