Abstract-We propose a new linear physical-layer network coding (LPNC) and information combining scheme for the K -user fading multiple-access relay network (MARN), which consists of K users, one relay, and one destination. The relay and the destination are connected by a rate-constraint wired or wireless backhaul. In the proposed scheme, the K users transmit signals simultaneously. The relay and the destination receive the superimposed signals distorted by fading and noise. The relay reconstructs L linear combinations of the K users' messages, referred to as L network-coded (NC) messages, and forwards them to the destination. The destination then attempts to recover all K users' messages by combining its received signals and the NC messages obtained from the relay. We develop an explicit expression on the selection of the coefficients of the NC messages at the relay that minimizes the end-to-end error probability at a high signal-to-noise ratio. We develop a channelcoded LPNC scheme by using an irregular repeat-accumulate modulation code over GF(q). An iterative belief-propagation algorithm is employed to compute the NC messages at the relay, while a new algorithm is proposed for the information combining decoding at the destination. We demonstrate that our proposed scheme outperforms benchmark schemes significantly in both un-channel-coded and channel-coded MARNs.
utilize inter-user interference to improve the throughput or reliability of some wireless networks [3] , [4] . Most works of PNC focused on a two-way relay channel [5] [6] [7] [8] [9] [10] [11] [12] [13] and multiinput multi-output (MIMO) two-way relay channel [14] [15] [16] . Recently, the impact of PNC on multiple-access networks draws a lot of attention. In [17] , the authors proposed a two-layer bridging scheme which was termed network coded multiple-access (NCMA) to improve the throughput of the wireless network. In the scheme, PNC decoding and multi-user decoding (MUD) were jointly explored to achieve multi-reception at physical layer, and the multi-reception results were used by the medium access control layer to recover all users' messages. Implementation of NCMA scheme in [17] and [18] showed that the throughput of the wireless network can be boosted significantly. From the theoretical perspective, the authors in [19] generalized their computeand-forward (CF) framework to the Gaussian multiple-access channel (GMAC) . It was proved that the entire capacity region of two-user GMAC can be attained with a singleuser decoder without time-sharing. PNC has also been used in random multiple-access network to resolve transmission collision. In [20] [21] [22] , linear equations from the collided packets are exploited to derive users' packets by solving the linear equations. But only one equation was formed in one time slot in [20] and [21] . Multiple linear equations were derived from the collided packets in one time slot in [22] , however, the scheme used exhaustive decoding to find the recoverable linear equations, which leads to a high decoding complexity for a medium to high collision cardinality. Above works mainly focused on two-user multiple-access networks or random multiple-access networks. The impact of PNC on K -user fading multiple-access relay networks (MARN) remains unclear.
In this paper, we consider an MARN that consists of K single-antenna users, one relay node and one destination node. The relay node and destination node has N R and N D antennas, respectively. The relay node is connected to the destination via a wired or wireless backhaul (BH) link [23] . The destination is interested in recovering all K users' messages. This MARN models a practical WiFi network operated with the wireless distribution system (WDS). In a typical setting, the destination node, referred to as the primary access point (AP), is connected to the Internet. The relay node, 1536-1276 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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referred to as the auxiliary AP, is connected to the destination node via wired or wireless bridging. The two APs are usually placed reasonably far apart to provide coverage for the whole area. The K users attempt to access the Internet via the primary and auxiliary APs. Note that the MARN also applies to a cellular network with cooperative base stations, and smallcell systems or heterogeneous networks.
In the existing WiFi system with WDS, a simple AP switching method is used. That is, each user is allocated with only one of the APs based on the channel quality and other implementation constraints. This may result in several disadvantages such as: 1) No information combining, that is, the signal of a user received by the other AP (that is not allocated to this user) is completely ignored. This leads to reduced rate or reliability performance; 2) frequent AP switching is required when the channel condition changes, which leads to increased system overhead.
This paper contributes to the MARN in the following aspects:
1. We propose a new linear physical-layer network coding (LPNC) scheme for the un-channel-coded MARN, which consists of K single antenna users, one relay node and one destination node. In the proposed scheme, the relay node reconstructs L linear combinations of the K users' messages, which are referred to as L network coded (NC) messages, and forwards them to the destination. We investigate the optimal design of the proposed LPNC scheme and show that the end-to-end error performance of the MARN is determined by the choice of the coefficients w.r.t. the L NC messages.
2. We develop an explicit expression on the selection of the coding coefficients of the L NC messages at the relay that minimizes the end-to-end error probability at a high signal to noise ratio (SNR). The proposed NC coefficients selection approach does not require exhaustive decoding as used to reconstruct multiple NC messages in [22] . Thus, it has a much simpler relay operation. Furthermore, the design of L NC messages is very general and optimal, as it contains decoding of a single user message or an LPNC message as its special case. This is different from the NCMA scheme in [17] and [18] , where MUD decoder, single-user decoder and PNC decoder are all equipped at the receiver to achieve multi-reception, and the optimality of multi-reception is not discussed.
3. We propose a new information combining scheme for the un-channel-coded MARN scheme at the destination node. In the proposed scheme, the destination node not only receives a distorted and noisy copy of the signals from the K users, but also receives multiple NC messages from the relay node. We propose an information combining decoding algorithm based on the maximum a posteriori probability (MAP) rule for the destination uses to recover all K users' messages, where the received NC messages are used as sideinformation. We show that, the side-information can effectively help the destination to decode the K users' signals, leading to a significant improvement in the system error performance.
4. We develop a practical channel-coded LPNC scheme. We propose to use an irregular repeat-accumulate (IRA) modulation code over GF(q) as the underlying channel-code. A symbol-wise NC message MAP detector and an iterative belief-propagation (BP) decoder are used to compute the NC message sequences at the relay. A symbol-wise information combining MAP detection algorithm is proposed to recover all K users' message sequences at the destination. We demonstrate that our proposed scheme outperforms the benchmark schemes significantly in both un-channel-coded and channelcoded MARNs, at practical SNR values.
II. SYSTEM MODEL (UN-CHANNEL-CODED)
In this section, the MARN model is introduced. We first focus on an un-channel-coded system over a real-valued model for two reasons. First, the signal constellations with LPNC can be clearly characterized in the un-channel-coded case. Only given that, the error probability of the proposed scheme can be expressed, leading to our asymptotically optimal LPNC design solution in Section IV. Second, the complex-valued model can be represented by an equivalent real-valued model as shown in [16] . Given the equivalent real-valued model as in [16] , we only need to consider the design for the real-valued model throughout this paper.
A. Real-Valued Model
Consider a real-valued, un-channel-coded MARN, where both users' messages and channel coefficients are realvalued. Let u k ∈ G F(q) be the message symbol of user k, k ∈ {1, 2, · · · , K }. Each user employs zero mean uniform q-PAM modulation, yielding the modulated symbol
where γ is a normalization factor which ensures E x 2 k = 1. The K users transmit their modulated signals simultaneously. The relay with N R antennas receives
where E s denotes the average energy per-symbol, h k,R is the size N R -by-1 channel coefficient vector from user k to the relay and z R is N R -by-1 additive white Gaussian noise (AWGN) vector. In the mean time, the destination node with N D antennas receives (2) and (3) can be rewritten as
Remark 1 (Degree of Channel State Information (CSI)):
In this work, we consider an open-loop system, i.e., there is no feedback from a receiver to a transmitter. As such, each user does not have the transmitter-side CSI. We assume perfect local CSI at the receivers, i.e., the relay node has perfect knowledge of H R and the destination node has perfect knowledge of H D .
The relay node is connected to the destination node via a wired or wireless BH link. Given the received signal vector y R , the relay node generates some function of it. The process can be represented as
Here, the function f (y R ) needs to satisfy a BH rate constraint, as will be detailed momentarily. The relay node then sends f (y R ) to the destination. Denote by f (y R ) the function recovered at the destination. The destination node attempts to recover all K users' messages based on its received signal y D from the users and the function f (y R ) from the relay. The process at the destination can be represented as
where
In this work, we focus on the configuration where the total number of single antenna users is equal to the number of the receiver antennas, i.e., N R + N D = K , where the MARN can be viewed as a virtual MIMO system with equal numbers of transmit and receive antennas. For the case where N R + N D < K , it is known that the system cannot support K spatial data streams. For the case where N R + N D > K , it is known that PNC will offer little coding gain compared to decode-and-forward (DF) scheme. This is why we consider N R + N D = K in this work.
B. Problem Statement
An end-to-end decoding error at the destination is declared if u = u. For the un-channel-coded model described above, we concern about the problem of designing an efficient communication strategy, subject to the rate constraint of the BH link, such that Pr ( u = u) is small. A more ambitious object would be to find the scheme that minimizes Pr ( u = u) subject to the rate constraint of the BH link. The key ingredients that are central to the design problem involve: 1) the processing at the relay, i.e., Eq. (5); 2) the processing at the destination, i.e., Eq. (6).
Remark 2 (Constraint of the BH Link): In practice, the BH link between the relay and the destination can be either wired or wireless, depending on the specific application. For the case with a wired BH, we consider that the BH link is noiseless and subject to a rate constraint of R B H bits/channel-use, as in the prior works [23] , [26] . To meet this rate constraint, the entropy of f (y R ) must be no greater than R B H , i.e.,
Given that the rate constraint is met, the function generated by the relay can be delivered to the destination free of error, i.e.,
Remark 3: For the case with a wireless BH, the destination will receive a noisy observation of the signal sent by the relay, as in the conventional single-user two-hop relay network. In this case, the rate constraint of the BH is dependent on the wireless channel between the relay and destination. Generally speaking, if a scheme performs better than the other scheme in the wired BH scenario, it will not perform worse than the other scheme in the wireless BH scenario. In this paper, we focus on the case with a wired BH in presenting our proposed LPNC scheme. Our method also applies to the MARN with a wireless BH.
III. PROPOSED LPNC AND INFORMATION COMBINING SCHEME FOR AN UN-CHANNEL-CODED MARN A. Preliminaries
Consider an MARN with a wired BH link of a rate constraint R B H . In the proposed scheme, the relay constructs L linear combinations of the K users' messages over GF(q) based on its received signals from the K users. Recall (7), L is set to R B H / log q 2 to meet the BH rate constraint, where x obtains the integer part of x.
In this work, we consider that q is a prime number so that the integer set {0, . . . , q − 1} forms a finite field under modular addition and multiplication. The proposed scheme can be extended straightforwardly to q = 2 n . However, the error performance will be degraded notably due to the ambiguity problem [4] in a non-prime finite field. Note that for q = 4 and q = 4 n , we can employ signal constellations designed based on Eisenstein integers as that in [24] . In this case, the proposed scheme can be extended to GF(4 n ). We will consider it in our future work.
Let the L linear message-combinations over GF(q) be denoted by
where "⊗" denotes the modulo-q multiplication. We refer to w 1 , · · · , w L as L linear NC messages and g l as the NC coefficient vector associated with the lth NC message w l . For notation simplicity, let w = [w 1 , · · · , w L ] T , which is referred to as an NC message vector. In addition, let the coefficients w.r.t. the L NC messages be denoted by
In this paper, we refer to G as an NC generator matrix.
Throughout this paper, we consider that g 1 , · · · , g L are linearly independent in the finite field. This suggests that L ≤ K and the NC generator matrix G has a full column rank of L for a real-valued model. For a complex-valued model, L ≤ 2K since each user transmits two independent messages through in-phase and quadrature branches.
B. Relay Node's Processing (LPNC)
The relay node computes L NC messages following the notion of CF [25] or linear PNC [27] . The mechanism is described below:
Step 1. Based on the knowledge of H R , the relay selects an NC generator matrix G. Step 2. Given the received signal y R , the relay attempts to construct the NC message vector w = [w 1 , · · · , w L ] T w.r.t. the selected G. (The algorithm that the relay uses will be detailed momentarily.) Denote the NC message vector constructed by the relay as
Step 3. The relay sends the NC message vector w to the destination node via the BH link.
In this paper, we use the hard-estimation of the NC messages at the relay in order to maximize the number of NC messages sent by the relay to the destination for a given BH rate constraint. This is because the end-to-end error performance of our scheme can be significantly improved by increasing the number of NC messages forwarded by the relay. If the BH rate is high enough to accommodate the soft-estimation of the NC messages at the relay, better performance can be achieved by forwarding the soft-estimation of NC messages.
Remark 4: The selection of G is critical. Later we will show that the end-to-end error probability Pr ( u = u) at the destination is dependent on the choice of G. We assume that G is delivered to the destination via a reliable link. This is done once per fading channel realization and the extra complexity and cost is not significant for a slow fading channel of a relatively large coherence time.
Here we turn back to Step 2 of the relay's processing and present two algorithms for the relay to construct the NC message vector w for a given G. An algorithm based on a joint maximum a posteriori probability (J-MAP) rule is written as
The algorithm specified in (9) first calculates the sum of the likelihood functions of all u vectors whose underlying NC message vectors are equal to a certain value of w. Next, the sum of the likelihood functions w.r.t. different values of w are compared, and the one with the maximum value is decided as w. In the third equality, we used the fact that the NC generator matrix G is selected by the relay entirely based on the local CSI H R , and hence it is independent of users' message vector u. We also assumed that u is transmitted with equal probability.
As an alternative, an algorithm based on a componentwise MAP (C-MAP) rule is given by
The J-MAP algorithm finds the most likely w vector in a joint manner based on the received signal y R and NC generator matrix G. In contrast, the C-MAP algorithm finds the most likely NC messages w l , l = 1, . . . , L based on the received signal y R and each NC coefficient vector g l , where the decisions on the L NC messages are made in a separate manner. For the case of L = 1, the J-MAP algorithm is equivalent to the C-MAP algorithm. For a general L, the error probability based on the J-MAP algorithm is a lower bound of that based on the C-MAP algorithm. At a high SNR, the C-MAP algorithm has almost the same error probability of the J-MAP algorithm, while it can simplify the analysis and design of the proposed LPNC scheme. Therefore, the C-MAP algorithm will be used in our analysis and design.
Example 1:
In this example, we show the received signal constellation at the relay for a specific channel realization and the relay's operation. We consider an MARN with K = 2, N R = 1, L = 1, q = 3 , and the user-relay channel coefficients h 1,R , h 2,R = [1.1, 1]. There are q K = 9 constellation points in total as shown in Fig. 1 . The NC coefficient vector is selected to be g = [1, 1] T . Those constellation points with identical underlying NC message are labelled with the same icon. Those points whose underlying NC messages are different are labelled with different icons. In the LPNC scheme, the relay will find the most likely NC message w w.r.t. the received signal y R using (9) or (10) . In this example we see that the minimum distance between the points with different icons is greater than that w.r.t. all q K = 9 points, which means that the error probability of decoding the NC message w at the relay using the NC coefficient vector
C. Destination Node's Processing (Information Combining)
The destination node attempts to recover all K users' messages by combining its received signal y D from the users and the NC message vector w obtained from the relay. The information combining (decoding) processing based on the MAP rule is given by Here, we assume that the users' messages u is transmitted with equal probability, i.e., p (u) = 1 q K . The fact that the selection of NC generator matrix G and the decoding of NC messages w at the relay are independent of the received signal y D at the destination is also used in the second equality of (11).
In the algorithm specified in (11), among those message vectors u that satisfy G T ⊗ u = w, the one that is closest to the received signal y D is decided. Here, w provides side information which helps the destination to decode the users' messages. To be specific, consider the signal constellation of
there are q K points in the constellation to be distinguished if there is no side information provided. Given the side information w from the relay, the points whose underlying NC messages are not equal to w are expurgated as p (u| w, G) = 0, ∀u : G T ⊗ u = w. Hence, there will be only q K −L points in the constellation that are relevant to the decoding. In this paper, we assume that the relay knows whether the reconstructed NC messages are correct or not and it only forwards the correct messages. In a practical system, this can be done by CRC decoding at the relay.
Example 2: In this example, we show the received signal constellation at the destination for a specific channel realization and the destination's operation. We consider an MARN with K = 2, N D = 1, L = 1, q = 3, and the user-destination channel coefficients h 1,D , h 2,D = [1.43, 0.75]. There are q K = 9 constellation points in total as shown in Fig. 2 . Assuming that the side information provided by the relay is w = 2, there are only q K −L = 3 points whose underlying NC messages are identical to w. We label these three points by " ". Upon receiving y D , the destination chooses the most likely point out of the three points labelled by " ". Those points without the icon " " are not considered in the decoding process. In this example we see that the minimum distance w.r.t. the three points labelled by " " is much greater than the minimum distance w.r.t. all q K = 9 points. This suggests that the end-to-end error probability will be reduced by exploiting the side information provided by the relay.
D. On the Network Throughput of the Proposed Scheme
In the proposed scheme, K users transmit signals simultaneously in the first time slot and the relay reconstructs L, L ≤ K NC messages in a real-valued model. Then, L NC messages are transmitted by the relay in N time slots. Here, N is determined by the relay-destination link capacity. This is different from that in [28] , where symmetric user-relay and relay-destination channels are considered. As K user messages are transmitted in N + 1 time slots, the network throughput is 
IV. ON THE OPTIMAL DESIGN OF THE PROPOSED LPNC SCHEME A. Design Problem Formulation
In this section, we investigate how to design the proposed LPNC scheme to minimize the end-to-end decoding error probability at the destination. Note that the freedom in designing the proposed scheme is the selection of the NC generator matrix G at the relay. Therefore, the design problem is formulated as finding
at the relay. We emphasize that the relay needs to find G opt without the knowledge of H D , as local receiver-side CSI is considered in this work.
In general, finding the exact solution to (12) is very difficult. Here, we aim at finding a solution to (12) at a high SNR, i.e. ρ → ∞. To this end, we first present a lemma.
Lemma 1: As ρ → ∞, the solution to (12) satisfies
(13) Lemma 1 shows that at a high SNR, to minimize the end-toend error probability Pr ( u = u) at the destination, one needs to find the matrix G that minimizes Pr ( w = w) at the relay. Please find the proof of Lemma 1 in Section A of Appendix.
B. Set-Distance Spectrum and Error Probability
Previously, Lemma 1 shows that at a high SNR, the problem in (12) becomes finding the generator matrix G that minimizes Pr ( w = w|G, H R ) at the relay, as specified in (13) . A naive approach to find the solution would be to do the exhaustive search. However, this approach is computationally prohibitive even for a small K and L. The remainder of this section is devoted to finding an explicit solution to (13) . To this end, we first characterize the cost function Pr ( w = w|G, H R ) in the problem specified in (13) at a high SNR.
1) Signal Constellation at the Relay: Consider a deterministic user-relay channel realization of H R . Define
which is referred to as a superimposed (SI) symbol vector. Let the set X s = {x s : x s = H R x} collects all possible SI symbol vectors. The cardinality of the set is q K . For a given NC generator matrix G, we define the following set
Here, X
s (w) collects all the SI symbol vectors whose underlying NC codewords are identical and equal to w. Clearly we have
Here, (16) can be viewed as a partition of all possible SI symbol vectors into q L sets, where each set corresponds to a specific NC codeword.
2) Conventional Distance Spectrum: Let x and x be two different user signal vectors. Define
as the difference vector (DV) w.r.t. to the pair of (x, x). Consider all possible transmitted signal vector pairs, the entries of δ belong to {1 − q, 2 − q, . . . , q − 2, q − 1}. At the relay, the squared Euclidean distance (SUD) w.r. t. (x, x) is
Let
represent the minimum SUD for all possible (x, x) pairs, and
denote the associated DV. It is noteworthy that d 1 is the minimum distance in a conventional scheme that completely decodes all individual messages u 1 , · · · , u K . Let d 2 and 2 respectively be the second smallest SUD for all possible (x, x) pairs and the associated DV, subject to
Similarly, let d l and l respectively be the lth smallest SUD for all possible (x, x) pairs, such that
Let A (d l ) be the total number of events associated with
We refer to A as the conventional distance spectrum of SI symbol vectors. Note that this is the effective distance spectrum if the relay attempts to distinguish all individual messages of K users.
3) NC Set-Distance Spectrum: In light of the spirit of PNC, the relay does not need to distinguish all individual messages of K users. Instead, it only needs to distinguish the SI symbols with different underlying NC codewords. The effective distance and the distance spectrum for the NC codewords are different from the conventional ones, and are described as follows.
For a given NC generator matrix G, let 
For a given NC generator matrix G, let
be the number of events that the SUD of two SI vectors, with different underlying NC codewords, is equal to d
We referred to A (G) as the NC set-distance spectrum. 4) Error Probability at a High SNR: For a given user-relay channel realization, we can compute the conventional distance spectrum of SI vectors. For a given NC generator matrix G , some elements in the conventional distance spectrum of (22) will not appear in the NC set-distance spectrum of (25) . This is due to that different SI vectors may generate the same NC codeword, which means their corresponding NC set-distance becomes zero. Different NC generator matrices G will have different SI vectors with zero NC set-distance in their setdistance spectrum, which leads to different NC error (NCE) probability. Intuitively, at a high SNR, the minimum NC setdistance determines the error probability, as we will see next.
The pair-wise error probability of confusing an NC message vector w with an erroneous one w is given by
Thus, the NCE probability of the proposed scheme, averaged over all NC message vector w, can be upper bounded by
C. Asymptotic Solution to (12)
Here we first consider the solution to (12) for a special case with L = 1. This applies to a practical scenario where the BH rate constraint is very stringent and only one NC message can be forwarded by the relay. Then, we proceed to a general case with L ≤ K . Let
Theorem 1: As ρ → ∞, a solution to (12) for L = 1 satisfies
(29)
where 1 and T is a lower-triangular matrix with non-zeros diagonal entries, i.e,
Let u j and u j denote the user message vectors which lead to the j -th minimum distance in the conventional distance spectrum, the element a i, j in T represents the difference of underlying NC messages of u j and u j w.r.t the i -th NC coefficient vector g i . If a i, j = 0, u j and u j have identical underlying NC messages, and the j -th minimum distance event in the conventional distance spectrum introduced by u j and u j disappears in the NC set-distance spectrum. Otherwise, u j and u j have different underlying NC messages, and the corresponding j -th minimum distance event in the conventional distance spectrum is still in the NC set-distance spectrum.
The solution to (30) spans a L-dimension sub-space in the K -dimension finite field. The G opt and the matrix that permutes the columns of G opt are regarded as one solution. Note that (30) and (31) are obtained by only considering the effective minimum distance for decoding, instead of considering the distance spectrum. This may lead to performance loss in a low SNR regime.
Please find the proofs of Theorem 1 and Theorem 2 in Section B and C of Appendix, respectively.
D. Discussion on the Diversity Order of the Proposed Scheme
We note that obtaining a closed-form expression on the end-to-end error probability, i.e., Pr( u = u), is not yet tractable. This is due to the non-linear operation in selecting the optimized NC coefficient at the relay, as well as the nonlinear operation in the information combining process at the destination.
Here, we would like to give an intuitive discussion on the diversity order of the proposed scheme. First consider the extreme case where the BH link capacity is unlimited. In this case, the relay can forward the entire received signals to the destination. Then, the destination can fully exploit the signals received from the relay and that from the destination. As such, the scheme becomes a single-input multiple-output (SIMO) multiple-access channel (MAC) with N R + N D co-located receive antennas, and the diversity order of N R + N D can be achieved. Consider next the scenario where the BH link capacity is very limited. Then, only very limited side information can be provided by the relay. When the BH link capacity becomes extremely small, the signal from the relay can hardly help the decoding at the destination, and the scheme reduces to a SIMO MAC with N D receive antenna only. Therefore, as the BH link capacity decreases, the diversity order tends to reduced from
For the case where the BH link capacity can support L = K data streams, the scheme can achieve a diversity order of N R + N D . To see this, note first that the error probability of the proposed scheme is strictly lower than or equal to that of the DF with selection combining scheme. Note also that the DF with selection combining scheme has a diversity order of N R + N D . In addition, the diversity order of this setup is upper-bounded by N R + N D . Thus, the diversity order of the proposed scheme is N R + N D when L ≥ K . Numerical results in Section VI are shown to line up with the above discussion on the diversity order. In general, increasing L from 1 to K improves the diversity order from N D to N D + N R .
V. CHANNEL-CODED LPNC AND INFORMATION
COMBINING SCHEME
In Section III and IV, we presented an LPNC and information combining scheme for an un-channel-coded MARN, and developed an explicit optimal LPNC design solution that minimizes the end-to-end error probability at a high SNR. New design insights have been obtained from these developments. In this section, we present a new LPNC and information combining scheme for the channel-coded MARN. Block fading channel is considered, where the channel fading coefficients remain the same within a channel-coded block while vary independently over different coded blocks.
A. Encoding Using a Linear Code Over GF(q) and q-PAM Modulation
In this work, we consider the symmetric rate case where all users have the same information rate. This scenario is particularly useful for the channel model under consideration where the transmitters do not have CSI.
In the channel code, user k maps its message sequence to a length-n codeword sequence
The mapping can be represented as c k = u k ⊗G c , k ∈ {1, · · · , K } , where the entries of the channel code generator matrix G c belong to GF(q) and the size of G c is m-by-n. We note that the same channel code generator matrix G c is used for all users following the spirit of CF [25] . The information rate for each user is given by R = m n log q 2 . Remark 5: In this work, we propose to use the ensemble of random-coset IRA codes over GF(q) [13] . These ensemble of codes are practical as they have a simple encoding structure, where low-complexity iterative BP algorithm can be employed to directly compute the NC messages. Also, they have a flexible structure such that the code performance can be optimized using density evolution and a two-dimension extrinsic information transfer (EXIT) chart technique.
Similar to the un-channel-coded system, we consider q-PAM modulation in the channel-coded system. Then, the transmitted signal x k [t] from user k and the received signal y R [t] by the relay at time instant t is modelled similarly as that in (1) and (2).
B. Iterative Decoding of NC Message Sequences at the Relay
, and the perfect knowledge of the channel matrix H R , the relay attempts to compute L linear message combinations. Here, let R B H be the rate constraint of the BH per-block. To satisfy the BH rate constraint, it is obvious that L must satisfy
For the ease of presentation, we first illustrate the algorithms used at the relay for L = 1. After that, we proceed to the general case with L > 1.
1) Processing at the Relay for L = 1: For a given NC coefficient vector
K , g = 0, the relay attempts to compute one linear message sequence combination
associated with g. We refer to w as an NC message sequence.
Then, the NC message sequence can be written as
For L = 1, the MAP decoding rule for computing the NC message sequence is given by
Denote the decision made by the receiver by w. An NC message error is declared if w = w. Now, let us turn our attention to the linear combination of the output of the channel encoder. Define the linear combination of the codeword sequence c 1 , . . . , c K as
We refer to c N as an NC codeword sequence.
Then, the NC codeword sequence can be written as
By using the same channel code generator matrix G c for all users, (35) is equivalent to
The complexity of the MAP decoding rule in (38) is exponential in the code length n. Here, we suggest to use a soft-input soft-output symbol-wise detector followed by an iterative BP decoder over GF(q) to approximate the MAP decoding solution, which is detailed as below.
The detector calculates the symbol-wise a posteriori proba- 
For a fading channel realization H R , the detector's soft output can be written as
where η is a normalization factor to ensure
. With the detector's soft information p [t] , t = 1, · · · , n, an iterative BP decoder over GF(q) is employed to recover the NC message sequence w as in [13] . The details are omitted here.
2) Processing at the Relay for L > 1: Given L linearly independent NC coefficient vectors g l , l = 1, · · · , L, the relay attempts to compute L NC message sequences
Denote L NC codeword sequences c N,l corresponding to the L NC message sequences by
The relay first calculates the soft information for L NC codeword sequences. For the tth symbol of the lth NC codeword, the (i + 1)th, i ∈ G F(q), component of the soft information is calculated by
3) Forwarding the NC Message Sequences via BH:
We assume that the relay is able to identify whether the decoding of a NC message sequence is successful (i.e. free of error) or not. In practice, this can be done by introducing a CRC check or using the cross entropy in the iterative decoding process for stoping criterion. Assuming L , L ≤ L NC message sequences are successfully recovered, the relay re-encodes these NC message sequences by using the same channel code over GF(q) and forwards the NC codeword sequences to the destination via the BH. Recall (32), it is obvious that the L NC message sequences can be reliably delivered to the destination by using a good channel code.
C. Information Combining and Iterative Decoding at the Destination
The signal received by the destination at time instant t is modelled similar as that in (3) . Let
. By combining the received signal Y D from the users with the received side information = {c N,1 , . . . , c N,L } from the relay, the destination aims to recover all K users' messages.
The information combining process based on the MAP sequence decoding rule is given by
A user message sequence error is declared if U = U. In our proposed decoding method, the destination first calculates the symbol-wise APP for K users. For the kth user's code symbol t, t = 1, . . . , n , the symbol-wise APP is given by
Here we used the fact that the received signal y D [t] at the destination is independent from G and the side-information
in the first equality of (46).
In the second equality of (47), the set of side-information [t] is used to improve the estimation of p k i [t] . In particularly, the information combining is done as that if the tth code
) is set to one. Otherwise, it is set to zero. The underlying notion is the same as that in the un-channel-coded case which is described in Section III.
Given the user-destination channel realization H D , (47) can be written as
Next, the symbol-wise APPs are forwarded to K iterative BP decoders to recover the K users' messages u 1 , . . . , u K .
D. On the Complexity of the Proposed Scheme
In this paper, we aim to develop a new LPNC and information combining scheme for the practical MARN, and investigate the optimal design of the proposed scheme. In this stage, we focuses on presenting the new scheme as well as the key design insights. As such, the optimal MAP decoding rule is used in (35) and (45). To reduce the complexity of the proposed scheme, linear detectors such as that were studied in multiuser detection could be borrowed and employed in our scheme as well. However, this is out of the scope of this paper.
We compare the complexity of our proposed scheme to that of the DF with iterative detection and decoding (IDD) and information combining scheme, which is described in Section VI and is called benchmark scheme hereafter. We do comparison between these two schemes since they both use DF protocol at the relay and they both use MAP decoding rules at the relay and the destination. In the benchmark scheme, receiver iterations are used to decode user messages at the relay and the destination. First consider the computation complexity of one receiver iteration for the benchmark scheme. At the relay, a symbol-wise MAP detector and K channel decoders are used to decode K users' messages. At the destination, a symbol-wise information combining MAP detector and K channel decoders are used to decode K users' messages. Hence, the total computation complexity includes that of a symbol-wise MAP detector, a symbol-wise information combining MAP detector and 2K channel decoders. In our scheme, the only difference from the benchmark scheme on the complexity is that only L, L ≤ K , NC messages are decoded at the relay. Therefore, our proposed scheme has less or equal computation complexity compared to that of the benchmark scheme with one receiver iteration.
It is noteworthy that the proposed scheme introduces some overheads on the complexity as the NC generator matrix G has to be selected at the relay. We emphasize that this additional operation only needs to be done once per-block.
Thus, the introduced complexity overheads become negligible as the block length n increases.
In summary, the total computation complexity of our proposed scheme is similar to that of the benchmark scheme with one receiver iteration, and it is much smaller than that of the benchmark scheme when more than one iterations are used there. In addition, our proposed scheme does not consist of interleavers and deinterleavers, which are used in benchmark scheme to randomize the information exchanged between the detector and the channel decoders. This may save implementation cost and processing latency.
VI. NUMERICAL RESULTS
In this section, we present the performance of our proposed LPNC and information combining scheme for the Rayleigh fading MARN, and compare it with that of a few state-of-theart benchmark schemes. Both un-channel-coded and channelcoded systems are considered. In each system, both wired and wireless BH scenarios are investigated. Complex-valued models and q 2 -QAM modulation schemes are used in the simulations.
In wired BH MARNs, we compare our proposed scheme to the DF based schemes. In particular, the DF with selection combining scheme and the DF with information combining scheme are used as benchmark schemes. In both benchmark schemes, relay decodes K users' messages and selects L , L ≤ L, correctly decoded ones randomly, and forwards them to the destination. Then the destination uses the signals received from the users and the messages received from the relay to recover all K users' messages. In the DF with selection combining scheme, the destination first decodes K users' messages entirely based on the signals received from the users, and then combines the decoding results with the messages received from the relay. While in the DF with information combining scheme, the destination uses the messages received from the relay as side-information to decode K users' messages. Since L is selected to satisfy the wired BH rate constraint, the L user messages are assumed to be delivered to the destination free of error.
In wireless BH MARNs, we compare our proposed scheme to the AF scheme and the DF with information combining scheme. In the AF scheme, the relay scales received signals subject to its power constraint and transmits the scaled signals to the destination. Then, the destination does maximum likelihood (ML) decoding based on the received signals from the users and the relay. The protocol of the DF with information combining scheme in a wireless BH MARN is almost the same as that in a wired BH MARN, except that the forwarded L user messages maybe lost due to channel fading.
In an un-channel-coded system, the decoding operation at the relay and the destination is just symbol-wise detection, and we consider the end-to-end symbol error rate (SER) performance at the destination, i.e., Pr(u = u). In a channelcoded system, IDD is used to decode users' messages and the end-to-end frame error rate (FER) performance at the destination, i.e., Pr U = U , is considered.
In our proposed scheme, NC messages instead of user messages are reconstructed at the relay. The NC generator matrix G is selected by Theorem 2, and the NC generator matrix G is assumed to be known by the destination.
A. Un-Channel-Coded System 1) Wired BH Scenario: Fig. 3 presents the simulated average SER performance at the destination for our proposed scheme and the DF based benchmark schemes in a two-user (K = 2) single receive-antenna (N R = N D = 1) MARN over GF (3) . Here, L = 1, 2, 3 or 4 messages are forwarded by the relay. Note that we consider that each user transmits two independent messages through the in-phase and quadrature branches in a complex-valued model. Hence, L ≤ 4 can be selected. We observe that our proposed scheme outperforms the DF with information combining scheme for any given BH rate constraint. When L = 4 messages are forwarded by the relay, our proposed scheme outperforms the DF with information combining scheme and the DF with selection combining scheme by 2.6 dB and 4.2 dB at a SER of 10 −4 , respectively. We also observe that the more messages are forwarded by the relay, the better SER performance can be obtained at the destination. This is due to the fact that the more side-information can be exploited by the destination, the better decoding performance is expected.
We also investigated the end-to-end SER performance of our proposed scheme over a different finite field, e.g. GF(7), in a two-user single receive-antenna MARN. The numerical results are shown in Fig. 4 . Again our proposed scheme outperforms the benchmark schemes significantly under all BH rate constraints. Furthermore, it can be seen that the performance gain of our proposed scheme over the DF with information combining scheme increases from 2 dB in GF(3) to 3.5 dB in GF(7) at a SER level of 10 −3 .
2) Wireless BH Scenario: Fig. 5 presents the end-to-end SER performance in a two-user one receive-antenna MARN over GF (3) and GF (7) . The AF and DF with selection combining schemes are included as benchmark schemes. Here, L = 4 NC messages are forwarded by the relay in our proposed scheme and the DF with selection combining scheme. It can be seen from Fig. 5 that if L = 4 NC messages are forwarded by the relay, our proposed scheme outperforms both benchmark schemes at a medium-to-high SNR regime. In particular, our proposed scheme outperforms the AF scheme by 2.3 dB at a SER level of 10 −4 in both GF(3) and GF(7).
B. Channel-Coded System
1) Wired BH Scenario: Fig. 6 presents the FER performance of our proposed scheme and the DF based benchmark schemes in a two-user (K = 2) single receive-antenna (N R = N D = 1) MARN over GF (3) . Note that IDD with four receiver iterations is used at the relay and the destination to decode users' messages in the benchmark schemes. Here, L = 1, 2, 3 or 4 messages are forwarded by the relay. We observe that our proposed scheme outperforms the DF with IDD and information combining scheme for any given BH rate constraint. When L = 4 messages are forwarded by the relay, our proposed scheme outperforms the DF with information combining scheme and the DF with selection combining scheme by 1.1 dB and 1.9 dB at a FER of 10 −3 , respectively. Again, we observe that the more messages are forwarded by the relay, the better FER performance can be obtained at the destination. 2) Wireless BH Scenario: Fig. 7 presents the end-to-end FER performance in a two-user one receive-antenna MARN over GF(3) and GF (5) . The AF scheme is included as benchmark scheme. As in the un-channel-coded MARN, it can be seen from Fig. 7 that if L = 4 NC messages are forwarded by the relay, our proposed scheme outperforms the AF scheme at a medium-to-high SNR regime. In particular, our proposed scheme outperforms the AF scheme by 0.8 dB and 3.3 dB in GF(3) and GF (5) , respectively, at a FER level of 10 −4 .
VII. CONCLUSIONS
We proposed a new LPNC and information combining scheme for the K -user MARN. In the proposed scheme, the relay reconstructs multiple NC messages and forwards them to the destination. Then, the destination attempts to recover all K users' messages by combining its received signal and the NC messages obtained from the relay. We derived an explicit expression on the selection of the NC coefficients that minimizes the end-to-end error probability. We developed a channel-coded LPNC and information combining scheme with iterative BP algorithm for decoding at both nodes. Numerical results showed that our proposed scheme outperforms the benchmark schemes significantly in both un-channel-coded and channel-coded MARNs, at practical SNR values.
The work in this paper can be enriched in various aspects. For example, how to extend the analysis and the design of the LPNC from a single relay node to multiple relay nodes and how to exploit the uplink-downland duality for the LPNC based scheme remain as challenging tasks.
APPENDIX

A. Proof of Lemma 1
Proof: Since the relay has no knowledge of H D , the problem in (12) is written as
Using the law of total probability, (49) can be written as
Here, P 1 and P 2 can be further rewritten as
where we have used the fact that Pr ( w = w|G, H R , H D ) is independent of H D . It is known that the deep fading probability of the userdestination channel approaches zero as ρ → ∞, i.e.,
If the NC messages obtained from the relay are correct, i.e., w = G ⊗ u, they can improve error performance at the destination, and the error probability of recovering all K users' messages at the destination is expected to approach zero, i.e., the term Pr ( u = u| w = G ⊗ u, H D ) p (H D ) dH D in P 1 vanishes to zero. On the other hand, if the NC messages obtained from the relay are erroneous, i.e., w = G ⊗ u, they will degrade the error performance at the destination, and the error probability of recovering all K users' messages at the destination can not approach zero, i.e., the term Pr 
B. Proof of Theorem 1
Proof: As shown in (27) , the NCE probability is determined by the minimum set-distance when ρ → ∞. Next, we proof that when the NC coefficient vector g is selected by (29), the resultant minimum set-distance will be maximized.
In (29), the vectors v 1 , · · · , v K −1 are derived from the DVs and Rank( g 1 , · · · , g l ) = l. Since g l , · · · , g 1 span the l-dimension subspace that is orthogonal to the subspace spanned by v 1 , · · · , v K −l and g T l−1 ⊗v K −l+1 = 0, we have g T l ⊗v K −l+1 = 0. This leads to a l,l = 0. Note that the squared Euclidean distance w.r.t. g l is then d K −l+1 . Repeating this procedure, the effective distance w.r.t. g L is d K −L+1 .
As ρ → ∞, the error probability w.r.t. the lth NC coefficient vector g l is upper-bounded by
where A (d K −l+1 ) is the multiplicity w.r.t. the events with distance d K −l+1 , which is defined in (22) . In addition, the error probability w.r.t. all NC coefficient vectors is given by
It can be shown that other choice of G (except the matrices that permute the columns of G) results in an error probability strictly no smaller than that in (63), as the effective minimum squared distance is strictly not greater than d K −L+1 . This completes the proof. 
