Abstract-This paper, presents a learning automata based algorithm (LABTA) to determine an appropriate time interval for topology control, while capturing network updates and minimizing algorithm overhead. This algorithm is application dependent and it is possible to consider other parameters like delay, etc. In this paper, we describe how to merge parameters and compute the fitness. We have implemented the proposed algorithm with both of standard and distributed models of the learning automata. Simulation results show that our proposed algorithm outperforms periodic topology control. In addition, a comparison can be also found between two most well known topology control protocols; LMST and K-Neigh.
INTRODUCTION
Topology Control (TC) maintains a topology with certain properties (e.g., connectivity) while reducing energy consumption and/or increasing network capacity [1] . The importance of topology control lies in the fact that it critically affects the system performance in several ways. For example, as shown in [2] , it affects network spatial reuse and hence the traffic carrying capacity.
The time interval between periodical topology controls is called hello interval. In the dynamic networks with mobile nodes, a short hello interval is necessary to compensate the frequent topology changes, which can lead to the vase power consumption and more overhead. Thus, this parameter must be tuned precisely. This paper presents a localized learning automata based algorithm (LABTA) to determine the hello interval of topology control. As our simulation results show, LABTA outperforms periodical topology control. Two well known algorithms (LMST and K-Neigh) are used as topology control protocols [3, 4] . Therefore, a comparison can be also found between them.
The rest of this paper is organized as follows: In section 2 some well known topology control algorithms are introduced. Also, impact of hello interval on the performance of topology control is described in this section. Section 4, represents a pseudo code of LABTA. Simulation results are presented in the section 5, and finally conclusion is drawn in the section 6.
II. RELATED WORKS
Many works are done on topology control in the adhoc networks. In the following, we introduce some well known of them. The MST which is the most well known between heuristic algorithms, defines the smallest subset of edges that keeps the graph in one connected component [3] . Unfortunately, MST can not be computed locally. In LMST [3] , each node builds its local minimal spanning tree. In fact, LMST is a distributed version of MST.
K-Neigh [4] is a fully distributed, asynchronous, and localized protocol, based on the number of neighbors that each node should have in order to achieve full connectivity with a high probability. In LINT [5] , each node periodically checks number of active neighbors and changes its power level accordingly, so that the node degree is kept within a threshold. In [6] , two topology control algorithms are presented: ABsolute Distance-based (ABD) and PRedictive Distance-based (PRD). These algorithms, also, attempt to maintain a logical number of neighbors between predefined values Kmin and Kmax.
A distributed topology control protocol called CBTC (Cone Based Topology Control) is proposed in [7] , which is based on the directional information. Basic idea is that, each node gradually increases its transmission power until it finds a neighbor node in every direction (cone). As the result, the global connectivity is guaranteed with minimum power for each node. Compared with CBTC, the K-Neigh protocol relies on a weaker assumption, i.e., distance estimation vs. directional information. Furthermore, CBTC has no bound on the number of messages nor on the energy expended in determining the proper transmit power, whereas in the K-Neigh protocol each node transmits only two messages at a predefined power (the maximum transmit power). Simulation results of [4] show that the topologies generated by the K-Neigh protocol are (on the average) 20% more energy efficient than those generated by CBTC.
As mentioned before, the time interval between periodical topology controls is called hello interval. A similar case can be seen in the routing, where neighbor nodes exchange information with each other by piggybacking in the periodically broadcast "Hello" messages. Some works are also done on the hello interval of routing algorithms [8, 9, 10] . 
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In the high-density networks with fast mobility, the change rate of topology is relatively high. Since topology changes are not advertised until next hello messages broadcast, under such circumstances, topology changes might be too fast to be captured by periodic updates. Therefore, a short hello interval is necessary to compensate the frequent topology changes. However, a short ''Hello" interval leads to frequently execution of the protocol, and consequently leads to the vase power consumption [11] . Thus, this parameter must be tuned precisely. For example, impact of hello interval on the algorithm overhead is shown in the Fig. 1 . In this figure, we have used LMST as topology control algorithm. However, impact of hello interval on the performance of topology control depends on a range of network parameters including node density and node velocity. Accordingly, reducing these intervals may not lead to performance improvements [8] . In [3] , the time interval between two broadcasts of hello messages depends on the level of node mobility, and is determined by a probabilistic model. Also, in [11] , K-Neigh protocol is analyzed through a probabilistic model, for different spatial and temporal properties such as hello interval, logical node degree and final transmission range. Unfortunately, to the best of our knowledge, just a few works are done on this area, and none of them have used meta-heuristics like GA, NN and learning automata (LA). In this paper, a localized algorithm (LABTA) is proposed, that uses learning automata to determine the next topology control interval in the mobile adhoc networks.
III. LABTA
As mentioned before, impact of hello interval on the performance of topology control depends on a range of parameters, and it seems difficult to determine it through a polynomial statement, in a mobile adhoc network. Therefore, our algorithm is designed heuristically. LABTA uses learning automata to determine the next hello interval. In the following, we describe how to compute fitness of an action. Fitness factor of ith node in dth step can be computed as (1): 
Where f is number of factors, c is a positive real factor, dik f is kth factor of the ith node in the dth step, and
is the importance constant of kth factor. However, in this paper number of factors is one and our fitness factor is computed as (8): ) ( ) (
We can improve this fitness factor, using a variable effect constant as (9):
Therefore, using this effect constant, fitness statement changes as (10):
For simplicity, we abbreviate this type of fitness statement as (11):
Where O is overhead, V is power variation and ' ρ ' implies that we have used described variable effect constant and fitness is computed as (10) .
LABTA uses the continuous pursuit reward-penalty (CP RP ) [15] model of learning automata, which is consist of three steps: The first step consists of choosing an action based on the probability distribution. Whether the automaton is rewarded or penalized, the second step is to increase the component of whose reward estimate is maximal (the current optimal action), and to decrease the probability of all the other actions. The last step is to update the running estimates for the probability of being rewarded. For this purpose, it uses vector D to keep the probability of being rewarded for its actions. For more improvement, we can use fitness to compute D as (11):
is the rewarding probability of ith action at instance t+1. Note that fitness is a real positive number that its maximum value is one. Now we are to describe main algorithm of LABTA. Our proposed algorithm is implemented with both of the standard [12] and distributed [13, 14] models of learning automata. The standard model of automata is a distributed automata model with only one LA.
Note that our network has n nodes, each node has a DLA, and each DLA has m LA itself. That is, there are n×m LA. Therefore, there are n LA when we use the standard model. As mentioned before, we use CP RP to update the probability vector of each LA. A pseudo code of the proposed algorithm is given below: We have used OPNET to simulate our network, which is a powerful simulator. Also, we have used its predefined settings for IEEE 802.11b standard model. For example, data rate is 11 Mbps and the bandwidth is 2.4 GHz. Signal propagation model is free space-line of sight, which is predefined in the OPNET. One of the basic features of a mobile adhoc network (MANET) is that nodes move according to some mobility model. For MANETs, the random way-point model (RWP) [10] is, by far, the most popular mobility model. The speed (m/s) and pause time(s) parameters of all nodes are set as uniform(0,10) and constant(1), respectively. However, in the static networks nodes don't have any mobility. Nodes are placed in a 500*500 meter area non-uniformly. Due to the massive amount of data to be processed, strictly a simulator issue, the number of nodes is limited to 15 and used as a proof-of concept. All nodes generate traffic for a random destination and the packet inter arrival time is set as Poisson(1). We have tested our proposed algorithm in both of the static and dynamic networks. An important specification of static networks is number of neighbors and network density. We assumed that at first each node has at least one neighbor. Simulation results are summarized in the TABLE I, where 'S' implies that we didn't use DLA, and 'B' implies that we didn't use fitness to compute probability of being rewarded in CP RP . Also, 'L' implies that LABTA is implemented with LMST, and 'K' implies that LABTA is implemented with K-Neigh. The "Dropped" column of this table determines number of bits that are dropped due to their exceeded retry threshold and, the "Throughput" column represents the average number of bits that are received by the receiver channel, successfully (in the mac layer of network). A distributed learning automata based algorithm is proposed in this paper, to determine an appropriate hello interval. The proposed algorithm (LABTA), is application dependent and it is possible to select metrics according to the related application. For example, if QOS is important, delay can be also considered as a metric. As our simulation results show, LABTA outperforms periodical topology control.
As mentioned before, LABTA is implemented with both of the standard and distributed models of learning automata. DLA considers a weighted graph of transitions between actions and provides more accurate decisions. Therefore, using DLA, better results can be provided. Also, using fitness we can provide continuous and more accurate values fitness to compute probability of being rewarded in CP RP , and better results can be provided, consequently. From our results, it is also obvious that, K-Neigh protocol, however, does not guarantee connectivity even though it does achieve connectivity with a high probability.
