In the case of compact quantum graphs, many-particle models with singular twoparticle interactions where introduced in [BK13a, BK13b] to provide a paradigm for further studies on many-particle quantum chaos. In this note, we discuss various aspects of such singular interactions in a two-particle system restricted to the halfline R + . Among others, we give a description of the spectrum of the two-particle Hamiltonian and obtain upper bounds on the number of eigenstates below the essential spectrum. We also specify conditions under which there is at most one such eigenstate. As a final result, it is shown that the ground state is non-degenerate and decays exponentially as x 2 + y 2 → ∞.
Introduction
Quantum graphs have proven to be useful models in various areas of mathematical and theoretical physics. From a mathematical point of view, they combine the simplicity of a (quasi) one-dimensional system with the complexity of a graph-like structure. It is exactly this underlying complexity that turned quantum graphs into particular important models in the field of quantum chaos by showing that eigenvalue correlations in quantum graphs are generically the same as in quantum systems with chaotic classical limit [KS97, GS06] . Intuitively, the chaotic behavior stems from the scattering of the quantum particle in the vertices of the graph. Therefore, in order to provide a useful model for the investigation of many-particle quantum chaos, many-particle systems on (finite, compact) quantum graphs with localised many-particle interactions were introduced in [BK13a, BK13b] . Localised in this context means that the particles interact only in the vicinity of the vertices of the graph, i.e., one particle has to sit at a vertex whereas the other particles are close to it. The important consequence of such singular many-particle interactions is that the scattering of the particles and hence the dynamics of the system are affected in a way encoding genuine many-particle correlations.
Also, apart from the fact that the model which will be discussed in this paper originated from the field of quantum chaos, it is also an interesting model in its own right. From the point of view of applications, singular many-particle interactions on graphs were already discussed in [MP95] in order to investigate the effects of short-range many-body interactions on, e.g., the conductivity of nanoelectronic devices. From a more theoretical point of view, it is well-known that quantum many-body problems are generally hard to solve and, indeed, there are only few models which are explicitly solvable [AGHK + 88]. One important model in this respect is the Lieb-Liniger model [LL63] (originally formulated for an N-particle system) whose Hamiltonian, in the case of two particles, is formally given by
where α ∈ R is the interaction strength and δ(x) the Dirac delta function. Explicitly solvable for this model means that its eigenfunctions can be (if it is considered on an interval together with periodic boundary conditions) explicitly given and the spectrum can, at least in principle, be calculated. We will see below that the formal Hamiltonian of our model resembles the Hamiltonian (1.1) to some extent. The difference is that the twoparticle interactions which we will consider are even more singular in the sense that they do not solely depend on the relative position of the two particles. It is important to realise that, although the Lieb-Liniger model was originally considered as being of theoretical interest only, it is nowadays recognized to describe realistic gases in one dimension very well at low temperatures [CCG + 11]. Hence, in the same spirit as for the Lieb-Liniger model, we consider the model to be discussed as an interesting model for theoretical as well as for practical purposes.
This paper is organized as follows: in Section 2 we introduce our model and give a precise mathematical formulation, i.e., we establish a quadratic form which is then shown to characterize a self-adjoint operator (the Hamiltonian of our system) uniquely. Section 3 is devoted to the spectral analysis of this operator: we will characterize its essential spectrum and prove that, in the case of mostly attractive two-particle interactions with bounded support, there always exists at least one eigenstate below the essential spectrum. We will also provide upper bounds on the number of such eigenstates. Finally, in Section 4, we will establish (pointwise) upper bounds on the ground state eigenfunction proving an exponential decay as x 2 + y 2 → ∞.
The model and its Hamiltonian
The model we would like to discuss in this paper consists of two (distinguishable) interacting particles where the one-particle configuration space is given by the half-line R + = (0, ∞). The two-particle interactions shall be of singular type, i.e., the formal Hamiltonian of the system reads
where v(x, y) = v(y, x) is some symmetric interaction potential. On a physical level we can read off from (2.1) that the two particles interact only when at least one particle is situated at origin. Furthermore, choosing v(
is the open ball with radius ε > 0 around 0 ∈ R 2 , we see that the particles interact only whenever one particle is situated at the origin and the other particle is contained in a small neighborhood around it.
On a mathematical level, the methods employed in [BK13a] show how the Hamiltonian (2.1) can be realised via a quadratic form on L 2 (R 2 + ). Most interestingly, this quadratic form then corresponds to a variational formulation of a boundary-value problem for the two-dimensional Laplacian
with coordinate dependent Robin boundary conditions. Indeed, defining σ(y) := −v(0, y), the boundary conditions read ∂ϕ ∂n (0, y) + σ(y)ϕ(0, y) = 0 , and Remark 2.1. We require σ(y) to be a measurable, essentially bounded function throughout this paper.
The associated quadratic form is given by
The ϕ bv (y) are the boundary values of ϕ ∈ H 1 (R 2 + ) which are, according to the trace theorem for Sobolev functions [Dob05] , well defined. It is then readily verified that the form (2.4) is meaningful and we can establish the following result.
Theorem 2.2. The form (2.4) is closed and semi-bounded.
Proof. For the proof we note that the restrictions of all functions in
.g., [Dob05] ). This allows us to transfer trace estimates for bounded (Lipschitz) domains to the unbounded case, i.e., to R 2 + . More explicitly, in the proof of Theorem 3.1 in [BK13a] an estimate is used which extends to our case: we have
for all δ > 0. We hence obtain
, (2.6) which implies
Hence, choosing δ small enough, we see that the form q[·] is bounded from below. Furthermore, the estimate (2.6) also implies that the form-norm is equivalent to the H 1 -norm. Since H 1 is complete, we conclude that q[·] is indeed closed.
Due to the representation theorem of quadratic forms (see, e.g., [BHE08] ), Theorem 2.2 implies the existence of a unique self-adjoint operator being associated to the form q[·]. This operator is the Hamiltonian of our system which we denote by −∆ σ .
Spectral properties of −∆ σ
In this section we characterize the spectrum of −∆ σ , i.e., we describe the essential as well as the discrete part of the spectrum. We will prove the existence of at least one eigenstate below the essential spectrum in the case of mostly attractive interactions (as defined in eq. (3.4)) with bounded support. Furthermore, we provide upper bounds on the number of eigenstates below the essential spectrum and specify conditions on σ(y) for which there at most one such eigenstate.
Proposition 3.1. For σ ≡ 0, the operator −∆ σ has purely essential spectrum with
Proof. The proof employs Weyl's characterization of the essential spectrum in the sense of quadratic forms [Sto01] . This means that, in order to prove that λ ≥ 0 is in the essential spectrum, we construct a sequence (ϕ n ) n∈N ⊂ H 1 (R 2 + ) such that ϕ n = 1, ϕ n ⇀ 0 and
as n → ∞ and where s(·, ·) is the sesquilinear form associated with (2.4). To construct such a sequence we consider the rectangle
with some constants L n , B n , y n > 0 and choose ϕ n to be the normalized ground state eigenfunction of the twodimensional Laplacian (with Dirichlet boundary conditions) on R n , extended by zero on all of R 2 + . A direct calculation then gives
Hence, letting L n → ∞,
n → λ and y n → ∞ fast enough, we see that (ϕ n ) n∈N is an appropriate sequence showing that σ ess (−∆ σ ) = [0, ∞). Finally, taking into account that −∆ σ is positive, the claim follows. + }. In a second step we prove the existence of an eigenstate at negative energy whenever the two-particle interactions are mostly attractive and have bounded support. Mostly attractive shall mean
Note that the constant on the right hand-side of (3.4) follows from a test-function argument below and is not assumed to be of particular significance. For us, it will only be important to establish the existence of an eigenstate at negative energy based on the integral ∞ 0 σ(y) dy. From a physical point of view, condition (3.4) implies that the potential σ(y) can exhibit some oscillatory behavior while −∆ σ still maintains an eigenstate at negative energy. This, on the other hand, allows to consider "more natural" interactions since, from a classical perspective, repulsive interactions are always expected if the particles are too close to each other (hardcore repulsion). and there exists an eigenstate state below the essential spectrum.
Proof. We split R 2 + into two disjoint subsets, i.e., we write R 
is the unique self-adjoint operator being associated with 
(3.11)
Hence, due to (3.4) we have q[φ] < 0. This proves the statement.
Using the same methods as in the proof of Lemma 3.3 and of Proposition 3.1, we can actually determine the essential spectrum of −∆ σ completely. (3.12)
Remark 3.5. Using the Weyl sequence as constructed in the proof of Proposition 3.1, it is readily verified that, for σ(y) ≤ 0 (i.e., repulsive two-particle interactions), the spectrum is purely essential with σ ess (−∆ σ ) = [0, ∞).
In a next step, assuming that supp σ(y) ⊂ [0, L], we estimate the number of eigenstates of −∆ σ below the essential spectrum. As in the proof of Lemma 3.3, we use a comparison argument between −∆ σ and a direct sum of Laplacians −∆ Ω 1 ⊕−∆ Ω 2 where R 2 + = Ω 1∪ Ω 2 and where Ω 1 is the triangle which is obtained by connecting the three points (0, 0),(L, 0) and (0, L). On an operator level, we impose Neumann boundary conditions along the line connecting (L, 0) and (0, L) as well as on ∂Ω 2 . Furthermore, Robin boundary conditions as in (2.3) with constantσ := σ(y) ∞ are imposed along the other sides of the triangle.
On a form level, the quadratic form associated with −∆ Ω 1 is given by
and it is defined on H 1 (Ω 1 ). Furthermore, the quadratic form associated with −∆ Ω 2 is given by
14)
being defined on H 1 (Ω 2 ). As a consequence, the operator −∆ Ω 1 ⊕ −∆ Ω 2 is (in the sense of an operator bracketing) smaller than −∆ σ . Hence, denoting by N − (A) the number of negative (discrete) eigenvalues of a self-adjoint operator A, we obtain the following result.
Lemma 3.6. Let −∆ σ be given with supp σ(y) ⊂ [0, L] and corresponding −∆ Ω 1 as constructed above. Then
Proof. As mentioned before, in the sense of an operator bracketing we have −∆ Ω 1 ⊕−∆ Ω 2 ≤ −∆ σ . A direct application of the minimax principle (see, e.g., Corollary 12.3 in [Sch12] ) hence implies
. The statement then follows by taking into account that
There is now an interesting way to estimate N − (−∆ Ω 1 ) further by reducing the twoparticle (or two-dimensional) problem to a one-particle and hence one-dimensional problem. For this, let −∆σ denote the one-dimensional Laplacian −
withσ > 0. It is well-known that −∆σ, D(−∆σ) is self-adjoint and has at most two eigenstates at negative energy (see, e.g., [BL10] ). Furthermore, the ground state eigenvalue ε 0 := −κ 2 corresponds to the solution of κ tanh κL 2 =σ , (3.17)
with κ >σ > 0 [BE09]. The next step is then to extend the triangle Ω 1 on which the operator −∆ Ω 1 is defined in a suitable way: i.e., Ω 1 is extended by reflection across the line connecting (L, 0) and (0, L) to a squareΩ 1 of side length L. By construction, Robin-boundary conditions with constantσ are imposed along the sides ofΩ 1 . However, the Neumann boundary conditions which were present along line connecting (L, 0) and (0, L) are now implicitly implemented through requiring symmetry of the functions across this line. To repeat and to be more precise, we define the operator If σ(−∆σ) = {ε n | n ∈ N 0 } denotes the spectrum of −∆σ and {ε n } n∈N 0 are the corresponding eigenvalues in increasing order and counted with multiplicity, then
and {ε n + ε m | n, m ∈ N 0 and n ≥ m} are the eigenvalues of −∆σ ⊗ 1 + 1 ⊗ −∆σ. Note that requiring n ≥ m is due to the imposed symmetry. Since ε 0 = −κ 2 we obtain, assuming that −∆σ, D(−∆σ) has exactly one eigenstate at negative energy, Hence, summarizing the conclusions from above we have established the subsequent statement.
Theorem 3.7. Let −∆ σ be given with supp
. If −∆σ denotes the one-dimensional Laplacian as constructed above with eigenvalues {ε n } n∈N 0 , one has
It is interesting to note that, using equation (4.4) of [BE09] , all positive eigenvalues of −∆σ, D(−∆σ) can be written as ε n = k 2 n > 0 where k n is a (positive) solution of
(3.23)
As a consequence, combining equations (3.17) and (3.23) and using Theorem 3.7 we arrive at the following. In a final result of this section we want to estimate the ground state energy of −∆ σ in the case where an eigenstate exists below the essential spectrum.
Lemma 3.9. Under the assumptions of Lemma 3.3, let E σ denote the ground state energy of −∆ σ andσ = σ(y) ∞ . Then 
where −∆σ is the (self-adjoint) one
Also, it is well-known that −∆σ has exactly one eigenstate of negative energy at −σ 2 [BL10] . Hence the lower bound follows. To obtain the upper bound we use the (normalised) test-function ϕ(x, y) = 2σe −σ(x+y) . We calculate
This proves the claim.
We can illustrate the result of Lemma 3.9 by the following example. We choose the step-potential
where σ > 0 is the depth of the potential and L > 0 the range of it. In this case, Lemma 3.9 implies
4 Asymptotics of the ground state
In this final section we discuss certain properties of the ground state ϕ 0 (x) (where x ∈ R 2 + ) of the system, which exists according to Lemma 3.3 for mostly attractive interactions with bounded support. In particular, we want to describe its asymptotic behavior as |x| → ∞.
Adopting standard methods available in the theory of Schrödinger operators and, in particular, the methods used in the proof of Theorem 11.8 of [LL01] , we directly arrive at the following result.
Lemma 4.1. Under the assumptions of Lemma 3.3, let ϕ 0 (x) denote the ground state of −∆ σ with eigenvalue −|E σ | < 0. Then ϕ 0 (x) is non-degenerate and can be chosen to be real-valued and strictly positive in R 2 + . As a final result we derive (pointwise) upper bounds on ϕ 0 (x) that describe its asymptotic behavior as |x| → ∞. The key ingredient is an approach based on the concept of (positive) supersolutions as described in [Agm85] . More precisely, if E σ < 0 denotes the ground state energy, the supersolution in our case will be the function
considered on Ω R := {x ∈ R 2 | |x| > R} for some R > 0 large enough. It is called a supersolution since it fulfills (−∆ + |E σ |)u(x) ≥ 0 on Ω R . In the proof we will also use the fact that the eigenfunction ϕ 0 can be extended (by reflection across the coordinate axes) to all of Ω R and assumed to be continuous. Indeed, for R large enough, the boundary conditions on ∂R 2 + ∩Ω R are Neumann boundary conditions only. Hence, standard regularity theory (see, e.g., [GT83] ) implies that ϕ 0 | ∂R 2 + ∩Ω R is in H 2 (R 2 + ∩ Ω R ). After having extended ϕ 0 to Ω R by reflection and then, using a cut-off function, to all of R 2 , standard Sobolev embedding theorems imply continuity (see, e.g., [HS96] ). where R, c > 0 are some constants and E σ is the ground state energy.
Proof. We only sketch the proof. For more details see Theorem 2.7 and Theorem 3.2 in [Agm85] . Also, as described above, we will assume ϕ 0 (x) to be extended and continuous on all of Ω R . Choosing R large enough and defining R 0 := R + 1 we choose c > 0 such that cu(x) − ϕ 0 (x) > 0, ∀x : |x| = R 0 . From continuity we conclude that there exists δ > 0 such that u 0 (x) = 0 for all x s.t. R 0 < |x| < R 0 + δ. Furthermore, we note that ϕ 0 (x) − cu(x) is a non-negative subsolution, i.e., (−∆ + |E σ |)(ϕ 0 (x) − cu(x)) ≤ 0 on Ω R 0 . Lemma 2.9 of [Agm85] then shows that u 0 (x) is also a non-negative subsolution (in the weak sense). Hence, As a consequence, u 0 (x) = λu(x) with some constant λ. Since u > 0 in Ω R 0 while u 0 vanishes in some strip around R 0 it follows that λ = 0. Thus u 0 (x) = 0 and the theorem is proved.
