The demand for a ubiquitous and accurate indoor localization service is continuously growing. Despite the pervasive nature of cellular-based solutions, their localization quality depends on the number of cell towers provided by the phone, which is typically limited. Specifically, according to the standard, any cell phone can receive signal strength information from up to seven cell towers. However, the majority of cell phones usually return only the associated cell tower information, significantly limiting the amount of information available to the location determination algorithm, degrading its performance.
INTRODUCTION
Indoor positioning systems have gained attention since people spend more than 87% of their time indoors [19] . The Global positioning system (GPS) is considered the de facto standard in the location determination domain. However, it is unable to work indoors due to the absence of a line of sight to the reference satellites. Therefore, many techniques have been proposed in literature to address the indoor localization problem, especially using the ubiquitous cell phone and its sensors.
WiFi-based indoor localization systems, e.g. [1, 4, 9, 16, 20, 23, 34, 39, 44, [46] [47] [48] estimate the phone location in an environment that is well-covered by WiFi signals. Nevertheless, not all phones have WiFi capability; especially in developing countries; limiting the universal adoption of such systems. A number of techniques have been proposed which depend on the on-board inertial sensors of smart-phones; i.e. the accelerometer, compass, and gyroscope [2, 3, 27, 36] . However, in addition to the inherent high noise of these sensors, they are only available in high-end phones.
Since all phones support cellular technology, this can be exploited to provide a ubiquitous localization service that can work with virtually any cellphone. Moreover, this consumes zero extra energy in addition to the standard phone operation. Current cellular-based localization techniques [7, 24, 28, 30, 32, 33, 35, 37] are designed to utilize the signature of the received signal strength (RSS) from multiple cell towers and their quality depends on the density of cell towers in the area of interest. In particular, the cellular standards [33] allows for a cell phone to receive signals from up to seven cell towers. However, in practice, the majority of cell phones; even high end ones; provide access to only the cell tower the phone is currently associated with. Consequently, the accuracy of traditional techniques drop significantly when they are used with this limited single cell tower information. This gives rise to the challenge of providing precise and robust localization with minimal cell tower information (i.e. from only the single associated cell towers).
In this paper, we propose MonoDCell: a deep learning-based cellular localization system harnessing only the associated cell tower information. The main idea is to use a recurrent neural network (i.e. stacked LSTM layers), to learn the correlation of a sequence of changes in the associated cell towers and their RSS and the user location. LSTM networks are, by design, capable of capturing such patterns changes over short and long time scales [10] and hence MonoDCell is able to obtain an accurate location estimate.
Nonetheless, MonoDCell needs to address a number of challenges: Building an accurate localization model requires high density of reference points (i.e. fingerprints) in space leading to overwhelming overhead due to site survey efforts during the offline phase. This may negatively affect the deployment of the proposed solution at scale. In addition, the learning quality of recurrent neural networks highly depend on the amount of training traces which is time-consuming and incurs more overhead. The design of Mon-oDCell includes a number of innovative modules to mitigate these challenges by increasing the fingerprinting density without extra overhead, as well as automatically constructing traces for model training purposes. Moreover, MonoDCell uses different data augmentation techniques to automatically generate data and reduce the deep learning data requirements. Finally, model regularization is harnessed to further increase the system robustness to avoid over-fitting.
The deployment of MonoDCell was done using different Android phones in two separate indoor environments with different layouts and sizes (132m 2 and 629m 2 ). The evaluation was carried out with four different users at different times. Our results show that Mon-oDCell can provide the exact user location with a median error of 0.95m in the smaller testbed and 1.42m in the larger testbed. This is better than the state-of-the-art techniques by more than 210% and 202%, respectively. This is achieved even with a low density of fingerprints. This shows that MonoDCell is a promising technology for enabling the next generation of ubiquitous cellular-based indoor localization and associated applications.
The rest of the paper is organized as follows: Section 2 presents an overview on how MonoDCell works. Section 3 gives the details of MonoDCell and how it handles different practical considerations. We evaluate the system performance in Section 4 and compare it to the state-of-the-art. Section 5 discusses related work. Finally, Section 6 concludes the paper. Figure 1 shows the system architecture. MonoDCell works in two stages: an offline training stage and online tracking stage. Mon-oDCell initializes the offline stage by obtaining cell information that represent the single associated cell tower ID coupled with its corresponding RSS at few sparse seed points in the area of interest. This is accomplished by The Fingerprint Collector App running on the user's phone. The Spatial Interpolator module is used to extend the sparse seed points by generating synthetic measurements of new points. This helps, not only in reducing the fingerprinting overhead, but also in the model generalization to unseen data. All these points are then fed to the Trace Generator module to generate traces that emulate a user movement in the environment, further reducing the data collection overhead. Depending on these traces, the History Builder module is used to construct a measurement history in the form of temporal sequences. The Model Constructor module builds and trains a deep model to provide a localization service while also searching for its optimal parameters. Finally, the trained model is stored for later use in the online phase.
SYSTEM OVERVIEW
During the online phase, the user is tracked in real time by capturing the associated cell tower information (ID and RSS) at the current unknown location. This data is first augmented with the recent associated cell tower info history by the History Builder module over a certain time window. Then, the Location Estimator module feeds this temporal sequence data to the deep model constructed in the offline phase to locate the user in the area of interest.
THE MONODCELL SYSTEM
In this section, we present the details of the different modules of MonoDCell. Table 1 summarizes the notations used in this section.
Fingerprint Collector
During the offline phase, MonoDCell collects the cellular information at only n s sparse seed points to reduce the data collection efforts. To do that, a fingerprinting collector App installed on the user's mobile phone is used to scan for the single associated cell tower at the different seed fingerprint points, where the location of the i th point is given by (x i , y i ), i = 1, 2, ..., n s . At each fingerprint seed point, m scans are performed. For each scan, a pair c i = (CID, RSS) is recorded for the associated cell tower, where CID represents the cell tower unique identifier and RSS is the received signal strength from that tower. The designer should select the number of seed points to balance between accuracy and collection overhead as we quantify in Section 4.2.1.
Spatial Interpolator
Depending on a sparse fingerprint would negatively affect the localization accuracy. Therefore, to increase the localization accuracy without increasing the data collection overhead, MonoDCell generates synthetic cell measurements by performing spatial interpolation between the collected cellular data at the fingerprint seed points. At the core of this module, we employ a KNN-Regressor due to its robustness to noisy data [31] . Specifically, the KNN-regressor predicts the required RSS measurement as the inverse distance weighted mean of the RSSs of the nearest seed points in space. Therefore, the closer seed reference points contribute more to the mean calculation than the distant ones.
Formally speaking, the RSS reading at the i th interpolated fingerprint point, r i is calculated as:
where r i j is the RSS reading from one of the scans at the j th closest neighbour seed point to point r i , and k is the number of nearest seed neighboring points in space. The weighting term w i j can be calculated for each neighboring point as follows:
where d i, j is the distance between the interpolated point and the j th closest seed point and β is a positive real number, called the power parameter.
Note that, to account for the variations in the associated cell tower ID in the same area, we select the nearest k seed points with a cell tower ID shared with the closest seed point to point r i when performing the interpolation.
MonoDCell divides the seed data points into training and validation sets. The former set is used to estimate the interpolation model parameters as given above while the later is used for evaluating the quality of the model in reconstructing RSS values for the associated cell tower at the unseen validation points. This is used to estimate the best values for the interpolation model parameters k and β. We experimented with different combinations of k and β values and found that k = 4 and β = 2 gives the best performance.
Finally, since the RSS measurements are reported by the phone only at specific discrete levels (e.g. integer values in the range of 0-31 ASU), MonoDCell employs a quantization operation to correct the continuous KNN regressor's output.
Note that the Spatial Interpolator module can be further leveraged to perform data augmentation in order to increase the data size automatically. This is performed by synthetically generating more scans at the original seed points by weighting the other points near them.
Trace Generator
The goal of this module is to construct spatial traces from the discrete fingerprint reference points obtained from the Spatial Interpolator module, to train the deep network. Consequently, this module eliminates the need for collecting traces in a continuous motion manner, which is a high overhead process due to the need to label the different points within each trace. In particular, the use of the Spatial Interpolator module together with this module permits the system designer to collect samples only at few discrete seed points.
The basic idea is to use a first order Markov model to mimic the human motion between the different fingerprint points. Specifically, assuming the user starts at a specific point, the module selects one of the "feasible" eight adjacent points or stays stationary at the current position using a Markov model with equal transition probability. Figure 2 shows an example of the transition diagram that corresponds to the transition distribution from each reference point in the environment. Note that, in general, the transition matrix should reflect the floorplan of the environment to avoid the user motion into walls or obstacles.
To generate a trace leveraging this HMM, we first define the initial state distribution, which specifies the initial point in each trace. Without loss of generality, MonoDCell assumes a uniform distribution over all points. We then sample the corresponding initial reference point from that distribution. Subsequent points in the trace are then randomly selected according to the non-zero transition probabilities existing in the transition matrix until the entire trace is constructed. Finally, RSS measurements corresponding to the trace points are then forwarded to the History Builder module for further processing. Note that the Trace generator can be seen as another data augmentation process in MonoDCell that is able to generate as many traces as required for training the neural network based on the available reference points.
History Builder
This module is used to prepare the sequence data for the recurrent neural network during the offline and online phases. This involves segmenting the trace into fixed-length sequences, such that the beginning of each sequence overlaps with the end of the preceding sequence i.e successive sequences are shifted by one time step. More formally, the History Builder module converts a trace of v readings to a list of sequences; each of length u time steps and is constituted by u − 1 preceding observations in addition to the current one.
Therefore, at each time instant t in a given sequence, the observation from the associated cell tower at that time is transformed to a one-hot encoded feature vector of q entries. Each entry corresponding to one of the q cell towers in the area of interest. This feature vector contains a single non-zero value corresponding to the RSS from the associated cell tower at that time instant. An additional step is performed to re-scale the RSS sequences' data to the range of [0, 1]. This is due to the sensitivity of the adopted LSTM network to the scale of the input data.
During the offline phase, the sequences for a given trace together with their corresponding user locations are fed to the Model Constructor module to train the LSTM. Similarly, during online phase, a sequence is constructed and is used by the Location Estimator module to estimate the unknown user location at any instant in time. Figure 4 shows the neural network structure of the MonoDCell system. MonoDCell incorporates a recurrent neural network, consisting of stacked LSTM layers. LSTM is adopted due to its effectiveness in dealing with long and short range dependency and ability to overcome the vanishing gradient problem [10] . In addition, stacking multiple layers enhances the learning ability of the network. In particular, each LSTM block has a built-in memory to store information over time (i.e. sequences) using three non-linear gate units, which can control the memory contents. A block operates upon an input sequence and the gates within the block compute a new state and output from the supplied input. The memory of the block is believed to characterize the sequential nature of the input data, which in this case is the historical RSS from the associated cell towers. Therefore, it is a good model to capture the evolution of the cell information over time per user location. The input layer is a fixed length sequence of vectors each of which contains RSSs from the associated cell towers (one tower is active at any time instance) as shown in Figure 4 . The output layer consists of two neurons corresponding to the 2D spatial coordinates (x, y). Therefore, the selected network can be classified as a Manyto-one, i.e. the model will learn a function that maps a sequence of past (CId, RSS) observations as input to an output location. We utilized the Adam optimizer [18] and mean square error (MSE) as a loss function. The model is trained through the repeated application of Backpropagation Through Time (BPTT).
Model Constructor
LSTMs are known to have a tendency to overfit the training data, reducing their predictive skill [49] . Therefore, we utilizes two regularization techniques: First, we use dropout to probabilistically exclude input and recurrent connections to LSTM units from activation and weight updates while training a network. Second, we leverage early stopping so that training would terminate once the validation set no longer obtains performance improvements [5] .
Location Estimator
During the online phase, a user is at an unknown location receiving signals from the single associated cell tower. The observation at the current time (t) is fed to the History Builder module to construct the required sequence containing the current cell information in addition to the prior (u − 1) time steps. This sequence is then submitted to deep model to estimate the current user location (x(t), y(t)).
EVALUATION
In this section, we evaluate the performance of the MonoDCell system in typical indoor environments. We start by analyzing the effect of different parameters on the system performance. Then, we test the performance of the MonoDCell system under different modes of operation and perform comparisons to the state-of-the-art cellular-based techniques.
Data Collection
We installed our system in two indoor testbeds with different layouts ( Table 2 ). These testbeds are located in two different cities. Therefore, they have two different sets of associated cell towers. The first one (denoted as Testbed A) is a lab of 11m×12m area at a building in our university ( Figure 5 ). The second one (denoted as Testbed B), shown in Figure 6 , is a floor in another university campus with a 37m×17m area containing offices, meeting rooms, labs as well as corridors. The data was collected at 55 points uniformly spread over the area of interest with the inter-point spacing being 2m in Testbed A. In Testbed B, the fingerprints were collected at 312 points with 2m inter-point spacing. Testbed A has a total of 2 associable towers whereas 7 associable towers are detected in Testbed B. To consider the diversity inherent in real environments, the data was collected by four participants using different Android phones (i.e. HTC One X9, Google Pixel XL, Tecno Phantom 6 and Samsung Galaxy Note 3) over different days. This is done with a view to characterizing the time-variant nature of the cell measurements as well as the heterogeneity of users and devices. We developed a cellular information scanning application using the Android SDK to capture the cell towers in the area of interest. The default scanning rate was set to 3Hz as in [33, 37] . To test the robustness of MonoDCell to temporal changes in the environment, we collected an independent test set on different days. The user freely moves in the area of interest and tags her current position on the area map displayed on the screen of the phone as a ground-truth.
Effect of Changing MonoDCell Parameters
In this section, we evaluate the effect of the different parameters on MonoDCell performance including the density of the reference points in the area of interest, sequence length, number of layers in the network, dropout percentage, learning rate. In the following subsections, we show the effects of changing these parameters only on the first testbed for the clarity of presentation. We report the optimal parameters obtained for both testbeds in tables 3 and 4. On the other hand, we present how MonoDCell performs in both testbeds in Subsection 4.4.1.
Density of reference points in the area.
In this section we study the effect of increasing the density of the reference points in the area of interest by the Spatial Interpolator module on the MonoDCell performance. Figure 7 shows that increasing the density of the reference points generated by the module leads to better accuracy. In particular, the accuracy of MonoDCell is boosted by 131% for a reference point density of one point every 0.2m 2 (obtained by the use of the Spatial Interpolator) as compared to a density of one point every 2m 2 (i.e. without the use of the Spatial Interpolator). It should be noted that even with lower seed point densities, MonoD-Cell is able to operate without a loss in performance as discussed in subsection 4.3.2. Figure 8 shows the effect of changing the number of time steps, i.e. history length of the input sequence (u) on the MonoDCell performance. The input sequence is formed by the History Builder module. The figure shows that as u increases, the accuracy improves. This is due to the fact that the model has more RSS information (RSS history) to predict the user location. The model saturates at an optimal value at u = 10. Sequence lengths exceeding this value covers multiple user locations, reducing the system accuracy. Figure 9 shows the effect of changing the number of layers. Increasing the number of layers increases the accuracy until reaching an optimal value at two layers. After that, the accuracy starts to decrease as the network begins to over-fit the input data. Figure 10 shows how the dropout percentage affect MonoDCell performance. Dropout has the effect of enhancing the model generalization by randomly disabling some percentage (dropout percentage) of the neuronal connections during model training. The figure shows that an optimal value is achieved at 10% dropout which enhances the system accuracy by 27%. This is due to the reduction of the over-fitting in the model. However, beyond 10% dropout percentage, the model tends to under-fit the training data.
Sequence Length.

Number of layers in the network.
Dropout percentage.
Learning rate (α).
Tuning the model learning rate is a crucial step as it controls how much the network weights are adjusted with respect to the loss gradient. Figure 11 shows the effect of changing the learning rate on the MonoDCell performance. The figure shows that a learning rate of α = 0.001 obtains the best localization accuracy. This can be justified as the model at this value balances between larger and smaller learning rates. Larger learning rates may lead to a divergent training process. However, lower learning rates may conversely lead to non optimal convergence of the training process.
Overall System Performance
In this section, we evaluate the robustness of MonoDCell under different scenarios.
Robustness to minimal cell information.
In this section, we investigate the performance of MonoDCell in two scenarios: the first considering information from only one cell tower and the second considering information from multiple cell towers (i.e. for a limited set of phones providing the information for all the neighboring cell towers). Figure 12 shows that the performance of the latter case is slightly better in all percentiles than the former case. This is due to the availability of more information which enhances the localization ability of the system. However, MonoDCell performs comparably well even in the case of a single tower. This occurs because the model takes the signal information history into account, compensating for the lack of information from other cell towers. Figure 13 shows the effect of changing the number of seed points (where the data is collected) on the median localization accuracy. The figure shows that as the number of seed points increases, the system accuracy increases until it saturates at n s = 35. This can be explained by noting that as the number of seed points increases, the quality of the Spatial Inerpolator is boosted, leading to a better localization model. This confirms the ability of the Spatial Interpolator module, when used in conjunction with other MonoDCell modules to yield a consistent performance even with a low density of seed points.
Robustness to reducing seed points' density.
Comparison with other Systems
In this section, we compare the performance of MonoDCell to three state-of-the-art cellular-based localization systems: CellinDeep [33] , SkyLoc [38] and the system in [37] ). CellinDeep [33] leverages a multi-layer deep feed-forward network to estimate the user's position based on the cell measurements from all hearable towers in the area of interest. Similarly, based on the detected RSSs from all towers, SkyLoc [38] uses a K-nearest neighbor (KNN) classifier to discriminate between different reference locations in the area. [37] (denoted as SVM) uses a one-vs-all SVM classifier for multiclass (location) estimation. Note that all techniques are evaluated using the associated cell tower information only for fair comparison. Figures 16(a) and 16(b) show the CDF of localization error for the different techniques in the different testbeds. Figure 16 (a) shows that MonoDCell gives an improvement in median error obtained in Testbed A (i.e. smaller test) of 210%, 324% and 440% compared to the CellinDeep [33] , SkyLoc [38] and SVM [37] systems, respectively. On the other hand, the performance of the different techniques in Testbed B (i.e. larger testbed) is shown in Figure 16 (b).The results dpicted in the figure show that MonoDCell outperforms CellinDeep [33] , SkyLoc [38] and SVM [37] systems by 202%, 389% and 562% , respectively. In summary -as shown in table 5 and 6 -MonoDCell improves upon the other techniques in both considered testbeds when using only the associated cell tower information, which is the typical case in the majority of cell phones. This is because it considers the relationship between consequent cellular scans.
Localization accuracy.
Time per location estimate.
We used a Lenovo Y520 laptop with an i7 2.8 GHz processor, 16 GB RAM, and a Nividia GTX1050Ti 6GB GPU for evaluating the running time of the different techniques. Figure 15 shows the results. The figure shows that as MonoDCell and CellinDeep are both deep learning-based systems, they need to pass the data through all the layers of the network. This takes more time than traditional classifiers. MonoDCell needs less time to obtain a location estimate than CellinDeep as MonoDCell has a fewer number of layers and neurons, thus less calculations. Nevertheless, since the scanning time for cellular channels is more than 300ms [37] , the running time of all techniques allows them to provide realtime estimates. MonoDCell CellinDeep [27] SkyLoc [33] SVM [32] (a) Testbed A. MonoDCell CellinDeep [27] SkyLoc [33] SVM [32] (b) Testbed B. 
Power consumption.
In this section, we quantify the power consumption of MonoDCell as compared to other localizaiton systems that use other sensors on the phone such as WiFi and GPS. For this, we use the PowerTutor [45] application. The measurements were taken over the course of an hour using the X9 phone. Figure 14 shows that MonoDCell has a remarkably lower power consumption profile with 93.45% and 236.4% savings in power compared to that of the WiFi-and GPS-based solutions respectively. Note that unlike WiFi and GPS, cellular service is running by default during the normal phone operation. Therefore, MonoDCell practically consumes zero extra sensing power in addition to the standard phone operation.
RELATED WORK
In this section, we focus on two groups of related work for indoor localization: cellular-based and deep learning-based techniques.
Cellular-based Techniques
Cellular-based localization systems have been adopted for both outdoor and indoor use cases. This is due to the wide-coverage of cell towers and the availability of cellular radios in all cell phones by definition. Outdoor cellular-based systems were proposed as energy efficient replacements for GPS and have two different approaches in operation. The first approach, Cell-ID based [26] , considers the user location as the location of the strongest heard cell tower. Despite its simplicity, this approach cannot be applied in indoor scenarios due to its relatively high error.
The second approach, RSS-based, characterizes the relationship between RSS measurements and the user location [12, 14, 15, 29] . Systems adopting this approach usually employ probabilistic graphical models to infer the user's position. However, these systems assume that the signals from different cell towers are independent to avoid the curse of dimensionality [6] , nor do they consider the correlation between consecutive readings. This leads to valuable information loss. To resolve this problem , DeepLoc [35] adopts a feed-forward network to consider the relationship between the different cell towers to locate the user to a matching grid cell in the area. However, this technique assumes the phone can report information from multiple cell towers which is not the case with the majority of phones. The system in [13] adopts a Hidden Markov Model (HMM) to deal with the limited available cell signal information. However, HMMs depend on probabilistic techniques and assumes limited temporal memory, based on the Markov independence assumption. Consequently the LSTM model employed by MonoDCell provides a richer learning method.
All previous techniques address outdoor localization. On the other hand, indoor localization based on cellular technology has been explored in [24, 25, 37, 38] . The basic idea of these techniques is to leverage the RSS measurements collected at reference points in the offline phase to build a model. To localize the user the model is used to classify between different locations in the area of interest. This is similar to RSS-based approaches for the outdoor case. Sky-Loc [24, 38] used a K-nearest neighbor classifier (KNN) to map between received signals, reported by the sensing device that returns readings from multiple towers, and the user location. Systems in [25, 37] differentiate between several locations using a one-vs-all SVM based on the cell information received from the associated and the neighboring towers. They also carry out map-matching using a Bayesian filter to enhance the estimation. CellinDeep [33] adopts a feed-forward neural network to build a classification model that detects the user location based on cell information from all towers (i.e. associated and neighboring). The commonality between these approaches is their reliance on the availability of information from multiple cell towers, which is rarely supported by current cell phones. Using these systems with devices that report information from only the single associated cell tower leads to severely degraded performance (as we quantified in Section 4.4).
MonoDCell, on the contrary, can work on only the associated cell tower. It utilizes the history of (CID, RSS) readings to train a deep model to localize the user. In addition, it has provisions to reduce the data collection overhead as well as avoids model over-fitting.
Deep learning-based Techniques
Recently, different deep-learning based fingerprinting techniques have been proposed [8, 17, 21, [39] [40] [41] [42] 50] in indoor environments. For instance, DeepFi [39] uses Restricted Boltzman Machines to perform a pre-training followed by a fine-tuning to capture the best deep model. This model estimates the user location based on the magnitude of channel state information (CSI). ResLoc [42] leverages deep residual sharing learning to build a deep model for indoor location determination. A deep convolutional network is proposed based on CSI information in CiFi [41] . However, acquiring CSI information requires special WiFi chips that are not available in consumer cell phones.
Based on the RSS received from different access points in the area of interest several techniques have been adopted in [11, 17, 50] . At the core of [17, 50] , feed-forward neural networks are used in a hierarchical way to estimate the user's floor and location inside that floor. Similarly, [11] proposes a localization technique for timeseries WiFi data based on a Convolutional Neural Network (CNN). The systems described above employ different deep learning architectures to provide a localization service in the area of interest. In practice, this depends on the presence of high coverage via multiple WiFi access points and require phones that support WiFi. In addition, the used techniques assume the existence of multiple transmitters information, which is not the case in cellular-based networks.
Similarly, [22] proposes a deep CNN to extract features from magnetic data to identify the corresponding user's location. To enhance the accuracy of this magnetic-based systems, WiFi and magnetic field data were fused together in DeepPositioning [51] . It utilizes a multi-layer neural network in classification and regression modes as well as stacked autoencoder network. While in [43] , a deep LSTM is harnessed to predict the user location using a bimodal images of magnetic and light data sensed by the user's high-end phone. In [52] , two different deep architectures (LSTM and CNN) were used for mapping sequential WiFi and magnetic data to provide a localization service.
Different from these techniques, MonoDCell introduces a deep model that performs well even when applied to the limited information form a single cell tower. Additionally, MonoDCell ensures the robustness of the model through the use of different data augmentation and regularization methods. Furthermore, it also significantly reduces the data collection overhead by synthetically increasing the spatial coverage of the few reference seed points.
CONCLUSIONS
We proposed MonoDCell, a deep learning system for cellular-based indoor localization based only on the associated cell tower information. We presented the details of the system and how it increases the spatial density of the training points to mitigate the data collection effort and enhance the localization accuracy. The system leverages stacked LSTM layers to learn the mapping between sequences of signal strength to user locations. Furthermore, we showed how MonoDCell includes provisions in the model to avoid over-fitting and increase the model robustness. Implementation of our system on Android-based phones showed that it can achieve a localization accuracy, improving upon state-ofthe-art indoor cellular-based systems by at least 202% in the considered scenarios. In addition, MonoDCell provided at least 93.45% and 236.4% savings in power consumption compared to the WiFi-based techniques and GPS, respectively.
