Monte Carlo simulation is applied to investigate phonon transport in single crystalline
Introduction
An accurate numerical prediction of the thermal transport in nanoscale crystalline structures is very important for both fundamental physics and engineering applications. A comprehensive analysis of thermal conductivities of nanostructures can lead to a deeper understanding of phonon scattering mechanisms, which is of fundamental theoretical significance. In addition, aggressive miniaturization of microelectronic devices leads to substantially increased power dissipation. Thermal management is problematic in such devices because at sub-100 nm length scales, thermal conductivity deviates significantly from bulk values and accurate values are often not known. In theoretical analysis of phonon transport, the Boltzmann transport equation ͑BTE͒ is often the starting point. Based on the lifetime assumption and with some simplifications, it is possible to achieve a closed form analytical solution of the BTE ͓1-6͔. However, since many assumptions must be introduced to reach a closed form solution, the results may deviate significantly from experimental observations. In 1966, two numerical techniques were proposed to solve the BTE for electron transport: the Monte Carlo ͑MC͒ method ͓7͔ and an iterative technique ͓8͔. Since then, MC simulations have found wide application in investigations of electron distribution, average energy, drift velocity, diffusion coefficients, and band structure for carrier transport in semiconductors ͓9͔. In MC simulation, selfconsistent calculation must be guaranteed, in which an assumed distribution function f͑k͒ is used to evaluate scattering probabilities and the same f͑k͒ must be obtained as the solution. Since electron-electron interactions do not significantly affect electron transport in semiconductors, they are often neglected in the traditional MC simulation. Several efforts ͓10-12͔ to account for electron-electron interactions showed only partial success and these interactions remain a difficult problem to treat. The MC method cannot be directly implemented to solve the BTE for phonon transport since phonon-phonon interactions must be included in the simulation of phonon transport. Phonon-phonon scattering processes and phonon relaxation times or lifetimes are essential for phonon transport modeling. Only at extremely low temperature, where ballistic transport dominates, is the phonon-phonon interaction unimportant. In 1988, Klitsner et al. ͓13͔ applied the MC method to study ballistic phonon transport and found good agreement with a theoretical analysis. Later Peterson ͓14͔ simulated phonon transport using a MC method based on the Debye model, in which all phonons were assumed to have the same propagating speed, and interactions between phonons were accounted for by assuming an average lifetime. With these assumptions, heat transfer in a one-dimensional cell array was simulated and the time evolution of the temperature profile was predicted. In 2002, Mazumder and Majumdar ͓15͔ reported MC simulation for phonon transport in thin Si films. In their work, phonon polarization and phonon dispersion were taken into account by considering the dependence of phonon lifetime on frequency, polarization, and temperature. Their simulation results agreed well with the experimental data for temperatures lower than room temperature. However, for higher temperature, the three-phonon scattering probability increases and the phonon transition rates between different polarization and different frequency phonons increase. Simple models assuming that the phonon transition process is based on an averaged phonon lifetime lead to unconverged results for phonon transport. Hence for MC simulation at high temperature, self-consistent calculations must be performed to ensure convergence of the simulations.
In the present work, we first modify the MC technique to study phonon transport in bulk Si at temperatures both below and above room temperature ͑up to 500 K͒, and then apply the method to model phonon transport in Si nanowires. All important phonon scattering processes in semiconductors, such as three-phonon scattering, boundary scattering, and impurity scattering are taken into account. A genetic algorithm is adopted to guarantee both energy and momentum conservation for normal ͑N͒ scattering and energy conservation for Umklapp ͑U͒ scattering. The simulation results for the thermal conductivity of bulk Si fit the experimental results very well in the temperature range from 40 K to 500 K. Below 40 K, since no boundary scattering is included in the simulation for bulk Si, the simulation results deviate from the experimental value. For the thermal conductivity of Si nanowires, the simulation results agree reasonably well with recent experimental results ͓16,17͔.
Transport Model and Monte Carlo Method
The Boltzmann equation for phonon transport in the presence of a temperature gradient is written as
where V ជ g is the group velocity
n is the distribution function, q is the phonon wave vector, T is the local temperature, is the phonon frequency, and ͑‫ץ‬n / ‫ץ‬t͒ c is the rate of change of n due to collisions. On the left side of Eq. ͑1͒, n can be replaced by n 0 , the equilibrium Planck distribution. Consequently Eq. ͑1͒ can be read as
where
Here ប is the Planck's constant divided by 2, k B is the Boltzmann's constant, and ⌽͑q , qЈ͒ is the function describing the scattering rate from state qЈ to state q, which depends on the phonon frequency and polarization. Equation ͑3͒ is a nonlinear integrodifferential equation. The transition rate ⌽͑q , qЈ͒ on the right side of Eq. ͑3͒ is very complicated, and without simplification the formulation is difficult to solve. This difficulty can be avoided by using MC. To calculate thermal transport, MC does not try to solve Eq. ͑3͒ directly, but instead, follows a large number of phonons in a three-dimensional space subjected to a temperature gradient. The simulation domain is divided into many cells and initial local temperature is imposed on each cell according to the temperature gradient. The initial velocity, polarization, and frequency of each phonon are based on the local temperature. More details on the initial conditions can be found in Ref. ͓15͔ . The number of phonons in each cell depends on the local temperature and the cell volume. For silicon, the frequency range between zero and the maximum cut-off frequency of the longitudinal acoustic branch is divided into 1000 spectral intervals. The number of phonons per unit volume in the ith spectral interval is calculated from the equilibrium Planck distribution
where n ͑ 0,i , LA͒ and n ͑ 0,i , TA͒ are the Bose-Einstein distribution for the longitudinal and transverse acoustic branches, respectively. D͑ 0,i ͒ is the density of states, and ⌬ = max,LA / N b , in which N b is the number of intervals from zero to the maximum cutoff frequency of the longitudinal acoustic branch. In Eq. ͑5͒, three acoustic branches in the phonon dispersion relation are taken into account, i.e., one longitudinal acoustic branch and two transverse acoustic branches. Optical phonons are not considered because they contribute little to thermal conductivity due to their small group velocity. In this paper N b is selected to be 1000. The total number of phonons can be obtained by summing up the phonons in the 1000 spectral intervals
The actual number of phonons per unit volume calculated from Eq. ͑6͒ is usually a very large number. With the current computational power, it is impossible to simulate the movements of such a large number of phonons in each cell. In order to save computation time, a prescribed number of phonons are used to represent the actual phonons in each cell by introducing a scaling factor
indicates that one phonon in the simulation code stands for W actual phonons. Once the phonons are produced, the simulation starts with all of the phonons in given initial conditions with appropriate sampled frequencies, group velocities, wave vectors, and polarizations. A duration of free flight is set and all of the phonons move linearly from initial positions to new positions such that
where r ជ, r ជ 0,i are the new and initial positions of the ith phonon, respectively, and ⌬t is the free flight time. The free flight time is kept constant during the simulation and its value is set as small as possible in order to not miss any scattering events. However, smaller ⌬t increases computation expense. To avoid undue computational burden, the time step in our simulation was set as one half of the smallest phonon scattering time. It was found that this time step gave stable simulation results. If the phonon encounters a boundary during free flight, it is reflected as described in Sec. 3.1. If it does not, the phonon lifetime is calculated according to Matthiessen's rule
where the total phonon lifetime T depends on the lifetime for impurity scattering i , the lifetime for U processes U , and the lifetime for N processes N . Each phonon has its own unique lifetime based on its frequency, polarization, impurity scattering time scale, and local temperature ͓3͔. The calculation of these lifetimes is discussed in more detail in the following sections and in Table 1 . P͑t͒, the probability that a phonon has already existed for a free flight time ⌬t without being scattered, decreases with time such that
The probability that the phonon is scattered after the free flight time is
To impose a statistical scattering mechanism on the phonon, a random number R 1 , is generated. If R 1 Ͻ P , the phonon will be scattered and replaced by a new phonon at a different state. Then the new phonon begins its new free flight. If R Ͼ P , the phonon will continue its free flight with its state unchanged. If the simulation time is long enough, the system equilibrates, and the final results can be extracted through averaging over a fixed time step ͓15͔.
When R 1 Ͻ P , a scattered phonon is found, then, the following procedure is used to determine which scattering process the phonon engages in. As described in Eq. ͑9͒, three scattering processes constitute the transition rate. However, the phonon can only engage in one of them. In order to distinguish which process the phonon engages in, the phonon lifetime is divided into two parts
The probability that the phonon engages in impurity scattering process can be expressed as
A random number R 2 is generated. If R 2 Ͻ P i , the phonon will be scattered by impurities. Otherwise, it engages in three phonon scattering process. The same approach is used to determine if the phonon engages in N or U scattering processes.
Scattering Mechanisms and their Realization in MC Simulations
3.1 Boundary Scattering. During phonon transport, the primary phonon scattering processes are phonon-boundary collisions, impurity scattering, and three-phonon inelastic interactions. Boundary collisions play an important role in thermal resistance as the structure size decreases to nanoscale. When a phonon strikes the structure wall, a random number is first drawn. If this random number is less than a prescribed specularity parameter d, the phonon is specularly reflected using the following equation as in Ref. ͓15͔:
where s ជ i , s ជ r are the direction vectors of the incident and reflected phonons and n ជ is the unit surface normal. In this case the phonon incident angle is equal to the reflected angle. If the random number is larger than d, the phonon is reflected diffusely at the surface. Its direction is selected according to the following relation:
where =2R 3 , cos =2R 4 −1, R 3 , R 4 are random numbers, t ជ 1 , t ជ 2 are unit surface tangents, which must be perpendicular to each other such that
If d is set to 1, the boundary is perfectly smooth and all phonons will be specularly reflected. In this case, the boundary scattering process does not contribute to thermal resistance.
3.2 Impurity Scattering. Impurity scattering can be the dominant phonon scattering mechanism at low temperatures. The time scale for scattering by impurities is expressed using a simple model by Vincenti and Kruger ͓18͔
where ␣ is a constant of the order of unity, is the defect density per unit volume, and is the scattering cross section expressed as ͓19͔
Here r is the atomic radius of the impurity and = r͉q ជ͉, and q ជ stands for the phonon wave vector. If only the isotope scattering is taken into account, Eq. ͑19͒ can be simplified as
͑21͒
If a phonon is scattered by an impurity or a defect, its wave vector will be perturbed and its flight direction will be changed. In order to simulate the impurity scattering process, a new wave vector and a new velocity direction will be generated based on the phonon's frequency. The phonon frequency and polarization keep their original values.
3.3 Three-Phonon Scattering. Three-phonon interactions include both normal and Umklapp scattering processes. Peierls ͓20͔ showed that N processes contribute to thermal resistance by transferring momentum from one group of modes, where resistance ͑R͒ processes ͑Umklapp or impurity processes͒ are weak, to other modes where R processes are strong. This effect is particularly important for point defect scattering, since the scattering probability is strongly frequency dependent. Callaway ͓2͔ assumed that N processes relax toward a quasiequilibrium distribution, i.e., one shifted in momentum space, while R processes tend to restore true equilibrium. The shift of the quasiequilibrium distribution is chosen so that N processes conserve momentum in the aggregate. The displaced Planck distribution can be written as ͓2͔
where ជ is a constant vector in the direction of the temperature gradient. From Eq. ͑22͒ the departure of the phonon occupation number from that at thermal equilibrium for a small vector interval can be written as
The three-phonon interactions obey the energy conservation and momentum conservation laws
where G ជ is the reciprocal lattice vector.
Genetic Algorithm for Three-Phonon Scattering
In three-phonon scattering processes, if an initial phonon produces two phonons, both of the two new phonons will be followed. If an initial phonon is absorbed along with another to create a third phonon in the scattering process, the state of one of the initial phonons will be set as the created phonon and the other one will be destroyed by setting its energy as zero. Then all the scattered phonons will be treated by a genetic algorithm to satisfy momentum and energy conservation.
In order to satisfy Eqs. ͑24͒-͑26͒ simultaneously, a genetic algorithm ͓21͔ is introduced to determine the "fitness" of an ensemble of phonons. Fitness is an indication of how well the ensemble satisfies momentum and energy conservations and is reflected by two parameters D 1 and D 2 , which are residuals of the wave vector and frequency, respectively
Here N c is the number of phonons involved in a scattering event, q x,i Ј , q y,i Ј , q z,i Ј , i Ј are the new phonon wave vectors along the x, y, z directions and frequencies, q x,i , q y,i , q z,i , i are the corresponding phonon parameters before scattering. N p is the number of phonons to be created. In the simulation, the initial value of N p is set to equal N c to simplify the optimization process. However, because of the three-phonon scattering process, the total number of phonons may change and it is possible that N p does not equal N c . The genetic algorithm operates as follows:
1. Initialization: Create a father generation F = ͕f j ͉ j =1,… , n͖ of phonon ensembles according to local temperature. Each ensemble f j is defined as f j = ͕p i ͉ i =1,… , N c ͖, so there are N c phonons per ensemble. Each individual phonon p i is coded as a 12 digit binary number, so the total number of digits in f j is 12N c . The first digit of each p i represents the phonon polarization, with 1 standing for LA and 0 for TA. The second digit is a placeholder only, and is always set to 0. The remaining ten digits represent the average phonon frequency. This frequency is the average value in each of the 1000 spectral intervals described above. For example, if a phonon frequency falls in the 600th interval and its polarization is LA, its average frequency is 600 = 600/ 1000 ϫ max,LA and it is coded as p i = ͓1010 0101 1000͔. It can be seen that the last ten digits represent the value of 600 in binary notation. 2. Reproduction: Create an offspring generation from the father generation using the crossover operation. In this operation, two ensembles from the father generation are randomly selected and some digits ͑out of the total 12N c digits for each ensemble͒ are also randomly selected. One offspring ensemble s i is produced from the first selected father ensemble by exchanging the selected digits with the second selected father ensemble. For example if f 1 and f 2 are the first and second randomly selected ensembles from the father generation as
ͮ and the underlined digits represent the randomly selected digits, the offspring ensemble is generated as s i = ͓0,0,1,0,… ,1,0,0,1͔. The number of crossover operations performed, m, is also selected randomly, yielding an offspring ensemble set S = ͕s 1 , s 2 , … , s m ͖.
Initial evaluation: Evaluate all ensembles in F and S and use
Eqs. ͑27͒ and ͑28͒ to calculate the residuals D 1 and D 2 for each ensemble. 4. Selection: Choose the best ensemble from the union of F and S: f best F ഫ S by selecting the ensemble with minimum D 1 and D 2 . 5. Mutation: From the best ensemble generate a set of l /2 mutants: M = ͕s i Јªmut͑s best ͉͒i =1,2,… , l /2͖. The selection of l is arbitrary; in this paper, it is set as six, which means three ensembles will be produced from the best ensemble through the mutation operation. Mutation means that selected digits become 0 if their initial values are 1, and vice versa. For example, if s i = ͓0,0,1,0,… , 1,1,0,0͔, after the mutation operation, s i Ј=͓0,0,1,0,…,0,0,1,0͔ will be produced as one ensemble of the mutant set. k digits are randomly selected in each ensemble to mutate. If k is set too large, it will take a long time for the system to converge due to the algorithm oscillation. The best value of k is set as two or three for the algorithm to be stable. In our simulation k is set to be three. 6. Create a new father generation: Calculate the residuals of all ensembles in M, S, and F, select the na ensembles with the lowest residuals, and create a new father generation F from these. The number na depends on the total number of en-sembles. If na is set too large, it takes a long time for the genetic algorithm to converge. In this paper, it is set as two in each generation step. 7. Terminate check: If at least one of the ensembles has achieved a predefined fitness, stop and return the best individual. Otherwise, continue with the reproduction step ͑step 2͒.
N-type scattering processes should satisfy both momentum and energy conservation, while a U processes only need to satisfy energy conservation. Using a fitness criterion of 0.001, the algorithm optimization target is thus to satisfy D 2 Ͻ 0.001 for U scattering processes and D 1 + D 2 Ͻ 0.001 for N scattering processes. The N and U scattering processes are treated in two different groups. Phonons engaged in N scattering processes are considered together to satisfy the energy conservation and momentum conservation and phonons engaged in U scattering processes are put together to satisfy the energy conservation. The momentum conservation is not enforced in the calculation for U scattering process, similar to that in Refs. ͓13-15͔. However, simulation results for bulk silicon suggest that neglecting momentum conservation for U process does not significantly affect the simulation result in the temperature range considered in the paper.
As discussed in Ref. ͓15͔, in principle, the three-phonon scattering process can be treated by regarding each phonon as a potential candidate for scattering and exploring the possibility of its interaction with every other phonon in its vicinity following the selection rules. That way, the momentum and energy conservations can be met rigorously. However, the computation would be immensely expensive and impossible for most cases. The genetic algorithm provides a way to meet the momentum and energy conservations for N processes and energy conservations for U processes. Compared to the more fundamental approach mentioned above, the genetic algorithm significantly reduces computational time and makes the computation expense acceptable; nevertheless, it is still quite time consuming.
N and U Scattering Rates of Phonons
Different expressions for three-phonon scattering rates have been adopted in the literature. Here we choose to use the expressions given by Holland ͓3͔. Even though the phonon scattering rates given by Holland may not be the most physically sound, as discussed in Ref. ͓22͔, we choose them here because for bulk Si, extremely good fitting has been achieved with these expressions. In addition, since the most important improvement in the modeling process here from Ref. ͓15͔ is the introduction of the genetic algorithm, it is reasonable to keep the Holland scattering rates to see the effect of the genetic algorithm. The N and U scattering rates for transverse and longitudinal acoustic phonons are given as
gives the inverse lifetime for longitudinal phonons engaged in the N and U scattering processes. For transverse phonons the U scattering processes do not begin until ജ 12 , where 12 is the transverse branch phonon frequency corresponding to q / q max = 0.5. q max is the wave vector corresponding to the maximum cutoff frequency of longitudinal phonons in the first Brilliouin zone. For bulk Silicon, the maximum cutoff frequency in the longitudinal acoustical branch is 12.3 THz, following the experimental dispersion curve given by Brockhouse ͓23͔. The parameters B L , B TN , B TU in these equations are listed in Table  1 .
When the structure dimension is reduced to the nanoscale, the N and U scattering rates of phonons will be different from that in bulk Si due to confinement effects. The N and U scattering rates in nanowires must be evaluated from first-order perturbation theory based on the phonon dispersion relation for nanowires. The phonon modes in Si nanowires include longitudinal, torsional, and flexural modes. Following the approach used in Ref. ͓24͔ to treat cylindrical acoustic waveguides with stress-free boundaries, dispersion relations for these three modes can be obtained from the following equations: 
͑35͒
where d , t are the sound velocities for longitudinal and transverse acoustic waves in bulk Si, respectively. These are given by
in which , are the Lame constants, and is the density. For bulk Si, the sound velocities are d = 8.47ϫ 10 3 m/s and t = 5.34ϫ 10 3 m / s, respectively. In Eq. ͑34͒ the function = ͑q d , q t , q , R͒ is defined as
where 
͑40͒
where the index n indicates the different allowed branches for a given phonon mode and n is the phonon frequency for the nth branch of that mode. The calculated dispersion relations for the three phonon modes ͑longitudinal, flexural, and torsional͒ are shown in Figs. 1-3 , respectively, for a 10 nm diameter Si nanowire. In each mode, the first five branches are given. In Fig. 1 , the phonon group velocity of the first longitudinal branch is between the phonon group velocities of longitudinal and transverse acoustic phonons for bulk Si. For small wave vector, the dispersion relation of the first branch of the longitudinal phonon is the same as that of the longitudinal acoustic phonon for bulk Si. As the wave vector increases, the phonon group velocity becomes smaller than that of bulk LA phonon. The first torsional branch is the same as the transverse acoustic phonon for bulk Si. However, the group velocities for other torsional branches and flexural branches are all below the TA mode for bulk Si, which will lead to reduced thermal conductivity. Once the dispersion relation is obtained, the phonon scattering rates can be evaluated according to N and U scattering processes as described below.
It is well known that the momentum of phonons involved in the N process is conserved. The N-scattering process redistributes the momentum and energy, and prevents strong deviation of each phonon mode from the equilibrium distribution. For N scattering process, there are two mechanisms known as the Herring ͓25͔ and Simons mechanisms ͓26͔. The Herring mechanism suggests that the relaxation frequency of the transverse phonons is determined by the three-phonon scattering process involving one transverse and two longitudinal phonons, i.e.,
T + L ↔ L ͑41͒
Similar to formula ͑41͒, the three-phonon scattering process engaged in nanowire involving the torsional mode ͑or flexural mode͒ and two longitudinal modes
Equation ͑42͒ means that one torsional phonon plus one longitudinal phonons produces one longitudinal phonon or one longitudinal phonon can decay into one transverse phonon and one longitudinal phonon. The scattering rate can be described as
The relaxation frequency of the longitudinal phonons in the anisotropic continuum system is determined by the three-phonon process according to Simons mechanism ͓26͔, whereby either a longitudinal phonon decays into two torsional ͑flexural͒ phonons or two torsional phonons combine to form a longitudinal phonon
The N scattering rate of the longitudinal phonons can be written as
͑45͒
The Umklapp process leads to thermal resistance. From the first-order perturbation theory, Klemens ͓1͔ gives the relaxation rate for the U process for a thermal or intermediate-frequency state q as
where ␥ is the Grüneisen parameter, v is the sound velocity, n͑ i ͒ , n͑ i + j ͒ are the equilibrium occupation of states q i , q i + q j . For Si nanowires, the dispersion relations are depicted as in Figs. 1-3 . The relaxation rate of U process ͑46͒ can be approximated as
where ␦͑⌬͒ guarantees that the energy conservation conditions be satisfied, i.e.,
Eq. ͑47͒ describes the relaxation rate of a combining U process, i.e.,
where G ជ is the shortest reciprocal-lattice vector. q i , q j are the interacting states with high frequency near the zone boundary. v g = ʈ‫͑ץ‬qЉ͒ / ‫ץ‬qЉʈ is the group velocity at Љ = i + j in the longitudinal mode in the principal direction. The factor ͐ q j dSЈ is the area of the momentum space of the interacting state q j with the reference state q i . In order to obtain the scattering rate for the U process at state of q i , all of the possible interacting channels must be taken into account, then sum those scattering rates together. However, at temperatures lower than the Debye temperature, the lowest order branches are the most important branches. In order to demonstrate the calculation procedure, only the first branches for each of the three modes are taken into account as shown in Fig. 4 . This approximation neglects the populated phonons at higher energy level in the quasioptical branches. However, as shown in Figs. 1-3 , the lowest branches in each mode have the highest phonon group velocities. Compared with previous work ͓27,31͔, this approximation will overestimate the energy transport at low temperatures. Based on the Klemens two-step model ͓28͔, Eq. ͑46͒ can be simplified as ͓31͔
Here j is the frequency gap between the two different modes as shown in Fig. 4 . The relaxation rate for bulk Si can be obtained in the same procedure and the ratio between the two time scales can be obtained approximately as
where T is the frequency gap between the longitudinal and transverse modes in bulk Si phonon dispersions as shown in Fig. 4 . The superscripts bulk and nano stand for bulk material and nanowires in Eq. ͑52͒. Equation ͑52͒ demonstrates that the Umklapp scattering rate of nanowires is inversely proportional to the phonon group velocity and the frequency gap between different branches in the nanowire. With decreasing phonon group velocity and frequency gap between different modes, the Umklapp scattering rate increases greatly compared with the phonons scattering rate in bulk material.
Numerical Results
The phonon transport in single Si nanowires was simulated using MC. Impurity scattering was neglected in the current simulation since our primary interest in this paper is thermal conductivity at high temperatures, where impurity scattering is not as significant. Additionally, in nanowires the boundary scattering is usually strong enough to mask the impurity scattering. The cross section of the nanowires is square with side length a. It is assumed that the dispersion relations developed above for cylindrical waveguides are applicable here when 2R = a. The main reason for this is that we have a closed form expression for the dispersion of round wires, which is easier to be included in the simulation. We believe that this is acceptable because if we do not consider the dispersion relation modification due to confinement, the boundary simply provides boundary scattering, which limits the phonon mean free path to be on the order of the wire diameter depending on the selection of the specularity parameter. The real shape of the nanowire in our simulation does not affect the simulation results.
In order to verify that the MC model correctly predicts phonon transport, we first chose a simple problem: ballistic phonon transport between the two ends of the nanowire. Ballistic transport becomes important at low temperatures, where U processes are frozen out and impurity and boundary scattering are negligible. In this situation there is no thermal resistance and the "temperature" remains constant along the sample length ͓13͔
Here T L , T R stand for the temperatures at the two ends of the nanowire. The ballistic condition was realized in the MC simulations by neglecting all scattering processes. The results from both theoretical solution, Eq. ͑53͒, and the simulations of a Si nanowire with a total length of 500 nm and a = 50 nm are shown in Fig. 5 for two different temperatures. The nanowire was divided into ten cells along its length and the local "temperature" in each cell was obtained by fitting the distribution to the Bose-Einstein distribution. Strictly speaking, temperature can only be defined in each cell when local thermodynamic equilibrium is reached, which is clearly not true for the ballistic case. For long enough simulations, however, the hot and cold phonons traveling in opposite directions are sufficiently averaged so that the numerical results in Fig. 5 ͑symbols͒ agree well with the theory ͑line͒. Bulk Si was also simulated to further verify the model. This was done by setting the specularity parameter d = 1, which means that the nanowire surfaces are perfectly smooth and all the phonons are specularly reflected. Since boundary scattering does not contribute to thermal resistance in this case, the nanowire MC model using the bulk Si phonon dispersion relation should yield thermal conductivity values close to that of bulk Si at high temperatures. However, at low temperature, the simulation results deviate from the experimental value due to the lack of boundary and impurity scattering. Figure 6 illustrates that this is indeed the case: The MC numerical results circles for a nanowire with d = 1 agree well with the experimental results for bulk Si ͓3͔ for temperatures greater than 25 K. The simulation results also agree well with recently reported experimental data on enriched isotope silicon ͓22,29͔. For tem- peratures below 25 K, the thermal conductivity of bulk Si is dominated by phonon-boundary scattering, and the numerical results ͑not shown͒ approach infinity. In order to demonstrate the advantage of the generic algorithm, we applied the MC code to bulk Si without the genetic algorithm. In this case, the momentum conservation of the N scattering processes is removed, and the MC code is the same as that in Ref.
͓15͔. The simulation results are also shown in Fig. 6 as the triangle marks. It is clear that without the conservation of momentum for N processes, the simulation results give much lower values at high temperature. This is because without conservation of momentum, the N process directly poses resistance to thermal transport since only energy conservation is satisfied. It is well known that the N process only contributes to the thermal resistance indirectly by redistributing the phonons and restoring the equilibrium distribution. So without a physically sound modeling of the N process, the results deviate from the experimental value for bulk Si.
During the simulation process, it is observed that the length scale of the simulation domain may have an artificial effect on the final simulation results over the temperature range from 25 K to 500 K. Especially at low temperatures, since the scale of the simulation domain may be smaller than the phonon mean free path, temperature jumps appear between the ends of the simulation cell and the boundary walls. At high temperatures, the size of the simulation domain is usually larger than the phonon mean path. In this case, a nonlinear temperature profile arises due to the temperature dependence of thermal conductivity. In order to get precise simulation results, two criteria should be satisfied: The effective thermal flux in each simulation cell should be nearly the same, and the temperature profiles should be reasonably close to linear. The profiles should not be expected to be completely linear, since the thermal conductivity is temperature dependent. In order to satisfy the two criteria, computation time should be selected to be as long as possible for the system to reach steady state. In this paper, to avoid undue computational burden, values roughly 20 times of the characteristic diffusion time were found sufficient to satisfy the criteria. Time step is another factor affecting the simulation results. It should be smaller than the smallest scattering time scale to avoid missing a scattering process. Considering that different simulation cell sizes and different temperatures are used, the time step can be chosen based on the approximation that during each time step, the distance traveled by the fastest phonons is about one fourth the simulation cell. The choice of the simulation domain size at different temperatures is also a formidable task. The length of the simulation domain should be larger than the longest phonon free path to completely remove the temperature jump at the two ends. However, it is difficult to determine the mean free path for each phonon. A trial-and-error process was thus used to find the length scale of the simulation domain. For a certain simulated temperature, the length of the simulated nanowire should meet the demands that the temperature profile remains linear and no temperature jumps appear in the two ends. For the thermal conductivity simulations reported here, the values of the effective thermal flux in each cell were all within ten percent of the averaged flux and the temperature profiles were essentially linear. Finally, in order to further reduce noise effects on the final simulation results, three different simulation runs were averaged that differed only by the seed value used in the simulation's random number generator. Error analysis shows the difference between the three simulation runs are within five percent. Figure 7 shows calculated and experimental thermal conductivities of Si nanowires of diameters 115 nm, 37 nm, and 22 nm. The three solid lines represent MC simulation results calculated using the dispersion relation for bulk Si, and the symbols represent experimental results from Ref. ͓16͔. In the MC simulation procedure, the impurity scattering and the boundary scattering are all considered. The specularity parameter was calibrated to fit the simulation result to the experimental data ͓16͔. Its value was set to 0.5 based on several round tried simulations. The impurity scattering parameter B i , as shown in Table 1 , was obtained using a similar procedure. The parameters B N and B U were assumed the same as those for bulk silicon. The MC simulation results agree reasonably well with the experimental results for nanowires with diameters 37 nm and 115 nm. The position for the peak value of thermal conductivity for Si nanowires is displaced to higher temperature compared with that for bulk Si, which is 25 K. This is because for nanowires, boundary scattering is the dominant phonon scattering mechanism up to much higher temperatures.
Quite a few theoretical studies on the thermal transport in nanowires have been reported ͓30-37͔. Several of them ͓30-34͔ are theoretical investigations working on hypothetical model system without comparison to experimental results. Those studies are trying to disclose the effects of diffuse/specular boundary reflections, ballistic/diffuse transport and scattering rate change due to phonon dispersion changes in nanowires. More recent theoretical studies ͓35-37͔ compared their modeling results with the experimental data ͓16͔. The theoretical results from those studies match the experimental data reasonably well, similar to the present work, for nanowires with diameters larger than 37 nm. Most of the studies in the literature are based on closed form integration, which is not as computationally expensive as the present study. However, Monte Carlo simulation provides a more rigorous approach to the phonon transport and has the potential to be applied to complex geometry.
For the 22 nm diameter wire, the difference between the MC simulation and the experimental results is significant. As discussed above, the phonon dispersion relation at this length scale can differ significantly from that of the bulk and may be the reason for the difference. In order to see if this is the case, the nanowire phonon dispersion relations were used instead of bulk phonon dispersion relations in the MC model. Phonon transport in different diameter nanowires was simulated with different dispersion relations at 300 K ͑Fig. 8͒. In Fig. 8 , model 1 refers to results obtained using nanowire phonon dispersion and model 2 refers to results obtained using bulk silicon phonon dispersion relations. It can be seen from the figure that for large diameter nanowires, the results from different dispersion relations are nearly the same. However, as the nanowire diameter decreases, the difference gets larger and can be observed clearly. The thermal conductivity evaluated from nanowire dispersion relations become significantly smaller than that from the dispersion relation for bulk Si. The maximum difference occurs for nanowires with a diameter between 10 nm to 20 nm. For even smaller diameter nanowires, the difference gets smaller. The reason for this is not fully understood. However, we believe that in this case the strong boundary scattering will prohibit phonon transport and dominate over any other scattering events. This reduces thermal conductivities calculated using both bulk and nanowire dispersion relations to nearly the same value. The reason for smaller thermal conductivity from nanowire dispersion relations may be from two sources. One is that the phonon group velocity in nanowires is smaller than that in bulk material. The other is that the phonon lifetime evaluated from Eq. ͑47͒ is smaller than that obtained from the formula for bulk material. With decreasing nanowire diameter, the frequency gap between different branches decreases, which in turn causes the increase of phonon Umklapp scattering rate, and hence reduces the lattice thermal conductivity. Since simulations using nanowire dispersion relations are very time consuming, a detailed calculation for the thermal conductivity of different diameter nanowires spanning a broad temperature range has not yet been carried out.
Conclusion
A Monte Carlo method has been developed to simulate phonon transport in nanowires. A genetic algorithm, which meets both momentum and energy conservation requirements for the simulation system, was adopted to model the phonon-phonon scattering process. Phonon dispersion relations for bulk Si and Si nanowires were employed to simulate nanowire thermal conductivity. Simulation results using the bulk Si dispersion relation agree reasonably well with our experimental results for nanowires with a diameter larger than 37 nm. Simulation results using the nanowire dispersions show significant differences compared with those using the bulk dispersions for nanowires with a diameter between 10 nm and 20 nm. These differences were attributed to the phonon group velocity reduction and the phonon lifetime reduction due to strong phonon-phonon scattering derived from nanowire dispersion relations.
