A suboptimal filter to estimate a signal corrupted by a white noise, derived from the approximative Karhunen-Lo6ve expansion of the signal, is given. The convergence of the suboptimal filter is showed and a bound on the truncation error is found.
Introduction
The importance of the Karhunen-Lobve expansion is well-known in the general theory of statistical detection of random signal corrupted by a white noise. This expansion allows the building of a set of observable coordinates, in such a way, that once their distribution is known, it is possible to solve the problem by means of a likelihood ratio test (e.g. Davenport and Root, 1958; Van Trees, 1968) . Likewise, in the associated literature, the Karhunen-Lobve expansion has been applied to solve the linear mean-square estimation problem of a corrupted signal by white noise. For example, Van Trees (1968) derives the optimal unrealizable (i.e., not causal) linear filter from such an expansion, Fortmann and Anderson (1973) consider the realizable case and give an approximate realizable linear estimator which approaches the optimal one. Other papers dealing with series representations for random processes in problems of causal least-meansquare estimation and with discussions about the problem are, among others, Cambanis (1973) and Gardner (1973) .
Let us consider the classic problem that consists in finding the minimum mean-square realizable linear estimate of a random signal corrupted by additive white noise. The model for the unobservable signal x(t) is the following one: Ti, 7"/'] where the signal x(t) has zero mean and covariance function: 
Rx(t,s) = E[x(t)x(s)
(where a(t, z) represents the impulse response function), so that it minimizes the mean-square error:
P(t/t) = E[x(t) -:~(t/t)] 2
for each t in the interval [Ti, ~] . An estimate like (1) 
P(t/t) = ra(t,t) ~.<~t~Tf.
On the other hand, since we suppose that the statistical features of the signal process x are known and because it is continuous in quadratic mean, it is possible to find its Karhunen-Lo~ve expansion. Thus, let us consider in L 2 [~, t] the complete orthonormal set of eigenfunctions: { qSn(.)}, and the associated eigenvalues xn of the covariance function Rx. Let us observe that, in our analysis, we are considering that the eigenfunctions are orthonormal in [~, t] and therefore, both the eigenfunctions and the eigenvalues actually are functions of t too: q~n(', t) and x,(t). However, to simplify the notation, we will omit this aspect henceforth. By truncating the Karhunen-Lo~ve expansion to N terms: N
XN(S) : Z bn(gn(s) s E [Ti, t]
n=l where the random variables b. are defined by bn = x(r)~bn(z) dr then the optimal realizable linear estimator for this truncated process has an impulse response in t (Fortmann and Anderson, 1973) :
where an = x./(xn + r).
Under the assumption that Rx is continuous, it is verified that aN(t,') approaches a(t,-) in L2 [Ti, t] as N --~ c~. The impulse response aN is optimal for the truncated process XN and approximates the optimal realizable impulse response a for the original process x. Then the suboptimal filter is defined in the following way:
~N(t/') = ~T, aN(t,T)y(z)dz = Z anC~n(t) jf C~n(T)y(T)dv.
n=l Moreover, a bound for the error variance of the suboptimal filter is derived.
As it is indicated in this paper (Fortmann and Anderson, 1973) , the practical implementation of these results is not extremely useful because of the computation of eigenvalues and eigenfunctions is generally difficult. There are two main problems when we try to determine the Karhunen-Lo+ve expansion of a process explicitly: there exists an infinite number of terms in it and there does not exist a general procedure to solve the associated Fredholm integral equation. Nevertheless, it is always possible to replace the expansion by a truncated expansion and to solve the associated integral equation by numerical procedures (Guti~rrez et al., 1992) . From these finite expansions we can build a set of approximative state-space models, time invariants and with prefixed transition structures. This approach notably simplifies the optimum linear estimation of a signal corrupted by a white noise (Ruiz et al., 1995) .
A brief description of this methodology is as follows: let {~oj(.)}~= l be an orthonormal basis of functions (e.g. trigonometric functions) in [T,.,t]. Let us consider the following approximated eigenfunctions:
where c,j are appropiate constants. By applying the Rayleigh-Ritz numerical integration method together with the basis of functions k {cpj(.)}j= l, we can approximate the real eigenfunctions ~bn(.) of the Fredholm integral equation by the approximated eigenfunctions ~,(.). The Rayleigh-Ritz method guarantees that the approximated eigenvalues ~?n approximates the real ones Xn as well. Specifically, when k ~ c~ the approximated eigenfunctions converge to real ones in the norm of L2 [T/, t]. Likewise, the approximated eigenvalues converge to the real ones (Baker, 1977) . Let us define the approximated expansion of x in [T,.,t] 
[,.(k) = ?pAs)x( )ds.
A requisite of the numerical method is that the number of terms N in the approximative expansion has to satisfy, N ~<k, where k is the number of orthonormal functions in the basis. Hence, if the interest in our analysis is in N instead of k, it should be noted the dependence of the approximated eigenfunctions ~,(.) in respect of N. A more precise notation would be ~(.). However, in order to abbreviate the exposition we will maintain the former. A similar remarks is valid for 2n.
On the basis that the numerical method is convergent, Guti~rrez et al. (1992) showed that the process 2N (s)
converges, in the norm in the Hilbert space generated by linear combinations of the process x, towards x(s)
when N, and then k, grow indefinitely. Our aim is to apply these results to derive a suboptimal filter that allows it to be used for practical purposes. Furthermore, we will give a bound of the error variance for such a suboptimal filter.
Suboptimal filter
From the above considerations, we can define a suboptimal filter in the following way:
fc(t/t) :/~ ~N(t,z)y(z)dz = Z ~tnIPn(t) f~ ~n(z)Y(z)dz
where ci. = :?n/(J?. + r) and
Xn
Note that the expression of ~u. (t) is strongly affected by the number of terms N in the suboptimal filter. As we argued before, the approximated eigenfunctions ~(.) depend on the number N of terms in the approximated expansion considered. Therefore, although in expression (3) N does not appear explicitly, its influence on tP.(t) is clear.
Property 1.

~Jn(t) N~c~ (On(t).
Proof. Let us define the following functions in z C [Ti, t] :
Rx(t,s)~])n(s)ds and ~(z)=
Rx(t,s)cbn(s)ds.
Since ~n ~ q$~ and Rx (t, .) is Riemann integrable over [Ti, t] , IN ~ i uniformly over [E.,t] . Therefore
IN(t) NT~ ~(t).
On the other hand, 2~ NT~ xn and from which we deduce that 1 [a(t, z) --aN(t, <~ v/t --TillY(v)lln[lla(t, z) -aN(t, z) Fortmann and Anderson (1973) showed that [[a(t,z) -aN(t, Z) [[2 NTc~ O. Let us consider the second term of (4) (b) The error variance of the suboptimal filter satisfies
Tn(t) = -Z-iN(t)~ l i(t).
ll2 + IlaN(t, O --~N(t, Z)II2].(4)
P(t/t) = E[x(t) -fc(t/t)] 2 = E[x(t) -~(t/t)] 2 ÷ E[Y(t/t) -~(t/t)] 2 = P(t/t) ÷ [[~(t/t) -fc(t/t)H 2 <~ P(t/t)+ [v/t -Ti[[y(QllHlla(t,z)--~tN(t,Q[[2] 2 <. P(t/t) ÷ (t -Ti)~2fl2N(t)
where [[y(z) l[~/~<~ < oo and fiN(t) = I]a(t,z) --6N(t,z)I]Z NT~ 0.
