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Zusammenfassung
Das Prinzip der strukturierten Beleuchtung und Triangulation findet im Bereich der optischen
Messtechnik weite Verbreitung. Als Unterklasse dieses Prinzips wird in aktuellen Anwendungen
besonders ha¨ufig das Phasenschiebeverfahren (
”
Phase Shifting“) eingesetzt. Die Gru¨nde hierfu¨r
liegen in einer hohen erreichbaren Qualita¨t der Messergebnisse in Bezug auf Messunsicherheit
und Datendichte. Konventionelle Phasenschiebeverfahren werden typischerweise bei statischen
Messbedingungen eingesetzt, also bei Anwendungen mit festem Bezug zwischen Messeinrichtung
und Messobjekt. Bei dynamischen Messbedingungen (z.B. handgefu¨hrte 3-D Messungen) ist eine
Relativbewegung zwischen Messobjekt und Messeinrichtung wa¨hrend der Aufnahmezeit meist
unvermeidbar. Bei Anwendung konventioneller Phasenschiebeverfahren fu¨hrt diese Relativbe-
wegung jedoch zu einer verminderten Qualita¨t der Messergebnisse.
Mit besonderem Fokus auf handgefu¨hrte 3-D Messtechnik ist das Ziel dieser Arbeit, das Po-
tential von Phasenschiebeverfahren auf kosteneffiziente Weise fu¨r dynamische Messbedingungen
zu erschließen. In diesem Rahmen wird ein neuartiges Messverfahren (
”
Coded Phase Shifting“)
beschrieben und evaluiert. Das Verfahren basiert auf der Erweiterung einer konventionellen vier-
Schritt Phasenschiebesequenz um ein nichtperiodisches Streifenmuster mittels Amplitudenmod-
ulation. Konventionelle Phasenschiebeverfahren beno¨tigen i.d.R. zusa¨tzliche Musterprojektionen
(z.B. Gray-Codes) oder Stereo-Verfahren zur Herstellung einer eindeutigen Projektor-Kamera-
Korrespondenz; im Falle von Coded Phase Shifting dient hierfu¨r das eingebettete Streifenmuster.
Die verku¨rzte Mustersequenz reduziert die Aufnahmezeit, was unter dynamischen Messbedin-
gungen von Vorteil ist. Es werden hierbei keine Stereoverfahren beno¨tigt, was den Aufbau
kosteneffizienter Messeinrichtungen begu¨nstigt.
Trotz einer verku¨rzten Mustersequenz fu¨hrt Bewegung wa¨hrend der Aufnahmezeit bei Phasen-
schiebeverfahren i.d.R. zu einer verminderten Qualita¨t der Messergebnisse. Zur Kompensation
von Bewegungseffekten wird ein neuartiges Verfahren unter Zuhilfenahme der aufmodulierten
Streifensequenz vorgestellt und evaluiert. Da sich Bewegungseffekte u¨ber die Dauer der Aufnah-
mezeit akkumulieren, sind bei dynamischen Anwendungen schnelle Projektions- und Bildauf-
nahmezyklen generell vorteilhaft. Dieser Aspekt wird von einem neuartigen Projektordesign auf
Basis von rotatorischem Musterwechsel beru¨cksichtigt. In Theorie und anhand eines prototypis-
chen Aufbaus wird das Potential dieses Ansatzes zur Hochgeschwindigkeitsprojektion untersucht.
Abstract
The principle of structured light and triangulation is used in a wide range of today’s 3-D optical
metrology applications. Among a multitude of measuring techniques based on this principle,
phase shifting plays a dominant role due to high attainable accuracy and data density. Conven-
tional phase shifting is most commonly used in non-dynamic scenarios, i.e. applications where
the measured object is stationary with respect to the measuring device. In dynamic scenarios
such as hand-guided 3-D scanning, motion during the acquisition process is typically unavoid-
able. However, conventional phase shifting techniques suffer from degradation of measurement
quality in the presence of motion.
With the goal of hand-guided 3D scanning in mind, this work explores cost-efficient approaches
to improve the potential of phase shifting in dynamic scenarios. Within this framework, a novel
structured light technique named“Coded Phase Shifting” is introduced and evaluated. The tech-
nique enhances the conventional four-step phase shift sequence with an embedded non-periodic
stripe pattern. While conventional phase shifting techniques require auxiliary pattern projections
such as Gray-codes or stereo vision to yield an absolute (“phase-unwrapped”) camera-projector
correspondence, Coded Phase Shifting makes use of the embedded non-periodic stripe pattern.
The reduced pattern sequence length shortens total measurement time, which is essential in
dynamic scenarios. The minimum structured light setup configuration (a single camera and pro-
jector) is sufficient for this technique, resulting in advantages in cost efficiency, e.g. compared
to stereo methods.
Despite the reduced pattern sequence length, degradation of 3-D measurement quality due to
motion effects is typically a challenge in phase shifting based techniques. Making use of the
embedded stripe pattern, a robust and efficient method for compensating motion effects is pro-
posed and evaluated. Since motion effects accumulate over the duration of the acquisition
process, rapid projection- and image acquisition rates are generally desirable in a suitable struc-
tured light system. This aspect is addressed by a newly proposed analogue high-speed projection
technique based on rotational pattern transport. The technique minimizes overall acquisition
time while maintaining a cost efficient hardware setup.
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Chapter 1
Introduction
Machine vision drives innovation in a multitude of industries. In the fields of quality control,
inspection and automation, machine vision is steadily gaining significance by offering precision,
speed, reproducibility and cost efficiency. Observing these developments, it is not surprising
that the German market for machine vision products has seen steady and significant growth
during the past decade, with an exception in 2009, a year of worldwide financial crisis [1].
A market survey recently published by the European Machine Vision Association (EMVA) indi-
cates that, among the broad range of machine vision applications, 3-D metrology is particularly
gaining significance in the European1 market [2]. The transition towards 3-D is driven by the
fact that 3-D data is more comprehensive and intuitive as a means of representing the real
world. Adding to these driving factors, the performance and cost efficiency of machine vision
components is constantly increasing, extending the scope of applications where 3-D is feasible
and economically viable.
Repeating the historical transition from still photography to motion pictures, the advancing
state of the art in machine vision hardware is currently inducing a trend towards dynamic 3-D
measurement, i.e. measurement in the presence of motion. This trend is boldly highlighted by
the commercial success of the Microsoft Kinect 3-D sensor, which sold 8 million units within two
months after its release, making it the fastest selling consumer electronics device to date [3].
While the Kinect sensor is targeted at the consumer market, the trend towards dynamic 3-D
measurement is likely to unfold new applications in the industrial metrology domain as well.
These applications benefit from properties not covered by stationary systems due to a lack
1Due to the unavailability of reliable data on the turnover shares of 2-D vs. 3-D metrology in the German
market, data on the European market in provided. It is not intended to draw conclusions on the German market
with the given figures.
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Figure 1.1: Total turnover of machine vision products in Germany (domestic and export) and
turnover shares of 2-D vs. 3-D metrology products [1, 2].
of portability and flexibility. Exemplary applications are identifiable in the field of inspection
and life-cycle monitoring: machine parts must often be dismounted or disassembled in order
to be measured, causing machine down time and assembly cost. If the measurement system
offered increased mobility in the form of hand-guided 3-D scanning, the measurement could be
performed in-situ. Instead of measuring large parts using several fixated sensor positions, the
3-D surface geometry could be obtained by moving a mobile 3-D scanner across the surface.
Rather than transporting bulky objects to a measurement lab, measurement could take place
on-site with a small and rugged measurement system.
1.1 Motivation and problem statement
Active triangulation using structured light is a well-established 3-D acquisition principle fre-
quently applied in industrial metrology tasks. Among the multitude of techniques in this field,
phase shifting is often employed due to superior measurement uncertainty, data density and
robustness towards measurement conditions2. However, in hand-guided 3-D scanning applica-
tions, the technique is to date not commercially established. This fact was highlighted by a mar-
ket survey conducted by Laboratory for Machine Tools and Production Engineering of RWTH
Aachen University (WZL) in cooperation with Siemens AG in 2008/2009 [4]. The handling of
commercially available devices in the field was categorized as stationary, portable/fixated and
portable/hand-guided. The survey indicated that phase shifting is the predominant technique
for stationary or portable/fixated devices - however, the portable/hand-guided devices rely on
2Detailed reasons for this conclusion are provided in Chapter 4.
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Figure 1.2: Registration and merging of multiple measurements acquired from different view-
points.
light section without exception. In light section, the object to be measured is illuminated by a
pattern of one or more lines, typically using laser light (see Sec. 2.1.1 on p. 13 ff.). Since light
section is considered a “one-shot” technique3, the predominance of light section is likely due to
its higher tolerance towards motion.
However, neglecting motion tolerance, phase shifting offers advantageous properties for hand-
guided 3-D scanning. Commonly, measurements from multiple perspectives need to be aligned
towards each other to form a consistent 3-D model (see Fig. 1.2). This process is referred to as
registration [5, 6]; it is most commonly followed by a merging process to adequately resample
the joined 3-D data.
In lateral direction, i.e. perpendicular to the viewing direction, 3-D data generated using phase
shifting is typically arranged along a 2-D manifold as illustrated in Fig. 1.2, while light section
data is linearly arranged. Due to the typically large overlap in phase shifting, data sets from
sequential measurements can in most cases be uniquely registered, which is not straightforward
feasible using light-section data4. If 3-D data based alignment is not possible, the position
and orientation of the measurement system in space must be determined otherwise. For hand-
guided light section devices, the WZL market survey indicates that without exception, tracking
techniques such as kinematic chains, linear axes, photogrammetric markers or tracking using an
external camera are used for this purpose (see Fig. 1.3).
3In the field of structured light, one-shot techniques require only a single pattern projection rather than
a pattern sequence for a complete 3-D measurement. Generally, one-shot techniques are better suited in the
presence of motion; however, measurement uncertainty is typically inferior to multi-shot techniques such as phase
shifting. For details, please refer to Chapters 2 and 4.
4Realtime registration of phase shifting 3-D data without external hardware or photogrammetric markers
(in-hand modeling) was recently demonstrated in research published by Weise and others [7, 8, 9, 10, 11].
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Figure 1.3: Tracking techniques in hand-guided 3-D measurement systems according to WZL
market survey [4].
Providing an economic perspective on 3-D imaging, the market survey also revealed a stringent
relationship of retail pricing versus accuracy in evaluated devices. Categorized into the two
predominant techniques light section and phase shifting, Fig. 1.4 shows pricing of evaluated
products versus vendor-specified accuracy5. While the pricing structure of phase shifting based
devices is comparable to light section devices tracked with kinematic chains, linear axes or
photogrammetric features, a significantly higher accuracy-related price is asked for light section
devices tracked using an external camera. Besides the extra customer value provided by such
systems, the additional cost is likely due to the technological effort necessary for the external
tracking device. The single evaluated device using photogrammetric features does not require
extra tracking hardware; however, the features need to be manually positioned on the object
surface, requiring extra preparation time before a 3-D measurement can take place.
The minimum hardware configuration necessary to perform structured light and triangulation
consists of a single camera and a projector. Observing the market sensitivity of pricing versus
measurement uncertainty may lead to the conclusion, that a high accuracy technique such as
phase shifting using this minimum configuration should be beneficial to the market impact of a
3-D device. Furthermore, the price boost for externally tracked devices, as well as the practical
benefits in terms of preparation time, give reason for research towards a device capable of hand-
guided scanning without external tracking.
Consequently, this work aims at establishing a method to increase suitability of phase shifting
for hand-guided 3-D scanning, while maintaining aspects of technical, practical and economic
relevance such as measurement uncertainty, capability for 3-D data based alignment of multiple
measurements and cost efficiency. With respect to the cost efficiency goal, this work focuses on
the projector side of the structured light setup with the goal to establish a low-cost miniaturized
5The term “accuracy” is not standardized and vendors use various methods for quantitative assessment of
measurement results. The figures provided were obtained from product brochures, white-papers or discussions
with respective vendors.
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Figure 1.4: Pricing structure of phase shifting and light section based 3-D imaging devices
according to WZL market survey [4]. Note: the term “accuracy” is not standardized.
projection device capable of high speed, high fidelity pattern projection.
1.2 Research methodology
The research conducted in this work is guided by an exploratory research approach as proposed
by Kubicek [12]. In this process, the formulation of research questions aims at focusing research
towards several aspects of the research goal (see Sec. 1.3). Under inclusion of a conceptual
framework, which represents the researcher-specific structural and causal understanding of the
topic, various aspects of a problem are identified. Subsequently, aspects are selected for further
investigation, requiring secondary research such as literature reviews.
Ultimately, a discrepancy between requirements of the real world problem and deficits in the
state of the art is required to motivate research towards the solution of a problem aspect. In
this work, motivation was identified for research in two problem aspects of hand-guided 3-D
scanning, focusing on the fields of measurement technique and pattern projection. In a heuristic
process, the identification of unsolved problems led to the development of novel approaches in
both fields.
The question whether these approaches satisfy the requirements of the real world problem led
to the formulation of research questions. Answers to the research questions are concluded from
experimental results with objects of investigation (see Sec. 1.4). However, according to scientific
research theory published by Popper, inductive conclusion from experiments to universally
5
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valid statements is not permissible [13]. Opposing the theory of “logical positivism” or “logical
empiricism”, Popper argues that independent of the number of experiments and observations
made, universal validity under all possible conditions is impossible to prove. Nevertheless,
it is possible to disprove a hypothesis using a single experiment. To be able to answer the
positively formulated research questions, the contained hypotheses is negated, enabling disproof.
Disproving the negated “0-hypotheses” then proves validity of the original hypothesis under the
specifically documented conditions.
1.3 Research questions
Hand-guided 3-D scanning is an emerging topic in industrial metrology. Analyzing commercially
available products in the field, a market survey indicated that further potential exists in a device
combining the attributes of [4]:
 Measurement uncertainty comparable to the best performing state of the art techniques
 Robustness towards motion
 Capability for 3-D data based alignment of multiple measurements
 Cost efficiency
In the research towards these goals, this work focuses on deficits in current measurement tech-
niques and deficits in current structured light hardware. Concerning measurement techniques,
investigation begins with providing a detailed overview of the state of the art in range imaging
in Chapters 2-3. At this point, the search space for a technique satisfying above goals is not
prematurely narrowed down. Therefore, all techniques which have been, or at least vaguely seem
feasible to be, applied for hand-guided 3-D scanning are included. The overview is followed by
a detailed assessment with respect to the research goals in Chapter 4. Therefore, a range of
criteria is deduced, which allow iterative exclusion of unsuitable techniques.
Anticipating the results, the assessment indicates that the structured light techniques light
section and phase shifting mark the state of the art in measurement uncertainty. Among these
techniques, only phase shifting allows 3-D data based alignment of multiple measurements due
to the large overlap between successive measurements. In deduction from the cost efficiency
goal, a suitable measurement technique should require only the minimum configuration possible
in structured light, i.e. one camera and one projector. With the reference in measurement
uncertainty defined, it is concluded that the goals in 3-D data based alignment of multiple
6
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Figure 1.5: Structured light setup for evaluating the performance of coded phase shifting vs.
conventional phase shifting. *Nominal values; mono vs. stereo.
measurements and cost efficiency are well fulfilled in the state of the art; however, a hypothesis
that the techniques in question show severe deficits in the aspect of motion robustness is posed.
This conclusion motivates further research in the aspect of measurement technique. A more
suitable technique should outperform current methods in motion robustness, while maintaining
all other requirements.
In preparation of the development towards a more suitable measurement technique, assessment in
Chapter 4 leads to the conclusion that the phase shifting technique is a promising starting point.
Hypothesizing that the number of pattern projections required for a complete 3-D measurement
in phase shifting influences motion robustness, a novel measurement technique named Coded
Phase Shifting is proposed in Chapter 5. Based on phase shifting, the technique aims at
reducing the number of pattern projections necessary for a complete 3-D measurement. The
design of the coded phase shifting technique is guided by an illumination model of structured
light pattern projection and image acquisition. By applying this model for conventional phase
shifting and extending it to the novel coded phase shifting technique, proof is shown that using
certain modulation- and demodulation techniques, additional data can be transmitted with the
pattern sequence. The embedded data is suited to reduce the number of pattern projections
necessary for a complete measurement and therefore may add to the motion robustness of the
technique.
Besides shortening the pattern sequence, coded phase shifting enables a novel technique to
improve motion robustness by compensating for motion-induced errors after the measurement.
After a detailed assessment of related work, the technique is described in Chapter 6. Given the
7
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Figure 1.6: Prototype of high speed analogue pattern projector design with coded phase shift
pattern sequence. *Non-destructively tested, capability of higher frequencies possible.
goals in measurement uncertainty, motion robustness, capability for 3-D data based alignment
of multiple measurements and cost efficiency, the research question is formulated:
Does coded phase shifting improve measurement uncertainty of conventional phase
shifting in the presence of motion, while maintaining the minimum structured light
configuration and capability for 3-D data based alignment of multiple measurements?
Concerning the hardware aspect in hand-guided 3-D scanning, this work hypothesizes that with
a given number of pattern projections for a complete 3-D measurement, motion robustness is
related to the total measurement time, i.e. the frequency of pattern projection. Given the
requirement of high speed pattern projection, research towards a novel projection technique
is mainly motivated by the prospect of increased cost efficiency compared to state of the art
techniques. Therefore, an analogue pattern projection technique based on rotational pattern
transport is proposed in Chapter 8. The novel technique aims at delivering high pattern pro-
jection frequencies, while maintaining a cost efficient and miniaturized design. In Sec. 8.6, a
prototypical structured light setup comprising the novel projection technique with a coded phase
shift pattern sequence is described. Accordingly, the second research question is formulated as
follows:
Can analogue pattern projection using rotational pattern transport deliver projection
frequencies comparable to state of the art pattern projectors in a cost efficient and
miniaturized setup, and which 3-D reconstruction quality is attainable in conjunction
with the coded phase shift technique?
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The performance of the novel pattern projection technique in conjunction with coded phase
shifting is evaluated using a prototypical hand-guided 3-D scanner introduced in Chapter 9.
The evaluation follows the standardized VDI/VDE 2634 guideline for testing optical 3-D mea-
surement systems based on area scanning and leads to the answer of the above stated research
question.
1.4 Objects of investigation
Answering the research questions stated in Sec. 1.3 requires empirical investigation on proto-
typical implementations. These objects of investigation represent the class of devices the results
of the research questions are transferable to. As stated in Sec. 1.3, two fields of investigation
were deduced from the challenge of hand-guided 3-D scanning.
Concerning the measurement technique, a novel approach named coded phase shifting is de-
scribed, designed to reduce the pattern sequence length necessary for a complete 3-D mea-
surement. The related research question requires experiments on the motion robustness of the
technique, as well as its performance with respect to measurement uncertainty. Since the tech-
nique is based on phase shifting, a comparative analysis seems suitable to generate greatest
possible insight. Accordingly, structured light setup capable of dual operation was designed.
The setup depicted in Fig. 1.5 consists of a digital projector and stereoscopic cameras. The
digital projector allows for measurements using conventional phase shifting and coded phase
shifting under equal conditions, as well as the variation of certain parameters of the techniques.
Concerning the hardware aspect of hand-guided 3-D scanning, a novel analogue pattern pro-
jection technique based on rotational pattern transport is introduced. Answering the research
question directed at the performance of the technique requires prototypical implementation.
Figure 1.6 shows one out of two prototypical projectors developed in the scope of this work. Be-
sides the mere size of the two prototypes, technical variations were implemented in the heuristic
process of development. The documented insights gained during this process may serve as a
guide for future implementations and improvements.
Combining aspects of measurement technique and hardware, a prototypical hand-guided 3-D
scanner is developed (see Fig. 1.7). The device comprises the above described high speed pattern
projector and constitutes the state of development concerning miniaturization and usability
for hand-guided scanning in this work. For the quantitative evaluation of 3-D reconstruction
performance, this work adheres to the guideline VDI/VDE 2634 Part 2, proposing methods for
testing optical 3-D measurement systems based on area scanning [14]. The parameters obtained
9
Introduction
Figure 1.7: Prototype of hand-guided 3-D scanner using coded phase shifting and high speed
analogue pattern projection. *Nominal values; triangulation angle configurable.
using this guideline allow for comparability with other area scanning devices in the state of the
art.
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Chapter 2
State of the Art in Range Imaging
In a most general fashion, range imaging devices can be distinguished from volumetrically imag-
ing devices such as tomographers by the type of data they provide: range data is referred to as
the distance of a reference point to the surface interface of the measured object, whereas volu-
metric imagers provide density information within the working volume. Both types of sensors
are commonly referred to as providing 3-D data, while for the class of range imagers, sometimes
2.5-D is stated. Another straightforward classification is possible by the dimensionality of the
provided data, distinguishing sensors capable of instant point, line, area or volume data gener-
ation. This work focuses on range imagers providing area range data; however, a brief overview
of the remaining kinds is provided.
2.1 Active range imaging techniques
Classifying the state of the art in range imaging, active and passive techniques are commonly
distinguished. Active range imaging techniques emit and detect auxiliary energy, e.g. visible
light, infrared, longwaves or ultrasound.
2.1.1 Structured light and triangulation
Triangulation is the process of determining the location of a coordinate by measuring angles to
it from known points at both ends of a fixed baseline. The coordinate can then be determined
as the third point of a triangle with one known side and two known angles. In structured light
(SL) and triangulation, a surface point to be measured is illuminated by structured illumination
(e.g. a spot, line or extended pattern) and imaged by at least one camera. As the origin of
11
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Figure 2.1: Overview of active range imaging techniques.
the illumination with respect to the projector and the position of its image inside the camera
is known, lines of sight can be derived, allowing for triangulation of the imaged point (see Fig.
2.2). The wide range of active triangulation based methods is best classified by the type of
illumination used and the attainable dimensionality of the measured data without scanning.
Point triangulation
The simplest implementation of active triangulation is a setup illuminating an object surface
with a focused light beam, e.g. a spot laser, and imaging that point onto a detector, either
digitally using a camera or in analog fashion using a position sensitive device (PSD). After
determining the position of the centroid of the imaged beam on the detector, the 3-D location of
the illuminated surface point can be triangulated using the known baseline of light source and
detector and the respective lines of sight. Neglecting image distortion, the shift of the hotspot on
the detector due to object displacement follows a straight line, therefore a linear (1-D) detector
array or PSD is sufficient. In point triangulation, the image detector is usually tilted to achieve
optimal image focus throughout the entire working range, following the Scheimpflug principle
[15].
Assuming technical surfaces such as ground, milled or turned materials, Ha¨usler et al. derived
the fundamental measuring uncertainty arising from the speckle distribution at the image of the
laser spot [16, 17]. Given illumination wavelength λ, observation aperture uobs, speckle contrast
C and triangulation angle θ, the fundamental uncertainty for distance measurement is
δz =
C · λ
2π · sinuobs · sin θ
. (2.1)
Eq. 2.1 may serve as a guide to what can be achieved under perfect conditions, as it makes a
range of assumptions, which typically do not perfectly hold in a real world setup. Among these
12
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Figure 2.2: Concept of structured light and triangulation. A surface point P is illuminated by
structured illumination (e.g. a spot, line or extended pattern) and imaged by a camera. With
known lines of sight of projector and camera, as well as their position in space with respect to
an arbitrary origin, the relative 3-D coordinates of P can be obtained via triangulation.
assumptions is an infinitely small laser spot, aberration free imaging optics, perfect image focus
and noise free image detection as well as -transmission.
Line triangulation
Using 2-D detectors, a straightforward extension is realized by replacing the spot illumination
with line illumination. Structured light systems with line illumination are most commonly
referred to as light section systems. With the intensity profile of a line on the object surface,
triangulation is possible between the lines of sight of all visible line pixels and the illuminating
light plane, allowing for instant acquisition of linearly arranged 3-D data. Using high speed CCD-
(Charge Coupled Device) or CMOS- (Complementary Metal Oxide Semiconductor) detectors,
acquisition rates up to the kHz domain are attainable [18]. In scanning line triangulation systems,
e.g. if the line is physically swept across the object surface by translation or rotation, the linearly
arranged data can be extended to area data. Typically, the laser line generator and the camera
are mounted in fixed position relative to each other; however, recently, Winkelbach et al.
demonstrated line scanning with a stationary camera and a hand-guided line generator [19].
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Coded light
For all structured light techniques, the correspondence problem consists in determining which
portion of the measurement pattern illuminated a certain object area and thus the imaged pixel
on the detector. Knowing this correspondence, triangulation can be performed, as the lines of
sight can be derived from the projector to the detector. In the case of point- or line triangulation,
the solution of the correspondence problem is, with minor restrictions, straightforward, as no
inherent ambiguity is present in the imaged structured light.
However, for every structured illumination of higher dimensionality than linear, ambiguities in
the features of the imaged pattern may arise. Resolving these ambiguities is usually achieved
by codification schemes; such structured light systems are referred to as coded light systems.
Codification schemes and measurement pattern designs present in the state of the art are highly
diverse and often specialized. This circumstance may lead to the conclusion that a universal
solution applicable to all possible scenarios is yet to be found. A meaningful classification of
existing approaches can be made via the codification strategy [20]:
 Spatial neighborhood based techniques use measurement patterns containing locally
unique information, allowing a decoding algorithm to identify a pattern region if a suf-
ficiently large pattern neighborhood is available. The main challenge for spatial neigh-
borhood based approaches is to maximize the resolvable correspondence ambiguity by
an appropriate pattern design and a robust and error tolerant decoding strategy. The
inherent restriction present in all neighborhood based methods is the requirement for a
locally continuous pattern neighborhood, which may be violated in scenes with low spatial
coherence. Spatial neighborhood based techniques generally allow the design of “one-
shot” patterns, which enable an entire decoding step after a single image acquisition and
thus generally perform well in dynamic scenes. Examples for one-shot 3-D cameras are
[21, 22, 23, 24, 25, 26].
 Time multiplexing or temporal coding is a codification approach widely applied for sta-
tionary systems. A set of patterns is successively projected onto the surface; the codeword
for a given pixel is usually formed by the sequence of intensity values for that pixel along
the projected patterns [20]. Examples of time multiplexing are Gray-code- and phase shift-
ing pattern sequences, which are used exclusively or in succession [16, 27, 28, 29, 30]. Due
to the number of image acquisitions typically required, time multiplexing is more prob-
lematic with dynamic scenes, but successful implementations solving the problem with
high acquisition frequencies exist [30, 29, 31]. The approach is typically more suitable for
discontinuous surfaces since it does not rely on local pattern neighborhoods.
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 Direct Coding approaches use pattern designs that enable, without local neighborhoods,
an instant solution of the correspondence problem by transmitting all necessary informa-
tion directly in a respective pattern pixel. To achieve this, it is necessary to use either a
wide range of color- or intensity values or to reduce this range and introduce periodicity
in the pattern. In theory, instant 3-D information can be obtained with high density;
however, the sensitivity to noise strongly limits the attainable result. Due to the minimal
information theoretic distance between neighboring codewords (e.g. two slightly differing
intensity values), almost no error detection or -correction is possible [20]. An example
is given by the rainbow pattern described in [32], using wavelength as a means of direct
coding.
 Hybrid Methods combine several properties in an effort to overcome limitations of tra-
ditional methods. The Fourier transform profilometry method developed by Takeda et
al. [33, 34] is a classic example describing a time multiplexing phase shifting approach
implemented in a one-shot pattern. Separation of the three patterns combined in a single
projection is achieved by bandpass filtering in the frequency domain.
2.1.2 Imaging radars
Imaging RADAR (RAdiowave Detection And Ranging) devices operate in the radio frequency
domain and derive range information from either the direct travel time of a pulse, the phase delay
or the frequency delay of a certain modulation. Corresponding techniques have been applied in
the visible light and near-infrared domain as well as the sound domain, referred to as LIDAR
(LIght Detection And Ranging), and SODAR (SOnic Detection And Ranging). The following
list briefly summarizes the mainstream ranging techniques [35]:
 Time of flight Direct measurement of the round-trip travel time of the respective wave
(e.g. laser light). Using the estimated propagation velocity in the respective medium, the
traveled distance can be directly determined. In practice, this method imposes difficulties
at short distances, which are overcome by either one of the following methods.
 Amplitude modulation The amplitude of the emitted signal is modulated with a certain
frequency. The received signal is correlated with a reference signal to compute the phase
difference between the signals; the range is proportional to the phase difference.
 Frequency modulation The frequencies of an emitted signal and a reference signal are
linearly swept within a certain band. The received signal is compared to the reference
signal; the frequency delay of the received signal contains the range information.
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Figure 2.3: Overview of passive range imaging techniques.
As opposed to triangulation based range imaging systems, imaging RADAR systems and the
like do not require a triangulation base between emitter and receiver. This eliminates occlusion
effects, allows for a longer measurement range and a potentially more compact design of the
device. With the recent advances in CMOS technology, high speed, spatially discretized LIDAR
range measurement in the centimeter domain became possible [36, 37]. However, for LIDAR
systems, the millimeter and micrometer domains pose a challenge yet to live up to.
2.2 Passive range imaging techniques
Passive range imaging techniques rely on mere ambient radiation without emitting auxiliary
energy. In machine vision, the techniques capable of acquiring 3-D information are commonly
referred to as shape-from-x, where x represents shading, focus, texture or stereo [38]. In general,
passive methods operating on at least two camera images acquired from different points of view
produce the most reliable and accurate results. The remaining methods capable of operating
on a single perspective, such as shape-from-shading, -focus or -texture, require significantly
more constrained environments and prior knowledge about object and lighting in order to work
reliably.
2.2.1 Shape-from-shading
Shape-from-shading (SFS) is a well studied passive range imaging technique. The method aims
at deriving a 3-D scene description from one or more 2-D intensity images without the need
for a variation in the point of view. Clearly, given a single intensity value per image pixel, the
problem is typically underdetermined. It is therefore common practice to constrain the solution
space by making several assumptions on the surface geometry and then optimize towards a scene
description that does not contradict the real world image. SFS techniques can be divided into
four groups [38]:
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 Minimization approaches obtain the optimal solution by minimizing an energy function,
e.g. Ikeuchi et al. [39] minimize an energy function consisting of two constraints: the
reconstructed shape produces the same intensity distribution as the camera image and the
surface is essentially smooth.
 Propagation approaches propagate the shape information from a set of trusted surface
points. An example is the characteristic strip method devised by Horn et al. [40], which
assumes a locally spherical surface geometry and propagates estimated range data from
specular highlights, i.e. regions with local intensity peaks.
 Local approaches derive geometric information based on surface geometry assumptions
and local optimization. Similar to the characteristic strip method, the local shading anal-
ysis method devised by Pentland [41] assumes a locally spherical surface and solves
for an optimum underlying shape matching the intensity image and its first and second
derivatives.
 Linear approaches compute the solution based on linearization of the reflectance map.
An example is given by a method described by Pentland [42], computing the linear
approximation of the reflectance map in terms of the surface gradient and applying a
Fourier transform in order to get a closed form solution to the depth at each point.
2.2.2 Shape-from-focus and -defocus
In shape-from-focus or -defocus techniques, depth information is extracted from intensity images
by locally estimating the contribution of the hypothetical perfectly focused image and the amount
of blur introduced by the distance-dependent point spread function (PSF) of the optical system.
Since the observed image is the result of the two contributions, namely the convolution of the
original scene and the locally varying PSF, the problem is underdetermined. Pentland proposes
two strategies designed to cope with the problem of underdetermination [43]:
Focus estimation via high frequency content
Requiring only a single intensity image, high texture frequency features, e.g. sharp edges, are
detected by searching for zero crossings of the Laplacian-filtered image. Along the features,
the contribution of the original scene is approximately known; using the observed result and
the prior knowledge, the parameters of the local PSF are estimated. Knowing the approximate
parameters of the PSF, a depth value can be estimated at the respective locations using known
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optical parameters such as focal length, f-number (i.e. aperture) and distance between lens and
detector plane.
Focus estimation via frequency content disparity
The alternative approach proposed by Pentland operates on two intensity images with differ-
ent aperture size and therefore different depths of field (DOF). Using a Laplacian filter and mean
brightness normalization, frequency content is estimated in both images within local neighbor-
hoods (e.g. 4 × 4 pixels per estimate). The resulting frequency content image obtained from
the more blurred image (i.e. using the higher aperture lens) is divided by the frequency content
image obtained from the sharper image. The division produces a focal disparity map, whose
values are monotonically related to depth via a closed-form expression. For realtime applica-
tions, simultaneous acquisition of multiple images with varying aperture size is possible via beam
splitting.
2.3 Stereo vision
Stereo vision is a triangulation based range imaging technique. It is a passive method since it
requires no active illumination; however, enhancing stereo vision with active illumination such
as structured light is in most cases straightforward. The classification scheme was therefore
extended with a branch respecting the hybrid properties of stereo vision.
2.3.1 Passive stereo
Given a stereoscopic setup of at least two cameras with known extrinsic and intrinsic parame-
ters1, the location of a point P in space can be determined by ray vs. ray triangulation between
at least two lines of sight [44]. The estimation of the lines of sight requires knowledge about
the locations of P in the respective camera images; this step is referred to as correspondence
search. Starting from one camera image, the correspondence search requires descriptors uniquely
identifying P for the search in the remaining camera images. Depending on the method, de-
scriptors for the correspondence search are formed from intensity distributions in the camera
images at different levels of abstraction. While the intensity of a single pixel could be considered
the lowest level of abstraction, an example for a higher abstraction level is the spatial frequency
1Extrinsic parameters describe external properties of a camera such as its position in space, whereas intrinsic
parameters describe internal properties such as focal length.
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Figure 2.4: Example of epipolar geometry. Two cameras, with their respective focal points PO,1
and PO,2, observe a point P . The projection of P onto each of the image planes is denoted PI,1
and PI,2. Points PE,1 and PE,2 are referred to as epipoles.
composition of a local intensity distribution. The search for correspondences across entire cam-
era images would be computationally inefficient and error-prone. However, epipolar geometry
can be used to limit the search space to a single dimension (see Fig. 2.4). If the line of sight for
P is determined from one camera perspective, the projection of P in the remaining cameras is
expected to be found along the epipolar line. For passive stereo, characteristic intensity features
need to be present in the scene for a reliable correspondence search [45].
2.3.2 Active stereo
In active stereo vision, structured light adds additional illumination features to the reflectance
features present in the scene. Compared to passive stereo relying on mere ambient illumination
and surface texture features, the structuring element of the active illumination adds additional
search criteria and robustness to the correspondence search. In general, the entire spectrum of
structured light codification approaches is available to narrow down the correspondence search
space and to increase location accuracy on the sub-pixel level. Examples of active stereo systems
are [27] and [29], where the first group describe a phase correlation named technique using two
orthogonal phase shift sequences, and the second group rely on a single phase shift sequence.
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Chapter 3
Introduction to Phase Shifting
Phase shifting (PS) denotes a structured light (SL) technique making use of incrementally shifted,
in most cases periodic, measurement patterns. Phase shifting is a subclass among the phase
measuring triangulation (PMT) techniques, which includes Fourier transform profilometry and
other hybrid methods. In phase shifting, the use of a sinusoidal pattern profile is typically
preferred [28, 31, 46], but other periodic profiles, e.g. triangular, have been reported [47].
Fig. 3.1 shows a typical monoscopic structured light setup, consisting of a projection device
illuminating the object surface with a sinusoidal pattern and a camera.
3.1 Phase estimation from camera imagery
Following the coded light paradigm, the pattern sequence encodes the object surface with respect
to the origin of the illumination. The encoded parameter is the phase of the periodic pattern
which is linearly proportional to the primary coordinate in the projector object coordinate system
(the primary dimension denotes the dimension in which the pattern alternates). Considering a
sinusoidal pattern, the projected pattern intensity distribution can be described as
Ip,k(xp, k) = Cp +Ap · sin[φabs(xp) + δk], k ∈ N (3.1)
where xp is the primary projector coordinate, k is the pattern index, Ap = Cp =
1
2 are constant
offset and amplitude of the illumination and
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Figure 3.1: Monoscopic structured light (SL) setup with four-step phase measuring triangulation
(PMT) pattern sequence projection.
φabs(xp) =
2π
λp
· xp (3.2)
= ωp · xp (3.3)
δk = (k − 1) ·∆φ (3.4)
where φabs is the pattern phase, δk is the phase shift of the respective pattern index, ∆φ is the
phase increment, λp and ωp are spatial pattern wavelength and frequency respectively. With the
pattern projection illuminating the scene, the intensity arriving at the camera detector plane
can be described by the fundamental equation of phase shifting [30]:
Ic,k(xc, yc, k) = cc(xc, yc) + ac(xc, yc) sin[φabs(xc, yc) + δk] (3.5)
where xc and yc are camera coordinates and cc and ac are local intensity offset and amplitude
respectively. In order to solve the correspondence problem, the unknown pattern phase φabs
must be retrieved. Since Eq. 3.5 contains two other unknowns cc and ac, a minimum count of
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Figure 3.2: Phase estimation from camera imagery. (a) Set of camera images with phase shift
pattern projections. (b) Relative phase image φrel obtained using 4-step equation.
three samples with varying phase shift is necessary to solve for the pattern phase at each camera
pixel.
A closed form solution using at least three samples per pixel, i.e. camera images, is given by
the 3-step (or 3-bucket) equation in Tb. 3.1, where arctan2 is the four-quadrant arctangent
1.
A popular alternative approach uses the 4-step equation. The 5-step equation applies the same
phase shifts as the 4-step equation; the additional sample is used solely for noise suppression
via averaging [46]. Figure 3.2 shows an exemplary set of camera images with respective pattern
projections and the relative phase image obtained using the 4-step equation2.
Name Equation Phase shift δk
3-Step φrel,3 = arctan2 (I3 − I2, I1 − I2) (k − 1) · 2pi3
4-Step φrel,4 = arctan2 (I4 − I2, I1 − I3) (k − 1) · pi2
5-Step φrel,5 = arctan2[2(I4 − I2), I1 − 2I3 + I5] (k − 1) · pi2
Table 3.1: Selected phase estimation equations with respective phase shifts δk, k ∈ N.
Due to the periodicity of the sin(.) and arctan2(., .) functions, the phase given by the equations
in Tb. 3.1 is only determined modulo 2π. The absolute phase is given by
φabs = φrel +m · 2π, 0 ≤ m ≤ N − 1 (3.6)
1Compared to −pi/2 < atan(.) < pi/2, the two argument function −pi < arctan2(., .) ≤ pi has twice the
periodicity interval length and is additionally defined for target angles of ±pi/2.
2The 3-D model (Dragon) was obtained from Stanford 3D Scanning Repository [48]
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Figure 3.3: Example of phase estimation and unwrapping. (a) Relative phase image φrel obtained
using 4-step equation. (b) Absolute phase image φabs.
where N is the number of fringe periods projected by the pattern. The N -wise ambiguity must
be resolved prior to the triangulation step in order to entirely solve the correspondence problem;
this process is also referred to as unwrapping the phase. Fig. 3.3 shows an exemplary relative
phase image obtained using the 4-step equation given in Tb. 3.1 and the successfully unwrapped
result.
Unfortunately, given a certain error in the relative phase estimation, the range error is inversely
proportional to N [46]. It is therefore desirable to maximize the number of projected periods
and thus the ambiguity in the unwrapping process. In practice, the number of projected periods
is limited by hardware aspects, e.g. the requirement of a fringe frequency well fulfilling the
Nyquist–Shannon sampling theorem with the given camera resolution. Once φabs is determined,
a coordinate in the primary projector dimension xp can be mapped to each evaluated camera
pixel via Eq. 3.2, allowing for ray-plane triangulation.
3.2 Phase unwrapping techniques
Phase unwrapping is the process of transforming the relative phase to the absolute phase, i.e.
estimating the parameter m in Eq. 3.6 for each period interval in the relative phase image.
Phase unwrapping is a research field in itself with a wide range of applications. Apart from phase
measuring triangulation, unwrapping is performed in various interferometric applications such as
white light interferometry or synthetic aperture radar (SAR). The field is well studied, however,
there is no mainstream technique favorable for the whole range of possible scenarios. With focus
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on phase measuring triangulation, existing phase unwrapping methods can be categorized into
three branches: spatial unwrapping, temporal unwrapping and multiple view unwrapping.
3.2.1 Spatial unwrapping
Spatial unwrapping methods make use of spatial (i.e. locally surrounding) information to trans-
form relative phase into absolute phase. Using an absolute phase reference marker in the phase
image, e.g. provided by an extra pattern or by including a distinctive feature in the phase
map, some methods exclusively rely on the continuous flow of locally connected phase. Other
methods make use of spatially codified reference information, e.g. provided by an additionally
projected pattern or color variations in the projected phase encoding sequence. These methods
have in common a inherently heuristic nature and the requirement for some extent of local phase
continuity to correctly interpret the phase distribution.
Phase gradient based methods
Phase gradient based methods solely rely on the relative phase distribution to establish a contin-
uous phase flow. The problem of detecting phase discontinuities and finding appropriate phase
offsets if necessary is typically underdetermined. The reason for underdetermination is that,
without any restrictions, every phase offset is generally possible, but more or less probable. In
order to find a solution that is optimal with respect to certain criteria, phase gradient based
methods make general assumptions on the phase distribution, e.g. a continuity assumption.
Most commonly in these methods, differentiation of the wrapped phase is followed by piecewise
integration, either following local integration paths or by refining a global solution in a minimum
norm sense. To obtain the absolute phase image, heuristic methods require calibration of the
global phase offset, since only relative phase information is provided with the wrapped phase
image. This can be done manually or automatically, e.g. by transmitting markers in the phase
data.
Path integration unwrapping Path integration methods establish a phase gradient image
from the wrapped phase image and integrate unwrapped phase along certain trusted paths. Dis-
continuities are detected by means of pixel-wise phase residuals3, which are used to create lines
of phase discontinuity (“cuts”) not to be crossed during path integration. Path integration meth-
ods are typically less demanding in terms of memory and computational effort than minimum
3Residuals are used to detect discontinuities in the phase image. According to [49], they are searched in a
local 2 x 2 neighborhood by adding the four clockwise differences between horizontally and vertically neighboring
pixels. A residual is present if the sum of differences is other than zero.
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norm methods. The classic example is the branch cut algorithm [49] by Goldstein, which was
originally designed for processing SAR phase maps.
Minimum norm unwrapping As well as path integration methods, minimum norm meth-
ods operate on the gradient of the wrapped phase. However, the unwrapped solution is not
determined locally, but globally optimized. Similar to a surface fitting process, the goal is to
find a solution minimizing the distances between wrapped and unwrapped phase gradients [50],
e.g. in a least squares sense. Minimum norm solutions are typically very consistent in a local
neighborhood; however, the method is considered less robust than path integration.
Hybrid methods
Instead of merely relying on the relative phase, some methods use additional spatially encoded
reference information. For example, by projecting an additional spatially encoded pattern,
e.g. spatially encoded color stripes, the absolute phase estimation can be assisted. Again,
these methods require to some extent local continuity of the phase data to interpret the spatial
codification.
3.2.2 Temporal unwrapping
Contrary to spatial unwrapping methods, temporal methods typically do not rely on locally
surrounding information, but perform unwrapping along the time axis, i.e. by using an additional
pattern sequence. Temporal methods excel under static and non-time-critical conditions. Due
to their independence on locally surrounding information, they are robust in the presence of
geometric discontinuities or small isolated regions.
Unwrapping using a Gray-code sequence
The most prevalent temporal unwrapping method makes use of a Gray-code sequence to resolve
the ambiguity in the wrapped phase image (see Fig. 3.4). Gray-code sequences allow for pixel-
wise phase period encoding, which eliminates propagation of unwrapping error and in practice
requires no assumptions on spatial phase continuity. Another major advantage of the Gray-
code arises from its inherent robustness against data transmission errors, since two neighboring
encoded values differ in only one bit [51]. In case of a single erroneously transmitted bit (e.g.
a misclassified pattern pixel), the phase period error is limited to a single digit. The minimum
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Figure 3.4: Structured light setup illustrating a 6-bit Gray-code sequence, capable of encoding
up to N = 26 phase periods [53].
length of the Gray-code sequence is given by ⌈log2(N)⌉, where N is the number of encoded
periods4.
Due to a range of advantages under non-time-critical measurement conditions, the Gray-code
method is clearly the most commonly used in commercial products based on phase measuring
triangulation. Examples are found in the GOM ATOS series of stationary 3-D scanners, the
OptoTOP series by Breuckmann and various products by Steinbichler [52].
Heterodyne unwrapping
Heterodyne unwrapping makes use of additionally acquired phase maps with varying spatial
fringe wavelengths λp,i (see Eq. 3.2). With appropriately chosen fringe wavelengths, ambiguities
in the unwrapping process can be resolved using number theory, i.e. the Chinese remainder
theorem (CRT) [54]. Given a set of n ≥ 2 relative phase images with known pairwise coprime5
spatial fringe wavelengths λp,i, a set of n equations relating the sought after fringe period m,
the relative phase φrel and λp,i can be solved using modulo arithmetic. By appropriate choice
4⌈.⌉denotes the ceiling operator
5A set of integers is said to be pairwise coprime if every pair of distinct integers a and b in the set have no
common divisors other than 1.
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of λp,i, the fringe period can be determined unambiguously within the full measurement range
of the structured light system.
As stated in Sec. 3.1, the range error for a given phase noise magnitude improves with increasing
fringe count N within the hardware limits. However, with increasing fringe count, the suscepti-
bility to misclassification of fringe orders m increases, resulting in systematic, potentially more
severe unwrapping errors. The susceptibility to misclassification can in turn be decreased by
reducing the unambiguous measurement range, as far as heuristic methods, scene- or hardware
constraints can be applied to resolve the additional depth ambiguity [55]. In practice, maximum
fringe count N and unambiguous measurement range are balanced to meet the requirements of
the application.
3.2.3 Multiple view unwrapping
If the phase shift pattern sequence is acquired by two or more cameras from different viewing an-
gles, epipolar geometry constraints can be used to assist the phase unwrapping process. Fig. 3.5
shows the epipolar geometry of an exemplary stereo structured light system. Point P is viewed
by two cameras and illuminated by a projector; respective relative phase images φrel are given
for both camera views. Starting from the point viewing P in the first phase image, the underly-
ing relative phase value φrel,P is searched in the second phase image. Using epipolar geometry,
the search space can be narrowed down to 1-D, i.e. along the epipolar line e21. Despite the
search space reduction, the correspondence search will result in up to N matching locations in
the second phase image. In order to further decimate the remaining candidates of the correspon-
dence search, epipolar geometry between cameras and the projector can be used. Performing
ray-ray triangulation via all detected phase correspondences and back-projecting the resulting
3-D locations to the projector object coordinate system, a single correspondence matches best
the projected absolute phase value modulo 2π. With the known projector coordinate, the ab-
solute phase φabs can be obtained using Eq. 3.2. Stereo unwrapping using epipolar geometry is
realized in structured light systems proposed by Bra¨uer-Burchardt et al., Weise et al. and
Garcia et al. [56, 29, 57].
3.3 Uncertainty of distance measurement
In Chapter 2, the fundamental uncertainty of distance measurement in point-triangulation due
to light coherency, i.e. speckle (see Eq. 2.1 on p. 12) [17], was described. This measure, which
may serve as a lower boundary of measuring uncertainty under otherwise perfect conditions, was
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Figure 3.5: Epipolar geometry in a stereo structured light system. Points P and P ′ are viewed
by two cameras and illuminated by a projector. PO,i are focal points of cameras and projector,
e and b denote respective epipolar lines and baselines between cameras and projector.
straightforward extended to phase measuring triangulation (PMT) by Ha¨usler et al. While
coherent illumination (e.g. laser light) is very common in point triangulation, most PMT se-
tups use broadband illumination, e.g. from semiconductor- or incandescent light sources [52].
Ha¨usler et al. pointed out that despite incoherent illumination, the influence of speckle is still
significant, even though PMT is considered insensitive towards multiplicative noise due to image
subtraction in the processing pipeline. The reason why PMT is, likewise point triangulation,
ultimately limited by speckle noise is that speckle causes random lateral shifts of image points
with a standard deviation of approximately the speckle size [17]. With minor changes to Eq.
2.1, the fundamental uncertainty of distance measurement in PMT is given by
δz =
λ
2π sinuill sin θ
, (3.7)
where uill denotes the illumination aperture. Compared to point triangulation, the speckle
contrast C does not influence measuring uncertainty. However, above equation points out that
a large illumination aperture, a small illumination wavelength and a large triangulation angle
will benefit the ultimate measuring uncertainty limit [17].
Clearly, these design guidelines can not be translated in a general fashion to all applications
29
Introduction to Phase Shifting
Figure 3.6: Range error from phase error; illustration of geometric parameters in Eq. 3.8 (see
also [46], p. 34 ff.).
of PMT, as in many cases, the fundamental measuring uncertainty is not limiting, while other
error sources (e.g. defocus, texture, inter-reflections or volume scattering) dominate. A com-
prehensive summary of the most common error sources in PMT is provided by Ospald et al.
[46] (p. 29). From a most generalized viewpoint, these error sources generate phase errors in
the transmission pipeline of the ideal pattern representation to the final computed phase map.
Given geometrical properties of the structured light system, phase errors can be translated into
range errors. Neglecting projector- and camera calibration errors, Ospald et al. [46] derived
the range error from phase error as given in Eq. 3.8.
δz =
∣∣∣∣
δφλP dPO cos
2(αPO)
2π fP sin θ
∣∣∣∣ (3.8)
In above equation, δφ is the phase error, λP is the spatial measurement pattern wavelength (i.e.
the width of a single fringe period on the SLM), dPO is the distance of the evaluated surface point
to the projector origin, αPO is the angle of the projected pattern ray towards the projector’s
optical axis, fP is the effective focal length of the projector objective and θ is the angle between
the projected ray and the camera’s line of sight (i.e. the triangulation angle). Please note
that contrary to several experiments in this work, the phase error δφ in above equation is not
normalized. Conversion from a normalized phase error to absolute requires multiplication by
2πN , where N is the number of projected fringes. An overview of above parameters is illustrated
in Fig. 3.6.
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Analysis of the State of the Art
In the previous chapter, an overview of state of the art 3-D measurement principles was provided.
In a first stage, these principles will be assessed with respect to several criteria deduced from
the research goals stated in the introductory chapter:
 Measurement uncertainty comparable to the best performing state of the art techniques
 Robustness towards motion
 Capability for tracker- and markerless operation
 Cost efficiency
At this point, the various measurement techniques building upon these principles are not yet
considered individually. Instead, for each criterion, the best performing measurement technique
is considered representative for the measurement principle. The criteria are designed to allow
for successive exclusion of unsuitable measurement principles in the process of the assessment.
Once the most suitable measurement principle was selected, a detailed evaluation of measurement
techniques making use of this principle follows, leading to a reference technique which will be
the basis for further work towards the research goals and contributions to the state of the art.
4.1 Criteria for evaluation of measurement principles
To enable a process of successive exclusion for the selection of the most suitable measurement
principle, the following criteria were deduced from from above stated research goals:
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Measurement uncertainty Attainable measurement uncertainty of a given 3-D imaging
principle strongly depends on measurement conditions. For example, passive stereo vision relies
on photogrammetric features to be present in the scene. Consequently, measurement uncertainty
will be strongly affected by the availability and quality of these features. In the assessment, the
estimated range of attainable measurement uncertainty is therefore based on measurement condi-
tions ideal for the respective principle. In this work, the contributions to the field of hand-guided
3-D scanning are not targeted to a specific use case. However, the flexibility of a measurement
principle towards measurement conditions common in industrial metrology must be accounted
for in the assessment. These limitations, which could lead to inferior measurement uncertainty
compared to ideal conditions, are accounted for in the assessment of scene requirements as
described below.
Scene requirements The scene requirements criterion accounts for capability of a measure-
ment principle to operate under various measurement conditions common in industrial 3-D
imaging. Specific limitations of respective measurement principles are listed individually in
Tb. 4.1. Examples for these limitations are requirements on the illumination state, the surface
texture or -geometry.
Sampling density Sampling density accounts for the ratio of typically resolvable 3-D co-
ordinate points vs. the camera resolution without physical scanning. For example, the 3-D
surface coordinates resolved by line triangulation are constrained to a one-dimensional arrange-
ment, whereas most coded light systems provide two-dimensionally arranged data, which covers
a large part of the field of view. The number of resolvable coordinates may vary strongly de-
pending on measurement conditions, the estimate is therefore based on ideal conditions for the
respective measurement principle.
4.2 Evaluation of measurement principles
Among the evaluated measurement principles, structured light and triangulation based methods
such as light section and coded light are considered the reference in measurement uncertainty.
Depending on the chosen codification technique and configuration, measurement uncertainties
in the micrometer domain are commonly achieved using structured light [58, 4, 59]. With
respect to scene requirements, structured light techniques are typically more modest than passive
techniques such as shape-from-x, but more demanding than LIDAR techniques such as time-
of-flight. A particular limitation arises from the concept of triangulation itself: a surface point
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must be in the line of sight of both the projector and the camera, which poses restrictions on
the measurable surface geometry. Typically, highly convex or concave surfaces features suffer
from this limitation, e.g. deep holes or tall bevels.
State of the art LIDAR based 3-D cameras operate in the millimeter to centimeter domain
[36, 37]. They offer several unique advantages such as very modest scene requirements compared
to all other methods, e.g. high tolerance towards ambient illumination. The lateral resolution
of current LIDAR sensors is limited by the image sensor resolution where, in principle, a 3-D
coordinate is resolvable for each pixel. Typical resolutions are in the range of QVGA to VGA1,
with a steady progress towards higher resolutions [60]. Typical LIDAR applications such as
driver assistance systems make use of high measurement frequencies and tolerance towards mea-
surement conditions. Due to comparably high measurement uncertainty compared to structured
light techniques, LIDAR is not commonly used for industrial metrology applications.
Shape-from-x methods tend to require controlled measurement conditions and a priori estimation
of several control parameters to work reliably. In a survey evaluating the performance of state
of the art shape from shading algorithms using synthetic images, the average range error was
found in the range of 6-15% of the measured distance [38]. Furthermore, shape-from-shading
requires a well defined illumination state and typically uniform optical surface characteristics,
while shape-from-focus requires photogrammetric features (i.e. texture) on the object surface in
order to correctly estimate the local focus (see Sec. 2.2.1) [43]. If the focus estimation is based
on a single image, no reference focal state exists. This results in strong dependency on uniform
spatial frequency content in the surface texture across the object surface. These assumptions
pose severe restrictions on the scenes to be measured, resulting in low reliability if used without
strictly controlled measurement conditions. As a result, these methods are not commonly used in
industrial measurement applications. The number of samples per measurement in shape-from-x
is theoretically limited by the camera resolution, therefore, sampling density is maximal.
Compared to active triangulation based methods, passive stereo vision requires more controlled
surface properties of objects to be measured. Passive stereo vision requires photogrammetric
features to be present in the scene to successfully determine camera-wise correspondences (see
also Sec. 2.3.1) [45, 44]. In absence of such features, the method is bound to fail, making it
less versatile than active range imaging methods. Compared to all active methods with the
exception of LIDAR, stereo vision is nevertheless better suited to work under strong ambient
illumination, as evidently no auxiliary illumination must be interpreted in the imaged scene. In
terms of samples per measurement, passive stereo techniques potentially match with coded light
techniques under ideal conditions. As in case of active triangulation techniques, passive stereo
1The resolutions of QVGA and VGA amount to 320× 240 pixels and 640 × 480 pixels, respectively.
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Defined
illumination
state
Surface
geometry
limitations
Photogram-
metric features
Surface
characteristics
Light section
Coded light
LIDAR
Shape-from-shading
Shape-from-focus
Passive stereo vision
Table 4.1: Overview of scene requirements limiting the potential application range in industrial
3-D imaging. Ratings indicate relative severity of the requirements; filled circles represents
maximum severity.
requires a simultaneous line of sight from both cameras to resolve a surface point, which limits
measurable surface geometry. Furthermore, in order to establish the camera-wise correspondence
between a point viewed from two perspectives, the point should approximately have a similar
appearance in both images. This slightly constrains the surface characteristic of measurable
objects, where diffusely reflecting surfaces are typically better suited.
Table 4.1 shows a summary of the most significant scene requirements in evaluated 3-D imaging
techniques. Since the scene requirements heavily depend on the application and interdependen-
cies exist, the severity of the scene requirements are illustrated qualitatively using Harvey Balls.
Shape-from-shading and shape-from-focus are listed individually to account for the individual
scene requirements of both measurement principles. In conclusion of the evaluation, the methods
will be regarded as a single class (shape-from-x), since overall performance in all three global
criteria is comparable.
The result of the qualitative evaluation with respect to the criteria measurement uncertainty,
sampling density and scene requirements is summarized in Tb. 4.2. Measurement uncertainty as
well as sampling density strongly depend on the measurement conditions. As in case of the scene
requirements, the results are therefore illustrated qualitatively and relative to other measurement
principles. In the qualitative rating, filled circles indicate optimal performance relative to other
measurement principles. Please note that in Tb. 4.2, the meaning of the scene requirements
column is inverse compared to Tb. 4.1, i.e. a filled circle indicates good performance under
adverse scene conditions.
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Type Measurement
uncertainty
Sampling
density
Scene
requirements
Light section Active
Coded light Active
LIDAR Active
Shape-from-x Passive
Passive stereo vision Passive
Table 4.2: Comparative performance of 3-D imaging principles with respect to measurement un-
certainty, sampling density and scene requirements. Filled circles indicate optimal performance
relative to other measurement principles.
4.2.1 Conclusion
Despite high tolerance towards scene requirements, measurement uncertainty of LIDAR based
techniques is currently limited to the centimeter domain, which is not sufficient for most indus-
trial metrology applications. LIDAR is a relatively novel research field and the state of the art
is rapidly progressing, which may eventually lead to better suitability for industrial metrology.
Besides inferior measurement uncertainty, shape-from-x methods mainly suffer from low toler-
ance towards measurement conditions. This restricts their use to controlled environments with
a high level of a priori scene information, e.g. concerning illumination conditions and optical
surface properties. Similar reasons lead to the exclusion of passive stereo methods, which require
comparatively controlled measurement conditions such as photogrammetric surface features to
work reliably.
Among the evaluated state of the art in 3-D imaging, structured light based techniques best fulfill
the above defined criteria in measurement uncertainty, sampling density and scene requirements.
Light section and coded light are estimated to deliver comparable measurement uncertainty.
Light section is typically more robust in scenes with strong ambient illumination or highly
specular surfaces. This is owed to the capability to extract the course of the projected line
in the camera image even in the presence of saturated (i.e. overexposed) pixels. Coded light
techniques may fail more easily in this case, as they typically rely on local intensity of a projected
pattern to decode the camera-projector correspondence, rather than finding the center of the
line illumination.
As stated in the research goals at the introduction to this chapter, capability for of tracker- and
markerless registration of successive measurements is required. Tracker- and markerless registra-
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tion in real-time was previously demonstrated in work by Weise and others [10, 8, 11, 7]. In the
proposed techniques, registration was achieved using overlapping 3-D data between successive
measurements. In case of light section, there is typically insufficient overlap between succes-
sive measurements due to the one-dimensional arrangement of the measured data. Registration
under this precondition requires other registration methods such as external optical tracking,
optical markers in the scene or photogrammetric features on the object surface [61, 62, 9]. Due
to the capability to generate overlap between successive measurements, coded light is selected as
the measurement principle whose potentially suitable implementations will be further assessed
in the following section.
4.3 Evaluation of coded light techniques
In the following, coded light methods potentially suitable for hand-guided industrial 3-D scanning
will be assessed. In the previous section, the criteria of measurement uncertainty, sampling
density and scene requirements were used to select a suitable measurement principle. These
criteria are maintained for the selection of the reference coded light technique. In addition, the
following two criteria are introduced:
Motion tolerance One of the main challenges in hand-guided 3-D scanning is motion during
measurements. Typically, one-shot techniques requiring only a single pattern projection are well
suited to cope with motion. Motion only accumulates during a single camera exposure, whose
duration can be optimized using faster (i.e. more light efficient) optics or by emitting more light
into the scene.
Multi-shot techniques such as phase shifting usually promise better measurement uncertainty
under static conditions, but are error-prone in the presence of motion. Unlike in one-shot
techniques, the image acquisition time is mostly governed by the pattern projection and image
acquisition frame rate. In addition, multi-shot techniques often rely on static conditions and are
consequently very sensitive towards motion. Due to this sensitivity, some multi-shot techniques
provide means to adaptively compensate for motion effects after image acquisition.
Vision system requirements Most coded light techniques are designed to operate on a
single point of view, but some make use of stereo vision. Stereo vision may lead to better mea-
surement uncertainty by canceling out certain error sources present in monoscopic techniques.
Furthermore, stereo can assist the solution of the correspondence problem and thereby reduce
the number of necessary pattern projections for a given technique. However, from an economic
36
Analysis of the State of the Art
point of view, it is desirable to avoid a second camera, as it is one of the key cost items in a
structured light system.
Another economic criterion is posed by the required frame rate of the vision system. While the
camera frame rate has no effect on motion robustness in one-shot methods, a sufficiently high
frame rate is essential for multi-shot methods. The camera speed is another cost factor to be
considered from an economic point of view.
Pattern projection system requirements While one-shot techniques require only a single,
static slide to be projected, the projection system for multi-shot techniques requires pattern
switching capability. Evidently, static slide projection is technologically less challenging and
therefore less costly than any type of dynamic pattern projection. Furthermore, for hand-guided
3-D scanning, projectors in multi-shot methods usually require fast pattern switching times to
minimize total acquisition time. The higher complexity compared to static slide projection
makes low-cost design and miniaturization more challenging for dynamic pattern projection.
4.3.1 Phase shifting
In the field of structured light and triangulation, phase measuring triangulation (PMT) is a
widely used 3-D imaging technique. Among PMT techniques, phase shifting (PS) is a popular
phase codification method. Phase shifting based techniques require a sequence of at least three
incrementally shifted sinusoidal pattern projections to obtain the relative phase image, which
represents the originally projected phase modulo 2π. Accordingly, there are N possible absolute
phase values for each pixel, where N is the number of projected phase periods. As the measure-
ment error incurred by a given phase error is inversely proportional to the number of periods,
it is desirable to maximize N even though doing so maximizes the ambiguity as well. The reso-
lution of the ambiguity is referred to as phase unwrapping and poses the principal challenge in
implementing phase shifting based techniques [50, 54].
Phase shifting is considered to be among the reference techniques in measurement uncertainty
and allows for full-field measurement, i.e. a measurement value is obtained for each camera
pixel. Phase shifting is commonly used for 3-D acquisition under static measurement conditions
[28, 63]; however, recent progress in camera- and projector technology enabled its use under
dynamic conditions [30, 29]. An in-depth introduction to phase shifting is provided in Chapter
3.
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Gray-code unwrapping
Most prevalently, temporal unwrapping using an appended Gray-code sequence (see Sec. 3.2.2)
is used to solve the above stated unwrapping problem. The Gray-code codification requires
⌈log2(N)⌉ pattern projections in addition to the minimum of three phase shifted sinusoidal
patterns2 [28]. Typical values of N found in the state of the art are in the range of 64 to 256,
resulting in 6 to 8 additional pattern projections. Temporal unwrapping methods such as Gray-
code typically excel under static conditions (see Sec. 3.2.2). They rely less or entirely not on
locally surrounding information, but encode the phase period along the time axis. Doing so,
they do not require surface continuity above the pixel level and are therefore very robust in the
presence of geometric discontinuities or small isolated regions.
Heterodyne unwrapping
Compared to Gray-code unwrapping, potentially less additional pattern projections are required
for heterodyne unwrapping methods. Heterodyne methods generate a set of phase maps with
e.g. pairwise co-prime spatial frequencies, requiring at least three phase shifted sinusoidal pat-
terns per phase map. Heterodyne unwrapping was demonstrated with at least two phase maps
resulting in six pattern projections [64, 65]. However, in most implementations, three or more
phase maps are used to increase noise tolerance and therefore the number of resolvable phase
periods. For example, under static conditions, Towers et al. demonstrated resolution of 71
periods using three phase maps [54].
Heuristic unwrapping
Spatial unwrapping methods (see Sec. 3.2.1) potentially further reduce the number of pattern
projections. However, they require some extent of local continuity on the object surface to
correctly interpret the phase distribution. Purely heuristic methods, e.g. those conceived by
Goldstein et al. [49], rely on entirely continuous and connected phase maps and are unsuitable
in the presence of isolated regions or phase discontinuities greater than one period. Given these
scene restrictions, Zhang et al. demonstrated a high speed 3-D camera using conventional
three-step phase shifting with quality guided phase unwrapping [30, 66].
2⌈.⌉ denotes the ceiling operator
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Stereo unwrapping
Several limitations of heuristic unwrapping are overcome in stereoscopic configurations, where
epipolar geometry is applicable to reduce ambiguity in the inter-camera correspondence search
(see Sec. 3.2.3). Weise et al. demonstrated a high speed 3-D camera using the same three-
step phase shift sequence as Zhang [30], but handling isolated surfaces via stereo unwrapping
[29, 58]. Stereo methods potentially allow for shorter pattern sequences; however, the need for
a second high speed camera significantly increases hardware costs of the structured light setup.
4.3.2 Fourier transform profilometry
While in conventional phase shifting, three phase shifts are required for a closed form approxi-
mation of the projected phase, Fourier transform profilometry (FTP) developed by Takeda et
al. and related methods [67, 68, 69] perform frequency domain operations to extract phase data
from a single sinusoidal pattern projection [33, 70, 34].
One-shot/two-shot heuristic unwrapping
In its original concept, Fourier transform profilometry requires only a single fixed slide projecting
a sinusoidal pattern. Using filters in the frequency domain, this sinusoid is extracted from the
scene image and heuristically unwrapped [33, 34]. Since object texture is a major source of
error due to the possible overlap of frequency bands, the method was later extended with the
projection of an inverse (π-shifted) second pattern [71]. The second pattern allows the generation
of a difference image to neutralize object texture. While the one-shot method will excellently
cope with dynamic scenes, the two-shot method requires a fast pattern projector and vision
system in order to minimize the effect of motion. In both methods, unwrapping is performed
heuristically, requiring a connected and continuous path of reliable phase data across the object
surface to work reliably. The methods are therefore not capable of handling isolated surface
regions.
Both methods potentially provide full-field data, i.e. a measurement value for each camera pixel.
Compared to phase shifting, full-field data acquisition with a strongly reduced pattern count is
bought by several additional error sources. In the one-shot method, frequency band overlaps
due to object texture are expected to dominate. As described by Su et al., the methods are
further limited by the range of acceptable surface slope with respect to camera and projector
[71]. Surface slope variations may broaden the frequency band of the projected phase, resulting
in more likely band overlaps with surface texture.
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Heterodyne/frequency multiplex unwrapping
As in conventional FTP, the phase data contained in single sinusoidal patterns is resolved using
frequency domain filters in frequency multiplex Fourier transform profilometry (FMFTP) [70,
67, 25]. However, these techniques overcome the need for strict object surface continuity by
modulating a set of three sinusoidal patterns into a single pattern. If the spatial frequencies of
the sinusoids are pairwise co-prime, the unwrapping process may take place as in heterodyne
phase shifting (see Sec. 4.3.1). Being a one-shot method, FMFTP has low vision- and projection
system requirements and is expected to be very motion tolerant. However, the technique is
expected to be significantly more limited by object texture and surface slope than above two
FTP methods due to the three frequencies modulated into a single pattern and the resulting
likeliness of frequency band overlaps.
4.3.3 Color coding
One-shot color coded methods such as [21, 72, 24] are well-suited to operate under dynamic
conditions. These methods make use of discretely structured patterns such as spatially encoded
color stripes (see introduction to coded light in Sec. 2.1.1). The color pattern imaged by the
camera is typically strongly affected by measurement conditions, i.e. object color and ambient
light [22]. To make the decoding process of the color pattern more robust against these effects,
they typically do not seek to detect the actual colors, but the color transitions of the projected
stripes. Consequently, measurement data is only generated along the color transitions, similar to
a light section sensor with multiple projected light sheets. The more color stripes projected, the
more dense measurement data is acquired. However, the number of stripes is typically limited
by the camera resolution and the interdependence of light budget and desired depth-of-field.
Typical values for a VGA camera are in the range of 80-110 stripes, since 6-8 pixels are required
to reliably distinguish the color transitions [22]. As opposed to heuristic phase unwrapping
methods, spatially color coded methods typically work with isolated surface regions. However,
due to the spatial codification of the color pattern, a certain amount of object surface continuity
is required to uniquely identify a sequence of color transitions [72, 21].
The above stated one-shot color coded methods offer a range of advantages such as excellent
motion robustness and low hardware requirements on the camera- as well as the projector side.
However, they do not allow for full-field measurement; besides, color pattern projection and
the according requirement of a color camera has negative effects on attainable measurement
uncertainty. Firstly, a large fraction of light is typically lost on the pattern projection side due
to color filtering of a broadband light source. On the camera image sensor, the Bayer pattern
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again leads to light loss due to filtering, as well as a loss in effective resolution. For example,
given a red-to-blue color transition, the respective color elements on the sensor are only sampled
at half the nominal resolution, resulting in higher uncertainty of localization.
4.3.4 Hybrid methods
A range of hybrid methods combine advantages of Fourier transform profilometry, such as full-
field measurement, and those of color coding, such as the ability to operate on isolated surfaces.
Su et al. project a single spatially encoded color stripe pattern with a superimposed sinusoid,
fading the color transitions to black [69]. The method extracts phase data from the sinusoid,
allowing for full-field measurement. Isolated regions are decodable using the color pattern, but
as common to all spatially encoded patterns, a certain amount of surface continuity is required to
decode the color sequences. Since color transitions are faded out, the method relies on detecting
absolute color rather than color transitions. However, as previously stated, the imaged color may
be substantially affected by object color and ambient light. Therefore, the method is expected to
have difficulties with non-uniformly colored objects; experiments in the publication were carried
out only on a plain white object. Similar to above method, Chen et al. superimpose a color
stripe pattern with a sinusoidal pattern [68]. However, they retain the color transitions using a
different phase offset of the superimposed sinusoid, allowing to decode the color pattern using
a color transition alphabet. While this improvement is expected to increase robustness towards
object color, published experiments were as well carried out on white objects only.
Besides good motion robustness, the key advantage of above two hybrid methods is the ability
for full-field measurements in the presence of isolated regions. Measurement uncertainty is
expected to be slightly inferior to conventional Fourier transform profilometry, since intensity
dynamic of the projected sinusoidal pattern is sacrificed for the color codification. Furthermore,
both methods require color cameras, whose Bayer patters degrade the effective resolution of the
phase data.
4.3.5 Conclusion
In above section, a range of coded light techniques were assessed by technological and economic
criteria. Among these, one-shot methods such as Fourier transform profilometry (FTP) and
color coding offer superior motion robustness [22, 33]. However, the advantage of a single pattern
comes at several expenses. Regarding FTP based methods, common limitations result from the
use of frequency domain filters. The frequency band of object surface texture may overlap with
the projected carrier frequency, resulting in errors in the retrieved phase [71]. Furthermore,
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the surface inclination may shift the carrier frequency and cause phase errors as well [71]. An
extension to this method uses a second image acquisition to reduce texture effects via image
subtraction. However, both heuristic unwrapping methods are unable to operate on scenes with
isolated regions [50], which are very common in industrial metrology. Frequency multiplex FTP
is operable in the presence of isolated regions [70]. However, the probability of frequency band
overlaps and the influence of texture is more severe than in the heuristic methods, since three
carrier frequencies are modulated into a single pattern.
Color coding is suitable in the presence of isolated regions, but requires a certain amount of
surface continuity due to spatial pattern codification [72]. Unlike phase shifting and FTP based
methods, purely color coded methods in the state of the art do not allow for full-field measure-
ment, as 3-D data is only obtained along color transitions. Hybrid methods such as [69, 68]
combine phase- and color codification to enable one-shot full-field measurement. However, com-
pared to conventional FTP, a certain amount of measurement uncertainty is sacrificed due to
the use of color cameras and the modulation of the color pattern into the phase pattern.
Phase shifting is among the reference techniques in attainable measurement uncertainty. The un-
wrapping problem is commonly solved using a temporal codification, e.g. a Gray-code sequence.
The Gray-code information allows for pixel-wise unwrapping without the need for surrounding
information, resulting in superior robustness in the presence of surface discontinuities and iso-
lated regions [28, 63]. The robustness is bought by a high pattern count, which may limit its
tolerance towards motion. Comparable measurement uncertainty with a reduced pattern count
is attainable using heterodyne unwrapping. Heterodyne unwrapping requires a minimum of six
patterns [64, 65], but nine or more pattern are commonly used to achieve measurement uncer-
tainty comparable to Gray-code unwrapping [54]. Heuristic unwrapping reduces the minimum
pattern count to three, but is unable to retrieve phase data in isolated surface regions [30]. This
limitation is overcome by stereo unwrapping, using the same pattern count and a second camera
[29, 56].
Being among the reference techniques in attainable measurement uncertainty with compara-
tively modest scene requirements and the capability for full-field measurement, phase shifting
is widely applied in industrial metrology. Among the methods with the lowest pattern count,
the method proposed by Zhang et al. requires only a single camera [30]. The method aims at
realtime capture of facial expressions, which is demonstrated to work reliably with a heuristic
unwrapping method [66]. In order to reduce motion artifacts, image acquisition time is mini-
mized by a modified off-the-shelf pattern projector and a high speed vision system. The setup
is demonstrated to be motion tolerant despite the use of a pattern sequence, which makes it
potentially suitable for hand-guided scanning. However, the heuristic unwrapping method is
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expected to fail in the presence of isolated regions, which are common in industrial metrology.
The method proposed by Weise et al. uses a similar pattern sequence and projector modifica-
tion, but makes use of a second camera to handle isolated regions [29]. The system is proposed
as a generic 3-D input device; exemplary applications range from facial expression capture to in-
hand scanning of complex objects [58]. In order to reduce motion artifacts in the measurement
results, a motion compensation method directly operating on the phase data is proposed [29].
Concerning motion tolerance, measurement uncertainty, capability for full-field measurement
and scene requirements, phase shifting with stereo unwrapping is potentially well suited for
industrial hand-guided scanning. However, from an economic perspective, it would be desirable
to avoid the use of a second camera, as it is one of the key cost items in a structured light system.
In the following chapter, a coded light method based on phase shifting will be proposed. The
method requires only a single camera, but maintains benefits of the above described methods.
The proposed method is suitable in the presence of isolated surfaces and capable of full field
data acquisition.
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Chapter 5
Fast and Accurate 3-D Scanning
Using Coded Phase Shifting
Phase shifting is a widely used structured light technique in industrial metrology. The technique
is comparatively robust under measurement conditions common in industrial applications, such
as non-controlled ambient illumination, object surface texture and object geometry. Further-
more, phase shifting allows for full-field data acquisition, i.e. an object surface coordinate can
be retrieved for each pattern-illuminated pixel of the vision system. While phase shifting has
traditionally been used most frequently under static measurement conditions, several recently
reported setups make use of high-speed projection- and vision systems to enable acquisition of
dynamic scenes, e.g. those proposed by Zhang et al. and Weise et al. [29, 30]. Besides high
pattern projection frequency, a key strategy to improve motion tolerance in these techniques
consists in shortening the pattern sequence. Both techniques mentioned above use the minimum
phase shift pattern sequence length of three patterns, i.e. no non-periodic information is added
to assist the phase unwrapping process. In the method proposed by Zhang et al., this results in
the limitation that only connected surface regions can be measured, i.e. isolated surface regions
are discarded by the phase unwrapping algorithm [66]. Weise et al. overcome this limitation by
introducing a second camera. Using epipolar geometry (see Sec. 3.2.3), the active stereo vision
system resolves ambiguities in the phase unwrapping process.
5.1 Introduction to coded phase shifting
If the patterns of a phase shift sequence carried additional information suited to assist the
unwrapping process, advantages of above two methods could be combined, i.e. phase ambiguity
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in isolated regions could be resolved without the need for a second camera. The additional, non-
periodic information should be non-obstructive to the phase data, i.e. no systematic phase errors
should be incurred due to interference of the two information channels. Using an illumination
model, the following considerations will show that amplitude modulation is well suited to embed
the non-periodic information into a four-step phase shift sequence (see also [73]). The model
will reveal the following interesting properties of the pattern sequence:
 Phase- and modulated data do not systematically interfere with each other.
 Both information channels can be recovered independently, in case of the wrapped phase
data using the conventional four-step equation.
 The ability to retrieve a uniformly illuminated intensity image from the sum of image acqui-
sitions remains untouched by the modulation. Therefore, a modulation image normalized
to object texture and ambient illumination can be generated.
Considering a four-step phase shift pattern sequence, the projected intensity IP of pattern k is
given by
IP,k = C +A sin [φabs + δk] , (5.1)
δk = (k − 1)π
2
, k ∈ [1, 2, 3, 4] (5.2)
where φabs is the encoded phase, δk ∈ [0, pi2 , π, 3pi2 ] is the phase shift and C = A = 12 are
constant intensity offset and amplitude of the illumination. Please note that in the following, the
maximum projected intensity is defined unity; furthermore, projector- and camera coordinates
(xp, yp) and (xc, yc) are omitted in most cases for the sake of readability. Amplitude modulating
a not further specified image sequence IM,k into the pattern sequence, the projected intensities
become
IPM,k = IP,k + IM,k. (5.3)
Taking into account scene reflectivity (i.e. object texture) r, the images IC,k received by the
camera can be modeled as a superposition of ambient light IA and the modulated projection
patterns IPM,k (see Fig. 5.2 (b)).
IC,k = r(IA + IPM,k) (5.4)
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Figure 5.1: Embedding phase period encoding data into a four-step phase shift sequence. (a)
Four-step phase shift sequence IP,k. (b) Embedded image IM . (c) Modulated phase shift se-
quence IPM,k.
If the sign of the modulation term in Eq. 5.3 is alternated over the projected sequence according
to
IM,k = −IM,k+1, (5.5)
the demodulation from the sequence of camera images IC,k can be achieved using Eq. 5.6 (see
Fig. 5.1 and Fig. 5.2 (f)).
ID =
∑
k
[
IC,k(−1)k−1
]
∑
k
IC,k
. (5.6)
The following considerations will show that the proposed modulation and demodulation method
fulfills the requirements stated above. Inserting Eqs. (5.3) and (5.4) and simplifying, the de-
modulation Eq. 5.6 becomes
ID =
∑
k
[
(IA + IP,k + IM,k)(−1)k−1
]
∑
k
(IA + IP,k + IM,k)
. (5.7)
It is evident that the alternating sign in the numerator amplifies the modulation term, since it
self is defined with an alternating sign according to Eq. 5.5. Furthermore, the alternating sign
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eliminates the ambient illumination term in the numerator. Simplifying Eq. 5.7 yields
ID =
4IM +
∑
k
[
IP,k(−1)k−1
]
4IA +
∑
k
IP,k
. (5.8)
In the numerator, the sum of projected phase encoding patterns degrades to zero due to the
alternating sign (Eq. 5.9). In the denominator, the sum of phase shifted sinusoidal patterns
equals uniform illumination (Eq. 5.10).
∑
k
[
IP,k(−1)k−1
]
= 0 (5.9)
∑
k
IP,k = 4C (5.10)
Further simplifying, Eq. 5.8 becomes
ID =
IM
IA + C
. (5.11)
Eq. 5.11 shows that the embedded information is normalized to scene reflectivity and merely
obstructed by an ambient illumination term and uniform illumination.
In order to compute the relative, i.e. wrapped phase image from the four camera images, Eq.
5.12 is, despite the embedded information, suitable without modifications (see Fig. 5.2 (a)).
φrel = arctan2 (IC,3 − IC,1, IC,4 − IC,2)→ (−π, π] (5.12)
As evident from Eq. 5.5, the modulated information cancels out during the phase computation
due to equal signs in both numerator and denominator (Eq. 5.13).
IM,k = IM,k+2 (5.13)
Phase unwrapping requires a phase period factor m to be assigned to each pixel of the phase
image (Eq. 5.14). Using the above described modulation and demodulation technique, m can
be spatially encoded.
φabs = φrel + 2πm, 0 ≤ m ≤ N − 1 (5.14)
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Figure 5.2: From camera images to wrapped phase image φrel and demodulated image ID.
(a) Wrapped phase image φrel. (b) Camera images IC,k. (c) Intermediate results. (d) Em-
bedded image with ambient light and scene reflectivity. (e) Uniformly illuminated image IU .
(f) Reflectivity-normalized embedded image ID. 3D model (Dragon) courtesy of Stanford 3D
Scanning Repository [48].
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5.2 Encoding phase period information
In order to encode the phase period m into the pattern sequence, a 1-dimensional (1-D) binary
De Bruijn sequence B(2,W )→ {−1, 1} is embedded, where W is the minimum length for each
consecutive sub-sequence to appear only once in the sequence (Fig. 5.3). In information theory,
each sub-sequence with length W is referred to as a word, which uniquely identifies the index
of the underlying symbols. The individual symbols of the sequence represent spatially encoded
fringes, embedded into the projected patterns, parallel to the phase shifted fringes.
Conventional De Bruijn sequences can be constructed analytically using De Bruijn graphs. How-
ever, in order to assist the decoding process, a De Bruijn sequence with special properties is
desired, i.e. a Hamming distance hB ≥ 2. The Hamming distance between two words wi, wj of
lengthW is the number of positions at which the corresponding symbols are different. The Ham-
ming distance of the entire sequence is referred to as the minimum Hamming distance among
all contained words, i.e.
hB = min
i,j
h(wi, wj) | i 6= j (5.15)
In a noisy transmission channel, such as present in the projection and acquisition of the embedded
De Bruijn sequence, error detection and -correction capability is essential. While a Hamming
distance hB ≥ 2 allows for detecting erroneously classified symbols, hB ≥ 3 allows for correction
of misclassification using the nearest word in the Hamming sense. A straightforward method to
generate De Bruijn sequences with a desired Hamming distance (e.g. hB = 3) and given W is
described by the following pseudo-code:
1. Generate a random symbol sequence of length W
2. Append a random symbol s
3. Assure that hB ≥ 3 using Eq. 5.15; if not, continue with step 2 and use the remaining
symbol choice. If both symbols could not produce the desired hB , clear the sequence and
continue with step 1.
4. Continue with step 2 until sequence length L is sufficient to accommodate the number of
fringes with a given number of embedded symbols per fringe (see the following Sec. 5.3).
Table 5.1 shows selected results of the De Bruijn sequence generation algorithm for varying
parameters hB andW . The computation time for random sequence generation was limited to 1h
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Parameters Results
Hamming
distance hB
Word
length W
Length L Sequence B(2,W )
2 9 89 101001111111001110100001101110111110110...
2 10 137 010011000100100110100100000100001011111...
2 11 198 110000110100010001111010110111011110101...
3 9 39 000111001101111101000100101011000011100
3 10 71 011101000000100011011010110011110001011...
3 11 79 111100101000001000100101001110100111101...
Table 5.1: Selected results of De Bruijn sequence generation algorithm for varying Hamming
distance hB and word length W .
Figure 5.3: Binary De Bruijn sequence B(2,W ) with unique window size W , symbol index p
and phase period m.
per attempt. Appending random-generated symbols, the described algorithm is not guaranteed
to produce optimal results. A straightforward extension is possible by employing recursive
optimization in case of a dead end to evaluate all remaining branches in the sequence graph.
5.3 Embedding phase period information
Section 5.1 described the process of extending a four-step phase shift sequence with arbitrary
image data, which can be recovered independently of the phase data. Using this modulation
method, the following will address the task of embedding phase period information in the shape
of a binary De Bruijn sequence.
Introducing modulation strength M ∈ (0, 1) and implementing the modulation rule of Eq. 5.5,
the projected pattern sequence from Eq. 5.3 becomes
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IPM,k =
1
2
[
1 + (1−M) sin(φabs + δk) +Ms(−1)k−1
]
, (5.16)
where s = B[p(xp)] is the embedded symbol and p(xp) is the index of the embedded symbol with
respect to the primary projector coordinate (i.e. the horizontal coordinate in case of vertical
fringes). The factor M determines the strength of the amplitude modulation, with e.g. M = 0.1
resulting in 10% of the amplitude reserved for encoding the phase period and the remaining 90%
left for encoding the phase.
Since the location of the symbols of B with respect to the encoded phase remains constant
throughout pattern projection and image acquisition, the phase may serve as a means of syn-
chronization for the decoding process. UsingD ≥ 2 sequence symbols per phase period, a symbol
ordering constraint is introduced to reduce the risk of unsynchronized decoding, particularly in
regions of spatial discontinuities or occlusions.
With total length of the De Bruijn sequence L = ND, the symbol order is defined j = p mod
D with p ∈ [0, 1, ..., L − 1]. With the range of the absolute phase φabs ∈ [−π, 2πN − π[, the
absolute- and relative phase location of the symbol with index p is given by Eq. 5.17 and Eq.
5.18.
φp,abs = −π + π + 2πp
D
, p ∈ [0, 1, ..., L − 1] (5.17)
φp,rel = −π + π + 2πj
D
, j ∈ [0, 1, ...,D − 1] (5.18)
Fig. 5.4 illustrates the composition of the modulated pattern sequence along the primary pro-
jector coordinate.
5.4 Retrieving phase period information
After pattern projection and image acquisition, demodulation and decoding of the embedded
information takes place. In the following, the proposed procedures are described using a simu-
lated 3-D scene. The scene contains the scanned 3-D model “Dragon”, which is publicly available
at Stanford 3-D Scanning Repository [48]. The features of the scene pose challenges common
in industrial metrology such as geometric discontinuities, isolated regions, high texture contrast
and ambient illumination. Fig. 5.5 (a) shows the scene sequentially illuminated by the four
coded phase shift patterns.
52
Fast and Accurate 3-D Scanning Using Coded Phase Shifting
Figure 5.4: Embedding phase period information into a four-step phase encoding pattern se-
quence (N = 5, D = 3, L = 15, M = 0.2). (a, c) Phase encoding patterns IP,k and positive
phase period encoding sequence s = B(p) for k = 1, k = 3. (b, d) Phase encoding patterns and
−s = −B(p) for k = 2, k = 4. (e) Modulated pattern sequence IPM,k (see Eq. 5.16).
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Figure 5.5: From camera images to exposure- and modulation mask. (a) Camera images IC,k.
(b) Combined exposure- and modulation mask Wms =Wmod ∩Wexp.
5.4.1 Masking and intermediate image generation
In a first step, the acquired scene is masked to exclude underexposed or saturated pixels using
Eq. 5.19, where tlow and thigh are minimum and maximum acceptable intensity values. In case
of a CCD camera, special care should be taken in the vicinity of overexposed pixels due to
the effect of blooming1. The effect can be mitigated by a morphological opening operation on
masked out overexposed pixels using a sufficiently large structuring element.
A second masking operation ensures sufficient phase modulation using Eq. 5.20, where tmod is
a minimum modulation threshold. This essentially extracts the actively illuminated area and
enforces a minimum signal to noise quality of the phase data. Fig. 5.6 (a) shows the combined
results of Wexp and Wmod for the simulated data.
Wexp =


1 if tlow ≤ IC,k ≤ thigh
0 else
(5.19)
Wmod =


1 if max(|IC,i − IC,j|) ≥ tmod
0 else
(5.20)
After masking, intermediate images are generated. Fig. 5.5(a) shows the already masked relative
1Blooming describes the effect of charge crosstalk from overexposed pixels to surrounding pixels due to limited
charge capacity.
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Figure 5.6: From phase image to phase mask. (a) Relative phase image φrel (b) Combined phase
mask Wφ =Wφ,x ∩Wφ,y.
phase image φrel generated using Eq. 5.12 and the masked embedded image ID generated using
Eq. 5.6.
5.4.2 Phase Masking
The phase masking step analyzes the gradient of the phase image to detect discontinuous surface
geometry. This information is useful in the decoding step to avoid unsynchronized decoding, i.e.
to ensure the symbol sequence is not decoded across discontinuities. Using Eq. 5.21, the phase
gradient is masked along the primary direction2 using two thresholds δφx,low and δφx,high. The
range of valid primary phase slope is automatically derived from the expected phase frequency
in the camera images and an acceptable phase noise level. Eq. 5.22 masks the secondary phase
gradient. As low slope in the secondary direction indicates continuous surface geometry, only
a maximum slope threshold δφy,high is required. In Eqs. (5.21,5.22), U(φ) denotes the phase
unwrapping operator given by Eq. 5.23, where φu =
3pi
2 in our implementation. Fig. 5.6 (b)
2The primary direction represents the direction of ascending phase, denoted by the camera coordinate xc in
this description.
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Figure 5.7: Phase- and embedded image. (a) Relative phase image φrel. (b) Demodulated
embedded image ID (c) Uniformly illuminated image IU =
1
4
∑
IC,k.
shows the combined results of Wφ,x and Wφ,y.
Wφ,x =


1 if δφx,low ≤ U( ∂φ∂xc ) ≤ δφx,high
0 else
(5.21)
Wφ,y =


1 if |U( ∂φ
∂yc
)| ≤ δφy,high
0 else
(5.22)
U(φ) =


φ+ 2π if φ < −φu
φ− 2π if φ > φu
φ else
(5.23)
5.4.3 Symbol tracing
As described in Sec. 5.3, the location of the symbols of the De Bruijn sequence is synchronized
with the phase image. It is therefore not necessary to perform any image processing operations
on the embedded image to detect the symbol strips, the respective symbol values may be read
directly at the known phase locations.
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Besides marking the location of the symbol strips, the phase image serves a second purpose:
for each phase period, the monotonically increasing phase is used to transmit the local order of
the symbol strips. The phase therefore also serves as a means of synchronization in the later
decoding process. As described in above section 5.3, the number of embedded symbols per phase
period D and the symbol order j = p mod D were introduced, where p ∈ [0, 1, 2, ..., L−1] is the
index of the De Bruijn sequence symbol. In the given implementation, D = 3 symbols per phase
period are used, resulting in symbol orders j ∈ [0, 1, 2] and symbol locations in the relative phase
image φp,rel ∈ [−23π, 0, 23π] (see Eq. 5.18). Searching the relative phase image for these values of
φp,rel, the locations of the underlying symbol strips and their local symbol order j are obtained.
Using connected component labeling, connected strips of the detected symbol locations with
equal symbol order are identified. The shortest isolated strips (e.g. lengths shorter than three
pixels) are discarded, as they are likely to have emerged from noise in the phase image.
At this point, there is a high probability that edges are connected across geometric steps. The
most effective means against these invalid connections are the masks (phase and modulation).
If the masks fail, the symbol order j may still prevent an invalid connection, but the risk is
significant. For example, if D = 3 and the symbol strip distance in the camera image equals
4 pixels, the probability of an invalid connection is 34×3 =
1
4 . If this measure fails as well,
the algorithm relies on the later described symbol assignment routine to split the connection.
However, as the symbol alphabet is binary, there is a probability of 12 that the invalid connection
also shares an equal symbol. An invalid connection will cause the decoding step to assign a single
phase period across a geometric step, which will inevitably lead to a phase unwrapping error. To
reduce the effect of such errors, the number of pixels potentially involved in invalid connections
are limited. To that end, the symbol strips are split once they reach a heuristically determined
length (7-9 pixels in our implementation). Fig. 5.8(a) shows the resulting symbol locations for
the simulated scene. The colors red, green and blue represent symbol orders 0, 1 and 2. White
marks the beginning of a symbol strip.
As mentioned above, the actual symbol values behind the symbol strips were not taken into
account while connecting them. It is therefore likely for a connected strip to contain more than
one symbol, i.e. a symbol transition across surface discontinuities. Preserving these transitions,
median filtering along the symbol strips is applied for noise reduction. The filtered symbol strips
are shown in Fig. 5.8(b).
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Figure 5.8: Extracting symbol locations and local symbol order using the relative phase image.
(a) Detected symbol locations. The colors red, green and blue represent symbol orders 0, 1 and
2. White marks the beginning of a symbol strip. (b) Underlying symbol values in embedded
image after median filtering in a 5-pixel environment.
5.4.4 Neighbor search and symbol assignment
Using the symbol strip data structure, horizontal neighborhoods of adjacent symbol pixels are
classified. This is achieved by scanning the respective images in the horizontal (i.e. primary)
direction and store left and right neighboring symbol strip pixels. The connections are classified
using three criteria. A neighboring pixel connection is valid, if all following criteria are met:
 With symbol order j1 of the current pixel, the symbol order j2 of the neighboring pixel
must follow the expected order, i.e. j2 = (j1 + 1) mod D.
 The pixels in between must not contain a masked out pixel in either exposure-/modulation
mask Wme or phase mask Wφ.
 The pixel distance of neighboring strips must not exceed a given maximum distance, which
is derived from the average symbol strip distance.
After classifying horizontally neighboring symbol strip pixels, the filtered symbol values of the
underlying embedded image are binarized. Since ambient illumination acts as a scaling factor
in the embedded image (see Eq. 5.11), an adaptive normalization step is required before bina-
rization. Adaptive normalization is achieved by comparison of horizontally neighboring symbol
values v1 and v2. Eq. 5.24 uses the summed magnitude of the two symbol values to cancel out
the effect of ambient illumination.
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Figure 5.9: Symbol binarization. (a) Symbols binarized using Eq. 5.24. Red represents s = −1,
blue represents s = 1. (b) Symbol confidence cs; blue indicates maximum confidence.
q =
v2 − v1
|v1|+ |v2| → [−1, 1] (5.24)
The resulting value q indicates the transition between the two neighboring values. If q ≥ trise =
1
2 , a positive transition is assumed, hence s1 := −1 and s2 := 1. In case of q ≤ tfall = −12 ,
symbol assignments are reversed. If tfall < q < trise, no transition is expected, i.e. s1 = s2.
In this case, the symbol decision is based on the sign of the averaged values, i.e. s1 = s2 := 1
if v1 + v2 >= 0. Due to overlapped evaluation, each symbol (except those next to the image
border) has two chances to be identified correctly, either as v1 or v2. In case of two different
outcomes, the symbol decision is based on a sawtooth shaped confidence function with maxima
at the optimum values q = {−1, 0, 1} and minima at the decision boundaries q = {tfall, trise}
(see Fig. 5.10).
As previously mentioned, it is possible for a strip to contain more than one symbol, if the strip
was traced across a surface discontinuity. Therefore, after pixel-wise classification of the binary
symbol values, the symbol strips are split up at symbol transitions. In the final data structure,
each symbol strip has a single binary symbol assigned.
5.4.5 Symbol connectivity graph
Using the previously gathered information about neighboring symbol strips pixels in the primary
(i.e. horizontal) direction, an undirected connectivity graph is generated. As described in Sec.
5.4.4, a neighborhood between two symbol pixels in the primary direction is valid for decoding
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Figure 5.10: Symbol confidence cs vs. symbol transition q
Figure 5.11: Symbol connectivity graph showing symbol strip labels and symbol orders j. Lines
with circular ends indicate connections along primary direction, bold horizontal lines indicate
secondary connections.
if it meets the given criteria in distance and symbol order and has no masked out pixels in
between. Based on the pixel-wise connections, a symbol-strip-wise list of connections validated
for decoding is generated. Fig. 5.11 shows an exemplary symbol strip connectivity graph.
5.4.6 Decoding
The aim of the decoding step is to assign a phase period index m to each symbol strip, enabling
phase unwrapping according to Eq. 5.14. The decoding step is based on the symbol connectivity
graph, representing validated connections between neighboring symbol strips. Due to geometric
steps or occlusions, the symbol locations are reordered or folded in an unknown fashion compared
to the linear order in the projected pattern sequence. In order to unfold the symbol sequences
along the correct paths, a heuristic decoding method with error corrective capability is required.
The decoding algorithm essentially employs three mechanisms repetitively: decoding seed sym-
bol sequences, propagating the region merit value and attaching matching symbols to decoded
symbols.
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Decoding seed symbol sequences
Using the symbol connectivity graph, a connected seed sequence of symbols si is searched.
Starting from an arbitrary node of the symbol connectivity graph (see Fig. 5.11), the connected
nodes are attached to the seed sequence until they reach the minimum decodable length. Using
an arbitrary seed sequence might not be optimal in the sense of error propagation as well as
computational efficiency; it is left for future work to investigate a possible advantage of quality
guided decoding, similar to the approaches described by Zhang et al. [66] and Schmalz et al.
[72].
The attachment of connected nodes is prioritized. If available, nodes are attached via primary
connections; if not, i.e. in case of a dead end, secondary connections are used. If multiple
primary connections are available, those with the highest overlap in the primary direction are
visited first. If all connections were visited but the minimum decodable sequence length was
not reached, the process is rolled back until a node with not yet visited connection is found. If
the minimum decodable length could not be reached, the process starts over with a new seed
sequence beginning.
If the minimum decodable sequence length was reached, i.e. the unique window size W of the
De Bruijn sequence B(2,W ), decoding is attempted. Depending on the De Bruijn sequence’s
Hamming distance hB , error detection or error correction may take place. As described in Sec.
5.2, a Hamming distance hB > 2 is required for error correction. Error detection is possible with
hB > 1. In case of h = 1, at least two words of B differ only by a single symbol. Although error
correction or -detection may not be possible for all words, a subset of words in B may have a
higher Hamming distance than the entire sequence, which can be exploited by the algorithm.
If the word formed by the symbols of the connected sequence is not decodable, remaining, not
yet visited connections in the seed sequence are visited until the minimum length is reached
again or all connected nodes have been visited. If decoding was successful, symbol indices pi are
assigned to the respective nodes of the graph, according to the order of the their symbols in the
De Bruijn sequence (see Fig. 5.3).
Region merit value
After each decoding step, a region merit value is propagated among all connected graph nodes
that form a continuous sequence of symbol indices. In this process, only primary connectivity is
used, i.e. the merit value is not propagated via vertical connections. Furthermore, the overlap
of connected nodes in primary direction must exceed a certain threshold to propagate the value.
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The merit value is designed to enforce long continuous symbol index sequences, while penalizing
conflicts with surrounding symbol indices. Given a connected region with continuous symbol
index sequence pi, the merit value is formed using Eq. 5.25, where ntotal denotes the number
of overlap pixels the region shares with adjacent regions and nconflict denotes the number of
overlap pixels whose symbol indices conflict with the region.
mregion = [max(pi)−min(pi) + 1]ntotal − nconflict
ntotal
(5.25)
The propagation of the merit value is limited to a maximum sequence length of 25 in our
implementation.
Attaching symbol indices
Beginning at the graph nodes with assigned symbol indices pi, the continuously decoded area
is expanded by checking whether connected symbols match adjacent symbols in the De Bruijn
sequence. If the connected symbol has no symbol index assigned yet, the new symbol index
is assigned and the resulting region merit value is propagated. If a symbol index was already
assigned and it conflicts with the currently expanding sequence, the current region merit value
of this symbol index is compared with the predicted value. If the predicted merit value exceeds
its current merit value, symbol index and merit values are updated. Fig. 5.12(a) shows decoded
symbol indices for the simulated scene. Fig. 5.12(b) uses false color to illustrate the region merit
values established during the decoding process by Eq. 5.25.
5.4.7 Post processing
The post processing step uses heuristic methods to optimize the result of the decoding stage. In
a first step, symbol indices part of a symbol index sequence below a certain length are removed.
Since the minimum decodable sequence length was used in the seeding process of the decoding
stage, symbol indices obviously were overwritten if their sequence length was decreased. If many
symbols indices were overwritten, it is likely that the remaining symbol indices of the region
emerged from a decode error, e.g. due to one or more erroneous symbols.
In a second step, unresolved symbol indices are added if it seems safe to do so. If a graph
node with unresolved symbol index is surrounded by resolved symbol indices in all primary and
secondary directions, it is likely that a symbol error led to the exclusion of this node. If the
surrounding indices are consistent with the predicted index, which is derived from the mean of
the left and right neighboring indices, the predicted index is applied.
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Figure 5.12: Symbol indices and region merit values. (a) Symbol indices pi assigned by decoding
process; higher line brightness indicates higher value. Green indicates unresolved symbol indices.
(b) Region merit values. False color indicates regions of equal value.
5.4.8 Phase unwrapping
For all graph nodes with decoded symbol indices pi, the respective phase period indices mi = pi
mod D can be assigned. Since phase period information is only available along symbol strip
pixels, combined masks Wms and Wφ are used to determine row-wise boundaries of the area
to be unwrapped. Using the phase period indices mi and the relative phase image φrel, the
unwrapping process according to Eq. 5.26 is straightforward.
φabs = φrel + 2πm, 0 ≤ m ≤ N − 1 (5.26)
Fig. 5.13 shows the resulting unwrapped phase image. Each grayscale value represents a unique
correspondence between the projected pattern phase and a camera pixel. Exemplary measure-
ments under static conditions are illustrated in Fig. 5.14. The measurements were taken using
a structured light setup with digital projector and pattern settings as described in Sec. 7.1.
5.5 Analytical evaluation of reconstruction performance
The following section will consider the error-theoretical implications of coded phase shifting
(CPS). In CPS, a phase period encoding pattern is embedded into a conventional four-step
phase shift sequence. The effect of the modulation is best compared to a method using a
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Figure 5.13: Unwrapped phase image. Green indicates unresolved symbol indices.
conventional phase shifting sequence without any modifications, e.g. four-step phase shifting
with an appended Gray-code sequence (GCPS).
In CPS, a fraction M ∈ (0, 1) of the projected pattern amplitude is reserved for modulating the
embedded image, which would otherwise be available for transmitting phase data. Compared to
GCPS, this modulation induces non-systematic phase errors due to a reduced dynamic range for
transmitting the phase data. Assuming Gaussian, amplitude-independent noise with standard
deviation σn, e.g. thermal noise in the image sensor, the phase error for four-step GCPS is given
by Eq. 5.27, where A denotes the signal amplitude in digits [46].
δφ2GCPS,n =
2σ2n
4A2
. (5.27)
Considering the relative amplitude lossM , the remaining amplitude for phase encoding becomes
(1−M)A, resulting in an additional phase error of
δφn = |δφCPS,n| − |δφGCPS,n| = σnM√
2A(1−M) . (5.28)
The amplitude loss also leads to an additional quantization error. For GCPS, the phase error
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Figure 5.14: Measurement results using coded phase shifting and structured light setup described
in Sec. 7.1.
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due to quantization is given by
|δφGCPS,q| = q√
24A
, (5.29)
translating to an additional phase error for CPS of
δφq = |δφCPS,q| − |δφGCPS,q| = M√
24A(1−M) , (5.30)
effective for both projector and camera quantization at their respective signal amplitudes [46].
Besides the phase error incurred by reduced dynamic range of the phase transmitting patterns,
phase errors are expected to emerge from an increased local contrast variation of the modulated
pattern sequence. Error-theoretical evaluation of this effect is left for future research. Ospald
et al. developed a framework for evaluating texture-related phase errors, which may serve as a
starting point for the analysis [46].
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Chapter 6
Robust Motion Compensation Based
on Coded Phase Shifting
Similar to most 3-D imaging techniques based on sequential pattern projection, the coded phase
shifting technique proposed in Chapter 5 relies on the assumption of static measurement con-
ditions. Besides static external measurement conditions such as ambient illumination, this con-
straint requires that surface geometry as well as texture remain equal for each of the projected
patterns in the sequence to yield the desired phase reconstruction. This effect is explainable
using the structured light illumination model described in Sec. 5.1. Given a sinusoidal pattern
sequence projected onto an object surface and viewed from the point of view of a camera C,
the observed intensity IC,k is modeled by Eq. 6.1. Accordingly, IC,k results from the reflectivity
(or texture) r ∈ [0..1] of the object surface, the distribution of ambient light IA and the actual
pattern projection IPM,k, where k is the index of pattern and camera image.
IC,k = r(IA + IPM,k) (6.1)
Given the camera image sequence IC,k and a sequence length of four, the phase is determined
pixel-wise using the fundamental four-step phase shifting Eq. 6.2.
φrel = arctan2 (IC,3 − IC,1, IC,4 − IC,2)→ (−π, π] (6.2)
Substituting all IC,k in above equation with Eq. 6.1, object reflectivity r as well as the con-
tribution of ambient light IA cancel out, retaining only the sinusoidal modulation of the phase
shifted patterns for evaluation of the arctangent relationship. However, the cancellation requires
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Figure 6.1: Categories of motion in dynamic 3-D scanning according to Ko¨nig et al. [74].
r as well as IA to remain constant over the sequence of camera images. Furthermore, in order
to retain the projected phase shift between consecutively projected patterns, the location of the
patterns as viewed from the camera must remain constant1. Neglecting the contribution of vary-
ing ambient illumination during measurement, these effects can be classified into two categories
of motion in dynamic 3-D scanning as illustrated in Fig. 6.1 [74].
 Given a textured object surface to be measured (i.e. a surface of locally varying reflec-
tivity), motion parallel to local surface geometry results in a varying contribution of r.
Accordingly, the lateral motion disturbs cancellation of r in Eq. 6.2 and will cause a
measurement error.
 Motion parallel to the viewing direction of a camera pixel will retain the contribution of
r; however, the projected pattern will move relative to the camera pixel. With a phase
projecting pattern, this effect will result in a virtual deviation of the phase shift between
consecutive pattern projections, causing a measurement error as well.
1The phase shift between consecutive patterns in four-step phase shifting is pi
2
(see Eq. 5.2)
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6.1 Related work
Concerning phase shifting based measurement techniques, several methods were proposed to
compensate for motion-induced errors in dynamic 3-D scanning. These methods typically esti-
mate the severity and direction of motion and post-process the results to mitigate the motion-
induced artifacts. Post processing either occurs on the camera image level or the phase image
level. According to Kocaman, state of the art methods can be classified into [75]:
 Methods requiring auxiliary pattern projections
 Methods relying on the actual measurement pattern sequence
Ko¨nig et al. propose a method introducing additional patterns to estimate direction and am-
plitude of motion during measurement [74]. Two additional pattern types are introduced: the
on- and off-reference patterns Pon, Poff and the tracking pattern Pt. The projected pattern
sequence follows the scheme Pon,Pt,PSL,1Poff ,Pt,PSL,1,...,PSL,n,Poff , where PSL,k is the actual
phase shifted measurement pattern and n is the total number of measurement patterns. A
similar approach relying on auxiliary pattern projections is proposed by Cavaturu et al. [76].
In this method, a single tracking pattern consisting of intensity gradients in triangular shape
is introduced between each measurement pattern. Motion is estimated by computing the dif-
ference between successive triangular patterns. Once motion is estimated, motion correction is
achieved by accordingly shifting camera images using interpolation. With respect to the motion
categories in Fig. 6.1, this method can only compensate for surface geometry motion, i.e. errors
due to relative motion of the measurement pattern.
Weise et al. presented a motion compensation method relying solely on the actual phase shift
measurement patterns [29]. Using a stereoscopic structured light setup and multi-view phase
unwrapping (See. 3.2.3), motion is estimated based on the actual erroneous phase image. Ne-
glecting surface texture motion and assuming linear motion (i.e. constant speed), a mathematical
relationship for the amplitude of periodic phase errors and the magnitude of surface geometry
motion is provided. After motion estimation, motion-induced phase errors are compensated for
by directly modifying the phase image. The method makes a local planarity assumption, i.e.
the phase distribution is expected to be near-linear in a locally motion compensated region. If
the assumption is violated, e.g. if geometry features near the spatial frequency of the projected
patterns are present, the phase will be straightened in the respective region, resulting in loss of
detail.
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Figure 6.2: Measurement of planar surface using coded phase shifting. Linear motion during
measurement distorts phase- embedded image, causing severe reconstruction errors after trian-
gulation.
6.2 Automatic motion compensation using the embedded stripe
pattern
Thenovel motion compensation method proposed in this work is based on evaluating the phase
period information, which is embedded in the coded phase shift pattern sequence. Similar to
the method proposed by Weise et al., the method requires no extra pattern projections. This
aspect is beneficial with respect to measurement time and reduces technical requirements of the
pattern projector, e.g. if a fixed slide projector as proposed in Chapter 8 is used. Furthermore,
no assumptions are made on the surface geometry, such as the local planarity assumption in
above method.
Given a camera image sequence of an object under coded phase shift pattern illumination, the
phase information is extracted as described in Chapter 5 using Eq. 5.12. Furthermore, the
embedded image is demodulated from the camera image sequence using Eq. 5.6. Figure 6.2
shows an exemplary camera image sequence of a planar calibration target acquired under linear
motion towards the structured light setup. As expected, violation of the static measurement
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condition requirement resulted in distortion of the phase- and well as the embedded image, as
shown in the cross-section of a row in the respective images. As described in Sec. 5.1, the
embedded image is used to transform the relative phase image into the absolute phase image,
solving the correspondence problem between camera and projector. If the embedded image is
too severely distorted, decoding the binary stripe sequence may fail, resulting in measurement
errors or complete loss of 3-D data. In the illustrated case, the distortion of the embedded
image was not severe enough to prevent the algorithm described in Sec. 5.4 from decoding.
Accordingly, the correspondence problem was solved and triangulation was performed, but the
3-D data is heavily distorted due to artifacts in the phase image.
6.2.1 Partial cancellation of motion effects by shifting camera image content
The reconstruction error in Fig. 6.1 is the result of the projected patterns moving relatively to
an object surface element observed by a camera pixel. Viewed from the projector, the pattern
element projected onto a surface element is viewed from gradually shifting pixels in the camera
image as the pattern sequence progresses (see Fig. 6.3 (a)). This relative motion causes undesired
additional phase-shifts between subsequent patterns.
Assuming slowly varying local surface reflectivity, the motion of the projected patterns can be
reversed by shifting the content of the camera images back to the expected position, as illustrated
in Fig. 6.3 (b). In the proposed motion compensation approach, the camera image content is
shifted by linear interpolation. Once the motion amplitude and direction is estimated, the shift
occurs along the primary camera coordinate, i.e. horizontally in the given example.
6.2.2 Motion estimation using the embedded stripe pattern
Correct estimation of motion amplitude and -direction is essential for the task of motion com-
pensation. In the following, a novel motion estimation approach is proposed, making use of the
unique capability of coded phase shifting to embed additional, non-periodic data into the phase
encoding pattern sequence. In the class of motion compensation methods requiring no extra
pattern projections, Weise et al. assume local planarity of the surface geometry and estimate
motion using the distortion of phase data [29]. Local planarity of a surface region represents a lo-
cally linear phase gradient; accordingly, the deviation from the linear phase gradient is estimated
and the phase data is linearized. However, in case of a non-linear original phase distribution
(e.g. due to a rippled surface), linearization may result in loss of detail. Furthermore, if motion
is severe enough to cause an image shift greater than the phase period, the method is likely to
fail, as the target phase distribution is ambiguous.
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Figure 6.3: Motion during measurement causes a surface element and its respective projected
pattern element to be viewed from gradually shifting camera pixels. By back-shifting camera
image content, the effect can be reversed [75].
In coded phase shifting, the embedded image contains additional, non periodic data. In the
measurement illustrated in Fig. 6.2, the embedded image is severely distorted due to motion.
However, the shape of the originally projected embedded image is known, so it is possible to
optimize towards it. As illustrated in Fig. 5.4 on page 53, the cross-section of the embedded
image represents a rectangular function with two discrete values. Accordingly, knowing the
modulation factor M ∈ [0..1] of the pattern sequence2, optimization targets at an embedded
image representing the discrete values [−M,M ]; this corresponds to a histogram optimization
in the embedded image3.
As described in Sec. 6.2.1, the motion-induced shift of camera pixels observing a surface element
is reversed by linear interpolation within the camera images. Assuming linear motion, this pixel-
wise shift for each camera image is modeled as
∆xk = (k − 1)∆x0, (6.3)
2As described in Chapter 5, the modulation factor M parametrizes the modulation amplitude of the embedded
pattern. Once configured, the value is constant throughout all measurements.
3A histogram describes the distribution of values in a matrix. Given a number of bins representing sub-intervals
of the value range, a histogram provides the number of occurrences of matrix values for each respective bin.
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where k ∈ [1..4] is the chronological index of camera images and ∆x0 is the motion amplitude
and -direction between successive camera images in pixels. In the optimization procedure, the
factor ∆x0 is estimated iteratively using the merit function
qopt(∆x0) =
1
nelem
∑
x,y
min(|ID,opt(x, y,∆x0)−M |, |ID,opt(x, y,∆x0) +M |), (6.4)
where (x, y) are camera image coordinates and ID,opt is the embedded image demodulated from
the interpolated camera images using Eq. 5.6. The merit function implements a W-shaped
weighting function multiplied with the values in the embedded image. The weighting function has
minima at [−M,M ], which results in an accumulation of the histogram around the desired target
values after minimization. Accordingly, the optimization is conducted as arg
∆x0
min qopt(∆x0) using
the following procedure:
1. Define an initial value for ∆x0; e.g. zero, representing no motion
2. Define the optimization boundaries, i.e. the search space for ∆x0
3. Shift a region of the camera image sequence using linear interpolation according to Eq.
6.3
4. Compute the embedded image using Eq. 5.6
5. Compute the merit value using Eq. 6.4
6. If global minimum reached, proceed with further processing and triangulation; else, refine
∆x0 and proceed with step 3.
For optimization boundaries −10 ≤ ∆x0 ≤ 10 pixels, Fig. 6.4 shows a plot of the merit function
qopt.With the given structured light setup, the search space for ∆x0 corresponds to the measured
object shifting ±6.41 mm between subsequent pattern projections, i.e. a total shift of ±19.32
mm for the whole sequence. Assuming a projection frequency of 200 Hz, this in turn corresponds
to surface geometry motion at a velocity of ±1.28 m/s. Evidently, the merit function shows a
global minimum at an incremental camera image shift of ∆x0 = 0.78 pixels, which is stored
for further processing. The result of the optimization procedure is shown in Fig. 6.5. The
motion compensated phase data (solid line) is linearized and slightly shifted compared to the
original data (dashed line), resulting in a smoother 3-D result. As expected due to the design
of the merit function, the motion compensated embedded data better resembles the originally
projected rectangular function with nearly discrete values [−M,M ].
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Figure 6.4: Merit function qopt (Eq. 6.4) for exemplary image sequence depicted in Fig. 6.2.
6.3 Limitations of the proposed method and exemplary 3-D re-
sults
As illustrated in Fig. 6.1, two classes of motion are commonly associated with hand-guided
3-D scanning [74]. In the proposed compensation method, focus is on surface geometry motion,
i.e. motion parallel to the viewing direction of a respective camera pixel. This class of motion
results in an undesired shift of the projected patterns during measurement, causing ripple-shaped
artifacts in the phase image and therefore the 3-D result. These artifacts are partially resolved
by eliminating their cause: the motion-induced shift of the projected patterns is reversed by a
subpixel-wise shift of camera image content. In the following, the assumptions implied in this
motion model are discussed, as well as the limitations arising from it.
Texture The proposed motion compensation method of shifting camera image content ne-
glects texture effects. Given a surface spot observed by the camera under surface geometry
motion (parallel to the local viewing direction), the undesired shift of projected patterns will be
compensated by shifting camera image content. However, surface texture influences the camera-
acquired patterns multiplicatively. In case of motion perpendicular to the viewing direction,
surface texture may vary, which will be ignored by the motion compensation method. The
method thereby assumes a local texture uniformity constraint along the primary camera coor-
dinate, i.e. ∂r(x)
∂x
= 0 is assumed in the vicinity of the surface spot. Under real world conditions,
this constraint will be violated in most cases. For an arbitrary motion vector, the local texture
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Figure 6.5: 3-D result, phase image and embedded image before (dashed line) and after motion
compensation (solid line).
contrast and -frequency will therefore govern the overall performance of the motion compensa-
tion. The proposed method is based on a hypothesis that the effect of texture on reconstruction
quality is typically less severe than the undesired shift of projected patterns, which are targeted
by the compensation. Along with an assessment of overall reconstruction performance, this
hypothesis will be validated in Chapter 7 for the implied experimental conditions.
Projection- and observation solid angle With the object surface closing in or moving
away from projector and camera, the pixel-wise brightness received by the camera may vary
during measurement due to a varying solid angle of projection and observation. The effect is
neglected by the motion compensation.
Magnification Varying magnification of an object closing in or moving away from the setup
will cause object texture and geometry features to scale during measurement, which is not
compensated by the proposed method.
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Motion blur The proposed method focuses on resolving effects of inter-frame motion, i.e.
motion in between pattern projections and image acquisitions. Shifting camera image content
to the desired location, the effect of motion blur during each single image acquisition is neglected.
This corresponds to the assumption of infinitely short shutter time.
Ambient light As described in the introduction of this chapter, ambient light variation during
measurement is a source of measurement error. This effect is not actively compensated by the
proposed method.
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Figure 6.6: Exemplary static, motion-distorted and motion-compensated 3-D results.
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Chapter 7
Reconstruction Performance Using
Coded Phase Shifting
In preparation to answer the research question formulated in Sec. 1.3 (p. 6 ff.), the performance
of coded phase shifting (CPS) will be empirically evaluated in this chapter. In particular, the
static- as well as the dynamic reconstruction performance of the technique in comparison to
the reference technique of conventional, non-modulated phase shifting with an appended Gray-
code sequence (GCPS) will be assessed. In Chapter 4, this technique was selected as a starting
point for research towards a measurement technique combining motion robustness, capability for
markerless tracking and cost efficiency; therefore, a comparative analysis appears most suitable.
7.1 Experiment design
In the following experiments, a flexible structured light setup is used. The setup is capable
of measurements using coded phase shifting or phase shifting with an appended Gray-code
sequence under equal conditions. The setup depicted in Fig. 7.1 consists of a digital projector
and stereoscopic cameras1. Table 7.1 shows a detailed technical data overview of this setup.
Evaluating the performance of a 3-D scanner, interest is focused at the quality of 3-D data (i.e.
measurement uncertainty). However, the following experiments aim at isolating the contribu-
tion of the measurement technique from other properties of the structured light setup (e.g. the
triangulation angle) as far as possible. Accordingly, it is not necessary to perform triangulation;
1While stereoscopic reconstruction is straightforward possible in both CPS and GCPS techniques, it is not
within the scope of this work due to the economically motivated goal of using the minimum configuration in
structured light (one camera and one projector).
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Figure 7.1: Experimental structured light setup with digital projector.
the quality of the phase image can be assessed directly. The quality of the phase image can
be regarded as normalized 3-D reconstruction quality; it enables good comparability to other
techniques, even beyond phase shifting, and is largely independent of mechanical setup proper-
ties. Given a range of geometrical and optical parameters of the setup, the effect of deviations
in the phase image can be transformed into 3-D space, if necessary. The respective equation is
provided in Sec. 3.3.
The experiment is conducted as follows: a measurement target is linearly moved on a trans-
lational stage and sequentially illuminated by the measurement patters of the respective mea-
surement technique. Since under real world measurement conditions, surface texture plays an
important role in structured light measurement, two types of targets are used: a planar white
target as depicted in Fig. 7.2 (a) and a planar textured target as depicted in Fig. 7.2 (b).
Furthermore, two types of motion occurring in hand-guided 3-D scanning are distinguished,
i.e. texture motion (motion parallel to the object surface) and surface geometry motion (mo-
tion parallel to the camera viewing direction). The two types of motion were illustrated in
Fig. 6.1 on page 68. Accordingly, the experiment is conducted four times: once for each of
the two target texture types and once for each type of motion. In each experiment, the recon-
struction performance for various motion velocities is evaluated. Incremental motion between
pattern projections is therefore varied with magnitudes of ±[0, 0.1, 0.2, 0.3, 0.4, 0.5, 1, 2] mm on
the translational stage. Assuming pattern projection frequency of 200 Hz, this corresponds to a
velocity range of ±400 mm/s.
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Property Value
Projector type LG HS102 (DLP)
Light source LED (RGB color sequential)
Maximum projection frequency 60 Hz
Projector resolution 800×600×8 bit/pixel
Luminous flux 160 lm
Camera image sensor Sony ICX415AL/AQ (1/2” CCD)
Camera image format 782×582×8 bit/pixel
Nominal triangulation angle 12.5°
Nominal working distance 230 mm
Nominal measurement volume (W×H×D) ≈150×200×150 mm³
Table 7.1: Configuration of structured light setup with digital projector (see also Fig. 1.5 on
page 7).
The experiment assesses the performance of the coded phase shifting technique (CPS) in com-
parison with conventional phase shifting using an appended Gray-code sequence (GCPS). In
recapitulation, the CPS techniques requires projection of four patterns, which contain the peri-
odic phase- as well as an embedded stripe pattern suited to assist the unwrapping process. On
the other hand, GCPS requires four dedicated phase encoding patterns and an appended Gray-
code sequence, whose length depends on the number of projected phase periods (i.e. fringes
in the phase patterns). The pattern sequences projected in both techniques are illustrated in
Fig. 7.3. The performance of CPS in comparison to GCPS is explicitly assessed with- and
without the motion compensation technique described in Chapter 6. For both CPS and GCPS
techniques, a summary of pattern parameters used in the experiment is provided in Tb. 7.2 on
page 85.
To interpret the results of the experiment, two different error classes common in structured light
need to be distinguished: absolute phase errors (e.g. unwrapping errors) and relative phase
errors (e.g. phase noise). In case of the CPS technique, absolute phase errors occur if the
algorithm described in Chapter 5 fails to decode the embedded stripe sequence, i.e. errors occur
in the transformation from relative phase to absolute phase. In case of GCPS, absolute phase
errors are caused by erroneous interpretation of the Gray-code sequence. Relative phase errors
describe the distortion of the phase apart from decoding errors, e.g. due to motion-induced
ripples or any type of noise occurring in the pattern projection, image acquisition or numerical
computation. In general, motion velocity will increase the magnitude of relative phase errors.
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Figure 7.2: Measurement targets used in the experiments. (a) Plain white target. (b) Textured
target.
However, if a certain velocity is exceeded, decode errors in the embedded stripe sequence (CPS)
or the appended Gray-code sequence (GCPS) may occur, which will typically lead to a loss of
measured data points. In the experiments, motion velocity is assumed to be critical if 50% of the
potential data points are lost due to absolute phase errors. The experiments for CPS, GCPS and
motion compensated CPS are only carried out below their respective critical motion velocities.
Standard deviation is used as a relative indicator for reconstruction quality of the reconstructed
phase from the assumed ideal phase. To that end, three rows (top, center, bottom) in the
absolute phase image are selected along the primary camera coordinate for each measurement.
Subsequently, third degree polynomial fits are performed for the three phase rows, yielding the
assumed ideal phase distribution. The maximum standard deviation of the phase rows from the
respective polynomial fit yields the desired indicator of reconstruction quality.
7.2 Experimental results
Fig. 7.4 (a) shows the results of the experiment for a plain white target under motion normal
to the target surface. Evidently, the standard deviation of conventional phase shifting with
appended Gray-code sequence (GCPS, blue line) is slightly lower than in coded phase shifting
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Figure 7.3: Projected patterns for coded phase shift (CPS) and phase shift with appended
Gray-code sequence.
(CPS, red line) for the entire range of evaluated velocities. This result is explainable by the
fact that in the CPS pattern sequence, a fraction M of the projected amplitude is reserved for
embedding the stripe sequence. In the experiment, M = 0.2 results in 20% of the projected
signal amplitude being reserved for the embedded pattern, while 80% of the amplitude remain
for phase data. A theoretical evaluation of this effect was provided in Sec. 5.5. The loss in phase
signal amplitude results in a reduced signal to noise ratio (SNR) of the phase data, which is
confirmed by the experiment. Furthermore, a progressively increasing phase error is observable
with increasing target velocity, both towards and away from the setup. For the same motion
type, Fig. 7.4 (b) shows the results of the experiment with a textured target as described
above. It is evident that the phase error generally ascends steeper with motion compared to the
texture-less target. Furthermore, texture appears to reduce the advantage of GCPS over CPS,
particularly in absence of motion.
For each experiment, critical motion velocity was determined, i.e. the velocity which results in
at least 50% of the data being lost due to motion-induced decode errors (see also Sec. 7.1). The
critical velocity for CPS was estimated to be ±0.5 mm/frame in both experiments under motion
normal to the object surface. For GCPS, critical motion velocity was observed to be significantly
higher. This is explainable by the fact, that the stripe sequence embedded in the CPS patterns
exhibits a higher spatial frequency than the highest frequency Gray-code pattern. In order to
encode N = 40 phase periods as used in the experiment (see also Tb. 7.2), a stripe sequence of
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Figure 7.4: Comparative assessment of 3-D reconstruction quality for coded phase shifting
(CPS), phase shifting with an appended Gray-code sequence (GCPS) and motion compensated
CPS. (a,b) Longitudinal motion (parallel to viewing direction). (c,d) Lateral motion (parallel
to object surface). (a,c) Uniform white target. (b,d) Textured target.
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CPS GCPS
Number of phase periods N 40
Number of phase encoding patterns 4
Number of Gray-code patterns (codification bits) n/a 6
Total pattern count 4 10
Symbols per phase period D 3 n/a
De Bruijn sequence length L 120 n/a
De Bruijn sequence word length W 11 n/a
Modulation factor M 0.2 n/a
Table 7.2: Pattern parameters used in comparative evaluation of coded phase shifting (CPS)
and phase shifting with an appended Gray-code sequence (GCPS).
length L = ND = 120 is used, where D = 3 is the number of symbols (i.e. stripes) per phase
period. Compared to a Gray-code sequence encoding L = N = 40 periods, the frequency of the
CPS stripe sequence is three times as high. Clearly, the higher the frequency of a pattern, the
sooner the incremental motion-induced shift of the patterns relative to each other will result in
invalid overlap.
As indicated by the results in Fig. 7.4 (a) and (b), the proposed motion compensation method
based on histogram optimization of the embedded stripe pattern significantly reduces the motion-
induced phase error. For both texture-less and textured targets, the phase standard deviation
increases near-linearly with increasing velocity, rather than progressively as observed with the
non-compensated techniques. Furthermore, the critical velocity was greatly extended compared
to both uncompensated CPS and GCPS. The indication that the motion-induced phase error
can not entirely be compensated is explainable by the simplified model of motion effects applied
in the proposed method. In particular, variation of projection- and observation solid angle and
texture effects are expected to be predominant error sources in the motion compensated results2.
Despite texture effects being among the neglected phenomena, the compensation method still
significantly reduces phase standard deviation compared to uncompensated CPS and GCPS.
The results of the same experiments under lateral motion (i.e. motion parallel to the object sur-
face) are depicted in Fig. 7.4 (c) and (d). As illustrated in Fig. 6.1, this motion type is referred
to as texture motion, which accordingly has no effect in case of the plain white target. Since no
additional phase shift is introduced under lateral motion, the compensation method is essentially
idle, apart from noise in the motion estimation result. In case of the textured target, motion
2See Sec. 6.3 for a list of neglected motion-induced phenomena
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velocity near-linearly affects phase standard deviation in all three assessed methods. This is
again explainable by violation of the assumption of static measurement conditions, in particular
concerning surface reflectivity (see the introduction to Chapter 6). As in the case of longitu-
dinal motion, the effect of texture can not be compensated by shifting camera image content.
Summarizing the experimental results involving lateral motion, the phase error was observed to
be approximately an order of magnitude lower than in case of longitudinal motion and increases
with texture frequency and -contrast on the object surface. As errors induced by longitudinal
motion vastly govern the overall reconstruction performance, the focus on compensating these
errors appears justified.
7.3 Answering the first research question
The previous section described experimental results on the 3-D reconstruction performance of
coded phase shifting (CPS) in comparison to the reference technique of phase shifting with an ap-
pended Gray-code sequence (GCPS). Despite a reduction of the projected pattern sequence from
ten to four patterns, CPS shows consistently higher phase standard deviation than GCPS. The
loss in reconstruction quality is explained by the split information channel in the hybrid design
of the CPS pattern sequence. A fraction of the projected amplitude is reserved for embedding
a stripe pattern, which reduces the signal amplitude of the transmitted phase pattern. Further-
more, the embedded stripe pattern is more prone to motion-induced absolute phase errors than
the Gray-code sequence. This phenomenon is indicated by the lower critical longitudinal motion
velocity in Fig. 6.1 (a) and (b), i.e. the lower maximum velocity which would allow at least
50% of the measurement data to be retrieved. This observation is explainable by the threefold
higher spatial frequency (i.e. the shorter stripe period) of the embedded stripe pattern compared
to the highest frequency Gray-code pattern. Since longitudinal motion causes an incremental
shift of the patterns proportional to the velocity, the higher spatial frequency promotes mis-
interpretation (i.e. decode errors) of the stripe sequence at a lower velocity. Accordingly, the
experiment disproved the hypothesis that the reduction of pattern sequence length inherently
improves robustness towards motion (see Chapter 1, page 7).
In addition to CPS and GCPS, the experiments were conducted with the motion compensation
enhanced CPS technique proposed in Chapter 6 (CPS compensated). The results in Fig. 6.1 (a)
and (b) indicate that the novel technique significantly reduces the measurement error induced
by longitudinal motion. Compared to GCPS at its critical velocity, phase standard deviation
is reduced by > 84% in case of a plain white object and > 70% in case of a textured object.
Furthermore, the critical velocity is largely extended compared to CPS and GCPS. As explained
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in Sec. 7.2 and confirmed by the experimental results, the proposed method is not capable of
compensating lateral motion (i.e. texture motion). However, the experiments may lead to the
assumption that errors due to lateral motion are typically an order of magnitude less severe than
errors due to longitudinal motion, even in case of a heavily textured surface as depicted in Fig.
7.2 (b).
In Sec. 1.3, the first research question was formulated as follows:
Does coded phase shifting improve measurement uncertainty of conventional phase
shifting in the presence of motion, while maintaining the minimum structured light
configuration and capability for 3-D data based alignment of multiple measurements?
Rather than concluding a universally valid statement from above experiments, a “0-hypothesis”
is extracted from the research question, followed by an attempt to disprove it for the above
documented experiment conditions. As described in Sec. 1.2, the 0-hypothesis consists in
the negated reformulation of the research question. Accordingly, it is left for the experiment
to confirm or disprove the statement that coded phase shifting does not improve measurement
uncertainty of conventional phase shifting in the presence of motion, or if so, at least not using the
minimum structured light configuration or by losing the capability of 3-D data based alignment
of multiple measurements.
The experiments confirmed that motion compensated CPS delivers on improved measurement
uncertainty compared to conventional phase shifting under the conditions documented above. In
the experiments, the minimum structured light configuration was used, i.e. one camera and one
projector. It is evident from other state of the art implementations such as the online modeling
method proposed by Weise et al. [58, 7] and others [10, 8, 11], that the class of phase shifting
based methods allows for 3-D data based alignment of hand-guided 3-D scans. Consequently,
the 0-hypothesis was disproved for the above evaluated measurement conditions.
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Chapter 8
High Speed Analogue Pattern
Projection
One of the principal challenges in hand-guided scanning is dealing with unavoidable motion
during measurements. While multi-shot techniques typically provide superior measurement un-
certainty, they are more sensitive towards motion than one-shot techniques. Most multi-shot
techniques such as phase shifting rely on static measurement conditions, i.e. any motion during
measurement will lead to phase errors, which in turn cause artifacts in the measurement result.
In Chapter 4, phase shifting was selected as the reference method to optimize for hand-guided
scanning. The optimization resulted in a motion compensated four-step phase shift method,
which allows for full-field measurement of discontinuous objects without the need for stereo-
scopic vision (Chapters 5-7). To further increase motion tolerance of the method, this work
targets at minimizing the total measurement time with a high pattern projection- and image
acquisition frequency.
Among the techniques capable of high-speed pattern projection, digital spatial light modulators
(SLMs) such as digital light processing (DLP) are predominantly found in state of the art
structured light setups [30, 29, 27]. DLP-driven SLMs employ arrays of micro-electromechanical
mirrors to spatially control light flux. In its current release, monochrome pattern projection at
8 bit/pixel grayscale quantization is feasible at a frequency of 291 Hz [77].
The following chapter will introduce a cost effective alternative to digital light modulation (see
also [78]). The proposed method is fast, potentially low-cost and miniaturization potential was
found to be suitable for hand-guided scanning. With respect to pattern resolution and grayscale
quantization, it competes with state of the art digital SLMs.
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8.1 Analogue pattern projection using rotational pattern trans-
port
Imaging structured light pattern projectors comprise at least the following components: a light
engine incorporating a light source and beam shaping optics (e.g. for collimation and homog-
enization), a digital or analogue spatial light modulator (SLM) and objective optics imaging
the modulated light. For multi-shot structured light techniques such as phase shifting, pattern
switching capability, i.e. dynamic spatial light modulation, is required.
In the proposed projection method, a series of structured light patterns is transported by con-
stant rotational motion (Fig. 8.1). The patterns are essentially wrapped around the rotational
center of an SLM illuminated by a light engine and imaged onto an object to be measured.
The rotational motion limits the modulation capability towards the radial direction, which in
most cases is not a limiting constraint, as one-dimensionally modulated patterns are typical for
ray-plane triangulation methods. One of the rare exceptions is the two-dimensionally modulated
phase correlation pattern sequence described by Ku¨hmstedt et al. [27].
Pattern switching is achieved by synchronized timing of camera exposure intervals, integrating
light modulated by a pattern segment during rotation at constant speed. Besides the pattern
sequence, the concept depicted in Fig. 8.1 therefore comprises optical synchronization tracks
to control exposure timing and to ensure the correct pattern order. The calibration pattern is
dedicated for calibrating optical parameters of the projector, according to pinhole-camera models
such as Zhang’s or Tsai’s [79, 80]. The process of projector calibration will be described in
Sec. 8.4.
8.2 Grayscale reproduction with a rotating binary mask
To apply the coded phase shift pattern sequence or most other monochromatic structured light
patterns, a projector capable of grayscale reproduction is required. If the SLM manufacturing
process is limited to binary, e.g. in case of chrome deposition on a glass substrate, it is possible to
reproduce the desired modulation by dithering. In this case, the ratio of active (i.e. translucent)
arc length over total arc length must equal the normalized desired grayscale reproduction at
a given radial coordinate; see Eq. 8.1 and Fig. 8.1, where I(r) is the normalized projected
intensity along SLM radius r and lt, lo are sums of translucent and opaque arc lengths at r,
respectively.
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Figure 8.1: Concept of rotational pattern transport and exposure timing controlled pattern
switching. Note: The projected pattern is two-dimensionally flipped due to the imaging optics.
I(r) =
lt(r)
lt(r) + lo(r)
(8.1)
The resulting dynamic range of intensity value quantization is given by Eq. 8.2, where dp is the
pixel pitch of the SLM.
DNRI(r) = log2
lt(r) + lo(r)
dp
(8.2)
Depending on optical configuration and manufacturing process, minimization of the total in-
terface length between translucent and opaque pattern structures is desirable, e.g. to reduce
diffraction effects. Clearly, one option is to spatially order active and passive regions as illus-
trated in Fig. 8.2 (a). Without these limitations, conventional dithering as illustrated in Fig.
8.2 (b) is applicable. In our implementation, dithering is performed along the secondary (i.e.
circumference-) pattern direction by varying the step width ds of translucent pixels according
to ds =
1
I
, where I is the normalized projected intensity. During camera exposure, the dithered
pattern is integrated along the secondary direction due to rotation, causing the desired averaging
effect.
It is evident that in the spatially ordered distribution of translucent and opaque regions, camera
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Figure 8.2: Comparison of binary pattern tracks on the spatial light modulator (SLM); white
represents translucency. (a) Pattern track with ordered distribution of translucent and opaque
regions. (b) Pattern track with dithered distribution.
exposure intervals are constrained to the full angle of each pattern segment. Furthermore,
between subsequent patterns, an opaque region the size of the imaged area is required to prevent
pattern mixing. Compared to conventional dithering, these regions reduce the overall duty cycle
of camera exposure and therefore the framerate-specific light efficiency of the projector. In
dithered distributions, exposure time is variable, resulting in greater flexibility of the structured
light setup with respect to measurement conditions. Due to the short pattern sequence, coded
phase shifting is particularly well suited for the proposed projector design. Longer sequences
are straightforward feasible; however, they generally result in lower light efficiency due to the
increasing number of passive regions.
8.3 Mechanical sources of phase errors and compensation strate-
gies
8.3.1 Concentric runout and pre-filtering
Assessing mechanical error sources, rotation excentricity (concentric runout) of the SLM pattern
was identified as being the most critical. Several manufacturing tolerances may add to the overall
excentricity:
 Concentric runout of the motor shaft
 Concentric runout of the hub
 Misalignment of the center hole with respect to the center of the deposited pattern
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During projection, excentricity will result in systematic errors in the phase- as well as the
embedded image. In a simulation using SLM properties of a prototypical setup with coded
phase shift pattern sequence (see Sec. 8.6), the resulting phase error due to concentric runout
was estimated. Fig. 8.3 (a) shows the projected phase versus the radial pattern coordinate r
for various amounts of rotational excentricity e. The resulting phase error compared to perfect
alignment is illustrated in Fig. 8.3 (b). It is evident that the projected phase is highly sensitive
towards the effects of concentric runout.
These effects can at least be partially alleviated by pre-filtering the high spatial frequency content
of the projected pattern. In the coded phase shift patterns, the highest spatial frequency content
is contributed by the rectangular shape of the embedded stripe pattern. By applying mild
Gaussian filtering on the embedded pattern, the tolerance towards concentric runout can be
reduced effectively. Fig. 8.3 (c) shows the maximum incurred phase error due to excentricity for
various Gaussian filter standard deviations σ, i.e. various filter strengths, where dc is the spatial
extent of a symbol strip in the embedded image. It is evident that already the weakest simulated
filter using σ = 132dc strongly reduces the resulting phase error compared to the unfiltered case.
The choice of filter strength is clearly subject to optimization, as it is desirable to preserve a
sufficient contrast in the embedded image. The effect of filtering on the embedded stripe pattern
is illustrated in Fig. 8.4 for various filter strengths. In the prototype setups described in Sec.
8.6, a filter strength of σ = 18dc is applied, as it retains the signal amplitude of the transmitted
symbol sequence, but reduces the projected phase error by approximately 80 % for an exemplary
excentricity of 5 µm.
8.3.2 Mechanical alignment procedure
While mechanical error sources could be minimized using high precision components, the use of
standard components and less stringent manufacturing tolerances is desirable from an economic
perspective. However, typical manufacturing- and supplier-specified tolerances for the employed
components are significant. Figure 8.5 shows the worst case scenario of maximal deviation of
the rotational center from the pattern center due to added manufacturing tolerances of motor
shaft, hub and center hole. The tolerances in this illustration are of typical magnitude for the
components used in the two projector prototypes, which will be described in Sec. 8.6.
To minimize rotational excentricity while meeting the requirements of a low-cost pattern pro-
jector, a mechanical alignment procedure after assembly is proposed. Figure 8.6 shows the
concept of a floating rotational center, which is two-dimensionally adjustable using counter-
acting screws. The four counteracting screws are distributed around the hub circumference in
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Figure 8.3: Phase errors due to concentric runout of the SLM. (a) Projected phase for varying
excentricity (two periods, pattern pre-filter standard deviation σ = 18dc, modulation factor
M = 0.2. (b) Phase error for varying rotational excentricity. (c) Maximum phase error in
projected pattern versus excentricity e and pattern pre-filter standard deviation σ, where dc is
the spatial extent of a symbol strip in the embedded image.
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Figure 8.4: Excerpt of embedded image profile ID versus pattern pre-filter standard deviation
σ, where dc is the spatial extent of a symbol strip in the embedded image.
Figure 8.5: Manufacturing tolerances adding to overall excentricity of rotation (concentric
runout) e. The adjustment procedure using a floating rotational center partially compensates
for excentricity. Figures indicate tolerance field widths obtained from suppliers.
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Figure 8.6: Concept of floating rotational center for post-assembly mechanical alignment. (a)
1st generation projector prototype.
cross-shape and allow for iterative alignment of the rotational center to the optical center of the
SLM. As demonstrated later, the effects of remaining excentricity can be compensated by using
a calibrated phase look-up-table.
The alignment procedure is as follows: a lens with short focal length is used to project the SLM
directly onto the image sensor of a camera. The camera has no objective lens, but directly
receives the projection of the SLM with a high magnification factor. While manually rotating
the SLM with activated light source, the oscillating radial pattern position due to concentric
runout is observed to find the angle of maximum offset in either positive or negative direction.
For this purpose, an alignment circle with angular marks was added to the SLM. The known
width of the alignment circle also allows for straightforward estimation of the magnification fac-
tor and therefore the current amount of excentricity. Once the angle of maximum displacement
is determined, the counteracting screws are adjusted in the respective direction to shift the ro-
tational center. By iterating the above procedure, overall excentricity was reproducibly reduced
to less than 2 µm. Once the required excentricity is achieved, axial screws lock the state of the
adjustment.
8.3.3 Axial runout
Besides concentric runout, the effect of axial runout on the projected phase was evaluated. Two
mechanical error sources may lead to axial runout of the SLM:
 Concentric runout of the motor shaft
 Non-perpendicularity of the SLM/hub interface plane with respect to the axis of rotation
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Figure 8.7: The distance of the SLM to the objective lens oscillates due to axial runout.
Axial runout of the SLM causes the focus of the projected image to oscillate due to the varying
distance of the SLM to the objective lens. In the following simulation, a prototypical setup with
coded phase shift pattern sequence (see Sec. 8.6) is again considered. The objective optics have
focal length f = 16 mm, the diameter of the lens aperture is D = 4 mm, the distance of the
SLM to the objective lens is da = 17.254 mm and the distance of the projected image is db = 220
mm. Assuming thin objective optics, a shift δa in the distance of the SLM due to axial runout
causes a shift δb of the projection distance according to Eq. 8.3 (see Fig 8.7).
1
f
=
1
da + δa
+
1
db + δb
(8.3)
≡ δb = f(da + δa)
da + δa − f − db (8.4)
The shift in projection distance causes defocus at the image plane located at db. The effect of
defocus is modeled using a Gaussian filter with σ = Db. With δb known from Eq. 8.3, Db is
obtained using Eq. 8.5.
Db =
D
db
δb (8.5)
The simulation implies that for a given axial runout amplitude a, the parameter δb oscillates
within the interval [−a, a]. Simulating the oscillating focus during a full SLM rotation, the four
pattern images are obtained, which in turn yield the distorted phase and the phase error. As will
be described in more detail below, the maximum phase error incurred for a given axial runout
amplitude strongly depends on the angle of the SLM patterns with respect to the misalignment.
Given a hypothetical angle of the patterns on the SLM, the angle offset Θ0 is added to take into
account the angular dependency of the phase error. Fig. 8.8 shows an excerpt (two periods) of
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Figure 8.8: Phase errors due to axial runout of SLM. (a) Projected phase for varying axial
runout amplitude a (two periods, pattern pre-filter standard deviation σ = 18dc, modulation
factor M = 0.2, angle offset Θ0 = 0.9 rad. (b) Phase error for varying axial runout amplitude.
the projected phase versus the axial runout amplitude a, as well as the resulting phase error.
This simulation assumes an angle offset Θ0 = 0.9 rad, which was empirically found to cause the
highest phase error in the evaluated SLM configuration.
In addition to the simulation in Fig. 8.8, the results given in Fig. 8.9 take into account the full
range of angle offsets Θ0 ∈ [0..2π]. The contour plot shows the phase error versus axial runout
amplitude and angle offset. It is evident that the maximum phase error progressively increases
with higher axial runout amplitudes. Besides, the error strongly depends on the angle of the
patterns with respect to the angle of the axial runout. The magnitude of the error oscillates
four times, reflecting the number of patterns on the SLM. Compared to concentric runout, the
phase error incurred by axial runout in equal amplitude is approximately an order of magnitude
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Figure 8.9: Maximum phase errors in projection due to axial runout of SLM. Contours mark
equal phase errors for combinations of axial runout amplitude a and angle offset Θ0. Contour
values are φe ∈ [0.02, 0.04, 0.06, 0.08, 0.1, 0.12] rad.
weaker in the evaluated setup.
8.3.4 Phase calibration
Using a phase calibration look-up-table (LUT), the systematic phase error resulting from the
remaining concentric- and axial runout of the SLM is corrected. To that end, a series of un-
wrapped CPS phase images is generated on a flat, white calibration target (e.g. a coated glass
plate). To eliminate non-systematic phase errors, e.g. due to camera noise, the set of phase im-
ages is averaged. Subsequently, a row of phase data (e.g. the center row) is selected, followed by
third degree polynomial fitting to estimate the true projected phase. The mapping of true phase
versus observed phase results in the sought after LUT. During measurement, the LUT is used to
retrieve the corrected phase from the raw phase using interpolation. Figure 8.10 (a) shows the
averaged raw phase data and the overlaid polynomial fit. In the depicted LUT, the maximum
residual of the polynomial fit from the measured phase in normalized units is δfit = 5.720 · 10−4
with standard deviation σfit = 7.325 · 10−5.
3-D reconstruction results were evaluated with and without phase calibration to show proof of its
effectiveness. To that end, a flat ground truth target was measured without phase calibration
LUT, with a LUT constructed from a single phase image and a LUT constructed from 64
averaged phase images. Comparing the standard deviation of a plane fit through the measured
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Figure 8.10: Generating the phase calibration look-up-table (LUT). (a) Raw phase row obtained
using a flat ground truth target (blue). A third degree polynomial fit yields the reference phase
for a phase calibration LUT (red). (b) Exemplary magnified phase interval.
data shows a significant improvement in case of phase calibration. Using single- and averaged
LUT data, the standard deviation was decreased by 32 % and 40 %, respectively, compared to
the non-calibrated case.
In the proposed implementation, it is assumed that the projected phase error is constant over the
circumference direction of the SLM. Experiments indicated that this assumption holds well in
practice. However, by performing triangulation using the raw phase data, a roughly estimated 3-
D coordinate can be obtained for each point, which is then back-projected to the SLM coordinate
system. The roughly known origin of the phase in SLM coordinates allows for a two-dimensional
LUT design taking into account locally varying phase errors. After correction using the two-
dimensional LUT, the procedure can be iterated until convergence to obtain the final corrected
phase value.
8.4 Optical projector calibration
Monoscopic structured light systems require camera- as well as projector calibration to perform
camera-projector triangulation. While camera calibration with a standard lens is straightfor-
ward, projector calibration is a less common and slightly more complex task. Several projector
calibration methods have been developed, almost all of which project marks encoding the pro-
jector SLM coordinate system onto a planar calibration target with known world (i.e. absolute-)
coordinate system.
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A popular procedure consists in using a series of horizontal and vertical fringes to encode the
2-D SLM pixel matrix in object space. Audet et al. project a pattern with 12×8 self-identifying
fiducial markers (BCH codes), where the projected pattern is dynamically pre-warped to avoid
interference with the camera calibration marks printed on the target [81]. Ashdown et al.
project a black/blue checkered pattern and employ a complementary cyan/white checkered cam-
era calibration target [82]. None of these methods is applicable to our proposed structured light
setup design, as neither flexible color projection nor a color camera is available. Consequently,
an alternative method for accurate projector calibration is proposed, requiring only a single
black/white projector calibration pattern. A single pattern method is highly desirable to maxi-
mize fill factor of the actual measurement patterns on the rotating disc and therefore maximize
light efficiency.
The underlying model for both camera and projector is the conventional pinhole model with
lens distortion, e.g. used in calibration techniques by Zhang et al. [79] and Tsai et al. [80]. In
this model, a 3-D point pw(xw, yw, zw, 1) in world coordinates is transformed into undistorted
image coordinates (xi, yi, 1) via
pi = A[R, t]pw, (8.6)
where A is the camera matrix or matrix of intrinsic parameters, and [R, t] is the matrix of
extrinsic parameters. [R, t]pw are the camera coordinates of the 3-D point (see [79, 80] for
details). As mentioned above, a static calibration pattern is projected while the disc is idle.
The position of the calibration marks on the SLM is given within the projector disc coordinate
system (xˆp, yˆp) (see Fig. 8.5). In the following steps, it is assumed that the axis of rotation is
stationary and perpendicular to the SLM plane. The proposed calibration procedure consists of
the following steps:
1. Rotate and lock the idle SLM such that the projector calibration pattern is ready to
be projected and does not change its position during the calibration procedure. As no
assumptions are made regarding the exact SLM angle, positioning can be done manually.
2. Calibrate the camera using a standard technique such as Zhang’s or Tsai’s [79, 80]. After
calibration, the matrix of intrinsic parameters and the distortion parameters are known.
3. Acquire an image of a planar calibration target (see Fig. 8.11 (a)) and determine the
matrix of extrinsic parameters for this pose. By definition, the equation of the calibration
target plane is then known in camera coordinates as well.
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4. Project the projector calibration pattern onto the calibration target in the same pose.
Acquire a camera image and extract the sub-pixel image coordinates of all visible projector
calibration points (see Fig. 8.11 (b)). For each point, intersect the camera’s line of view
with the plane defined by the camera calibration target. This way, a corresponding 3-D
point within the camera coordinate system is obtained for each projector calibration point.
5. Repeat steps 3 and 4 k times with different poses of the calibration plate (at least 3
times, typically 6-10 times). Even though the pose of the calibration plate changes with
each view, the position of the projector relative to the camera remains unchanged over all
views; therefore, the transformation Rp and tp is the same in all positions. Consequently,
while the projector calibration marks collected from one position are obviously coplanar,
the marks collected over k different positions represent k different planes and are in sum
non-coplanar.
6. Use the collected data to calibrate the projector using a standard pinhole model based
technique for single view, non-coplanar calibration such as Tsai’s or Zhang’s. This yields
the intrinsic projector parameters (including the distortion parameters) and its external
parameters (R, t) relative to the camera. Then, also the SLM position relative to the
camera, i.e. within the camera coordinate system, is known and the SL system is fully
calibrated.
The pattern designs for both projector- and camera calibration depicted in Fig. 8.11 were
adopted from the work of Forster et al. [22]. The advantage of these pattern designs compared
to a checkerboard design is the low fill factor of the rectangular squares, allowing for simultaneous
recognition of both underlying (i.e. printed pattern) and projected pattern. Furthermore, the
asymmetric design of the camera calibration pattern allows for instant recognition the calibration
target orientation.
8.5 Extending ray-plane triangulation to ray-cone triangulation
For monoscopic structured light setups with linear stripe patterns, the most common method
of 3-D reconstruction is ray-plane triangulation [21, 72, 30]. In the proposed projector concept,
the pattern is arranged in circular form, it is therefore necessary to modify existing methods to
perform accurate triangulation. Obviously, the fringe patterns are wrapped around the rotational
center of the disc, which results in a circularly shaped phase pattern. The absolute phase image
φabs is obtained from the camera image sequence using Eq. 8.7 and subsequent spatial phase
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Figure 8.11: Optical calibration images. (a) Camera calibration sequence with calibration tar-
get under uniform illumination. (b) Projector calibration sequence with additionally projected
calibration pattern.
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Figure 8.12: Concept of ray-cone triangulation. Given an absolute phase value φabs, the radius
rc is determined via Eq. 8.8. With known focal point pp,0 and optical axis, an ideal cone is
triangulated with the camera’s line of sight. Please note that the SLM is virtually mirrored
against the projector’s optical axis due to projection, i.e. the physical axis of rotation is actually
located left to the focal point.
unwrapping, where IC,k represents 2-D image data and k ∈ [1, 2, 3, 4] is the pattern index (see
Chapter 5 for reference).
φrel = arctan2 (IC,3 − IC,1, IC,4 − IC,2)→ (−π, π] (8.7)
Clearly, the range of values in the phase image corresponds to a set of concentric circles within
the disc coordinate system. If projector distortion is ignored, there is a one-to-one correspon-
dence between these circles and a set of cones in 3-D space, whose apexes are located at the
projector’s focal point and whose axes coincide with its optical axis. For a given phase value,
the corresponding cone is fully defined by the projector’s focal point pp,0 and optical axis, as
well as the radius rc at the interception with the SLM (see Fig. 8.12). The first two parameters
are known from the calibration, while rc is related to the normalized absolute phase φabs via Eq.
8.8. Here, rmin and rmax are inner- and outer radii of the phase encoding pattern on the SLM.
rc = rmin + φabs(rmax − rmin) (8.8)
Given an absolute phase value φabs(xc, yc) observed in the camera image, the camera’s ray of
104
High Speed Analogue Pattern Projection
view is intersected with the corresponding cone (see Fig. 8.12). This yields a first 3-D estimate
of the imaged scene point p(xw, yw, zw). This coordinate can then be back-projected into the
projector coordinate system, yielding an estimate (xp, yp) in Cartesian SLM coordinates or in
polar coordinates (φp, rp). Next, a new cone is computed using the ray of projection which
corresponds to the back-projected SLM point, the projector’s focal point and its optical axis.
This time, lens distortion of the projector is considered. Intersecting the camera’s line of view
with the new cone yields a better estimate for the 3-D position of the scene point. This step
is iterated until convergence, i.e. until the SLM point or the 3-D coordinate changes less than
ǫp between two iterations. Typically, 3 - 4 iterations suffice for reasonable convergence. It is
pointed out that in above described approach, the exact position of the calibration pattern,
i.e. the location of the projector coordinate system (xˆp, yˆp), is irrelevant due to the rotational
symmetry of the disc.
8.6 Projector prototypes
Using the above described concepts, two experimental projector prototypes were designed. The
first prototype depicted in Fig. 8.13 (left) incorporates a binary SLM with ordered distribution
of transparent and opaque regions, resulting in a comb-shaped set of patterns. The SLM was
manufactured via chrome deposition on glass substrate using a laser-written mask.
The target rotational speed of the SLM is preset in the controller of a brushless electric motor,
governing the resulting frame rate of the projector-camera system. The communication between
the host computer and the projector is unidirectional. For this purpose, the given implementation
makes use of the built-in general purpose I/O (GPIO) port of the camera, accessed via the IEEE
1394b (FireWire 800) bus.
On the projector side, a microcontroller is used to control the pattern projection sequence.
The sequence is synchronized with the SLM rotation using two optical tracks on the SLM with
respective light barriers in reflective configuration (see Fig. 8.14 (a)). Fig 8.15 shows the timing
diagram of a full four-pattern projection cycle. Once a pattern sequence is requested by the
host (i.e. via the camera GPIO), the projector will wait for Tw < Trot until the optical track “A”
indicates that the current rotation has finished. Once finished, the light source is activated and
the projector will synchronize camera exposures with the optical track “B”. A second trigger of
the optical track “A” resets the state of the projector. The duration of camera exposure intervals
Te can either be adapted to the rotational speed or preset in the camera. While adaptive exposure
is generally preferable, it may be necessary in rare cases to use fixed exposure intervals to fully
exploit the maximum frame rate of a camera.
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Figure 8.13: First and second generation high speed analogue pattern projector prototypes.
An LED light source was selected due to fast switching capability, long lifetime, small form
factor and power efficiency. Compared to consumer digital projectors, the light source is only
activated during a projection cycle. This allows for increased light throughput by exceeding
the continuous rated LED current, while avoiding active cooling. The color spectrum in this
prototype is simultaneous RGB (i.e. white), which was selected to enable measurement of a
wide range of object colors. Illumination in the visible (VIS), near infrared (NIR) or infrared
(IR) spectrum is straightforward feasible by replacing LED and objective lens accordingly.
In a second generation prototype, the design of above described prototype was further opti-
mized, resulting in a more cost efficient, robust and miniaturized implementation (see Fig. 8.13
(right)). As illustrated in Fig. 8.14 (b), the diameter of the SLM was reduced. The grayscale
pattern modulation in the second prototype is achieved using quasi-random dithering instead of
an ordered distribution. While the camera exposure interval was restricted to the full angular
rotation of a pattern segment in the previous approach, premature end of camera exposure is
now possible, allowing for exposure time optimization in between measurements. As mentioned
in Sec. 8.2, another advantage of quasi-random dithering is higher light throughput per measure-
ment, since no opaque regions are required at pattern transitions. Table 8.1 shows a comparative
technical data overview of first- and second generation structured light pattern projectors.
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Figure 8.14: Spatial light modulators (SLMs) of structured light projector prototypes. (a) First
generation SLM with ordered distribution of active and passive regions. (b) Second generation
SLM with dithered distribution of active and passive regions. Enlarged region shows mechanical
alignment circle with angle marks.
8.7 Phase projection quality
In the following, the projection quality of the above introduced first- and second generation
projector prototypes is assessed. As a state of the art reference, the experiments are additionally
conducted using a digital light processing (DLP) pattern projector (see Tb. 7.1 for an overview
of technical data). Similar to the experiments in Chapter 7, the standard deviation of the
projected phase is selected as an indicator for the structured light related projection quality.
Doing so, projection quality is isolated from other properties of a structured light setup such
as triangulation angle, increasing comparability of experimental results. Phase data quality is
in turn directly related to 3-D data quality in structured light systems. Assuming an otherwise
perfect system, the relationship between phase- and 3-D data quality is established by Eq. 3.3.
For each projector to be evaluated, the experiment is conducted as follows: the coded phase shift
pattern sequence is projected onto a planar white target (see Fig. 7.2 on p. 82) and captured by
an external camera. After decoding, the set of camera images yields an absolute phase map. To
determine the phase standard deviation, a representation of the assumed ideal (or ground truth)
phase is required. To that end, three rows in the phase image (top, center, bottom) are evaluated
107
High Speed Analogue Pattern Projection
Figure 8.15: Timing chart of projector controller for coded phase shift pattern projection cycle.
Property 1st generation 2nd generation
Radial pattern resolution 2560 pixel 3520 pixel
Projection grayscale DNR 12.2 bit 12.5 bit
SLM pixel size 5 µm 2.5 µm
SLM resolution 324 Mpixel 494 Mpixel
SLM speed ≈2500 rpm ≈2500 rpm
SLM diameter 90 mm 55.6 mm
Projected area 200×150 mm² 170×130 mm²
Working distance 220 mm 310 mm
Table 8.1: Technical data of first and second generation structured light pattern projectors.
along the primary camera coordinate for each measurement. Subsequently, polynomial fits are
performed on the three phase rows, yielding the assumed ideal phase distribution. The standard
deviation of the projected phase from the ideal phase then serves as an indicator of projection
quality.
Figure 8.16 shows experimental results using the digital projector (DLP) as well as first- and
second generation high speed analogue pattern projectors (HSA). Minimum-, maximum- and
mean phase standard deviations σφ are given from the set of three phase rows for each projector
type. Concerning measurement uncertainty in the entire field of view, the maximum value is
most significant as it represents the “worst-case” phase standard deviation. In Sec. 8.3.4, an
absolute phase calibration technique was proposed to mitigate systematic phase projection errors
using a look-up-table (LUT). For both analogue projectors, the experiment was repeated using
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Figure 8.16: Normalized phase standard deviation for digital projector (DLP) and first/second
generation high speed analogue projectors (HSA). For analogue projectors, experiments were
conducted with and without phase calibration look-up-table (LUT).
the described phase calibration technique. The results of the DLP benchmark were obtained
with a camera exposure time of 16.6 ms per pattern, which corresponds to a single projection
cycle at 60 Hz projection rate. Both analogue projectors were designed to operate at higher
projection frequencies, the experiment was therefore conducted at 5 ms exposure time, which
corresponds to a projection rate of 200 Hz.
Compared to the DLP projector benchmark, the results indicate a maximum phase standard
deviation reduced by approximately 26 % for the first generation high speed analogue projec-
tor. Using absolute phase calibration, the result is further improved to 61 % reduction. The
strong effect of phase calibration indicates a significant contribution of systematic phase error,
which is expected to be mainly caused by mechanical error sources such as concentric runout
(see Sec. 8.3.1). Fluctuation of camera exposure time and LED light source radiant flux are
non-systematic error sources inherent to both DLP and HSA projectors. Additional timing noise
in DLP projectors such as LED color cycle timing and micro-mirror synchronization as well as
noise in the VGA video signal may explain the slightly higher phase standard deviation com-
pared to HSA 1. These error sources are not present in HSA, which leads to high reproducibility
of patterns generated with the rotating pattern disc. Furthermore, grayscale reproduction in the
reference DLP projector requires photometric calibration to neutralize the internal gamma set-
ting. The photometric calibration is an additional error source and may lead to inferior grayscale
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Figure 8.17: Measurement results for high speed analogue pattern projectors (HSA) with and
without phase calibration LUT.
quantization, in particular in dark pattern regions. Assuming an ideal pattern manufacturing
process, HSA has therefore advantages in linearity of grayscale reproduction, besides inherently
higher quantization of better than 12 bit compared to 8 bit in the reference DLP projector.
As the results for HSA 2 clearly indicate, additional error sources were introduced with the
second generation redesign. Compared to the DLP benchmark, the maximum phase standard
deviation is significantly higher in non-phase-calibrated and phase-calibrated case. Compared to
HSA 1, concentric- and axial runout were reduced in HSA 2, which precludes mechanical error
sources as dominant cause for the increased phase error.
Besides miniaturization, the redesign in HSA 2 was mainly motivated by the prospect of variable
camera exposure times. Variable exposure times potentially increase flexibility of the structured
light system towards measurement conditions: short exposure times are used for bright scenes
(i.e. material with high reflectivity coefficient or specular reflections), while dark scenes require
longer exposure times. In a scene comprising both dark and bright regions, a multiple exposure
series may increase overall dynamic range of the system. In the evaluated DLP projector,
exposure times shorter than the projection cycle are not straightforward feasible due to inter-
frame color cycling. In HSA 1, the ordered distribution of translucent and opaque regions
wrapped around the disc’s rotational center requires rotation throughout a full segment angle
before camera exposure may end, otherwise the pattern will not be reproduced as intended (see
Sec. 8.2).
In the redesign for HSA 2, this limitation was overcome by employing a quasi-random distribu-
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tion of translucent and opaque regions, which allows for end of camera exposure before a full
pattern segment rotation is completed. The pattern design assumes a manufacturing process
capable of perfectly resolving the dithered distribution of translucent and opaque pattern re-
gions. As microscopic evaluation of the pattern disc indicated, this assumption does not hold
in practice. Essentially, individual pattern pixels bleed into each other, locally extending or
reducing the effective area of translucent and opaque regions. This results in non-linearity of
grayscale reproduction and therefore causes additional phase errors. These systematic phase
errors can be partially eliminated by the phase calibration LUT. However, defocus or volume
scattering material such as human skin potentially violates the design conditions of the LUT,
which reduces effectiveness of phase calibration.
The experiment indicates that additional measures are required to improve phase projection
quality of the HSA 2 prototype. In a subsequent redesign, the following items will be considered:
 The current pattern manufacturing process is not suited to accurately reproduce the
dithered structure proposed in Sec. 8.2. It is left for future work to investigate whether a
more suited process is available.
 In lack of a more accurate process, it may be possible to model the behavior of the current
process. This might allow for a-priori compensation, i.e. an accordingly modified pattern
could lead to the desired pattern if the process is sufficiently determined.
 Alternatively, the well-performing pattern design applied in HSA 1 may be adopted. Since
variable camera exposure time is not possible using the HSA 1 pattern design, an alter-
native method must be used to control light integration on the camera. This task could
be achieved by adaptively dimming the LED so as to achieve the scene specific optimum
illumination strength. Clearly, the disadvantage of this method is that dimming reduces
the pattern amplitude in the scene, while ambient illumination sustains. In case of vari-
able exposure time, the intensity ratio of pattern illumination to ambient illumination
remains constant. The effect of dominating ambient illumination may be mitigated by
using monochromatic pattern projection and color filtering on the camera side.
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Chapter 9
Reconstruction Performance Using
Analogue Pattern Projection
In Chapter 8, an analogue pattern projection technique based on rotational pattern transport
was proposed. In the following, the reconstruction performance of a prototypical hand-guided
3-D scanner employing the novel technique will be evaluated. Based on the results, the second
research question stated in Chapter 1 will be answered.
9.1 Hand-guided 3-D scanner prototype
The hand-guided 3-D scanner setup depicted in Fig. 9.1 comprises a single monochromatic
camera and an analogue projector with coded phase shift pattern sequence as proposed in
Chapter 8. In the pattern projector, a dithered distribution of translucent and opaque regions
is used to achieve grayscale pattern projection with a binary spatial light modulator (SLM) (see
p. 90 ff.). Technical data of this setup is summarized in Tb. 9.1.
9.2 Experiment design
For the quantitative evaluation of 3-D reconstruction performance, this work adheres to the
guideline VDI/VDE 2634 Part 2, proposing methods for testing optical 3-D measuring systems
based on area scanning [14]. A set of three quality parameters is proposed: probing error, sphere
spacing error and flatness error. The quality parameters serve to “specify optical 3-D measuring
systems, and to compare different measuring systems” [14]. In the following, the three quality
parameters are briefly introduced.
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Figure 9.1: Hand-guided 3-D scanner setup using high speed analogue pattern projector with
coded phase shift pattern sequence.
9.2.1 Probing error
The probing error describes “the characteristic error of the optical 3-D measuring system within
a small part of the measuring volume” [14]. The quality parameter is established in experiments
using a sphere normal with diffusely reflecting surface. The sphere normal is probed in at least
ten different positions withing the measurement volume of the measuring system, where the
positions should be distributed as homogenous as possible. For each position, a sphere fit with
free radius is performed. The range of the residuals from the best-fit sphere yields the probing
error. The probing error if affected by a wide range of error sources, such as various forms of noise
and non-linearity in the projection and imaging processes, geometrical- and optical calibration
errors and external error sources such as ambient light.
9.2.2 Sphere spacing error
The sphere spacing error serves to “verify the length measuring capability of the measuring
system” [14]. The parameter is evaluated using an artifact with spherical probing features, e.g.
a dumbbell (see Fig. 9.2). The artifact is probed in at least seven homogeneously distributed
positions in the measurement volume (a recommendation for these positions is provided in the
guideline). After probing, sphere fits are performed with the data of the spherical probing
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Property Value
Projector type Analogue (rotational pattern
transport)
Nominal triangulation angle 10°
Light source LED (RGB simultaneous)
Acquisition time, projection frequency 20 ms, 200 Hz
Radial pattern resolution 3520 pixel
Projection grayscale DNR 12.5 bit
SLM diameter, pixel size, resolution 55.6 mm, 2.5 µm, 494 Mpixel
SLM rotational speed ≈ 2500 rpm
Camera image sensor Kodak KAI-0340D (1/3” CCD)
Camera image format 640×480×8 bit/pixel
Nominal working distance 310 mm
Nominal measurement volume (W×H×D) ≈170×130×150 mm³
Table 9.1: Configuration of hand-guided 3-D scanner setup.
features. Contrary to the probing error, the radius of the sphere fit is fixed, adopted from the
calibration certificate of the artifact. The distance of the fitted sphere centers for each individual
artifact position then serves to evaluate the distance measuring capability. The sphere spacing
error is the maximum deviation of of the measured distances from the distance provided in the
calibration certificate. Error sources affecting the sphere spacing error include these listed for
the probing error; however, the effect of geometrical and optical miscalibration is more dominant
in the results.
9.2.3 Flatness measurement error
The flatness measurement error is derived from the deviation of a plane fit to the measurement
result of a flat test surface, similar to the experiments conducted in Chapter 7. The test surface
is measured in at least six different positions and angles in the measurement volume; recom-
mendations for these positions are provided in the guideline. Best-fit planes are determined for
each measurement. The flatness measurement error is the range of the signed deviations from
the best-fit planes in all measurements.
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Figure 9.2: Evaluation of sphere spacing error and probing error using a sphere spacing normal.
Color mapping represents deviation from fitted sphere.
9.3 Experimental results
For the evaluation of the hand-guided 3-D scanner setup, the quality parameters probing error,
sphere spacing error and flatness measurement error are experimentally determined. In order
to further classify the error sources leading to the 3-D reconstruction quality metrics, each
experiment is conducted twice. In the first iteration, a single measurement is performed, while
in the second iteration, the results are averaged from a series of 32 measurements to reduce the
effect of non-systematic noise.
Table 9.2 shows the results of the probing error experiment. As described in Sec. 9.2, the sphere
normal was located in 11 different positions in the measurement volume of the structured light
setup. The maximum error range from a best-fit sphere with free radius over the sequence of
measurements yields the probing error R of the respective measurement method. The probing
error experiment mainly aims at error sources such as systematic and non-systematic noise. Since
the measured sphere is small compared to the measurement volume and the fit is estimated with
a free diameter, errors in length measuring capability due to calibration errors are suppressed
in this experiment. As evident in the results, averaging reduced the probing error by 22 %.
In the sphere spacing error experiment, a sphere distance normal was positioned in 7 different
locations in the measurement volume. For each pose, best-fit spheres with fixed diameter were
estimated for both spheres of the artifact. The maximum absolute deviation from the ground
truth yields the sphere spacing error SD for the respective measurement method. The experi-
ment primarily assesses the distance measuring capability of the setup and suppresses the effect
of non-systematic measurement noise. As averaging merely decreases non-systematic noise, the
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Test object location Sphere
diameter [mm]
Error range
Ri [mm]
Sphere
diameter [mm]
Error range
Ri [mm]
1× 32×
Body corner 1 29.773 0.082 29.779 0.055
Body corner 2 29.818 0.076 29.820 0.053
Body corner 3 29.729 0.077 29.768 0.051
Body corner 4 29.603 0.088 29.665 0.053
Body corner 5 29.766 0.055 29.792 0.046
Body corner 6 29.815 0.081 29.819 0.060
Body corner 7 29.762 0.076 29.791 0.052
Body corner 8 29.679 0.066 29.695 0.040
Front 29.792 0.074 29.799 0.058
Center 29.753 0.081 29.768 0.069
Back 29.749 0.072 29.772 0.059
R = max(Ri) 0.088 0.069
Table 9.2: Results of probing error experiment for hand-guided 3-D scanner setup.
effect of averaging is negligible as evident in the experimental results in Tb. 9.3.
The flatness measurement error experiment was conducted by measuring a flat ground truth
surface in 6 poses distributed within the measurement volume. The maximum absolute error
range of the measurement deviation from respective best-fit planes yields the quality parameter
RE . The experiment emphasizes systematic and non-systematic noise errors in the measurement
process. However, unlike the probing error experiment, the ground truth surface spans widely
across the measurement volume, exposing calibration errors of the setup. As observable in the
results given in Tb. 9.4, averaging is highly effective on the error range, yielding a improvement
of 39% for this quality parameter. The error range remaining after averaging is expected to be
largely affected by the calibration quality of the setup.
9.4 Answering the second research question
In the previous section, the reconstruction performance of a hand-guided structured light setup
was evaluated. The setup incorporates a high speed analogue pattern projector as proposed in
Chapter 8 in conjunction with the coded phase shift pattern sequence proposed in Chapter 5.
The experiments were conducted in preparation to answer the second research question posed
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Test object location Value [mm] Deviation
∆li [mm]
Value [mm] Deviation
∆li [mm]
1× 32×
Axis x 79.928 -0.078 79.950 -0.056
Axis y 80.040 0.034 80.052 0.046
Axis z 80.128 0.122 80.135 0.129
Plane xy, front 80.078 0.072 80.089 0.083
Plane xy, rear 79.984 -0.022 80.002 -0.004
Plane yz 79.874 -0.132 79.896 -0.110
Diagonal 80.039 0.033 80.054 0.048
Ground truth 80.006 80.006
SD = max |∆li| 0.132 0.129
Table 9.3: Results of sphere spacing error experiment for hand-guided 3-D scanner setup.
Test object location Standard
deviation
[mm]
Error range
RE,i [mm]
Standard
deviation
[mm]
Error range
RE,i [mm]
1× 32×
Plane xy, front 0.028 0.154 0.018 0.109
Plane xy, center 0.036 0.185 0.023 0.115
Plane xy, rear 0.045 0.282 0.032 0.171
Plane diagonal 1 0.035 0.204 0.021 0.108
Plane diagonal 2 0.031 0.160 0.021 0.101
Body diagonal 0.027 0.145 0.016 0.078
RE = max(RE,i) 0.282 0.171
Table 9.4: Results of flatness measurement error experiment for hand-guided 3-D scanner setup.
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Figure 9.3: Reconstruction performance quality parameters for hand-guided 3-D scanner setup.
(a) Probing error. (b) Sphere spacing error. (c) Flatness measurement error. (d) Relative error
(quality parameter) of single measurement versus 32 averaged measurements.
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Figure 9.4: Exemplary measurement results using hand-guided 3-D scanner setup as described
in Sec. 9.1.
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in this work:
Can analogue pattern projection using rotational pattern transport deliver projection
frequencies comparable to state of the art pattern projectors in a cost efficient and
miniaturized setup, and which 3-D reconstruction quality is attainable in conjunction
with the coded phase shift technique?
The first part of above research question refers to the projection frequency of the proposed
pattern projection technique. As described in Sec. 1.2, the negated logical conditions contained
in the research question lead to definition of the “0-hypothesis”, which may or may not be
disproved. Accordingly, the 0-hypothesis consists in the statement that the proposed technique is
not capable of attaining a projection frequency comparable to state of the art pattern projectors,
or if so, it forbids a cost efficient design or a miniaturized setup.
In Chapter 8, two pattern projector prototypes implementing the novel technique were described.
The two prototypes mainly differ by the design of the SLM disc: the first generation prototype
(HSA 1) employs a grouped distribution of translucent and opaque pattern regions to generate
a grayscale pattern with a binary chrome mask, whereas the second generation prototype (HSA
2) makes use of a dithering strategy (see Sec. 8.2 on p. 90 ff.).
By design, the proposed analogue pattern projection technique is capable of exceeding state
of the art specifications in digital pattern projection such as digital light processing (DLP).
The spatial light modulator (SLM) disc employed in the prototype offers a primary pattern
resolution of 3520 pixels (2.5 µm pixel size), compared to 1920 pixels (10.8 µm pixel size) in
DLP. At a grayscale quantization dynamic range of 8 bit/pixel, DLP is capable of 291 Hz pattern
projection frequency, whereas experiments with the prototypes were conducted at up to 400 Hz
[77]. Furthermore, the SLM disc may potentially allow for higher light throughput than current
digital projectors due to the freely scalable pattern area.
Experiments on the projection quality in Sec. 8.7 indicated that HSA 1 exceeds pattern pro-
jection quality of a reference digital projector (DLP), in particular using the phase calibration
method introduced in Sec. 8.3.4. However, the experiments further showed that the dithered
pattern design implemented in HSA 2 is particularly limited by the resolution of the pattern
production process. Given equal limitations, the experiments concluded with significantly higher
pattern projection quality of HSA 1 compared to HSA 2. The redesign of the first generation
projector prototype was mainly motivated by the prospect of miniaturization and capability of
variable projection cycle times, which are exclusively enabled by the dithered pattern design in
HSA 2. Variable projection cycle times enable according variation of camera exposure times to
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adapt to a wide range of light conditions in a scene to be measured. To combine advantages
of both pattern designs, i.e. superior projection quality and capability for variable projection
cycle times, adoption of the HSA 1 pattern design is proposed in conjunction with a controllable
projector light source (see p. 111 ff.). Further investigations on an according redesign are left
for future work.
Concerning the aspect of cost efficiency, it is pointed out that the proposed technique largely
employs commodity components, i.e. an LED, an electric motor and infrared light barriers for
synchronization. These components are non-specialized and mass produced, which may lead
to the assumption of cost efficiency in large volumes. Apart from the commodity components,
the SLM disc was manufactured using direct laser writing of a chrome-on-glass substrate. In
production of large volumes, greatly increased cost efficiency is attainable by replacing direct
laser writing with a photolithographic reproduction process.
The proposed pattern projection technique was demonstrated in a size- and weight-optimized
implementation. In digital projection engines, the recently emerged class of pico projectors
currently marks the reference in miniaturization. Due to mechanical constraints such as the size
of the SLM disc, slightly less miniaturization potential is estimated compared to the smallest
digital projection engines. However, the projector prototype was found to be suitable for use in
a hand-guided 3-D scanner setup with respect to weight and dimensions.
Given the experimental results with the pattern projector prototypes and reasons for the as-
sumption of cost efficiency and miniaturization potential, the 0-hypothesis extracted from the
first part of above research question was disproved.
The second part of the research question addresses the 3-D reconstruction performance of the
pattern projection technique in conjunction with coded phase shifting in a quantitative nature.
To answer the research question, experiments were conducted with a hand-guided 3-D scan-
ner setup as described in Sec. 9.1. For the class of area scanning measurement systems, the
VDI/VDE 2634 guideline proposes a standardized evaluation procedure leading to a set of three
quality parameters: probing error, sphere spacing error and flatness error. The results of the
experiment, and therefore the answer to the second part of the research question, are provided
in Sec. 9.3.
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Summary and Outlook
The research in this work is directed at increasing technological and economic potential of
measurement techniques and hardware in the field of hand-guided 3-D scanning. Analyzing a
market survey on commercially available 3-D scanners including stationary and hand-guided
devices, technological and economic shortcomings were identified, which motivated the research
in this work. The analysis led to the definition of research goals in measurement uncertainty,
motion robustness, capability for tracker- and markerless operation and cost efficiency. In the
scope of research towards these goals, the coded phase shifting measurement technique and a
novel approach to high speed pattern projection were proposed. The research questions directed
at the performance of these contributions with respect to the research goals were cumulatively
answered in Chapters 5-9. The following will summarize these results and conclude with their
implications for the state of the art in hand-guided 3-D scanning, as well as possible directions
for future research in the field.
10.1 Summary
Phase shifting is a widely applied technique in stationary triangulation based 3-D scanners due
to superior attainable measurement uncertainty, high data density and robustness towards mea-
surement conditions. However, in the presence of motion caused by inevitable hand movements
during the scan, measurement uncertainty significantly deteriorates. With the goal of increased
motion robustness, the coded phase shifting technique is introduced as a promising alternative
to phase shifting in hand-guided 3-D scanning applications. The method incorporates a hybrid
structured light pattern design, which extends the conventional projection of phase data with an
embedded stripe pattern. The stripe pattern enables solutions of the correspondence problem
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inherent to all triangulation based 3-D acquisition techniques without projection of additional
patterns. Directed at the performance of the technique with respect to the research goals, the
following research question was formulated:
Does coded phase shifting improve measurement uncertainty of conventional phase
shifting in the presence of motion, while maintaining the minimum structured light
configuration and capability for 3-D data based alignment of multiple measurements?
While theoretical and experimental evaluations indicated that the reduced pattern sequence
length does not instantly translate into increased motion robustness, the method gives rise to
a novel motion compensation technique making use of the embedded stripe pattern. Assessing
the effect of motion in hand-guided 3-D scanning for uniform as well as textured object surfaces,
application of the technique resulted in a significant improvement of measurement uncertainty.
Furthermore, the technique fulfills the goals of tracker-less operation and cost efficiency, which
were deduced in the analysis of the market survey. Tracker-less operation is enabled by the
potentially large overlap of measurement data between successive measurements. The cost-
efficiency goal was translated into the requirement that a suitable technique should only rely on
the minimum structured light configuration, i.e. a single camera and projector. Accordingly,
the first research question posed in the introductory chapter is answered positively. The results
indicate that motion compensated coded phase shifting is a suitable extension of the commonly
used phase shifting technique for hand-guided 3-D scanning applications.
Aside from applications in hand-guided 3-D scanning, it is worth noting that coded phase shifting
significantly reduces measurement time compared to the widely employed technique of phase
shifting with an appended Gray-code sequence. This property may be beneficial in applications
requiring fast cycle times, such as in-line inspection.
Focusing on the hardware aspect in hand-guided 3-D scanning, motion robustness in multi-shot
techniques ultimately depends on the pattern projection and image acquisition speed during
a measurement cycle. Assessing the state of the art in structured light pattern projection
techniques motivated research towards higher projection frequencies, while maintaining a cost
efficient design and miniaturization potential suitable for hand-guided 3-D scanning. In consid-
eration of these research goals, a novel analogue pattern projection technique based on rotational
pattern transport was proposed. In the introductory chapter, the second research question was
posed in regard to the performance of the proposed technique for hand-guided 3-D scanning
applications:
Can analogue pattern projection using rotational pattern transport projection deliver
projection frequencies comparable to state of the art pattern projectors in a cost
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efficient and miniaturized setup, and which 3-D reconstruction quality is attainable
in conjunction with the coded phase shifting technique?
Experiments with prototypical implementations indicated that projection frequency may exceed
the state of the art in digital projection, while potentially allowing for higher pattern resolution
and better grayscale quantization. In order to relate miniaturization potential of the proposed
technique to the state of the art, the recently emerged class of pico projectors may serve as a
reference. Due to mechanical constraints such as the size of the light modulating disc, the minia-
turization potential is estimated to be slightly inferior to the smallest pico projection engines.
However, implementing the proposed concept in a prototypical hand-guided 3-D scanner, weight
and dimensions were found to be well suited for use in this application field. Besides, the widely
scalable size of the pattern track on the rotating disc allows for an accordingly enhanced light
throughput compared to digital projection, where manufacturing complexity and thereby cost
efficiency limit the size of the light modulator. The advantage of scalability may prove beneficial
in large area inspection tasks, requiring accordingly high light throughput.
Concerning the aspect of cost efficiency, a universally valid statement would require detailed
insight into the volume-dependent cost of hardware components, manufacturing costs and ra-
tionalization potential, both for the proposed concept and a possible reference technique such
as digital projection. Due to the lack of this profound economic data, this aspect was con-
sidered relying on rational considerations. From a most general point of view, the proposed
concept widely comprises commodity hardware components such as an LED, an electric motor
and infrared light barriers. These non-customized components are mass produced and therefore
assumed to be highly optimized towards cost efficiency. The pattern disc requires specialized
production, but cost efficiency will significantly benefit from high volume production using a
photolithographic reproduction process. However, depending on production volume and possi-
ble rationalization potential, assembly and adjustment of the mechanical components may be
a significant cost factor in implementations of the concept. In conclusion, a general hypothesis
directed at volume-dependent cost efficiency can not be answered with the available economic
data. However, in the prototypical implementation, a single projector unit was found to be
cost competitive with high speed digital projection engines delivering comparable projection
frequencies.
The contributions of this work were implemented in a hand-guided 3-D scanner setup comprising
a high speed analogue pattern projector with coded phase shift pattern sequence. The proto-
typical setup served as an object of investigation for assessing the reconstruction performance
of the combined techniques. In Chapter 9, these benchmarks were conducted according to the
VDI/VDE guideline for optical 3-D measuring systems based on area scanning.
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10.2 Outlook
Research strives to answer research questions, but often gives rise to new, promising fields of
investigation at the same time. The following section will discuss potentially interesting research
directions and applications, which emerged in the scope of this work.
Online registration
The introduction of the coded phase shifting technique was motivated by research goals in mea-
surement uncertainty, motion robustness, cost efficiency and capability for tracker- and marker-
less registration. Tracker- and markerless registration in real-time was previously demonstrated
in work by Weise [7] and others [10, 8, 11, 6]. Further implementation of the proposed concept
for hand-guided 3-D scanning requires an analysis of the state of the art in search of a suitable
registration method.
After submission of this work, Austrian company Sirona Dental Systems GmbH has released a
realtime hand-guided 3-D scanner for dental purposes named OmniCam®, which makes use of
a spatial neighborhood based coded light technique (see Sec. 2.1.1) with color encoding scheme
(see Sec. 4.3.3). The system is noteworthy since it demonstrates realtime tracker- and markerless
registration in conjunction with single shot 3-D acquisition [83].
Parallelization
To maximize data processing performance, the concept of parallelization is employed in various
steps of the 3-D acquisition pipeline, e.g. in image acquisition and -interpretation tasks. Using
this concept, near-realtime 3-D acquisition rate of approximately 15 measurements per second
were achieved on a state of the art laptop computer (Intel Core i5 processor). The rapidly
progressing performance of graphical processing unit (GPUs) offers further potential to outsource
highly parallelizable computational tasks to the graphics card.
Measurement time
In phase shifting based 3-D acquisition techniques, the maximally possible pattern projection
and image acquisition rate is often limited by the projector [29, 30]. Higher frequencies straight-
forward increase motion robustness of a given technique, therefore, full exploitation of hardware
capabilities is desirable. In the prototypical implementation of coded phase shifting with ana-
logue pattern projection, the high speed camera is the limiting factor, while the projector was
126
Summary and Outlook
demonstrated to be capable of more than twice the camera acquisition rate. With the further
advancing state of the art in camera- and data bus technology, cost efficient cameras delivering
significantly higher acquisition rates are expected to become available in the near future. As in
case of GPUs, the potential of constantly increasing hardware performance for hand-guided 3-D
scanning is a promising field of future investigation.
Applications beyond hand-guided 3-D scanning
As stated in Sec. 10.1, the properties of the coded phase shifting technique may be of interest
for a range of applications aside from hand-guided 3-D scanning. The hybrid design of the coded
phase shift pattern sequence allows for a significantly reduced number of patterns to be projected
for a complete 3-D measurement. Given a pattern projection frequency of more than 200 Hz
as demonstrated using the proposed analogue projection method, this results in a measurement
cycle time of less than 20 ms. Compared to existing methods attaining measurement uncertainty
comparable to conventional phase shifting with the same pattern sequence length, the unique
property of coded phase shifting is that it only requires a single camera and at the same time is
capable of resolving isolated surface regions (see Sec. 4.3.1). Accordingly, coded phase shifting
is potentially interesting in applications requiring short measurement time, cost efficiency and
versatility with respect to measurement conditions. The wide range of possible application fields
includes in-line inspection, inspection of deformable objects, collision avoidance, human-machine
interaction and entertainment.
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