This paper examines the interpretability-accuracy tradeoff in fuzzy rule-based classifiers using a multiobjective fuzzy genetics-based machine learning (GBML) algorithm. Our GBML algorithm is a hybrid version of Michigan and Pittsburgh approaches, which is implemented in the framework of evolutionary multiobjective optimization (EMO). Each fuzzy rule is represented by its antecedent fuzzy sets as an integer string of fixed length. Each fuzzy rule-based classifier, which is a set of fuzzy rules, is represented as a concatenated integer string of variable length. Our GBML algorithm simultaneously maximizes the accuracy of rule sets and minimizes their complexity. The accuracy is measured by the number of correctly classified training patterns while the complexity is measured by the number of fuzzy rules and/or the total number of antecedent conditions of fuzzy rules. We examine the interpretability-accuracy tradeoff for training patterns through computational experiments on some benchmark data sets. A clear tradeoff structure is visualized for each data set. We also examine the interpretability-accuracy tradeoff for test patterns. Due to the overfitting to training patterns, a clear tradeoff structure is not always obtained in computational experiments for test patterns.
Introduction
There are two main goals in the design of fuzzy rule-based systems: one is the accuracy maximization and the other is the complexity minimization. In the 1990s, emphasis was placed on the accuracy maximization. Various approaches have been proposed to improve the accuracy of fuzzy rule-based systems using learning algorithms of neural networks and optimization techniques in evolutionary computation (e.g., see Cordon et al. [1] for a review on various evolutionary optimization techniques for the design of fuzzy rule-based systems). Those approaches usually improve the accuracy of fuzzy rule-based systems at the cost of their interpretability. That is, the complexity of fuzzy rule-based systems usually increases as a result of the accuracy maximization. Some researchers tried to simultaneously perform the accuracy maximization and the complexity minimization in order to design fuzzy rule-based systems with high accuracy and high interpretability [2] [3] [4] . It is, however, impossible to simultaneously optimize these two objectives. Thus the existence of the accuracy-complexity tradeoff in the design of fuzzy rule-based systems has been realized [5, 6] . Recently, the accuracy maximization and the complexity minimization have been often discussed as multiobjective optimization problems [5] [6] [7] [8] [9] . The accuracycomplexity tradeoff has been also studied for the design of neural networks [10, 11] . In the field of fuzzy rule-based systems, the accuracy-complexity tradeoff is often referred to as the interpretability-accuracy tradeoff. This is because high interpretability is the main advantage of fuzzy rule-based systems over other nonlinear systems such as neural networks.
One of the first attempts to simultaneously perform the accuracy maximization and the complexity minimization of fuzzy rule-based classifiers was GA-based rule selection of Ishibuchi et al. [12, 13] in the mid-1990s. They used the following fitness function for fuzzy rule selection:
fitnessðSÞ ¼ w 1 Á f 1 ðSÞ À w 2 Á f 2 ðSÞ; ð1Þ
where S is a set of fuzzy rules (i.e., S is a fuzzy rule-based classifier), f 1 (S) is the number of correctly classified training patterns by S, f 2 (S) is the number of fuzzy rules in S, and w 1 and w 2 are prespecified positive constants. A standard single-objective genetic algorithm was used to maximize the fitness function in (1) . The GA-based rule selection method was extended to two-objective rule selection in [14] , where a simple multiobjective genetic algorithm was used to find a large number of non-dominated rule sets with respect to the following two objectives:
Maximize f 1 ðSÞ and minimize f 2 ðSÞ: ð2Þ
This formulation was further extended to three-objective rule selection in [15, 16] as follows:
Maximize f 1 ðSÞ; minimize f 2 ðSÞ; and minimize f 3 ðSÞ; ð3Þ
where f 3 (S) is the total number of antecedent conditions (excluding ''don't care'' conditions) of fuzzy rules in S. Since the number of antecedent conditions of each fuzzy rule is often referred to as the rule length, f 3 (S) can be viewed as the total rule length. While only the number of fuzzy rules was considered as a complexity measure in the two-objective formulation in (2) , the length of each fuzzy rule was also taken into account in the three-objective formulation in (3).
GA-based rule selection in [12] [13] [14] [15] [16] consists of two stages: heuristic generation of candidate rules and genetic rule selection. In the handling of low-dimensional problems such as the iris data set with four attributes, all possible fuzzy rules can be used as candidate rules [12] [13] [14] . Heuristic prescreening of candidate rules, however, is necessary in the candidate rule generation stage [15, 16] when a GA-based rule selection method is to be applied to high-dimensional problems such as the wine data set with 13 attributes and the sonar data set with 60 attributes. A data mining technique was used in [16] to generate a prespecified number of promising candidate rules. Genetic algorithms were used in the rule selection stage where each rule set was coded as a binary string. The string length is the same as the number of candidate rules.
A number of fuzzy genetics-based machine learning (GBML) algorithms have already been proposed in the literature [1] where fuzzy rule-based systems are generated from numerical data through genetic operations. Fuzzy GBML algorithms are usually classified into two categories as in the case of standard non-fuzzy GBML algorithms: Michigan approach and Pittsburgh approach. A single rule is handled as an individual in the Michigan approach while a rule set is handled as an individual in the Pittsburgh approach. As a result, the evolution of fuzzy rule-based systems is indirectly driven by the fitness evaluation of each fuzzy rule in the Michigan approach while it is directly driven by the fitness evaluation of each rule set in the Pittsburgh approach. There is another category of fuzzy GBML algorithms: iterative rule learning approach where a single rule is obtained from each execution of a GBML algorithm. A fuzzy rule-based system is constructed by its iterative execution (for details, see [1] ).
In our former studies [17, 18] , we showed that fuzzy rule-based classifiers can be generated for high-dimensional problems with many attributes by a Michigan-style GBML algorithm even when we use simple grid fuzzy partitions of the pattern space. Those studies demonstrated the necessity of the use of ''don't care'' conditions in the handling of high-dimensional problems. We also combined the Michigan and Pittsburgh approaches into a single hybrid algorithm [19] . In this paper, we extend the hybrid fuzzy GBML algorithm to the case of multiobjective optimization. Through computational experiments using a hybrid multiobjective fuzzy GBML algorithm on six benchmark data sets in the UCI Machine Learning Repository (http://www.ics.uci.edu/~mlearn/), we examine the interpretability-accuracy tradeoff in the design of fuzzy rule-based classifiers. This paper is organized as follows. First we explain some basic concepts in multiobjective optimization in Section 2. We also explain the NSGA-II algorithm of Deb et al. [20] in Section 2. Next we explain fuzzy rule-based classifiers, three formulations of their multiobjective design, and our hybrid multiobjective fuzzy GBML algorithm in Section 3. Our GBML algorithm is implemented in the framework of the NSGA-II algorithm. Then we examine the interpretability-accuracy tradeoff in fuzzy rule-based classifiers in detail through computational experiments on benchmark data sets in Section 4. We also compare the three formulations of multiobjective fuzzy rule-based classifier design with each other in Section 4. Our GBML algorithm is compared with the multiobjective fuzzy rule selection method in Section 5. Finally we conclude this paper in Section 6.
Evolutionary multiobjective optimization
Evolutionary multiobjective optimization (EMO) is one of the most active research areas in the field of evolutionary computation [21] [22] [23] [24] . In this section, we briefly explain some basic concepts in multiobjective optimization and one of the most well-known and frequently-used EMO algorithms: NSGA-II of Deb et al. [20] .
Multiobjective optimization problems
Let us consider the following k-objective maximization problem:
Maximize fðxÞ ¼ ðf 1 ðxÞ; f 2 ðxÞ; . . . ; f k ðxÞÞ subject to x 2 X; ð4Þ
where f(x) is the objective vector, f i (x) is the ith objective to be maximized, x is the decision vector, and X is the feasible region in the decision space. When the following two conditions are satisfied, a feasible solution x 2 X is said to be dominated by another feasible solution y 2 X (i.e., y dominates x: y is better than x) 8i; f i ðxÞ 6 f i ðyÞ and 9j; f j ðxÞ < f j ðyÞ: ð5Þ
If there is no feasible solution y that dominates x, x is said to be a Pareto-optimal solution of the multiobjective optimization problem in (4) . The set of all Pareto-optimal solutions is the Pareto-optimal solution set. The image of the Pareto-optimal solution set onto the objective space is the Pareto front. The Pareto dominance relation in (5) can be also applied to a solution set (i.e., a population). If there is no solution y in a population that dominates x, x is said to be a non-dominated solution in that population.
Evolutionary multiobjective optimization algorithms
The task of evolutionary multiobjective optimization (EMO) algorithms is to find welldistributed Pareto-optimal or near Pareto-optimal solutions as many as possible. The main advantage of EMO algorithms over other multiobjective optimization methods is that many non-dominated solutions can be simultaneously obtained by their single run. A number of EMO algorithms have been proposed in the literature [21] [22] [23] [24] . The NSGA-II algorithm of Deb et al. [20] is one of the most well-known and frequently-used EMO algorithms in the literature.
As in other evolutionary algorithms, first the NSGA-II algorithm generates an initial population. This is usually performed randomly. Then an offspring population is generated from the current population by selection, crossover and mutation. The next population is constructed from the current and offspring populations. The generation of an offspring population and the construction of the next population are iterated until a prespecified stopping condition is satisfied. The NSGA-II algorithm has two features, which make it a high-performance EMO algorithm. One is the fitness evaluation of each solution based on Pareto ranking and a crowding measure, and the other is an elitist generation update procedure.
Each solution in the current population is evaluated in the following manner. First, Rank 1 is assigned to all non-dominated solutions in the current population. All solutions with Rank 1 are tentatively removed from the current population. Next, Rank 2 is assigned to all non-dominated solutions in the reduced current population. All solutions with Rank 2 are tentatively removed from the reduced current population. This procedure is iterated until all solutions are tentatively removed from the current population (i.e., until ranks are assigned to all solutions). As a result, a different rank is assigned to each solution. Solutions with smaller ranks are viewed as being better than those with larger ranks. Among solutions with the same rank, an additional criterion called a crowding measure is taken into account. The crowding measure for a solution calculates the distance between its adjacent solutions with the same rank in the objective space (for details, see [20, 21] ). Less crowded solutions with larger values of the crowding measure are viewed as being better than more crowded solutions with smaller values of the crowding measure. A pair of parent solutions are selected from the current population by binary tournament selection based on the Pareto ranking and the crowding measure.
When the next population is to be constructed, the current and offspring populations are combined into a merged population. Each solution in the merged population is evaluated in the same manner as in the selection phase of parent solutions using the Pareto ranking and the crowding measure. The next population is constructed by choosing a prespecified number (i.e., population size) of the best solutions from the merged population. Elitism is implemented in the NSGA-II algorithm in this manner.
An outline of the NSGA-II algorithm is written as follows:
Step 1: Generate an initial population with N pop solutions where N pop is the population size.
Step 2: Generate an offspring population by iterating the following procedures N pop times:
(1) Choose a pair of parent solutions from the current population using binary tournament selection. (2) Generate an offspring from the selected parent solutions by crossover and mutation.
Step 3: Combine the current population and the offspring population into a merged one.
Then choose the best N pop solutions from the merged population to construct the next population.
Step 4: If a prespecified stopping condition is not satisfied, return to Step 2. Otherwise terminate the execution of the algorithm. In the latter case, we choose all the non-dominated solutions in the merged population in Step 3 as the final solutions.
Multiobjective design of fuzzy rule-based classifiers
In this section, we explain fuzzy rule-based classifiers, three formulations of their multiobjective design, and a hybrid multiobjective fuzzy GBML algorithm.
Fuzzy rule-based classifiers
Let us assume that we have m training patterns x p = (x p1 , . . . , x pn ), p = 1,2,. . . , m from M classes where x pi is the attribute value of the pth training pattern for the ith attribute (i = 1,2,. . . , n). We also assume that the n-dimensional pattern space has already been normalized into the n-dimensional unit hyper-cube [0, 1] n . That is, we assume that we have an M-class pattern classification problem with m training patterns in the n-dimensional pattern space [0, 1] n . For this problem, we use fuzzy rules of the following form:
Rule R q : If x 1 is A q1 and . . . and x n is A qn then Class C q with CF q ;
where R q is the label of the qth rule, x = (x 1 , . . . , x n ) is an n-dimensional pattern vector, A qi is an antecedent fuzzy set, C q is a class label, and CF q is a rule weight. We define the compatibility grade of each training pattern x p with the antecedent part A q = (A q1 , . . . , A qn ) of the fuzzy rule R q in (1) using the product operator as
where l Aqi (AE) is the membership function of A qi .
To determine the consequent class C q and the rule weight CF q , we first calculate the confidence of the fuzzy rule ''A q ) Class h'' for each class h as follows (see the textbook on fuzzy data mining [25] for fuzzy versions of some basic concepts in data mining such as confidence and support):
The consequent class C q is specified as the class with the maximum confidence:
Rule weights have a significant effect on the classification accuracy of a fuzzy rule-based classifier [26] . Several methods were examined to determine the rule weight of each fuzzy rule in [27] where good results were obtained from the following specification:
We use the above definition in this paper. When the rule weight is not positive, we do not generate the corresponding fuzzy rule. Let S be a fuzzy rule-based classifier (i.e., a set of fuzzy rules). When an input pattern x p is to be classified by the fuzzy rule-based classifier S, a single winner rule R w is chosen from S as follows:
The input pattern x p is assigned to the consequent class C w of the winner rule R w . When multiple rules with different consequent classes have the same maximum value in (11), the classification of the input pattern x p is rejected. The classification of x p is also rejected when there is no compatible fuzzy rules with positive compatibility grades for x p . In this case, all fuzzy rules have the same maximum value of zero in the right-hand side in (11) . For other types of fuzzy rules and fuzzy reasoning in fuzzy rule-based classifiers, see [28, 29] .
Multiobjective formulations of fuzzy rule-based classifier design
As we have already explained in Section 1, the following three objectives have been considered in fuzzy rule selection [12] [13] [14] [15] [16] : f 1 (S): the number of correctly classified training patterns by S, f 2 (S): the number of fuzzy rules in S, f 3 (S): the total number of antecedent conditions of fuzzy rules (i.e., total rule length) in S.
It should be noted that ''don't care'' conditions are not counted in the calculation of the third objective.
In this paper, we use the following three formulations of multiobjective optimization problems (MOPs) for the interpretability-accuracy tradeoff analysis: MOP-1: Maximize f 1 (S) and minimize f 2 (S), MOP-2: Maximize f 1 (S) and minimize f 3 (S), MOP-3: Maximize f 1 (S), minimize f 2 (S), and minimize f 3 (S).
For comparison, we also use the following three formulations of single-objective optimization problems (SOPs):
where w 1 , w 2 and w 3 are prespecified non-negative weights.
The Pareto dominance relation in (5) in Section 2 is modified when it is applied to each of the three multiobjective optimization problems. For example, the Pareto dominance relation is modified for MOP-3 as follows: A rule set S x is said to be dominated by another rule set S y (i.e., S y dominates S x : S y is better than S x ) when all the following inequalities hold:
and at least one of the following inequalities holds:
Roughly speaking, when a rule set S x has lower classification accuracy and higher complexity than another rule set S y , S x is said to be dominated by S y in all the three multiobjective optimization problems.
Hybrid multiobjective fuzzy GBML algorithm
We use a hybrid multiobjective fuzzy GBML algorithm to efficiently find a large number of non-dominated rule sets (i.e., fuzzy rule-based classifiers) of the three multiobjective optimization problems: MOP-1, MOP-2, and MOP-3. Our GBML algorithm can be viewed as a Pittsburgh-style algorithm except that a Michigan-style algorithm is applied to each rule set as a kind of mutation. Our GBML algorithm is implemented in the framework of the NSGA-II algorithm as follows:
[Hybrid Multiobjective Fuzzy GBML Algorithm]
Step 1: Generate an initial population of N pop rule sets where N pop is the population size.
(1) Select a pair of parent rule sets from the current population using binary tournament selection. (2) Generate an offspring from the selected pair of parent rule sets by crossover and mutation. (3) Apply a single iteration of a Michigan-style GBML algorithm to the offspring rule set with a prespecified probability (0.5 in our computational experiments).
Then choose the best N pop rule sets from the merged population to construct the next population.
Step 4: If a prespecified stopping condition is not satisfied, return to Step 2. Otherwise terminate the execution of the algorithm. In the latter case, we choose all the non-dominated rule sets in the merged population in Step 3 as the final solutions.
Each rule set is evaluated based on the Pareto ranking and the crowding measure as explained in Section 2 in the same manner as the NSGA-II algorithm. Our GBML algorithm has high search ability of Michigan approach to efficiently find good fuzzy rules as well as direct optimization ability of Pittsburgh approach to optimize rule sets. In the following, we explain our GBML algorithm in detail.
Each fuzzy rule is represented by its antecedent part A q as an integer string of length n, where n is the dimensionality of the pattern space (i.e., n is the number of attributes). The consequent class and the rule weight of each fuzzy rule are specified from training patterns as described in Section 3.1. For each attribute, we use 14 antecedent fuzzy sets in Fig. 1 . We also use ''don't care'' as an additional antecedent fuzzy set. The membership value of this special antecedent fuzzy set is always unity for any input values ("x, l don't care (x) = 1). We use 15 symbols (e.g., 0, 1, . . . , 9, a, b, c, d, e) to represent don't care and the 14 antecedent fuzzy sets in Fig S 2 and x 4 is L 2 and x 5 is ML 5 then Class C q with CF q '' where don't care conditions on x 1 , x 3 and x 6 represented by 0s in the string are omitted. It should be noted that the number of antecedent conditions (i.e., rule length) of this rule is three because don't care conditions are not counted. The total number of possible combinations of the antecedent part A q is 15 n for our n-dimensional pattern classification problem. A rule set S is handled as an individual and coded as a concatenated integer string where each substring of length n represents a single fuzzy rule. It should be noted that the number of fuzzy rules in each rule set is not fixed in our hybrid multiobjective fuzzy GBML algorithm.
It was shown in [16, 17] that the search ability of Michigan-style fuzzy GBML algorithms was drastically improved by directly generating initial fuzzy rules from training patterns in a heuristic manner. We use a similar heuristic method to generate an initial population of rule sets in Step 1 of our GBML algorithm. First we randomly select a prespecified number of training patterns (say, N rule training patterns). Next we generate a fuzzy rule R q from each training pattern x p = (x p1 , . . . , x pn ) by probabilistically choosing an antecedent fuzzy set A qi for each attribute value x pi from the 14 candidate fuzzy sets Fig. 1 . Each candidate fuzzy set B k has the following selection probability for the attribute value x pi :
That is, the antecedent part A q = (A q1 , . . . , A qn ) is specified from x p = (x p1 , . . . , x pn ) so that A qi has a large compatibility grade with x pi . Then each antecedent fuzzy set of the generated fuzzy rule is replaced with don't care using a prespecified probability P don't care . In this manner, N rule initial fuzzy rules are generated. An initial rule set consists of these fuzzy rules. By iterating this procedure, we generate N pop initial rule sets (i.e., an initial population). In
Step 2 (1) of our GBML algorithm, a pair of parent rule sets are selected from the current population by binary tournament selection based on the Pareto ranking and the crowding measure as in the NSGA-II algorithm. Let the selected rule sets be S 1 and S 2 . Some fuzzy rules are randomly selected from each parent to construct a new rule set by crossover in Step 2 (2) . The number of fuzzy rules to be inherited from each parent to the new rule set is randomly specified. Let N 1 and N 2 be the number of fuzzy rules to be inherited from S 1 and S 2 , respectively. We randomly specify N 1 and N 2 in the intervals [1, jS 1 j] and [1, jS 2 j], respectively, where jS i j is the number of fuzzy rules in the rule set S i . In order to generate a new fuzzy rule, N 1 and N 2 fuzzy rules are randomly chosen from S 1 and S 2 , respectively. The generated new rule set has (N 1 + N 2 ) fuzzy rules. This crossover operation is applied to the selected pair of parent rule sets using a prespecified crossover probability P C . When the crossover operation is not applied, one of the two parent rule sets is viewed as an offspring. Each antecedent fuzzy set of the newly generated offspring rule set is randomly replaced with a different antecedent fuzzy set using a prespecified mutation probability P M .
The point of our crossover operation is that the string length is not fixed. In our computational experiments, we use an upper limit on the number of fuzzy rules in each rule set to find compact rule sets with high interpretability. The upper limit is specified as 40 in this paper. When the number of fuzzy rules is more than 40 in the generated rule set (i.e., N 1 + N 2 > 40), we randomly select 40 fuzzy rules and remove the other rules from the rule set.
After the crossover and mutation operations in Step 2 (2), a single iteration of the following Michigan-style algorithm is applied to the newly generated offspring rule set in Step 2 (3):
[Single Iteration of Michigan-Style Fuzzy GBML Algorithm]
Step 1: An offspring rule set S is given by the main part of our GBML algorithm.
Step 2: Classify each training pattern by the rule set S. The fitness value of each rule is the number of correctly classified training patterns by that rule.
Step 3: Generate N replace fuzzy rules from the existing rules in S by genetic operations and from misclassified and/or rejected training patterns.
Step 4: Replace the worst N replace fuzzy rules in S with the newly generated N replace rules.
Step 5: Return the updated rule set S to the main part of our GBML algorithm.
The fitness of each fuzzy rule R q (i.e., fitness(R q )) is the number of correctly classified training patterns by R q in Step 2 of our Michigan-style algorithm. Since we use the single winner-based fuzzy reasoning method (i.e., since a single fuzzy rule is responsible for the classification of each training pattern), the following relation always holds:
In
Step 3 of our Michigan-style algorithm, N replace fuzzy rules are to be newly generated. We generate at least a half of new fuzzy rules (i.e., at least N replace /2 rules) by genetic operations from the existing rules in S. The probabilistic specification of each antecedent fuzzy set by (14) and the replacement with don't care using the probability P don't care are also used to generate new fuzzy rules. Let N MR be the sum of the number of misclassified and rejected training patterns by the rule set S. When N MR is less than or equal to N replace /2, all the N MR training patterns are used to generate new fuzzy rules. In this case, N MR fuzzy rules are generated from the N MR training patterns. Other fuzzy rules (i.e., (N replace À N MR ) rules) are generated by genetic operations. On the other hand, when N MR is larger than N replace /2, N replace /2 training patterns are randomly chosen from the N MR training patterns. Then N replace /2 fuzzy rules are directly generated from the chosen patterns. Other fuzzy rules are generated by genetic operations. The number of replaced fuzzy rules (i.e., N replace ) is specified as d0.2 · jSje for each rule set S where d0.2 · jSje is the minimum integer not smaller than 0.2 · jSj. For example, one fuzzy rule is replaced when the number of fuzzy rules in S is less than or equal to five. In this case, the heuristic rule generation procedure and the genetic operation-based procedure are randomly evoked with the same probability when at least one training pattern is misclassified or rejected by the rule set S.
When we generate a new fuzzy rule by genetic operations, first a pair of parent fuzzy rules are selected from the rule set S using binary tournament selection. Then the standard uniform crossover operation is applied to the selected pair to generate a new fuzzy rule. Finally the same mutation operation as in the main part of our GBML algorithm is applied to each antecedent fuzzy set of the newly generated fuzzy rule. This procedure is iterated to generate a required number of new fuzzy rules.
A new rule set is generated in our GBML algorithm by selection, mutation, crossover and a single iteration of the Michigan-style algorithm. When a new rule set includes meaningless fuzzy rules with non-positive rule weights, those fuzzy rules are removed from the rule set. This procedure is iterated N pop times to generate an offspring population of N pop rule sets. The next population is constructed from the merged population of the current and offspring populations in the same manner as the NSGA-II algorithm. When a prespecified stopping condition is satisfied, our GBML algorithm returns all the non-dominated rule sets in the merged population.
When our GBML algorithm is applied to the single-objective optimization problems (i.e., SOP-1, SOP-2, and SOP-3), each rule set is evaluated by the scalar fitness function (i.e., weighted sum of multiple objectives) instead of the Pareto ranking and the crowding measure in the main part of our GBML algorithm. Except for this change in the fitness evaluation of each rule set, our GBML algorithm can be applied to each single-objective optimization problem with no modifications.
Computational experiments
In this section, we examine the interpretability-accuracy tradeoff of fuzzy rule-based classifiers through computational experiments on six benchmark data sets.
Conditions of computational experiments
We use six data sets with many numerical attributes: Wisconsin breast cancer, Diabetes, Glass, Cleveland heart disease, Sonar, and Wine, which are available from the UCI Machine Learning Repository (http://www.ics.uci.edu/~mlearn/). Table 1 shows the number of attributes, the number of patterns, and the number of classes in each data set. Some data sets include incomplete patterns with missing values. Those patterns are not used in our computational experiments. This is because the performance of classification methods usually depends on the choice of a handling method of missing values.
In the last two columns of Table 1 , we show benchmark results on these data sets. They are error rates reported in Elomaa and Rousu [30] where six variants of the C4.5 algorithm [31, 32] were examined. The six variants were different from each other in their discretization methods of continuous attributes. The performance of each variant was evaluated by 10 independent iterations (with different data partitions) of the whole 10-fold cross-validation (10-CV) procedure (i.e., 10 · 10-CV) in [30] . We use the same performance evaluation procedure (i.e., 10 independent iterations of the whole 10-CV procedure) in our computa- tional experiments when the interpretability-accuracy analysis is performed for test patterns.
We use the following parameter specifications in our GBML algorithm:
Number of fuzzy rules in each initial rule set: 20 rules, Probability of don't care (P don't care ): 0.95 (Sonar data set) and 0.8 (the other data sets), Population size: 200 rule sets, Crossover probability in the main part: 0.9, Crossover probability in the Michigan-style part: 0.9, Mutation probability in the main part: 1/n, Mutation probability in the Michigan-style part: 1/n, Stopping condition: 5000 generations.
These parameter specifications mean that the multiobjective evolution of rule sets is performed for 5000 generations from an initial population of 200 rule sets with 20 rules. During a single run of our GBML algorithm, 1,000,000 (i.e., 200 · 5000) rule sets are examined to find non-dominated rule sets. The relation between the number of generations and the performance of our GBML algorithm is discussed through computational experiments later.
When our GBML algorithm is applied to the single-objective optimization problems (i.e., SOP-1, SOP-2 and SOP-3), we specify the weight values as w 1 = 10 and w 2 = w 3 = 1. The dependency of the performance of our GBML algorithm on the choice of weight values is also discussed through computational experiments later.
Illustrative computational experiments
Before performing the interpretability-accuracy analysis of fuzzy rule-based classifiers in detail, we demonstrate how our GBML algorithm works for the single-objective and multiobjective optimization problems through illustrative computational experiments on the diabetes data set. For illustration purpose, we randomly divided the 768 patterns of this data set into 384 training patterns and 384 test patterns. This setting of computational experiments is to easily show the error rates of each non-dominated fuzzy rule-based classifier on training patterns and test patterns. In the next subsection, we show experimental results based on the 10-fold cross-validation (10-CV) technique.
Our GBML algorithm was applied to each of the six formulations (SOP-1 $ MOP-3) of fuzzy rule-based classifier design using the 384 training patterns of the diabetes data set. After 5000 generations in each trial, multiple non-dominated rule sets were obtained from each of the three multiobjective formulations. This is because our GBML algorithm was executed for each multiobjective formulation in the framework of evolutionary multiobjective optimization where a number of non-dominated solutions (i.e., non-dominated rule sets) were obtained as a result of optimization. On the other hand, a single rule set was obtained from each of the three single-objective formulations. This is because our GBML algorithm was executed for each single-objective formulation in the framework of evolutionary single-objective optimization where a single optimal solution (i.e., optimal rule set) with respect to the corresponding weighted sum scalar fitness function was obtained as a result of optimization.
The obtained non-dominated rule sets from MOP-1 with f 1 (S) and f 2 (S) are shown in Fig. 2(a) together with the three rule sets obtained from the three single-objective formulations. The vertical axis of Fig. 2(a) is the error rate on the training patterns. In Fig. 2(a) , the rejection of classification is counted as an error. Strictly speaking, the vertical axis is the sum of the error rate and the rejection rate. It should be noted that multiple non-dominated rule sets denoted by open circles in Fig. 2(a) were obtained by a single run of our GBML algorithm. This result clearly demonstrates that our multiobjective GBML algorithm can find a number of non-dominated rule sets by its single run. One of the obtained non-dominated rule sets from MOP-1 includes only a single fuzzy rule (i.e., f 2 (S) = 1), which is not shown in Fig. 2(a) because its error rate is out of the range of the vertical axis (i.e., 31.78% on the training patterns). Fig. 2(b) shows the error rates on the test patterns of the obtained rule sets in Fig. 2(a) . For comparison, the reported results in [30] by the C4.5 algorithm are also shown in Fig. 2(b) .
We can observe a clear interpretability-accuracy tradeoff structure between the number of fuzzy rules and the error rate on the training patterns in Fig. 2(a) . That is, small rule sets with a few fuzzy rules are interpretable but not accurate. Fig. 3 shows the obtained rule set with two fuzzy rules, which has a 18.35% error rate on the training patterns in Fig. 2(a) . The rule set in Fig. 3 is interpretable but does not have high accuracy on the training patterns. On the other hand, larger rule sets with more fuzzy rules in Fig. 2(a) are more accurate but not interpretable.
The interpretability-accuracy tradeoff structure of fuzzy rule-based classifiers is not so clear in Fig. 2(b) with respect to their error rates on the test patterns. For example, the two fuzzy rules in Fig. 3 have high generalization ability (i.e., a 26.51% error rate on the test patterns) in Fig. 2(b) while they have the worst error rate on the training patterns in Fig. 2(a) . The generalization ability (i.e., error rates on the test patterns) is somewhat degraded by the increase in the number of fuzzy rules due to the overfitting to the training patterns in Fig. 2(b) .
Number of fuzzy rules
Number of fuzzy rules Error rate on training patterns (%) Fig. 4 shows experimental results by MOP-2 with f 1 (S) and f 3 (S). The horizontal axis is the total rule length (i.e., the total number of antecedent conditions of fuzzy rules) in Fig. 4 while it was the number of fuzzy rules in Fig. 2 . We can observe a clear interpretabilityaccuracy tradeoff structure in Fig. 4(a) with respect to error rates on the training patterns. On the other hand, such a tradeoff structure is not clear in Fig. 4(b) with respect to error rates on the test patterns. From the comparison between Figs. 2 and 4, we can see that more non-dominated rule sets were obtained from MOP-2 than MOP-1. Fig. 5 shows experimental results by MOP-3 with f 1 (S), f 2 (S), and f 3 (S). The horizontal axis in Fig. 5 is the number of fuzzy rules as in Fig. 2 . Since we use both f 2 (S) and f 3 (S) as complexity measures in MOP-3, some non-dominated rule sets have the same number of fuzzy rules. Those rule sets are different from each other in the total rule length. For example, the total rule length is 1 in the simplest non-dominated rule set with two fuzzy rules (with a 26.87% error rate on the training patterns, which is out of the range of Fig. 5(a) ) while it is 6 in the most complicated non-dominated rule set with two fuzzy rules (with a 19.64% error rate on the training patterns in Fig. 5(a) ). The best rule set among those with the same number of fuzzy rules is depicted by a closed circle in Fig. 5(a) . The same rule set is also depicted by a closed circle in Fig. 5(b) . Whereas the lowest error rates on the test patterns are also obtained by the closed circles in Fig. 5(b) , this is not always the case as we will show later (see Fig. 18 ). That is, high accuracy on the training patterns among rule sets with the same number of fuzzy rules does not always mean high accuracy on the test patterns. On the other hand, we can perform the interpretability-accuracy tradeoff analysis using experimental results from a single run for a multiobjective formulation. This is the main advantage of multiobjective formulations of fuzzy rule-based classifier design over single-objective formulations.
Interpretability-accuracy analysis for each data set
Since the number of fuzzy rules is an intuitively acceptable criterion to measure the interpretability of fuzzy rule-based classifiers, we performed the interpretability-accuracy analysis using MOP-1 with f 1 (S) and f 2 (S). That is, we applied our GBML algorithm to MOP-1. Our GBML algorithm was also applied to the three single-objective formulations for comparison. We used the 10-fold cross-validation (10-CV) method to evaluate the generalization ability of fuzzy rule-based classifiers for test patterns. Each data set was randomly divided into 10 subsets of the same size in the 10-CV method. Nine subsets were used as training patterns while one subset was used as test patterns. This training-test procedure was iterated 10 times so that each subset was used as test patterns once. We iterated the whole 10-CV procedure 10 times (i.e., 10 · 10-CV). That is, our GBML algorithm was executed 100 times for each data set.
When our GBML algorithm was applied to one of the three single-objective formulations, a single rule set was obtained from a single run. Thus the average result was simply calculated over 100 rule sets from 100 runs for each data set. On the other hand, multiple rule sets were obtained from a single run when our GBML algorithm was applied to MOP-1 as shown in Fig. 2 . Different rule sets were usually obtained from different runs because different training patterns were used in each run of the 10-CV procedure and because our GBML algorithm is a stochastic search algorithm. The number of obtained rule sets from each run was not always the same over 100 runs, either. Thus the calculation of average results is not straightforward in the case of multiobjective design of fuzzy rule-based classifiers. We calculated the average error rate over rule sets with the same number of fuzzy rules when MOP-1 was used. For example, 100 rule sets with two fuzzy rules were obtained from 100 runs of our GBML algorithm on MOP-1 for the diabetes data set. The average error rate was calculated over those 100 rule sets. Other average error rates were also calculated for other values of the number of fuzzy rules. When rule sets with a particular number of fuzzy rules were obtained only from 50 or less runs, the average error rate over those rule sets is not reported in this paper since such an average result is not reliable. That is, reported average error rates in this paper were always calculated over more than 50 runs. Over 10 independent runs of the whole 10-CV procedure, we calculated average error rates on training patterns as well as on test patterns. Experimental results were summarized in Figs. 6-11 . Left plots are results on training patterns while right plots are results on test patterns. From these figures, we can see that the six data sets have similar interpretability-accuracy tradeoff structures for training patterns in Figs. 6-11(a). The six data sets, however, have totally different tradeoff structures for test patterns in Figs. 6-11(b) .
In Figs. 6-11(a), rule sets with high accuracy on training patterns were obtained from the single-objective formulations for all the six data sets. Good rule sets in terms of generalization ability, however, were not always obtained from the single-objective formulations in Figs. 6-11(b) . This observation suggests an advantage of multiobjective formulations of fuzzy rule-based classifier design over single-objective formulations for some data sets.
Comparison among three multiobjective formulations
In order to compare the three multiobjective formulations (i.e., MOP-1, MOP-2 and MOP-3) with each other, we also executed the whole 10-CV procedure 10 times for each data set using MOP-2 and MOP-3. In Table 2 , we summarized the average number of obtained non-dominated rule sets from each formulation where bold face shows the largest average number for each data set. From this table, we can see that more non-dominated rule sets were obtained from MOP-2 and MOP-3 than MOP-1. That is, the use of the total rule length as a complexity measure increased the number of obtained non-dominated rule sets. Table 3 summarizes the average value of the best error rate on training patterns among the obtained non-dominated rule sets from each run of our GBML algorithm over 10 independent executions of the whole 10-CV procedure. For comparison, we also show the average result for each of the three single-objective formulations. From Table 3 , we can see that the best results on training patterns were obtained by SOP-1 for all the six data sets. On the other hand, Table 4 summarizes the average value of the best error rate on test patterns among the obtained non-dominated rule sets from each run. Table 4 clearly Error rate on test patterns (%) demonstrates a potential advantage of multiobjective formulations over single-objective ones for some data sets with respect to the generalization ability of obtained fuzzy rulebased classifiers. We can also see from Table 4 that good results were obtained from different formulations for different data sets. The three multiobjective formulations are compared with each other in terms of error rates on test patterns in Figs. 12-17 . The horizontal axis is the number of fuzzy rules in the left plot of each figure while it is the total rule length in the right plot. The same experimental results were shown in the left and right plots of each figure using different coordinates. In the case of MOP-2, the average error rate on test patterns was calculated for rule sets with the same total rule length over 100 runs. When rule sets with a particular value of the total rule length were not obtained from more than 50 runs, the average error rate is not reported for that total rule length. In the case of MOP-3, the average error rate on test Error rate on test patterns (%) Error rate on test patterns (%) Fig. 11 . Experimental results on the wine data set: (a) error rates on training patterns; (b) error rates on test patterns. patterns was calculated for rule sets with the same number of fuzzy rules and the same total rule length over 100 runs. Only when rule sets with a particular combination of the number of fuzzy rules and the total rule length were obtained from more than 50 runs, the average error rate is reported as a result of MOP-3. From Figs. 12-17 (as well as Table 4 ), we can see that good results were obtained from different formulations for different data sets. The best rule sets with respect to the generalization ability were obtained from MOP-3 for three data sets in Figs. 12-17 (see Table 4 ). This observation suggests a potential usefulness of the use of both complexity measures (i.e., the number of fuzzy rules and the total rule length) as a safeguard against the overfitting of fuzzy rule-based classifiers to training patterns.
One advantage of the three-objective formulation MOP-3 over the two-objective formulations MOP-1 and MOP-2 is that MOP-3 enables us to examine the relation between the generalization ability and the average rule length among multiple rule sets with the Error rate on test patterns (%) Fig. 13 . Experimental results on the diabetes data set.
same number of fuzzy rules. In Fig. 18 , we show an example of such tradeoff analysis on the Cleveland heart disease data set. Fig. 18 is generated from Fig. 15 by concentrating on rule sets with two fuzzy rules and three fuzzy rules.
Parameter specifications
In this subsection, we briefly discuss the specification of two parameters: the total number of generations in our GBML algorithm and the weight vector in each single-objective formulation. In our computational experiments, the total number of generations was specified as 5000. As we will show in Section 5, our GBML algorithm has a huge search space. Thus we may need more computation to obtain near-optimal non-dominated rule sets. In Error rate on test patterns (%) Error rate on test patterns (%) Error rate on test patterns (%) Error rate on test patterns (%) can see that error rates on training patterns were improved further by increasing the number of generations. This means that 5000 generations were not enough to obtain near-optimal non-dominated rule sets. This also suggests the necessity to improve the search ability of our GBML algorithm while it is based on the state-of-the-art EMO algorithm: NSGA-II. On the other hand, we can see from Figs. 2(b), 19(b) and 20(b) that the improvement in error rates on training patterns did not always lead to the improvement in error rates on test patterns (i.e., the improvement in the generalization ability of fuzzy rule-based classifiers).
The weight values in the single-objective formulations were specified as w 1 = 10, w 2 = 1, and w 3 = 1 in our computational experiments. In general, obtained solutions strongly depend on weight values when we use the weighted sum of multiple objectives as a scalar fitness function to solve multi-objective optimization problems as single-objective ones. In Tables 5-7 , we show the dependency of experimental results by SOP-1 on the specification of the weight vector w = (w 1 , w 2 ). In these tables, we examined six combinations of the weight values w 1 and w 2 using 10 independent executions of the whole 10-CV procedure (i.e., 10 · 10-CV) as in Tables 2-4 . From these tables, we can see that totally different results were obtained from different specifications of the weight values. We can also see from these tables that the weight vector (10, 1) seems to be a good compromise between the accuracy and the complexity.
Choice of a single fuzzy rule-based classifier
As we have already explained, multiple fuzzy rule-based classifiers are obtained from a single run of our GBML algorithm when we use one of the three multiobjective formulations. In a real-world application of our GBML algorithm, we usually have to choose a single fuzzy rule-based classifier as a final solution from our GBML algorithm. In this case, our GBML algorithm may be used in the following manner. First we divide the available training patterns into two subsets. One subset is used to generate multiple fuzzy rule-based classifiers by our GBML algorithm. The other subset is used to evaluate the generalization ability of each fuzzy rule-based classifier. By iterating this training-and-testing procedure several times using different partitions of the available training patterns, we can visualize the interpretability-accuracy tradeoff structure for test patterns. Next we choose an appropriate complexity level of fuzzy rule-based classifiers using the visualized tradeoff structure. In this stage, we can take into account both the interpretability and the generalization ability of fuzzy rule-based classifiers. Then our GBML algorithm is used to generate multiple non-dominated fuzzy rule-based classifiers using all the available training patterns. Finally one fuzzy rule-based classifier whose complexity is similar to the specified appropriate complexity level is chosen as the final solution from the obtained non-dominated fuzzy rule-based classifiers. In this manner, we can choose a single fuzzy rule-based classifier using the visualized interpretability-accuracy tradeoff structure for test patterns.
Comparison with multiobjective fuzzy rule selection
In our GBML algorithm, each fuzzy rule for an n-dimensional classification problem is represented as an integer string of length n using 15 antecedent fuzzy sets. The total number of such strings is 15
n . Each rule set with r fuzzy rules is represented by an integer string of length n AE r. The total number of such strings is 15
nAEr . In our computational experiments, we specified the upper bound on the number of fuzzy rules as 40. Thus the size of the search space is calculated as P 40 r¼1 15 nÁr , which depends on the dimensionality of the pattern space (i.e., n).
On the other hand, first a prespecified number of candidate fuzzy rules are generated from training patterns in multiobjective fuzzy rule selection [15, 16] . Then an evolutionary multiobjective optimization (EMO) algorithm is used to find non-dominated rule sets from the candidate fuzzy rules. Let N be the number of candidate fuzzy rules. In this case, each rule set is represented by a binary string of length N. Thus the size of the search space in multiobjective fuzzy rule selection is 2 N , which depends on the number of candidate fuzzy rules (i.e., N).
In Table 8 , we compare the size of the search space between the two approaches to multiobjective design of fuzzy rule-based classifiers. We can see from Table 8 that the size of the search space exponentially increases with the dimensionality of the pattern space (i.e., n) in our GBML algorithm while it exponentially increases with the number of candidate fuzzy rules (i.e., N) in multiobjective fuzzy rule selection. We can also see from Table 8 that the size of the search space in multiobjective fuzzy rule selection is much smaller than that in our GBML algorithm for high-dimensional pattern classification problems.
The difference in the size of the search space between the two approaches in Table 8 suggests the difficulty in searching for good fuzzy rule-based classifiers by our GBML algorithm. Experimental results in this paper, however, showed that good fuzzy rule-based classifiers were obtained by our GBML algorithm (whereas further improvement in the search ability of our GBML algorithm is required as shown in Section 4.5). As demonstrated in [19] for single-objective design of fuzzy rule-based classifiers, the search ability of fuzzy GBML algorithms strongly depends on the heuristic generation procedure of initial rules from training patterns. Since we used good initial rules generated from training patterns in a heuristic manner, our GBML algorithm could efficiently find good fuzzy rule-based classifiers. If we use randomly generated initial fuzzy rules, it is very difficult to find good fuzzy rule-based classifiers in the huge search space (see [19] ). In our computational experiments for the three single-objective formulations, we used the same generation update procedure as the NSGA-II algorithm. That is, the best rule sets were selected from the current and offspring populations. Slightly better results were obtained in this paper than Ishibuchi et al. [19] where the generation update procedure was based on a single elite solution.
On the other hand, the performance of non-dominated rule sets obtained from multiobjective rule selection strongly depends on the quality of candidate fuzzy rules. When the quality of candidate fuzzy rules is not high, it is very difficult for any EMO algorithms to find good non-dominated rule sets with high classification performance. Thus the smaller search space size in multiobjective rule selection does not always mean better non-dominated rule sets than the case of our GBML algorithm with the larger search space size.
Concluding remarks
In this paper, we examined the interpretability-accuracy tradeoff of fuzzy rule-based classifiers through computational experiments on some benchmark data sets using a hybrid multiobjective fuzzy GBML algorithm. Experimental results showed that there exists a clear interpretability-accuracy tradeoff structure in each data set with respect to error rates on training patterns. Such a tradeoff structure is not always clear with respect to error rates on test patterns. That is, our interpretability-accuracy tradeoff analysis showed that each data set has a different relation between the complexity of fuzzy rulebased classifiers and their generalization ability for test patterns. Our experimental results also suggested potential advantages of multiobjective formulation over single-objective ones. That is, the use of the number of fuzzy rules and/or the total rule length as a complexity measure worked well as a safeguard against the overfitting of fuzzy rule-based classifiers to training patterns.
In some computational experiments (e.g., Fig. 2(a) ), lower error rates were obtained from the single-objective formulations than the multiobjective ones. This observation suggests the necessity of the improvement in the search ability of our GBML algorithm. As shown in [33] , it is not easy for EMO algorithms to find a variety of Pareto-optimal (or near Pareto-optimal) solutions with a wide range of objective values of large-scale multiobjective combinatorial optimization problems. Multiobjective design of fuzzy rule-based classifiers is an example of such a large-scale multiobjective combinatorial optimization problem. It is left for future research to improve the search ability of EMO algorithms to find a variety of fuzzy rule-based classifiers with a wide range of objective values (especially to find fuzzy rule-based classifiers with high accuracy on training patterns).
