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whereas it increases exponentially to one-
third the total budget with strong stimula-
tion. Petzold et al. suggest that astrocytic
sensing of presynaptic release may pre-
vail at low activity levels, whereas ‘‘the
contribution of postsynaptic mechanisms
to functional hyperemia increases with
stronger activation.’’ The possible con-
trast between low and high levels of input
activity is summarized in Figure 1. During
strong odor stimulation, the proportion
of glutamate released from dendrites cor-
related with rises of intracellular calcium
may become more significant compared
with glutamate released by olfactory
axon terminals. Blocking dendritic release
would then affect the vascular response
through astrocytes or possibly interneu-
rons. A second possibility is that silencing
a large volume of tissuemodifies the basal
level of nitric oxide (Metea and Newman,
2006) and/or the vessel resting tone to
a state where it loses its ability to respond
to astrocyte activation.
All of these considerations provide
a much richer understanding of the cou-
pling between neural activity (presynaptic
and postsynaptic), glial physiology, and
the capillary network (both local and sur-
rounding) in the olfactory glomerulus. For
olfactory studies, they provide a new level
of insight with which to assess what the
glomerular activity patterns representing
different odor molecules (Shepherd et al.,
2004) are really telling us. They should
enable us to compare more clearly the
similarities and differences between the
patterns obtained with the different
methods: fMRI, intrinsic imaging, and 2-
deoxyglucose.
For studies of cortex in general, the ol-
factory glomerulus, the most clearly de-
marcatedcorticalmodule in the vertebrate
brain, continues to serve as a valuable
model for the emerging field of what may
be termed neuro-glio-vascular biology. It
seems a reasonable hypothesis that
many of its principles will apply to other
parts of the brain, but thiswill require care-
ful testing of, and in-depth comparisons
between, the synaptic organization of
each region and its dynamic relations
with blood flow and energy supply.
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In this issue ofNeuron, two papers by Atencio et al. and Nagel and Doupe adapt new computational methods
to map the spectrotemporal response fields of neurons in the auditory cortex. The papers take different but
complementary approaches to apply theoretical techniques to classical methods of receptive field mapping
and, in doing so, provide exciting new insights into the way in which sounds are processed in the auditory
cortex.Two papers in this issue of Neuron dem-
onstrate the insights gained through appli-
cations of computational methods in the
study of auditory cortical receptive fields.
As in other sensory systems, receptive
fields in the primary auditory cortex (AI)
are ordered topographically according
to the frequency they are most tuned to,
an organization inherited from the co-
chlea. Beyond their tuning, however, AI re-
sponses and receptive fields exhibit a be-
wildering variety of dynamics, frequency
bandwidths, response thresholds, and
patterns of excitatory and inhibitory re-
gions. All this was learned over decadesNeuron 58, June 26, 2008 ª2008 Elsevier Inc. 829
Neuron
Previewsof testing with a large battery of sounds
(tones, clicks, noise, and natural sounds)
and response measures (tuning curves,
rate-level functions, and binaural maps).
One particularly useful measure that is
at the heart of both papers is the spectro-
temporal response field (STRF), distin-
guished from other measures by its
broader descriptive power (encompass-
ing both dynamics and spectral selectiv-
ity) and its relatively noncommittal nature
(not requiring much prior knowledge
such as frequency tuning or threshold).
The STRF is widely used nowadays in all
sensory systems (Arun et al., 2006; Aer-
tsen and Johannesma, 1981; DeAngelis
et al., 1995; Gosselin and Schyns, 2002),
but it was in the auditory system where it
found its original promise, development,
and examination of its value and liability
(Aertsen and Johannesma, 1981; de
Boer, 1967). In its essence, the STRF is
a linear characterization of the complex
stimulus-response transformations seen
in sensory neurons. However, wariness
of the STRF stems from the existence of
a host of well-known nonlinearities (spik-
ing threshold, rate saturation, synaptic
depression) that can complicate its inter-
pretation and render measurements vola-
tile, stimulus dependent, or even mean-
ingless. De Boer’s seminal analysis and
conclusions (de Boer, 1967; de Boer and
de Jongh, 1978), that instantaneous
(memoryless or static) nonlinearities con-
catenated with a linear module (and can
be estimated independently) do not nec-
essarily distort the measurement of the
linear portion, eased concerns and ush-
ered a period of active application of sys-
temsmethodologies to cochlear and early
auditory stages (de Boer and de Jongh,
1978; Moller, 1973) and to primary visual
cortex (Hochstein and Shapley, 1976; De
Valois and De Valois, 1988). Since then,
the utility of the STRF has inspired deeper
and broader examination of its con-
straints and pitfalls, of ways to circumvent
them (David et al., 2006; Christianson
et al., 2008) or even exploit them to learn
more about the nonlinearities in the sys-
tem (Theunissen et al., 2000; Ahrens
et al., 2008; Klein et al., 2006).
In this tradition, Atencio et al. (2008)
(this issue of Neuron) offer a novel answer
to the nagging question: what nonlinear-
ities have we missed by focusing on the
linear STRF? Their answer: you do not
have to give up on either! To do so, they
demonstrate a general information theo-
retic technique to estimate simultaneously
and optimally the parameters of the clas-
sic cascade of linear-nonlinear modules
in a receptive field model. The estimation
is optimal in the sense of maximizing
a quantitative metric known as themutual
information between the stimulus and its
responses. But the innovative aspect of
this approach is that the resulting model
can be made simple consisting of one lin-
ear-nonlinear branch as in the classic
STRF (referred to as a model with one
maximally informative dimension—MID1),
or complex by adding more branches (or
higher-order MIDs) of increasing fidelity
and appropriately combining them.
Comparing the new measurements to
the classically-derived STRFs in A1 re-
veals both similarities but also striking de-
partures from the receptive fieldmodels in
the visual cortex in which simple-versus-
complex receptive fields have long been
considered the archetypical linear-nonlin-
ear distinction between cortical cells. For
instance, in almost all A1 cells, both
STRF andMID1models can bemeasured,
in contrast to the situation in the visual
cortex, where complex cells do not yield
meaningful linear STRFs. Another inter-
esting finding is that the STRF and MID1
models bear close resemblance in their
linear and nonlinear (sigmoid) stages,
thus independently validating the STRFs
(at least those measured with ripples) as
good approximations of the one-dimen-
sional MID1 model. However, several key
differences emerge when they examine
the added branch of a higher-dimensional
model (MID2), including a rather different
linear filter, a symmetric nonlinearity, and
most importantly, facilitatory cooperative
nonlinear interactions of the kind that
have in the past yielded ‘‘combination
sensitive’’ cells in such animals as bats
and birds. Such increased processing
richness is reminiscent of the complex
cells in V1 and clearly would not have
been easy to discern in AI without these
new computational approaches.
Acknowledging that cortical receptive
fields are nonlinear, and consequently
that the linear STRF is a deficient descrip-
tor, Nagel and Doupe (2008) (this issue of
Neuron) took a different tack by viewing
the STRF as an effective ‘‘locally linear’’
approximation of a ‘‘globally nonlinear’’
filter. They did so by first carefully design-
ing their measurement stimuli to mimic
natural bird vocalizations but have known
correlations that can be subsequently
removed. They then measured STRFs
in field L at different sound levels and
confirmed that they are highly nonlinear
and change dramatically for soft versus
loud sounds. This is an excellent example
of howSTRFs couldbe usedas adiagnos-
tic tool to explore the way auditory
processing ‘‘adapts’’ as the ‘‘operating
point’’ of the system shifts with changing
properties of the acoustic stimuli or scene
or the attentional state of the animal
(Theunissen et al., 2000; Ahrens et al.,
2008; Fritz et al., 2007). In addition, their
search for patterns in STRF shapes and
parameters yielded several new findings;
among them is the surprising trade-off
between temporal and spectral selectiv-
ity, the clustering of various STRFs in
different layers of field L, the high cor-
relation between spike shapes and re-
sponse properties, and the systematic
patterns of STRF dependence on stimu-
lus intensity.
The elegant results in these two papers
emphasize yet again the difficult task
ahead of understanding the functional or-
ganization of higher auditory areas and
the need for solid computational frame-
work to guide the experimental work
and to organize and interpret its results.
And like all excellent studies, these pa-
pers raise more questions in their wake
than they answer. For instance, how do
the MID models depend on the statistics
of the measurement stimuli, such as with
natural sounds which (unlike the syn-
thetic ripples used in this study) have
higher-order correlations that are difficult
to take into account? And how accurate
are response predictions to novel stimuli
compared with those of the STRF model?
What is the relevanceof anatomical segre-
gation of STRFs and response properties
to the still-mysterious functional role of
field Las thecritical junction (and themiss-
ing link) between auditory input andmotor
nuclei of the song system? Finally, an ex-
citing possibility (now that these two pa-
pers are in print) is to combine their two
approaches by utilizing the MID models
to characterize field L receptive fields,
thus potentially capturing in one model
both the STRF variability and its depen-
dence on sound level.830 Neuron 58, June 26, 2008 ª2008 Elsevier Inc.
Neuron
PreviewsREFERENCES
Aertsen, A.M., and Johannesma, P.I. (1981). Biol.
Cybern. 42, 133–143.
Ahrens, M.B., Linden, J.F., and Sahani, M. (2008).
J. Neurosci. 28, 1929–1942.
Arun, P., Sripati, A.P., Yoshioka, T., Denchev, P.,
Hsiao, S.S., and Johnson, K.O. (2006). J. Neurosci.
26, 2101–2114.
Atencio, C.A., Sharpee, T.O., and Schreiner, C.E.
(2008). Neuron 58, this issue, 956–966.
Christianson, G.B., Sahani, M., and Linden, J.F.
(2008). J. Neurosci. 28, 446–455.
David, S.V., Hayden, B.Y., and Gallant, J.L. (2006).
J. Neurophysiol. 96, 3492–3505.
DeAngelis, G.C., Ohzawa, I., and Freeman, R.D.
(1995). Trends Neurosci. 18, 451–458.
de Boer, E. (1967). J. Aud. Res. 7, 209–217.
de Boer, E., and de Jongh, H.R. (1978). J. Acoust.
Soc. Am. 63, 115–135.
De Valois, R.L., and De Valois, K.K. (1988). Spatial
Vision (New York: Oxford U.P.).
Fritz, J.B., Elhilali, M., and Shamma, S. (2007). J.
Neurophysiol. 98, 2337–2346.
Gosselin, F., and Schyns, P. (2002). Trends Cog.
Neurosci. 6, 70–76.
Hochstein, S., and Shapley, R.M. (1976). J. Physiol.
262, 265–284.
Klein, D.J., Simon, J.Z., Depireux, D.A., and
Shamma, S.A. (2006). J. Comput. Neurosci. 20,
111–136.
Moller, A.R. (1973). Brain Res. 57, 443–456.
Nagel, K.I., and Doupe, A.J. (2008). Neuron 58, this
issue, 938–955.
Theunissen, F.E., Sen, K., and Doupe, A.J. (2000).
J. Neurosci. 20, 2315–2331.Neuron 58, June 26, 2008 ª2008 Elsevier Inc. 831
