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REACTION-DIFFUSION PROBLEMS
ON TIME-DEPENDENT RIEMANNIAN MANIFOLDS:
STABILITY OF PERIODIC SOLUTIONS
C. Bandle1, D. D. Monticelli2 and F. Punzo3
Abstract. We investigate the stability of time-periodic solutions of semilinear parabolic problems with
Neumann boundary conditions. Such problems are posed on compact submanifolds evolving periodically
in time. The discussion is based on the principal eigenvalue of periodic parabolic operators. The study
is motivated by biological models on the effect of growth and curvature on patterns formation. The
Ricci curvature plays an important role.
1. Introduction
Stable stationary nonconstant solutions of reaction-diffusion equations play an important role in the
study of patterns, which are of great interest in mathematical biology. Moreover, problems where the
data depend periodically on time arise naturally in population ecology. An example is the T-periodic
Fisher model 

∂u
∂t −∆u = m(x, t)h(u) in Ω× (0,∞),
∂u
∂ν = 0 on ∂Ω× (0,∞).
Here Ω ⊂ Rn is a bounded Lipschitz domain, ν is its outer normal, m(x, t) = m(x, t + T ) may change
sign and h(u) = u(1− u)[α(1− u) + (1− α)u] for some 0 < α < 1. It has been shown that this problem
possesses T -periodic solutions, see [12, 13]. As in the case of stationary solutions, the question of their
stability arises. It is related to the principal eigenvalue of the corresponding linearized problem. The
principal eigenvalue corresponding to a time-periodic eigenfunction has been studied in detail by Hess
and coworkers. Most results are collected in the Lecture Note [12]. For nonlinear source terms f(t, u,∇u)
which do not depend on x, P. Hess [11] has shown that in a convex domain Ω ⊂ Rn all T -periodic solutions
are unstable. Our main goal is to extend the results of Hess to problems on Riemannian manifolds.
In this paper we consider reaction-diffusion equations on submanifolds in a fixed Riemannian manifold,
evolving periodically in time. In this case the metrics of the submanifolds depend on time. The motivation
comes from biology, where models have been developed for substances which occupy domains depending
on time. We refer in particular to the paper by Maini et al. [15].
Similar problems where the equation, the metric and the domain are time independent have been
considered in [14] and [4]. In all these papers the Ricci curvature and the convexity of the underlying
domain is crucial for the stability of solutions.
Several authors have studied the heat equation on manifolds with time-dependent metrics, see for
instance [6] and [9] in connection with the Ricci flow. Moreover in [15] semilinear parabolic equations on
evolving surfaces of R3 have been considered, in particular the Turing instability has been discussed.
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In our paper the most illuminating examples are evolving surfaces of revolution in R3, including
dilations of spheres and cones. We give criteria for the instability of time periodic solutions, depending
on various curvatures. In the general case the Ricci curvature and the convexity of the underlying
submanifolds come into play.
Our paper is organized as follows. In Section 2, for the reader’s convenience, we collect some general
results on time-periodic parabolic problems and a criterion for stability and instability. In Section 3
we treat problems on surfaces with rotational symmetry. Section 4 is devoted to general Riemannian
manifolds. For the reader’s convenience we give a short introduction to the main geometric concepts and
tools, such as the Ricci curvature and the Bochner-Weitzenbo¨ck formula which will be needed later in
the proof of instability. Moreover we also relate our general problem to a biological model by Maini et
al. [15].
2. Known results for T-periodic solutions
In this section we collect some results on periodic solutions of parabolic problems. Most of the material
is taken from [12] and the references cited therein.
Let QT ⊂ Rn+1 be a bounded Lipschitz domain of the form
QT =
⋃
0<t≤T
Ωt × {t},
where Ωt ⊂ Rm for each t ∈ [0, T ]. We require that Ωt = Ωt+T . With (x, t) where x ∈ Ωt and 0 ≤ t ≤ T
we denote a point in QT . Let νt = (ν1(t), · · · , νn(t)) be the outer normal of Ωt. Denote by ΓT the
parabolic boundary
ΓT :=
⋃
0≤t<T
∂Ωt × {t}.
In QT we consider the elliptic operator
A(x, t) = −
n∑
i,j=1
aij(x, t)
∂2
∂xi∂xj
+
n∑
i=1
ai(x, t)
∂
∂xi
+ a0(x, t),
where all coefficients are supposed to be Ho¨lder continuous with respect to the parabolic metric(
|x− y|2 + |s− t|
)1/2
.
More precisely aij , ai, a0 ∈ Cµ,µ/2(QT ). The first exponent refers to the x- and the second to the t-
derivatives. In addition we assume that they are T -periodic, i.e. aij(x, t) = aij(x, t + T ), ai(x, t) =
ai(x, t+ T ) for i, j = 0, · · · , n.
2.1. The eigenvalue problem. The eigenvalue problem which will be crucial for our arguments is
(2.1)


∂φ
∂t
+A(x, t)φ = λφ in QT ,
n∑
i,j=1
aij(x, t)
∂φ
∂xi
νj(t) = 0 on ΓT ,
φ(x, t + T ) = φ(x, t).
The following result has been proved in [5] and [12] for the case of a cylindrical domain QT =
Ω0 × (0, T ). If we assume that Ωt is isomorphic to Ω0, we can make a change of coordinates such that
the transformed equation is defined in a cylindrical domain.
Lemma 2.1. Assume that
∑n
i=1 aij(x, t)νj(t) is not tangential to Ωt. Then
i) λ does not depend on t.
ii) The spectrum of (2.1) is discrete.
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iii) There exists a principal eigenvalue λ1 which is real, simple and has an eigenfunction of constant
sign.
iv) Re{λ} > λ1 for all other eigenvalues λ.
v) If a0 ≥ 0, a0 6= 0, then λ1 > 0.
In contrast to the elliptic case, λ1 has no variational characterization. Estimates can be found in [12].
Our arguments will be based on the following lemma which was also used in [7, 11]. We provide here a
slightly different proof.
Lemma 2.2. Assume that there exists a positive, T-periodic function w ∈ L2(0, T ;W 1,2(Ωt))∩C
1(QT ),
w ≥ 0, w 6≡ 0 such that

∂w
∂t
+A(x, t)w ≤ 0 in QT in the weak sense ,
n∑
i,j=1
aij(x, t)
∂w
∂xi
νj(t) ≤ 0 on ΓT .
Then λ1 ≤ 0.
Similarly if w satisfies

∂w
∂t
+A(x, t)w ≥ 0 in QT in the weak sense ,
n∑
i,j=1
aij(x, t)
∂w
∂xi
νj(t) ≥ 0 on ΓT .
Then λ1 ≥ 0.
Proof. Let φ > 0 be the eigenfunction corresponding to the principal eigenvalue of (2.1). Since it is of
constant sign we can write w = vφ. Then v satisfies in the weak sense
∂v
∂t
−
n∑
i,j=1
aij(x, t)
∂2v
∂xi∂xj
+
n∑
i=1
ai(x, t)
∂v
∂xi
− 2φ−1
n∑
i,j=1
aij
∂v
∂xi
∂φ
∂xj
+ λ1v ≤ 0 in QT ,(2.2)
n∑
i,j=1
aij(x, t)
∂v
∂xi
νj(t) ≤ 0 on ΓT ,(2.3)
v(x, t) = v(x, t+ T ) ≥ 0.(2.4)
Assume that λ1 > 0. By the maximum principle for weakly subparabolic functions [8], v assumes its
maximum on ΓT ∪Ω0 unless v ≡ vmax in QT . This is impossible by (2.2). Since
∑n
i,j=1 aij(x, t)
∂v
∂xi
νj(t) ≤
0 on ∂Ωt×{t} the strong maximum principle implies that v cannot take its maximum on ΓT , for 0 ≤ t ≤ T .
If it takes its maximum on Ω0, in view of the periodicity it assumes its maximum also on ΩT × {T }
and it is therefore constant. By (2.2) this is impossible, and therefore λ1 ≤ 0. The proof of the other
assertion is similar. 
2.2. Semilinear parabolic problems. Consider the quasilinear periodic-parabolic boundary value
problem
(2.5)


∂u
∂t
+A(x, t)u = f(x, t, u,∇u) in QT ,
n∑
i,j=1
aij(x, t)
∂u
∂xi
νj(t) = 0 on ΓT ,
u(·, t) = u(·, t+ T ).
Existence results for large classes of nonlinearities have been derived in [2, 7]. We are interested in the
linearized stability of the solutions of (2.5). We assume that f is of class C1 and T−periodic for t ∈ R.
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The corresponding linearized problem is
(2.6)


∂φ
∂t
+A(x, t)φ − fu(x, t, u,∇u)φ−
n∑
i=1
fuxi (x, t, u,∇u)φxi = λ1φ in QT ,
n∑
i,j=1
aij(x, t)φxiνj(t) = 0 on ΓT ,
φ(x, t + T ) = φ(x, t) x ∈ Ωt.
A similar criterion as for the stationary solutions holds for the T -periodic solutions of (2.5). It goes back
to D. Henry [10].
Lemma 2.3. (i) If λ1 > 0, then u is stable.
(ii) If λ1 < 0, then u is unstable.
The proof is found in [10, pages 247-250].
3. Surfaces of revolution in R3 evolving in time
3.1. Instability results. In this section we consider compact surfaces of revolutions which are the locus
of points in R3 generated by rotating the regular plane curve r → (ψ(r, t), χ(r, t)) around the z-axis. We
assume that for each r ∈ I := (a(t), b(t)), the functions t 7→ ψ(r, t), t 7→ χ(r, t), t 7→ a(t), and t 7→ b(t),
are T−periodic and ψ(r, t) > 0 for every t ∈ R and r ∈ I. This leads to a family of time-dependent
surfaces of revolutions Ωt, parametrized by
(3.1)


x = ψ(r, t) cos θ
y = ψ(r, t) sin θ,
z = χ(r, t).
(r, θ, t) ∈ [a(t), b(t)]× [0, 2π)× R+
The metric depends on t and is given by
ds2 = q2(r, t) dr2 + ψ2(r, t)dθ2, where q =
√
ψ2r + χ
2
r
for (r, θ) ∈ I × [0, 2π). The Laplace-Beltrami operator is expressed as
∆tu =
1
ψq
∂
∂r
(
ψ
q
ur
)
+
1
ψ2
∂2u
∂θ2
,(3.2)
and the Ricci (Gaussian) curvature of Ωt is
(3.3) R(r, t) =
−ψrrχ2r + ψrχrχrr
ψq4
.
The boundary ∂Ωt consists of the time-dependent geodesic circles
Ca,t := {(ψ(a(t), t) cos θ, ψ(a(t), t) sin θ, χ(a(t), t)) | θ ∈ [0, 2π), t ∈ R} ,
Cb,t := {(ψ(b(t), t) cos θ, ψ(b(t), t) sin θ, χ(b(t), t)) | θ ∈ [0, 2π), t ∈ R} .
For the sake of simplicity we shall assume that χr(a(t), t) > 0, χr(b(t), t) > 0 for every t ∈ R+.
We can reduce our problem on cylindrical domains, if we replace the variable r by ρ = r−ab−a . The
metric of Ω˜t then becomes
d˜s2 = (ψ˜2ρ + χ˜
2
ρ)dρ
2 + ψ˜2dθ2, where ψ˜(ρ, t) = ψ(r(ρ), t), χ˜(ρ, t) = χ(r(ρ), t).
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The Ricci curvature and the Laplace-Beltrami operator are changed accordingly. In the new variables
Ω˜t := {(ψ˜(ρ, t) cos θ, ψ˜(ρ, t) sin θ, χ˜(ρ, t)) | (ρ, θ, t) ∈ (0, 1)× [0, 2π)× R},
C˜0,t := {(ψ(0, t) cos θ, ψ(0, t) sin θ, χ(0, t)) | θ ∈ [0, 2π), t ∈ R} ,
C˜1,t := {(ψ(1, t) cos θ, ψ(1, t) sin θ, χ(1, t)) | θ ∈ [0, 2π), t ∈ R} .
As an illustration consider the following
Example 3.1. Suppose that a substance occupies a spherical cap Ωt on the sphere {|x| = R(t) : x ∈ R3}.
Let r(t) ∈ (0, b(t)) be the distance to the North Pole. Then Ωt is described by
(x, y, z) = R(t)
(
sin
r
R(t)
cos θ, sin
r
R(t)
sin θ, cos
r
R(t)
)
, (r, θ, t) ∈ [0, b(t))× [0, 2π)× (0, T ).
In this case we have
ψ(r, t) = R(t) sin
r
R(t)
, χ(r, t) = R(t) cos
r
R(t)
and ds2 = dr2 +R2(t) sin2
r
R(t)
dθ2, b(t) ∈ (0, πR(t)).
The boundary of Ωt is
Cb,t = R(t)
(
sin
b(t)
R(t)
cos θ, sin
b(t)
R(t)
sin θ, cos
b(t)
R(t)
)
, θ ∈ (0, 2π), t ∈ (0, T ).
We now discuss the reaction-diffusion problem in Ωt with boundaries C0,t and C1,t,
(3.4)


∂u
∂t
= ∆tu+ f(r, θ, t, u, ur, uθ) in QT
∂u
∂r
= 0 on ΓT
u(·, t) = u(·, t+ T ) in Ωt, ∀ t ∈ R .
Lemma 2.2 obviously applies to this problem.
We start with a simple well-known observation.
Lemma 3.2. Suppose that f = f(r, t, u, ur, uθ) does not depend explicitly on θ. Then any non-radial
solution of (3.4) is unstable.
Proof. We differentiate the differential equation (3.4) with respect to θ and observe that uθ is an eigen-
function corresponding to the eigenvalue λ = 0 of the linearized problem

φt = ∆tφ+ fu(r, t, u, ur, uθ)φ+ fur (r, t, u, ur, uθ)φr + fuθ(r, t, u, ur, uθ)φθ + λφ in QT
φr = 0 on ΓT
φ(·, t) = φ(·, t+ T ) in Ωt, ∀ t ∈ R .
Since uθ changes sign, 0 cannot be the principal eigenvalue and therefore λ1 < 0. This together with
Lemma 2.1 establishes the assertion.

Consider now the solutions which are independent of θ. Hess used in his paper [11], Casten and
Holland’s trick to prove the instability of solutions of (2.5) in domains Ω ⊂ Rn, which depend on the
space variable. This idea has been used also in [4] for stationary radial solutions on surfaces of revolutions.
The next result is an extension of [4, Thm.5.2].
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Theorem 3.3. Let u(r, t) be a radial solution of (3.4) such that ur 6= 0. Assume that f = f(t, u, ur, uθ)
is independent of r. If
(3.5)
1
q
(
ψr
qψ
)
r
−
qt
q
+ fur(t, u, ur, 0)
qr
q
≤ 0,
then u is unstable.
Proof. We consider the function v = |ur|q , which, in view of our assumptions, is nontrivial and we shall
show that it satisfies the assumptions of Lemma 2.2 in a weak sense.
In the region Q+T where ur is positive, we have
ur = vq, and urr = vrq + vqr and utr = vtq + vqt.
With this notation (3.4) is expressed as
ut =
vr
q
+ v
ψr
qψ
+ f in Q+T .
If we differentiate this equation with respect to r, we get
vt = ∆tv + v
[
1
q
(
ψr
qψ
)
r
−
qt
q
+ fur
qr
q
]
+ fuv + furvr .(3.6)
The same equation holds in the region Q−T where ur is negative. Under our assumptions we have
vt −∆tv ≤ fuv + furvr in Q
+
T ∪Q
−
T .(3.7)
By Kato’s inequality (3.7) holds in QT in the weak sense. On the boundary v satisfies, in view of the
Neumann boundary conditions, v = 0. Hence ∂v∂ν ≤ 0. By Lemma 2.2 we deduce that λ1 ≤ 0. The case
λ1 = 0 can be excluded by a contradiction argument which holds in a more general case and which is
proved in Theorem 4.2. Then λ1 < 0. The instability is now a consequence of Lemma 2.3. 
Remark 3.4. The geodesic curvature of the parallel circles r = const for each t ∈ [0, T ] is
kg(r, t) =
ψr
ψ
√
χ2r + ψ
2
r
.
A simple computation yields
(3.8)
1
q
(
ψr
qψ
)
r
= −R(r, t)− k2g(r, t) .
Hence condition (3.5) can be written as
−R− k2g ≤
qt
q2
− fur (t, u, ur, 0)
qr
q2
.
In the special case where q = 1 and f = f(u), this condition becomes
−R− k2g =
(
ψr
ψ
)
r
≤ 0,
which is in accordance with the results in [4].
Example 3.5. Consider the dilations of the unit sphere of the form
(x, y, z) = (ρ1(t) sin r cos θ, ρ1(t) sin r, sin θ, ρ2(t) cos r)
where ρi(0) = ρi(T ) = 1 for i = 1, 2, r ∈ (0, 1), θ ∈ (0, π). In this case
q2 = ρ21(t) cos
2 r + ρ22(t) sin
2 r, ψ2(r, t) = ρ21(t) sin
2 r,
and
1
q
(
ψr
qψ
)
r
−
qt
q
= −
1
q2 sin2 r
−
(ρ22 − ρ
2
1) cos
2 r
q4
−
ρ˙1ρ1 cos
2 r + ρ˙2ρ2 sin
2 r
q2
.
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In particular if ρ1 = ρ2 = ρ then
1
q
(
ψr
qψ
)
r
−
qt
q
= −
1 + ρρ˙ sin2 r
ρ2 sin2 r
.
Example 3.6. Next we consider the deformation of the cone of the type
(x, y, z) = (ρ1(t)r cos θ, ρ1(t)r sin θ, ρ2(t)r).
Here q2 = ρ21(t) + ρ
2
2(t) and ψ
2 = ρ21(t)r
2, and
1
q
(
ψr
qψ
)
r
−
qt
q
= −
1
(ρ21 + ρ
2
2)r
2
−
ρ˙1ρ1 + ρ˙2ρ2
ρ21 + ρ
2
2
.
3.2. The construction of a stable solution. Next we show that if condition (3.5) is not verified, then
there exist examples for which T-periodic solutions u with ur(r, t) 6= 0 are stable. For this purpose we
shall use a result of [4].
Let Ω be a time-independent surface in R3 where ψ2r + χ
2
r = 1 and r ∈ (0, 1). Consider on Ω the
problem
(3.9)


−∆U = F (U) in Ω
∂U
∂ν
= 0 in ∂Ω .
Here ∆ stands for the Laplace- Beltrami operator on Ω. By [4, Theorem 4.1], there exists under the
assumption
(
ψr
ψ
)
r
> 0 a function F ∈ C1(R) such that problem (3.9) admits an asymptotically stable
solution U = U(r) satisfying Ur(r) > 0 in (0, 1).
Let ψ˜(r, t) = ζ(t)ψ(r) and χ˜(r, t) = ζ(t)χ(r), ζ(t + T ) = ζ(t) > 0 and consider the family of surfaces
of revolution Ω˜t, defined as in Section 3.1. Note that q = ζ(t) and in view of (3.2)
∆tU =
1
ζ2
∆U = −
1
ζ2
F (U).
Let φ > 0 ∈ C1(R) be T -periodic and define
u(r, t) := U(r)φ(t), for r ∈ [0, 1], t ∈ R .
Then
∂tu−∆tu =
φ′(t)
φ(t)
u−
φ(t)
ζ2(t)
∆U =
φ′(t)
φ(t)
u+
φ(t)
ζ2(t)
F
(
u
φ(t)
)
=: f(t, u) in Ω˜t,(3.10)
∂u
∂νt
= 0 on C˜0,t ∪ C˜1,t.
Theorem 3.7. If
(3.11)
(
ψr
ζψ
)
r
−
ζt
ζ
> 0,
then u is an asymptotically stable solution solution of problem (3.10)
Proof. Observe that v = ur/ζ satisfies
∂tv −∆tv =
[
1
ζ2
(
ψr
ψ
)
r
−
ζt
ζ
]
+ fu(t, u)v.
From our assumptions we then conclude that vt − ∆tv ≥ fuv in Ω˜t. The assertion now follows from
Lemma 2.2. 
4. T-periodic parabolic problems on Riemannian manifolds
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4.1. Basic notions from Riemannian geometry. For the reader’s convenience we first recall some
notions and results from Riemannian geometry, see e.g. [1]. Let M be a Riemannian manifold of
dimension m endowed with a metric g = 〈·, ·〉. We denote by p an arbitrary point ofM and let x1, . . . , xm
be the coordinate functions in the local chart U . Then we have
(4.1) g = gij dx
i ⊗ dxj
where dxi denotes the differential of the function xi and gij are the (local) components of the metric,
defined by gij = 〈
∂
∂xi ,
∂
∂xj 〉. We will denote by [g
ij ] the inverse of the matrix [gij ]. In the sequel we shall
use the Einstein summation convention over repeated indices.
For any smooth function u : M −→ R, the gradient of u relative to the metric g of M , ∇u, is the
vector field dual to the 1-form du, that is
〈∇u,X〉 = du(X) = X(u)
for all smooth vector fields X on M . Note that in local coordinates we have ∇u = ui ∂∂xi with
uj = gij
∂u
∂xi
,
∂u
∂xi
= giju
j
and
(4.2) |∇u|2 = 〈∇u,∇u〉 = gij
∂u
∂xi
∂u
∂xj
.
The divergence of a vector field X on M is given by the trace of ∇X , the covariant derivative of X ,
where ∇ is the (unique) Levi-Civita connection associated to the metric g. If X = X i ∂∂xi , it can be
expressed in local coordinates as
divX =
∂X i
∂xi
+XkΓiki,
where Γkij are the Christoffel symbols
Γkij =
1
2
gkl
(
∂gil
∂xj
+
∂gjl
∂xi
−
∂gij
∂xl
)
.
The Hessian of u is defined as the 2–tensor Hess(u) = ∇du and its components uij are in local
coordinates
uij =
∂2u
∂xi∂xj
− Γkij
∂u
∂xk
.
Note that
|Hess(u)|2 = gikgjl
(
∂2u
∂xi∂xj
− Γkij
∂u
∂xk
)(
∂2u
∂xk∂xl
− Γskl
∂u
∂xs
)
,
and that ∇|∇u|2 is a vector field, which for every smooth vector field X satisfies
(4.3) 〈∇|∇u|2, X〉 = 2Hess(u)(∇u,X).
The Laplace–Beltrami operator of u is the trace of the Hessian, or equivalently the divergence of the
gradient, i.e.
∆u = Tr(Hess(u)) = div(∇u).
In local coordinates it has the form
∆u = g−1
∂
∂xi
(
g gij
∂u
∂xj
)
, where g =
√
det(gij).
We denote by Ric the Ricci tensor which is expressed as
Rij = Rji =
∂Γlij
∂xl
−
∂Γlil
∂xj
+ ΓkijΓ
l
kl − Γ
k
ilΓ
l
kj ,
Therefore, if X = X i ∂xi , Y = Y
i ∂
xi are vector fields, we have Ric(X,Y ) = RijX
iY j .
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Next we recall the well–known Bochner–Weitzenbo¨ck formula, which will play a crucial role in what
follows: for all u ∈ C3(M) we have
(4.4)
1
2
∆|∇u|2 = |Hess(u)|2 +Ric (∇u,∇u) + 〈∇∆u,∇u〉.
Moreover for every u ∈ C2(M) we have
(4.5) |∇|∇u|2|2 ≤ 4|Hess(u)|2|∇u|2,
see e.g. [4, formula (3.6)].
If Ω ⊂ M is an open set with regular boundary ∂Ω, we will use ν to denote the outer normal unit
vector to ∂Ω in the tangent space TpM . We shall assume that ∂Ω is orientable and that the outer normal
is well-defined and continuous. Hence for any p ∈ ∂Ω there exist a neighborhood U ⊂M and a function
ϕ : U −→ R+ such that U ∩ ∂Ω = ϕ−1(0) and ∇ϕ 6= 0 in U . Then the outward normal unit vector can
be computed as ν = − ∇ϕ|∇ϕ| .
Next we introduce the second fundamental form of ∂Ω with respect to M . For any p ∈ ∂Ω let X,Y be
in the tangent space of ∂Ω through p, and denote by ∇Xν the covariant derivative of ν along X . Then
II(X,Y ) = −〈∇Xν, Y 〉 = 〈ν,∇XY 〉,
and if X = X i ∂∂xi and Y = Y
i ∂
∂xi , in local coordinates it takes the form
II(X,Y ) = −gkl
(
∂νk
∂xi
+ Γkijν
j
)
X iY l.
Finally, we recall that for any function u ∈ C2(Ω) such that ∂u∂ν = 〈∇u, ν〉 = 0 on ∂Ω, the vector ∇u
is tangential to ∂Ω, and
(4.6)
1
2
∂
∂ν
|∇u|2 = II(∇u,∇u) on ∂Ω,
see e.g. [4, Lemma 3.4] for the proof.
When we deal with a smooth family of metrics g(t) = 〈·, ·〉t with local coefficients gij(t) = 〈
∂
∂xi ,
∂
∂xj 〉t,
for t ∈ R, we will use Rict, ∇t, Hesst, divt, ∆t, | · |t, IIt and νt to denote the corresponding geometric
objects relative to the metric g(t) for t ∈ R.
4.2. Parabolic problem. In this subsection we study stability and instability of T -periodic classical
solutions of a reaction-diffusion process. Here Ωt ⊆ M is a family of T -periodic submanifolds (with or
without boundary) such that Ωt is diffeomorphic to Ω0 for every t under the smooth T -periodic map
Ψ(t, ·) : Ω0 → Ωt. Denote by g(t) the metric induced on Ωt by the immersion in (M, g). In the presence
of a boundary, νt stands for the unit normal vector field on ∂Ωt which belongs to the tangent space of
Ωt.
The process is described by the Neumann boundary value problem
(4.7)


∂u
∂t −∆tu = f(p, t, u,∇tu) in QT ,
∂u
∂νt
= 0 on ΓT .
If there is no boundary, the Neumann condition in (4.7) is dropped.
Here f : M × R × R × TM −→ R is a C1, T -periodic function and TM is the tangent bundle of
M . If at any point on M we identify the tangent bundle TM with its tangent space, and if we denote
by dTMf(p, t, ξ, ·) the differential of the map f(p, t, ξ, ·) : TM −→ R, then there exists a continuous,
T -periodic vector field X(p, t, u,∇tu), such that
dTMf(p, t, u(t, ·),∇tu(t, ·))V = 〈X(p, t, u(t, ·),∇tu(t, ·)), V 〉t ∀V ∈ TM.
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We now introduce the operator
(4.8) L :=
∂
∂t
−∆t − 〈X(p, t, u,∇tu),∇t · 〉t −m0,
where m0 =
∂f
∂ξ (p, t, u,∇tu). The linearization of problem (4.7) at u is
Lφ = λφ in QT ,
∂φ
∂νt
= 0 on ΓT .
4.3. Motivation.
4.3.1. Let u denote the density of a substance or of a population which occupies at time t the domain
Ωt of R
n. We assume that there is no flux of the substance across the boundary of the domain, i.e. for
every t ∈ R
∂u
∂νt
= 0 on ∂Ωt × {t},
where νt denotes the outward normal unit vector to ∂Ωt. If the diffusive flux vector J of the substance
obeys Fick’s first law, and if in addition there is a source F (p, t, u), then in an isotropic media we have
J = −∇u+ F (p, t, u).
Fick’s second law in the presence of an outside force H(p, t, u,∇0u) implies that for every subdomain
Ω′ ⋐ Ωt the change of the total mass is given by
d
dt
∫
Ω′
u dx = −
∫
∂Ω′
〈J, ν〉 dσ +
∫
Ω′
H(p, t, u,∇u) dx,
where ν is the outer normal of Ω′ and dσ is the surface element of ∂Ω′. By the divergence theorem
d
dt
∫
Ω′
u dx =
∫
Ω′
(∆u− divF +H) dx.(4.9)
We now assume that for every t, Ωt is diffeomorphic to a fixed domain Ω0 ⊂ Rn under the smooth map
Ψ(t, ·) : Ω0 → Ωt. If in local coordinates the metric tensor of M is g = δij dxi ⊗ dxj , after the change of
coordinates xi = ψi(t, y) it becomes
g(t) =
∂ψi
∂yk
∂ψi
∂ys
dyk ⊗ dys =: g˜ks(y, t) dy
k ⊗ dys.
The corresponding volume element is dx = gtdy. After the transformation ψ
−1, (4.9) assumes the form∫
ψ−1(Ω′)
(
∂u
∂t
+
1
gt
∂gt
∂t
u
)
gt dy︸ ︷︷ ︸
dµt
=
∫
ψ−1(Ω′)
(∆tu− divt F +H)dµt.
Since this relation holds for arbitrary Ω′ ⋐ Ωt, and consequently ψ
−1(Ω′) ⋐ Ω0, we deduce that
∂u
∂t
=∆tu− divt F +H −
1
gt
∂gt
∂t
u in Ω0 × (0, T ),(4.10)
g˜ks
∂u
∂yk
νs = 0 on ∂Ω0 × (0, T ),
where ν is the outer normal of Ω0. The divergence of F consists of two parts, namely
divt F = 〈
∂F
∂ξ
(p, t, u),∇tu〉t + h(y, t, u),
where h(·, t, ξ) is the divergence of the vector field F (·, t, ξ) on Ω0 with t and ξ fixed.
Example 4.1. Suppose that a chemical substance occupies at time t = 0 the domain is Ω0 ⊂ Rn and as
time evolves the domain Ωt ⊂ Rn. We assume that there is a smooth family of diffeomorphisms ψ(t, ·) :
Ω0 → Ωt. The standard Euclidean metric on Ωt is after this mapping g˜ij(·, t) = ∂yiψ(·, t) · ∂yjψ(·, t).
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Now suppose that the growth is isotropic in the different directions, i.e. for every component of
x = ψ(t, y) we then have xi(y, t) = ρi(t)y
i. Then
ut −∆tu+
∂tg
g
u = ut −
n∑
i=1
ρ−2i
∂2u
∂x2i
−
n∑
i=1
d log ρi
dt
u.
4.4. Main results. In order to state our main result concerning the instability of the solutions of (4.7),
we need the the 2–tensor h(t) given in local components by
(4.11) hij(t) =
1
2
gir(t)gsj(t)
∂grs
∂t
(t).
Theorem 4.2. Let f = f(t, u,∇tu) : R×R× TM −→ R be a T -periodic, C1 function and assume that
u is a C3, T -periodic solution of problem (4.7) and moreover IIt(V, V ) ≤ 0 for every vector field V on
∂Ωt and every t ∈ R. Assume that for every vector field X
(4.12) h(t)(X,X)− Rict(X,X) ≤ 0.
If, for some t ∈ (0, T ), u is non constant with respect to x, then u is unstable.
The proof is based on the arguments of Hess [11]. The idea is to show that the linearized problem
(4.4) has a negative eigenvalue. For this purpose we construct a solution w which satisfies Lemma 2.2.
It is immediate to see from the proofs that Lemma 2.2 and Lemma 2.3 still apply when we consider
a family of submanifolds Ωt ⊆M as above. The operator A is replaced by
−∆t − 〈X(p, t, u,∇tu),∇t · 〉t −m0,
where ∆t is the Laplace–Beltrami operator relative to the metric g(t) and u is a solution of (4.7).
In the proof of the theorem we shall also need the following result.
Proposition 4.3. Assume that for every vector field X on Ωt
(4.13) h(t)(X,X)− Rict(X,X) ≤ 0 on Ωt
and that
IIt(V, V ) ≤ 0
for every vector field V on ∂Ωt.
Let f = f(t, u,∇tu) : R× R× TM −→ R be a C1, T -periodic function. Assume also that u is a C3,
T -periodic solution of problem (4.7). Then the function w = |∇tu|t satisfies in the weak sense Lw ≤ 0
on
⋃
t∈R Ωt × {t} and
∂w
∂νt
≤ 0 on
⋃
t∈R ∂Ωt × {t}.
Proof of Proposition 4.3. The proof is trivial if u depends only on t ∈ R, since w = |∇tu|t ≡ 0. From
now on we therefore assume that w 6≡ 0 on QT . For any ǫ > 0 we consider the function wǫ : QT −→ R
defined by
wǫ(x, t) =
√
|∇tu(x, t)|2t + ǫ
2 for (x, t) ∈ QT .
Then w ∈ C2 and it is T -periodic in t ∈ R. Using (4.2), (4.3), (4.4) and (4.11) we have
(4.14)
〈∇twǫ, ·〉t =
1
2wǫ
〈∇t|∇tu|
2
t , ·〉t =
1
wǫ
Hesst(u)(∇tu, ·)
∆twǫ =
1
wǫ
[
|Hesst(u)|
2
t +Rict (∇tu,∇tu) + 〈∇t∆tu,∇tu〉t
]
−
1
4w3ǫ
∣∣∇t|∇tu|2t ∣∣2t ,
∂
∂t
wǫ =
1
wǫ
[
〈∇t
∂u
∂t
,∇tu〉t + h(t)(∇tu,∇tu)
]
,
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By (4.8) and (4.14), on QT we have
(4.15)
Lwǫ =
1
wǫ
[
〈∇t
∂u
∂t
,∇tu〉t + h(t)(∇tu,∇tu)− |Hesst(u)|
2
t − Rict (∇tu,∇tu)− 〈∇t∆tu,∇tu〉t
−Hesst(u)(∇tu,X(t, u,∇tu))
]
+
1
4w3ǫ
∣∣∇t|∇tu|2t ∣∣2t −m0wǫ.
Since u is a solution of the differential equation in (4.7) we obtain
(4.16)
〈∇t∆tu,∇tu〉t = 〈∇t
∂u
∂t
,∇tu〉t − 〈∇tf(t, p, u,∇tu),∇tu〉t
= 〈∇t
∂u
∂t
,∇tu〉t −
∂f
∂ξ
(t, u,∇tu)|∇tu|
2
t −Hesst(u)(X(t, u,∇tu),∇tu).
Inserting (4.16) into (4.15), recalling that Hesst(u) is symmetric and that m0 =
∂f
∂ξ (t, u,∇tu), we obtain
Lwǫ =
1
wǫ
[
h(t)(∇tu,∇tu)− |Hesst(u)|
2
t − Rict (∇tu,∇tu) +m0|∇tu|
2
t
]
+
1
4w3ǫ
∣∣∇t|∇tu|2t ∣∣2t −m0wǫ.
By (4.13) and (4.5) we have
1
wǫ
(
h(t)(∇tu,∇tu)− Rict (∇tu,∇tu)
)
−
1
4w3ǫ
(
4w2ǫ |Hesst(u)|
2
t −
∣∣∇t|∇tu|2t ∣∣2t ) ≤ 0.
Hence we deduce that
(4.17) Lwǫ ≤ −
m0
wǫ
ǫ2 ≤ ǫ max
(p,t)∈M×R
|m0(p, t)|.
Passing to the limit as ǫ tends to 0 we see that wǫ converges to w = |∇tu|t uniformly and in W 1,p for
every p ∈ [1,∞). Thus passing to the limit in (4.17) as ǫ tends to 0, we conclude that Lw ≤ 0 on QT in
the weak sense.
As for the boundary condition, since ∂u∂νt = 0 on ∂Ω× R, by (4.6) we have
∂wǫ
∂νt
=
1
2wǫ
∂
∂νt
|∇tu|
2
t =
1
wǫ
IIt(∇tu,∇tu) on
⋃
t∈R
∂Ωt × {t}.
Thus, since by our assumptions we have that IIt(V, V ) ≤ 0 for every vector field V on ∂Ωt and every
t ∈ R, we deduce that ∂wǫ∂νt ≤ 0 on ∂Ωt for every t ∈ R. Passing to the limit as ǫ tends to 0, since wǫ
converges to w = |∇tu|t uniformly and in W
1,p for every p ∈ [1,∞), we see that w satisfies
Lw ≤ 0 in
⋃
t∈R Ωt × {t},
∂w
∂νt
≤ 0, on
⋃
t∈R ∂Ωt × {t}
in the weak sense.

Proof of Theorem 4.2. The conclusion follows from Proposition 4.3. Indeed by our assumptions, the
function w = |∇tu|t is nontrivial, T -periodic and it satisfies
Lw ≤ 0 in QT ,∂w
∂νt
≤ 0, on ΓT .
Then by Lemma 2.2 we have that λ1, the smallest eigenvalue of problem
(4.18)


Lφ = λ1φ in QT ,
∂φ
∂νt
= 0 on ΓT ,
φ(x, t) = φ(x, t+ T )
is nonpositive. If λ1 < 0 then the solution u is unstable.
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We now show that the case λ1 = 0 cannot occur. By contradiction, assume that λ1 = 0 and let φ1 be
a positive T -periodic eigenfunction on QT of problem (4.18). Define
v(x, t) := αφ1(x, t)− w(x, t), (x, t) ∈ QT ,
with α > 0. Since φ1, w are continuous and T -periodic in t ∈ R and since QT is compact, v achieves its
minimum. We can choose α > 0 such that v ≥ 0 on QT and
(4.19) min
Ω×R
v = 0.
Now note that v satisfies Lv ≥ 0 on QT and also
∂v
∂νt
≥ 0 on ΓT , when ΓT 6= ∅. By the Hopf lemma
and by (4.19), if ΓT 6= ∅ then v cannot achieve its minimum at any point of ΓT . Then v achieves its
minimum at some point of QT . Since v is T -periodic in t ∈ R, by the strong maximum principle v must
be constant on QT . Hence by (4.19) we have that v ≡ 0 on QT , and thus
|∇tu|t = w = αφ1
is a positive eigenfunction of problem (4.18).
Since u is continuous, T -periodic in t ∈ R and QT is compact, u achieves its minimum on QT at
some point (x0, t0) (it would be equivalent to consider a point (x1, t1) where u attains its maximum). If
(x0, t0) ∈ ΓT 6= ∅, then the derivative of u in any direction which is tangent to ∂Ωt0 computed at (x0, t0)
must vanish, i.e.
〈∇t0u(x0, t0), X〉t0 = 0
for every X ∈ Tx0∂Ωt0 . Then ∇t0u(x0, t0) is a scalar multiple of νt0 ; from the boundary condition in
(4.7) we conclude that
(4.20) ∇t0u(x0, t0) = 0.
If (x0, t0) ∈ QT , since u is T -periodic we immediately conclude that (4.20) holds, since (x0, t0) lies in the
interior of the domain. Thus we have that
w(x0, t0) = |∇t0u(x0, t0)|t0 = 0,
which contradicts the positivity of w = αφ1 we established above.
Thus the case λ1 = 0 cannot occur, and hence λ1 < 0 and u is unstable. 
The following corollaries, where (M, g) and Ω ⊆M are time-independent are consequences of Theorem
4.2.
Corollary 4.4. Assume that for every vector field X on Ω
(4.21) Ric(X,X) ≥ 0 on Ω.
Let f = f(t, u,∇u) : R × R × TM −→ R be a C1 function which is T -periodic for t ∈ R. Assume also
that u is a C3, T -periodic solution of problem
ut −∆u = f(t, u,∇u) on Ω× (0, T )∂u
∂ν = 0 on ∂Ω× (0, T ).
Moreover let II(V, V ) ≤ 0 for every vector field V on ∂Ω. If for some t ∈ (0, T ) the solution u depends
on x ∈M , it is unstable.
Corollary 4.5. Assume that for every vector field X on Ω
Ric(X,X) ≥ 0 on Ω.
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Let f = f(u,∇u) : R×TM −→ R be a C1 function. Assume also that u is a C3 solution of the Neumann
problem 
∆u + f(u,∇u) = 0 on Ω× (0, T )∂u
∂ν = 0 on ∂Ω× (0, T ).
Moreover let II(V, V ) ≤ 0 for every vector field V on ∂Ω. If u is not constant on M , then u is unstable.
In a bounded domain Ω ⊂ Rn with C1 boundary ∂Ω the condition (4.21) is trivially satisfied, since
Ric ≡ 0 on Rn. Moreover the condition that II(V, V ) ≤ 0 for every vector field V on ∂Ω, requires the
domain Ω to be convex. Thus Theorem 4.2 and Corollary 4.4 are in accordance with [11, Theorem 1]
and with [11, Corollary 1], respectively.
Moreover, Corollary 4.5 extends the results in [14] and [4] to the case where the nonlinearity f(u,∇u)
depends also on ∇u, and thus where the first eigenvalue of the corresponding linearized problem does
not admit a variational characterization.
Condition (4.12) is only needed for X = ∇u, as it clear from the proof. In the case of surfaces of
revolution, one knows that a solution depending on θ is automatically unstable, see Lemma 3.2, hence
condition (4.12) is only needed for radial solutions, i.e. in the radial direction. Hence in this case (4.12)
reduces to Ric ≥ 0. By Remark 3.4, Theorem 3.3 is sharper than Theorem 4.2 for surfaces of revolution.
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