Matrices with a transitive graph and inverse M-matrices  by Kessler, Ofra & Berman, Abraham
Matrices with a Transitive Graph and Inverse M-Matrices 
Ofra Kessler and Abraham Berman* 
Department of Mathematics 
Technion -Israel institute of Technology 
Haifa 32000, lsrael 
Dedicated to Professor H. Wielandt 
Submitted by E~neric Deutsch 
ABSTRACT 
The relationship between inverse M-matrices and matrices whose graph is transi- 
tive is studied. The results are applied to obtain a new proof of the characterization, 
due to M. Lewin and M. Neumann, of (0,l) inverse M-matrices. 
1. INTRODUCTION 
In this paper we study matrices which are inverses of M-matrices. Such 
matrices are, of course, nonnegative. We assume familiarity with basic results 
on nonnegative matrices and M-matrices, and follow the definitions and 
notation of [l]. The class of nonsingular M-matrices will be denoted by JJ%‘, 
and the class of M-‘-matrices, i.e. matrices whose inverse is in J.&‘, by J& i. 
An excellent survey on M-l -matrices is given in [4]. We quote several results 
which will be used in the sequel. 
LEMMA 1 [4]. M-‘-matrices are diagonally stable and thus positive 
stable. 
LEMMA 2 [4]. Principal s&matrices of M- ‘-matrices are in A-‘. 
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LEMMA 3 [4]. Zf B is an M-‘-matrix and D is a nonnegative diagonal 
matrix, then B + D E JT ‘. 
Totally nonnegative Mp ’ -matrices are studied in [5] and [7]. Products of 
Mp l-matrices are studied in [2] and [3]. Additional references on Mp *-matrices 
include [6], [8], and [9]. 
M-‘-matrices have the property that their graphs are transitive [6]. In fact 
nonnegative matrices with a transitive graph are almost MP ‘-matrices. We 
refer to these matrices as transitive matrices and study them in Section 2. 
Let B be a nonnegative transitive matrix, and denote by Bd L the ray 
Bx L = { a E R : al + B E JS%- ’ }. In Section 3 we characterize the cases 
where Bd-l is open and closed and express, in each case, the infimum of 
Bd- 1 as a maximal real root of a polynomial which depends on B. These 
results are applied in Section 4 to obtain a new proof of the characterization, 
given in [6], of M-l-matrices whose entries are zeros or ones. 
2. MATRICES WITH A TRANSITIVE GRAPH 
A directed graph G with a vertex set V(G) and an edge set E(G) is 
transitive if 
(i,j)EE(G), (~,~)EE(G) - (i,k)EE(G), 
or, equivalently, if a path in G from i to J’ implies that (i, j) E E(G). The 
directed graph G is reflexive if it has a loop, (i, i ), at every vertex i, 
antis ymmetric if 
(i,j)EE(G), i#j 3 (j,i)@E(G), 
and a partial order graph if it is transitive, reflexive, and antisymmetric. 
Recall that the directed graph G(A) of an n x n matrix A = (a ij) is 
defined by 
V(G(A))= {l,...,n}; 
and 
We shall say that a matrix A is transitive if G(A) is transitive. Similarly, A is 
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reflexive if 
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aii f 0, i=l,...,n; 
and a partial order matrix if G(A) is a partial order graph. 
Let A be a nonnegative matrix and let k be a natural number. We say 
that A and Ak have the same zero pattern if 
aij=o - af;=Oo, k=1,2 ,.... 
A has an invariant zero pattern if A and Ak have the same zero pattern 
for every k. This is equivalent to the statement that A and A2 have the same 
zero pattern. This property is intimately related to transitivity. More pre- 
cisely, transitivity is a necessary condition for a matrix to have an invariant 
zero pattern while transitivity plus reflexivity is a sufficient condition. 
The matrix 
0 1 ( 1 0 1 
is an example of a matrix with an invariant zero pattern which is not reflexive. 
The matrix 
i 0 1 0 1 0 1 
demonstrates that reflexivity is needed, in addition to transitivity, in order to 
imply an invariant zero pattern. 
If A is an n x n invertible matrix, then for every i, i = 1,. . . , n, there 
exists, by the Cayley-Hamilton theorem, a natural number k such that 
afi # 0. Thus, for nonnegative invertible matrices, transitivity is equivalent to 
having an invariant zero pattern. 
The following result is proved in [6]. 
LEMMA 4 [6]. Let A be a nonnegative and transitive matrix. Then A is 
either a positive matrix or a reducible one. 
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form of A: 
PTAP = 
A,, 0 . . . . 0 
A 21 A,, 0 . . . 0 
. . 
. . 
. . 
0 
A kl ’ ’ ’ . A kk 
where P is a permutation matrix and A ii, i = 1,. . . , k, are irreducible or A ii 
is a 1 x 1 zero matrix. The transitivity of A implies the transitivity of the 
principal submatrices Aii, so by Lemma 4, Aii is a 1 X 1 zero matrix or a 
positive one. Therefore, again by the transitivity of A, we have that for i > j, 
A i j is positive or the zero matrix. 
The following theorem relates the zero patterns of a transitive and 
invertible matrix and its inverse. 
THEOREM 1. Suppose that A = (a i j) is an n x n complex nonsingular 
transitive matrix with B = (b, j) = A ‘. Then 
i# j and a,j=O * bij=O. 
Proof. Suppose that bij # 0. Then A( j 1 i) # 0, so that, by Lemma 0 of 
[6], there exists a path from i to j in the directed graph of A. Since A is 
transitive, a i j # 0, a contradiction. W 
For a matrix B, let BM I denote the set 
Bx I= {a~R:cxZ+ BE./@}. 
By Lemma 3, BMm I is a (possibly empty) ray, bounded from below, on 
the real line. In fact, B,-I is nonempty if and only if B is nonnegative and 
transitive [4, 61. This shows that the nonnegative transitive matrices are, in a 
sense, almost M-‘-matrices. In analogy, let (- B), = { (Y E R : al - B E -4’ }. 
The set (- B)& is nonempty if and only if - B is a Z-matrix, so, in this 
sense, the Z-matrices and the nonnegative transitive matrices play a dual role. 
Of course, when (- B)M is not empty, it is the open ray (p(B), co). The ray 
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B .M 1) however is not necessarily open. For example, let 
Then PM L = (0, co) while S, L = [0, 00). 
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3. THE INFIMUM OF B, I 
In this section B is an n X n nonnegative and transitive matrix. We 
characterize the case where the ray BM 1 is closed and study the value of its 
infimum, aa. 
THEOREM 2. The ray B,& I is closed, i.e. BA L = [a,,, CO), if and only if 
there exists & E R such that 
(a) B +&I G M-l, 
(b) B + &Z is positive stable and so are its principal suhrnatrices of order 
n - 1. 
Proof. Suppose there exists & E R satisfying (a) and (b) but BJJf 1 is an 
open ray, B& L = (a,, co). Then for every (Y > (Ye, B + al E .A- I. Thus, by 
Lemma 1, for every (Y > (Yg: 
(1) (- l)‘+jdet[(B + crZ)(i/j)] < 0, 1~ i + j 6 n, 
(2) det[(B + aZ)(i/i)] > 0, i = l,..., n, 
(3) det( B + aZ) > 0, 
where (B + aZ)(i/j), 1~ i, j < n, denotes the submatrix obtained from 
B + al by deleting the ith row and the jth column. 
By continuity considerations, for (Y = (Ye there is a weak inequality in (I), 
(2) and (3). Since B + cr,Z P ~4~ I, either det( B + a,,Z) = 0 or there exists 
1 < i < n such that det[( B + o~~Z)(i/i)] = 0, so PO - (Y() is an eigenvalue of 
(B + &Z)(i/i) for some 1~ i < n, or of B + &Z. By (a), PO - an < 0, and 
this is a contradiction to (b), so BM L is a closed ray. 
Suppose BM 1 = [a”. co). then B + a,Z E Am ’ and, by Lemma 2, so are 
all its principal submatrices. Therefore, by Lemma 1, B + aOZ is a positive 
stable matrix and so are all its principal submatrices. By a continuity 
argument, there exists & < 0~” satisfying conditions (a) and (b). fl 
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COROLLARY. The ray BM 1 is open if and only if for every /3 E R, the 
positive stability of B + bl and its principal submatrices of order n - 1 imply 
that 
Recall that (- B)M = (p(B), co), where p(B) is the spectral radius of B. 
The study of the analogous results for BMm 1 was suggested in [4]. We express 
the infimum of BM I as a maximal root of a polynomial which depends on the 
matrix B. Here we need to differentiate between the cases where B& 1 is 
closed or is open. 
Let 
w4= I-I 
(i # j: b,, > 0) 
qijta)F 
where qij(a)= det[(B + d>(i/j>]. 
THEOREM 3. Zf B,- 1= [ CQ, 00) then 
Proof. Since B + aOZ E .K ‘, inequalities (1) (2) and (3) are satisfied 
for a = (~a. 
For every CY < (~a close enough to (~a, inequalities (2) and (3) are still valid. 
Since B + al 4 A-’ for (Y < C-Q, there must be a pair i, # j, for which 
(- l)i”+i” [(B+a’)-l]j”i”=det(B+al) det[(B+~~)(Wh)l>O 
and qi,jo(aO) = det[(B + cu,Z)(i,/j,)] = 0. 
B + al is a transitive matrix, so, by Theorem 1, bjoi,, > 0 and (~a is a real 
root of Q,(cx). To prove that (~a is the maximal real root of OS(a), we shall 
show that the polynomial (- l)‘+jq, j(a) is not increasing in [a,, co). The 
result then follows by observing that in (Ye its value is nonpositive and that for 
i # j such that bji > 0, qij(a) + 0 (its leading coefficient is b,, # 0). Now, let 
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A = B + al = (~,~(a)). Then 
k,l#-i,j 
By expanding 9i j( CX) = det[( B + aZ )( i/j)] along the kth row we have 
a9ij(a) 
p=(-l)“det{[(B+(~Z)(i/j)](k/k)}, 
aakt 
k#i, k#j, 
where 
min{i, j} <k<max{i, j}, 
k>max{i, j}, 
k<min{i, j}. 
Thus 
3 - l)i+jq,j(a) 
= c t-11 i’i”det{[(B+~Z)(k/k)](i/j)} 
min ( i , j ) < k < nux ( i , j ) 
+ c (-l)i+idet([(B+arZ)(k/k)](i/j)} 
k>max(i,j) 
+ c (-l)i’jdet{[(B+i)(k/k)](i/j)}. 
k<min(t,j) 
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For a: 2 LYE, B+cxZE_K’ andsoare(B+aZ)(k/k), k=l,...,n.Sincethe 
terms in the above expansion are the (j, i)th cofactors of the corresponding 
matrix (B + aZ)(k/k), they are nonpositive and so is (d/da)(- l)‘+jqij(a). 
Therefore (Y” > max{ (Y E R: qij(a) = 0}, i # j, bji > 0, and thus it is the 
maximal real root of Q,(a). n 
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Now let Q,(a)= det(B + cwl).n:=,det[(B + aZ)(i/i)]. 
THEOREM 4. IfB,,# 1 = (cY,, w), then 
a,,=max{oER:Q,,(LY)=O}. 
Proof. The positive stability of R + al and its principal submatrices of 
order n - 1 is a necessary condition for it to be in J&’ ‘. Therefore H + (YZ l 
A%’ 1 implies that 
Reh:XEo(B)U fi o[R(i/i)]i 
t=l 
=max{Reh:Q,(a)==O}. 
By the characterization of the case where B_& I is an open ray, the positive 
stability of B + al and its principal submatrices of order n - 1 implies that 
B + al E JK I. Therefore czO = max{Re (Y : o,(a) = 0). To complete the proof 
we shall show that Q&o,,) = 0. For (Y > CY(,, inequalities (1) (2) and (3) are 
satisfied, and by continuity, inequality (1) holds for a = cyO. Since B + a,,Z @ 
JK I, at least one of (2) and (3) vanishes for (Y = (Y(), and so (Y() is a real root of 
Q,( CY), that is, 
n 
In concluding the section we observe that by the proof of Theorem 4 and 
by Lemma 1, it is clear that o0 = max{ (Ye, (Y,~}, where 
and 
When (Ye = aP > (Y,~ the ray BM I is open; when (Ye = a,, > LYE, it is closed. 
Equality between (Ye and (Y, implies an open ray. 
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4. (0,l) INVERSE M-MATRICES 
As an application of the previous results we give a new proof of the 
characterization, due to M. Lewin and M. Neumann, of inverse &llatrices 
whose entries are zeros or ones. 
Following [6], we refer to the matrix 
‘1 0 0 O\ 
1 1 0 0 
1 0 1 0 
\l 1 1 1, 
as a buckle. 
THEOREM 5 [6]. A (O,l)-matrix is in _&- I if and only if it is u purtiul 
order mutrix which contains no principal sulnnutrix cogrudient to u buckle. 
Proof. An Mm ‘-matrix is transitive and reflexive, and by Lemma 4, a 
(0, 1)-matrix in ~8%~ i must have a triangular normal form, since otherwise it is 
not invertible. Thus a (0,l) A i-matrix must be a partial order matrix. The 
other necessary condition follows from the observation [6] that a buckle is not 
an JZ ‘-matrix and from Lemma 2. 
To prove the sufficiency part, let B be an n X n (0,l) partial order matrix 
which contains no buckle as a principal submatrix. Since Am1 is invariant 
under permutation similarity, we may assume, by the partial order property, 
that B is a lower triangular matrix. If B& 1 is open, B, 1 = (a(,, co), then (Y(, 
is the maximal real root of the polynomial Q,(o) of Theorem 4. Since B is 
reflexive, h,, = 1, i = 1,. . . , n, so a0 = - 1, implying that B E dim I. 
To complete the proof we consider the case where BM 1 = [ao, m). By 
Theorem 3, q, is now the maximal real root of the polynomial o*.(a). We 
shall prove that this polynomial has no positive roots. Since Q,(a) is given as a 
product of polynomials, it is enough to show that 
9,j=det[(B+~Z)(i/j)], j > i, h,i = 1, 
has no positive roots. 
Observe that 9ij is a polynomial of degree n - 2 in (Y and 9;, = 
(1+ LY)‘_ ““Pjdet(C,), where C, is the Hessenberg matrix 
C,=B[i+l,..., jli ,..., j-l], 
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The submatrix C, has the form 
'bi+l,i ‘+ a 
c,= . 
\ 1 
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o-.. 0 
. . 
. . 
0 
1+a 
bj,j-l 
If bi+l i = 0, then by expanding the determinant of C, along the first row it 
can be‘ expressed as (1 + a) times a determinant of a smaller matrix of the 
same form. 
The same is obtained by expanding the determinant along the last column 
if bj jp, = 0. Thus 
where k is some natural number, k > i - 1 + n - j, and Da is a submatrix of 
C, of the form Da = B[s + 1,. . . , t ) s,. . . , t - l] for some indices s, t: 
1 1+cu 0 . . . 0 
b si2.s 
1+cU 
1 . . . b f,f-2 1 
Since B is transitive, bs+2,s+l = bs+l,, = 1 * bs+2,s = 1. Thus if bs+2,s = 0 
then so is bs+2 s+ 1. Similarly, b, f_2 = 0 * b,_ 1 Lp 2 = 0. In general, the 
transitivity of B implies’ that if bsiq,s = 0, 2 < 9 6 
t - 1- s, then bs+q,s+p = 0 for every 1 f p < 9 such that bsip, s = 1. Simi- 
larly, if bl,L_q=O, 2<qgt-l-s, then b,_,,,_,=O for every l<p<q 
such that b, Imp = 1. 
By successive expansions of det( 0,) by rows and columns which contain 
only one nonzero entry we obtain that 
9ii = (I+ a)‘det(E,), 
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where 1> k is a natural number and E, is a submatrix of Da of order 
n - 1 - I of the form 
E,= 
where all the entries in the first column and in the last row are ones. 
In fact, all the entries on and below the diagonal of E, must be equal to 1, 
for if b,,,, is such an entry and b,,, = 0, then B[{ s, t, m, r }] is a buckle. 
By induction on the order of the matrix E,, it is easy to see that 
det(E,)= (- (Y)“-~~‘. Thus qnj = (1+ a)‘(- (Y)“-~~’ and has no positive 
roots. n 
We wish to express OUT thanks to Professor M. Lewin and the referee for 
their helpful suggestions. 
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