Abstract For 15 years now, visual tracking has been a very active research area of the computer vision community. But an increasing amount of works can be observed in the last five years. This has led to the development of numerous algorithms that can deal with more and more complex video sequences. Each of them has its own strengths and weaknesses. That is the reason why it becomes necessary to compare those algorithms. For this purpose, some datasets dedicated to visual tracking as well as, sometimes, their ground truth annotation files are regularly made publicly available by researchers. However, each dataset has its own specificities and is sometimes dedicated to test the ability of some algorithms to tackle only one or a few specific visual tracking subproblems. This article provides an overview of some of the datasets that are most used by the visual tracking community, but also of others that address specific tasks. We also propose a cartography of these datasets from a novel perspective, namely that of the difficulties the datasets present for visual tracking.
Introduction
"Visual tracking refers in general to the ability of the eyes to quickly and accurately look (fixate), visually follow a moving object (pursuit) and efficiently move our eyes so we can fixate on objects from point to point as in reading (saccades)" (Doctor Dan L. Fortenbacher, specialized in vision therapy). From the computer vision community point of view, visual tracking is the process of locating, identifying, and determining the dynamic configuration of one or many moving (possibly deformable) objects (or parts of objects) in each frame of one or several cameras [1, 2] . As such, this involves solving many different challenging problems. What makes a good visual tracking algorithm is its capacity to handle all the variability in a video sequence caused by the tracked object, the scene and the camera acquiring the scene. Such variability can be caused, for instance, by pose and illumination variations, occlusions, varying and erratic motions. The algorithm should also be robust to cluttered backgrounds, blur, poor video acquisition quality and to the similarity between multiple objects to track. The combinations of these issues make visual tracking very challenging, and more and more emerging applications, such as video surveillance, require the algorithms to work under such very difficult conditions. This has led researchers to develop many visual tracking algorithms that can tackle, at least partially, some of these issues. They all have their own strengths and weaknesses and, to compare them, some datasets are regularly made publicly available (Fig. 1) .
The goal of this paper is not to perform a review of all existing visual tracking algorithms (see [1, 2] for two points of view on this matter, and [3] [4] [5] for benchmarks). This would be impossible anyway: indeed, too many works have been proposed and are still proposed every year since the mid- 1 The BEHAVE dataset [49] . Two snapshots of sequences, with the ground truth bounding boxes of the objects to track dle of the 90's. Rather, in this paper, we are interested in the way to evaluate and compare visual tracking algorithms. Our study is mainly articulated around an original cartography of visual tracking datasets depending on the issues involved in their video sequences. To our knowledge, this is the first study from this point of view. Of course, there exist websites providing some dataset repositories [6] but, more often than not, they do not describe the issues they address and, individually, each one only provides a small subset of all the datasets available. Therefore, they do not completely answer the above question. We hope that our cartography will be useful in that it gathers in a principled way many datasets scattered over the web. As such, we expect it should help researchers selecting easily the most appropriate datasets they need in order to evaluate their tracker's performances on specific visual tracking problems. As a side effect, this cartography should also prove useful for the evaluation of the components involved in more complex tasks than just visual tracking, e.g., human behavior or dynamic scene analysis.
This article is organized as follows. Section 2 first defines the notion of visual tracking as a specific task and a unique goal, by opposition to it being only a component of a more complex framework where visual tracking is not a goal but a mean (e.g., it is only a subproblem involved in scene analysis problems). This distinction enables to discriminate existing datasets that are only devoted to visual tracking, i.e., those which are designed explicitly as challenges to visual tracking algorithms, from datasets whose challenges are not only related to visual tracking. Section 3 describes the different issues that naturally arise in visual tracking and the way a visual tracking algorithm can be evaluated. Section 4 presents datasets that are most useful to test specific properties of visual tracking algorithms. In particular, some of the algorithms that were tested on these datasets are given, as well as the visual tracking issues involved in the datasets. Section 5 is dedicated to a classification of datasets used for research problems in which visual tracking is a mean and not a goal. Here, two main classes of such problems are considered: human motion understanding and scene dynamics understanding.
Finally, concluding remarks and perspectives are given in Sect. 6.
Visual tracking: which dataset for which need?
In the rest of the paper, visual tracking will refer to the problem of estimating over time the position or the shape (rectangle, ellipse, etc.) of moving objects in the scene, without explicitly estimating their inter deformation, or managing their interactions with other objects and/or with the environmental context (see [1, 2] for more details). Per se, visual tracking is a goal in itself. By opposition, we will refer to dynamic scene analysis or understanding as a more general task in which visual tracking is only one component. As such, the latter is thus more general than visual tracking; it can consider inter deformations, interactions with other objects, analyses of the output of visual tracking (human behavior analysis, for instance), etc.
Designing a visual tracking algorithm requires considering three main tasks that necessitate answering the following questions:
-Information extraction. Which information of the current frame is relevant to discriminate the tracked object from the rest of the scene? -Object representation. How to represent the tracked object in a compact way so that most of its features (shape, appearance, etc.) are considered? -Motion model. How to model the motion of the tracked object in a recursive way so that its instance at time t can be linked to the previous one?
Of course, by our definition, designing a visual tracking algorithm requires addressing the above three tasks but also two additional concerns related to the very goal of the dynamic scene analysis or understanding algorithm: -Multi-object trajectories handling. How to associate current objects' positions and previous estimated trajectories? How to manage occlusions, appearance and disappearance? -Dedicated application. Which information can be extracted from visual tracking to achieve specific goals?
Unlike the other questions, the last one implies to add information to correctly achieve the task (i.e., the target application). Applications of visual tracking are numerous and include surveillance, biomedical applications, robotics, media production, etc.
As we have chosen to mainly focus on visual tracking datasets, we provide in Sect. 4 as exhaustive as possible a list of datasets dedicated to the evaluation of (and only of) a visual tracker's output, and we detail their features as well as the ground truth they provide. But as visual tracking in general is important for computer vision and has many applications, we also provide in Sect. 5 an overview of datasets dedicated to it.
Visual tracking issues
In this section, we address the issues raised by visual tracking and we detail the different metrics that can be used to evaluate and compare the output of a visual tracking algorithm. In this article, we consider that the output of a visual tracker is a shape surrounding the tracked object.
Problems inherent to visual tracking
Visual tracking in video sequences raises many problems that can potentially cause a loosing track on the object. We provide below a list of some of the most challenging ones.
Illumination effects
The ambient light of the scene can change due to outdoor conditions (weather, hour of the day) or indoor conditions (switching on or off lights). In the same spirit, shadows can change illumination conditions. Finally, non-Lambertian, transparent or reflective objects can also occur in the scene whose appearance can vary depending on the incoming light or point of view. These kinds of variations make the color distribution of the object vary over time, which can confuse the visual tracking algorithm.
Scene clutter
This can be due to a very textured background, or to other moving objects in the scene, sometimes similar to the tracked object. This feature can cause some drifts of the visual tracker, resulting in loosing track on the object.
Changes in object appearance
Due to the projection of 3D movements onto a 2D plane (frames from sequences), the tracked object can have geometric deformations (caused by rotations about the depth axis for example). For non-rigid objects, the shape can be deformed over time (for example, a walking person). In addition, there can also be some changes in appearance caused by the object itself like facial expression changes or the addition or removal of some clothes. As for illumination changes, the appearance changes induce a variation of the object's color distribution over time.
Abrupt changes in motion
The object velocity can vary with time. This can make the object very hard to track because its movement can become unpredictable and, therefore, the object can be lost.
Occlusions
The object to track can be occluded by other objects of the scene, or can even be self-occluded (for instance, a walking person can sometimes self-occlude one of her arms or legs). Occlusions are difficult to handle because some parts of the object (sometimes nearly the whole object) can disappear from the scene.
Similar appearances
When different objects have similar appearances in the video sequence (e.g., when tracking some people in a crowd or cars on a road, etc.), it may be difficult for the visual tracker to discriminate between these appearances to correctly track its target(s).
Camera motions
With new applications of visual tracking (for video surveillance, for example), it is sometimes necessary to embed a camera into a moving vehicle (car, motorbike, drone, etc.), or on other people. In such cases, it is difficult to discriminate the motion due to the object movements from that due to the camera. In addition, the motion induced by an embedded camera can be very irregular and is often not modeled. It is characterized in frames by motion blurs that strongly degrade their quality and, therefore, make visual tracking harder.
Appearance/disappearance
The tracked object can enter or leave the view field on one edge of the frame but also inside the frame due to the presence of another object (for instance, a wall in the middle of the scene can hide the object temporarily, or a person can leave the room by a door, etc.). In such cases, it is necessary for the visual tracker to keep in memory the object and find it again when it reappears in the field of view (if it ever does). Appearance/disappearance differs from occlusion in the sense that, in the latter, at least a small part of the tracked object is still visible.
Quality of frames
This property directly follows from the sensor or from the acquisition conditions of the video sequence. For example, blur can appear if the object or the camera is moving too quickly. Block artifacts can be visible if the video sequence was compressed. All these can of course confuse the visual tracker.
A complete visual tracking algorithm should be able to deal with all the above problems occurring in the video sequence, which, in itself, is still a challenge. Of course, such a visual tracker should stay robust over time, i.e., losing its target(s) should be an exception and, in this case, it should be able to quickly reacquire it/them. In addition, this robustness and the quality of the visual tracking should not be at the expense of computational efficiency. To our knowledge, today, there exists no algorithm that satisfies all these features, especially when dealing with long-term visual tracking, i.e., when tracking some objects during a very long period of time (e.g., several hours). This is still a challenge for the future visual tracking algorithms, with many applications such as video surveillance.
A qualitative evaluation of the output of the visual tracker can be made, but this may be insufficient sometimes, especially when visually, two (or more) visual tracker's outputs seem to be very close. This is the reason why a quantitative evaluation is necessary, and for that different metrics have been proposed that are listed in the next subsection.
Quantitative evaluation of visual tracking
The quality of the output of a visual tracker can only be evaluated if a precise and efficient ground truth (GT) is available with the tested video sequences. In all existing evaluation protocols, the quality of visual tracking is measured by a distance or similarity between the visual tracker's output and the GT. In the rest of the paper, let us denote by A GT t the annotated area corresponding to the object in the GT, and by A T t the output of the visual tracker at time step t. Here, by area, we mean a set of pixels.
Error score
The easiest way to evaluate the quality of visual tracking is to measure at each time step t the distance between the centers of the GT's area and of the visual tracker output's area. This is given by the center location error:
Here, d is most of the time the Euclidean distance. Note that this is possible to weight the error according to its value: in such cases, d should be defined as a Lp-norm, i.e.:
A curve of the evolution of the center location error throughout the sequence can then be drawn. S Err t can also be averaged over all the sequence (T frames) to get the overall trajectory error
Accuracy score
The accuracy can be measured by the overlapping rate between the GT's area and that resulting from the visual tracker. It is defined as follows:
Success score
This score allows to give an overall evaluation of the visual tracker throughout the sequence (of T frames). It is defined by:
Here, a "Success" is a frame for which the output of the visual tracker (evaluated for example by one of the aforementioned scores) is considered to be correct. A score corresponds to a "Success" if it is larger than a given threshold. For the error score S Err t , a threshold is hard to fix since it depends on the size of the objects, the point of view, etc. As an example, it is fixed to 20 pixels in [7] . This error threshold is called here T Err , and we have
Concerning the accuracy score, the majority of the works consider that it is successful if it is larger than 0.5 (i.e., at least half of the object's area is overlapped by the visual tracker's output area). If we call T Acc this threshold, we get:
Detection scores
The visual tracker's output can be evaluated as for a classification problem: is the tracked object well detected or not? And how well is it detected? For this purpose, it is customary to define a pixel to be a true positive (TP) (resp. true negative (TN)) whenever this pixel belongs to both A T t and A GT t (resp. to none of these sets). Similarly, a pixel is considered to be a false negative (FN) [resp. a false positive (FP)] if it belongs to A GT t but not to A T t (resp. to A T t but not to A GT t ). To assess how well the tracked object is detected, three scores are defined at each time step t, Precision t (the proportion of estimated object pixels that are correct), Recall t (the proportion of object pixels that are correctly estimated) and the F 1,t measure (the harmonic mean of Precision t and Recall t ) as:
A weighted version of the F 1,t measure is also given by:
where β ∈ R + allows to adjust the Precision t 's importance. Note that different definitions can be used for Precision t [8] .
Precision t and Recall t should have high values, as well as the F 1,t measure. As for the S Err t measure, a curve of the evolution of these three measures throughout the sequence can be drawn and their average over all the sequence (T frames) can be computed to get the overall trajectory measures. T Err or S Succ T Acc depending on T Err or T Acc respectively. The first curve increases with T Err , whereas the second decreases with T Acc . The success of a visual tracker can be measured by the Area Under Curve (AUC) that should be as high as possible.
Curves for comparing tracking algorithms

Robustness of evaluation
A good visual tracker should have small average errors/ failures, but also small variations in this error/failure rate. This is the reason why it is also necessary to evaluate the robustness of the visual tracker to the initialization conditions. The initialization can vary both in time and in space. We can then get a mean and a standard deviation of the previous scores by launching the visual tracker at different time steps, or, at a same time step, in different positions around the GT. The visual tracker is stable if the visual tracking scores are only marginally influenced by the initialization conditions.
There exist of course other metrics. We just mentioned here the most common ones for mono-object visual tracking. One can refer to [9] for a more complete overview on the evaluation of object visual tracking algorithms in general. In particular, the case of multi-object visual tracking requires to take into account the correct data association.
Many visual tracking algorithms have been and are still proposed that can solve, if not all, at least some of the difficulties listed in Sect. 3.1, and it has become more and more necessary to provide some means to evaluate and compare them. This is the reason why many datasets have also been made publicly available by researchers, sometimes with ground truth to make easier the comparison between algorithms by enabling both qualitative and quantitative comparative results (using the aforementioned metrics). In the next section, we describe some of the most popular datasets, as well as some datasets only dedicated to test some specificities of video sequences. We also propose an original all-in-one view of these datasets in Tables 1 and 2 , in which we list most of the video sequences belonging to these datasets, sorted by alphabetical order, and we mention some of their key properties: sizes, number of frames, video resolutions, year and the challenging visual tracking problems they induce.
Datasets for visual tracking
This section is dedicated to a selection of the datasets publicly available on the web that cover most of the problems in visual tracking (see Sect. 3 for details). We have chosen to describe these datasets by alphabetical order (note that we refer to some of them by their author's name-a personal choice). All the video sequences they contain are listed in Tables 1 and 2 (in chronological order of their appearance on the web), as well as some information about the number and the size of their frames, their color properties and where to find their ground truth, when available. These tables also mention the main issues for visual tracking raised by these sequences. We have classified these difficulties into nine categories: (1) illumination effects, (2) scene clutter, (3) appearance changes, (4) abrupt motion, (5) occlusions, (6) appearance/disappearance, (7) quality of frames, (8) similar appearance (this also means multiple objects can be tracked), (9) camera motion. For some of these categories, some additional information are provided. Concerning the appearance changes, for instance, we distinguish five cases: "scale" refers to zoom in or out cases, "view" to the changes in the point of view (corresponding to depth rotations), "shape" refers to deformable objects, "look" refers to variations such as glass removing, facial expressions, etc., and "rotation" to image plane rotations. The quality of the frames can be altered by Name of the sequence and of the dataset it belongs to, year, number of frames, resolution, color or not, ground truth availability, properties and difficulties for visual tracking [(1) illumination effects, (2) scene clutter, (3) appearance changes, (4) abrupt motion, (5) occlusions, (6) appearance/disappearance, (7) quality of frames, (8) similar appearance, (9) camera motion] and minimum tracking errors in the Tracker Benchmark [5] blur, fuzzy or block artifacts due to video compression. Note that video sequences from BEHAVE, CAVIAR and PETS do not appear in these tables because these datasets contain many video sequences: short descriptions of them are given respectively in Sects. 4.1, 4.6 and 4.17. We have also reported in these tables minimum tracking errors (in pixels) for sequences that were part of the Tracker Benchmark [5] , as well as the algorithms that provided these scores. This indicates which algorithms are the current best ones for these sequences. Name of the sequence and of the dataset it belongs to, year, number of frames, resolution, color or not, ground truth availability, properties and difficulties for visual tracking [(1) illumination effects, (2) scene clutter, (3) appearance changes, (4) abrupt motion, (5) occlusions, (6) appearance/disappearance, (7) quality of frames, (8) similar appearance, (9) camera motion] and minimum tracking errors in the Tracker Benchmark [5] 4. [49] . A very complete ground truth visual tracking information is provided for all the sequences but one. It is composed of the bounding box for each interactive person, as well as labels in case of interactions, in XML format. Although this dataset was mainly proposed for behavior analysis of interacting groups, some of its sequences are used to validate visual tracking algorithms that consider occlusions or similar appearance objects [50] [51] [52] , or fast and varying motions of objects [53] for example. This dataset is used by a very large computer vision community working on video tracking, motion analysis and scene understanding.
The Birchfield dataset
The Birchfield dataset [10] is probably the first dataset that was made publicly available, in 1998, for visual tracking.
The goal was to test an elliptical head visual tracker [54] under varying conditions (appearance changes, occlusions) or motions (rotations of objects, zoom of camera, etc.). Seventeen color sequences are provided. They show different people (from one to four) moving, occluding, showing their face, but also their profile, or the back of their head. Moreover, due to file compression, the quality of these video sequences is very low, which makes them very challenging. A ground truth text file is also provided, containing bounding ellipses of tracked objects. Lots of works were validated on these sequences. This is for instance the case of the algorithms proposed in [7, 39, [55] [56] [57] [58] [59] . Especially, sequence Seq_mb (see Fig. 2 ) is one of the most used.
The BLUT dataset
The BLUT dataset [11] was proposed by Haibin Ling in 2011 to test a visual tracking algorithm dedicated to blurred properties of the video sequences, called the L 1 tracker [60] . This dataset is composed of seven video sequences containing various objects (cars, faces, human body or poster). They were recorded using a fast moving camera, which causes blur in the frames of the sequences. If the movement of the objects to track is quite simple, the blur considerably decreases the quality of the sequences, which makes the objects harder to track. To our knowledge, only a few works have been tested on this dataset [60, 61] , even though some previous works have already addressed the blur problem [62] (but, unfortunately, without providing any dataset) (Fig. 3) . 3 The BLUT dataset [11] . Four of the seven video sequences with strong blur properties
The BoBoT dataset
The Bonn Benchmark on Tracking (BoBoT) [13] frames have a size of 320×240 pixels and their numbers vary from 305 to 1308. Ground truth annotations are also given for each sequence. They correspond to the coordinates of the target object's bounding box and its size (in text format files). A java tool evaluator enables to compare different algorithms in terms of tracking errors, with respect to a specific scheme. As shown in Fig. 4 , each sequence (named from A to L) is dedicated to highlight specific performances of the algorithms (for example, tracking specific motions such as translations, rotations, oscillations, or tracking under occlusion, appearance and disappearance of the object, illumination changes, etc.). This dataset was used in several recent works, such as [63] [64] [65] [66] [67] .
The Cannons dataset
This dataset [14] was proposed in 2010 by the Vision Laboratory at York University. It contains well-known sequences (Car 11, Woman, Sylvester, etc.) from other datasets with complete ground truth annotations, but also five new sequences (see Fig. 5 ), each one having different specificities. In the first three sequences of Fig. 5 , that are not provided with ground truth, a rigid object (a book) is subject to some specific transformations (scales, rotations, or perspective) in front of a cluttered background. The Illumination sequence shows a man walking from left to right with illuminations changes. Finally, in the Pop Machines sequence, two people are exchanging an object in a hall: there are occlusions and shape deformations. For these last two sequences, a ground truth annotation is proposed, consisting of the coordinates of the tracked object bounding box. This dataset was essentially used by its providers [68, 69] .
The CAVIAR dataset
The 7 The Cehovin dataset [15] . Four of the five video sequences showing objects deforming and changing their appearance lems of occlusions, appearance/disappearance, similar object tracking, appearance changing, and so on. Many works test their algorithms on these datasets, among which some recent visual tracking works [29, 39, 56, 57, [72] [73] [74] [75] [76] .
The Cehovin dataset
The Cehovin dataset [15] was provided by the Visual Cognitive Systems Laboratory of the University of Ljubljana, Faculty of Computer and Information Science in 2011. The dataset contains five video sequences whose visual properties, such as color, shape and apparent local motion, change with time. This dataset mainly addresses the appearance changes of the tracked object (rigid or not). Ground truth is also provided (coordinates of the bounding box). Because of its recent availability, only a few works have used this dataset yet [66, 77, 78, 78, 79] (Fig. 7) .
Head Motion
Camera Shake view, occlusions camera motion Fig. 8 The Ellis dataset [16] . Two video sequences in which the appearance of the objects to track vary due to the movements of both the camera and the objects Face Woman occlusions view, scale, shape, occlusions camera motion 
The Ellis dataset
Liam Ellis proposed this dataset [16] in 2008. It contains three grayscale video sequences in which the object to track changes its appearance with time, due to strong motions of the object and/or the camera. Sequences Head Motion and Camera Shake (see Fig. 8 ) are not of a high complexity for visual tracking (except for the blur that can appear in case of fast movements). On the opposite, Sequence Track Running is very challenging because the point of view of the camera evolves with time, sometimes showing the runner full face, sometimes 3/4 face, and sometimes it even zooms on him. Moreover, the background is cluttered and some people are also running near the tracked runner. All sequences are provided with ground truth corresponding to the center and size of the bounding boxes in each frame. To our knowledge, this dataset was only used by its providers [80, 81] .
The FRAGtrack dataset
The FRAGtrack dataset [17] is very popular, even if it was provided very early (2006). This dataset contains four sequences with occlusions and appearance changes. One sequence is indoor (Living room) while the other three are outdoor (see Fig. 9 ). This dataset is still used by the visual tracking community because the objects it contains are sometimes highly occluded (more that 90 % sometimes, see for example sequences Woman and Face). This makes visual tracking in these sequences still very challenging. Only two sequences (Woman and Face) are provided with ground truth (a Matlab file giving the center of the bounding box every five frames). Note that more complete ground truths have been provided by other researchers: in [6, 18] the ground truth contains the coordinates (four corners, or one corner plus width and height) of the bounding box for each frame for the Woman sequence. Among the recent works that use this dataset, we can cite [7, 50, 55, 73, 79, 82] .
The Godec dataset
Godec's dataset [20] was provided in 2011 in the context of the Austrian FFG project MobiTrick, to test the robustness of a visual tracker to high deformations of the object's shape and occlusions. The dataset contains seven video sequences (see Fig. 10 ) with various types of objects (human body, motocross, etc.) under heavy non-rigid transformations, occlusions, scale changes and rotations. The ground truth is available for each sequence, as the coordinates of the bounding box (text file). For the moment, only few works are using this dataset [66, 83, 84] .
The Kalal dataset
Zdenek Kalal's dataset [23] , proposed in 2011, contains nine video sequences (see some examples in Fig. 11 ). Eight of the nine sequences were taken by cameras with strong motions (most of the time, cameras were embedded in vehicles): for example, a car chase is filmed from a helicopter in Sequence Car Chase, and some people are filmed in a parking lot from a flying engine in Pedestrian 3, 4 and 5 sequences. The stability of the camera is usually very poor, with jerky movements involved. This makes the global quality of the sequences low. Moreover, sometimes, the object to track can disappear from the scene. These sequences are very hard to work with due to the uncontrolled environment in which the objects are moving, their unpredictable movements, the cluttered backgrounds, and the illumination variations resulting from the outdoor conditions. This is the reason why only few algorithms have been validated on them [21, 29, 61, 66, 85, 86] . Note that ground truth annotations are provided for each sequence, as a text file containing the corners' coordinates of the bounding boxes of the object to track.
The Kwon datasets
Junseok Kwon made publicly available three datasets. . It contains four sequences in which the geometric appearance of the object to track drastically changes as well as the background while the camera is moving. The ground truth annotations are given as the center and size of the box surrounding the object. The third dataset, proposed in 2010, can be found on two websites [26, 87] . It contains a total of six sequences with severe occlusions, pose variations, illumination changes, and abrupt motions. The ground truth is also given (manual detection of the ellipse surrounding the object to track). Frames from these different datasets are given in Fig. 12 . All these video sequences are probably, today, the hardest to work with. For example, sequence Soccer shows victorious soccer players filmed by a moving camera. They are sometimes occluded by a red smoke, making them really hard to track. However, a lot of recent works have validated their algorithms on these datasets [27, 29, 30, 57 
The Litiv dataset
The Litiv dataset [31] (Fig. 13) is very recent and is very similar to Birchfield [10], MILtrack [32] or FRAGtrack [17] datasets. Four sequences with people are proposed whose challenge consists in tracking their head in various conditions (occlusions, appearance changes, similar appearance, cluttered backgrounds, etc.). Video sequences are provided with a ground truth containing centers, widths and heights of tracked objects bounding boxes. Due to its recent public availability, only its providers have used it [93] .
The MILtrack dataset
The MILtrack [32] dataset (Fig. 14) 
The Nejhum dataset
The Nejhum dataset [35] was proposed in 2008 by Shahed Nejhum to validate his visual tracking algorithm based on block histograms (called BHT tracker [94, 95] ). This dataset contains five grayscale sequences in which objects are strongly deformed due to complex movements (people dancing, or skating, plus a cartoon). Motion is very high and is due to both camera and tracked object. These sequences are especially dedicated to algorithms that can adapt online their appearance model (this is compulsory due to the significant shape variations). Unfortunately, no ground truth is provided. These sequences were used to test the algorithms proposed in [50, 90, 94, 95] (Fig. 15) .
The Oron dataset
The them in Fig. 16 ) with deforming objects whose appearances drastically change over time (see in particular the Shirt sequence). All sequences are provided with a ground truth corresponding to the center and size of the object's bounding box in each frame. This dataset was used by different works [39, 89, 91] . 13 The Litiv dataset [31] . Four sequences with strong occlusions, similar appearances and cluttered backgrounds objectives were to track and count people in crowds to estimate their density, and to detect events by crowd analysis. In 2006 [97] a left luggage detection in public area competition was also proposed. For these two competitions, two benchmark data were proposed, corresponding to multi sensor sequences containing different activities, and different scenarios. They were filmed by several synchronized cameras. Some frames of the sequences proposed in 2006 and 2013 are given in Fig. 17 . Calibration data are also given. Note that, due to the competition's purpose, almost no ground truth is available. However, for some of the sequences, people have provided some, see for instance [36, 98] . PETS datasets are very popular among the computer vision community. Some proposed scenarios address hard challenges for the visual tracking community, such as similarity of appearance of the tracked objects, changes in illumination (for the outdoor sequences) or occlusions. Some recent algorithms were tested on some sequences of these datasets [39, 56, 74, 76, 99] .
The PETS datasets
The PROST dataset
The Parallel Robust Online Simple Tracking (PROST) dataset [37] was provided in 2010 by the Institute for computer graphics and vision of Graz University of Technology. The dataset contains four sequences (see Fig. 18 15 The Nejhum dataset [35] . Four of the five grayscale sequences, each one containing an object to track whose shape strongly varies with time results given by different visual trackers are also provided as text files (PROST [100] , Fragtrack [33] , MILtrack [7, 55] and GRAD [63] ). In these sequences, similar appearances of objects as well as partial occlusions and cluttered background Dh Shirt illumination, clutter, shape, view clutter, scale abrupt motion, scale, occlusions shape camera motion, similar appearance . Two video sequences containing highly deformable objects to track as well as cluttered backgrounds problems are addressed. This dataset was used in different works [66, 79] .
The Ross dataset
The Ross dataset [40] was proposed in 2007 to test the robustness of visual tracking algorithms in situations of strong appearance changes. This dataset contains seven sequences, without any ground truth. They are comparable to those of FRAGtrack and MILtrack, but they contain some specificities, such as highly cluttered background (see Sequence Car 11, Fig. 19, for example) , or illumination changes (Sequence Fish, Fig. 19 , is only dedicated to test illumination changes: neither the object nor the camera are moving). Some other sites also propose complete ground truths for some of these sequences: David Indoor (one of the most famous sequence) [41] , Car 5, Car 11, Dudek, Sylvester, Dog and Treillis [6] . This dataset is also frequently used for testing visual tracking algorithms [7, 19, 29, 39, 50, 55, 56, 59, 61, 73, 74, 101] . 20 The SPOT dataset [45] . Four of the six video sequences with multiple and often similar objects to track lected from Youtube. The originality of this dataset lies in the fact that it is dedicated to track simultaneously multiple objects, sometimes with similar appearances (see Fig. 20 ).
The SPOT dataset
The movements of the objects in a same sequence are related to each other. For example, in the Red Flowers sequence, a bunch of tulips are moving due to the wind, and in the Skydiving sequence, six people are doing synchronized acrobatics in the sky. The appearance of the tracked objects can also strongly vary with time (see the Hunting sequence). For all the sequences, a ground truth annotation 22 The Zhang dataset [47] . Three video sequences with high deformations and motions of the objects to track file (Matlab matrices format) is provided, containing the center and size of the bounding box of each tracked object. For example, for the Airshow sequence, four planes have been manually annotated, and three people for the Parade sequence. Because of its novelty, only one work uses this dataset and proposes to exploit structural relations between the objects during visual tracking [59, 92] .
The Wang dataset
The Wang dataset [46] was provided in 2011 to test the robustness of algorithms to large changes in scale, motion and shape deformation with occlusions. Four sequences are proposed (see Fig. 21 ): two of them are animation movies, whereas the other two are real sequences. In all these sequences, the object to track is highly deformed, the camera is moving and, moreover, it is sometimes zooming very fast on the object. The object to track is also occluded, sometimes it can disappear (for example, in the Bird 1 sequence, the bird is hidden by clouds during some time interval). This dataset was not used in a lot of works [79] .
The Zhang dataset
The Zhang dataset [47] was provided in 2012 with a real-time visual tracker (Real-time Compressive Tracking [84, 102] ) that can deal with pose variations, blur, variation in illumination and that can tackle the well-known drift problem encountered during visual tracking. In the three outdoor color video sequences, there are out of plane rotations and very abrupt motions (see for example, the Kitesurf and Biker sequences, Fig. 22 ). Sometimes the object to track can disappear during a few frames. In the Bolt sequence, we face a lot of occlusions and pose variations, due to both the runner and the camera zooming at the end of the line for example. The centers of the bounding boxes of the objects to track are provided as ground truth (Matlab format). Those sequences are very challenging and are used by a new generation of algorithms dedicated to visual tracking under highly realistic and hard conditions [84, 86, 102, 103] .
Zhong dataset
This dataset [48] was provided in 2012 and only contains two sequences, Panda 2 and Stone (see Fig. 23 ) with heavy occlusions, as well as appearances/disappearances of the tracked object. The four corners of the bounding boxes of the tracked objects are given as ground truth annotations. The Stone sequence in particular is very interesting to test visual tracking in very cluttered background with similar objects. This dataset was used in several works [29, 73, 88] .
Panda 2 Stone
clutter, rotation, occlusions similar appearance Fig. 23 The Zhong dataset [48] . Two video sequences with heavy occlusions, appearance/disappearance of object and cluttered background
Other datasets for visual tracking
We could not cite all the visual tracking datasets. One can however cite the Gauglitz's dataset [104] that is more dedicated to the evaluation of detector-descriptor-based visual camera tracking (see a survey in [105] ). This dataset contains 96 video sequences with ground truth annotations. The INRIA-Video dataset [106] was provided for spatio-temporal people segmentation: each person in the scene is separately segmented and annotated. PaFiSS dataset [107] was proposed for video segmentation purposes. It contains 13 video sequences (some of them belong to other datasets) with rigid or deformable objects (cars, people, motorbike, etc.) and was used to test a conjoint segmentation-and-tracking algorithm [108] . A ground truth is provided for each sequence containing, for each tracked object, the center and size of its bounding box. We can also cite video sequences that have been involved in the TRECVID [109] workshops since 2001. TRECVID are evaluation meetings focusing on contentbased video retrieval and analysis. They provide large test collections. Some of the datasets can be used for visual tracking, but they are not primarily dedicated to this task. Note that we have not considered into this article the datasets from the cell imaging community, but these are also challenging for visual tracking, because they are often very noisy due to the acquisition sensors and, moreover, the tracked objects are similar, deforming and multiple.
Discussion
We have listed in the preceding subsections numerous visual tracking datasets and given, for each one, its features (which visual tracking issues were raised). We have also described how these datasets are annotated. The other datasets involved a high level of difficulties for visual tracking, ranging from highly deforming objects [20, 25, 26, 35, 46, 47] , abrupt motions [20, 23, 24] , severe occlu- [19] sions [26] objects entering or living the field of view [23] , to camera motions [16, 20, 23, 36, 46] . The higher the number of issues a visual tracker will be able to deal with, the more it will be fit for the new perspectives offered by the current challenges in visual tracking. Table 3 summarizes the results obtained in the Tracker Benchmark [5] that compared 29 visual tracking algorithms. Here we can find, for each of the visual tracking difficulties, the average, highest and lowest tracking errors (in pixels) obtained in the benchmark. We also report the algorithm that achieved the best score in this benchmark. This table shows that the best current visual tracking algorithms are SCM [29] , VTD [27] , TLD [21] and STRUCK [19] . Note that the tested video sequences are a subset of those presented in this article. The lowest tracking errors for this subset of sequences are reported in Tables 1 and 2 .
With the development of RGB-D sensors, lots of video datasets have been proposed to test visual tracking including depth information. Some of them are cited in Sect. 5 depending on their objective. Even if this does not exactly refer to visual tracking, including depth information into a visual tracker enables tracking in three dimensions as well as analyzing movements with more precision. Another difficulty for visual tracking is when motion comes from both the tracked object and the camera that is acquiring the scene. Some datasets with this feature have already been proposed; for example, for traffic surveillance when the camera is positioned in a car windscreen driving on a road [110] [111] [112] . In the same spirit, developing first-person or egocentric view datasets [113] is required because of a growing field of research due to the miniaturization of cameras and to the development of visual sensors on body (Google glasses, GoPro camera, etc.). Aerial images are also challenging for visual tracking tasks because all the objects to track have similar appearances [114, 115] . Finally, a visual tracker can also be tested on datasets that were acquired in specific modalities such as infrared [116] or live cell imaging [117] .
Tracking during long time periods is still a challenging problem. It could be very useful for the community to provide new data that include a unique issue (illumination changes, single appearance changes-shape, or scale, or view, or look-, motion directions, clutter, etc.) observable during a long time. This would allow testing the capacity of visual trackers not to diverge with time by considering this specific issue.
A major challenge for visual tracking datasets is to provide a correct GT, i.e., one that is constructed with high precision: a manual annotation seems to be, today, the best way to achieve such a precision but this is very tedious. To our opinion, the construction of a GT for visual tracking is still an open problem. Nevertheless, the community has developed its own solutions that are more often than not sufficient, even if they do not always consider all the visual tracking difficulties (which GT could be well adapted in case of blur, scale changes, appearance/disappearance problems, for example?). Of course, the comparison between the visual tracker's output and the GT is more relevant if both represent the same thing. For example, it can be hard to measure the quality of a visual tracker when its output is a rectangular region surrounding the tracked object whereas the GT's annotation corresponds to a group of pixels (a silhouette, a blob, etc.).
As mentioned in the beginning of this section, we consider that a visual tracker's output is a shape surrounding the tracked object and that correctly estimating this shape is the purpose of the visual tracker. However, today, for many applications, this is not the ultimate goal but rather just a mean to achieve a more complex goal, e.g., analyzing the behaviors of individuals in a scene. Therefore, in addition to the aforementioned visual tracking difficulties, these applications raise new challenges and, thus, require other datasets to enable researchers to assess the effectiveness of their algorithms. The next section describes some of these datasets.
Datasets for scene analysis and understanding based on visual tracking
The progress in sensor technology enabled the details of perception of the movements in a scene to become increasingly finer. Moreover, the ever decreasing costs of cameras contributed to their proliferation within companies and in individual's homes. There is then a need for automatically processing videos and analyzing and understanding their content. These applications, in which visual tracking is only a component and not an end in itself, raise new difficulties, e.g., multiple-object considerations, multiple crossing trajectories, multi-views, articulated shapes, multiple modalities (RGB-D, IR, panoramic, first eye) and many others. We propose in this section a panorama of some well-known datasets dedicated to them, or more precisely to dynamic scene analysis and understanding as we defined it in Sect. 2. There exist many other datasets that were made publicly available for dynamic scene analysis and understanding applications (3D multi-view human tracking, articulated object tracking, tracking in the invisible spectrum, crowd analysis, etc.) and that can also be used to validate visual tracking algorithms. Thus, this article does not claim to be exhaustive. Fortunately, general dataset repositories can be found on the web [233] [234] [235] [236] [237] . Note that some of them do not contain ground truth annotations, which makes quantitative comparisons with other algorithms somewhat difficult.
We divided the datasets described in this section into two categories: the first one (Sect. 5.1) only concerns human motion analysis and understanding, whereas the second one (Sect. 5.2) deals with global scene motion understanding (involving humans or not). Tables 4 and 5 list all the datasets.
Human understanding
Tracking and understanding the behavior of human beings is a very important issue for the computer vision community. It has a lot of applications in the areas of human-computer interaction and video surveillance for example. The main goal of visual tracking in this context is to analyze human gestures, faces, gaits or poses. This enables to extract from video sequences information that are then used to understand humans: what are the actions and the behaviors of humans and how do they interact? We briefly define these topics below, detail the visual tracking difficulties and cite some datasets that are publicly available to test algorithms.
Hand gesture tracking
Hand gestures are one of the main features of body language and are used in many aspects of human communication. For instance, by emphasizing the messages conveyed in speeches, they are an essential companion of the latter. This is also necessary to study the interaction between the hand and some objects of the scene. This explains why hand tracking is a necessary step not only for gesture dynamics analysis, but also for human action, behavior or interaction inferences.
A good hand tracker should be robust to occlusions, abrupt motions and strong shape changes. It should also be able to track two objects similar in appearance (the hands). A taxonomy of hand gestures [238] divides them into two groups according to their purposes: either a communicative goal or a manipulative goal. For the first group, datasets were proposed for applications such as sign language understanding [118, 119] or iconic gesture recognition [120] . For the second group, datasets mainly focus on human-computer Table 4 Datasets for scene analysis and understanding based on visual tracking
Dataset References
Hand gesture Thomas Moeslund's gesture recognition database [118] Sign language recognition dataset [119] 3D iconic gesture dataset [120] Cambridge hand gesture data set [121] Multi-modal gesture recognition dataset [122] Pointing gestures: video sequence database [123] Two-handed datasets [124] Kinect gesture data set [125] MSR action recognition datasets [126] Multi-modal Gesture Recognition Challenge 2013 [127] ChAirGest'13 dataset [128] Face The Bircheld dataset [10] Incremental learning for robust visual tracking project website
The Honda/UCSD video database [129] RS-DMV dataset [130] CLEAR 2007 evaluation datasets [131] Head pose image database [132] CAVA database [133] YouTube celebrities face tracking and recognition dataset [134] Automatic naming of characters in TV video [135] Hannah dataset [136] The big bang theory dataset [137] SARC3D Cohn-Kanade AU-coded expression database [142] MMI facial expression database [143] Facial expressions in the wild (SFEW / AFEW) [144] Biwi 3D audiovisual corpus of affective communication -B3D(AC)2 [145] Facial expressions and emotion database [146] RS-DMV dataset [130] The UNBC-McMaster shoulder pain expression archive database [147] Body motion CLEAR 2007 evaluation datasets [131] Buffy stickmen dataset [148] ETHZ pascal stickmen dataset [149] ICPR '12 contest [150] HumanEva dataset [151] Ultrech multi-person motion benchmark [152] The OU-ISIR gait database [157] WVU outdoor SWIR gait dataset [158] DGait database [159] Action/activity Laptev's dataset [160] i3DPost multi-view human action datasets
Weisman's dataset [162] CASIA action database [163] KTH multi view football dataset [164] IXMAS actions dataset [165] Hollywood datasets [166] HMDB: A large video database for human motion recognition [167] TREC video retrieval evaluation: TRECVID [168] The LIRIS human activities dataset [169] G3D: A gaming action dataset [170] Hollywood 3D dataset [171] CMU Graphics Lab motion capture database [154] INRIA Xmas motion acquisition sequence [172] MuHAVi: Multicamera human action video data [173] WVU multi-view action recognition dataset [174] Berkeley multimodal human action database (MHAD) [175] UCF-ARG dataset [115] VIRAT dataset [176] University UCF sports action data set [181] Olympic sports dataset [182] UIUC datasets [183] Behavior Violent scenes dataset [184] Multimodal dyadic behavior dataset (MMDB) [185] BINED dataset: Belfast natural induced emotion datasets [186] SSPNet conflict corpus [187]
Canal 9 political debates dataset [188] The BEHAVE video dataset [49] SDHA dataset [190] AMI meeting corpus [191] TV human interactions dataset [192] TalkingHeads dataset [193] CoffeeBreak dataset [194] IGCLab 6 dataset [195] USAA dataset [196] JPL first-person interaction dataset [113] CMU Graphics Lab motion capture database [154] Collective activity dataset [197] TA2 database [198] WOLF dataset [199] Video surveillance ETISEO dataset [200] ETH Zurik datasets [201] MIT Traffic data set [202] QMUL junction dataset [203] Public dataset of traffic video
The Terrascope dataset [205] Airport dataset [206] KIT AIS dataset [207] Event International workshop on performance evaluation of tracking and surveillance website [97] i-Lids bag and vehicle detection challenge [208] CANDELA dataset [209] UCSD anomaly detection dataset [210] BOSS dataset [211] Multiple cameras fall dataset [212] Anomalous behavior data set [213] Crowd TUD campus and crossing datasets [214] Mall dataset [215] ETH-Person datasets [216] Edinburgh informatics forum pedestrian database [114] VABENE dataset [217] IPSU HUB dataset [218] Crowd segmentation data set [219] Collective motion database [220] OTCBVS benchmark dataset collection [116] Bedre brug af hallen dataset [221] Crowd counting dataset Multiple ant tracking dataset [228] Sport games APIDIS basket-ball dataset [229] CVBASE'06 dataset [230] Multi-camera and virtual PTZ dataset [231] Hocker players dataset [232] interactions or human-object interactions [121] [122] [123] [124] . The most recent datasets have been acquired by RGB-D sensors [122, 125, 126] . Each year, different challenges are proposed to compare algorithms, and those provide new gesture datasets [127, 128] .
Face tracking
As for gestures, faces and facial expressions are a natural way for humans to communicate. They can express lots of information, such as inertia or current emotions. Therefore, automatic extraction of face tracks is an important task component for video processing. As for visual tracking, the main challenges concern the tracking of faces in hard conditions (illumination changes, changes in appearance because of the presence of facial expressions for example, partial or total occlusions, etc.). Multiple-face tracking can also be needed, and in such cases, the visual tracker should deal with multiple similar objects. Many datasets for face tracking have been proposed to evaluate face trackers' accuracy [10, 40, [129] [130] [131] or to estimate head movements or pose [131] [132] [133] . A goal of face tracking is also to extract the "best" face from a face tracklet to identify or reidentify people, e.g., to recognize a person in the sequence that belongs to a dataset. Therefore, lots of datasets are dedicated to people identification or recognition [131, [134] [135] [136] [137] , but also to reidentification [138, 139] . Recently control access identity needs have emerged (for example in airports or for building entrance security) and a first dataset has recently been made publicly available [140]. [142] . Other datasets proposed to analyze facial expressions in terms of level of expressiveness (from neutral to apex) [143] , and the most recent datasets propose to recognize facial expressions in more complex situations (often referred to as "in the wild" situations) [144] . During verbal interactions, emotions can be induced from both facial expressions (i.e., the deformation of the face) and sounds. As a consequence, datasets were constructed to recognize emotional states [145, 146] , some of which were even dedicated to more specific tasks, such as driver monitoring [130] or pain detection [147] .
Facial expression or emotion
Body motion
The goal of visual tracking is to spatially localize a human in each frame of a video sequence. However, some applications need a finer level of precision to understand the human movements. They are often related to articulated tracking. To estimate human pose or movements, it is needed to consider not only the body as a whole but also the internal movements of the object. This is achieved by using more flexible models than those used traditionally in visual tracking (e.g., models for articulated objects). Of course, by their complex nature, these models increase the complexity of visual tracking. But, in addition, in these kinds of applications arise new problems such as self-occlusions, pose changes, shape deformations, etc. The first datasets related to body motion were dedicated to human 2D pose and movement estimation [131, 148, 149] . The most famous datasets were acquired with multi-cameras, thus allowing 3D pose or movement estimations in color images [131, 150] . In such cases, camera calibration should be considered carefully in order to correctly synchronize spatially the different camera views. Moreover, some data are often not visible in some views whereas they are in others, therefore the fusion of all the information coming from all camera is necessary to correctly model the body in 3D. The HumanEva dataset [151] proposed to use both color and motion capture data for 3D body motion estimation, and a similar protocol was used in [152] for multiple 3D body motion estimation. Finally, there exist applications in which the goal is not only to estimate the body motion but also to analyze it, e.g., walk and gait analysis in clinical analysis. For these, different datasets were proposed in constrained conditions [153] [154] [155] [156] [157] , acquired by infrared [158] or depth [159] sensors.
Non-verbal social signals (body movements, head pose, gestures, facial expressions, etc.) are used to understand more complex phenomena in video sequences, such as individual actions and activities, human behavior and small group interactions and social activities. All these themes have recently emerged and lots of datasets have been proposed to test algorithms that are described in the next three paragraphs.
Individual action/activity
The recognition of individual actions or activities has become a major focus of the computer vision community. Lots of datasets have thus been proposed for human action or activity recognition in video sequences (see [239] for a survey). These were more and more difficult to address concerning the visual tracking point of view, notably because actions or activity require long-term visual tracking of the gestures, the body and/or the head. The first datasets proposed on this topic were grayscale video sequences acquired in indoor [160] or outdoor [161] unconstrained environments (homogeneous background, people just moving their hands in a predefined way, only a small set of specific actions were addressed). Other datasets proposed scenarios for action recognition in colored outdoor environments with simple or cluttered backgrounds [162] [163] [164] , or with occlusions [165] . More complex situations were considered in [166] where video sequences were taken from two different Hollywood movies. Datasets on action/activity recognition thus seem to fall into one of the following two categories: either they consider only a very small set of actions or activities (such as "drinking" or "smoking"), or they correspond to real life actions/activities in daily environments. The Hollywood movies dataset clearly falls into the second one. In the HMDB51 dataset [167] , the number of actions increases considerably (51 actions or activities, such as "hand-waving", "drinking", "sword fighting", "diving", "running" or "kicking"), as well as the number of movies from which the dataset was constructed (around 7000 clips). The TRECVID workshop mainly focuses on video retrieval, but it also provides data sequences useful for human activity recognition [168] . Multi-modal datasets for action and activities recognition (grayscale, RGB, depth) are proposed in [169] [170] [171] , or with motion capture data [154] . Multi-views is also considered in [172] [173] [174] , as well as both multimodal and multi-views in [175] . In all the last four cases, a fusion is necessary to include either multiple views or multiple modalities. Note that each modality has its own specificities: for example some of them are more noisy than others. Some datasets also propose video sequences in aerial views [115, 163, 176] . In such cases, we face the problem of similar appearance of the objects. Finally, some datasets propose to recognize specific daily life actions or activities [177], e.g., cooking [178, 179] , dancing [180] or playing sport [181] [182] [183] .
Behavior
Inferring the behavior of people refers to the analysis and understanding of their actions and activities. For instance, during the activity of talking with somebody else, one person can have an aggressive behavior observable by, e.g., sharp movements. Understanding behaviors is essential to analyze social interactions and communications and requires to take into account both actions and reactions of people, as well as the specific context. This is the reason why these datasets are really complicated to address, notably because of the large amount of information that needs be considered. Here again, this is an emergent topic for which different datasets have been made publicly available. These datasets are essentially multimodal, providing video, but also sound or physiologic signal data. Among them, we can cite a dataset dedicated to detect violence or violent behaviors in videos [184] , or one dedicated to analyze dyadic behavior [185] , or to determine the underlying emotions behind behaviors [186] , to detect conflict behaviors [187] or to determine who gains the leadership in political debates [188] .
Interactions and social activities
The highest level of analysis of a scene with people concerns the understanding of their interactions or their social activities. Several datasets have been proposed for analyzing people interactions in indoor environments [71, 189] or in outdoor environments [49, 190] . They concern people interactions during meetings [191] , in TV shows [192] , during daily life conversations [193, 194] , while playing games [195] or during social activities [196] . Some datasets were acquired at a first-person viewpoint [113] (in such case, the camera is moving) or as motion capture data [154] . Finally, there also exist studies on group of people interactions [197] , while playing games [198] or during meetings [199] . The visual tracking difficulties are multiple: multiple object tracking, occlusions, self-occlusions, similar appearance of objects, cluttered background, and so on.
Scene understanding
The spread of cameras in public areas has urged the development of algorithms for fully automated surveillance and monitoring systems. Scene understanding includes three questions [240] : (i) what are the actions present in the scene; (ii) how are the objects interacting; and (iii) which rules govern the scene. In the next paragraphs, we separate scene understanding into four groups of applications: video surveillance, crowd analysis, sport games description and event detection. Of course, some applications are related to others.
Video surveillance
Video surveillance is one of the most active research areas in computer vision. The goal is to efficiently extract relevant information from a large amount of videos collected by one or multiple cameras in specific areas. This necessitates to detect, track and recognize objects of interest and to understand and analyze their activities. Here again, visual tracking difficulties are multiple: multiple (and sometimes similar) objects to track, occlusion, appearance/disappearance, appearance changes, clutter, etc. Designing a visual tracking system that is able to monitor a scene during long periods of time without needing to be reinitialized is still an open problem on which lots of researchers are working. Numerous datasets have been proposed dedicated to video surveillance of indoor or outdoor public areas (airports, streets, halls, offices, etc.) [200, 201] , vehicle traffic surveillance using one camera [202, 203] or multiple cameras [204, 205] or plane movement surveillance in airports [206] . Some datasets also propose an aerial view of the scene [207] .
Event
In video surveillance, some observed scenarios can give clues on the occurrence of specific events: video surveillance and events are actually strongly related. In most cases, the event to detect is known in advance and the goal is just to detect it in the video sequence. Event detection scenarios that were taken into account by datasets are, for instance, abandoned object detection [97, 208, 209] , detection of parked vehicles in streets [208] , circulation of non-pedestrians in walkways [210] , suspect behavior detection in subways [211] or fall detection [212] . Some datasets, however, consider events such as anomalous behaviors as breaks with respect to the context [213] . The visual tracking difficulties resulting from such applications are identical to those of video surveillance. The only difference is that, in cases where the kind of event we are looking for is known, it is possible to inject prior knowledge to guide the tracker.
Crowd
A crowd is a large and dense group of people or objects with varying features and goals. Developing computational methodologies for modeling and analyzing movements and behaviors of crowds has become an important task in computer vision. This involves an important problem for visual tracking, namely the similarity and spatial proximity of objects that compose the crowd. A first objective of several datasets concerns the analysis of the individual trajectories of many people when the scene is acquired by a fix camera [214, 215] , by a mobile one fixed in a car [216] or in a plane (giving aerial images) [114, 217, 218] . This is directly connected to a multiple object visual tracking problem, that includes an association step between the current track and the previously estimated trajectories. The crowd stability was studied on the dataset in [219] , with respect to specific crowd behavior models, and collective motions extraction was studied in the dataset in [220] . A specific dataset has also been acquired with an infrared sensor [116, 221] : such video sequences are noisier and this makes the visual tracking even more complicated. Other datasets have been proposed for people counting and crowd density estimation tasks, in a mono-camera context [222] or in a multi-camera one [96, 139, 223, 224] . In [225] , collective movements are addressed, in particular to compare normal and emergency behaviors in crowds. Finally, it is also important to analyze crowds to detect abnormal crowd behaviors [226] . Some datasets consider specific crowds, such as bees [227] , to analyze their nuptial dances, or ants [228] to study their interactions and ways of communication. Note that for the two last kinds of datasets, the scenes are less structured than for other crowds.
Sport games
Other datasets, that, we think, should be cited in this section concern sport video sequences. These datasets are interesting because players have similar appearance, their trajectories are crossing, and for some sports, the motion can be strong and totally erratic. In general, the videos are acquired by multiple cameras. The key applications are the analysis of tactic games or the automatic point counting. Some specific areas of the scene are often focused on and, sometimes, tracking is performed following some specific motion models. The most famous datasets on this topic concern basketball [229, 230] , handball [230, 231] , squash [230] and hockey [232] .
Conclusion
The visual tracking community has grown a lot in the past ten years and it is necessary for people to compare their algorithms by testing them on a common base of video sequences. We have presented in this article some of the most used datasets, or the most original ones that have been made publicly available by researchers. These datasets have been classified w.r.t. the difficulties they induce for visual tracking. The goal was to help people choosing the video sequences that are the most appropriate to show the performances of their algorithms, as well as to choose the appropriate measures to evaluate and compare these algorithms to others. We also proposed an overview of the datasets designed to challenge algorithms on open research questions, notably (but not only) on visual tracking. We hope this will help guiding researchers toward the most appropriate applications for which their tracker is fit. Note that we mainly focused on datasets containing videos acquired using optical cameras. Of course, there also exist problems in which video sequences are acquired using other sensors. For instance, in fluorescent imaging, cells are tracked in videos obtained from microscopes, or in ultrasound imaging, stones can be tracked inside the human body using videos obtained from ultrasound devices. Unfortunately, very few such datasets exist: most of the time, researchers use their own videos and, due to ethic problems, are not authorized to make them available to the community.
For future works, it would be most helpful to propose a global benchmark dedicated to the comparison of all the algorithms that were proposed for visual tracking, an idea similar to [5] . A first important and difficult step should be to propose a universal measure of the tracking quality that would take into account all the difficulties (changing in appearance, variation of illuminations, occlusions, blur, etc.) involved in the visual tracking. The benchmark should then be decomposed into subsets of sequences, each one addressing a specific difficulty. A graduation of the difficulty in these sequences could also be proposed. The lack of such a benchmark has now become an important problem for the visual tracking community because it precludes comparing new tracking algorithms against previous ones in a principled way, in terms, for instance, of the capacity of an algorithm to address each aforementioned difficulty separately, or in a combined way.
