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Abstract
Abstract — The IT industry has been taking the most demanding and rigorous standards
as the reference in order to achieve stability, a high fidelity to protocols and a proper quality
of the final product. Whilst this model may have been useful for the past, it is inevitable that
time to market becomes a crucial bottleneck when developing custom hardware for network
appliances. At this point, Network Function Virtualization (NFV) allows creating specialized
solutions with general-purpose equipment. Broadly speaking, computing is transferred from
the hardware layer to a CPU-based software.
The main objective to treat is the exploration of the use of FPGAs, and its connectivity with
the host system, as a feasible replacement for traditional hardware (switches, routers, etc.) in
multigigabit networking environment. Own developments are disclosure under a free license
as well as the underlying technologies are conscientiously tracked. From a DMA engine capa-
ble of ensuring the data transmission with rates above 40 gigabit per second (with measured
peaks of over 50 Gbps), to the device controllers needed to interact with the system, are ex-
plained to the reader. The final reference platform consists of a network interface card (NIC)
which involves as many virtual functions (VFs) as instantiated interfaces. The transmitted/re-
ceived information by every abstract device is processed individually, in a transparent way to
the developer, with destination/source the computer network. The key concept is known as
SR-IOV, which accompanies by a FPGA, eases the virtualization of multiple functionalities. In-
dependently, several instances of virtual machines may access to a VF exclusively thanks to
PCI passthrough capabilities.
The independency of the host station hardware, and the flexibility of the suggested frame-
work, assure the user a notorious trade-off between performance and time production. The
popular believing that high performance computing is confronted with virtualization heads
to a wrong conclusion. In particular, an environment where the data is processed at 40 Gbps
has been released. However, the subjacent virtualization support by the hardware platform
(IOMMU) is limited and, in the system to card direction, the transferences suffer a pronounced
bottleneck (10% of the performance of the native experiments) whilst this effect is palliated in
the card to system direction (over 90% of the native results).
Index Terms— Network Function Virtualization, Virtual Network Appliance, FPGA-based
acceleration, SR-IOV, PCI Passthrough, PCIe, DMA engine
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Resumen
Resumen — La industria de las telecomunicaciones ha seguido esta´ndares muy rigurosos
que aseguren la estabilidad, fidelidad al protocolo y calidad de los productos desarrollados.
Mientras que este modelo ha funcionado bien en el pasado, son inevitables unos ciclos de pro-
duccio´n largos con un lento avance en el hardware especializado. Es en este punto, donde la
virtualizacio´n permite generar equipos especializados con elementos de propo´sito general. Se
traspasa parte de la computacio´n desde un elemento puramente dedicado a la CPU del sistema
(virtualizacio´n de funciones de red, NFV) concediendo una gran dinamicidad al entorno.
El objetivo primordial es la exploracio´n de la viabilidad del uso de FPGAs y la conectivi-
dad con el sistema anfitrio´n (basado en software) como sustituto para el hardware tradicional
(switches, routers, etc.) en entornos multigigabit. Los desarrollos propios son liberados como
contribuciones de licencia libre y las tecnologı´as subyacentes estudiadas en amplio detalle. Se
implementa desde un motor de DMA que permita asegurar una tasa de transferencia soste-
nida para enlaces de 40 gigabits por segundo (mediciones tomadas por encima de 50 Gbps),
hasta los controladores necesarios para la interaccio´n con el dispositivo. La plataforma final de
referencia consiste en una tarjeta de red con tantas funciones virtuales como interfaces exis-
tan. La informacio´n transmitida/recibida por cada dispositivo abstracto es tratada de manera
independiente, transparente al desarrollador, con destino/origen final/inicial la red de orde-
nadores. La tecnologı´a clave presentada para este proceso se conoce como SR-IOV, que acom-
pan˜ada por una u´nica placa FPGA, facilita la simulacio´n de mu´ltiples perife´ricos dedicados.
De manera independiente, distintas instancias de ma´quinas virtuales son capaces de hacer un
uso exclusivo del dispositivo gracias a las capacidades de PCI passthrough, ofreciendo la falsa
sensacio´n de disponer de un recurso para su explotacio´n individual. La independencia de la
estacio´n anfitriona, en cuanto a configuracio´n hardware se refiere, y la marcada flexibilidad de
los disen˜os, favorecen que esta arquitectura ofrezca un buen compromiso entre rendimiento y
tiempo de puesta en mercado. Se desmiente la falsa creencia de que virtualizacio´n esta´ ren˜ida
con procesamiento de alto rendimiento en todos los escenarios, aunque se han localizado ca-
rencias en el soporte por parte del hardware actual. En particular, la cantidad ma´xima de datos
transferibles se ve limitada y aplicaciones que hagan uso intensivo en las comunicaciones ha-
cia la tarjeta pueden verse gravemente afectadas (10% del rendimiento total en las pruebas
generadas) si hacen uso de la virtualizacio´n. En la direccio´n inversa, un rendimiento superior
al 90% ha sido probado.
Palabras Clave — Virtualizacio´n de funciones de red, aceleracio´n basada en FPGA, SR-
IOV, PCI Passthrough, PCIe, motor DMA
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Tras de´cadas manteniendo una configuracio´n muy similar en las redes de computadores, el
gran aumento en el nu´mero de dispositivos en el internet de las cosas (IoT) esta´ acrecentando
la necesidad de modificar el enfoque cla´sico. Y es que los cambios en la industria han sido
muy acentuados, se han dejado apartadas las tendencias tradicionales para generar una gran
avalancha de aplicaciones, la computacio´n en la nube y el almacenamiento y/o procesamiento
de grandes volu´menes de datos (big data).
Las redes telema´ticas deben enfrentarse a toda una serie de retos no planteados inicialmen-
te. Desde el nuevo e incrementado nu´mero de usuarios hasta la adaptacio´n para los nuevos
servicios y sus exigencias. La reduccio´n de costes, ası´ como la simplificacio´n en la gestio´n de
los elementos de red, han derivado en dos conceptos claves en el dı´a de hoy. Son las redes
definidas en software (SDNs) y la virtualizacio´n de funciones de red (NFV). Ambos enfoques,
aunque complementarios, persiguen un mismo objetivo: flexibilidad y agilidad para el disen˜o
y gestio´n de las infraestructuras para la comunicacio´n.
Mientras que SDN persigue la separacio´n de los elementos de control de la red (software)
de la comunicacio´n de datos (hardware), NFV permite implementar parte de la funcionalidad
requerida para el tratamiento de informacio´n en software. La principal diferencia radica en
que no necesariamente las caracterı´sticas software en el caso de NFV esta´n ligadas a la capa
de control. Como ejemplo, la funcionalidad de cifrado del tra´fico, en lugar de ser computada
directamente en hardware, su ejecucio´n es viable de ser aplicada a nivel de servidor, router,
switch, etc., abstrayendo de las competencias de ma´s bajo nivel.
El hardware reconfigurable es un candidato razonable para el reemplazo de las tarjetas de
red (NICs) convencionales, garantizando hasta cierto punto la eficiencia de un desarrollo hard-
ware puro pero con la flexibilidad del software para adaptar la funcionalidad a la cambiante
demanda sin la sustitucio´n de la plataforma. Un refinamiento a la aplicacio´n de dispositivos
hardware programables (FPGAs) de manera independiente, que permita exprimir los benefi-
cios de SDN y NFV, es la interaccio´n de la misma con una estacio´n hardware anfitriona.
Aunque se trata de un disen˜o conceptualmente comprensible, los desarrollos libres que
permitan aprovechar esta tecnologı´a son muy limitados y, en la gran mayorı´a de las ocasiones,
de co´digo cerrado derivando en un menor impacto en entornos de produccio´n.
CAPI´TULO 1. INTRODUCCIO´N 1
2 CAPI´TULO 1. INTRODUCCIO´N
1.2 Objetivos
El principal objetivo es la evaluacio´n de la idoneidad de la sustitucio´n de NICs de altas
prestaciones por FPGAs en entornos donde se persigue una alta abstraccio´n de la plataforma
subyacente tanto a nivel lo´gico (sistema operativo) como fı´sico (hardware).
Tanto la investigacio´n como estudio de las tecnologı´as involucradas es la principal cuestio´n
a abordar a lo largo del resto de documento. A su vez, se intercalan los aspectos ma´s teo´ricos
con la propuesta y evaluacio´n empı´rica de posibles maneras de abordar el problema. En lı´neas
generales cuatro son los grandes puntos a indagar:
(a) Creacio´n de un disen˜o para hardware reconfigurable que cumpla las necesidades de una
NIC. Comunicacio´n satisfactoria a tasa de lı´nea en redes ethernet multigigabit de 10 giga-
bit por segundo (Gbps).
(b) Soporte para la comunicacio´n entre perife´rico y sistema operativo anfitrio´n. Esto requiere
tanto de un soporte por parte de la FPGA como de mo´dulos controladores que permitan
manejar el dispositivo. La interaccio´n con estos mo´dulos debe mantenerse accesible y
sencilla de modo que la utilizacio´n por terceros no requiera de conocimientos intrı´nsecos
del hardware.
(c) La virtualizacio´n de las funciones del dispositivo, su anexio´n a una ma´quina virtual y
la correcta transparencia entre la informacio´n vertida por distintas fuentes es el u´ltimo
punto con el que se completa el entorno.
(d) Desde un punto de vista ma´s global, el fin u´ltimo es el planteamiento de una arquitec-
tura escalable y flexible que garantice la consecucio´n de los hitos perseguidos por las
tecnologı´as SDN y NFV en entornos ma´s variopintos.
1.3 Retos
Una de las dificultades principales en las aproximaciones aceleradas mediante FPGAs es
la comunicacio´n entre las aplicaciones corriendo en la arquitectura anfitriona y la unidad de
coprocesamiento. Esta complejidad se acentu´a si mu´ltiples estaciones intentan acceder a un
mismo recurso. Por fortuna, al compartir recursos comunes tanto NICs como FPGAs, como
la conexio´n al sistema anfitrio´n mediante el bus para la interconexio´n de perife´ricos (PCI)
express (PCIe), las mismas te´cnicas que garantizan el e´xito en entornos con soporte para la
virtualizacio´n son aplicables.
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El acto de crear un elemento abstracto (no real) de un recurso, es logrado con la tecnologı´a
de virtualizacio´n de entrada/salida de un u´nico nodo (SR-IOV). Gracias a ello, una ma´quina
virtual (VM) es capaz de observar un perife´rico como suyo propio. En conjuncio´n con PCI
passthrough se favorece una menor penalizacio´n en el rendimiento causada por la utilizacio´n
de VMs. El precio a pagar por la independencia que se obtiene tanto de los medios fı´sicos de
la ma´quina anfitriona como de la capa software es este pequen˜o overhead que, aunque se ha
hecho un gran esfuerzo en su paliacio´n, la creencia popular sigue sustenta´ndose en la premisa
de que la virtualizacio´n esta ren˜ida con la computacio´n de alto rendimiento.
No obstante, debido a la falta de patrones claramente especificados para la virtualizacio´n
de dispositivos, la sincronizacio´n entre los mu´ltiples procesos que acceden concurrentemente
a un mismo recurso real, a trave´s de las funciones virtuales que provee, no sigue un esta´ndar.
Es el propio desarrollador el que debe asegurar los mecanismos de sincronismo en la capa que
e´ste desee. Es decir, tanto una sincronizacio´n a nivel de un mo´dulo controlador como que el
mismo hardware sea el encargado de arbitrar el acceso, son opciones viables. En ambos casos,
se requieren de conocimientos profundos de la plataforma, ya sea a la hora de desarrollar
mecanismos de comunicacio´n entre drivers instanciados en la ma´quina virtual y la anfitriona
o, por el contrario, del despliegue de los recursos oportunos para la gestio´n en la plataforma
fı´sica.
En u´ltimo lugar, pero no por ello menos importante, se esta´ planteando una arquitectu-
ra innovadora que incorpore desarrollos de muy bajo nivel. Un disen˜o hardware corriendo a
250MHz o, la comunicacio´n de datos entre controladores y programas de usuario que no re-
quieran de copias intermedias, son particularidades a las que se debe hacer frente a lo largo
de todo el proceso. Todas las demoras innatas a un desarrollo de estas caracterı´sticas deben ser
salvadas, de modo que su reutilizacio´n e implantacio´n en un futuro por parte de terceros sea
una tarea ma´s inmediata.
1.4 Metodologı´a
En un proyecto tecnolo´gico es necesario prefijar y definir de manera unı´voca tanto los hitos
como los aspectos a tratar en cada una de las etapas de desarrollo para asegurar la correcta
evolucio´n del proyecto a medida que se van produciendo los primeros avances. Con tal fin se
establece un modelo de desarrollo incremental e iterativo, donde inicialmente se plantea una
arquitectura a nivel conceptual. E´sta sera´ ejemplificada como una tarjeta de red implementada
en hardware reconfigurable que figura como mu´ltiples dispositivos virtuales desde el punto
de vista de usuario. En toda esta de etapa de desarrollo de un producto software/hardware, se
definen una serie de metas intermedias, que colaboren en la obtencio´n del producto final. Se
contemplan los siguientes hitos:
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(a) Desarrollo de mo´dulo controlador del dispositivo y programas de usuario encargados de
la interaccio´n. En primer lugar se persigue la generacio´n de un driver propio con fun-
cionalidades ba´sicas para la comunicacio´n con una FPGA. Tanto comunicacio´n mediante
acceso directo a memoria (DMA) como por accio´n directa de la unidad central de proce-
samiento (CPU) debe ser soportada. Dada la carencia de una plataforma hardware inicial,
se toman los disen˜os de referencia de la placa objetivo como disen˜o auxiliar que provea
de la asistencia para las comunicaciones a nivel de perife´rico.
(b) Desarrollo de tarjeta de red convencional en hardware reconfigurable. Un primer disen˜o
hardware que asegure la comunicacio´n de los datos por PCIe hacia/desde la tarjeta por
parte del disen˜o. Niveles de abstraccio´n superiores a la capa fı´sica no deben ser desarro-
llados.
(c) Sustitucio´n de una alternativa comercial para la transferencia de datos DMA aplicada en
el hito anterior por una solucio´n libre. Aunque un rendimiento elevado serı´a recomenda-
ble, como aproximacio´n inicial no es esencial.
(d) Dotacio´n al endpoint de PCIe del soporte para SR-IOV. Los mo´dulos controladores deben
ser adaptados a las nuevas exigencias y el disen˜o hardware, ma´s alla´ de este componente,
si ası´ se requiriese.
(e) Refinamiento del disen˜o de referencia integrado para su adecuacio´n a entornos multigi-
gabit con tasas de hasta 40 Gbps agregada.
Para la culminacio´n e´xitosa de los elementos citados las tecnologı´as seleccionadas deben
permitir el tratamiento de los datos de manera precisa y eficiente. Podrı´a pensarse en el empleo
de lenguajes de alto nivel para la realizacio´n de los programas a nivel de usuario. Sin embargo,
al primar el rendimiento, todos los desarrollos software se codifican en lenguaje C/C++, mien-
tras que a nivel de desarrollo hardware se emplea Verilog. Esta u´ltima decisio´n, en contrapo-
sicio´n a la utilizacio´n de herramientas de sı´ntesis desde lenguajes de alto nivel, esta´ motivada
por el marcado temporal preciso que se consigue al trabajar a nivel de registro. C/C++, por
el contrario, ha sido seleccionado por la gran cantidad de funcionalidades aportadas a la hora
de interactuar con el hardware subyacente, desde la especificacio´n de la afinidad a los proce-
sadores en procesos software hasta la comunicacio´n con mo´dulos controladores o el manejo
eficiente de la memoria (si ası´ ha sido implementado el programa).
De cara a la comprobacio´n del entorno, tres son los puntos para la correcta verificacio´n:
depuracio´n a nivel lo´gico (uso de testbenchs que modelen el comportamiento de la arquitectura
hardware o de depuradores para las aplicaciones software), depuracio´n en entorno real (me-
diante el aprovechamiento de los recursos libres de la FPGA para la monitorizacio´n de sen˜ales
fı´sicas) y, finalmente, validacio´n de los resultados obtenidos en un entorno real.
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1.5 Estructura del documento
Como toma de contacto se comienza presentando una arquitectura hı´brida entre hardware
y software que permita el tratamiento de la informacio´n en enlaces de red multigigabit en la
Seccio´n 2. En la Seccio´n 3 se realiza una incursio´n en herramientas previamente desarrolladas
para la aceleracio´n de aplicaciones NFV a la par que se detalla co´mo otras soluciones han
sabido enfrentarse de manera individual a los problemas tanto de transmisio´n de datos como
de virtualizacio´n de funciones.
La implementacio´n del entorno propuesto por el estudiante para la resolucio´n del problema
se localiza en la Seccio´n 4 mientras que los resultados tanto teo´ricos como empı´ricos figuran en
la Seccio´n 5. Cabe destacar que todos los desarrollos se pueden adquirir bajo una licencia libre.
Se concluye el documento en la Seccio´n 6 informando de las conclusiones finales y el trabajo
a realizar. A lo largo del Ape´ndice A se detallan las tecnologı´as involucradas en el proceso:
hipervisores de ma´quinas virtuales junto a los distintos paradigmas, informacio´n detallada
sobre PCI passthrough, SR-IOV y co´mo las interrupciones son gestionadas en la actualidad. En
otras palabras, en este punto se agrupan todas las tecnologı´as que deben contar con soporte
tanto del hardware subyacente como del sistema operativo anfitrio´n. Aunque esenciales para
el propo´sito del trabajo, representa un a´rea del conocimiento menos ligado a la lı´nea general de
la generacio´n de un entorno virtualizado con competencias para el tratamiento por el software
de los datos.
Virtualizacio´n mediante tecnologı´a SR-IOV de tarjetas de red de altas prestaciones basadas en lo´gica
programable2 Arquitectura propuesta
2.1 SDN y NFV
El internet de las cosas ha causado una gran revolucio´n en co´mo las redes y las infraes-
tructuras de telecomunicaciones son gestionadas. El IoT es un mercado prometedor, una gran
fuente a explotar por la industria y donde el nu´mero de dispositivos conectados a la red se
espera que siga aumentando durante las pro´ximas de´cadas.
Este ecosistema, adicionalmente, acarrea la implantacio´n de nuevos servicios que origina-
riamente eran desconocidos, abarcando desde la implantacio´n en la industria manufacturera
(incluyendo produccio´n, distribucio´n y seguimiento), la salud (asistencia dome´stica, bienes-
tar del individuo), transporte, administracio´n, seguridad pu´blica (vigilancia), mercado auto-
movilı´stico, agricultura hasta la participacio´n activa de la poblacio´n. Millares de aplicaciones
esta´n impactando en este mercado y la tendencia parece implicar nuevos objetivos. Por ejem-
plo, reconocimiento biome´trico de los individuos o la robo´tica (en campos como la domo´tica)
que tendra´n un significativo impacto en las redes de comunicaciones.
A pesar de conocer esta moda, su comportamiento fluctuable y no predecible no permite
anticiparse en gran medida a los acontecimientos venideros. Cada vez la comunicacio´n involu-
cra ma´s elementos automatizados (detra´s de las comunicaciones ya no siempre se localiza un
usuario fı´sico, comunicacio´n ma´quina-ma´quina) y sus requerimientos varı´an enormemente.
Un nuevo entorno de desarrollo esta´ pendiente de madurar. Debe cumplir con los reque-
rimientos de rendimiento y disponibilidad pero de disen˜o a´gil. La nueva infraestructura pro-
puesta en este trabajo explota los conceptos de la virtualizacio´n, en el sentido de que permite
la adicio´n de nuevas extensiones a la plataforma actual con un coste idealmente ı´nfimo y con
una abstraccio´n de la plataforma bastante elevada. Sin embargo, antes de entrar en detalles, es
preciso mencionar las lı´neas de trabajo actuales, donde destacan SDN y NFV sobre el resto de
las alternativas.
2.1.1 SDN
SDN tiene como objetivo simplificar la programacio´n de funciones de red mediante el uso
de software. Con origen en un ambiente investigador, tres son los pilares fundamentales en los
que se sostiene: desglose de los distintos planos en la transferencia de informacio´n, procesa-
miento mediante hardware diferenciado y dinamicidad de las operaciones.
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(a) Control y manejo de datos desglosado. Mientras que en las redes convencionales tanto el
plano de control (incluyendo el de configuracio´n) y datos esta´ implementado en routers y
switches, SDN elimina la potestad de manejar el plano de control al hardware.
(b) La lo´gica de control de los datos es desplazada a una entidad externa. Recibe el nombre
de controlador SDN o sistema operativo de red.
(c) El comportamiento de la red es programable a trave´s de aplicaciones software que corren
por encima del sistema operativo de red y que interactu´an con el plano de control.
Figura 2.1: Esquema de SDN.
Como se muestra en la Figura 2.1, el controlador de SDN tiene dos conexiones principa-
les: una interfaz hacia los recursos fı´sicos o virtuales (por ejemplo, si se usa junto a NFV) y
otra conexio´n hacia el gestor de aplicaciones que pudiera (o no) ser ejecutado sobre la misma
plataforma hardware que el controlador. Ejemplos de protocolos para la intercomunicacio´n
mediante estas interfaces son OpenFlow para la interaccio´n con los recursos y REST APIs para
la comunicacio´n con el gestor de aplicaciones.
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Aunque a primera vista las aplicaciones ma´s complejas queden enmascaradas por la efi-
ciencia en te´rminos de coste de produccio´n o por los nuevos productos ma´s escalables o man-
tenibles, existe una gran ventaja en el momento de distribuir los recursos de manera dina´mica.
Desde la aplicacio´n de reglas de rutado de manera semiautoma´tica (en relacio´n con el com-
portamiento del tra´fico observado) para evitar la sobrecarga de nodos particulares hasta el
redireccionamiento concreto de protocolos a estaciones particulares. Por ejemplo, la prioritiza-
cio´n de protocolos mediante su direccionamiento a trave´s de estaciones ma´s potentes o menos
saturadas puede ser aplicado en tiempo real y sin modificaciones ni en los equipos hardware ni
en los protocolos. La figura del administrador de red queda descargada de trabajo y se asegura
una autonomı´a independiente de determinadas funcionalidades.
2.1.2 NFV
Las funciones de red en entornos no virtualizados son meramente una solucio´n especı´fi-
ca de un vendedor que involucra hardware y software, comu´nmente referida como nodo o
elemento de red. La virtualizacio´n de las funciones de red introduce un avance adicional, al
abstraer el software del hardware.
Los elementos de la red no son nunca ma´s un bloque rı´gido donde el software depende de
la estacio´n anfitriona. Esto favorece que ambos entornos, de manera independiente, puedan
seguir prosperando y mejorando sin necesidad (o con la mı´nima adaptacio´n) del otro compo-
nente.
En la especificacio´n de NFV [ETSI, 2013], consultar Figura 2.2, tres son los dominios clara-
mente identificados: funcio´n de red virtualizada, infraestructura y administracio´n del entorno.
• La funcio´n de red virtualizada es aquella pieza de software que implementa una tarea
determinada donde se involucra un procesamiento de los datos de la red.
• Infraestructura NFV. Plataforma subyacente capaz de ejecutar funciones virtualizadas,
ofreciendo una abstraccio´n del hardware real del equipo.
• A´rbitro de NFV que se encarga de todos los aspectos asociados al manejo de las tareas
virtualizadas en el entorno. Coordina el despliegue de nuevos recursos tomando en con-
sideracio´n varios criterios como rendimiento o afinidad.
No´tese cierta analogı´a en las caracterı´sticas con SDN. Las funcionalidades implementadas
a nivel de software esta´n completamente abstraı´das de la plataforma en niveles inferiores aun-
que su aplicacio´n es ligeramente diferente. Mientras que SDN se limitaba al plano de control
(y mantenimiento como subconjunto de e´ste), NFV ofrece una plataforma gene´rica para el tra-
tamiento de los datos de la red por parte del software. De este modo, una implementacio´n
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Figura 2.2: Esquema de NFV.
del protocolo OpenFlow [McKeown et al., 2008] podrı´a correr como una funcionalidad virtual
y comunicarse con un controlador SDN. Por tanto, al igual que ya ocurriera con SDN, NFV
presenta unos objetivos de alto nivel bastante similares pero con ciertos matices. Se persigue a
grandes rasgos:
(a) Mejorar la eficiencia del capital en comparacio´n con implementaciones hardware dedi-
cadas. Este logro es conseguido mediante el uso de estaciones de propo´sito general que
implementan funciones de red a trave´s de te´cnicas de virtualizacio´n.
(b) Aumentar la flexibilidad al desligar la funcionalidad de la estacio´n fı´sica.
(c) Ra´pida adaptacio´n e innovacio´n al ofrecer servicios basados en software.
(d) Reducir el coste al ser capaces de migrar estaciones de trabajo y apagar completamente
estaciones no utilizadas.
Como nota final de NFV, gracias a su uso, la infraestructura es desligada del proceso, favo-
reciendo modelos de desarrollo independientes, escalables y con unos periodos de puesto en
mercado aceptables.
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2.2 Aceleracio´n mediante FPGAs
La combinacio´n de PCIe, enlaces de 10 Gigabit Ethernet e interfaces de memoria integradas
en plataformas programables son una solucio´n perfecta para obtener un alto rendimiento y baja
latencia en el co´mputo y tratamiento de la informacio´n en redes de telecomunicaciones.
Una gran parte de los algoritmos contienen partes explotables gracias al paralelismo o a la
aplicacio´n de pipeline. El rendimiento sostenido de una FPGA permite alcanzar resultados o´pti-
mos que difı´cilmente son alcanzables por una plataforma completamente software. La preci-
sio´n y el control en el manejo de cada camino de datos es total en el hardware donde se controla
co´mo la informacio´n es transmitida en cada ciclo de reloj.
Mientras que arquitecturas CPU multicore o las unidades de procesamiento gra´fico (GPUs)
contienen un nu´mero prefijado de bloques lo´gicos, una FPGA puede ser configurada para ofre-
cer el ratio justo para el algoritmo particular, garantizando un gran equilibrio entre rendimien-
to y recursos. Sin embargo, toda esta te´cnica requiere de un alto grado de conocimiento y unos
tiempos de desarrollo generalmente elevados. En conjuncio´n con unas caracterı´sticas de alma-
cenamiento ma´s limitadas que una CPU, no es de extran˜ar que arquitecturas donde la FPGA
se aplique como un acelerador sean de gran utilidad. U´nicamente una parte de la plataforma
es trasladada a la FPGA, mientras que las partes ma´s costosas de implementar, o aquellas don-
de la aceleracio´n serı´a ma´s escueta, se conservan en el software. Es el paradigma aplicado por
GPUs.
Figura 2.3: Conexio´n entre PC y FPGA.
En el caso particular de aceleradores basados en FPGA, en comparacio´n con alternativas
basadas exclusivamente en CPU, la tasa de transferencia entre la estacio´n anfitriona (PC) y el
recurso hardware debe ser considerada. Mu´ltiples son las interfaces actuales para este propo´si-
to, tales como UART, eSATA, Ethernet, PCIe o USB. Sin embargo, dadas las altas demandas de
las redes multigigabit, la tercera generacio´n de PCIe se impone como medio de transmisio´n por
excelencia en enlaces Ethernet multigigabit, con tasas teo´ricas de hasta 64 Gbps y soportado
por la mayorı´a de ordenadores modernos. La Figura 2.3 representa la conexio´n habitual entre
ambos dispositivos.
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El uso de un acelerador hardware como elemento de extensio´n de las funcionalidades de
un PC, obliga a ampliar a su vez los sistemas operativos actuales con controladores especı´ficos
para el dispositivo. Ası´ pues, en la Figura 2.4 se representa el flujo habitual para la preparacio´n
del entorno. En primer lugar, a partir de un disen˜o especı´fico desarrollado para la plataforma
FPGA, se genera un bitstream (fichero de configuracio´n del hardware reconfigurable) con el que
se dota de las competencias oportunas a la tarjeta.
Este bitstream debe implementar la lo´gica necesaria para que el dispositivo sea capaz de
interactuar mediante PCIe. Es, en este punto, donde soporte por parte del sistema operativo es
requerido. Ası´ pues, tanto controladores como disen˜os de usuario capaces de interactuar con
el sistema son precisos.
am
Figura 2.4: Etapas previas a la comunicacio´n PC y FPGA.
En este caso particular, donde un manejo intensivo de los datos es llevado a cabo, compe-
tencias para la transmisio´n, tanto mediante intervencio´n directa de la CPU como por DMA,
es esencial. De este modo, tras unas mı´nimas configuraciones por parte del software, la comu-
nicacio´n de datos es lograda. Los puntos involucrados en un intercambio de informacio´n son
generalmente:
(a) Los procesos de usuario reservan una regio´n de memoria virtual concedida por el sistema
operativo.
(b) El proceso de usuario comunica al controlador del dispositivo FPGA la necesidad de
transferir desde (o hacia) esa regio´n informacio´n.
(c) El controlador, en modo kernel, obtiene las direcciones fı´sicas a partir de las direcciones
virtuales y transmite mediante PCIe al disen˜o hardware la direccio´n y taman˜o a transferir.
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(d) En el disen˜o hardware, se interpretan estas solicitudes. Se configura el motor de DMA y
comienza la operacio´n.
(e) Al terminar el proceso, se genera una interrupcio´n para avisar de la finalizacio´n de la
operacio´n.
(f) El disen˜o a nivel de driver comunica la terminacio´n al proceso de usuario (por el me´todo
seleccionado por el desarrollador: operacio´n bloqueante, consulta perio´dico del estado
del driver, etc).
(g) El proceso de usuario en software dispone de los datos sobre los que seguir procesando
o, si la aplicacio´n requirio´ que los datos fueran enviados a la FPGA, ya se conoce que la
operacio´n ha culminado.
Este enfoque ha sido cla´sico, ya no u´nicamente a nivel de FPGAs, y ha sido explotado en
otros entornos de computacio´n paralela como en la plataforma Xeon Phi de Intel o las ya men-
cionadas unidades de procesamiento gra´fico. Sin embargo, cierta dependencia de la ma´quina
anfitriona es necesaria, en tanto que el sistema operativo debe conocer y soportar la existencia
del acelerador. Los recursos de los que se hace uso son los originarios de la ma´quina fı´sica, por
lo que es un escenario lejano al deseable en la actualidad, ni tan robusto ni dina´mico como las
nuevas exigencias demandan.
2.3 Plataforma virtual alternativa
En este apartado se plantea una arquitectura basada en FPGAs capaz de mutar y adaptarse
a las fluctuantes necesidades del mercado. Con una total abstraccio´n de la plataforma subya-
cente, los ciclos de desarrollo del software y el hardware quedan claramente diferenciados. Una
arquitectura inspirada en la especificacio´n de NFV se contempla y propone como solucio´n para
acortar los periodos de desarrollo.
En el escenario inicial, con un acelerador hardware basado en FPGA, el sistema operativo
posee acceso directo a los recursos del equipo. Sin embargo, como se muestra en el Ape´ndice
A.1, la virtualizacio´n y emulacio´n de recursos es un proceso que lleva estudia´ndose durante
varias de´cadas. En esta situacio´n, el uso de ma´quinas virtuales, abstrae al sistema operativo
invitado de los recursos reales.
Una primera aproximacio´n pasa por dotar al sistema operativo anfitrio´n de las capacida-
des para la configuracio´n de la plataforma hardware. Una vez que las conexiones fı´sicas se
encuentran habilitadas, los distintos entornos virtuales pueden interactuar con el acelerador.
Esta arquitectura aparece representada en la Figura 2.5. El sistema virtualizado, ya no depende
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Figura 2.5: Entorno virtualizado basado en acelerador FPGA (I). Uso de ma´quinas virtuales.
nunca ma´s del almacenamiento fı´sico o CPU, en tanto que el monitor de ma´quinas virtuales
provee de esta capa de independencia. Sin embargo, el recurso programable sigue siendo u´nico
y su comparticio´n entre distintas VMs no es posible. En los Ape´ndices A.2 y A.3 se detallan las
tecnologı´as PCI passthrough y SR-IOV que permiten a una funcio´n fı´sica figurar como varias
funciones virtuales. Adicionalmente, PCI passthrough colabora a disminuir la penalizacio´n por
virtualizacio´n al asegurar que una funcio´n virtual es conectada directamente a una VM con
una menor intervencio´n por parte del hipervisor.
Figura 2.6: Entorno virtualizado basado en acelerador FPGA (II). Uso de ma´quinas virtuales y
SR-IOV.
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Incorporando estas te´cnicas al modelo inicial, tal y como se muestra en la Figura 2.6, tanto
recursos de almacenamiento, memoria y CPU son aislados de los utilizados por el sistema base
en una estacio´n virtualizada. La comparticio´n del dispositivo, un campo menos explotado, es
obtenida a partir de su implementacio´n con los propios recursos lo´gicos y la tecnologı´a SR-IOV.
Ası´ pues, en un momento inicial el ordenador anfitrio´n configura la FPGA para que habilite el
soporte de virtualizacio´n. Una vez que esta tarea ha sido lograda, cada VM reconoce su propio
dispositivo figurado (ya que no es fı´sico) y puede interactuar de manera independiente con e´l.
En este momento, realizando la analogı´a con NFV (Figura 2.2), los elementos quedan deter-
minados por:
• La infraestructura NFV queda integrada por el hipervisor de ma´quinas virtuales, el equi-
po fı´sico, la tarjeta reprogramable y el soporte por parte de e´sta para SR-IOV.
• La plataforma capaz de ejecutar funciones virtuales se corresponde con un sistema ope-
rativo corriendo de manera invitada sobre la plataforma original y con un mo´dulo con-
trolador capaz de manejar el dispositivo abstracto conectado en exclusiva a este entorno
(controlador virtual).
• El a´rbitro de NFV es el controlador de la ma´quina anfitriona, capaz de habilitar o des-
habilitar unidades virtuales bajo demanda. A su vez, el hipervisor juega un papel funda-
mental, ya que la suspensio´n de la plataforma en su totalidad es una tarea que recae sobre
e´l. La sincronizacio´n entre los procesos que acceden a un recurso virtual de la plataforma
FPGA se realiza en la propia placa o, alternativamente, en el mo´dulo fı´sico a necesidad
del problema.
Entidad Equivalencia
Funcionalidades NFV VM ejecutada sobre la arquitectura anfitriona + Controlador virtual FPGA + Software NFV
Infraestructura NFV Equipo fı´sico con sistema operativo capaz de aplicar virtualizacio´n + FPGA configurada con soporte para SR-IOV
A´rbitro Disen˜o FPGA + Controlador fı´sico FPGA + VMM
Tabla 2.1: Equivalencia NFV y arquitectura propuesta.
De los anteriores conceptos, merece la pena detenerse en la figura del a´rbitro. Supo´ngase un
acelerador para problemas de red. Imagı´nese que el problema a tratar es deep packet inspection
para el reconocimiento del protocolo intrı´nseco a una comunicacio´n. Esta tarea sera´ realizada
por las ma´quinas virtuales sostenidas sobre la arquitectura anfitriona. La FPGA cuenta con un
total de 2 interfaces de red y existen 4 VMs y 4 funciones virtuales. Inicialmente, todas las
VMs requerira´n de datos para trabajar y aquı´ es donde el a´rbitro toma lugar. Existen distintas
polı´ticas de planificacio´n. Por ejemplo, la VM1 y la VM2 trabajan cada una sobre la interfaz
Ethernet correspondiente. Como so´lo hay dos ha´biles, el a´rbitro opta por suspender las otras
dos estaciones infrautilizadas.
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Esta aproximacio´n puede ser loable si la carga del sistema es elevada o se prima el aho-
rro energe´tico aunque pudiera no ser siempre la situacio´n. Supo´ngase el caso donde interesa
favorecer el alto rendimiento. En tal caso, la informacio´n recibida por una interfaz podrı´a ser
puesta a disposicio´n de la ma´quina virtual que se localizase ociosa en ese momento, aplican-
do una polı´tica de balanceamiento de carga que asegure el trabajo equilibrado entre todas las
estaciones. Esta distribucio´n se puede realizar tanto a nivel de mo´dulo controlador fı´sico o a
nivel de disen˜o FPGA. El segundo escenario es ma´s eficiente, aunque conlleva unos ciclos de
desarrollo ma´s largos. Por tanto, esta cuestio´n de disen˜o queda reservada a las necesidades
concretas de la plataforma elaborada.
Una u´ltima mejora a la plataforma, es la incorporacio´n de reconfiguracio´n parcial del dis-
positivo. En esta versio´n, el sistema anfitrio´n habilita el soporte para SR-IOV en la FPGA. Se-
guidamente cada VM configura un disen˜o propio en la tarjeta, de modo que cumplira´ una
funcionalidad particular. Independencia tanto del disen˜o original como de la funcionalidad
que el acelerador desempen˜a se asegura, en el sentido de que para cada estacio´n virtual una
tarea distinta se esta´ desempen˜ando (ver Figura 2.7).
Figura 2.7: Entorno virtualizado basado en acelerador FPGA (III). Uso de VMs, SR-IOV y re-
configuracio´n parcial.
Este u´ltimo escenario permitirı´a completa independencia de la estacio´n anfitriona y adema´s
permitirı´a explotar los recursos de la FPGA (abstraı´dos del modelo concreto) de una manera
satisfactoria.
2.3.1 Ejemplo de referencia
En esta subseccio´n se va a identificar un problema real, identificando y contextualizando
los beneficios de la arquitectura. Supo´ngase que la tarjeta reprogramable usada contiene un
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total de 4 interfaces de red. El mismo nu´mero de estaciones virtuales se crean sobre el sistema
anfitrio´n y se configuran mediante un bitstream el soporte para SR-IOV y 4 funciones virtuales.
Inicialmente la funcio´n fı´sica (que es replicada como funciones virtuales) cumple con el
funcionamiento de una NIC convencional. Es decir, transfiere los datos hacia la ma´quina vir-
tual asociada o devuelve los datos a la red si la VM ası´ lo indica.
Todas las funciones virtuales son ana´logas. Cumplen la misma funcionalidad y cada una
esta´ ligada a una interfaz fı´sica. El a´rbitro no se ve obligado a suspender ninguna VM y la
asociacio´n entre ma´quina virtual e interfaz fı´sica se realiza en el disen˜o FPGA.
Supo´ngase que se precisa realizar un cortafuegos pero que las reglas varı´an en cada una de
las interfaces. Los programas corriendo a nivel de usuario en una VM u´nicamente se encargan
de aplicar la bu´squeda de patrones correspondiente a las listas de bloqueo. Cada VM contiene
una lista diferente pero el co´digo es equivalente en todas las estaciones. Cambiar una regla
consistirı´a en actualizar un equipo virtual particular sin que ello afectase al resto de elementos.
E´ste es el escenario de la Figura 2.6.
Sin embargo, por un aumento inesperado del tra´fico en la u´ltima semana, el sistema esta´
a pleno funcionamiento y parece ser imposible analizar todo el contenido. Como el desarrollo
se ejecuta a nivel software es muy sencillo aplicar un muestreo estadı´stico de los paquetes que
permita salir de la situacio´n en un tiempo de actuacio´n ı´nfimo. Como arquitectura flexible la
aportacio´n ideal serı´a que el acelerador hardware permitiera la aplicacio´n de reglas directa-
mente. Sin embargo, la problema´tica radica en que cada estacio´n tiene necesidades distintas.
La reconfiguracio´n parcial ofrece, en este punto, que cada VM implemente usando los re-
cursos lo´gicos de la tarjeta sus propias reglas, de manera invisible a las dema´s y solventando
los problemas de rendimiento. No obstante, dado que la implementacio´n de todas las firmas
puede ser una tarea muy laboriosa, la descarga de un nu´mero ma´s pequen˜o (las ma´s costosas
en software, las ma´s comunes, etc.) es factible y totalmente independiente de la estacio´n anfi-
triona. Aplicando esta te´cnica un total de 5 bitstreams son precisos en total. El bitstream inicial
que habilite la configuracio´n del soporte para la virtualizacio´n y otro adicional por cada VM
para configurar las reglas concretas a implementar.
2.3.2 Disen˜o de referencia
Motivada y justificada la arquitectura propuesta, a lo largo del documento se va a contem-
plar un escenario real, donde todos los puntos abarcados hasta el momento van a ser sometidos
a evaluacio´n y medida de su viabilidad para una aplicacio´n real ma´s alla´ de un plano teo´rico.
El objeto es la creacio´n y virtualizacio´n de una NIC mediante hardware reconfigurable, sin so-
porte para reconfiguracio´n parcial pero con el resto de caracterı´sticas plenamente operativas.
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3 Estado de la te´cnica
En este mismo instante un gran intere´s por las tecnologı´as NFV se ha levantado. Las ven-
tajas de desplazarse desde soluciones hardware propietarias a estaciones virtualizadas en soft-
ware son mu´ltiples y bien conocidas:
(a) Reduccio´n de costes y consumo energe´tico.
(b) Tiempos de puesta en mercado y despliegue de la aplicacio´n en periodos ma´s breves.
(c) Flexibilidad de una plataforma para su uso por diferentes usuarios y/o servicios.
(d) Complemento a las SDN. Es decir, tanto el control de la transmisio´n como el procesa-
miento puede ser tratado en la CPU.
Con la inclusio´n de FPGAs en este proceso, la funcionalidad virtual se compone tanto del
software a nivel de CPU como del disen˜o en lenguaje de descripcio´n hardware (HDL). Cuando
la informacio´n transferida por la red es recopilada por la unidad de coprocesamiento, estos
datos pueden ser tratados exclusivamente por el hardware reconfigurable o, por el contrario,
ser transferidos a la estacio´n software.
El sistema admite dinamicidad en el modelo de computacio´n, permitiendo que las aplica-
ciones sean sostenidas exclusivamente en hardware, completamente en la CPU o en una mezcla
de ambas. En esta caracterı´stica radica una de las principales ventajas al comparar el modelo
con las soluciones virtualizadas sobre NICs convencionales, donde la plataforma hardware no
admite soporte para el despliegue de nuevas funcionalidades no previstas inicialmente. Para
solventar esta rigidez, tradicionalmente se han tratado de explotar todos los recursos dispo-
nibles a nivel de CPU para que la extensio´n se aplicara a nivel de software. Las aplicaciones
implementan paralelismo, procesamiento en lotes de los paquetes, suprimen los mecanismos
de intercambio de mensajes (se eliminan te´cnicas como la generacio´n de interrupciones para
aplicar una espera activa que reduzca al ma´ximo los tiempos de inactividad en detrimento de
eficiencia en te´rminos energe´ticos y de co´mputo (Intel DPDK [Dumitrescu, 2008])) y aprove-
chan de manera o´ptima la memoria (modelos zero-copy).
Adicionalmente, es comu´n paliar los retrasos asociados al sistema operativo evitando hacer
uso de aspectos tan gene´ricos como la pila de red, como se demuestra en [Rizzo, 2012]. Por otra
parte, en el momento en el que un entorno virtualizado es la plataforma objetivo, el nu´mero
de intercambios de contexto entre ma´quina anfitriona e invitada deben ser reducidos si el ren-
dimiento es una prioridad. Una amplia lista de claves se provee en [Rizzo et al., 2013] donde
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se explican me´todos para acelerar el proceso en diversos entornos: donde modificaciones so-
bre la VM pueden ser aplicadas y aquellos donde tambie´n existe libertad para configurar el
hipervisor.
En esta tendencia de optimizacio´n de grano fino en la virtualizacio´n, y con objeto de mejo-
rar la posibilidad de migracio´n de los servicios a estaciones menos saturadas, [Garzarella et al.,
2015] propone el uso conjunto de SR-IOV con modificaciones al hipervisor en tarjetas de red.
De este modo, un dispositivo real crearı´a mu´ltiples funciones virtuales. E´stas son moderadas
por el controlador instanciado en el sistema anfitrio´n (driver fı´sico), mientras que las estaciones
virtuales interaccionan con este elemento para obtener acceso a los recursos. Aunque esta me-
jora en cuestio´n de independencia de la plataforma es loable, existe el inconveniente de que las
comunicaciones entre ambos sistemas no juegan a favor de la eficiencia. Hay que asegurarse de
que ninguna notificacio´n es perdida por cuestio´n de carreras, la latencia que incorpora y, en
el peor de los casos, la posibilidad de que un thread dormido sea planificado en otro procesa-
dor. En tal caso el hilo partira´ de una memoria cache´ con datos no reutilizables y, de manera






















Figura 3.2: Ejemplo de desarrollo de un acelerador de red en FPGA: conexiones lo´gicas
Desafortunadamente, aunque estas aproximaciones han funcionado relativamente bien pa-
ra enlaces de hasta 10 Gbps, con el aumento de los enlaces en el troncal de internet se espera
que esta moda no disfrute de la misma validez. El passthrough de un dispositivo directamente a
una VM favorecera´ que la ma´quina virtual pueda explotar los recursos casi de manera nativa ya
que la conversio´n entre direcciones virtuales y fı´sicas es gestionada mediante la IOMMU [Ben-
yehuda et al., 2006] sin intervencio´n de la estacio´n anfitriona. Ası´ pues, aceleradores sobre las
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interfaces de red en conjuncio´n con los mecanismos de virtualizacio´n explicados en la Seccio´n
2 aseguran una opcio´n viable aunque con carencias actuales para la migracio´n en directo. La
comunicacio´n entre componente y ma´quina virtual se realiza mediante PCIe sin intervencio´n
el host y una visio´n tanto lo´gica como fı´sica es representada en las Figuras 3.1 y 3.2 respectiva-
mente.
Aplicacio´n Referencia
Cortafuegos [Wicaksana y Sasongko, 2011]
Sistema de deteccio´n de intrusiones
[Bu y Chandy, 2004] [Sourdis et al.,
2007] [Mitra et al., 2007]
Switching basado en contenido de paquetes [Kachris y Vassiliadis, 2006]
Extraccio´n de campos de paquetes [Attig y Brebner, 2011]
Seleccio´n de paquetes basados en IP
[Jiang y Prasanna,
2013] [Ganegedara y Prasanna, 2013]
Inspeccio´n del contenido de paquete (deep
packet inspection)
[Yang y Prasanna,
2013] [Dharmapurikar et al., 2003]
Sistema antivirus (gusanos) [Lockwood et al., 2004]
Tabla 3.1: Aplicaciones de red susceptibles de ser implementadas en FPGAs.
La lista de aceleradores es amplia y algunos ejemplos quedan descritos en la Tabla 3.1. En
todos los casos, el mayor reto, dejando de lado la seleccio´n del modelo de programacio´n, es el
intercambio efectivo de informacio´n entre ma´quinas virtuales y aceleradores hardware. Como
ya fuera mencionado, dos son las claves para conseguir reducir el overhead en las comunica-
ciones: SR-IOV y PCI passthrough, te´cnicas definidas en la especificacio´n de PCIe [SIG, 2014].
Mientras que la primera habilita la creacio´n de mu´ltiples funciones virtuales de un mismo
acelerador, el segundo asegura la asociacio´n dispositivo-ma´quina.
3.1 Trabajo relacionado
Si se deseara localizar un entorno de desarrollo que cumpliera con las especificaciones ı´nte-
gras de virtualizacio´n de aplicaciones de red para su manejo en software, la oferta esta´ muy
limitada y son soluciones muy rı´gidas. No existe una plataforma abierta ni un esta´ndar que
se haya impuesto sobre las dema´s alternativas. Las ofertas sustentadas en hardware reconfigu-
rable tampoco han sido la principal apuesta hasta el momento por la carencia de desarrollos
previos que agilicen el desarrollo. Ası´ pues, distintos fabricantes cuentan con iniciativas pro-
pietarias que, aunque va´lidas para escenarios puntuales, no siempre son la mejor opcio´n en
cuanto a tratamiento de tra´fico se refiere. Entre las alternativas ma´s orientadas al mundo em-
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presarial merece la pena destacar:
(a) La apuesta de Xilinx en este proceso de abstraccio´n del hardware es SDNet [L. Wirbel,
2014]. SDNet permite la creacio´n de sistemas de procesamiento de paquetes mediante la
compilacio´n de co´digo de alto nivel orientado al paralelismo, OpenCL.
Figura 3.3: Entorno de desarrollo de aplicaciones de red con la herramienta SDNet de Xilinx.
Aunque los costes de produccio´n pueden ser recortados dra´sticamente al ser capaces de
evitar el uso de lenguajes HDL sigue existiendo el problema de la comunicacio´n con la
FPGA. Conside´rese de nuevo el ejemplo de un firewall que es implementado con SDNet.
La aplicacio´n debe aceptar la creacio´n/supresio´n/modificacio´n de las reglas en tiempo
de ejecucio´n y que una nueva imagen sea generada para adaptar el disen˜o en tiempo real
es, con la versio´n actual de la herramienta, inviable.
(b) EZchip Technologies, proveedores de motores de alto rendimiento para la redireccio´n de
paquetes, han abandonado el enfoque cla´sico de un hardware dedicado cumpliendo la
totalidad de la funcionalidad de manera aislada. De manera sustitutiva, el procesamiento
multihilo bajo sistemas Linux parece ser la apuesta [EZChip, 2014].
La tarjeta de desarrollo Tilera, de la misma compan˜ı´a, ofrece al usuario un total de 64 cores
para la resolucio´n del problema que se contemple. Su programacio´n se realiza a nivel
software y un procesamiento paralelo y masivo favorece un gran rendimiento por parte
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Figura 3.4: Diagrama de bloques para la tarjeta Tilera TPM-100-BD.
de la arquitectura. No obstante, no debe olvidarse que las posibilidades de aceleracio´n
hardware esta´n muy limitadas y la mayorı´a del co´mputo es realizado exclusivamente
por la CPU. Aunque se reducen los tiempos de puesta en el mercado, la flexibilidad es
restringida y la solucio´n ligada a un vendedor particular (pe´rdida de independencia e
imposibilidad de utilizar commodity hardware). En la Figura 3.4 se muestra el diagrama
de bloques de la solucio´n de EZchip Technologies.
(c) Marvell, con la adquisicio´n Xelerated, o Cavium con su familia de procesadores Octeon,
siguen la misma premisa que EZchip Technologies, ofreciendo las capacidades ma´s de-
mandadas en el tratamiento de tra´fico de red (mo´dulos de encriptacio´n, rutinas para
inspeccionar el contenido del paquete en busca de firmas,etc.) extensibles mediante soft-
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ware creado para la arquitectura seleccionada. Por tanto, al igual que pasara con la tarjeta
Tilera, la independencia del procesamiento y la arquitectura es pra´cticamente nula.
Dejando de lado las alternativas comerciales, en el a´mbito ma´s investigador si que aparece
alguna solucio´n sustentada en FPGAs con requisitos parecidos. Por ejemplo, Elastic AH [No-
bach y Hausheer, 2015] construye una aproximacio´n compuesta de un pool de funciones junto
con un nu´mero predefinido de mo´dulos aceleradores en hardware. Un programa software que
integra esta arquitectura esta´ integrado, por tanto, de la NFV asociada y de las aplicaciones
encargadas para la comunicacio´n con los mo´dulos aceleradores hardware. No obstante, existe
una limitacio´n en el uso del hardware reconfigurable y es la exclusividad de e´ste para la des-
carga de procesamiento. Esta infrautilizacio´n del recurso penaliza negativamente en los costes
de la solucio´n dado que su emplazamiento como tarjeta de red es completamente viable [Zazo
et al., 2014].
Por otra parte, plataformas ı´ntegras en FPGAs para NFV tambie´n han sido exploradas [Ka-
chris et al., 2014]. Aunque en esta ocasio´n se cuenta con soporte para tratar con SDN, la pleni-
tud de la lo´gica de funciones virtuales y manejo de datos esta´n controlados por la plataforma
hardware. La posibilidad de extender la computacio´n sobre los datos con programas software
no es viable y serı´a una caracterı´stica completamente recomendable.
Virtualizacio´n mediante tecnologı´a SR-IOV de tarjetas de red de altas prestaciones basadas en lo´gica
programable4 Disen˜o e implementacio´n
Tras un ana´lisis de las tecnologı´as actuales que ofrecen soporte a la virtualizacio´n, desta-
cando el novedoso concepto de SR-IOV, es objeto de este trabajo elaborar una propuesta de
arquitectura para la virtualizacio´n de tarjetas de red de altas prestaciones.
La actual seccio´n presenta un enfoque ascendente de la arquitectura, partiendo desde el
hardware reconfigurable para ir tratando de manera incremental los disen˜os hasta culminar
con aquel que permita una virtualizacio´n del dispositivo mediante SR-IOV. La configuracio´n
software y controladores de dispositivos necesarios para cumplir la funcionalidad requerida
son detallados a continuacio´n.
4.1 Plataforma de desarrollo
Debido al alto coste temporal y monetario que el desarrollo de una tarjeta dedicada su-
pondrı´a, su implementacio´n es adaptada a FPGAs. No debe olvidarse la existencia de proyec-
tos completamente orientados al procesamiento del tra´fico de red como NetFPGA [Gibb et al.,
2008], perfectamente viables para desempen˜ar esta funcionalidad, pero con un principal in-
conveniente: el encarecimiento de su precio en su implantacio´n en entornos industriales.
Figura 4.1: Placa de desarrollo VC709 de Xilinx.
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Como sustento para todo el proceso de virtualizacio´n, la plataforma hardware reconfigura-
ble seleccionada para la aplicacio´n es la placa VC709 (ver Figura 4.1), capaz de lograr un alto
rendimiento gracias a la FPGA Virtex 7 VX690T de Xilinx.
Junto al coste moderado de la plataforma en a´mbitos empresariales, la segunda motivacio´n
para su eleccio´n es la inclusio´n de 8 lı´neas PCIe de generacio´n 3.0. Un total de 4 mo´dulos SFP+
(4 transceptores 10 GbE) y 8 GB DDR3 SODIMM aseguran los mecanismos necesarios para
poder trabajar a tasa de lı´nea en enlaces multigigabit. Adicionalmente, existe el soporte para
el core DMA desarrollado por Northwest Logic. Sin embargo, por limitaciones en aspectos de
virtualizacio´n, ha sido reemplazado por un desarrollo propio en la versio´n final del disen˜o.
4.1.1 Implementacio´n de una tarjeta de red con hardware reconfigurable
Como ya se mostrara en [Zazo et al., 2014], la viabilidad de la reproduccio´n/captura de
tra´fico por parte de un dispositivo hardware reprogramable es una tarea viable y bastante a´gil
dado el modelo de programacio´n HDL basado en reutilizacio´n de bloques lo´gicos de datos (IP
cores). Es decir, la creacio´n de una tarjeta de red basada en FPGAs, aunque compleja dado que
involucra trabajar a un bajo nivel, es una tarea resuelta con anterioridad a este documento y no
sera´ el principal objeto de exploracio´n en este trabajo. Sin embargo, es conveniente recalcar los
aspectos ma´s notorios involucrados en este tipo de aplicaciones.
En particular, para la plataforma de desarrollo citada, el manejo de las interfaces de red
hasta una tasa de 10 Gbps es asequible gracias al uso de los IP cores 10 Gigabit Ethernet PCS/P-
MA (10GBASE-R) y 10 Gigabit Ethernet Media Access Controller de Xilinx. El primero presenta
la lo´gica necesaria para la abstraccio´n del medio fı´sico; el segundo provee la capa del nivel de
enlace. Si niveles superiores del modelo fueran requeridos, tradicionalmente ha sido el propio
sistema operativo el encargado de realizar estas operaciones, por lo que un driver convencional
de red puede ser adaptado para tal propo´sito.
No obstante, en entornos de alto rendimiento niveles superiores en el modelo Open Systems
Interconnection model (OSI) son generalmente despreciados [Moreno et al., 2014]. Esta decisio´n
de disen˜o se sustenta en el alto coste requerido por los protocolos orientados a sesio´n (como
el protocolo de control de transmisio´n (TCP)). La reconstruccio´n de fragmentos, que implica
albergar la informacio´n parcial en memoria, es una tarea de difı´cil acceso a nivel hardware.
Motiva´ndose en que no todas las soluciones software requieren de este procesamiento se carece,
por tanto, de su desarrollo dejando tal libertad a niveles superiores del sistema (software).
A su vez, otra pieza clave en todo el proceso es la comunicacio´n de los datos mediante PCIe
al sistema anfitrio´n. Esto se consigue gracias al IP core 7 Series FPGAs Integrated Block for PCI
Express [Xilinx, 2015] que cumple con la funcionalidad de endpoint, permitiendo al dispositivo
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figurar como un elemento PCIe. El manejo del espacio de configuracio´n, ası´ como la tarea de
anunciar las competencias, queda resuelto por este IP core. Por el contrario, la encapsulacio´n
de la informacio´n para su transmisio´n por el enlace multigigabit no esta´ implementada. El core
de DMA de Northwest Logic abstrae del nivel de Transaction Layer Packet (TLP) y facilita tanto
la transmisio´n directa de datos (CPU encargada de la lectura/escritura de los datos) como las
operaciones de DMA, con la consecuente liberacio´n de carga al sistema global. Con estos IP
cores una tarjeta de red se consigue implementar con un disen˜o como el de la Figura 4.2. Las
caracterı´sticas ma´s destacables del modelo representado por diagrama de bloques son:
• Se han contemplado un total de 4 enlaces diferentes de red, ajustable al modelo del kit
VC709 y los 4 transceptores SFP+.
• Por cada enlace existe un par diferencial para la transmisio´n de datos y otro segundo
destinado a la recepcio´n.
• La configuracio´n de los dispositivos externos se realiza mediante un bus serie de baja fre-
cuencia. Este proceso puede variar completamente dependiendo de la tarjeta objetivo. Si
el bus seleccionado es Management Data Input/Output (MDIO), es el propio controlador
media access control (MAC) el que provee de dicha funcionalidad. Aprovechando la inter-
faz AXI4-Lite del IP core MAC, los datos transmitidos mediante e´sta son procesados y
convertidos, si procede, de acuerdo al esta´ndar MDIO. De manera ana´loga existen cores
reutilizables que simplificarı´an la adaptacio´n a otros entornos como aquel donde IIC es
el bus empleado para la configuracio´n de perife´ricos.
• El proyecto de Northwest Logic simplifica en gran medida cualquier comunicacio´n me-
diante PCIe, poniendo a disposicio´n del usuario un total de 3 interfaces:
– Interfaz de configuracio´n (AXI4L-MGMT). Permite que mediante escrituras de la
CPU en regiones bien conocidas se pueda cambiar el comportamiento del sistema.
Ejemplos concretos son la planificacio´n de balanceo de carga, el taman˜o ma´ximo de
MTU del sistema, direcciones MAC, etc.
– Interfaz de recepcio´n de datos(AXIS C2S). Los octetos volcados a trave´s de esta inter-
faz sera´n puestos a disposicio´n del disen˜o software mediante transferencias DMA.
– Interfaz de transmisio´n de datos(AXIS S2C). La informacio´n recibida a trave´s de
esta interfaz sera´ la transmitida del disen˜o software mediante transferencias DMA.
• En u´ltima instancia, los datos de cada una de las interfaces de red pueden ser accedidos
a trave´s de un protocolo gene´rico: AXI4-Stream. Ası´ pues, es tarea del disen˜o anotado
como user app procesar la informacio´n y ponerla a disposicio´n del core DMA. La manera
en que esto se logra en recepcio´n (informacio´n volcada sobre la interfaz AXIS C2S del
core DMA) es mediante la utilizacio´n de tantas colas first in first out (FIFO) como enlaces
se este´n monitorizando.
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Figura 4.2: Diagrama de bloques de una tarjeta de red implementada bajo hardware reconfigu-
rable de Xilinx.
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Posteriormente, cada una de estas memorias es consultada, de modo que si existen datos,
son exportados a otra segunda FIFO encarga de realizar el cambio de dominio de reloj.
Este cambio de dominio es necesario dadas las diferentes exigencias de los enlaces multi-
gigabit de red (156.25 MHz, ancho bus de datos 64 bits) y las necesidades a nivel de PCIe
(250.0 MHz, ancho bus de datos 256 bits). En transmisio´n (informacio´n proveniente de la
interfaz AXIS S2C del core DMA), toda la informacio´n es guardada en una primera FIFO.
Posteriormente, de acuerdo a la polı´tica de planificacio´n seleccionada se transmitira´n los
paquetes por la interfaz que corresponda. En cualquier caso, la implementacio´n variara´
de acuerdo a las necesidades. De modo que un usuario particular podrı´a tener la necesi-
dad de reproducir todo el tra´fico por todas las interfaces o, por el contrario, u´nicamente
por aquella menos saturada. Estas decisiones, perfectamente configurables por parte del
driver, quedan contempladas en el diagrama bajo el algoritmo de balanceo de carga.
4.1.2 Generacio´n de un mo´dulo DMA alternativo a las opciones comerciales
Como se ha dejado entrever, el core DMA de Northwest Logic incluido junto al kit de co-
nectividad como hard core no es plenamente funcional para fines de virtualizacio´n. En otras
palabras, se limita en gran medida la modificacio´n de su funcionalidad debido a las licencias
asociadas al desarrollo. Para el caso concreto de SR-IOV es imprescindible tener la capacidad
de distinguir entre el origen de las fuentes (funciones virtuales (VFs)) de modo que se entre-
guen los datos de manera correcta. Sin embargo, esta tarea es completamente opaca al disen˜o
final del usuario.
Para ilustrar la problema´tica, supo´ngase que se desea transferir desde la memoria del host n
regiones asociadas a distintas ma´quinas virtuales cumpliendo que el taman˜o de cada regio´n es
mayor al taman˜o del read request. Es decir, cada regio´n se va a solicitar en fragmentos de taman˜o
read request y e´stos pueden ser mezclados en su entrega por el sistema (o, directamente, desde
su solicitud por parte de la FPGA). Nace la problema´tica natural de separar cada pieza de datos
recibida con la aplicacio´n hardware de usuario a la que debe ser enviada.
Aunque soluciones de ma´s alto nivel puedan ser disen˜adas, como la idea de an˜adir una
cabecera a los datos, su implantacio´n se vuelve dependiente de la arquitectura al necesitar del
valor del read request. Una cabecera por cada bloque de datos tendrı´a que ser anexada y dicha
accio´n deberı´a ser realizada por el programa software que genera los datos. Esto limita en gran
medida la escalabilidad de la plataforma y, desde un punto de vista lo´gico, se entremezclan
conceptos funcionales diferenciados (generacio´n de datos con el medio de transmisio´n).
Como prueba de concepto su validez quiza´ estuviera justificada. Sin embargo, en este traba-
jo se ha decidido ir un paso ma´s adelante desarrollando un IP core con dicha funcionalidad. Un
proceso que a priori puede pasar desapercibido, la encapsulacio´n de la informacio´n en TLPs
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y su tratamiento, no es una tarea trivial. Con el objetivo principal de obtener el ma´ximo ren-
dimiento, una versio´n operable en PCIe 3.0 y con hasta un total de 8 lı´neas es detallada en el
siguiente punto.
Comunicaciones mediante PCIe
Aunque el IP core Xilinx 7 Series Integrated Block for PCI Express evita el proceso de recons-
truir un paquete de las lı´neas fı´sicas de PCIe, identificar y generar paquetes en un formato
propio (con caracterı´sticas comunes a un TLPs) es una tarea que debe ser llevada a cabo por
un agente ajeno. En este punto de identificar y generar paquetes es donde se permite aplicar
ciertas reducciones sobre la especificacio´n original de PCIe [SIG, 2014].
Partiendo de la premisa de que el entorno u´nicamente requiere transferencia entre FPGA-
CPU. De este modo, la comunicacio´n entre dispositivos no es requerida y su desarrollo omitible
para el propo´sito. Ası´ pues, dos clases distintas de tipos de peticiones hay que conocer para la
correcta ejecucio´n por parte del componente:
• Non-posted transactions. Son aquellas transacciones donde el solicitante espera un TLP de
respuesta (que podrı´a llegar en uno o varios paquetes) por parte del otro extremo.
• Posted transactions. Son otro grupo de transacciones donde no se necesita ninguna clase
de confirmacio´n por el otro extremo.
Ejemplos cla´sicos del primer grupo son escrituras en memoria del anfitrio´n cuando la pe-
ticio´n proviene del dispositivo hardware, mientras que en el segundo encajan las lecturas de
memoria principal y su transmisio´n hacia la FPGA. Se definen en total dos tipos de operaciones
a implementar (una operacio´n de cada grupo), cada una de ellas tanto considerando el origen
de la peticio´n el root complex como el disen˜o hardware.
• Non-posted transactions: Peticiones de lectura de los datos en la FPGA por parte del soft-
ware (memory read request) y lecturas de memoria principal (memory read request) por
parte del hardware reconfigurable.
• Posted transactions. Peticiones de escritura en el espacio de la FPGA por parte del software
y escrituras en memoria principal por parte de la FPGA. Ambas operaciones son del tipo
memory write request.
Con el objetivo de simplificar esta tarea, el endpoint presenta 4 interconexiones del tipo
AXI4-Stream. Cada una de ellas espera un formato propio, pero lo suficientemente similar a
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las cabeceras de un paquete TLP como para que su traduccio´n sea pra´cticamente inmediata.
Las interfaces son:
• Completer reQuest (CQ). Lecturas de la memoria de la FPGA (Memory read request), non-
posted operation, al igual que las escrituras en memoria (Memory write request), posted
operations, por parte del sistema anfitrio´n son transmitidas sobre la interfaz CQ. Todas
estas peticiones vienen de un tercer agente, el software ejecutado sobre la CPU.
• Completer Completion (CC). Los TLPs de respuesta a la interfaz CQ son propagados por
esta interfaz. Estas respuestas son generadas por la FPGA.
• Requester reQuest (RQ). TLPs asociados con operaciones non-posted tales como la lectura
de la memoria del sistema anfitrio´n (memory reads) u operaciones de escritura sobre esa
misma memoria (posted operation), son transmitidas por esta interfaz. La peticiones son
generadas por el disen˜o de la FPGA.
• Requester Completion (RQ). Paquetes de respuesta a la interfaz RQ son propagados por
esta interfaz. Su fuente se localiza en root de PCIe (el controlador de memoria).
Ası´ pues, el formato de los distintos paquetes provenientes desde las interfaces asociadas
al completer quedan reflejados en el Cuadro 4.1 para las peticiones y en el Cuadro 4.2 para
los mensajes de contestacio´n. Desde el punto de vista de los paquetes generados por el disen˜o
hardware, el formato queda descrito en el Cuadro 4.3 para las peticiones y en el Cuadro 4.3 se
detalla el formato de las respuestas. Aunque la informacio´n es muy cercana al formato propio
de un TLP, existen ciertas modificaciones aplicadas por el endpoint. La descripcio´n detallada
de cada uno de los campos se localiza en el Ape´ndice A.5.
+3 +2 +1 +0
|7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−+
| Address [ 3 1 : 2 ] | AT | DWORD 0
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−+
| Address [ 6 3 : 3 2 ] | DWORD 1
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−+−−−−−−−+−−−−−−−−−−−−−−−−−−−−−+
| Bus | Dev/ func |R | Req typ | DWORD Count | DWORD 2
+−+−−−−−+−−−−−+−+−−−−−+−−−−+−−−−+−+−−−−−−−+−−−−−+−−−−−−−−−−−−−−−+
|R | Attr | TC | Bar Aperture | BID | Target func | Tag | DWORD 3
+−+−−−−−+−−−−−+−−−−−−−−−−−−+−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
Cuadro 4.1: Formato de paquete memory request generado por el root complex
(CQ).
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+3 +2 +1 +0
|7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |
+−−−+−+−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−+−−−+−+−−−−−−−−−−−−−+
| R | L | Byte count | R | AT |R | Address [ 6 : 0 ] | DWORD 0
+−−−+−+−−−−−−−−−+−−−−−−−−−−−−−−−+−+−+−−−−−+−+−−−+−+−−−−−−−−−−−−−+
| Bus (REQ) | Dev/ func (REQ ) |R | P | Sta | DWORD count | DWORD 1
+−+−−−−−+−−−−−+−+−−−−−−−−−−−−−−−+−+−+−−−−−+−−−−−+−−−−−−−−−−−−−−−+
|R | Attr | TC | E | Bus (COMP) | Dev/ func (COM) | Tag | DWORD 2
+−+−−−−−+−−−−−+−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
Cuadro 4.2: Formato de paquete memory request completion generado por el root
complex (CC).
+3 +2 +1 +0
|7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−+
| Address [ 3 1 : 2 ] | AT | DWORD 0
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−+
| Address [ 6 3 : 3 2 ] | DWORD 1
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−+−−−−−−−+−−−−−−−−−−−−−−−−−−−−−+
| Bus (REQ) | Dev/ func (REQ ) | P | Req typ | DWORD count | DWORD 2
+−+−−−−−+−−−−−+−+−−−−−+−−−−+−−−−+−+−−−−−−−+−−−−−+−−−−−−−−−−−−−−−+
| E | Attr | TC | E | Bus (COMP) | Dev/ func (COM) | Tag | DWORD 3
+−+−−−−−+−−−−−+−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
Cuadro 4.3: Formato de paquete memory request generado por la FPGA (RQ).
+3 +2 +1 +0
|7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |
+−+−+−+−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
|R |C | L | Byte count | Error | Address [ 1 1 : 0 ] | DWORD 0
+−+−+−+−−−−−−−−−+−−−−−−−−−−−−−−−+−+−+−−−−−+−+−−−+−+−−−−−−−−−−−−−+
| Bus (REQ) | Dev/ func (REQ ) |R | P | Sta | DWORD count | DWORD 1
+−+−−−−−+−−−−−+−+−−−−−−−−−−−−−−−+−+−+−−−−−+−−−−−+−−−−−−−−−−−−−−−+
|R | Attr | TC |R | Bus (COMP) | Dev/ func (COM) | Tag | DWORD 2
+−+−−−−−+−−−−−+−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
Cuadro 4.4: Formato de paquete memory request completion generado por la FPGA
(RC).
Hasta este punto se ha visto co´mo los datos son recibidos por el ipcore asociado a la tarea
de abstraer al desarrollador de la transmisio´n de datos mediante PCIe. Con similitudes a los
protocolos usados en una red de ordenadores, diversas capas son presentadas en PCIe. En la
capa de nivel de transaccio´n, existen los paquetes son nombrados como TLPs. A su vez, estos
son encapsulados en en una capa de enlace y otra capa fı´sica como es mostrado en el Cuadro
4.5.
Un paquete TLP encapsulado contiene las siguientes cabeceras desde el punto de vista fı´sico
y de enlace (un total de 4 bytes):
3:0 Cara´cter de inicio 0xF. Usado a modo de palabra ma´gica y que siempre identifica el inicio
de una transmisio´n.
14:4 Longitud del paquete. Un total de 11 bits que expresan el taman˜o en palabras de 4 bytes
del paquete.
15 Paridad del paquete con objeto de detectar modificaciones producidas por el intercambio
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de informacio´n entre los enlaces.
19:16 Nu´mero de secuencia, bits [11:8].
23:20 CRC de las cabeceras del nivel fı´sico y de enlace.
31:24 Nu´mero de secuencia, bits[7:0].
Transact ion Layer Packet (TLP)
/ \
+−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−+
| Header | Data payload | ECRC |
+−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−+
Data Link Layer Packet (DLLP)
/ Transact ion Layer Packet (TLP) \
/ \
+−−−−−−−−+−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−+−−−−−−+
| Seq ID | Header | Data payload | ECRC | LCRC |
+−−−−−−−−+−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−+−−−−−−+
Phys ica l Link Layer Packet
/ Data Link Layer Packet (DLLP) \
/ Transact ion Layer Packet (TLP) \
/ \
+−−−−−−−+−−−−−−−−+−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−+−−−−−−+−−−−−−+
| S t a r t | Seq ID | Header | Data payload | ECRC | LCRC |
+−−−−−−−+−−−−−−−−+−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−+−−−−−−+−−−−−−+
Cuadro 4.5: Capas de un paquete PCIe.
Para un paquete de request bajo la capa de transaccio´n se transmite la siguiente informacio´n
adicionalmente al payload y las cabeceras de niveles inferiores:
10:0 Longitud. Mismo uso que en la interfaz del IP core con la funcionalidad de endpoint.
13:12 Atributos. Mismo uso que en la interfaz del IP core con la funcionalidad de endpoint.
15 Uso de co´digo de redundancia cı´clico adicional (ECRC) al final de paquete.
22:20 Transaction class. Mismo uso que en la interfaz del IP core con la funcionalidad de end-
point.
28:24 Tipo de paquete.
30:29 Fmt. Usado en conjuncio´n con el campo type para indicar la clase de paquete.
35:32 First Byte enable. Bytes va´lidos de la primera DWORD referenciada.
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15 Uso de co´digo de redundancia cı´clico adicional (ECRC) al final de paquete.
22:20 Transaction class.
28:24 Tipo de paquete.
30:29 Fmt.
42:32 Byte count.






Tras esta breve recopilacio´n de los elementos subyacentes en el intercambio de informacio´n
a trave´s de PCIe, se pone de manifiesto que hay muchos ma´s elementos involucrados que la
simple transmisio´n del payload. Entre los aspectos obligatorios que hay que an˜adir se localiza
un co´digo de redundancia que asegure la integridad a nivel de enlace (LCRC), 4 bytes. El uso
de mecanismos para asegurar la integridad adicionales sobre el contenido del paquete (ECRC)
es omitible pero posible si la este factor fuera un aspecto crı´tico. A nivel de paquete TLP, las
cabeceras suponen un total de 4 DWORDS al tratarse de operaciones sobre direcciones de 64
bit. Con todo esto se resalta que las comunicaciones se vuelven complejas y la tasa teo´rica de 8
Gbps por lı´nea nunca es ha´bil a nivel de datos va´lidos (no debe olvidarse que a nivel fı´sico se
utiliza una codificacio´n 128b/130b de los datos).
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Figura 4.3: Funcionalidades del core encargado de las operaciones de DMA.
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En la Figura 4.3 se muestra una visio´n de ma´s alto nivel de las funcionalidades globales del
desarrollo y co´mo se interactu´a con cada una de las interfaces. Cabe destacar la inclusio´n de una
interfaz, dedicada a la gestio´n de interrupciones por parte del 7 Series FPGAs Integrated Block
for PCI Express no mencionada hasta el momento. En efecto el IP core es capaz de tratar con in-
terrupciones tanto del tipo legacy como de tipo message signaled interrupt (MSI)/message sig-
naled interrupt extended (MSI-X) aunque su configuracio´n es completamente opcional. Con la
misio´n de identificar el fin de operaciones, su uso es ma´s recomendable en este tipo particular
de operacio´n.
A grandes rasgos, y dejando de momento la implementacio´n a nivel software del driver y
disen˜os de usuario, el programa de usuario realizarı´a una inicializacio´n de los registros del
core DMA. En dicha configuracio´n se especifica la regio´n de memoria que sera´ participe en
la transmisio´n, nu´mero de octetos involucrados y el deseo por parte del usuario al final de la
operacio´n de generar una interrupcio´n.
Como recurso adicional, operaciones DMA scatter-gather son soportadas. Es decir, la trans-
misio´n de una regio´n de memoria no contigua es aceptada tras una previa configuracio´n por
parte del disen˜o basado en CPU. Con estas pinceladas iniciales han aparecido de manera na-
tural dos de los conceptos en los que se sustenta el core creado: la figura del descriptor y la del
motor.
• Un descriptor es la pieza ba´sica de informacio´n que contiene todos los datos necesarios
para completar una transaccio´n. Direccio´n de memoria, taman˜o, necesidad de generar
interrupcio´n cuando el proceso finalice, estado actual del proceso, tiempo consumido o
porcentaje actual son algunos de los campos que se relacionan con un descriptor.
• Un motor es una entidad unidireccional que incorpora una lista circular de descriptores y
que permite aplicar transmisiones en una direccio´n, ya sea en sentido system to card (S2C)
o card to system (C2S). La lista circular de descriptores se completa mediante dos ı´ndices,
el puntero al primer descriptor y u´ltimo ha´biles (este u´ltimo configurable desde el disen˜o
de usuario). En otras palabras, el usuario es capaz de indicar hasta que´ descriptor se
puede transferir en una determinada operacio´n permitiendo la posibilidad de aplicar
scatter-gather.
Como ejemplo supo´ngase que se desea transferir una regio´n de memoria de 32KB, espa-
cio reservado en 8 pa´ginas (de 4KB) de ubicacio´n no contigua del sistema. El programa
que se encarga de generar los datos procesa de manera ma´s lenta que el intercambio de
comunicaciones mediante PCIe pero se dispone inicialmente de un bloque de 16KB con
informacio´n va´lida. Entonces el usuario dota de valor a 8 descriptores. El primero tiene
taman˜o 4KB y apunta a la direccio´n fı´sica de la primera pa´gina; el segundo tiene el mismo
taman˜o y apunta a la direccio´n fı´sica de la segunda pa´gina y ası´ sucesivamente. De mane-
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ra excepcional, los descriptores 3 y 7 (los ı´ndices parten de 0) generara´n una interrupcio´n
en su culminacio´n. El puntero al u´ltimo descriptor ha´bil, una vez la configuracio´n este´
realizada, se establece a 3 y se habilita la sen˜al de enable. En ese momento se comenzara´
con la transferencia de las 4 primeras pa´ginas. Segu´n los datos se vayan generando, una
simple actualizacio´n de este ı´ndice a 7 (y habilitacio´n de la sen˜al de enable) ayudara´ a que
la comunicacio´n del resto de datos sea finalizada.
Figura 4.4: Arquitectura simplificada del core DMA.
En la Figura 4.4 se muestra como todos los elementos lo´gicos interactu´an entre sı´. No´tese
que en comparacio´n con la Figura 4.3 se ha dotado de la competencia de administrar las inte-
rrupciones al core DMA. Esta decisio´n queda motivada por la necesidad de que cada VF deba
implementar su propia tabla MSI-X. En el caso de estudio actual, la cuestio´n arquitecto´nica no
es realmente crı´tica pero incluirla dentro del mo´dulo simplificara´ su tratamiento en el disen˜o
final.
Para resumir, el componente cuenta con dos motores independientes encargados de realizar
las operaciones en una u´nica direccio´n (S2C o C2S). Cada motor cuenta con una FIFO de datos
propia donde almacenar la informacio´n segu´n es recibida (ya sea por el endpoint o desde el
disen˜o hardware) en conjuncio´n con un anillo de descriptores que faciliten operaciones DMA
scatter-gather.
La problema´tica del manejo de datos en PCIe
Hasta este punto se ha detallado como interactuar con la lo´gica de Xilinx 7 Series FPGAs
Integrated Block for PCI Express. Asimismo, la arquitectura y la divisio´n lo´gica en descriptores
y motores son conceptos familiares. La encapsulacio´n en un formato fa´cilmente transformable
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a un paquete TLP no es un concepto nuevo pero falta por definir co´mo los datos deben ser pro-
cesados para su envı´o/recepcio´n cuando las peticiones provienen desde el propio dispositivo
reconfigurable.
En primer lugar, tanto peticiones de memory read como de memory write esta´n limitadas en
el nu´mero de bytes transferibles por peticio´n. Las constantes que limitan estas transicciones
son conocidas como maximum payload (para el caso de memory write requests) y maximum read
request (para el caso de memory read requests). El primero suele tomar valores entre los 64 y los
256 bytes; el segundo, desde los 64 bytes hasta los 4096.
Esta configuracio´n es regulable por el sistema operativo por lo que un controlador podrı´a
variar su taman˜o en cualquier momento siempre y cuando se encuentre dentro de los valores
soportados por el dispositivo. Valores ma´s mayores se traducen en un menor overhead asociado
a las cabeceras y, por ende, un mejor rendimiento global.
El caso menos complicado es aquel donde la operacio´n involucrada es posted. Es decir, ope-
raciones de peticio´n de escritura en memoria. Un usuario ha solicitado que le sea transferida
cierta cantidad de memoria desde la FPGA hacia una determinada regio´n del sistema anfitrio´n.
En primer lugar, esta informacio´n va a ser comunicada en bloques de maximum payload bytes.
Por cada maximum payload bytes debe haber una cabecera (de 128 bits), de acuerdo a la especi-
ficada en el Cuadro 4.3. Es necesario tener en consideracio´n que el nu´mero de palabras debe ser
coherente con lo que se esta´ transfiriendo y que, con casi total seguridad, la u´ltima transaccio´n
sera´ de un taman˜o inferior a maximum payload. Es un proceso relativamente asequible pero que
involucra trabajar con disen˜os HDL a altas frecuencias (250.0 MHz).
No obstante, la dificultad real de este proceso se focaliza en las operaciones non-posted.
Son las peticiones de lectura de memoria. De manera ana´loga al caso de la operacio´n posted,
los datos deben ser solicitados en bloques de taman˜o ma´ximo maximum read request. En estas
peticiones no hay carga u´til porque payload esta´ asociada al paquete de respuesta (Cuadro 4.4).
Sin embargo, el campo tag juega un papel primordial en este caso.
Tantas peticiones de lectura como credits existan son lanzadas simulta´neamente. Un cre´dito
expresa el nu´mero de transferencias que podrı´an ser atendidas de manera concurrente. Ası´
pues, si el usuario quiere transferir informacio´n a la FPGA, se pedirı´an los credits-primeros
bloques de taman˜o maximum read request.
Con las respuestas pueden ocurrir varias clases de incidencias:
1. La respuesta sea de un taman˜o inferior al original. Por tanto, se esperarı´a recibir en un
futuro ma´s paquetes de respuesta asociado al mismo tag.
2. Se entremezclen llegando desordenadas. Paquetes con distinto tag llegan al endpoint.
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3. Se reciba un TLP con error.
En el caso de la tercera opcio´n, la operacio´n es cancelada e intenta repetir la solicitud del
bloque afectado. Para los otros dos casos, se establece un taman˜o determinado (4) a priori. De
modo que los tags empleados presentara´n los valores 0b00, 0b01, 0b10 y 0b11.
Cada tag tiene su propia FIFO asociada y se conoce el taman˜o total de datos que se esperan
recibir ligados a la actual solicitud (tı´picamente sera´ maximum read request salvo para la u´ltima
peticio´n). Ası´ pues, hasta que el siguiente identificador no ha recibido todos los datos, no se
procesara´ otra peticio´n.
Por ejemplo, supongamos que se han solicitado inicialmente los tags 0b00, 0b01, 0b10 y
0b11 en el orden listado. Empiezan a llegar relacionados con cada uno de los tags indistinta-
mente hasta que en algu´n momento se han recibido maximum read request bytes asociados al
tag 0b01. No puede solicitarse otra peticio´n dado el caso de que los datos en la FIFO 0b01 no
son los siguientes esperados de manera (se estarı´a barajando la informacio´n puesto que la pe-
ticio´n original fue la 0b00). Habra´ que mantener ese tag inactivo hasta que se completen las
respuestas asociadas al tag 0b00. En ese instante, tanto la informacio´n de la FIFO 0b00 como
la de la 0b01 en orden sucesivo puede ser volcada hacia la FIFO propia del motor (facilitando
la lectura de los datos por parte del usuario).
Cuando este volcado se ha realizado, nuevas peticiones asociadas a los tags 0b00 y 0b01
pueden ser realizadas pero siempre teniendo en consideracio´n que el siguiente identificador
que deberı´a ser exportado es el 0b10.
Al albergar los datos de cada tag en una FIFO independiente se permite que si se detecta
un error en la transmisio´n y la interrupcio´n de la actividad, los datos puedan ser descartados
y solicitados de nuevo sin afectar a la integridad de la informacio´n puesta a disposicio´n del
disen˜o hardware.
En el momento en el que se incorpora soporte para SR-IOV, se dota al tag de sentido adicio-
nal. Los 2 bits menos significativos (aunque parametrizable en funcio´n del taman˜o de ventana)
se corresponden con el nu´mero de la peticio´n actual, exactamente igual que en el caso previo.
La diferencia radica en los 6 primeros bits que hacen referencia a la funcio´n virtual. Ası´ pues,
0b100 hara´ referencia al tag 0 de la VF 1 o 0b011 especifica el tag 3 de la VF 0.
4.1.3 Dotacio´n de capacidades para virtualizacio´n a la solucio´n DMA
SR-IOV es una tecnologı´a soportada por el bloque integrado para PCIe. Hasta un ma´ximo
de 2 funciones fı´sicas (PFs) y 8 VFs (nunca se podra´ exceder este nu´mero total de funciones
virtuales) son ofertadas. Para la prueba de concepto se emplea una u´nica PF y dos VFs.
38 CAPI´TULO 4. DISEN˜O E IMPLEMENTACIO´N
Figura 4.5: Diagrama de bloques de la propuesta de virtualizacio´n bajo FPGAs.
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Ası´ pues, siguiendo la notacio´n alternate routing ID (ARI), el identificador para las funcio-
nalidades fı´sicas se fija en 0x00 y 0x01 mientras que para el caso de las VF oscila en el rango
0x40-0x47. Para la configuracio´n de una u´nica funcio´n fı´sica y dos virtuales, los dispositivos
son identificados por el ı´ndice del bus y las combinaciones 0x00 (PF0), 0x40 (VF0) y 0x41
(VF1).
En la Figura 4.5 se muestra la arquitectura final. Existe la presencia de un mo´dulo encar-
gado de interactuar con las interfaces CQ y CC de manera que se evita tener conocimiento de
toda la logı´stica subyacente. Para facilitar esta comunicacio´n se procede a aplicar un cambio de
formato con el fin de utilizar una interfaz gene´rica. El protocolo seleccionado es del tipo memo-
ria. A su vez, en base a la direccio´n a la que se haga referencia, el origen/destino seleccionado
puede corresponderse con el core DMA o, por el contrario, con las distintas aplicaciones de
usuario desarrolladas a nivel hardware. De este modo, el usuario es capaz de modificar tanto
la actuacio´n de las tarjetas de red implementadas en hardware como de las transferencias.
Al mismo tiempo, tantos motores de DMA como funciones virtuales son instanciados. Cada
componente genera sus propios valores para los buses AXI4-Stream RQ y RC por lo que un
a´rbitro que seleccione cua´l de todos e´stos es va´lido en cada instante del tiempo se precisa
necesario. El a´rbitro desarrollado aplica una polı´tica de exclusividad: cuando detecta que uno
de los cores necesita transmitir datos, le concede prioridad hasta que termina la operacio´n.
Mientras tanto, y en el supuesto de que haya ma´s peticiones de transferencia encoladas, el
resto de elementos expectantes deben aguardar su turno.
Esta decisio´n puede retrasar la entrega de informacio´n, pero asegurara´ una tasa ma´xima
llegado el momento. No debe despreciarse bajo ningu´n concepto la posibilidad de ejercer otras
polı´ticas, como la solicitud simulta´nea de peticiones. No obstante, es un terreno que no ha sido
explorado ni su efecto en el rendimiento general de la aplicacio´n.
Atendiendo a la conectividad de cada core DMA se localizan dos interfaces AXI4-Stream
que permiten al disen˜o de usuario transmitir o recibir informacio´n sin intervencio´n de la CPU
y sin conocimientos de la arquitectura. U´nicamente se precisa conocer un esta´ndar como son
los buses bajo la especificacio´n AMBA AXI4.
Finalmente, cada motor de DMA puede generar una interrupcio´n si el software, a trave´s de
la configuracio´n del descriptor, indico´ su obligatoriedad. De este modo, localizando la direc-
cio´n y dato almacenados en la tabla de vectores, el sistema es capaz de generar una interrupcio´n
dirigida a una funcio´n particular. En este caso, es el a´rbitro el que se encarga de detectar a que´
tabla MSI-X va dirigida una peticio´n y actuar conforme a las exigencias.
A continuacio´n se detallan los registros y ubicacio´n espacial de cada uno de los mismos en
la memoria de la FPGA. El direccionamiento esta´ expresado en palabras de 64 bits y siempre
bajo el base address registers (BAR)0 para la configuracio´n de las transacciones:
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• Cada funcio´n virtual cuenta con su propia tabla MSI-X en el offset 0x00 de memoria,
mientras que la PBA se localiza en el offset 0x100.
• La direccio´n base para la configuracio´n del core DMA asociado a una VF parte de la
direccio´n 0x200. Cada motor (o engine) tiene su espacio en mu´ltiplos de 0x100 palabras.
En otros te´rminos, dado que un core cuenta con dos motores, el primero se configura a
partir de la direccio´n 0x200, mientras que el segundo lo hace a partir de la 0x300. Ambos
motores comparten la misma estructura:
0x200/0x300 Registro de control (lectura y escritura, RW).
0 Enable (RW). El bit 0 se corresponde con la sen˜al de enable.
1 Reset (RW). El bit 1 (activo a nivel alto) fuerza un reinicio del estado actual del
core
2 Running (so´lo lectura, RO). Indica si este motor esta´ pendiente de finalizar una
operacio´n que fue asentida por el usuario (enable fue establecido a 1).
3 Stop (RO). Indica si este motor esta´ parado por haber completado una operacio´n.
4 Error (RO). Indica si durante una operacio´n se ha detectado alguna clase de error
no recuperable.
6:5 Capabilities (RO). Indica la direccio´n de operacio´n del motor. 0b01 indica un
motor encargado de operar en la direccio´n c2s, 0b10 indica un motor que ope-
ra en la direccio´n s2c. Se utilizan dos bits por posibles mejoras donde un mo-
tor pudiera presentar capacidades bidireccionales. En el momento de redaccio´n
del presente documento, los motores pares se corresponden con aquellos capa-
ces de operar sobre c2s mientras que los impares cumplen con la funcionalidad
recı´proca.
7 IRQ pending (RO). Indica si la operacio´n ha terminado y se ha generado una
interrupcio´n que esta´ pendiente de ser procesada.
0x201/0x301 Puntero al u´ltimo descriptor configurado ha´bil (RW).
7:0 I´ndice al u´ltimo descriptor que puede ser tomado en consideracio´n y ejecutado
por parte de la lo´gica de transferencia.
0x202/0x302 Tiempo (RO). Nu´mero de ciclos de reloj, a la frecuencia de 250.0 MHz, necesarios
para completar la anterior peticio´n por parte del usuario en el motor.
0x203/0x303 Taman˜o de la transferencia (RO). Nu´mero de octetos completados como parte de la
anterior solicitud del usuario.
– Espacio de configuracio´n del descriptor 0.
0x204/0x304 Direccio´n (RW). Puntero de 64 bits a la regio´n de memoria sobre la que se almace-
nara´/leera´ la informacio´n de la transferencia.
0x205/0x305 Taman˜o (RW). Entero de 64 bits con informacio´n sobre el nu´mero de bytes a trans-
ferir desde/hacia la regio´n referenciada por el campo direccio´n.
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0x206/0x306 Registro de control (RW).
0 IRQ. Este bit indica si a la finalizacio´n de la transferencia del descriptor 0 debera´
generarse una interrupcio´n.
– Espacio de configuracio´n del descriptor i para i = 0, ...,ndescriptors−1, motor j para
j = 0,1.
0x100(j + 2) + 3i + 4 Direccio´n (RW). Puntero de 64 bits a la regio´n memoria sobre la que se almace-
nara´/leera´ la informacio´n de la transferencia.
0x100(j + 2) + 3i + 5 Taman˜o (RW). Entero de 64 bits con informacio´n sobre el nu´mero de bytes a trans-
ferir desde/hacia la regio´n referenciada por el campo direccio´n.
0x100(j + 2) + 3i + 6 Registro de control (RW).
0 IRQ. Este bit indica si a la finalizacio´n de la transferencia del descriptor i debera´
generarse una interrupcio´n.
De este modo, se verifica que cada una de las funciones virtuales tiene su propio espacio de
configuracio´n, aislado por el propio disen˜o hardware del resto. Se asegura la coherencia de las
transacciones entre las distintas VFs a nivel de hardware, evitando complejos mecanismos de
sincronizacio´n entre VMs.
4.2 Controladores fı´sicos y virtuales
Para completar la seccio´n se procede a detallar las caracterı´sticas del software controlador
para entornos Linux. Ninguna configuracio´n adicional debe presentar la ma´quina virtual salvo
que su kernel debe estar comprendido entre las versiones 2.6.32 y 4.0.9 y disponer de los pa-
quetes kernel-dev y kernel-headers instalados para ser capaz de crear el compilado del mo´dulo
controlador.
De manera similar, el controlador de PFs, al necesitar habilitar las funciones virtuales aso-
ciadas a la misma, requiere de un nu´cleo ma´s moderno. Se situ´a el lı´mite inferior en la revisio´n
3.2.70 aunque para versiones anteriores, podrı´a llegarse a adaptar si fuera estrictamente nece-
sario.
A pesar de ello, se ha buscado elaborar un controlador sencillo arquitecto´nicamente pero
con la totalidad de la funcionalidad que pudiera necesitarse en un entorno de produccio´n. En
cualquier caso, diferencias entre la versio´n asociada a la funcio´n virtual y a la funcio´n fı´sica
varı´an notoriamente.
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4.2.1 Controlador fı´sico
El mo´dulo controlador ligado a una PF carece de posibilidad de configuracio´n por parte del
usuario. Las caracterı´sticas son rı´gidas y no alterables. No existe necesidad de comunicacio´n
con ningu´n otro proceso y/o controlador. Asociadas a este driver se distinguen las siguientes
tareas: instanciacio´n en memoria, extraccio´n, probe del dispositivo y eliminacio´n del mismo.
• La rutina de instanciacio´n es ejecutada cuando se carga el mo´dulo mediante un coman-
do como insmod. Se especifican el device y vendor del dispositivo a auditar, ası´ como las
funciones a invocar cuando e´ste se conecte, suspenda o, en lı´neas generales, cambie de
estado.
• La rutina de extraccio´n del dispositivo tiene la misio´n de dejar el sistema intacto tomando
como modelo de referencia el instante de tiempo en el que la funcio´n de instanciacio´n
fue invocada por primera vez. Este proceso de limpieza aparece tras la invocacio´n del
comando rmmod por parte del administrador del sistema.
• La rutina probe es la encargada de reservar los recursos para la PF una vez que se detecta
el dispositivo con vendor 0x10EE y device 0x7038. En este caso particular u´nicamente
habilita las dos VFs asociadas a la funcio´n fı´sica y se establece tanto maximum read request
como maximum payload al ma´ximo valor soportado por el dispositivo hardware.
• Finalmente, la rutina de eliminacio´n deshabilita las funciones virtuales y libera el recurso
PCIe.
No es necesario an˜adir mucha ma´s informacio´n a este driver debido a que se limita a habi-
litar las VFs y, por tanto, su lo´gica es reducida.
4.2.2 Controlador virtual
El controlador asociado a una VF esta´ completamente aislado de la situacio´n. Es decir, el
mismo driver originario que pudiera usarse para la comunicacio´n DMA se puede reaprovechar
en esta ocasio´n. Sin embargo, al tratarse de una plataforma hı´brida, donde tanto desarrollo
hardware como software coexisten, comunicacio´n con aplicaciones ejecutadas en el entorno de
usuario son requeridas.
De modo ana´logo al controlador fı´sico funciones para la instanciacio´n (modificando el de-
vice por el valor adecuado, 0x7028), extraccio´n, sondeo del dispositivo y eliminacio´n tambie´n
se encuentran presentes. Sin embargo, en la etapa de sondeo (y, por tanto en su liberacio´n) un
nu´mero mayor de recursos debe ser reservado. Se destacan las siguientes caracterı´sticas:
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• Manejo de un dispositivo de caracteres para la comunicacio´n directa con la FPGA. Gra-
cias a las instrucciones input/output control (IOCTL) propias definidas se permite realizar
dicha tarea.
• Manejo de un fichero virtual (reporte en la carpeta proc del sistema) para visualizacio´n
de las estadı´sticas.
• Implementacio´n de las rutinas manejadoras de interrupciones. Cada componente DMA
es capaz de generar dos interrupciones diferenciadas: uno asociada a cada motor.
Descripcio´n en lenguaje natural del mo´dulo kernel para VFs
Instancia:
Solicitar recurso con VENDOR=0x10EE y DEVICE=0x7028.
Pedir memoria y recursos sistema (sema´foros y colas de trabajo).
Habilitar PCIe.
Realizar el map de los distintos base address register.





Convertir la direccio´n virtual a direccio´n de bus. Guardar la direccio´n
de inicio de cada pa´gina.
fin si
Si liberar buffer:
Esperar a terminar las operaciones activas.
Olvidar las direcciones de bus.
fin si
Si operacio´n C2S:
Configurar descriptores en direccio´n hacia el anfitrio´n.
Habilitar interrupcio´n en el u´ltimo descriptor.
Actualizar bit enable.
Dormir en sema´foro hasta que la rutina manejadora nos despierte.
Actualizar datos sobre taman˜o recibidos.
fin si
Si o´operacin S2C:
Configurar descriptores en direccio´n hacia la tarjeta.
Habilitar interrupcio´n en el u´ltimo descriptor si el usuario lo indica.
Actualizar bit enable.
Dormir en sema´foro hasta que la funcio´n manejadora nos despierte (so´lo
si el usuario lo indica).
fin si
fin si
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De este modo hasta un total de 8 operaciones IOCTL son implementadas: dos asociadas
con la manipulacio´n de las zonas de memoria sobre las que se transfiere la informacio´n y seis
ligadas a operaciones transferencia, tanto mediante DMA (una por cada direccio´n a modo de
peticio´n y otras dos para esperar a la generacio´n de interrupcio´n) como por intervencio´n directa
de la CPU.
Comparticio´n de memoria entre espacio de usuario, sistema operativo e invitados
El uso de pa´ginas de taman˜o no esta´ndar (pa´ginas de taman˜o superior a 4KB tradicional-
mente), no ha sido inicialmente previsto para su implantacio´n a nivel de kernel en entornos
linux. Su aplicacio´n en herramientas que se ven obligadas a manejar una cantidad masiva de
datos, como pudiera ser un gestor de base de datos, es algo ampliamente desarrollado y es-
tudiado mas no tanto su empleo desde un mo´dulo [Edward Whalen, 2013]. La explicacio´n de
la mejora en rendimiento esta´ justificada gracias al principio de localidad espacial, efectos de
memorias cache´s en el acceso a datos, el menor nivel de carga de la Memory Management Unit
(MMU) y la imposibilidad de aplicar swap sobre estas regiones. No obstante, estas regiones de
memoria reservadas en el momento de arranque del sistema, privan al mismo de la posibili-
dad de reutilizarlas para otra clase de fines cuando no estuvieran formando parte activa del
sistema.
Ası´ pues, para un nu´mero intensivo de transferencias, el acceso a regiones contiguas con-
tribuirı´a con un mayor rendimiento. Este es el entorno donde la arquitectura obtendrı´a una
mayor ventaja. Se procede con la implantacio´n de pa´ginas no esta´ndar en el desarrollo del
driver. Se limita el grado de disociacio´n entre mo´dulo y nivel de usuario, ya que el programa
ejecutado en el entorno menos privilegiado sera´ quien reserve estas pa´ginas (a trave´s de una
capa intermedia del sistema operativo, “middleware”) y el driver esta´ obligado a conocer que
la actividad sera´ ejecutada de esta manera.
La propuesta de arquitectura, comprende el uso de huge pages tanto para la ejecucio´n de la
ma´quina virtual invitada como para la reserva de las regiones de transferencia. El sistema ope-
rativo anfitrio´n reserva tantas pa´ginas de taman˜o no convencional (y del mayor posible, 1GB)
como fuera posible sin comprometer el entorno. Cada VM se ejecutarı´a sobre estas regiones
para asegurar un mayor rendimiento. A su vez, el sistema operativo invitado reservarı´a huge
pages, ligadas a regiones de las pa´ginas del sistema original pero esta vez de un taman˜o me-
nor (2MB). Con este planteamiento, las regiones a transferir nunca sera´n volcadas a memoria
secundaria a la vez que se asegura que las operaciones de DMA puedan ser lo mayor posibles.
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Programas a nivel de usuario: desarrollo loopback
El disen˜o final a nivel de usuario queda completamente abstraı´do de toda la arquitectura
subyacente, salvo por el detalle de que la comunicacio´n con el driver virtual debe existir en
lugar de utilizar las funcionalidades propias ofertadas por el sistema operativo.
Ası´ pues, una aplicacio´n de referencia encargada de monitorizar el tra´fico de red en modo
bucle, es decir, escuchar por una interfaz lo mismo que se esta´ enviando por otra se representa
a continuacio´n:
Descripcio´n en lenguaje natural de disen˜o de usuario
Reserva de n pa´ginas de memoria.
IOCTL(Registrar buffer, direccio´n virtual n pa´ginas)
mientras( noFinDeTraza() )
i = j mo´d n2 pa´ginas
IOCTL(operacio´n S2C, pa´gina i, taman˜o huge page)
pa´gina i ← leerDatosTraza()
IOCTL(memoria libre, pa´gina i, taman˜o huge page) # Esperar a S2C IRQ
# que involucra la pa´gina i si procede
IOCTL(operacio´n C2S, pa´gina i + n2, taman˜o huge page) # Operacio´n ası´ncrona
IOCTL(esperar C2S) # Esperar dormidos en sema´foro a nivel de driver





IOCTL(Liberar buffer, direccio´n virtual n pa´ginas)
Liberar n pa´ginas
Leyendo de fichero hasta el final del mismo, se guarda la informacio´n en las primeras n2
pa´ginas, mientras que los resultados leı´dos se guardan en las n2 segundas. De este modo, los
datos son comparables en bu´squeda de posibles errores. No obstante, en todo el proceso existe
una capa de middleware encargada de encapsular las llamadas directas al driver para evitar
posibles variaciones ante el cambio de la interfaz. Por sencillez a la hora de comprender el
co´digo, y con objeto de entender los puntos de contacto con el driver, se ha plasmado la versio´n
menos abstraı´da de la implementacio´n del mo´dulo controlador.
Virtualizacio´n mediante tecnologı´a SR-IOV de tarjetas de red de altas prestaciones basadas en lo´gica
programable5 Experimentos y resultados
Hasta el momento actual se han explorado las distintas caracterı´sticas que un entorno de
desarrollo con capacidad para virtualizar un elemento hardware debe otorgar. Es importante
tener en mente, que no es el rendimiento el principal objetivo de este trabajo pero que es una
medida primordial para muchas de las aplicaciones que requieren de unidades de coprocesa-
miento.
Ası´ pues, con objeto de probar la nueva funcionalidad de transferencia de DMA desarrolla-
da, se plantea un escenario donde se explotan todos los recursos pero a la vez ofrece un tiempo
de desarrollo asequible: transmisio´n de enteros sucesivos, tanto desde la FPGA como desde la
CPU, de modo que el otro extremo se cerciore de que los datos recibidos son correctos. De esta
manera se independiza la funcionalidad de transferencia de la lo´gica de comunicacio´n en redes
de ordenadores.
5.1 Tarjeta de red de altas prestaciones: 10 Gbps
Para hablar de prestaciones a nivel de tarjeta de red debe hacerse una evaluacio´n de todos
y cada uno de los componentes de la cadena de procesamiento. En primer lugar, se debe dis-
tinguir entre los distintos elementos involucrados en todo el proceso de transmisio´n/recepcio´n
de paquetes cua´les suponen realmente un posible cuello de botella. Por ejemplo, las interfaces
de red aseguran una tasa fı´sica de 10 Gbps. Es decir, no es viable obtener ningu´n rendimien-
to superior a este valor sobre la plataforma objetivo. No depende del disen˜o del programador
mejorar su rendimiento dado que es una limitacio´n ajena a e´l.
En cualquier caso, serı´a deseable que no se experimentase ninguna penalizacio´n a esa tasa
a lo largo de todo el proceso. Cada uno de los elementos involucrados en el sistema deben
ser capaces de trabajar a una tasa mayor o igual a la ya citada. Realicemos un ana´lisis de los
distinguidos elementos:
(a) Componentes de terceros, IP cores. Tanto el disen˜o 10 Gigabit Ethernet PCS/PMA (10GBASE-
R) como el 10 Gigabit Ethernet Media Access Controller esta´n planificados para trabajar a
tasa de lı´nea en enlaces multigigabit de 10 Gbps. Esta afirmacio´n se traduce en que se es
capaz de trabajar con hasta un total de 14880952 paquetes por segundo, introduciendo
una ligera latencia en el procesamiento de la informacio´n pero poniendo a disposicio´n
del resto de elementos del disen˜o la posibilidad de trabajar con el enlace a pleno rendi-
miento. En el caso de la tarea de recepcio´n, es a la salida del core MAC donde se permite
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aplicar el marcado temporal de los paquetes con una resolucio´n del orden de nanosegun-
dos mejorando la precisio´n de cualquier marcado software.
(b) Disen˜os en lenguajes HDL orientados a la generacio´n de una tarjeta de red. El mo´du-
lo que caracteriza a la aplicacio´n en cuestio´n es la conversio´n de la sen˜al del protocolo
Attachment Unit Interface (XAUI) a paquetes TLP que sean transferidos al anfitrio´n (y vi-
ceversa). Dada la reutilizacio´n de componentes (core DMA e IP cores de terceros) con su
consecuente abstraccio´n en la elaboracio´n final del sistema, la lo´gica restante se limita
casi en su totalidad a la interconexio´n entre mo´dulos.
En este recorrido las dos u´nicas posibles limitaciones se tratan de la memoria utiliza-
da para el cruce de dominio de reloj y la polı´tica seleccionada para la asignacio´n entre
paquetes e interfaces (en transmisio´n). Se persigue que ninguna de ellas imponga una
penalizacio´n a la tasa global.
Para garantizar el primer escenario se utilizan memorias de acceso ra´pido (BRAMs).
Mientras que una memoria de acceso aleatorio (RAM) sı´ncrona no puede leer, modifi-
car o escribir en un u´nico ciclo de reloj, las FPGAs de Xilinx que cuentan con BRAMs
pueden aplicar pipeline sobre las operaciones de escritura para obtener un rendimiento
de una lectura/escritura/modificacio´n por ciclo en cada puerto.
Para el segundo caso, una polı´tica de turnos (Round Robin) puede ser suficiente (no de-
pende del valor tomado por los datos) y sencilla de implementar. De manera alternativa,
si se quisiera repetir el tra´fico por varias interfaces, una ma´scara sobre salidas habilita-
das podrı´a ser tenida en cuenta. La decisio´n de que´ planificador es ma´s conveniente varı´a
profundamente segu´n la tarea particular que deba cumplir la tarjeta de red. Sin embargo,
bajo ningu´n concepto deben perderse de vista las limitaciones sobre el rendimiento glo-
bal que puede acarrear la seleccio´n de la interfaz, dado que an˜adir retardos innecesarios
podrı´a disminuir el nu´mero de paquetes concurrentes procesados.
Como conclusio´n, la generacio´n de una tarjeta de red capaz de trabajar a tasa de lı´nea a
10 Gbps es una realidad y una tarea viable, en cuanto a tiempo de desarrollo se refiere, si
se emplean componentes de terceros (o se sustenta parte del desarrollo en la reutilizacio´n de
co´digo). No debe perderse de vista, en ningu´n caso, de las capacidades de co´mputo de una
FPGA. Ası´ pues, filtros basados en firmas pueden ser implementados en hardware ahorrando
la tarea de extraccio´n y clasificacio´n. Generalmente, suponen un trabajo no despreciable para la
CPU [Zazo et al., 2015] aunque esta clase de te´cnicas excederı´an a las exigencias de un primer
acercamiento a una tarjeta de red.
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5.2 Transferencias mediante DMA
Para la ejecucio´n del experimento se cuenta con un equipo con placa base Supermicro
X9DRD-iF, dos procesadores Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz, 64 GiB DDR3
RAM de memoria a 1600 MHz (8 bancos de 8 GiB, 4 mo´dulos conectados a cada CPU) y la
placa VC709 de Xilinx (que incluye una FPGA Virtex-7 XC7VX690T-2FFG1761C) conectada
directamente a la primera CPU.
La afinidad a nivel de hilo del sistema es contemplada en todo momento, de modo que la
segunda CPU quede aislada siempre de las operaciones de intercambio de informacio´n. Exclu-
sivamente una VM y una VF son creadas bajo el hipervisor ma´quina virtual basada en el kernel
de Linux (KVM). Para el experimento la VM contara´ con un total de 8 GiB de memoria RAM
y un ma´ximo de 4 cores de la CPU. Tanto VT-x como VT-d y SR-IOV esta´n habilitados tanto a
nivel de BIOS como a nivel del sistema operativo anfitrio´n. Ambos sistemas utilizan entornos
Linux: Ubuntu Server 14.04 (kernel 3.16) en el caso de la estacio´n anfitriona, mientras que el
caso del sistema invitado es un CentOS 7 (kernel 3.10).
Se subdividen las mediciones en dos categorı´as para facilitar la deteccio´n de comporta-
mientos similares en el proceso:
• Prueba del rendimiento en sentido C2S. En este caso, el disen˜o de usuario de la FPGA ge-
nera nu´meros enteros que son puestos a disposicio´n del software mediante transferencias
DMA. Es en este u´ltimo nivel donde se verifica la integridad de los datos recibidos.
• Prueba del rendimiento en sentido S2C. A nivel de software, en el espacio de usuario, se
inicializa una regio´n de memoria con nu´meros enteros consecutivos que sera´n transferi-
dos mediante DMA. Es el disen˜o hardware el que se encarga de su validacio´n una vez que
la operacio´n ha sido completada.
A su vez, con el fin de medir el rendimiento, se repite la prueba en distintas situaciones:
(a) Usando el disen˜o del core DMA sin soporte para virtualizacio´n (native).
(b) Realizando las operaciones de transferencia sobre la PF creada.
(c) Realizando las operaciones de transferencia sobre la VF creada pero conectada al equipo
anfitrio´n (sin overhead de ma´quina virtual).
(d) Realizando las operaciones de transferencia sobre la VF creada pero conectada mediante
PCI passthrough al sistema invitado.
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Sin embargo, antes de proceder a mostrar los resultados es conveniente prestar atencio´n a
las estimaciones teo´ricas esperables del proceso. PCIe 3.0 oferta un ancho de banda de 8 Gbps
por lı´nea. En este caso, existen un total de 8 lı´neas y, por ende, un ancho de banda teo´rico de
64 Gbps es alcanzable. Sin embargo, debido a la codificacio´n fı´sica (128b/130b) y al overhead
de las cabeceras de un paquete TLP esta cuantı´a disminuye. Un supremo en la direccio´n C2S
es fa´cilmente estimable considerando que el taman˜o de la cabecera de un paquete transmitido
mediante PCIe son 196 bits (4 bytes del medio de enlace, 16 bytes asociados a una cabecera TLP
para direcciones de 64 bits y, finalmente, otros 4 bytes del LCRC). Ası´ pues, la cota ma´xima para
el rendimiento viene dada por:




∗ MAX PAYLOAD ∗ 8
MAX PAYLOAD ∗ 8 + 192
Lo que se traduce en una tasa ma´xima de 57.61 Gbps en el caso en el que taman˜o ma´ximo
del payload soportado sea 256 bytes o 53.06 Gbps si exclusivamente 128 bytes es la mayor
capacidad soportada por el sistema. La direccio´n S2C sera´ tı´picamente ma´s crı´tica en el sentido
de que ante un TLP de solicitud debe esperarse una respuesta del complex root trasladando la
informacio´n. Es por ello que no se esperarı´a ver una velocidad de transmisio´n mayor.
En la Tabla 5.1 se muestra el porcentaje ocupado por el disen˜o mientras que en las Figuras
5.3 y 5.4 se representan los resultados de rendimiento conjuntos. La tendencia esta´ bastante
clara: para pequen˜as cantidades de datos no esta´ claramente justificado el uso de operaciones
de DMA. Por cantidades pequen˜as, basa´ndose en los resultados empı´ricos, podrı´an ser consi-
deradas aquellas inferiores a los 256KB aproximadamente de acuerdo con las Figuras 5.1 y 5.2.





FF 8,784 (1,03%) 8,951 (1,05%)
LUTs 9,171 (2.13%) 9,238 (2.13%)
Memory LUTs 136 (0.08%) 136 (0.08%)
Block RAMs 19 (1.29%) 19 (1.29%)
BUFGs 5 (15.62%) 5 (15.62%)
Tabla 5.1: Sumario de utilizacio´n del dispositivo.
En la direccio´n C2S una media de 51.74 Gbps es alcanzada cuando se copia una regio´n de
1MB. Para este mismo taman˜o de transferencia, 50.40 Gbps es la tasa asegurada en la direc-
cio´n S2C para la versio´n del core sin funcionalidad de virtualizacio´n. Para la recopilacio´n de
estos datos, se ha contabilizado el tiempo desde el instante previo a la configuracio´n de los
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Figura 5.1: Rendimiento nativo en transferencias DMA en la direccio´n C2S.
Figura 5.2: Rendimiento nativo en transferencias DMA en la direccio´n S2C.
descriptores en el disen˜o hardware. De tal modo la estimacio´n teo´rica nunca sera´ alcanzable,
justificando la caı´da respecto al ma´ximo valor teo´rico esperable.
Si se presta atencio´n a la direccio´n C2S, el comportamiento es bastante similar en cada tec-
nologı´a. Transferencias que involucran regiones mayores de 128KB aseguran al menos el 90%
del rendimiento de la versio´n nativa, o sin soporte para virtualizacio´n. Sin embargo, no debe
olvidarse que dado el caso en el que mu´ltiples VMs quieren transmitir datos simulta´neamente,
la transferencia en alguna de ellas podrı´a ser demorada.
No obstante, los resultados en la direccio´n S2C no son tan alentadores. Del valor de refe-
rencia para la versio´n nativa de 50.40 Gbps en transferencias de 1MB, una VM haciendo uso
de la VF u´nicamente ha sido capaz de alcanzar una tasa de 6.00 Gbps (11.90% del caso nativo).
La justificacio´n a este incidente reside en el factor de que el uso SR-IOV en la arquitectura esta´
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Figura 5.3: Rendimiento ofrecido por el core DMA en la direccio´n C2S.
Figura 5.4: Rendimiento ofrecido por el core DMA en la direccio´n S2C.
limitando el maximum read request y maximum payload a 128 bytes. Este hecho involucra que
las operaciones C2S han descendido de un taman˜o original de 256 bytes de maximum payload
a la mitad. Aunque es una diferencia considerable, no es tan loable como la apreciada en las
transferencias S2C, donde se ha pasado de un valor original de 4096 bytes para el campo maxi-
mum read request a una treintadosava parte. Esta limitacio´n acentu´a una caı´da del rendimiento
en la transferencia de datos desde la memoria principal a la FPGA.
Se trata de un problema ajeno al proyecto, limitado por la arquitectura hardware subya-
cente en el sistema anfitrio´n. Al tratarse de tecnologı´as de reciente difusio´n e intere´s por la
comunidad, el soporte muchas veces es escaso y, como ha ocurrido en esta ocasio´n, no ple-
namente satisfactorio. Serı´a de esperar que los fabricantes de hardware (placas base) mejoren
su soporte para SR-IOV, permitiendo, de ese modo, alcanzar unas cifras bastante parejas a las
nativas que permitan a un grupo mayor de aplicaciones ser susceptibles de virtualizacio´n.
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A lo largo del presente texto se ha presentado una arquitectura sustentada en hardware re-
configurable que permita la virtualizacio´n de un dispositivo prohibitivo econo´micamente como
para tener tantos como VMs. Aunque ejemplificado como una tarjeta de red multigigabit, las
posibilidades abarcan un espectro mayor, desde unidades de coprocesamiento hardware hasta
elementos de procesamiento digital de sen˜ales. El gran hito alcanzado ha sido probar que toda
esta tecnologı´a es viable, adaptable a una gran cantidad de problemas y, en u´ltima instancia, la
distribucio´n de un entorno que permita a otros usuarios disfrutar de la virtualizacio´n sin tener
que descender a estos niveles de detalles. Otros logros marcados tambie´n han sido:
• Utilizacio´n de una plataforma accesible para el mundo empresarial.
• Incorporacio´n de sistemas operativos libres en el proyecto que puedan ser extendidos
fa´cilmente para la consecucio´n de los objetivos particulares. A su vez, muchas veces las
licencias de estos sistemas tambie´n son gratuitas eximiendo de un gasto no despreciable.
• Contribucio´n a la comunidad del free software/hardware con un core DMA de altas presta-
ciones con vistas a trabajar en redes multigigabit de 10 Gbps y 40 Gbps.
• Al no rescindirse a un modelo concreto (salvo por la familia de FPGAs empleada), esta
plataforma puede ser sustentada por un entorno simplificado tanto en caracterı´sticas co-
mo en coste para que el precio no suponga realmente una barrera respecto a la compra de
una tarjeta de red convencional (o del dispositivo particular implementado en hardware).
• Aislamiento de gran parte del co´mputo en la CPU al desarrollar tecnologı´as que liberan
de carga de trabajo a la misma. Desde las operaciones de transferencia de datos DMA
hasta la inclusio´n de interrupciones MSI-X permiten que el rendimiento sea ido´neo.
• Investigacio´n y aporte a la comunidad cientı´fica sobre el estado de SR-IOV en entornos
de alto rendimiento.
Estos aspectos han desembocado en el desarrollo de una arquitectura funcional y va´lida
para su utilizacio´n por terceros. Todos los elementos que integran el proyecto final han sido
probados en situaciones reales, ofreciendo una estabilidad mucho mayor que aquellas solucio-
nes exclusivamente simuladas. Independientemente, se ha conseguido tanto la elaboracio´n de
un motor de DMA funcional como una tarjeta de red al uso bajo el core de Northwest Logic. La
creacio´n de una tarjeta de red que emplee el nuevo entorno esta´ en proceso pero no habı´a sido
objeto de intere´s hasta el momento, con la liberacio´n final de la plataforma.
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Y es que los resultados obtenidos en el presente trabajo han causado una grata impresio´n
en proyectos independientes a la universidad, como NetFPGA [Gibb et al., 2008] en la Univer-
sidad de Cambridge, donde han mostrado su predisposicio´n a adherir la tecnologı´a ofertada.
Se espera su distribucio´n en la u´ltima versio´n del proyecto, NetFPGA Sume, en los pro´ximos
meses ya que la encapsulacio´n y la adaptacio´n a la plataforma libre esta´ actualmente en proce-
so.
No obstante, existe un duro camino por delante a la hora de seguir explotando la tecnologı´a
de virtualizacio´n dado que ni mucho menos, todo ha quedado dictaminado en esta aproxima-
cio´n. Desde el estudio de algoritmos de balanceo de carga a la hora de transmitir paquetes
de red por las interfaces de una tarjeta, hasta co´mo lidiar con ma´quinas virtuales que desean
transferir concurrentemente (no debe olvidarse que actualmente esta´ implementado como un
recurso exclusivo, es decir, hasta que no libera la comunicacio´n un motor, no es aprovechable
por otro). Todo esto sin olvidar los problemas de rendimiento en transferencia de datos desde
el hardware reconfigurable.
En lı´neas generales, este trabajo ha posibilitado desmentir la creencia popular de que vir-
tualizacio´n siempre esta´ ren˜ida con el alto rendimiento. En un mundo donde cada vez ma´s la
computacio´n esta´ orientada a grandes mainframes, la posibilidad de que un usuario particu-
lar pueda aprovechar un recurso hardware reconfigurable para sı´ mismo es una gran ventaja.
Exploracio´n sobre la reconfiguracio´n parcial y SR-IOV son viables [Vu et al., 2014] y favore-
cerı´an una nueva manera de entender las FPGAs bajo las nuevas tendencias de procesamiento
distribuido. Con vistas a un trabajo futuro, por tanto, se presentan las siguientes cuestiones:
• Colaboracio´n con el proyecto NetFPGA Sume para la inclusio´n de la tecnologı´a de vir-
tualizacio´n a nivel hardware en su iniciativa de libre distribucio´n.
• Seguir trabajando en mejoras a nivel de desarrollo hardware: descriptores en memoria,
soporte para un nu´mero mayor de funciones virtuales/fı´sicas, etc.
• Planteamiento de aplicacio´n de alto rendimiento que explote estas caracterı´sticas demos-
trando la sencillez y flexibilidad que dota al sistema usar VMs. Por ejemplo, monito-
rizacio´n del tra´fico de red. Cada interfaz puede ser monitorizada por una u´nica VM.
Una vez creado el disen˜o para una interfaz de red, la repeticio´n de componentes lo´gicos
permitirı´an realizar este proceso sin tener que aplicar apenas modificaciones en niveles
superiores.
• Intercalar el concepto de virtualizacio´n con reconfiguracio´n parcial, permitiendo a un
gran hardware reconfigurable, con prestaciones muchas veces infrautilizadas, ser explo-
tado adecuadamente. Esta idea guarda gran relacio´n conceptualmente con la utilizacio´n
de ma´quinas virtuales sobre un sistema anfitrio´n que no es totalmente exprimido.
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Virtualizacio´n mediante tecnologı´a SR-IOV de tarjetas de red de altas prestaciones basadas en lo´gica
programableA Tecnologı´as subyacentes
A.1 Virtualizacio´n
Es un hecho que la industria tecnolo´gica se ha volcado considerablemente en la virtualiza-
cio´n durante los u´ltimos an˜os. Sin embargo, el concepto no es nuevo y su creacio´n se remonta
a tiempo atra´s. Esta seccio´n provee una vista general a alto nivel de las distintas tecnologı´as de
virtualizacio´n y los me´todos ma´s relevantes en la actualidad.
El concepto de virtualizacio´n se origina a finales de los an˜os 60 y principios de los 70, donde
predominaban los mainframes en el mundo de alta computacio´n e IBM invertı´a un alto esfuer-
zo en el intento de crear soluciones compartidas en tiempo real. Con aplicaciones compartidas
se entiende el uso de unos mismos recursos fı´sicos por parte de un grupo de usuarios con el
primordial objetivo llegar a un compromiso entre la eficiencia y el coste del computador. Este
nuevo paradigma supone una brecha con las tendencias de la e´poca: la posibilidad de manejar
un ordenador sin poseerlo en realidad.
En la actualidad las razones para aplicar virtualizacio´n varı´an considerablemente pero una
premisa esta´ siempre presente: la capacidad de una estacio´n de trabajo es tan grande que es
muy difı´cil hacer un aprovechamiento eficiente de la misma. Una manera de explotar estos
recursos es mediante la virtualizacio´n pero e´sta, a su vez, permite simplificar el procesamiento
de datos (estrategia divide and conquer) o la migracio´n del sistema en caso de fallos o anomalı´as
en la estacio´n principal.
Los centros de procesamiento de datos (CPDs) se benefician de la abstraccio´n de la capa
hardware que supone emplear la virtualizacio´n. Agregar elementos que integren nuevas CPUs,
memorias, discos o interfaces de red es un proceso a´gil y escalable.
A.1.1 Clasificacio´n de VMMs
Si se entiende la virtualizacio´n como la posibilidad de ejecutar distintos sistemas en un u´ni-
co anfitrio´n de manera concurrente, entonces es esencial la figura del hipervisor. El hipervisor,
tambie´n llamado monitor de ma´quinas virtuales (VMM), crea una plataforma sobre la cual
se ejecutan las distintas VMs. Es el hipervisor el que toma control completo de la plataforma
hardware y, concurrentemente, atiende las peticiones de entrada y salida de datos por parte
del software anfitrio´n. En otras palabras, el monitor tiene la competencia de aislar y controlar
los recursos que pueden ser accedidos desde la VM.
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La atencio´n de las peticiones de entrada/salida (IO) se gestiona mediante el uso de dos
te´cnicas ampliamente extendidas: emulacio´n de dispositivos o virtualizacio´n, que deben ser
evaluadas para sistemas donde el rendimiento o la flexibilidad seas componentes crı´ticas.
• La emulacio´n de dispositivos mediante software (CPU incluida), es la opcio´n ma´s flexi-
ble y portable. El co´digo para la arquitectura invitada (MIPS, ARM, PPC, x86, etc.) es
transformado en operaciones va´lidas para la arquitectura real del equipo. Se produce
una reconversio´n de las instrucciones originales que, a todos los efectos, es un proceso
demandante de una alta carga computacional y una degradacio´n en el rendimiento ge-
neral del sistema virtualizado es palpable. Este es el paradigma de herramientas libres
como Qemu [Bellard, 2005] y aunque se haya hablado de instrucciones a nivel de proce-
sador, las mismas caracterı´sticas se aplicarı´an a cualquier otro dispositivo emulado, como
la memoria secundaria o las interfaces de red. Mediante software debe adecuarse la en-
trada/salida de datos del componente ficticio al componente real. Por ejemplo, este es el
caso de la emulacio´n de una tarjeta de red de 100 Mbps. Aunque el sistema real pudiera
contar con interfaces de tasa mayor, de ningu´n modo deberı´a observarse tal efecto de cara
al sistema operativo invitado.
• De manera complementaria, la virtualizacio´n se localiza en entornos donde tanto el sis-
tema emulado como el fı´sico presentan exactamente la misma arquitectura. Es el caso
convencional de correr un sistema x86 sobre una ma´quina de las mismas caracterı´sticas.
Aunque el co´digo no se puede ejecutar de manera nativa, dado que hay que analizar las
instrucciones ejecutadas, tener un control de los permisos o realizar cambios en los di-
reccionamientos a memoria, gran parte del co´digo no tendra´ que verse modificado en
absoluto. A pesar de perder generalidad a la hora de portar el sistema (se liga el entorno
a una arquitectura particular), las instrucciones no son alteradas y el rendimiento sera´
ma´s eficiente.
No obstante, no debe olvidarse que ambos paradigmas pueden ser combinados. Es el caso
de un sistema virtual donde se simulen determinados perife´ricos pero se decida emplear el
mismo juego de instrucciones que en el equipo anfitrio´n para no necesitar de una traduccio´n
del co´digo al lenguaje nativo. Cuando Qemu es utilizado en conjuncio´n con una KVM [Habib,
2008], Qemu se encarga de realizar las tareas de emulacio´n de dispositivos, mientras que KVM
permitira´ la ejecucio´n de instrucciones sobre la CPU fı´sica.
Si se pretende clasificar el hipervisor, dado que se trata del programa esencial en todo el
proceso de virtualizacio´n, existen dos tipos segu´n IBM [M. Tim Jones, 2009] prestando atencio´n
a su arquitectura y que reciben los nombres de tipo 1 y de tipo 2.
• Un hipervisor de tipo 1 (Figura A.2) se ejecuta directamente sobre el hardware del siste-
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ma. En ocasiones estos VMMs son referidos como nativos, embebidos o bare metal en la
literatura sobre el tema.
• Un hipervisor de tipo 2 (Figura A.1), por el contrario, requiere de un sistema operativo
sobre el que ejecutarse. Cuando la virtualizacio´n despego´, esta alternativa se hizo extre-
madamente popular, ya que permitı´a a un administrador instalar y configurar un softwa-
re sobre una estacio´n previamente gestionada. Es el caso de herramientas como VMware
WorkStation. El hipervisor se puede ejecutar tanto a nivel de usuario como sobre el nu´cleo
sistema operativo (diagramas representados en la Figura A.1 respectivamente).
Figura A.1: Hipervisor de tipo 2.
Dependiendo del autor, el tipo 1 podrı´a subdividirse en tipo 1 y tipo 0 (Figura A.3). De
acuerdo con esta separacio´n ma´s granular, ambos hipervisores correrı´an sobre el hardware di-
rectamente. La particularidad reside en la necesidad por parte de los hipervisores del tipo 1
de apoyarse en un sistema operativo (conocedor del estado de virtualizacio´n). Serı´a e´ste quien
proveyera de las pilas para operaciones de IO o controladores del hardware. El tipo 0 quedarı´a
relegado a aquel entorno que no precisa de un sistema operativo embebido que facilite la vir-
tualizacio´n. Es un VMM capaz de ejecutarse sobre un entorno sin host. Difiere del tipo 1 en
tanto que el hipervisor no se integra en un sistema operativo que actu´e de mediador. Hipervi-
sores del tipo 1 es, por ejemplo, Xen. Casos particulares del tipo 0, podrı´a ser VMware ESXi. Sin
embargo, considerando estrictamente la ideologı´a de este tipo podrı´a no cumplirse realmen-
te. A pesar de no necesitar de un sistema operativo anfitrio´n, la herramienta es acompan˜ada
por un kernel monolı´tico que permite la comunicacio´n con el hardware y no esta´ totalmente
integrada en la capa del hipervisor (corre sobre ella).
A.1.2 Arquitectura de VMMs
Un VMM, a pesar de los tipos explicados, es exclusivamente una capa que abstrae al siste-
ma virtualizado del hardware de la ma´quina anfitriona. De esta manera, cada invitado accede
A.1. VIRTUALIZACIO´N 61
Figura A.2: Hipervisor de tipo 1. Figura A.3: Hipervisor de tipo 0.
a unos recursos virtuales en sustitucio´n del hardware real. A continuacio´n se enumeran los
elementos gene´ricos internos a cualquier implementacio´n de un hipervisor.
A un alto nivel, un VMM requiere de unos mo´dulos mı´nimos para iniciar un sistema ope-
rativo anfitrio´n: un nu´cleo para arrancar (ya sea implementado por el propio hipervisor en el
caso del tipo 0, o dependiente de otro sistema para otros tipos como el 1 y el 2), memoria per-
sistente y uno o varios dispositivos de red. La memoria persistente y el dispositivo de red esta´n,
tı´picamente, asociados con los elementos fı´sicos del equipo: disco fı´sico de la ma´quina y tarjeta
de red existente.
Finalmente, existen una serie de aplicaciones adicionales que deben estar presentes para
poder ejecutar mu´ltiples invitados simulta´neamente. De manera similar a las llamadas que un
programa realiza a las funcionalidades del kernel, una capa que controle las invocaciones de
las funciones ejecutadas en modo kernel debe estar disponible. Esta capa es denominada como
hypercall layer. Mientras tanto, perife´ricos de IO deben ser emulados en el kernel o asistidos por
el co´digo del sistema invitado. Las interrupciones deben ser capturadas exclusivamente por el
hipervisor con el objeto de ser enrutadas hacia el invitado adecuado, de la misma forma que
ocurre con el manejo de excepciones. Como ejemplo, po´ngase en la situacio´n donde un error
terminal obliga a bloquear un sistema. E´ste deberı´a congelar u´nicamente la VM que genera
dicha interrupcio´n mientras que para el resto deberı´a ser invisible esta anomalı´a.
Los dos u´ltimos elementos que debe aportar un VMM son: un enlazador de memoria (map-
per) que asocie direcciones fı´sicas de la memoria principal a un sistema particular y un plani-
ficador que seleccione a que´ sistema se le asocia el quantum de tiempo actual. En la Figura A.4
quedan reflejados los aspectos ba´sicos del VMM en una arquitectura del tipo 0 para un sistema
con dos ma´quinas virtuales.
A modo de resumen, los elementos ba´sicos son:
62 APE´NDICE A. TECNOLOGI´AS SUBYACENTES
Figura A.4: Componentes de un hipervisor.
• Planificador de tareas, scheduler.
• Mapper de memoria fı´sica a direcciones virtuales para cada una de las ma´quinas virtuales.
• Control de las llamadas al kernel con el fin de asegurar el aislamiento y la seguridad entre
los distintos invitados.
• Enrutado o manejo de las posibles interrupciones generadas, ası´ como de los errores.
• Mo´dulo de virtualizacio´n/emulacio´n del hardware que permite abstraer al invitado del
equipo real.
• Mo´dulo de correspondencia entre hardware virtualizado y hardware real (memoria se-
cundaria y dispositivos de red).
A.1.3 Herramientas de virtualizacio´n en la actualidad
Dos de las alternativas que se han impuesto durante los u´ltimos an˜os en el a´mbito de la
virtualizacio´n bajo entornos Linux son Xen [Honjo et al., 2010] y KVM [Habib, 2008] debido a
la licencia libre de ambos proyectos. Xen es un hipervisor de tipo 1, es decir, se ejecuta directa-
mente sobre el hardware pero con la ausencia de los mecanismos necesarios para ser capaz de
manejarlo por si mismo plenamente. Depende de un sistema operativo que le permita admi-
nistrar el sistema, denominado como dominio 0 por la aplicacio´n y que soporte el uso de este
hipervisor. Aunque pudiera pensarse que tener un VMM del tipo 1 es un atraso respecto del
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Machine Bespin Delta
CPU (cores) 2xE5-2670 (16) 2xX5660 (12)
Clock Speed 2.6 GHz 2.6 GHz
RAM 48 GB 192 GB
Numa nodes 2 2
GPU K20m 2x C2075
Tabla A.1: Equipos del rendimiento para distintos tipos de VMM [Walters et al., 2014].
tipo 0, un sistema con Xen emplea los drivers de un sistema operativo de amplia difusio´n, me-
jorando la compatibilidad con los distintos perife´ricos y la configuracio´n de estos controladores
puede ser realizada mediante las te´cnicas habituales (dependientes del sistema operativo).
En la otra mano, KVM se ejecuta sobre el propio kernel Linux, reutilizando gran parte de
las herramientas presentes en el mismo. Es el caso del planificador de tareas que es reutilizado
para la asignacio´n de procesadores a las ma´quinas virtuales en el momento de ejecucio´n. Usar
software maduro, que ha sido estudiado y corregido a lo largo del tiempo generalmente aislara´
posibles errores e inestabilidades en el sistema.
En [Walters et al., 2014] se presenta el estudio de estas dos utilidades junto a otros pa-
radigmas de virtualizacio´n diferentes: un hipervisor del tipo 0 comercial, VMware ESXi, y el
concepto de contenedor de linux (LXC). LXC no ofrece plena virtualizacio´n en el sentido de
que no es capaz de abstraerse del hardware del equipo. Su funcionalidad queda limitada a
simular distintos entornos de usuario (userspace) y proveer de aislamiento para los distintos
sistemas/procesos. La penalizacio´n en rendimiento por su uso es teo´ricamente menor.
El objeto de evaluacio´n del trabajo mencionado es un sistema de altas prestaciones, donde
se conecta una GPU directamente a una VM. El paradigma de desarrollo para GPUs involucra
tanto la evaluacio´n de CUDA como de OpenCL. Los ordenadores de referencia quedan descri-
tos en la Tabla A.1 y el principal motivo de recopilar la informacio´n de este trabajo es observar
la tendencia evolutiva de los hipervisores ante el aumento de los recursos del hardware subya-
cente.
El sistema anfitrio´n posee un kernel de Linux 3.12 para las pruebas con Xen y KVM. Para
el caso de LXC se trata de la versio´n 2.6.32-358.23.2. Cada uno de los sistemas virtualizados
es un CentOS 6.4 con el kernel de fa´brica (2.6.32-358.23.2), CUDA versio´n 5.5 , 20 GB de
RAM asignada y 6 u 8 cores (la totalidad de cores disponibles en uno de los procesadores). Se
respeta la correcta asignacio´n de los nodos nu´cleos para que se correspondan con un mismo
nodo NUMA, al igual que se tiene en consideracio´n que la GPU no se vea penalizada por esta
clase de arquitectura.
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Los resultados obtenidos al analizar los algoritmos de LAMMPS (simulador molecular),
GPU-LIBSVM (aprendizaje automa´tico basado en ma´quinas de vector de soporte) y LULESH
(simulador para aplicaciones hidrodina´micas) sobre una GPU sen˜alan la diferencia en rendi-
miento en funcio´n de la herramienta. KVM resulta favorecida en estos experimentos hasta el
punto de que se llegan a alcanzar desviaciones superiores al 10%, especialmente en el caso del
hipervisor Xen (seguido de VMware ESXi). Estas diferencias no reflejan fielmente la diferencia
que deberı´a haber en funcio´n del paradigma del hipervisor, ma´s bien, apuntan a la correcta
optimizacio´n de cada una de las implementaciones evaluadas. LXC ofrece un rendimiento cer-
cano al nativo pero con la particularidad de que u´nicamente se permite virtualizar sistemas
Linux. Esto favorecera´ que el desarrollo de este trabajo se centre en un entorno sostenido en el
VMM KVM dado que las tecnologı´as usadas para virtualizar una tarjeta de red, o un dispositivo
hardware reconfigurable, sera´n en gran medida ana´logas a las empleadas por una GPU.
No obstante, no debe obviarse que no existe una arquitectura que resulte superior a las otras
en todos los casos [Che et al., 2010]. En este artı´culo previo al resultado con GPUs se evalu´an
distintos tests para medir el comportamiento general. Los bancos de pruebas empleados para
la evaluacio´n son: SPEC CPU2006, LINPACK, compilacio´n del Kernel de Linux, RAMSPEED,
LMbench, IOzone, Bonnie++, NetIO, WebBench, SysBench y SPEC JBB2005, donde la virtua-
lizacio´n basada en contenedores ofrece mayor rendimiento sobre las alternativas Xen y KVM.
Siendo este segundo ligeramente inferior en los mencionados escenarios. Es necesario, por tan-
to, buscar un compromiso entre portabilidad (facilidad de uso) y rendimiento. De acuerdo a
ambos artı´culos, la virtualizacio´n del procesador no es el principal cuello de botella, que se
localiza en los fallos en el acceso a memoria, manejo de interrupciones e IO.
Al mismo tiempo, se pone de manifiesto que los procesadores con arquitectura actuales
mejoran la virtualizacio´n, ofreciendo un mayor soporte desde la capa hardware. Se desmiente,
en cierto sentido, la creencia tradicional donde se confronta la viabilidad de virtualizar en
entornos de rendimiento crı´tico. Esta idea se ha quedado desfasada.
A.2 PCI passthrough
Compartir un dispositivo entre distintas ma´quinas virtuales conlleva una penalizacio´n no
despreciable que puede acentuarse en funcio´n del paradigma de virtualizacio´n empleado. Si
la emulacio´n del dispositivo se realiza en el nivel del hipervisor (o en el espacio de usuario
de una VM) este hecho se acentu´a. Sin embargo, este consumo adicional so´lo tiene relevancia
mientras que se necesite compartir un dispositivo entre los diferentes sistemas invitados. En el
momento en el que no se precise de esta reparticio´n, existen me´todos ma´s convenientes para el
acceso a estos dispositivos.
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Visualizando el problema desde un alto nivel, aplicar PCI passthrough a un dispositivo con-
siste en el aislamiento del mismo para que su accesibilidad se restrinja a un u´nico invitado (ver
Figura A.5). Aunque la necesidad de ligar un dispositivo exclusivamente a una VM no parezca
significativamente ventajoso inicialmente, existen determinados escenarios donde realmente
merece la pena. Dos son los escenarios primordiales: asegurar el rendimiento crı´tico del dis-
positivo y proveer de acceso exclusivo al dispositivo. E´ste es el caso donde por la polı´tica de
acceso se prefiere que su comparticio´n no este´ habilitada (por ejemplo, un adaptador de vı´deo).
Figura A.5: Tecnologı´a PCI passthrough.
Referido al apartado de rendimiento, unas prestaciones similares a las nativas son logradas
con esta te´cnica. La convierten en una metodologı´a perfecta para aplicaciones de red debido a
la alta carga de IO asociada y que en gran medida se veı´an hasta el momento limitadas por el
VMM.
Tanto Intel como AMD proveen del soporte hardware necesario para realizar PCI passth-
rough en sus procesadores actuales (en conjuncio´n con nuevas instrucciones que asisten al
VMM). Intel se refiere a estas opciones como Virtualization Technology for Directed IO (VT-d)
mientras que AMD prefiere utilizar el te´rmino de IO Memory Management Unit (IOMMU). En
ambos casos la CPU es capaz de ligar direcciones fı´sicas del dispositivo PCI a direcciones vir-
tuales en el entorno del sistema invitado. Cuando esta asociacio´n ocurre, el hardware controla
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el acceso (y ofrece proteccio´n) mientras que el sistema operativo utiliza el perife´rico como si se
tratara de un elemento no virtualizado. A la par que se enlaza un invitado a dichas direcciones
fı´sicas, el aislamiento del elemento hardware es provisto con el fin de que ningu´n otro invitado
(o el anfitrio´n) puedan acceder a e´l.
El principal problema que ocurre con la tecnologı´a PCI passtrough usada de modo inde-
pendiente es la rigidez de la solucio´n cuando se requiere migrar los servicios de estacio´n. La
migracio´n, suspensio´n de la ma´quina virtual y posterior configuracio´n en un nuevo sistema an-
fitrio´n, puede afectar en la misma medida que la configuracio´n del hardware haya variado. Es
decir, si las direcciones fı´sicas nunca ma´s se corresponden con las originales se debera´ reiniciar
el sistema virtualizado para adoptar la configuracio´n ido´nea. Adicionalmente a este problema,
esta el profundo aislamiento que del dispositivo se produce. Mientras e´ste se encuentre en uso
por uno de los invitados, ningu´n otro sera´ capaz de aprovecharlo para su uso incluso en el caso
en el que se encontrase ocioso.
A.3 SR-IOV
El siguiente paso en virtualizacio´n de perife´ricos es una tecnologı´a completamente novedo-
sa a dı´a de hoy. El concepto clave en este proceso es denominado como SR-IOV. Esta tecnologı´a
(desarrollada por el PCI-Special Interest Group) permite a un u´nico dispositivo figurar como
mu´ltiples. Con SR-IOV el dispositivo hardware puede exportar no so´lo PFs sino tambie´n VFs.
Estos dos conceptos son clave en virtualizacio´n de dispositivos PCIe y presentan ligeras dife-
rencias.
• Una PF representa un dispositivo PCIe plenamente funcional con soporte para SR-IOV en
su espacio de configuracio´n. Presentan un espacio propio de configuracio´n y son capaces
de manejar (creacio´n y destruccio´n) funciones virtuales.
• En el otro extremo, una VF es un dispositivo PCIe reducido con soporte u´nicamente pa-
ra procesar IO. Cada funcio´n virtual esta´ asociada a una PF y el nu´mero ma´ximo esta´
limitado por el propio perife´rico (o el lı´mite superior de 255 VF por cada PF).
El hipervisor puede realizar la asociacio´n de una, o ma´s, funciones virtuales a una VM. Este
ligado excluye al resto de VMs de la posibilidad de acceder al recurso. Sin embargo, al poder
crear diversas VFs la limitacio´n impuesta por el uso de PCI passthrough se ve solventada. El
rendimiento de las funciones virtuales es cercano al nativo y ofrece un mejor rendimiento que
la paravirtualizacio´n y emulacio´n de dispositivos.
Para profundizar en la implementacio´n de SR-IOV es necesario unas nociones previas de
PCI. Un dispositivo PCI se define con la notacio´n Bus Device Function (BDF). En el uso ma´s
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sencillo, el bus hace referencia al puerto de comunicaciones PCI, la ubicacio´n fı´sica se corres-
ponde con el nu´mero del dispositivo y el nu´mero de funcio´n permitira´ distinguir entre las
distintas caracterı´sticas ofertadas por el hardware. De este modo, el sistema operativo al ini-
ciarse enumera los slots de manera geogra´fica e intenta leer el vendedor del dispositivo para la
funcio´n 0 (de obligada implementacio´n). Si el valor devuelto es 0xFFFFFFFF, vendedor inva´li-
do, la combinacio´n BDF no esta´ activa y no hay un dispositivo fı´sico durante la ejecucio´n. Si
la funcio´n 0 no esta´ presente, no es necesario seguir consultando sobre el resto de posibles
funciones dado que tampoco existira´n. Si se detecta un dispositivo va´lido la BIOS (o el sistema
operativo) se encargan de realizar el mapeo de memoria y la asignacio´n de las direcciones de
los puertos de IO. Estos valores permanecera´n va´lidos tanto tiempo como el sistema operativo
siga funcionando. Este proceso se aplica de manera recursiva sobre cada uno de los posibles
buses y dispositivos del sistema.
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+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−+
| Reserved |Cap Point | DWORD 13
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−+
| Reserved | DWORD 14
+−−−−−−−−−+−−−−−−−−−−+−−−−−−−−−−+−−−−−−−−−+
| Max Lat | Min Gnt | IRQ pin | IRQ l i n e | DWORD 15
+−−−−−−−−−+−−−−−−−−−−+−−−−−−−−−−+−−−−−−−−−+
Cuadro A.1: Espacio de configuracio´n de un dispositivo PCIe.
El mecanismo por el que un dispositivo gene´rico informa al sistema operativo de las capa-
cidades que ofrece esta´ estandarizado y se conoce como espacio de configuracio´n (Cuadro A.1).
Todos los dispositivos PCI (excepto los bus bridges) deben proveer un registro de 256 bytes
para dicho propo´sito y es ampliado a la cantidad de 4096 bytes para dispositivos PCIe.
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31 24 23 20 19 16 15 0
+−−−−−−−−−−−−−−−+−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
| Next cap | Ver | Cap Id | DWORD 0
+−−−−−−−−−−−−−−−+−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
| SR−IOV c a p a b i l i t i e s | DWORD 1
+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
| SR−IOV s t a t u s | SR−IOV c o n t r o l | DWORD 2
+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
| Total VFs | I n i t i a l VFs | DWORD 3
+−−−−−−−−−+−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
| | Function | |
| RsvdP | dependency | Num VFs | DWORD 4
| | l ink | |
+−−−−−−−−−+−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
| VF s t r i d e | F i r s t VF o f f s e t | DWORD 5
+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
| VF device id | RsvdP | DWORD 6
+−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−+
| Supported page s ized | DWORD 7
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| System page s i z e | DWORD 8
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| VF BAR0 | DWORD 9
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| VF BAR1 | DWORD 10
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| VF BAR2 | DWORD 11
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| VF BAR3 | DWORD 12
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| VF BAR4 | DWORD 13
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| VF BAR5 | DWORD 14
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| VF migration s t a t e array o f f s e t | DWORD 15
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
Cuadro A.2: Capacidad SR-IOV en un dispositivo PCIe.
Informacio´n de propo´sito general es facilitada mediante este medio tal como el identifica-
dor del dispositivo y fabricante o las direcciones base de cada uno de los BAR. Informacio´n ma´s
concreta es capaz de obtenerse en los dispositivos a partir de la direccio´n dada por el puntero
capabilities pointer. En esta configuracio´n se localiza un identificador de la capacidad (definidos
a priori) y un puntero a la siguiente estructura. De manera ana´loga existe un un puntero a las
capacidades extendidas que queda limitado a PCIe. La estructura de configuracio´n para SR-
IOV queda contemplada en el Cuadro A.2. Los registros que debe proveer un disen˜o hardware
que presente la tecnologı´a SR-IOV son, por tanto:
• SR-IOV capabilities. Entre las competencias que debe especificarse esta´ la posibilidad de
migracio´n de VF y el nu´mero de la interrupcio´n usada para las operaciones de migracio´n.
Sin embargo, la posibilidad de migracio´n de VFs esta´ ma´s alla´ de la capacidades de SR-
IOV (su uso esta´ ideado para sistemas que implementen virtualizacio´n multinodo). Por
ende, el valor de este registro deberı´a ser 0x00 para la virtualizacio´n de un u´nico nodo.
• SR-IOV control.
0 VF enable. Indica si las VFs esta´n habilitadas/deshabilitadas.
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1 VF migration enable. Indica si la migracio´n esta´ permitida (0 para SR-IOV).
2 VF migration interrupt enable. Indica si las migraciones deben ser notificadas me-
diante el uso de interrupciones.
3 VF memory space enable. Indica si las VFs tienen su propio espacio de memoria.
4 VF ARI enable. Habilitado por software si el direccionamiento por ARI esta´ habili-
tado por los recursos hardware en los que esta´ sustentado el dispositivo. ARI ofrece
una interpretacio´n alternativa del ID del dispositivo. En lugar de la notacio´n BDF,
funcio´n y dispositivo son utilizados conjuntamente para ofrecer hasta un ma´ximo
de 255 funciones (se considera que el dispositivo es 0 y u´nicamente puede existir un
dispositivo por bus). El PF puede utilizar este valor para calcular valores o´ptimos de
First VF offset y VF stride.
15:5 Reservado.
• SR-IOV status.
0 VF migration interrupt pending. Indica si una migracio´n presenta una interrupcio´n
pendiente de ser atendida. Sin uso en SR-IOV.
15:1 Reservado.
• Total VFs. Nu´mero total de funciones virtuales que pueden llegar a ser asociadas a una
PF particular.
• Initial VFs. Nu´mero ma´ximo de funciones virtuales reservadas en este PF.
• Num VFs. Nu´mero actual de funciones virtuales en uso.
• First VF Offset. Offset del requester ID de la primera VF.
• VF Stride. Offset del requester ID entre las sucesivas VF. Por lo tanto, la fo´rmula para
calcular el identificador del requester de una funcio´n virtual n es:
RIDVF = RIDP F +First V F Of f set + (n− 1)× (VF Stride)
• Function dependency link. Contiene el nu´mero de funcio´n fı´sica de la propia PF si no exis-
ten dependencias (o es el u´ltimo elemento en la lista de dependencias). En caso contrario,
es una lista enlazada de PFs que deberı´an reservar sus VFs de modo coordinado. Por
ejemplo, un dispositivo de red con una PF como interfaz de red y otra PF como mo´du-
lo criptogra´fico. A pesar de estar definidas como funciones fı´sicas distintas, la funcio´n
criptogra´fica podrı´a acelerar la capacidad de red (funciones virtuales dependientes entre
si).
• VF Device ID. En el espacio de configuracio´n de la funcio´n virtual, device y vendor deben
valer 0xFFFF.
70 APE´NDICE A. TECNOLOGI´AS SUBYACENTES
Nombre del campo Bit PF VF
IO space enable 0 Base 0
Memory space enable 1 Base 0
Bus master enable 2 Base Base
Parity error enable 6 Base RsvdP
SERR enable 8 Base RsvdP
Interrupt disable 10 Base 0
Tabla A.2: Diferencias en el command register entre PFs y VFs.
Nombre del campo Bit PF VF
Interrupt status 3 Base 0
Tabla A.3: Diferencias en el status register entre PFs y VFs.
• Aspectos relacionados al taman˜o de pa´gina: permiten al software alinear al taman˜o de
pa´gina cada VF BAR.
• Migration State Array Offset. No aplicable para el caso de SR-IOV pero en el caso general
permiten conocer el estado de la migracio´n de una funcio´n virtual.
Por tanto, cada PF y VF tendra´n su propio espacio de configuracio´n como quedo´ reflejado en
el Cuadro A.1 pero, sin embargo, presentan diferencias notorias que se detallan en la Tabla A.4.
Entre ellas, competencias para la configuracio´n del dispositivo, orientando su funcionalidad
hacia el tratamiento de IO
A modo de recapitulacio´n, aunque la virtualizacio´n ha estado en el aire por ma´s de 50 an˜os,
ahora se vive un momento de gran intere´s, especialmente en su vertiente asociada a los dispo-
sitivos de IO. Procesadores comerciales con soporte para virtualizacio´n apenas cuentan con 5
an˜os. En esencia, exclusivamente unas pocas aplicaciones han aparecido en este entorno y en
un futuro cercano dado el gran impacto de arquitecturas como las asociadas a la computacio´n
en la nube, esta clase de tecnologı´as se tornara´n en conceptos crı´ticos durante los pro´ximos
an˜os.
Sin embargo, al igual que ya se viera con PCI passthrough, la migracio´n en tiempo real es
u´nicamente experimental. Se requieren de configuraciones ide´nticas para que dicha translacio´n
pueda realizarse sin inconvenientes.
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Nombre del campo PF VF
Vendor ID Base 0xFFFF
Device ID Base 0xFFFF
Command register Base Ver Tabla A.2
Status register Base Ver Tabla A.3
Class code Base Mismo valor en cada PF:VF
Revision ID Base Mismo valor en cada PF:VF
Cacheline size Base 0x00
Latency timer Base 0x00
Header type Base 0x00
BIST Base 0x00
Base Address Registers Base Valores propios
Cardbus CIS Pointer Base 0x00
Subsystem Vendor ID Base Mismo valor en cada PF:VF
Subsystem Device ID Base Mismo valor en cada PF:VF
Expansion ROM BAR Base Valores propios
Capabilities pointer Base Base
Interrupt line Base 0x00
Interrupt Pin Base 0x00
Minimum GNT Base 0x00
Maximum Latency Base 0x00
Tabla A.4: Diferencias en el espacio de configuracio´n entre PFs y VFs.
A.4 Interrupciones
A.4.1 Legacy
En los primeros instantes, una interrupcio´n no era ma´s que una sen˜al que un dispositivo
enviaba a una CPU, informando a esta u´ltima que el dispositivo requiere de su atencio´n, indi-
cando la necesidad de parar la actividad actual para responder al perife´rico. Esta accio´n puede
postergarse en el tiempo si la rutina que se esta´ ejecutando en ese instante de tiempo posee una
prioridad mayor que la de la interrupcio´n. En cualquier otro caso, la CPU detiene el proceso
actual hasta que el manejador de interrupciones retorna, momento en el que se dispone del
permiso para recuperar la tarea suspendida.
Pero esta alternativa pronto se torno´ inviable, coincidiendo con que el nu´mero de perife´ri-
cos se incrementaba. Se reemplaza la conexio´n directa de los elementos hardware al procesador
por su conexio´n a un programmable interrupt controller (PIC). La tarea de multiplexacio´n y
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asignacio´n de prioridades queda relegada al controlador. De este modo, un dispositivo que
precisa de atencio´n de la CPU se lo notifica al PIC en primera instancia. Si el registro IMR
(Interrupt Mask Register) indica que la interrupcio´n no debe ser procesada, ninguna accio´n
adicional sera´ llevada a cabo. En cualquier otro caso, el PIC alzara´ la sen˜al de interrupcio´n
conectada a la CPU. Posteriormente, un doble reconocimiento por parte de la CPU es esperado
a trave´s de la sen˜al INTA. En el primero, IRR (Interrupt Request Register) e ISR (In-Service
Register) son actualizados. IRR indica que´ interrupciones esta´n pendientes de reconocimien-
to (doble asentimiento por parte de la CPU), mientras que ISR indica las interrupciones que
esta´n actualmente en ejecucio´n (la CPU sigue en proceso de completar la rutina asociada con
las mismas).
Con la segunda asercio´n de INTA, el par identificador y nu´mero son puestos en el bus
del sistema. Con esta informacio´n la CPU puede localizar la entrada asociada en la tabla de
interrupciones (IVT) y detectar la direccio´n sobre la rutina manejadora. A continuacio´n se
guardan las datos mı´nimos para realizar el cambio de contexto: banderas y punteros a la pila
e instruccio´n actual. Una vez conocida la ubicacio´n en memoria de la rutina de atencio´n a la
interrupcio´n (ISR), se puede completar el proceso.
Figura A.6: Aproximacio´n tradicional para la generacio´n de interrupciones.
Este modelo de interrupciones presenta el inconveniente de ser lento al involucrar uno
(o varios) controlador(es) que esta´n limitados a un ma´ximo de dos interrupciones encoladas
(una por ISR y otra por IRR). Adema´s, existe la contraindicacio´n de que si una interrupcio´n
es compartida entre mu´ltiples dispositivos, el sistema operativo se vera´ obligado a invocar
a todas las rutinas de atencio´n de interrupciones asociadas, derivando en una degradacio´n
del rendimiento global del sistema. Adicionalmente, los dispositivos PCI generalmente so´lo
pueden soportar una interrupcio´n basada en pin o legacy, por lo que es frecuente que el driver
posteriormente a la interrupcio´n deba averiguar cua´l es el evento que causo´ dicho feno´meno.
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A.4.2 MSI
La invencio´n que ayuda a aumentar el nu´mero de ma´quinas virtuales a la par que el rendi-
miento en la atencio´n de generaciones es MSI [Shanley y Anderson, 1995]. En lugar de depen-
der de conexiones fı´sicas para generar interrupciones, MSI transforma estas interrupciones en
mensajes. De este modo, la generacio´n se sustenta en transmitir mensajes especiales encapsula-
dos bajo PCI. MSI se presento´ con la revisio´n 2.2 de PCI y ha sido conservado con las sucesivas
revisiones de PCIe.
31 16 15 8 7 2 1 0
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
| Control Reg | Next Id | Cap Id = 0x05 | DWORD 0
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−+−−+
| LSB Addr Reg | 0 0 | DWORD 1
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−+−−+
| | Message Data Reg | DWORD 2
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
Cuadro A.3: Registro MSI de un dispositivo PCI para arquitecturas de 32b.
31 16 15 8 7 2 1 0
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
| Control Reg | Next Id | Cap Id = 0x05 | DWORD 0
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−+−−+
| LSB Addr Reg | 0 0 | DWORD 1
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−+−−+
| MSB Addr Reg | DWORD 2
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
| | Message Data Reg | DWORD 3
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
Cuadro A.4: Registro MSI de un dispositivo PCI para arquitecturas de 64b.
Este cambio de filosofı´a es ideal para la virtualizacio´n de IO dado que de manera sencilla
se logra el aislamiento de las distintas fuentes de datos frente a pines fı´sicos que obligan a
la multiplexacio´n de las sen˜ales o al rutado mediante software. En la Figura A.6 se muestran
los elementos involucrados en la generacio´n de una interrupcio´n por el me´todo cla´sico y que
permitira´n apreciar las sustanciales mejoras que incorpora MSI.
Como punto de partida, cualquier dispositivo PCI que soporte interrupciones MSI debe
mostrar entre sus competencias (capabilities) aquella con identificador 0x05. Los registros aso-
ciados a las competencias de MSI quedan contemplados en el Cuadro A.4 para arquitecturas
de 64 bits y en el Cuadro A.3 para arquitecturas de 32 bits.
• El registro de control indica las condiciones actuales que presenta el dispositivo hardwa-
re:
0 MSI enable. Este bit indica si MSI esta´ habilitado (bit a 1) o deshabilitado (bit a 0).
3:1 Multiple message capable. El sistema puede determinar a partir de este valor el nu´me-
ro total de mensajes que el perife´rico estarı´a dispuesto a reservar. Siempre es poten-
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cia de 2 y el ma´ximo valor posible es 101b (32 interrupciones).
6:4 Multiple message enable. Despue´s de que el software conozca el nu´mero ma´ximo total
de mensajes que el hardware soporta podra´ habilitar hasta un nu´mero igual que el
indicado en el valor de multiple message capable. Con cada nueva entrada configu-
rada se incrementara´ el presente registro como si de un contador se tratara.
7 Bit address capable. Valor booleano indicando si los mensajes de interrupcio´n generan
direcciones de memoria de 64 bits. Un valor a 0 indica que las direcciones son de 32
bits.
15:8 Sin uso.
• El registro de direcciones no debe ser interpretado como una u´nica direccio´n fı´sica y entre
sus campos se presenta:
1:0 Los dos bits menos significativos son 0 (alineacio´n en memoria a palabra de 4 bytes).
2 Bit de Destination Mode (DM). Si RH=1 y DM=0 el campo ID del destinatario esta´
en modo de direccionamiento fı´sico. Es decir, u´nicamente el procesador del sistema
que coincida con el mismo APIC ID es considerado para atender la interrupcio´n. Si
RH=1 y DM=1, el campo ID del destinatario es interpretado en modo lo´gico y la
redireccio´n esta´ limitada so´lo a aquellos procesadores que forman parte del grupo
de procesadores lo´gicos basa´ndose en APIC ID y el campo ID del destinatario.
3 Bit de Redirection Hint (RH). Si RH=0 la interrupcio´n es dirigida al procesador lis-
tado en el campo ID del destinatario. Si por el contrario RH=1, la interrupcio´n es
dirigida al procesador con menor prioridad de la lista de procesadores.
19:12 ID del destinatario.
63:20 Direccio´n base alineada a un bloque de memoria de 1MB.
• En u´ltima instancia, el registro de dato MSI presenta el siguiente formato:
7:0 Valor entero que indica el nu´mero de interrupcio´n asociado con el mensaje.
11:8 Modo de envı´o. Indica como la interrupcio´n es manejada: Menor prioridad, SMI,
SNI, etc. [Abbott, 2000].
13:12 Reservado.
14 Trigger level. Valor booleano indicando si la interrupcio´n debe ser asentida o no.
15 Trigger mode. 0 para modo edge, 1 para modo level.
Un dispositivo con MSI habilitado interrumpira´ a la CPU mediante la escritura en memoria
de un paquete con un payload total de 3 dword (3×4 bytes). En el Cuadro A.5 se muestra la
estructura de una interrupcio´n MSI.
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+3 +2 +1 +0
|7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |7 6 5 4 3 2 1 0 |
+−+−−−+−−−−−−−−−+−+−−−−−+−−−−−−−+−+−+−−−+−−−+−−−−−−−−−−−−−−−−−−−+
| | F | | | T | |T | E | | | |
|R | M | Type |R | C | R |D | P | Att | R | Length | DWORD 0
| | T | | | | | | | | | |
+−+−−−+−−−−−−−−−+−+−−−−−+−−−−−−−+−+−+−−−+−−−+−−−+−−−−−−−+−−−−−−−+
| | | Last | F i r s t |
| Requester Id | Tag | BE | DW | DWORD 1
| | | | BE |
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−+−−−+−−−+
| | |








| R | Message data | DWORD 4
| | |
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
Cuadro A.5: Formato paquete de interrupcio´n MSI.
Una escritura en memoria referida a la ubicacio´n particular apuntada por la direccio´n del
espacio de configuracio´n de MSI para el dispositivo PCI y con una u´nica palabra es lo que
se conoce como vector MSI. Para determinar el nu´mero de la interrupcio´n, como se ha visto
previamente, se recurre al campo message data. La interpretacio´n de los u´ltimos bits del mismo
como un valor entero indica el nu´mero de interrupcio´n a generar.
A.4.3 MSI-X
El uso de una u´nica direccio´n al que el usuario queda limitado en MSI se encontro´ restricti-
vo para algunos escenarios (como aquel en el que se pretende atender distintas interrupciones
por distintos procesadores). En la especificacio´n de PCI 3.0, se definio´ por primera vez MSI-X.
Sustenta´ndose en el concepto original de MSI, permite generar hasta un total de 2048 inte-
rrupciones. MSI-X permite generar un nu´mero mayor de interrupciones presentando cada una
diferentes palabras de direccio´n y dato que simplifica la correspondencia entre interrupciones
y procesador que debe atender la peticio´n. El Cuadro A.6 muestra la entrada en el espacio de
configuracio´n asociado a MSI-X.
31 16 15 8 7 3 2 1 0
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+
| Control Reg | Next Id | Cap Id = 0x11 | DWORD 0
+−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−+−−−−−−−−−+−−−−−+
| Table Offse t | BIR | DWORD 1
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−+
| PBA Offse t | BIR | DWORD 2
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−+
Cuadro A.6: Registro MSI-x en el espacio de configuracio´n para un dispositivo
PCIe.
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• El registro de control incluye los siguientes campos:
10:0 Taman˜o de la tabla. Indica el nu´mero de entradas (menos 1) en la tabla de vectores.
Ası´ por ejemplo, el ma´ximo valor representable es 0x7FF que equivale a 0x7FF+1,
2048 interrupciones.
14:11 Reservado.
15 MSI-X habilitado. Valor booleano indicando si las interrupciones MSI-X esta´n so-
portadas por el dispositivo.
• Offset de la tabla en memoria del dispositivo hardware y registro indicador del BAR
(BIR).
• Offset del pending bit array (PBA) en memoria del dispositivo hardware y registro BIR.
En contraste con la estructura de MSI, que directamente incluye todo la informacio´n de
los vectores, MSI-X directamente incluye punteros a las estructuras. E´stas son mapeadas en
memoria del dispositivo.
Cada vector constituye una entrada en la tabla MSI-X y tı´picamente contiene los campos
mostrados en el Cuadro A.7. El PBA indica las interrupciones en proceso de ser atendidas a
modo de ma´scara de bit. Su estructura queda contemplada en el Cuadro A.8.
31 0
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| LSB Addr Reg | DWORD 0
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| MSB Addr Reg | DWORD 1
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| Msg data | DWORD 2
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| Vector c o n t r o l | DWORD 3
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
Cuadro A.7: Entrada MSI-x en la tabla de vectores.
31 0
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| Pending b i t s 0 through 63 | DWORD 0
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| Pending b i t s 64 through 127 | DWORD 1
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
| . . . |
+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+
Cuadro A.8: Estructura Pending Bit Array (PBA).
• El campo de direccio´n es especificado por el software y debe estar siempre alineado a
palabras de 4 bytes.
• El campo de dato preserva el formato que ya se describio´ para el caso de MSI.
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• Del registro de control u´nicamente se emplea el bit 0. En el caso de valer 1, el sistema es
incapaz de enviar un mensaje asociado a dicha interrupcio´n. Es decir, queda completa-
mente deshabilitada.
• El campo de bit pendiente se entiende como:
63:0 Para cada bit asentido, existe un mensaje pendiente para la entrada MSI-X asocia-
da. Aquellos bits que no tienen una entrada asociada no deben ser usados y deben
ser establecidos a 0. Esta estructura es administrada u´nica y exclusivamente por el
hardware.
El formato de un mensaje es ana´logo al especificado en el Cuadro A.5. A modo de conclu-
sio´n, tanto MSI como MSI-X son caracterı´sticas del esta´ndar de PCI que mejoran el manejo en
los sistemas multiprocesador actuales mediante la reduccio´n global de la carga de este proce-
so al disminuir la latencia asociada al tratamiento de una interrupcio´n. Adema´s, se ha hecho
un importante esfuerzo en mejorar la escalabilidad de la tecnologı´a, ideal para aplicaciones
demandantes de una alta carga de entrada y salida de datos.
A.5 Formato de los datos en endpoint de PCIe
La descripcio´n detallada de cada uno de los campos en funcio´n del tipo de paquete queda
reflejada a continuacio´n:
• Paquetes de peticio´n generados en software. Cuadro 4.1 (notar que campos a ‘R’ (reserved)
indican la carencia de sentido en ese tipo particular).
1:0 Address Type:
00 La direccio´n no ha sido traducida (es una direccio´n fı´sica asignada por el siste-
ma).
01 El paquete es una peticio´n de traduccio´n de direccio´n.
10 La direccio´n ha sido previamente traducida (al espacio de direcciones usado en
hardware).
11 Reservada.
63:2 Address. Direccio´n a la primera palabra referenciada por la peticio´n. FIRST BE debe
ser usado para determinar los bytes va´lidos.
74:64 DWORD count. Estos 11 bits indican el taman˜o (en DWORDS) para ser escritos o
leı´dos.
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78:75 Request type. Identifica el tipo de operacio´n (solamente a desarrollar tipos 0b0000 y
0b0001):
0000 Memory read request.
0001 Memory write request.
0010 IO read request.
0011 IO write request.
0100 Memory fetch and add request.
0101 Memory unconditional swap request.
0110 Memory compare and swap request.
0111 Locked read request. So´lo va´lido para dispositivos legacy.
1000 Type 0 configuration read request.
1001 Type 1 configuration read request.
1010 Type 0 configuration write request.
1011 Type 1 configuration write request.




95:80 Requester ID. Identificacio´n del solicitante. Por defecto, se utiliza la notacio´n BDF
pero si ARI esta´ habilitado device y function son combinados.
103:96 Tag. Tag asociado a la peticio´n. Cuando una peticio´n es non-posted la lo´gica de usua-
rio debe almacenar este valor y proveerlo en el paquete de respuesta.
111:104 Target function. Este campo indica el nu´mero de funcio´n a la que la peticio´n esta´
asociada.
114:112 Bar ID. Indica el BAR al que va dirigida la peticio´n:
000 BAR 0, para VF VF-BAR 0.
001 BAR 1, para VF VF-BAR 1.
010 BAR 2, para VF VF-BAR 2.
011 BAR 3, para VF VF-BAR 3.
100 BAR 4, para VF VF-BAR 4.
101 BAR 5, para VF VF-BAR 5.
120:115 Bar Aperture. Este campo es empleado para determinar el taman˜o total de la memo-
ria. Por ejemplo, un valor de 12, indica que el BAR asociado tiene un taman˜o total
de 4 KB (212 bytes) y, por ende, se pueden ignorar los bits [63:12] de la direccio´n.
123:121 Transaction class (TC). Es un identificador usado para crear canales virtuales. Estos
canales virtuales son simplemente conjuntos de datos lo´gicos separados con cre´ditos
y contadores distinguidos.
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126:124 Attributes. Por defecto, al valor indicado por el requester y en el caso de peticiones
generadas por el disen˜o hardware a 0b000. Valores booleanos indicando si alguna
de las siguientes caracterı´sticas debe aplicarse:
124 No snoop. Para una peticio´n donde este flag esta´ habilitado, e´sta puede ser dirigi-
da directamente hacia el controlador DRAM para la lectura/escritura de datos.
Sin embargo, no se aplica ningu´n mecanismo de coherencia de cache´s, por lo
que el dato leı´do podrı´a no ser el que actualmente esta´ manejando el procesa-
dor o, en caso de escritura, no se actualizarı´a la informacio´n escrita (en caso de
uso por la CPU) de manera inmediata.
125 Relaxed ordering bit. Las peticiones pueden ser respondidas en un orden no es-
trictamente coincidente al solicitado.
126 ID-Based ordering bit. Las peticiones pueden ser intercaladas temporalmente
asegurando el orden creciente (en direccio´n) de cada identificador del solici-
tante.
127 Force ECRC. Insertar un co´digo de redundancia cı´clica de modo que se permita asegurar
la deteccio´n de alteraciones en el paquete.
• Paquetes de peticio´n originados en el hardware, Cuadro 4.3 (notar que campos a ‘R’ in-
dican la carencia de sentido en ese tipo particular). En los bits [120:104] aparecen ciertas
diferencias dependiendo del origen de la peticio´n. En el caso de que el origen este´ sus-
tentado en una aplicacio´n ejecutada en software se ha mostrado en el punto anterior. Sin
embargo, en el caso de que las peticiones sean generadas en hardware se interpreta la
informacio´n con el siguiente significado:
119:104 Completer ID. Identificacio´n del destino de la solicitud. Por defecto, se utiliza la no-
tacio´n BDF pero si ARI esta´ habilitado device y function son combinados.
120 Requester ID enable. Indica si el campo Completer ID presenta unos valores va´lidos o
deben usarse los valores de la previa peticio´n recogidas por el IP core de Xilinx.
• Paquetes de finalizacio´n a una peticio´n generada por el software Cuadro 4.2. La respuesta
es generada por el hardware reconfigurable en este caso. Muchos de los campos son com-
partidos con un paquete de solicitud, por lo que la descripcio´n de los mismos es ana´loga
a la del caso anterior y por simplicidad es obviada.
6:0 Lower Address. Para la respuesta a peticiones de memoria, este campo debe estable-
cerse a los 7 bits menos significativos del bloque de memoria que se tiene que trans-
ferir. Para el resto de paquetes, estos bits deben figurar a 0. En esta implementacio´n
particular, siempre se trata del primer caso de la condicional.
9:8 Address Type. Para paquetes de finalizacio´n asociados a operaciones de memoria y
operaciones ato´micas este atributo debe presentar el mismo contenido que el pa-
quete de peticio´n. A 0 en cualquier otra situacio´n.
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28:16 Byte count. Se distinguen dos casos diferenciados:
* Si el taman˜o de la peticio´n se completa en un u´nico paquete, se indica el taman˜o
del payload total en bytes. Cobra valores en el rango [0,4096].
* Si el taman˜o de la peticio´n no se completa en un u´nico paquete, expresa el valor
de bytes restantes para completar la operacio´n. Es decir, indica el valor mos-
trado en el paquete previo menos el nu´mero total de bytes transferidos en el
actual.
29 Locked Read Completion. Activado cuando se trata de la respuesta a una operacio´n
Locked Read Request.
42:32 DWORD count. Taman˜o en palabras de 4 bytes del payload.
45:43 Completion status. Indican el posible estado de la operacio´n:
000 Respuesta exitosa.
001 Peticio´n no soportada.
100 Operacio´n abortada por el completer.
46 Poisoned completion. Bit por defecto a 0 salvo que la aplicacio´n de usuario haya de-
tectado un error en los datos recibidos.
63:48 Requester ID.
71:64 Tag asociado con la peticio´n.
87:72 Completer ID.
88 Completer ID Enable. Indica si el endpoint debe utilizar el campo completer ID o debe
emplear el asociado al paquete de peticio´n recogido por el IP core de Xilinx.
91:89 Transaction class. Misma interpretacio´n que en los paquetes de la clase request.
94:92 Attributes. Misma interpretacio´n que en los paquetes de la clase request.
95 Force ECRC. Obliga al endpoint a generar un co´digo de redundancia cı´clica sobre el
contenido del mensaje.
• Paquetes de finalizacio´n a una peticio´n generada en hardware, Cuadro 4.4. Se diferencia
del caso de las peticiones originadas en software en las siguientes ubicaciones:
11:0 Lower Address. Se considera un total de 12 bits en lugar de los 7 iniciales.
15:12 Error code. Distintas anomalı´as pueden ser detectadas en la interpretacio´n de un
paquete:
0000 Terminacio´n normal.
0001 El paquete TLP esta´ envenenado (la informacio´n debe ser descartada).
0010 La peticio´n ha sido terminada por un paquete de respuesta con co´digo comple-
tion status no exitoso.
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0011 Peticio´n terminada por una respuesta sin datos (o por la recepcio´n de un nu´mero
mayor de los esperados).
0100 La respuesta tiene un tag que esta´ asociado a otro elemento (ID, TC o atributos
no corresponden).
0101 Error en la direccio´n de inicio. La direccio´n de inicio del paquete no corresponde
con la siguiente esperable para ese flujo de datos.
0110 Tag inva´lido. Activado si se recibe una respuesta a un tag que nunca ha sido
solicitado.
1001 Peticio´n terminada por inactividad durante un determinado periodo de tiempo.
1000 Peticio´n terminada por un reinicio de la funcio´n que aportaba dicha funcionali-
dad.
30 Request completed. Indica si el actual paquete es el u´ltimo que integra la respuesta
una peticio´n.
45:43 Completion status. Indican el posible estado de la operacio´n. Adicionalmente a los ya
citados se an˜ade el tipo 0b010:
000 Respuesta exitosa.
001 Peticio´n no soportada.
010 Configuration Request Retry Status. Se ha realizado una solicitud pero el disposi-
tivo au´n no esta´ habilitado para su funcionamiento. Por ejemplo, no ha termi-
nado de inicializarse tras un reinicio.
100 Operacio´n abortada por el completer.
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Abstract—Network Function Virtualization (NFV) allows cre-
ating specialized network appliances out of general-purpose
computing equipment (servers, storage, and switches). In this
paper we present a PCIe DMA engine that allows boosting
the performance of virtual network appliances by using FPGA
accelerators. Two key technologies are demonstrated, SR-IOV
and PCI Passthrough. Using these two technologies, a single
FPGA board can accelerate several virtual software appliances.
The final goal is, in an NFV scenario, to substitute conventional
Ethernet NICs by networking FPGA boards (such as NetFPGA
SUME). The advantage of this approach is that FPGAs can
very efficiently implement many networking tasks, thus boosting
the performance of virtual networking appliances. The SR-IOV
capable PCIe DMA engine presented in this work, as well as its
associated driver, are key elements in achieving this goal of using
FPGA networking boards instead of conventional NICs. Both
DMA engine and driver are open source, and target the Xilinx
7-Series and UltraScale PCIe Gen3 endpoint. The design has
been tested on a NetFPGA SUME board, offering transfer rates
reaching 50 Gb/s for bulk transmissions. By taking advantage
of SR-IOV and PCI Passthrough technologies, our DMA engine
provides transfers rate well above 40 Gb/s for data transmissions
from the FPGA to a virtual machine. We have also identified the
bottlenecks in the use of virtualized FPGA accelerators caused by
the IOMMU. Finally, the DMA engine presented in this paper
is a very compact design, using just 2% of a Xilinx Virtex-7
XC7VX690T device.
Index Terms—Network Function Virtualization, Virtual Net-
work Appliance, FPGA-based acceleration, SR-IOV, PCI
Passthrough, PCIe, DMA engine, NetFPGA SUME
I. INTRODUCTION
There is at the moment a huge interest for Network Function
Virtualization (NFV) technologies. The advantages of moving
from proprietary hardware appliances to virtualized software
appliances are well known: Reduced costs and power, re-
duced time to market and service deployment, possibility of
using a single platform for different applications and/or users,
and, of course, it encourages openness and innovation [1].
Additionally, NFV complements very well Software-Defined
Networking (SDN). Firstly, an optimal flexibility is achieved
when everything is software-based (a software-based control
plane manages software-based packet processing appliances).
Secondly, the virtualization infrastructure can be used to
provide a virtual machine where to execute the control plane.
The goal of NFV is to substitute proprietary, ASIC-based
network appliances by software programs running on a vir-
tual machine. Although ASICs definitely provide the best
performance, there have been in the recent years a number
of developments that allow removing the bottlenecks in a
configuration based on a commodity Network Interface Card
(NIC) and an off-the-shelf server. Specifically, libraries and
drivers for fast packet processing such as DPDK [2] allow
bypassing the burdensome networking stack of the operating
system. Moreover, technologies such as PCI passthrough and
SR-IOV allow improving the performance of virtual machines
so that the overhead of virtualization is minimized [3].
The advantage of FPGAs is that they, to a certain extent,
provide the speed of hardware and the flexibility of software.
That is, one can take advantage of ASIC-like hardware accel-
eration without losing the reprogrammability of software. This
is very interesting in an NFV environment: One could think
of having FPGA-accelerated virtual networking appliances,
composed by a software program and a FPGA bitstream. In
this scenario, conventional NICs would be substituted in the
servers by commodity FPGA boards with networking ports
(such as NetFPGA). Therefore, a virtual network appliance
would be deployed by launching a virtual machine in the
server and reconfiguring the FPGA in the networking board.
FPGA reconfiguration could be total or partial; the latter in
the case where several virtual network appliances share the
same board.
One of the difficulties of this FPGA-accelerated approach
for virtual networking appliances is the communication be-
tween the software running on a virtual machine and the FPGA
design. Fortunately, the same techniques being developed for
conventional NICs apply in this case: PCI passthrough and SR-
IOV. However, implementing in FPGA a PCIe DMA engine
with these capabilities is far from trivial. In this paper, we
present an open-source solution capable of achieving data
transfer rates well above 40 Gbps for a FPGA to virtual
machine transmission. These transfer rates are achieved by
using PCI passthrough and SR-IOV as well as a huge-page,
zero copy driver. This development is part of the NetFPGA
SUME project.
Virtualizacio´n mediante tecnologı´a SR-IOV de tarjetas de red de altas prestaciones basadas en lo´gica
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II. USAGE MODEL
As we have already introduced, the big advantage of NFV
technology is that a general-purpose cloud of servers, stor-
age and Ethernet switches can be used to deploy a custom
network that includes many specialized appliances (routers,
firewalls, load balancers, etc.). In this paper, we envision
adding commodity FPGA boards to the servers in order
to improve the packet processing capabilities of virtualized
software appliances. The FPGA boards will also feature net-
work interfaces, so these boards will eventually replace the
conventional Ethernet NICs of servers, or at least, complement
them.
Therefore, virtual network functions will be composed of a
software program and an FPGA design. Packets will arrive to
the FPGA, where they will be processed. Processed packets
will be either forwarded to other network interface in the
FPGA board, or sent to the CPU for further processing in
software. Therefore, this model allows for a flexible com-
puting model, where network applications can be completely
software, completely hardware or a mix of both. Fig. 1 shows
an example, where two virtual FPGA-accelerated firewalls are
running in one server. The FPGA board has 4 interfaces, each
pair of them are dedicated to one virtual firewall. The FPGA
device is split into two virtual accelerators, each running one
instance of the hardware accelerator for the firewall. On the
other side, the CPU runs two virtual machines, each running
one instance of the software program for the firewall appliance.
Communication between the software running in the virtual
machines and the virtual hardware accelerators will be made
via the PCIe bus of the commodity FPGA board.
A major challenge in this approach is how to establish an
efficient communication between virtual machines and virtual
hardware accelerators, avoiding contentions in the single PCIe
bus and also avoiding any overheads related to the execution
of software in a virtual machine. As it was mentioned in
the introduction, two key technologies allow designers to
overcome this challenge: SR-IOV and PCI passthrough. SR-
IOV enables the creation of several virtual functions in the
FPGA, each associated to one virtual machine in the CPU.
PCI passthrough allows for a direct access of the virtual
machine to the PCI bus, without the intervention of the
host operating system. Using these technologies, the logical
model for the two virtual FPGA-accelerated firewalls is that
of Fig. 2. The software running on the virtual machine sees
a direct connection to its virtual FPGA accelerator, without
any interference from the host operating system or the other
virtual appliance.
III. RELATED WORK
References [4] and [5] provide a comprehensive summary
of hardware acceleration techniques for NFV applications.
However, the approach proposed in these papers differs from
the tightly coupled FPGA accelerator model considered in
this work. On the one hand, Kachris et al. propose in [5]
an FPGA-based NFV platform where network functions are
completely implemented in FPGA. They present a mechanism
for different hardware accelerators to interact in an FPGA-
based network appliance, and they also identify two separate
interfaces to the SDN control and NFV controller entities.
On the other hand, Nobach et al. in [4] present Elastic AH,
an approach based on pools of software virtualized network
functions (VNFs) and acceleration hardware modules (AHs).
A network function is delivered as package composed of
main software for VNFs and offloading programs for AHs.
An OpenFlow switch directs traffic to either the VNF or the
AH according to rules specific for each network function. For
example, in an IPSec endpoint authentication is managed by
the VNF, while payload encryption is performed by the AH.
A similar model to that followed in this work (tightly
coupled FPGA accelerators) is presented in [6]. Although
it makes reference to the use of PCIe SR-IOV technology,
no implementation details are provided. Certainly, references
are scarce in the NFV domain. However, more literature is
available in algorithm acceleration field. [7] details how to
communicate an FPGA accelerator with a virtual machine
using PCI passthrough technology, although this work does not
consider multiple functions in the FPGA. Nevertheless, other
works in this algorithm acceleration field show how to split a
single FPGA into several virtual functions. For example, [8]
divides the FPGA device into several areas, each dedicated
to implement a virtual FPGA accelerator. Partial runtime
reconfiguration is used to change one virtual coprocessor
without disturbing the others. [9] follows a complementary
approach. Several virtual processing units are created out of a
single FPGA board by using a time-multiplexed scheme.
Finally, [10] shows how to integrate FPGA accelerators
in a cloud for NFV. Although this paper follows the model
of isolated FPGA-based functions, the proposed methodol-
ogy could be easily ported to the tightly-coupled accelerator
scheme being considered in our work.
IV. DESIGN OVERVIEW
In order to provide a complete FPGA-accelerated NFV
platform, both hardware and software components need to
be implemented. The software components are basically the
driver and the libraries that implement the API utilized by the
higher-level user applications to access the FPGA accelerator.
Of course, the kernel modules that composed the driver should
be state-aware of the virtualization condition.
A key concept related to the operating system (OS) is the
hypervisor or Virtual Machine Manager (VMM). Typically,
the VMM plays a leading role in the arbitration process when
VMs are involved. Different kinds of VMMs are well-known
and can present different architectures [11]. From hypervisors
integrated in the OS kernel to standalone solutions, the design
proposed in this paper is intended to be run under all the
different technologies, that is to say, there is no inconvenient
in choosing one particular VMM. This is mainly thanks to
the SR-IOV technique. SR-IOV inherits direct I/O technology
by using an IOMMU to prevent the system from protecting
memory accesses and translations. The penalty of setting up a























Fig. 2: Example of FPGA-accelerated firewall: Logical connections
reduced given the fact that no emulation of the device is
required. In essence, multiple virtual devices, also known as
Virtual Functions (VFs), are associated to a Physical Function
(PF). A PF is a full-featured PCIe function, whereas a VF
lacks configuration resources. A VF is meant to be plugged
directly to a VM ensuring that a misconfiguration of the device
cannot be done.
On the other hand, the hardware design is in charge of
emulating and managing the several virtual devices. With a
higher limit of 2 PF and 6 VF (imposed by the PCIe end point),
the main goal is to keep a constant bandwidth with the best
achievable performance among all the devices. By no means it
can be omitted that BIOS SR-IOV support is required as long
as the OS and hypervisor have to provide it too. Next section
describes the key concepts of the design: DMA core, device
drivers (virtual and physical drivers), user space programs and
experimental test.
A. DMA core
Xilinx 7 Series Integrated Block for PCI Express [12]
abstracts the process of reconstructing a packet from the
physical PCIe lanes. Identifying and generating Transaction
Layer Packets (TLPs) is the task that third components should
carry on. First of all, some further considerations are required.
There is no need in developing a logic that exactly corresponds
with the whole PCIe specification. There are certain TLP types
that are not worth useful for CPU-FPGA communications.
According to the general classification two main types are
distinguished:
• Non posted transactions are the ones where the requester
expects a completion TLP from the completer side.
• Posted transactions does not receive a completion TLP
after the end of the operation.
Classical examples are memory writes for the first group
and memory reads for the posted group. Communication with
the host is evaluated so no IO reads or IO writes are required in
this design. According to this simplification, encapsulated by
the end point, there are a total of four AXI4-Stream interfaces
that need to be taken into account:
• Completer request (CQ). TLPs related with non-posted
operations (memory reads from the FPGA to the Host
memory) and posted operations (memory writes to the
FPGA) are transmitted over CQ interface. The petitions
come from a third agent: the CPU-based software.
• Completer completion (CC). Completion TLPs for CQ
posted requests are propagated by this interface. This
completions are created by the FPGA.
• Requester request (RQ). TLPs related with non-posted
operations (memory reads from the Host memory to
FPGA) and posted operations (memory writes to the host
memory) are transmitted over RQ interface. The requests
from this logic are generated by the own core instead of
an external agent.
• Requester completion (RC). Completion TLPs for RQ
posted requests are propagated by this interface. Its source
is the PCIe root.
Basically, there is a main division between the source of
the TLPs: completer and requester. CQ interface will be used
for the initial configuration of the DMA in cases where an
humongous quantity of data is desired to be moved. Whether
this amount is reduced, the copy/read is feasible of being done
by CPU direct access. They are the main purposes of the
completer. Whereas, requester will implement the logic for
copying huge regions of memory with the least intervention
from the software.
Finally, but by no means least, MSI-x interrupts offer the
capability of freeing the CPU from doing and unnecessary task
(polling approach) whilst the hardware design is busy. An IRQ
is supposed to be generated when a DMA successfully ends or,
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in the case, where an abnormal execution is detected. MSI-x
can manage up to a total of 2048 different IRQs, a wide variety
that does not limit the number of concurrent VM in used by
the architecture.
Two key concepts need to be explained in advance to the
description of a DMA operation: engine and descriptor:
1) A descriptor is the piece of information with the basic
fields that encompass all the necessary data for finishing
an operation. A descriptor involves the address where
the data will be copied/read, size in bytes of such
operation and a boolean value indicating if an IRQ will
be generated on completion at least. Status flags such
as the current state, the active time or the number of
bytes previously treated by this particular entity are also
available. In this project, a descriptor is allocated in the
hardware resources so they can be accessed by the CQ
interface.
2) An engine is an unidirectional logic integrated by a
group of descriptors with a topology of a circular list
and which can operate in the C2S (card to system) or
S2C (system to card) direction (mutually exclusive). The
possibility of transferring a region of non-consecutive
memory with an unique configuration by the CPU is
called scatter-gather. This phenomenon is owing to the
fact that the user specifies a pointer to the last descriptor
in the list so the hardware design will be stopped by
the time it is reached but will have consumed all the
previous elements in the group of descriptors. Finally,
each engine has a FIFO where the ordered information
is consumed/stored by the core.
According to the specification of an engine, for a C2S op-
eration the CPU-based design configures as many descriptors
as possible in an engine which supports the C2S capability.
Once it is done, the enable bit is asserted and the operation
can now begin. Following this action, the information will be
splitted according to the maximum payload (generally 64-256
bytes) and will be preceded by the correspondent header. No
feedback from the host is expected so this procedure is iterated
until having sent all the information. Another aspect that has
to be taken into account is the PCIe credits. The PCIe endpoint
limits the number of TLPs that can be transmitted at the same
time. The number of tokens indicate the maximum number of
TLPs that concurrently may be transmitted.
When the software logic configures a S2C operation, a TLP
indicating the proper request type has to be formed. The asked
region is limited in size to the maximum read request (128-
4096 bytes) and many regions can be simultaneously asked.
The window size is parameterizable and presents the main
inconvenient that the completion TLPs might arrive unsorted.
Here the tag field plays a decisive factor.
There is a FIFO associated to the each tag contemplated
(greater numbers of the tag will be modulus by this number
of maximum tags under observation), so when a completion
arrives, the payload is stored in the correspondent FIFO. By
the time when as many words as were requested have arrived,
this tag can be used again and the information can be delivered
to the rest of the hardware logic.
B. SR-IOV
SR-IOV is supported by the Integrated Block for PCI Ex-
press so an according configuration has to be adopted. In this
design a total of 1 PF and 1 VF are created. Enabling DMA
transfers is straightforward once the DMA core is developed.
The routing of the TLPs is now carried by the BDF notation,
Bus number:Device number:Function number (8 bits/5 bits/3
bits). The bus number has to be remained intact so a total of
8 bits are available. The PF will be represented by the values
0x00 and 0x01 in the pair Device-Function. VF functions by
the value from 0x40 to 0x47. This way the hardware design
can clearly distinguish the source/destination of a TLP in the
completer interfaces. In the requester interfaces there is no
such feature so the tag is used as the device identifier. The
tag has a width of 8 bits, so a total of 4 bits are used for
redirecting between the PF and VF whereas the rest are used
in order to sort the information in a S2C operation.
The general structure is shown in Fig. 3 where as many
components as needed of the previous cores are instantiated.
The completer side suffers no variations but taking into
consideration the completer id so the proper virtual device
can be inferred.
C. Physical and Virtual driver
Physical and virtual driver are practically analogous in be-
haviour. Nevertheless, the physical driver, in exclusive, access
the PF resources, enables the VFs and sets the maximum
payloads and read requests. Both drivers can attend IRQs
and support CPU direct accesses to the device and DMA
operations. The general steps for communicating with the
FPGA are following stated:
1) The user notice the necessity of read/write data from/to
the hardware design.
2) The user can do it directly consuming CPU time or rely
this activity on the SRIOV core.
• If the DMA-SRIOV core is not involved, the af-
fected interfaces are CQ and CC. This AXI4-Stream
interfaces are treated and converted into a memory-
like interface. If the destination address does not
coincide with the reserved areas for configuring the
DMA-SRIOV core, the information will be provided
to the user hardware application eventually.
• If DMA operations are desirable, prior to any trans-
ference the core has to be configured (one engine
and at least one descriptor). For this purpose, CQ
and CC interfaces are used and once the configu-
ration is done, the AXI4-Stream interfaces RQ, RC
will be involved.
3) The design is stopped until the end of operation or
more descriptors can be queued for its concurrent trans-
mission. It must be taken into account that the user
is not allowed to alter the information of a descriptor
that has not been processed yet. The device driver is
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Fig. 3: Block diagram of the hardware architecture
Fig. 4: User space example procedure
aware of the current descriptors that are in used by the
hardware design and it updates the last element pointer
accordingly if more data is needed.
Every VF has its own DMA logic, Fig. 5. That is to say:
proper IO data FIFOs, a MSI-x table vector and pending bit
array (PBA) in addition to a ring of descriptors for every
engine (by default one S2C and one C2S engine). When a
piece of information is desired to be delivered, ideally as
many descriptors as non-contiguous regions of memory will
be configured. It involves to supply address (64 bits), size (64
bits) and a boolean value indicating if an IRQ is desired to
be generated by the end of the operation. On top of that, the
number of involved descriptors and a enable bit will have to
be properly asserted by the time the transference is supposed
to start. In the Fig. 4 this process is detailed omitting the VM
layer.
Finally, huge pages are highly advisable in order to allow
bigger regions to be transferred in an unique descriptor at
the same time that they affect positively in the VM general
performance (whole system running over pages of a size bigger
than 4KB and contiguous in main memory).
D. Experimental test
The developed prototype for S2C direction will fill a buffer
sustained in huge pages with integers. The hardware design
will check that those integers are in increasing order and that
there are no gaps between two consecutive valid pieces of data.
The experiment is reversed for the C2S direction: the hardware
will generate the integers whilst the user space application will
check their correct value.
One VM and one VF are created using the hypervisor KVM.
The main reason for choosing KVM is the stability of the
platform and the free license that accompanies the software.
Additionally, most current Linux distributions offer support for
this kernel module so its implementation in other environments
could be less harmful to the original software configuration.
For the experiment, the VM will have available 8GB of RAM
memory and a maximum of 4 CPU cores. VT-x, VT-d and
SR-IOV capabilities are enabled at BIOS and host OS level.
The chosen architecture for the experiment consists on a Su-
permicro X9DRD-iF motherboard, two Intel(R) Xeon(R) CPU
E5-2650 v2 @ 2.60GHz microprocessors, 64 GiB of DDR3
RAM at 1600 MHz (8 banks of 8 GiB, 4 modules connected to
each CPU) and a NetFPGA SUME board (featuring a Virtex-7
XC7VX690T-2FFG1761C FPGA) directly attached to the first
CPU. Thread affinity is treated in order that all the computing
tasks are mapped to the first CPU in order to totally isolate
the second CPU of data interchange operations.
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Fig. 5: DMA logic implementation at hardware level
Slice logic DMA Design SR-IOV Design
FF 8,784 (1,03%) 8,951 (22%)
LUTs 9,171 (2.13%) 9,238 (2.13%)
Memory LUTs 136 (0.08%) 136 (0.08%)
Block RAMs 19 (1.29%) 19 (1.29%)
BUFGs 5 (15.62%) 5 (15.62%)
TABLE I: Device Utilization Summary
V. RESULTS
A. Design occupation
The reference board is NetFPGA SUME. In Table I the
device utilization is summed up.
B. Theoretical throughput results. PCIe rate
PCIe 3.0 offers the bandwidth of 8 Gbps per lane. In this
case 8 lanes are considered so a theoretical rate of 64 Gbps
could be achievable. However, due to the physical codification
(128/130b) and the overhead of TLPs headers this rate is
reduced. A supremum for the C2S direction, based on the fact
that an encapsulated TLP frame overhead is 192 bits in this
case (4 bytes from the physical layer, a 4-byte LCRC and a
16-byte TLP header given the use of 64 bit address), is given
by the expression:




∗ MAX PAY LOAD ∗ 8
MAX PAY LOAD ∗ 8 + 192
It is translated into a maximum achievable rate of 57.61
Gbps in the case where the maximum payload is 256B and
53.06 Gbps when the payload is 128 bytes. The S2C direction
will be typically more critical in the sense that TLPs has to
be built after a petition to the completer is sent.
C. Empirical throughput results
In Fig. 6 and Fig. 7 the results of the experiment are
plotted. Four are the basic cases: DMA transactions with a
hardware design where no SR-IOV support is offered (native),
DMA transactions over the PF, DMA transactions over the VF
(attached to the host machine) and DMA transactions over the
VF (attached to a VM).
The general tendency is clear: small quantities of data
are not worth being transferred in a DMA operation. DMA
can be considered where the amount of data is less than
Fig. 6: Performance for C2S transferences
Fig. 7: Performance for S2C transferences
256KB approximately. The throughput tends to stabilize after
this value offering a fulfilling result. In the C2S direction a
maximum of 51.74 Gbps is reached when copying a region of
1 MB and in the S2C, a total rate of 50.40 Gbps is observed.
Configuration of descriptors has to be made in advance so the
theoretical rate would not be able to achieve in any case as
long as this time is considered in the measure.
If attention is payed to the C2S direction, the behaviour is
pretty similar in every technology. Transmissions over 128 KB
assures at least the 90% of the native performance. However,
if multiple VMs are trying to communicate data at the same
time, their petitions are queued so the process of delivering
the information may be delayed.
In the S2C direction the results are disappointing. From an
initial value of 50.40 Gbps in a transmission of 1 MB in the
native scene, a VM using the VF would be only able to achieve
a maximum of 6.00 Gbps (11.90% of the native case). The
justification resides on the fact that SR-IOV limits the virtual
devices to present a maximum read request and a maximum
payload of 128 bytes. It involves that C2S operations have
decreased (original maximum payload of 256 bytes) but not
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so notoriously as the S2C transfers (maximum read request of
4096 bytes). This limitation imposes a huge overhead in the
movement of data from the system to the FPGA.
VI. CONCLUSIONS
In this paper we have presented the design of a PCIe
DMA engine with full support for virtualization (SR-IOV)
and capable of transferring data from the FPGA to the host at
rates higher than 40 Gbps. This block is the key element to
enable the FPGA acceleration of virtual network appliances.
The final goal of this work is to have an NFV architecture
where conventional NICs are substituted by FPGA boards, in
order to overcome the limitations at very high rates (40+ Gb/s)
of software-only implementations.
The benefit of the proposed design is that it is a fully scal-
able block, capable of creating several virtual functions, each
with one or more DMA engines. As a result, very complex
functions can be created in the FPGA. We have shown that the
overhead of implementing SR-IOV virtualization for the card
to system transfers is minimal, and we have also identified
the bottleneck caused by the IOMMU in the system to card
direction. Additionally, the design is very compact, occupying
just 2% of the selected device for the minimal configuration.
This development is part of the NetFPGA SUME project
and, as an open-source design, the goal is to foster research
in FPGA-accelerated NFV. As future work we envision the
integration of this DMA engine with a framework for the dy-
namic reconfiguration of the FPGA, in order to support several
virtual accelerators in one FPGA, that can be changed at run-
time. This way, the virtualization of networking appliances
would be complete: Both at the software and at the hardware
acceleration levels.
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