a modified chebyshev-everett interpolation formula A Modified Chebyshev-Everett Interpolation Formula 1. Introduction.
It is a well-known property of the Chebyshev polynomials that, of all polynomials with leading coefficient unity, they possess the smallest absolute upper bound when the argument is allowed to vary between their limits of orthogonality.
This property suggests the use of such polynomials as a means of interpolation.
As is explained in Kopal's recent book on numerical analysis [1] , a power series rearranged as a series of Chebyshev polynomials is reduced to an economic form, insofar as the "maximum" accuracy is attained with a very small number of terms. We use Kopal's notation [1] here.
The purpose of this note is to rearrange the Everett interpolation formula, (In) f(m) = /(0) + wAj + Eo^o" + -EiHAii¡ + ■ • • + £0(2n)A0(2n) + £i(2n>Ai as a series of suitable Chebyshev polynomials, thereby reducing considerably the number of terms depending on m, required to give a prescribed accuracy, while retaining the use of even order differences only. 
where the coefficients 2V»0" and Ni(2i) will be designated modified differences of the 2j-th order. Owing to the symmetry of the Everett coefficients jE(2n) and to the INTERPOLATION FORMULA 67 fact that C2j+i(x) is an odd function of x, the AV2i)'s will be the same function of the Ai's as the A0(2j)'s are of the Ao's. 
Both sides of (3) are expanded in powers of m and the coefficients of equal powers equated. The procedure is quite straightforward, but the algebra is rather unwieldy, and is not reproduced here.
The following general relations can be obtained by equating the coefficients of ra2n~3 and m :
These relations are of assistance in computing the modified differences. The numerical values of the coefficients a, b, c, d are given in Table I .
If the A™ are multiplied by ' , the actual coefficients of the Chebyshev polynomials /3o, ic,) in equation (1) are obtained. These are given in Table II (i = 0,1).
As will be seen, the coefficients ßU) diminish very rapidly and in practice it will only be necessary to use about two terms of the series (1). Should it be found unnecessary to retain the higher differences, they should simply be omitted from the ß(i) or N<-2'K 3. Besselian and Comrie-type Modified Differences. Clearly, the well-known Bessel interpolation formula can also be regrouped in terms of the Chebyshev polynomials, and the modified differences corresponding to it obtained in a similar manner. Modified differences arising in connection with Bessel's formula were first introduced into computational practice by E. W. Brown [3] , and subsequently (but independently)
by Camp [4] and Comrie [_5~]. Comrie, in particular, has done so much to propagate their use that they are usually associated with his name. It must be emphasized that the Comrie type of (Besselian) modified differences is not identical with what may be called the Chebyshev-Bessel modified differences, which would be obtained by an analogous procedure to that developed in the preceding sections of this note. Comrie used modified differences MU) whose coefficients were determined to minimize the error of the Bessel interpolation formula truncated after a given number of terms. Comrie never published details of the process by which these constants were determined; his argument has been reconstructed in [1] , Chapter II. Although these constants were determined by Comrie with specific reference to Bessel's formula, it has become customary to use them in Everett's formula also. In this case an expansion A comparison of these formulae shows that r3 = £ii¡ ar3 + r& = Eiiv.
Now if we regard the last three terms of (5) Reference to Comrie's paper [5] shows that AM' is in fact identical with the modified second difference used by Comrie.
However, there seems to be no simple relation between AMT and higher order modified differences, and the higher Comrie modified differences.
Example. As an example, an interpolation
has been made in a table of Fermi-Dirac functions at present being prepared by the author.
A portion of this table, together with 1st, 2nd, 4th, 6th, 8th, and 10th differences, is reproduced below. It has been chosen because the differences do not fall off rapidly, as can be seen. In most applications high order differences will fall off rapidly and probably only the modified second difference will be required. If this is calculated and printed with a table, interpolation becomes a very simple procedure. 5. Use of the Expansion. An interesting discussion about the merits of a Chebyshev-Everett interpolation formula is recorded in Appendix 11 of reference [7] to which the reader is referred. (This report was received after the major part of this note had been written.)
It should be emphasized that the chief advantage of this type of expansion is that the number of terms in the interpolating expansion of a function f(m), dependent on m, is reduced considerably.
Clearly, the expansion will have its greatest use when several interpolations within a given interval are required. The complicated modified differences, once calculated, are available for all interpolations within the relevant interval, the number of terms dependent on m being usually only two, viz., 2m cos -6 and Cs (2 -2m) cos -
6
A table of the above functions would be advantageous, especially when the expansion is being used for sub-tabulation.
For purposes other than sub-tabulation, values of the Chebyshev functions can be obtained by simple interpolation in the are given to existing tables [6] and [8] . For convenience, values of cos twelve decimal places in Table II .
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