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ISOSPECTRAL MANIFOLDS WITH
DIFFERENT LOCAL GEOMETRIES
Dorothee Schueth
Abstract. We construct several new classes of isospectral manifolds with different
local geometries. After reviewing a theorem by Carolyn Gordon on isospectral torus
bundles and presenting certain useful specialized versions (Chapter 1) we apply these
tools to construct the first examples of isospectral four-dimensional manifolds which
are not locally isometric (Chapter 2). Moreover, we construct the first examples of
isospectral left invariant metrics on compact Lie groups (Chapter 3). Thereby we also
obtain the first continuous isospectral families of globally homogeneous manifolds and
the first examples of isospectral manifolds which are simply connected and irreducible.
Finally, we construct the first pairs of isospectral manifolds which are conformally
equivalent and not locally isometric (Chapter 4).
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Introduction
In this work we construct several new classes of isospectral manifolds with different
local geometries. More precisely, we obtain
– the first examples of four-dimensional isospectral manifolds which are not
locally isometric (Chapter 2),
– the first examples of isospectral left invariant metrics on compact Lie groups
(Chapter 3) and the first examples of isospectral manifolds which are simply
connected and irreducible,
– the first examples of conformally equivalent manifolds which are isospectral
and not locally isometric (Chapter 4).
The spectrum of a closed Riemannian manifold is the eigenvalue spectrum of the
associated Laplace operator acting on functions, counted with multiplicities; two
manifolds are said to be isospectral if their spectra coincide. Spectral geometry deals
with the mutual influences between the spectrum of a Riemannian manifold and
its geometry (see the books [1], [4], [11] for an introduction to spectral geometry).
Which geometric properties are determined by the spectrum? Y. Colin de
Verdie`re showed that generically the Laplace spectrum determines the spectrum
of lengths of closed geodesics [12]. Moreover, the spectrum determines a sequence
of so-called heat invariants, the first few of which are the dimension, the volume,
and the total scalar curvature (see, e.g., [4], [18]). A few Riemannian manifolds
are known to be completely characterized by their spectra. For example, S. Tanno
proved this for the round spheres in dimensions up to six [45], using heat invari-
ants; for round spheres of arbitrary dimension it is only known that the spectrum
on functions together with the spectrum on 1-forms characterizes them completely,
as was shown by V. Patodi [36]. Moreover, there are several rigidity and compact-
ness results in special situations. S. Tanno [46] showed that every round sphere is
infinitesimally spectrally rigid, that is, one cannot continuously deform the round
metric without changing the spectrum. C. Croke and V. Sharafutdinov proved infin-
itesimal spectral rigidity for metrics of negative sectional curvature [14]. B. Osgood,
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R. Phillips, and P. Sarnak showed that the set of metrics on a surface which are
isospectral to a given metric is always compact in the C∞-topology [34]; the same
holds for bounded plane domains with respect to their Dirichlet spectrum [35].
A similar result, although restricted to isospectral metrics within a fixed confor-
mal class, was shown for closed manifolds of dimension three ([10], [8]). Moreover,
R. Brooks, P. Perry, and P. Petersen showed in [7] that on a three-dimensional
manifold every Riemannian metric which is close enough to a metric of constant
curvature has the property that the corresponding set of isospectral metrics is
compact. H. Pesce proved a compactness result in the case of a fixed Riemann-
ian covering: For any Riemannian manifold (M, g) the set of discrete subgroups
Γ < Isom(M, g) for which the compact quotient manifold (Γ\M, g) is isospectral
to a given such manifold is compact in the set of discrete subgroups of Isom(M, g)
[38].
The general questions in these contexts, namely, whether “most” Riemannian
metrics are infinitesimally spectrally rigid, or whether each isospectral set of metrics
is compact in some appropriate topology, are still open.
On the other hand, many examples of isospectral manifolds have been con-
structed, mainly during the last two decades. Note that the study of such examples
is the only possibility of finding geometric properties which are not determined
by the spectrum. The first example of isospectral manifolds was given in 1964 by
J. Milnor: a pair of flat tori in dimension sixteen [33] (by now there are also exam-
ples of isospectral flat tori in dimension four [13]). This was the first proof of the fact
that the spectrum does not determine the isometry class of a Riemannian manifold.
In 1980, M.-F. Vigne´ras discovered examples of isospectral Riemann surfaces and
of isospectral hyperbolic manifolds in dimension three, the latter showing that the
fundamental group is not spectrally determined ([47]; see also P. Buser’s book [9]
on the spectral theory of Riemann surfaces). The first examples of continuous fam-
ilies of isospectral metrics were found by Carolyn Gordon and Edward Wilson in
1984 [25]; these were locally homogeneous metrics, induced by left invariant ones,
on compact quotients of nilpotent or solvable Lie groups. In 1985 T. Sunada estab-
lished a general isospectrality principle [43] which, either in its original or certain
generalized versions, came to be known as “the Sunada method”. One generalized
version, established by Carolyn Gordon and Dennis DeTurck [16] in 1987, is the
following:
Let (M, g) be a Riemannian manifold and G < Isom(M, g). Suppose Γ1 ,Γ2
are two discrete cocompact subgroups of G which act freely and properly
discontinuously on M with compact quotients. If the quasi-regular repre-
sentations of G on L2(Γ1\G) and L2(Γ2\G) are unitarily equivalent, then
Γ1\M and Γ2\M , each endowed with the metric induced by g, are isospec-
tral.
This theorem not only covered most of the isospectral examples known at that time,
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but also led (via another generalization by P. Be´rard ([2],[3]) to the case of orbifolds)
to the famous first examples of bounded plane domains with the same Dirichlet
(and Neumann) spectrum; these were found in 1991 by C. Gordon, D. Webb, and
S. Wolpert [24]. Thereby, M. Kac’s question of 1966, “Can one hear the shape of
a drum?” [32], was finally answered negatively. Note, however, that these domains
have nonsmooth boundaries; the answer to Kac’s question in the smoothly bounded
case is still open.
There is a generic converse to the Sunada theorem in the case where the covering
manifold M is compact: H. Pesce proved that there exists an open and dense set
of metrics g on each closed manifold M such that all possible pairs of isospectral
quotients manifolds of the form (Γ1\M, g), (Γ2\M, g) must necessarily arise from
the Sunada construction [39].
By the very prinicple of the Sunada method described above, the isospectral
manifolds which arise from it always have a common Riemannian covering. In
particular, they are always locally isometric. Their geometries can be distinguished
only by global properties; for example, by the continuously changing mass of certain
homology classes [17] or the changing distance of certain geometrically distinguished
families of geodesic loops [41].
We now come to the history of isospectral manifolds which are not locally iso-
metric. In 1991, Zoltan Szabo´ discovered the first pairs of such manifolds (see [44],
published much later); these were manifolds with boundary, diffeomorphic to the
product of an eight-dimensional ball and a three-dimensional torus, arising as do-
mains in quotients of certain harmonic manifolds. Motivated by Szabo´’s examples,
and related to them, were the first pairs of isospectral manifolds without bound-
ary which Carolyn Gordon gave in 1992 ([20], [21]); these were pairs of two-step
nilmanifolds with different underlying group structures. Her isospectrality proof
for these examples revealed another general principle which is quite different from
Sunada’s and does not imply local isometry of the resulting isospectral manifolds:
If a torus acts on two Riemannian manifolds freely and isometrically with
totally geodesic fibers, and if the quotients of the manifolds by any subtorus
of codimension at most one are isospectral when endowed with the submer-
sion metric, then the original two manifolds are isospectral.
Using this principle, C. Gordon and E. Wilson [27] generalized Z. Szabo´’s exam-
ples and obtained continuous multiparameter families of isospectral, locally non-
isometric metrics on products of (m ≥ 5)-dimensional balls with (r ≥ 2)-dimension-
al tori. These arise as domains in certain Riemannian nilmanifolds whose Ricci ten-
sors have in general different eigenvalues. Next, it was observed during a workshop
in Grenoble in 1997 that the boundaries of these manifolds are again isospectral (by
the same principle) and not locally isometric [22]. Among the isospectral families
discovered in this way are some where the maximal scalar curvature changes during
the deformation, which shows that the range of the scalar curvature is not spec-
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trally determined (although the total scalar curvature is). Independently, Z. Szabo´
showed, in a more special setting, that the boundaries of his original examples are
isospectral (see again [44]). Among his examples is a pair of isospectral metrics
one of which is homogeneous while the other is not even locally homogeneous; thus
(local) homogeneity is not encoded in the spectrum. By embedding the torus factor
of the manifolds given in [22] into a compact Lie group and extending the metrics
in such a way that the above isospectrality principle for torus bundles still applied,
the author constructed, also in 1997, the first examples of simply connected, closed
isospectral manifolds [42]; note that non-simple connectivity was another feature
always present in the Sunada type examples of isospectral closed manifolds.
In [42] the author also used the new examples to show that the individual terms
in the linear combination 5
∫
scal2− 2 ∫ ‖Ric‖2+2 ∫ ‖R‖2, which is one of the heat
invariants, are not spectrally determined; more precisely, the corresponding heat
invariant for the Laplace operator acting on 1-forms, which is a different linear
combination of the same terms, changes during the isospectral deformations given
in [42]. In particular, these manifolds are not isospectral on 1-forms. Before that,
examples of manifolds which are isospectral on functions but not on 1-forms had
been given by A. Ikeda [31] (lens spaces, see also [30], Carolyn Gordon [19] (Heisen-
berg manifolds, see also [26]), and Ruth Gornet ([28], [29]) who also constructed
the first continuous families with this property. Note that none of those examples
arose from the Sunada method, but used special constructions. In fact, the Sunada
setting — except for a certain further generalization of it established by H. Pesce
[37] which also explains Ikeda’s examples — always implies isospectrality not only
on functions, but also on all p-forms [16]. Still, in the above examples by Ikeda,
Gordon, and Gornet, the isospectral manifolds do have a common Riemannian
covering. It is not hard to see that integrals of functions which are induced on
manifolds of the same volume by isometry invariant functions on a common cover-
ing manifold (such as scal2, ‖Ric‖2, etc.) must always be the same. Thus isospectral
manifolds with a common Riemannian covering always share the same heat invari-
ants, also for the Laplace operator on p-forms, even if they are not isospectral on
p-forms. So it was the first time in [42] that heat invariants alone were used to
prove non-isospectrality on 1-forms.
Recently Carolyn Gordon and Zoltan Szabo´ gave a version of the isospectral
torus bundle theorem for the case where the fibers are not necessarily totally geo-
desic, imposing certain other restrictions instead. In particular, they obtained by
this approach the first continuous families of negatively curved isospectral mani-
folds with boundary [23], contrasting with the above rigidity result by Croke and
Sharafutdinov [14] for the case of closed manifolds.
Thereby we finish our account of the previously known examples of isospectral
manifolds, and turn now to the description of the contents of the present work.
In the preliminary Chapter 1 we first review Carolyn Gordon’s above principle
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of isospectral torus bundles with totally geodesic fibers (Theorem 1.3) and give a
slightly more special version (Theorem 1.6) in which we assume the submersion
quotients to be not only isospectral, but isometric, and formulate this condition
in terms of bundle connection forms with which the metrics are associated. The
formulation becomes quite simple in the case of trivial bundles; i.e., products of the
base manifold and a torus (Proposition 1.8). We then review the examples given in
[22] and [42] and interpret them as applications of Proposition 1.8 and Theorem 1.6,
respectively.
Recall that the isospectral manifolds from [22] were diffeomorphic to Sm−1×T 2
withm ≥ 5, and thus at least six-dimensional. Examples of isospectral, locally non-
isometric manifolds in lower dimensions were not known until now. In Chapter 2 we
use the point of view developed in Chapter 1 on these previous examples in order
to drop an unnecessary property of their metrics and apply Proposition 1.8 in a
systematic way to construct isospectral, locally non-isometric metrics in dimension
four, namely, on S2 × T 2 (see Example 2.6). We show that in all isospectral pairs
arising from Proposition 1.8 in which the base manifold is — as here — two-
dimensional, the associated scalar curvature functions share the same range and
the same integrals of each of their powers (Theorem 2.11), which contrasts with the
properties of the higher-dimensional examples. Nevertheless, in one of our pairs of
isospectral metrics on S2×T 2 the preimages of the maximum of the associated scalar
curvature functions have different dimensions (Proposition 2.10), which shows that
the manifolds are not locally isometric. In many examples the metrics can also be
distinguished by the integral of (∆ scal)2 (see Remark 2.12(iii)).
In Chapter 3 we apply Theorem 1.6 /Propositon 1.8 to the case of compact Lie
groups with left invariant metrics (Proposition 3.1 /Corollary 3.2). The isospectral-
ity result formulated in Proposition 3.1 can be shown not only “geometrically” by
deducing it from Theorem 1.6 or 1.3, but also by purely algebraic methods involving
the expression of the Laplace operator associated to a left invariant metric in terms
of the right-regular representation of the Lie group. We use Proposition 3.1 and
Corollary 3.2 to construct continuous isospectral families of left invariant metrics
on SO(m ≥ 5)× T 2, Spin(m ≥ 5)× T 2, SU(m ≥ 3)× T 2, SO(n ≥ 8), Spin(n ≥ 8),
and SU(n ≥ 6) (see the examples 3.3 and 3.7–3.10 in Section 3.2). These are not
only the first examples of isospectral left invariant metrics on compact Lie groups
in general, but among them are also the first examples of irreducible simply con-
nected isospectral manifolds. Moreover, they are the first examples of continuous
families of globally homogeneous isospectral manifolds. We also obtain the first
examples of continuous isospectral families of manifolds of positive Ricci curvature.
In Section 3.3 we prove that the left invariant metrics in our isospectral examples
are not locally isometric; more precisely, the norm of the associated Ricci tensors,
‖Ric‖2 (which is a constant function on each of the manifolds) changes during the
deformations (see Proposition 3.15 and Theorem 3.14). In particular, a certain heat
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invariant for the Laplace operator on 1-forms also changes during the deformations
(Corollary 3.17). Continuous isospectral families of left invariant metrics of the type
constructed in Section 3.2 can occur arbitrarily close to bi-invariant metrics while
still enjoying the non-isometry properties established in Section 3.3 (see Remark
3.12(i)). In contrast to this, we prove in Section 3.4 a rigidity result for bi-invariant
metrics: Any continuous isospectral family of left invariant metrics which contains
a bi-invariant metric must be trivial (Theorem 3.19).
In Chapter 4 we formulate a canonical generalization of Theorem 1.6 which in
turn can be viewed as a special form of C. Gordon’s and Z. Szabo´’s above-mentioned
isospectrality theorem for principal torus bundles whose fibers are not assumed to
be totally geodesic (see Theorem 4.3 and Remark 4.4). Here again, we also give a
simpler formulation for the case of trivial bundles (Proposition 4.5). We then use
Proposition 4.5 to construct the first examples of conformally equivalent isospectral
manifolds with different local geometries (Example 4.6). The non-isometry proof
consists of showing that in our pairs of conformally equivalent isospectral mani-
folds the respective preimages of the maximal scalar curvature constitute a pair of
isospectral, globally homogeneous submanifolds of the type studied in Chapter 3,
whose Ricci tensors were already shown to have different norms (Proposition 4.7).
Note that the first examples of isospectral, conformally equivalent manifolds were
constructed by Robert Brooks and Carolyn Gordon [6] in 1990 using the Sunada
method as formulated in [16]; in particular, those manifolds were locally isometric.
Our new examples are the first ones which show that even within a fixed conformal
class the local geometry is not determined by the spectrum.
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members of the “isospectral family” to whom I am grateful for stimulating meetings
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and Hermann Karcher for their continuing interest and encouragement, and I thank
the Sonderforschungsbereich 256 at Bonn for partially supporting my research.
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1. Constructions of isospectral, locally non-isometric
manifolds
In this chapter we present the tools which we will use in Chapters 2 and 3 to
construct new examples of isospectral manifolds which are not locally isometric.
The starting point is a general theorem by Carolyn Gordon concerning torus
bundles with totally geodesic fibers; see Theorem 1.3 in Section 1.1. We formulate
8 DOROTHEE SCHUETH
somewhat more special versions (Theorem 1.6 and Proposition 1.8 in Section 1.2)
which account for almost all previous applications of Theorem 1.3 and also for
most of the new examples of isospectral manifolds which we present in this work.
In Section 1.3 we review some previously known examples which we interpret as
applications of Theorem 1.6 or Proposition 1.8.
1.1 Isospectral torus bundles with totally geodesic fibers.
Definition 1.1. Let (M, g) be a closed Riemannian manifold, and let ∆g be the
Laplacian acting on functions by
(∆gf)(p) := −
n∑
i=1
d2
dt2
∣∣
t = 0
f(ci(t)) for p ∈M ,
where the ci are geodesics starting in p such that {c˙1(0), . . . , c˙n(0)} is an orthonor-
mal basis for TpM . The discrete sequence 0 = λ0 < λ1 ≤ λ2 ≤ . . . → ∞ of the
eigenvalues of ∆g , counted with the corresponding multiplicities, is called the spec-
trum of (M, g); we will denote it by spec(M, g) or spec(∆g). If H ⊆ L2(M, g) is a
subspace of functions such that C∞(M)∩H is invariant under ∆g , we will denote
the corresponding spectrum of eigenvalues by spec(H). Two closed Riemannian
manifolds are called isospectral if their spectra coincide.
All previously known examples of closed isospectral manifolds which are isospec-
tral and not locally isometric, except for some recent examples by Gordon and Szabo´
[23] (see Remark 4.4 in Section 4.1), arise from the following theorem by Carolyn
Gordon [21] which we present below.
Notation 1.2. By a torus , we always mean a compact connected abelian Lie
group. If a torus H acts smoothly and freely by isometries on a closed Riemannian
manifold (M, g), then there is a unique Riemannian metric, denoted gH , on the quo-
tient manifold M/H such that the canonical projection πH : (M, g)→ (M/H, gH)
becomes a Riemannian submersion.
Theorem 1.3 ([Go3]). Let H be a torus, and let (M, g) and (M ′, g′) be two
principal H-bundles such that the Riemannian metrics g, g′ are invariant under the
action of H. Assume:
(i) The fibers of the action of H are totally geodesic submanifolds of (M, g),
resp. of (M ′, g′).
(ii) For any closed subgroup W of H which is either H itself or a subtorus
of codimension 1 in H, the manifolds (M/W, gW ) and (M/W, g′W ) are
isospectral.
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Then (M, g) and (M ′, g′) are isospectral.
Proof. We consider the unitary representation of H on the Hilbert space H :=
L2(M, g), defined by (zf)(x) = f(zx) for all f ∈ H, z ∈ H, x ∈ M . Write
H = h/L, where h is isomorphic to some Rr, and let L∗ be the dual lattice. Since H
is abelian, H decomposes as the orthogonal sum ⊕µ∈L∗ Hµ with Hµ = {f ∈ H |
zf = e2piiµ(Z)f for all z ∈ H}, where Z denotes any representative for z in h. In
particular, this implies the following coarser decomposition:
(1) H = H0 ⊕
⊕
W (HW ⊖H0),
where W runs though the set of all closed connected subgroups of codimension 1
in H, and HW is the sum of all Hµ such that µ ∈ L∗ and TeW ⊆ kerµ. Note
that HW is just the space of W -invariant functions in H. Let CW := C∞(M)∩HW
and C0 := C∞(M) ∩ H0 . Since the action of H is by isometries and therefore
commutes with ∆g , the spaces CW and C0 are invariant under ∆g . Note that π∗H
is a linear bijection from C∞(M/H) to C0 . Since πH is a Riemannian submersion
with totally geodesic fibers by (i), π∗H intertwines the corresponding Laplacians.
Thus spec(H0) = spec(M/H, gH). Assumption (ii) for W = H implies, with the
obvious analogous notations for (M ′, g′), that spec(H0) = spec(H′0).
Now let W be a closed connected subgroup of codimension 1 in H. Then π∗W is
a linear bijection from C∞(M/W ) to CW . Note that assumption (i) implies that
also the W -orbits are totally geodesic, since the induced metric on the H-orbits is
invariant and thus flat. This, together with assumption (ii) for W implies, by the
same argument as before, that spec(HW ) = spec(H′W ). From (1) we now conclude
that spec(M, g) = spec(M ′, g′). 
Remarks 1.4.
(i) Note that Theorem 1.3 is trivial if the torus H is one-dimensional: In that
case, condition (ii) on subtori of codimension 1 is equivalent to the assertion of the
theorem.
(ii) We remark that all continuous isospectral families (M, gt) of principal torus
bundles with totally geodesic fibers must necessarily arise from Theorem 1.3. In
fact, if H is the fiber of M , then for each closed subgroup W of H the fibers
of the W -action are again totally geodesic in (M, gt), and thus the spectrum of
(M/W, gWt ) is contained in the discrete set spec(M, gt) which is independent of t
by assumption. Hence spec(M/W, gWt ) must itself be independent of t. Therefore
also condition (ii) of Theorem 1.3 is satisfied, which means that the isospectral
family (M, gt) arises from this theorem.
(iii) Although the isospectral manifolds arising from Theorem 1.3 are in general
not locally isometric, certain well-known families of isospectral, locally isometric
manifolds too can be viewed as applications of this theorem. For example, there are
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isospectral families (Φt(Γ)\G, g) of two-step nilmanifolds [15] (where G is a simply
connected two-step nilpotent Lie group, g is a left invariant metric, Γ is a cocompact
discrete sugroup of G, and Φt a family of so-called almost inner automorphisms
of G). These arose originally in the Sunada type context (see the Introduction
and [25], [16]), but can as well be viewed as arising from Theorem 1.3 (or the more
special Theorem 1.6 below). This is not only clear from (ii) above, but in fact the
isospectrality proof given in [15] for these particular families was already similar in
vein to the proof of Theorem 1.3.
(iv) The observation in (ii) illustrates that Theorem 1.3 is in fact a quite general
result. Its “broadness” does not make it very obvious how to find explicit applica-
tions — except for the ones which motivated its discovery in the first place (i.e.,
the two-step nilmanifolds from [21]) and their closely related companions from [22]
and [42] (see Examples 1.11 and 1.14).
Therefore, we formulate in this work several specialized versions of Theorem 1.3
(namely, Theorem 1.6 and Proposition 1.8 below, as well as Proposition 3.1 and
Corollary 3.2 in Chapter 3). Using these we will be able to give interesting new
applications.
(v) In almost all known applications of Theorem 1.3, the pairs of quotient man-
ifolds (M/W, gW ) and (M ′/W, g′W ) are not only isospectral, but isometric. The
only exceptions of this are certain pairs of two-step nilmanifolds constructed in [21]
and [27]. The isospectrality of the (non-isometric) quotient manifolds follows there
from explicit knowledge of their spectra. We will not review these examples in the
present work. All other known applications of Theorem 1.3 are actually applica-
tions of Theorem 1.6 in the following section which is somewhat more special and
does imply isometric quotient manifolds, as we will see in the proof.
1.2 A first specialization and its application to products.
Notation and Remarks 1.5. Let H be a torus and h := TeH. When we call a
metric on a torus invariant we will always mean left invariant (which is here the
same as bi-invariant). Now let H be equipped with a fixed invariant metric. Let M
be a principal H-bundle over a Riemannian manifold (N, h). Each fiber canonically
inherits an H-invariant metric from the given metric on H.
(i) For Z ∈ h we denote the corresponding vector field p 7→ d
dt |t=0 p · exp(tZ)
on M by Z again. Note that Z is H-invariant since H is abelian.
(ii) A connection form ω on M is an h-valued, H-invariant 1-form on M such
that ω(Z) = Z for all Z ∈ h. For any connection form ω on M and any
Z ∈ h, we define the 1-form ωZ := 〈ω( . ), Z〉 on M , where 〈 . , . 〉 denotes
the scalar product induced on h by the metric on H.
(iii) For any connection form ω on M , we denote by gω the unique H-invariant
Riemannian metric on M which satisfies:
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1.) gω induces the given invariant metric on each fiber.
2.) The projection πH : (M, gω)→ (N, h) is a Riemannian submersion.
3.) The ω-horizontal distribution kerω is gω-orthogonal to the fibers.
Note that in particular, gω(X,Z) = 〈ω(X), Z〉 = ωZ(X) for all X ∈ TM
and Z ∈ h.
(iv) If M is the trivial bundle N ×H and λ is an h-valued 1-form on N then we
write gλ := gω , where ω is the unique connection form extending λ|TN×{0} ;
that is, ω(X,Z) = λ(X) + Z for all (X,Z) ∈ T(p,z)(N × H) ∼= TpN × h.
In particular, gλ has the properties 1.), 2.) from (iii) above, and the vector
(X,−λ(X)) is horizontal for all X ∈ TN . For each Z ∈ h we define the
1-form λZ := 〈λ( . ), Z〉 on N .
(v) If F : M → M is a gauge transformation, that is, a bundle automorphism
which induces the identity on N , then it is obvious from the definitions
that F is an isometry from (M, gF ∗ω) to (M, gω) for any connection form ω
on M . If α and ω are two connection forms such that α = ω + df for
some f ∈ C∞(M, h), then the gauge transformation F : p 7→ p · exp(f(p))
satisfies α = F ∗ω; thus (M, gα) and (M, gω) are isometric. Analogously, if
two h-valued 1-forms λ, µ on N differ by df for some f ∈ C∞(N, h), then
the associated metrics gλ and gµ on N ×H are isometric.
Theorem 1.6. Let (N, h) be a closed Riemannian manifold and H be a torus
equipped with an invariant metric. Let M be a principal H-bundle over (N, h), and
let ω, ω′ be two connection forms on M . Assume:
(∗1) For every Z ∈ h there exists a bundle automorphism FZ : M → M which
induces an isometry on the base manifold (N, h) and satisfies ω′Z = F
∗
ZωZ .
Then (M, gω) and (M, gω′) are isospectral.
Proof. We show that (M, gω) and (M, gω′) satisfy the hypotheses of Theorem 1.3.
Denote by ∇ω the Levi-Civita` connection of gω . Let X ∈ TM be arbitrary and
extend it to an H-invariant vector field on M . Then ω(X) :M → h is H-invariant;
moreover, for each Z ∈ h the flows of X and Z commute, whence [X,Z] = 0. Thus
gω(∇ωZZ,X) = Z(gω(X,Z))−gω(Z,∇ωZX) = Z〈ω(X), Z〉−gω(Z,∇ωXZ) = 0−0 = 0.
Since X ∈ TM was arbitrary, we conclude ∇ωZZ = 0 for each Z ∈ h. Therefore the
H-orbits are totally geodesic in (M, gω). The first condition of Theorem 1.3 is thus
satisfied for gω , and similarly for gω′ .
It remains to check condition (ii) of Theorem 1.3. For W = H, there is nothing
to show since (M/H, gHω ) and (M/H, g
H
ω′) both equal (N, h) by the choice of gω
and gω′ . Let W be a closed subgroup of codimension 1 in H. Choose Z ⊥ TeW
in h \ {0}, and let FZ : M → M be a bundle automorphism as in (∗1). We claim
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that FZ induces an isometry from (M/W, g
W
ω′ ) to (M/W, g
W
ω ), where g
W
ω and g
W
ω′
are the submersion metrics induced by gω and gω′ . Since FZ commutes with the
H-action and induces an isometry on the base manifold (N, h), we only need to
check that for any ω′-horizontal vector X , the vector FZ∗X is ω-horizontal up to
an error tangent to the W -orbits; in other words, FZ∗X is gω-orthogonal to Z.
But gω(FZ∗X,Z) = 〈ω(FZ∗X), Z〉 = ωZ(FZ∗X) = ω′Z(X) = 〈ω′(X), Z〉 = 0 since
ω′Z = F
∗
ZωZ and ω
′(X) = 0. 
Remarks 1.7.
(i) For any closed subgroup W of codimension 1 in H, let CW denote the
space of smooth functions on M which are invariant under W . Recall that π∗W :
C∞(M/W ) → CW intertwines the Laplacians associated with gω and gWω (or gω′
and gWω′ ) because, as we have seen in the proof of Theorem 1.6, the fibers of πW are
totally geodesic for gω and gω′ . We also saw in the proof of Theorem 1.6 that FZ
induces an isometry from (M/W, gWω′ ) to (M/W, g
W
ω ), where Z ∈ h\{0} is orthogo-
nal to TeW , and FZ is chosen as in (∗1). The pullback of this isometry intertwines
the corresponding Laplacians on M/W . Combining these intertwining maps, we
conclude that
∆gω′ |CW = (F ∗Z ◦∆gω ◦ F ∗Z
−1)|CW .
This last fact can of course also be derived directly from the assumptions on FZ ,
without even introducing the quotient manifolds M/W . We do not present this
alternative argument here because we will do so later in a more general situation,
namely, in the proof of Theorem 4.3 in Chapter 4 (see also Remark 4.4(i)) which is
a generalization of Theorem 1.6.
(ii) If in the context of Theorem 1.6 there exists a bundle automorphism F :
M → M which satisfies (∗1) for each Z ∈ h, then we have ω′ = F ∗ω; hence
F : (M, gω′) → (M, gω) is an isometry. In order to obtain nontrivial pairs of
isospectral manifolds from Theorem 1.6 it is thus crucial that (∗1) be satisfied
without there being a choice of the FZ independent of Z. Such examples do exist;
see Section 1.3 below and Chapters 2 and 3.
In the following proposition we specialize Theorem 1.6 to the case of products.
We use Notation 1.5(iv).
Proposition 1.8. Let (N, h) be a closed Riemannian manifold and H be a torus
with Lie algebra h := TeH, equipped with an invariant metric. Let λ, λ
′ be two
h-valued 1-forms on N which satisfy:
(∗2) λ′Z ∈ Isom(N, h)∗(λZ) for each Z ∈ h.
Then (N ×H, gλ) and (N ×H, gλ′) are isospectral.
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Proof. Let ω, ω′ be the connection forms on the trivial H-bundle N × H which
extend λ and λ′, respectively; thus gλ = gω and gλ′ = gω′ . We check that ω
and ω′ satisfy condition (∗1) of Theorem 1.6. Let Z ∈ h. By (∗2), there exists
fZ ∈ Isom(N, h) such that λ′Z = f∗Z(λZ). Define FZ := (fZ , Id) : N ×H → N ×H.
Then FZ is obviously a bundle isomorphism which induces the isometry fZ on
(N, h) and by the definition of ω, ω′ satisfies ω′Z = F
∗
Z(ωZ). 
Remark 1.9. In analogy with Remark 1.7(ii) we observe that if λ′ ∈ Isom(N, h)∗λ,
then (N×H, gλ) and (N×H, gλ′) are isometric. But there do exist examples where
this is not the case although (∗2) is satisfied; see Example 1.11 in the following
section, and various new examples in the Chapters 2 and 3.
1.3 Review of some previously known examples.
In this section we will explain some previously known examples of closed isospec-
tral, locally non-isometric manifolds from the point of view of Theorem 1.6 and
Proposition 1.8.
The first class of examples (Example 1.11) concerns manifolds diffeomorphic to
Sm−1 × T r with m ≥ 5 and r ≥ 2. Continuous isospectral families of locally
non-isometric metrics on such manifolds were constructed in [22]; independently,
Z. Szabo´ [44] found pairs of isospectral, locally non-isometric metrics on S4k−1×T 3
with k ≥ 2. These manifolds arise as the boundaries of certain isospectral, locally
non-isometric manifolds with boundary which were constructed in [27] and [44],
respectively.
The second class of examples (Example 1.14) concerns manifolds diffeomorphic
to Sm−1×S, where m ≥ 5 and S is a compact Lie group of rank at least two. The
author constructed in [42] continuous families of isospectral, locally non-isometric
metrics on these manifolds, thereby providing, in particular, the first examples
of simply connected isospectral manifolds. Otherwise, the assumption that S is
simply connected which was made in [42] plays no role in the construction of the
isospectral metrics and in the non-isometry arguments. Thus the first class of
examples, mentioned above, can actually be viewed as a subclass of the second one.
As we will see, both classes of examples arise from Theorem 1.6; the first class
arises even from the more special Proposition 1.8.
We recall that together with the pairs of two-step nilmanifolds constructed in
[21] and [27] (see Remark 1.4(v)), and some recent examples by C. Gordon and
Z. Szabo´ [23] (see Remark 4.4 in Chapter 4), these manifolds provide all previously
known examples of isospectral, locally non-isometric, closed manifolds.
We start by a definition introduced by C. Gordon and E. Wilson.
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Definition 1.10 [27]. Two linear maps j, j′ : Rr → so(m) are called isospectral,
denoted j ∼ j′, if for every Z ∈ Rr there exists AZ ∈ O(m) such that j′Z =
AZjZA
−1
Z .
Example 1.11: Products of spheres with tori ([22], [44]).
Let Sm−1 ⊂ Rm be the (m− 1)-dimensional unit sphere. Let H be a torus with a
fixed invariant metric and Lie algebra h ∼= Rr.
For each linear map j : h → so(m) we define an h-valued 1-form λ on Sm−1 by
requiring that
(2) λZ(X) = −12 〈jZp,X〉
for each X ∈ TpSm−1 and Z ∈ h, where 〈 . , . 〉 denotes the standard scalar product
on Rm. Here, jZ ∈ so(m) acts on p ∈ Sm−1 ⊂ Rm by usual multiplication.
(Why the factor −1/2 is convenient will become clear at the end of the following
Remark 1.12.)
Now let j, j′ : h→ so(m) be such that j ∼ j′. Let λ, λ′ be the associated h-valued
1-forms on Sm−1. For each Z ∈ h choose AZ ∈ O(m) such that j′Z = AZjZA−1Z .
Then it follows immediately from (2) that λ′Z = A
−1∗
Z λZ . Let h be the round
standard metric on N := Sm−1. Since A−1Z is an isometry of (N, h), condition (∗2)
from Proposition 1.8 is satisfied for λ and λ′. We conclude that (Sm−1 × H, gλ)
and (Sm−1 × H, gλ′) are isospectral, where the metrics gλ and gλ′ are associated
with λ and h, resp. with λ′ and h, as in Notation 1.5(iv).
Remark 1.12.
We explain why the isospectral manifolds from Example 1.11 are exactly those
constructed in [22]. In that paper the approach was as follows (up to minor changes
of notation).
Let v := Rm and h := Rr be endowed with the euclidean standard metrics, and
let L ⊂ h be a lattice of full rank. For each linear map j : h → so(v) consider the
two-step nilpotent Lie algebra gj := v⊕h whose Lie bracket is defined by requiring
that h be central, [gj , gj] ⊆ h, and 〈[X, Y ], Z〉 = 〈jZX, Y 〉 for all X, Y ∈ v and
Z ∈ h. Let Gj be the associated simply connected Lie group, and let gj be the
left invariant metric on Gj which corresponds to the standard scalar product on
gj = v ⊕ h. The group exponential map exp : gj → Gj is a diffeomorphism
which restricts to a linear isomorphism between h and exp h ⊂ Gj . Denote by
G¯j the quotient of Gj by the discrete central subgroup expL ⊂ exp h, and denote
by g¯j the left invariant metric on G¯j induced by gj . The group exponential map
exp : gj → G¯j induces a diffeomorphism from v × (h/L) to G¯j . Define Mj ⊂ G¯j
as the image of S1(v)× (h/L) under this diffeomorphism, and denote the induced
metric on Mj by g¯j again.
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In [22] it was proven that for j ∼ j′, the Riemannian manifolds (Mj , g¯j) and
(Mj′ , g¯j′) (denoted there by N(j) and N(j
′)) are isospectral. This is exactly the
same as what we stated in Example 1.11 above: As we are going to see now, (Mj , g¯j)
is isometric to our above (Sm−1 ×H, gλ), where we let H := h/L and where λ is
associated with j as in (2). More precisely, under the identification of Sm−1 with
S1(v), we claim that exp : v⊕h→ G¯j induces an isometry from (S1(v)× (h/L), gλ)
to (Mj g¯j).
We first consider the metric exp∗gj on v ⊕ h. Extend λ to an h-valued 1-form
on v by letting 〈λ(X), Z〉 = −1
2
〈jZV,X〉 for each V ∈ v and X ∈ TV v. By the
Campbell-Baker-Hausdorff formula and the definition of λ and [ , ] (both associated
with j) we have
exp∗|V+W(X+Z) = Lexp(V+W )∗(X+Z− 12 [V,X ]) = Lexp(V+W )∗(X+λ(X)+Z)
for all V,X ∈ v and W,Z ∈ h. Thus
(exp∗gj)|V+W(X1 + Z1 , X2 + Z2) = 〈X1 + λ(X1) + Z1 , X2 + λ(X2) + Z2〉
for all V,X1 , X2 ∈ v and W,Z1 , Z2 ∈ h. This shows that exp∗gj induces the given
euclidean metric on the h-fibers, that X −λ(X) is orthogonal to h ⊂ TV+W (v⊕ h),
and that (exp∗gj)(X1 − λ(X1), X2 − λ(X2)) = 〈X1 , X2〉 for all X,X1 , X2 ∈ v ⊂
TV+W (v⊕ h) .
Note that exp∗g¯j = exp∗gj . Thus the above properties hold also for exp∗g¯j , and
in particular for its restriction to S1(v)×h. By the definition of gλ this implies that
exp induces indeed an isometry from (S1(v)× (h/L), gλ) to (exp(S1(v)× h), g¯j) =
(Mj , g¯j).
Remarks 1.13.
(i) Given H = h/L as above, we say that two linear maps j, j′ : h → so(m) are
trivially isospectral if there exist A ∈ O(m) and C ∈ O(h) such that C(L) = L and
j′CZ = AjZA
−1 for all Z ∈ h. (Note that in contrast to the isospectrality condition
in Definition 1.10, the map A is assumed to be independent of Z ∈ h.) If this is
the case, then the corresponding metrics gλ and gλ′ on S
m−1 × H are obviously
isometric; an isometry from gλ to gλ′ is induced by (A,C).
For m ≤ 4 and dim h ≤ 2, and also for m ≤ 3 and arbitrary dimension of h,
elementary arguments show that isospectrality of two linear maps j, j′ : h→ so(m)
always implies triviality in the above sense. Nontrivial isospectral manifolds of the
type described in Example 1.11 can therefore occur only in the case m+dim h ≥ 7,
that is, if dim(Sm−1×H) ≥ 6. Dimension six is indeed attained here since form = 5
and dim h = 2 there do exist nontrivial families of isospectral metrics; see (ii) below
and also Proposition 1.16.
(ii) It was proven in [22], using a result from [27], that for each m ≥ 5 the
above method provides continuous d-parameter families of isospectral metrics on
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Sm−1×T 2, where d is of order at least O(m2). The proof that the manifolds in these
multiparameter-families have pairwise different local geometries is rather abstract
in the sense that it does not distinguish the metrics in terms of straightforwardly
formulated geometrical quantities.
However, it was also shown in [22] that for some of the isospectral families the
maximum of the scalar curvature varies during the deformation. (In particular, the
manifolds are not locally isometric.) For a more detailed statement concerning the
critical values of the scalar curvature see Proposition 1.16 below which refers to the
following Example 1.14. Note that the above Example 1.11 can be considered as a
special case of Example 1.14; thus all statements of Proposition 1.16 hold also for
the isospectral manifolds of Example 1.11.
Example 1.14: Products of spheres with compact Lie groups ([42]).
Let S be a compact Lie group containing a torus H of dimension at least two, and
let h := TeH ⊆ TeS. Let k be a bi-invariant metric on S, and let H be equipped
with the metric induced by k. Let Sm−1 ⊂ Rm be the (m − 1)-dimensional unit
sphere. View Sm−1×S as a principal H-bundle with respect to the left action of H
on the second factor.
For each linear map j : h→ so(m) we define a connection form ω on theH-bundle
Sm−1 × S by requiring (using Notation 1.5(ii)) that
(3) ωZ(X,U) = −12 〈jZp,X〉+ k(U,Rs∗Z)
for all (X,U) ∈ T(p,s)(Sm−1×S) and Z ∈ h, where Rs denotes right multiplication
by s and 〈 . , . 〉 denotes the standard scalar product on Rm. In order to check that ω
is indeed a connection form, note that the definition implies (using Notation 1.5(i))
that ω(Z(p,s)) = ω(0, Rs∗Z) = Z for all Z ∈ h; furthermore, ω is H-(left) invariant
because for all (X,U) ∈ T(p,s)(Sm−1 × S) and all Z ∈ h and z ∈ H we have
ωZ(X,Lz∗U) = −12 〈jZp,X〉+ k(Lz∗U,Rzs∗Z) = −12 〈jZp,X〉+ k(U,Rs∗Ad−1z Z)
= ωZ(X,U)
by the bi-invariance of k and the commutativity of H.
Now let j, j′ : h → so(m) be such that j ∼ j′, and let ω, ω′ be the associated
connection forms on Sm−1 × S. For each Z ∈ h choose AZ ∈ O(m) such that
j′Z = AZjZA
−1
Z . Define FZ := (A
−1
Z , Id) : S
m−1 × S → Sm−1 × S. Obviously
FZ is a bundle automorphism. Moreover, it follows immediately from (3) that
ω′Z = F
∗
ZωZ . Finally, define the metric h on the base manifold N := S
m−1×(H\S)
as the product of the round standard metric on Sm−1 and the submersion metric k¯
onH\S induced by k. Then FZ induces the h-isometry F¯Z := (A−1Z , Id) onN . Thus
ω and ω′ satisfy condition (∗1) of Theorem 1.6. We conclude that (Sm−1 × S, gω)
and (Sm−1 × S, gω′) are isospectral, where the metrics gω and gω′ are associated
with ω and h, resp. with ω′ and h, as in Notation 1.5(iii).
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Remark 1.15.
We explain why the isospectral manifolds from Example 1.14 are exactly those
constructed in [42]. Actually, S was assumed to be simply connected there, but
this did not play a role in any of the arguments, except for the fact that it caused
the manifolds Sm−1 × S to be simply connected.
Let S, H, h, and k be as in Example 1.14. Let r := dim h, and let v := Rm be
equipped with the euclidean standard metric. In [42] we associated with each linear
map j : h→ so(v) a metric gj on v× S. Instead of reviewing its original definition
here, we recall a characterization of gj resulting from Lemma 1.7(i) in [42]. Namely,
a gj-orthogonal basis at (V, s) ∈ v× S is given by
(4) {(Xa , Rs∗( 12 [V,Xa])) | a = 1, . . . , m} ∪ {(0, Rs∗Ui) | i = 1, . . . , dimS},
where {X1 , . . . , Xm} is an orthonormal basis of v, {U1 , . . . , UdimS} is a k-ortho-
normal basis of TeS, and [ , ] is the Lie bracket on gj := v⊕ h associated with j as
in Remark 1.12; that is, h is central, [gj , gj ] ⊆ h, and 〈[X, Y ], Z〉 = 〈jZX, Y 〉 for all
X, Y ∈ v and Z ∈ h. Denote the restriction of gj to S1(v)×S ⊂ v×S by gj again.
In [42] we showed that for j ∼ j′ the Riemannian manifolds (S1(v)× S, gj) and
(S1(v) × S, gj′) are isospectral. This is exactly the same as what was stated in
Example 1.14 above: As we are going to see now, the metric gj on S
1(v) × S =
Sm−1×S is equal to our above metric gω on Sm−1×S, where ω is associated with j
as in (3).
In fact, it follows from the description of gj on v× S by the orthonormal bases
given in (4) that
1.) The metric induced by gj on the left H-orbits in S
m−1 × S is the one
inherited from the metric k|H on H.
2.) The projection from (Sm−1 × S, gj) to (Sm−1 × (H\S), h) is a Riemannian
submersion, where h is as in Example 1.14.
3.) The vector (X,U) ∈ T(p,s)(Sm−1×S) is gj-orthogonal to the fiber {p}×Hs
if and only if for each Z ∈ h we have
0 = gj
(
(X,U), (0, Rs∗Z)
)
= gj
(
(X,Rs∗( 12 [p,X ])), (0, Rs∗Z)
)− k(Rs∗( 12 [p,X ]), Rs∗Z) + k(U,Rs∗Z)
= 0− 12 〈jZp,X〉+ k(U,Rs∗Z) = ωZ(X,U).
From these properties and the definition of gω (recall Notation 1.5(iii)) it follows
that gj = gω .
Concerning non-isometry criteria for the above manifolds (Sm−1 × S, gj), we
showed in [42] the following result, parts of which we will need again in Chapter 3.
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Proposition 1.16 ([42]).
In the context of Example 1.14 and Remark 1.15 suppose m ≥ 5 and dimH = 2,
and let {Z1 , Z2} be an orthonormal basis of h ⊆ TeS.
(i) Let j, j′ be two linear maps from h to so(m) such that j ∼ j′.
(a) If j 2Z1 + j
2
Z2
and j′ 2Z1 + j
′ 2
Z2
have different sets of eigenvalues, then the
scalar curvature of gj and the scalar curvature of gj′ on S
m−1 × S have
different sets of critical values ( [42], Proposition 3.5).
(b) If ‖j 2Z1+j 2Z2‖2 6= ‖j′ 2Z1+j′ 2Z2‖2 (where ‖ . ‖ denotes the standard euclidean
norm on real m ×m -matrices), then the heat invariants for the Laplacian
on 1-forms are not equal for gj and gj′ ( [42], Proposition 5.1).
(ii) There exists a Zariski open subset U of the space J of all linear maps
from h to so(m) with the property that every j ∈ U is contained in a smooth
isospectral family j(t), defined in some open interval around zero, such that
j(0) = j and such that ‖jZ1(t)2 + jZ2(t)2‖2 has nonzero derivative at t = 0
( [42], Proposition 4.1).
(iii) From (i) it follows that the isospectral manifolds (Sm−1 × S, gj(t)) from (ii)
are not isospectral on 1-forms and have different sets of critical values for
the scalar curvature. In particular, the manifolds are not locally isometric.
(iv) For m = 5, an explicit example of an isospectral family j(t) with the property
that ‖jZ1(t)2 + jZ2(t)2‖2 6= const is given by
jZ1(t) :=

0 0 −t 0 0
0 0 0 t−1 0
t 0 0 0 −ϕ(t)
0 1−t 0 0 −ψ(t)
0 0 ϕ(t) ψ(t) 0
 , jZ2(t) :=

0 1 0 0 0
−1 0 0 0 0
0 0 0 1 0
0 0 −1 0 0
0 0 0 0 0
 ,
where ϕ(t) =
(
(t4 − 3t2 + 1)/(1 − 2t))1/2 and ψ(t) = ((−t4 + 4t3 − 3t2 −
2t + 1)/(1 − 2t))1/2 (see [42], Remark 4.3(ii)). This family is defined for
t ∈ [12 (1−√5), 12 (3−√5)]. The j(t) are pairwise isospectral since det(λId−
(sjZ1(t) + ujZ2(t))
)
= λ5 + (3s2+2u2)λ3+ (s2 + u2)2λ is independent of t;
however, ‖jZ1(t)2 + jZ2(t)2‖2 = 4t2 − 4t+ 26 is nonconstant in t.
2. Four-dimensional examples
Recall from Remark 1.13(i) that nontrivial isospectral pairs of linear maps j : Rr →
so(m) can occur only if m+ r ≥ 7; therefore, all nontrivial examples of isospectral
manifolds arising from Example 1.11 are of dimension at least six. The manifolds
from Example 1.14 have at least as many dimensions as those from Example 1.11.
Finally, the locally non-isometric, two-step nilmanifolds from [21] and [27], too, are
based on pairs of isospectral maps j as above; in particular, they are of dimension at
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least seven. Thus the smallest dimension for which examples of isospectral, locally
non-isometric manifolds have been known is six.
In this chapter we will present pairs of isospectral, locally non-isometric metrics
in dimension four; more precisely, on S2 × T 2. The idea is the following: Let h be
the standard metric on S2. Try to construct nontrivial pairs of R2-valued 1-forms
λ, λ′ on S2 such that λ′Z ∈ Isom(S2, h)∗λZ = O(3)∗λZ for all Z ∈ R2. “Nontrivial”
means that λ′ /∈ O(3)∗λ (or more strongly, in view of Remark 2.1(i) below, λ′ /∈
O(3)∗(λ + df) for all f ∈ C∞(S2,R2) ). Then apply Proposition 1.8 to obtain
isospectral metrics on S2 × T 2.
Since we know that this would not be possible here by the approach of Exam-
ple 1.11 /Remark 1.12, we must drop an unnecessary assumption which was made
there. Remember that in Example 1.11 each λZ was of the form X 7→ −12 〈jZp,X〉
for X ∈ TpM ; in particular, λ depended linearly on the coordinates of the base-
point p ∈ Sm−1 ⊂ Rm of X . This plays no role for the applicability of Proposi-
tion 1.8. The reason why this linearity was present throughout the earlier examples
(1.11 and 1.14) lies in the way they were originally discovered, namely, as compan-
ions to certain two-step nilmanifolds (recall Remark 1.12; for a different point of
view which naturally includes the mentioned linearity see Remark 3.4).
The key of our construction of examples in dimension four is to replace the linear
dependence of λ on the basepoint by quadratic dependence. This is what we do
in Section 2.1, obtaining explicit nontrivial examples. In Section 2.2 we derive a
formula for the associated scalar curvature and show for a specific isospectral pair
gλ , gλ′ given in Section 2.1 that the preimages in S
2 × T 2 of the maximal scalar
curvature of gλ and gλ′ have different dimensions. In particular, (S
2 × T 2, gλ)
and (S2 × T 2, gλ′) are not locally isometric. Finally, we present a more general
result concerning the scalar curvature: Let (N ×H, gλ), (N ×H, gλ′) be any pair
of isospectral manifolds arising from Proposition 1.8, and assume that the base
manifold N is two-dimensional. In this situation we prove that the associated
scalar curvature functions have the same range, and for each k ∈ N the integrals
of their k-th powers coincide (Theorem 2.11). If in addition the torus H is also
two-dimensional, then the same holds for the L2-norms of the Ricci and curvature
tensors. This contrasts with the higher-dimensional examples (Sm−1 × T 2, gλ)
from Example 1.11, where the isospectral manifolds did in general neither share
the range of the scalar curvature nor
∫
scal2 or
∫ ‖Ric‖2 (compare Remark 1.13(ii),
Proposition 1.16, and [42], Lemma 5.4).
2.1 Isospectral, locally non-isometric metrics on S2 × T 2.
Before starting the search for suitable pairs of R2-valued 1-forms λ, λ′ on S2 in the
“quadratic” category (i.e., with λ, λ′ depending quadratically on the basepoint), we
make an observation which implies that it would be useless to instead replace the
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skew-symmetric linear maps jZ of Example 1.11 by more general linear maps or by
constant ones; moreover, improving the dimension of the manifold to three instead
of four is not possible by our methods.
Remarks 2.1.
(i) Let H be a torus with an invariant metric and Lie algebra h := TeH, and
let {Z1 , . . . , Zr} be an orthonormal basis of h. Let h be the standard metric
on Sm−1, and let µ, ν be two h-valued 1-forms on Sm−1. For λ := µ − ν suppose
that each λZ := 〈λ( . ), Z〉 is of the type X 7→ 〈wZ(p), X〉 for X ∈ TpSm−1, where
wZ is a vector field on R
m which has a potential function ϕZ . For example, this
is the case if wZ(p) is constant, or if wZ is linear and symmetric. Then λ = df
with f(p) :=
∑r
i=1 ϕZi(p)Zi ∈ h. Thus µ = ν + df , and by 1.5(v) the associated
metrics gµ and gν on S
m−1 ×H, defined as in Notation 1.5(iv), are isometric.
(ii) If λ, λ′ are two h-valued 1-forms on S1 then each of them is the sum of
an S1-invariant form and an exact one. By 1.5(v) we can thus assume, without
changing the isometry classes of gλ and gλ′ on S
1×H, that λ and λ′ are S1-invariant.
But if two such forms satisfy condition (∗2) of Proposition 1.8, then it is easy to see
that λ = ±λ′ and thus the associated metrics on S1×H are isometric. This shows
that in order to get nontrivial pairs of isospectral metrics on Sm−1 ×H by using
Proposition 1.8 we cannot lower the dimension of Sm−1 to less than two. Since
the dimension of H must also be at least two (recall Remark 1.4(i)), examples in
dimension four (which we obtain in this chapter) is the best we can hope for.
(iii) More generally, if in the context of Theorem 1.3 the base manifold M/H
is one-dimensional, then any H-invariant metric g for which the H-orbits are to-
tally geodesic must be flat. Thus any isospectral pair of metrics g, g′ arising from
Theorem 1.3 in this situation would be locally isometric anyway.
Notation and Remarks 2.2.
(i) Let 〈 . , . 〉 denote the standard scalar product on R3, and let Sym2(R3)∗ ⊗ R3
be endowed with the canonically induced scalar product; that is, 〈(X1Y1)∗⊗
V1 , (X2Y2)
∗ ⊗ V2〉 = 12 (〈X1 , X2〉〈Y1 , Y2〉 + 〈X1 , Y2〉〈X2 , Y1〉)〈V1 , V2〉. The
group O(3) acts orthogonally on Sym2(R3)∗ ⊗ R3 in the canonical way; that
is, A ∈ O(3) maps (XY )∗V to (AX ·AY )∗AV .
(ii) Denote by P : Sym2(R3)∗ ⊗ R3 → Sym2(R3)∗ ⊗ R3 the linear map defined
by P : (XY )∗⊗V 7→ 13((XY )∗⊗V +(XV )∗⊗Y +(Y V )∗⊗X). Obviously
P is an orthogonal projection onto its image ImP which is isomorphic, as
a representation space of O(3), to the ten dimensional space Sym3R3. The
projection P⊥ onto the orthogonal complement kerP of ImP is given by
P⊥ : (XY )∗⊗V 7→ 1
3
(2(XY )∗⊗V −(XV )∗⊗Y −(Y V )∗⊗X). Moreover, P is
O(3)-equivariant; thus ImP and kerP are invariant under the O(3)-action.
(iii) Denote by End0(R
3) the space of traceless endomorphisms of R3. Define a
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linear map Φ : End0(R
3)→ Sym2(R3)∗ ⊗ R3 by letting
Φ(b) : X ·X 7→ bX ×X
for all X ∈ R3, where × denotes the vector product in R3 and we interpret
Φ(b) ∈ Sym2(R3)∗ ⊗ R3 as a linear map from Sym2(R3) to R3 (obtained
from the above formula by polarization and linear extension). Obviously Φ
maps End0(R
3) to kerP since 3〈P (Φ(b))(X ·X), V 〉 = 〈bX×X, V 〉+ 〈bX×
V,X〉+〈bV ×X,X〉 = 0 for allX, V ∈ R3. Moreover, Φ is SO(3)-equivariant,
where SO(3) acts on End0(R
3) by conjugation.
Lemma 2.3. Φ : End 0(R
3)→ kerP = ImP⊥ is an SO(3)-invariant isomorphism.
In particular, Sym2(R3)∗ ⊗ R3 = ImP ⊕ kerP is isomorphic, as a representation
space of SO(3), to the sum of Sym3(R3) and End 0(R
3).
Proof. If Φ(b) = 0 for some b ∈ End0(R3) then bX × X = 0 and thus bX ‖ X
for all X ∈ R3. Hence b is a multiple of the identity; from tr(b) = 0 it fol-
lows that b = 0. Therefore Φ is injective. Since the dimension of kerP equals
dim(Sym2(R3)∗ ⊗ R3) − dim(ImP ) = 18 − 10 = 8 = dim(End 0(R3)), it follows
that Φ is a vector space isomorphism. 
Proposition 2.4. Denote by S0(R
3) ⊂ End0(R3) the space of symmetric traceless
endomorphisms of R3.
(i) There exist pairs of linear maps c, c′ : R2 → S0(R3) such that the following
conditions are satisfied:
1.) For each Z ∈ R2 the elements cZ and c′Z of S0(R3) are conjugate by an
element of SO(3).
2.) There is no A ∈ O(3) such that either c′ = IA ◦ c or −c′ = IA ◦ c,
where IA denotes conjugation by A.
(ii) Let c, c′ be as in (i), and let q := Φ ◦ c, q′ := Φ ◦ c′ : R2 → kerP ⊂
Sym2(R3)∗ ⊗ R3. Then q, q′ have the following properties:
1.) For each Z ∈ R2 the elements qZ and q′Z of Sym2(R3)∗ ⊗ R3 belong to
the same SO(3)-orbit.
2.) There is no A ∈ O(3) such that q′ = A ◦ q.
(iii) An example of a pair c, c′ : R2 → S0(R3) satisfying the conditions in (i) is
given by
cZ1 = c
′
Z1
=
−1 0 00 0 0
0 0 1
 , cZ2 =
 0 1 01 0 1
0 1 0
 , c′Z2 =
 0 0 √20 0 0√
2 0 0
 ,
where {Z1 , Z2} is the standard basis of R2, and we identify elements of
S0(R
3) with their matrix representation with respect to the standard basis
of R3.
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Proof. Φ : End0(R
3)→ kerP is an isomorphism of SO(3)-representation spaces by
Lemma 2.3. The element −Id of O(3) acts as multiplication by −1 on kerP and as
multiplication by 1 on End0(R
3). Therefore (i) implies (ii). We now show (i).
Equivalence of two elements of S0(R
3) modulo conjugation by orthogonal endo-
morphisms can easily be checked, namely, by deciding whether the characteristic
polynomials are equal. In the following we identify elements of S0(R
3) with their
matrix representation with respect to the standard basis.
Let a :=
(−1 0 0
0 0 0
0 0 1
)
, and consider all matrices b of the form
(
0 b12 b13
b12 0 b23
b13 b23 0
)
. Define
cb : R2 → S0(R3) by cbZ1 := a and cbZ2 := b, where {Z1 , Z2} is the standard
basis of R2. We claim that there are pairs b, b′ such that cb and cb
′
satisfy the
conditions 1.) and 2.) above.
Condition 1.) is equivalent to the characteristic polynomials of sa+tb and sa+tb′
being equal for all (s, t) ∈ R2. We have
det
(
λId−(sa+tb)) = λ3−(t2(b212+b213+b223)+s2)λ−st2(b223−b212)−2 t3b12b13b23 .
Thus condition 1.) for cb and cb
′
is equivalent to the following three equations being
satisfied:
(5)
b212 + b
2
13 + b
2
23 = b
′ 2
12 + b
′ 2
13 + b
′ 2
23 ,
b223 − b212 = b′ 223 − b′ 212 ,
b12b13b23 = b
′
12b
′
13b
′
23 .
Concerning condition 2.), note that if there does exist A ∈ O(3) such that either
cb
′
= IA ◦ cb or −cb′ = IA ◦ cb then ±a = AaA−1 and ±b′ = AbA−1. In particular,
we then have tr(a2b2) = tr(a2b′2); that is,
b212 + 2b
2
13 + b
2
23 = b
′ 2
12 + 2b
′ 2
13 + b
′ 2
23 .
Hence for all pairs b, b′ which satisfy (5), but not the latter equation, the corre-
sponding pairs cb, cb
′
satisfies 1.) and 2.) of (i). It is easy to see that many such
pairs exist. One example is given by
b :=
(
0 1 0
1 0 1
0 1 0
)
and b′ :=
(
0 0
√
2
0 0 0√
2 0 0
)
The corresponding pair cb, cb
′
is just the specific example given in (iii). 
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Notation and Remarks 2.5.
(i) Let R2 and R3 be equipped with the standard scalar products. With each
linear map q : R2 → Sym2(R3)∗ ⊗ R3 we associate an R2-valued 1-form λ on S2 by
letting λZ(X) = 〈qZ(p · p), X〉 for X ∈ TpS2. Here, λZ denotes 〈λ( . ), Z〉 as usual;
moreover, we have interpreted qZ ∈ Sym2(R3)∗ ⊗ R3 as a linear map from Sym2R3
to R3. In other words, each qZ ∈ Sym2(R3)∗ ⊗ R3 defines a quadratic vector field
vZ : p 7→ qZ(p · p) on R3, and λZ is the pullback (by the inclusion S2 →֒ R3) of the
1-form 〈qZ(p · p), . 〉 which is dual to vZ .
(ii) Let q and qˆ be two linear maps from R2 to Sym2(R3)∗ ⊗ R3. For each
Z ∈ R2 consider the vector field vZ : p 7→ (qˆZ − qZ)(p · p) on R3. If the image of
qˆ − q is contained in ImP then 〈dvZ |pX, Y 〉 = 2〈(qˆZ − qZ)(p ·X), Y 〉 is symmetric
in X, Y ∈ R3 for each p ∈ R3. This means that vZ satisfies the integrability
conditions and thus has a potential function on R3. Similarly, if the image of
qˆ − q is contained in Φ(Skew(R3)), where Skew(R3) ⊂ End0(R3) denotes the skew-
symmetric endomorphisms of R3, then for each Z ∈ R2 there exists aZ ∈ R3 such
that vZ is of the form p 7→ (p × aZ) × p, and thus the component of vZ tangent
to S2 is the same as that of the constant vector field aZ . In either of the two cases,
it follows from Remark 2.1(i) that the R2-valued 1-forms λ, λˆ which are associated
with q, qˆ as in (i) differ by df for some f ∈ C∞(S2,R2).
Thus if λ is associated with any linear map q : R2 → Sym2(R3)∗ ⊗ R3, then
there exists f ∈ C∞(S2,R2) such that λˆ := λ+ df is associated with a linear map
qˆ : R2 → Φ(S0(R3)). Recall from 1.5(v) (or Remark 2.1(i)) that the associated
metrics gλ and gλ̂ on S
2×T 2 are isometric. This is the reason why we are interested
only in pairs q, q′ with image in Φ(S0(R3)), as in Proposition 2.4.
Example 2.6.
(i) Let h be the standard round metric on S2, and let T 2 := R2/L, where L is
any uniform lattice in R2. Let T 2 be equipped with the metric induced from the
euclidean metric on R2. For any pair of linear maps q, q′ : R2 → Sym2(R3)∗ ⊗ R3 let
λ, λ′ be the corresponding R2-valued 1-forms on S2 as in 2.5(i), and let gλ and gλ′
be the associated metrics on S2 × T 2.
If q and q′ satisfy condition 1.) of Proposition 2.4(ii), then (S2 × T 2, gλ) and
(S2×T 2, gλ′) are isospectral by Proposition 1.8. In fact, the condition implies that
for each Z ∈ R2 there exists AZ ∈ O(3) (even AZ ∈ SO(3)) such that
λ′Z |p = 〈q′Z(p · p), . 〉 = 〈AZqZ(A
−1
Z p ·A−1Z p), . 〉 = λZ |A−1
Z
p
◦A−1Z = (A−1 ∗Z λZ)|p
for all p ∈ S2. Hence λ′Z = (A−1Z )∗λZ ∈ Isom(S2, h)∗λZ . Thus condition (∗2) of
Proposition 1.8 is satisfied, and consequently the two manifolds are isospectral.
(ii) In the context of (i), consider now the pair q := Φ ◦ c and q′ := Φ ◦ c′, where
c, c′ is the explicit pair of linear maps given in Proposition 2.4(iii). By (i), the
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associated Riemannian manifolds (S2 × T 2, gλ) and (S2 × T 2, gλ′) are isospectral.
In the next section we will show that they are not locally isometric. More precisely,
the preimage of the maximal scalar curvature in the first manifold has greater
dimension than the preimage of the maximal scalar curvature in the second manifold
(Proposition 2.10).
Remark 2.7. For amusement of the reader, we illustrate the specific pair of met-
rics gλ , gλ′ on S
2 × T 2 from Example 2.6(ii) by explicitly writing down the hor-
izontal distributions. Let {Z1 , Z2} be the standard basis of R2, and denote the
corresponding vector fields on S2 × T 2 by Z1 , Z2 again. Then for each p ∈ S2, the
gλ-orthogonal complement in TpS
2 to the T 2-fiber through p is given by the vectors
X −
〈−p2p32p1p3
−p1p2
 , X〉Z1 −
〈 p1p3 − p22 + p23p1p2 − p2p3
−p1p3 − p21 + p22
 , X〉Z2 ,
where X ∈ TpS2 and 〈 . , . 〉 is the standard scalar product in R3. Similarly, the
gλ′ -horizontal distribution is given by the vectors
X −
〈−p2p32p1p3
−p1p2
 , X〉Z1 −
〈 −√2 p1p2√2 (p21 − p23)√
2 p2p3
 , X〉Z2
with X ∈ TpS2, p ∈ S2. This, together with the fact that for both metrics the
T 2-fibers are isometrically embedded and that the projection to the round sphere
(S2, h) is a Riemannian submersion, describes gλ and gλ′ completely.
2.2 Curvature properties.
In this section we first compute the scalar curvature of the manifolds (N ×H, gλ)
from Notation 1.5(iv) in terms of λ and the scalar curvature of (N, h) (Proposi-
tion 2.8). Applying this formula to the specific kind of metrics from the previous
section we conclude, in particular, that the manifolds from Example 2.6(ii) are not
locally isometric because the preimages of their maximal scalar curvatures have
different dimensions (Proposition 2.10). Finally, we make some general observa-
tions about the curvature properties of pairs of isospectral manifolds (N ×H, gλ),
(N ×H, gλ′) arising from Proposition 1.8 in the special case that N is of dimension
two (Theorem 2.11 and Remarks 2.12).
In the following we always assume that H is a torus, h = TeH, and H is equipped
with an invariant metric whose restriction to h we denote by 〈 . , . 〉. We fix an
orthonormal basis {Z1 , . . . , Zr} of h.
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Proposition 2.8. Let (N, h) be a closed Riemannian manifold and λ be an h-valued
1-form on N . Let gλ be the associated metric on N × H as in Notation 1.5(iv).
Then we have
scalgλ(p,z) = scal
h
p −
1
4
‖dλ|p‖2h
for all (p, z) ∈ N ×H, where scalgλ and scalh denote the scalar curvature functions
associated with gλ and h, respectively, and ‖ . |p‖2h denotes the euclidean norm on
tensors associated with the scalar product h|TpN .
Note that our choice of the norm ‖ . ‖h on tensors means, for example, that the
canonical volume form v associated to the standard metric h on Sm−1 satisfies
‖v|p‖2h = (m− 1)! for all p ∈ Sm−1.
Proof. Let Z ∈ h and X, Y be vector fields on N . We denote by the same names
also the corresponding H-invariant vector fields on N ×H. By X˜, Y˜ we denote the
associated horizontal vector fields, that is, X˜(p,z) = (Xp ,−λp(X)) ∈ T(p,z)(N×H).
Note that λ(X), λ(Y ) commute since they areH-invariant and tangent to the fibers.
Thus
gλ([X˜, Y˜ ], Z) = −gλ([X, λ(Y )], Z) + gλ([Y, λ(X)], Z) + gλ([X, Y ], Z)
= −X(λZ(Y )) + Y (λZ(X)) + λZ([X, Y ]) = −dλZ(X, Y ).
Moreover, [X˜, Z] = 0 since X˜ is H-invariant. By the Koszul formula ∇ZZ = 0,
∇ZX˜ is horizontal, and gλ(∇ZX˜, Y˜ ) = −12gλ([X˜, Y˜ ], Z) = 12dλZ(X, Y ). Since the
projection to (N, h) is a Riemannian submersion, ∇X˜X˜ is horizontal and thus 0 =
Z(gλ(∇X˜X˜, Z)) = gλ(∇Z∇X˜X˜, Z). Hence gλ(R(Z, X˜)X˜, Z) = −gλ(∇X˜∇ZX˜, Z)
= ‖∇ZX˜‖2gλ = 14‖dλZ(X, . )‖2h . By the flatness of the fibers this implies
Ricgλ(Z, Z) = 1
4
‖dλZ‖2h .
Moreover, from O’Neill’s formula and the above formula for the vertical part of
[X˜, Y˜ ] it follows that
Ricgλ(X˜, X˜) =
(
Rich(X,X)− 34
∑
i ‖dλZi(X, . )‖2h
)
+ 14
∑
i ‖dλZi(X, . )‖2h .
Consequently scalgλ = scalh− 1
2
∑
i ‖dλZi‖2h+ 14
∑
i ‖dλZi‖2h , which gives the desired
formula. 
Next, we focus on the case N = S2, H = T 2, and λ depending quadratically on
the basepoint as in Section 2.1. Recall from 2.2(iii) and 2.5(ii) that the relevant
1-forms λ in this category are of the type λZ |p = 〈cZp × p, . 〉, where c is a linear
map from R2 to the space S0(R
3) of symmetric traceless endomorphisms of R3.
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Lemma 2.9. Let c : R2 → S0(R3) be a linear map and λ be the associated
R2-valued 1-form on S2 as given by 2.2(iii) and 2.5(i); that is, λZ |p(X) = 〈cZp ×
p,X〉 for all p ∈ S2, X ∈ TpS2, and Z ∈ R2, where 〈 . , . 〉 denotes the standard
scalar product on R3. Then for the associated metric gλ on S
2 × T 2 we have
scalgλ(p,z) = 2−
9
2
〈cZ1p, p〉2 −
9
2
〈cZ2p, p〉2,
where {Z1 , Z2} is the standard basis of R2.
Proof. Let p ∈ S2 and {X, Y } be an orthonormal basis of TpS2 with respect to
the standard round metric h on S2. Then ‖dλ|p‖2 = 2‖dλ|p(X, Y )‖2. By Proposi-
tion 2.8 and the fact that the scalar curvature of (S2, h) equals 2, the lemma will
follow if we show that ‖dλZ |p(X, Y )‖2 = 9〈cZp, p〉2 for all Z ∈ R2. We interpret λZ
as the restriction of a 1-form on R3 (defined by the same formula as λZ) and extend
X, Y to constant vector fields on R3. Then
dλZ |p(X, Y ) = 〈cZX × p+ cZp×X, Y 〉 − 〈cZY × p+ cZp× Y,X〉
= 〈cZX × p, Y 〉+ 2〈cZp×X, Y 〉 − 〈cZY × p,X〉
= 〈cZX × p, Y 〉+ 2〈cZp×X, Y 〉+ 〈Y × cZp,X〉+ 〈Y × p, cZX〉
= 3〈cZp×X, Y 〉.
Note that in the third equation we have used the fact that tr(cZ) = 0 implies
det(cZY, p,X) + det(Y, cZp,X) + det(Y, p, cZX) = 0. Thus ‖dλZ |p(X, Y )‖2 =
9det(cZp,X, Y )
2 = 9〈cZp, p〉2, as claimed. 
Proposition 2.10. Let c, c′ : R2 → S0(R3) be the specific pair of linear maps
given in Proposition 2.4(iii), and gλ , gλ′ be the associated metrics on S
2×T 2 as in
Example 2.6(ii). Then the maximal scalar curvature equals 2 for both metrics. Its
preimage under scalgλ is({p ∈ S2 | p1 = −p3} ∪ {(±1/√2, 0,±1/√2)})× T 2
and thus contains a submanifold of codimension one, whereas its preimage under
scalgλ′ is
{(0,±1, 0)} × T 2
and thus is of codimension two.
Proof. By Lemma 2.9 we have that scalgλ , respectively scalgλ′ , attains its maximum
precisely in those points where the function
〈cZ1p, p〉2 + 〈cZ2p, p〉2 = (p21 − p23)2 + (2p2(p1 + p3))2, respectively
〈c′Z1p, p〉2 + 〈c′Z2p, p〉2 = (p21 − p23)2 + (2
√
2p1p3)
2,
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attains its minimum. Both minima are obviously zero and are attained precisely in
the sets given in the statement. 
We conclude this chapter by some general observations about the behaviour of
the scalar curvature functions associated with two isospectral manifolds (N×H, gλ),
(N ×H, gλ′) arising from Proposition 1.8 in the case that N is of dimension two.
Theorem 2.11. Let (N, h) be a closed Riemannian manifold and H be a torus with
Lie algebra h = TeH, equipped with an invariant metric. Let λ, λ
′ be two h-valued
1-forms on N which satisfy condition (∗2) of Proposition 1.8, and let gλ , gλ′ be the
associated isospectral metrics on M = N × H. If N is two-dimensional, then the
following holds:
(i)
∫
M
(scalgλ)kdvolgλ =
∫
M
(scalgλ′ )kdvolgλ′ for all k ∈ N.
(ii) The functions scalgλ and scalgλ′ have the same range.
Proof.
(i) We first consider the case that N is orientable. We choose an orientation and
let v be the associated volume form on (N, h), that is, v|p(X, Y ) = 1 for a positively
oriented h-orthonormal basis {X, Y } of TpN . Then there exist linear (!) maps
ϕ, ψ : h→ C∞(N) such that dλZ = ϕZv, dλ′Z = ψZv for all Z ∈ h. Since A∗v = ±v
for A ∈ Isom(N, h), and λ′Z ∈ Isom(N, h)∗λZ by the condition of Proposition 1.8,
it follows that ψ2Z ∈ Isom(N, h)∗ϕ2Z for all Z ∈ h. Thereby, for all s ∈ Rr, m ∈ N
and any Isom(N, h)-invariant function f on N we have∫
N
f · (ϕ2s1Z1+...+srZr )mdvolh =
∫
N
f · (ψ2s1Z1+...+srZr)mdvolh .
Expanding this into monomials in the si , using the linearity of ϕ and ψ, we get
(6)
∫
N
f
∏r
i=1 ϕ
ni
Zi
dvolh =
∫
N
f
∏r
i=1 ψ
ni
Zi
dvolh
for all Isom(N, h)-invariant functions f and all n1 , . . . , nr ∈ N such that
∑
i ni is
even. By Proposition 2.8 and the fact that ‖v|p‖2h ≡ 2, we have∫
M
(scalgλ)kdvolgλ = vol(H) ·
∫
N
(scalh − 1
2
∑r
i=1 ϕ
2
Zi
)kdvolh ,
and similarly∫
M
(scalgλ′ )kdvolgλ′ = vol(H) ·
∫
N
(scalh − 1
2
∑r
i=1 ψ
2
Zi
)kdvolh .
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Since scalh and its powers are Isom(N, h)-invariant, these two integrals decompose
into two sums whose summands are of the type given in (6) and thus match up
pairwise. This proves (i) in the case that N is orientable.
If N is not orientable, consider its orientable double covering π : N¯ → N and
let h¯ = π∗h, λ¯ = π∗λ, λ¯′ = π∗λ′. Clearly, λ¯ and λ¯′ again satisfy the condition of
Proposition 1.8 since every isometry of (N, h) lifts to an isometry of (N¯, h¯). With
respect to the associated Riemannian metrics gλ¯ , gλ¯′ on N¯ ×H, the projections to
N×H are Riemannian coverings. Since the assertion for gλ¯ , gλ¯′ holds by the above
arguments, it also follows for gλ , gλ′ by the fact that the integrals in question equal
just one half of the corresponding integrals over M¯ = N¯ ×H.
(ii) From (6) we can also conclude, using the same argument as in the proof
of (i), that ∫
M
(a+ b scalgλ)kdvolgλ =
∫
M
(a+ b scalgλ′ )kdvolgλ′
for all k ∈ N and all a, b ∈ R. If we choose a ≥ −min{min scalgλ ,min scalgλ′ }
and b = 1 then a+ b scalgλ and a + b scalgλ′ induce nonnegative functions Φ,Ψ on
(N, h) with the property that for each k ∈ N their Lk-norms coincide. This implies
that Φ and Ψ — and consequently scalgλ and scalgλ′ — have the same maximum.
In fact, we could otherwise rescale Φ and Ψ simultaneously such that maxΦ < 1
and maxΨ > 1 (or vice versa). But then it would follow that
∫
N
Φkdvolh → 0 for
k → ∞, while ∫
N
Ψkdvolh → ∞ for k → ∞, which is a contradiction. A similar
argument, using a ≥ max scalgλ = max scalgλ′ and b = −1 shows that scalgλ and
scalgλ′ have the same minimum. 
Remarks 2.12.
(i) If in Theorem 2.11 the manifold M = N ×H is four-dimensional (that is, if
dimH = 2), then we can also conclude
∫
M
‖Ricgλ‖2dvolgλ =
∫
M
‖Ricgλ′‖2dvolgλ′
and
∫
M
‖Rgλ‖2dvolgλ =
∫
M
‖Rgλ′‖2dvolgλ′ . In fact, 5
∫
scal2−2 ∫ ‖Ric‖2+2 ∫ ‖R‖2
is a heat invariant (see [18], Theorem 4.8.18) and thus is the same for gλ and gλ′
because of their isospectrality; moreover,
∫
scal2−4 ∫ ‖Ric‖2+∫ ‖R‖2 is a topolog-
ical invariant in dimension four because of the Gauss-Bonnet-Chern formula (see,
e.g., [40], p. 291). Since the vectors (5,−2, 2), (1,−4, 1), and (1, 0, 0) are linearly
independent, equality of
∫
(scalgλ)2 and
∫
(scalgλ′ )2 implies equality of the other
two pairs of integrals too.
(ii) The results of Theorem 2.11 contrast with the properties of the scalar cur-
vature in isospectral examples with higher dimensional base manifold N . In [22]
examples were given of isospectral metrics on Sm−1 × T 2 (interpretable as arising
from Proposition 1.8; see Example 1.11 /Remark 1.12) such that the associated
scalar curvature functions have different maxima. In [42] it was shown that in
these examples (and in a certain generalization of them) the isospectral metrics
have in general different total squared curvatures and different total squared norms
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of the Ricci tensor. (See Example 1.11, Remark 1.13(ii), Proposition 1.16, and [42],
Lemma 5.4.)
(iii) We finally return to the special case where (N, h) is the standard two-
dimensional sphere and λ, λ′ are quadratic R2-valued 1-forms on S2 which are
associated with linear maps c, c′ : R2 → S0(R3), as in Lemma 2.9. Assume that c, c′
satisfy the isospectrality condition 1.) from Proposition 2.4(i). For the associated
metrics gλ , gλ′ on M = S
2 × T 2 it is then possible to show:∫
M
(∆gλscal
gλ)2dvolgλ 6=
∫
M
(∆gλ′ scal
gλ′ )2dvolgλ′ ⇐⇒ tr(c2Z1c2Z2) 6= tr(c′ 2Z1c′ 2Z2).
Recall from the proof of Proposition 2.4(i) that there exist many examples where
the latter is the case (one of them being the specific pair c, c′ given in 2.4(iii) which
was used for Example 2.6(ii)). The proof of the above equivalence statement is
quite elementary but somewhat tedious, and we do not present it here.
3. Isospectral left invariant metrics on compact Lie groups
In the first section of this chapter, we will formulate versions of Theorem 1.6 and
Proposition 1.8 for the special case of left invariant metrics on compact Lie groups
(see Proposition 3.1 and Corollary 3.2, respectively). In Section 3.2 we will then
give explicit applications.
We obtain the first examples of left invariant isospectral metrics on compact Lie
groups, even continuous families of such metrics. This provides us with the first
examples of continuous families of globally homogeneous isospectral metrics. (Note
that there have previously been pairs of globally homogeneous isospectral metrics,
namely, pairs of isospectral flat tori [33], [13]. There also have been continuous
families of locally homogeneous isopectral manifolds, namely, isospectral families of
nil- and solvmanifolds; see, e.g., [25], [41], [29].)
In particular, we will obtain continuous isospectral families of left invariant met-
rics on SO(m ≥ 5)×T 2, Spin(m ≥ 5)×T 2, SU(m ≥ 3)×T 2, SO(n ≥ 8), Spin(n ≥ 8),
and SU(n ≥ 6). Among these are the first examples of simply connected irreducible
isospectral manifolds. (The first examples of simply connected isospectral mani-
folds, given in [42], were products; recall Example 1.14.) We also obtain the first
continuous families of isospectral manifolds of positive Ricci curvature (see Re-
mark 3.12(ii)).
In Section 3.3 we prove that the isospectral homogeneous manifolds constructed
in Section 3.2 are not locally isometric by computing the norm of their Ricci tensors,
which turns out to be in general nonconstant during the isospectral deformations.
From this we will also conclude, using heat invariants, that the manifolds are not
isospectral for the Laplace operator acting on 1-forms.
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We will finish this chapter by proving in Section 3.4 that, although the defor-
mations from Section 3.2 can occur arbitrarily close to bi-invariant metrics, a bi-
invariant metric itself can never be contained in a nontrivial continuous isospectral
family of left invariant metrics on a compact Lie group; in other words, bi-invariant
metrics are infinitesimally spectrally rigid within the class of left invariant metrics.
3.1 Application of the torus bundle construction to compact Lie groups.
Proposition 3.1. Let G be a compact Lie group with Lie algebra g = TeG, and
let g0 be a bi-invariant metric on G . Let H ⊂ G be a torus in G with Lie algebra
h ⊂ g. Denote by u the g0-orthogonal complement of the centralizer z(h) of h in g.
Let λ, λ′ : g→ h be two linear maps with λ|h⊕u = λ′|h⊕u = 0 which satisfy:
(∗3) For every Z ∈ h there exists aZ ∈ G such that aZ commutes with H and
λ′Z = Ad
∗
aZλZ , where λZ := g0(λ( . ), Z) and λ
′
Z := g0(λ
′( . ), Z).
Denote by gλ and gλ′ the left invariant metrics on G which correspond to the scalar
products (Id+λ)∗g0 and (Id+λ′)∗g0 on g. Then (G, gλ) and (G, gλ′) are isospectral.
Note that Id + λ, Id + λ′ are indeed invertible maps since λ2 = λ′ 2 = 0. Thus
the definition of gλ and gλ′ makes sense.
We give two proofs of Proposition 3.1. Although these proofs are related to each
other, the “geometric” one uses Theorem 1.6, whereas the “algebraic” one is self-
contained and uses only the expression for the Laplacian on unimodular Lie groups
with a left invariant metric.
Geometric proof of Proposition 3.1.
We want to apply Theorem 1.6 to the torus H, equipped with the restriction of g0 ,
and to M := G which we interpret as a principal H-bundle with respect to the
right action of H on G. Denote by prh the g0-orthogonal projection from g to h.
Let ω := λ+prh , ω
′ := λ′+prh : g→ h, and extend ω, ω′ to left invariant, h-valued
1-forms on G. We claim that ω and ω′ are invariant under the right action of H.
First note that for every Z ∈ h, the map adZ annihilates z(h) and thus, being
g0-skew symmetric, maps g to u. Therefore, if X ∈ g and z ∈ H we have indeed
ω(Rz∗X)− ω(X) = ω(Ad−1z X −X) ∈ ω([g, h]) ⊆ ω(u) = 0
by λ|u = 0 and the definition of ω; analogously for ω′. Moreover, λ|h = 0 implies
ω|h = ω′|h = Idh . Hence we can view ω, ω′ as connection forms on the H-bundle G.
Let N := G/H and h be the submersion metric on N induced by g0 . The defini-
tions imply immediately that the metrics gω and gω′ (as defined in Notation 1.5(iii))
then equal gλ and gλ′ , respectively. In order to prove Proposition 3.1 it now suffices
to check condition (∗1) of Theorem 1.6 for ω and ω′.
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Let Z ∈ h and choose aZ ∈ G such that aZ commutes withH and λ′Z = Ad∗aZλZ .
Then FZ := LaZ ◦R−1aZ : G→ G is a bundle automorphism satisfying ω′Z = F ∗ZωZ .
Moreover, since g0 is bi-invariant, FZ is an isometry of (G, g0) and therefore induces
an isometry on (N, h) = (G/H, gH0 ). 
Algebraic proof of Proposition 3.1.
The group G acts on the Hilbert space L2(G) by (ρxf) = R
∗
xf for all f ∈ L2(G)
and x ∈ G. By unimodularity of G this action is unitary. In particular, H acts
unitarily on L2(G) by the restriction of ρ to H. Let L := exp−1(e) ∩ h ⊂ h, and
denote by L∗ the dual lattice in h∗. Then L2(G) = ⊕µ∈L∗Hµ , where
Hµ := {f ∈ L2(G) | ρexp(Z)f = e2piiµ(Z)f for all Z ∈ h}.
We claim that ∆gλ and ∆gλ′ leave each Cµ := C∞(G) ∩ Hµ invariant, and that
their spectra on Hµ coincide. Isospectrality of (G, gλ) and (G, gλ′) will then follow.
To prove our claim we first note that if g is any left invariant metric on G and
{X1 , . . . , Xd} is a g-orthonormal basis of g, then ∆g is given by −
∑d
i=1X
2
i −∑d
i=1∇XiXi . The second term is zero here because for each Y ∈ g we have
〈∑di=1∇XiXi , Y 〉 = −∑di=1 〈Xi , [Xi , Y ]〉 = tr(adY ) = 0 by unimodularity of the
compact Lie group G. Thus
(7) ∆g = −
d∑
i=1
X2i = −
d∑
i=1
(ρ∗Xi)2.
Now let {E1 , . . . , Ed} be a g0-orthonormal basis of g . Then {E1−λ(E1), . . . , Ed−
λ(Ed)} is a left invariant gλ-orthonormal frame. We assume {E1 , . . . , Ed} to be
adapted to the g0-orthogonal decomposition g = z(h) ⊕ u; then in particular Ei
and λ(Ei) commute for each i since λ|u = 0. Consequently,
∆gλ |Cµ = −
d∑
i=1
(
E2i − 2Ei ◦ λ(Ei) + λ(Ei)2
)
|Cµ
= −
d∑
i=1
(
E2i − 4πiµ(λ(Ei))Ei − 4π2µ(λ(Ei))2Id
)
|Cµ
=
(
∆g0 + 4πiYµ(λ) + 4π
2‖Yµ(λ)‖2g0Id
)
|Cµ ,(8)
where Yµ(λ) :=
∑d
i=1 µ(λ(Ei))Ei . Note that for each x ∈ G the map Rx is an isom-
etry with respect to the bi-invariant metric g0 . Therefore ∆g0 commutes with Rx
and hence with ρx for each x ∈ G. In particular, Cµ is invariant under ∆g0 . We
claim that Cµ is also invariant under Yµ(λ). Let Zµ be the dual vector to µ with
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respect to g0|h , and denote by Tλ : h → g the transpose of λ with respect to g0 .
Then
Yµ(λ) =
d∑
i=1
g0(Zµ , λ(Ei))Ei =
Tλ(Zµ) ⊆ u⊥ = z(h)
since u ⊂ kerλ. But Yµ(λ) ∈ z(h) implies that Cµ is indeed invariant under Yµ(λ).
Thus Cµ is invariant under ∆gλ by (8), and analogously under ∆gλ′ .
Moreover, if we let aµ := aZµ be as in (∗3), then ρaµ too leaves Cµ invariant
since aµ commutes with H. By λ
′
Zµ
= Ad∗aµλZµ and the bi-invariance of g0 we have
Yµ(λ
′) = Tλ′(Zµ) = TAdaµ(
Tλ(Zµ)) = Ad
−1
aµ (Yµ(λ)).
This implies ‖Yµ(λ)‖2g0 = ‖Yµ(λ′)‖2g0 , and by (8):
∆gλ′ |Cµ = (ρ−1aµ ◦∆gλ ◦ ρaµ)|Cµ .
Therefore the spectra of ∆gλ and ∆gλ′ on Hµ coincide, as claimed. 
We conclude this section with a corollary of Proposition 3.1 which follows as well
from Proposition 1.8 and can be regarded as the intersection of both.
Corollary 3.2. Let K be a compact Lie group with Lie algebra k = TeK, and let h
be a bi-invariant metric on K. Let H be a torus with Lie algebra h := TeH, equipped
with an invariant metric. Let λ, λ′ : k→ h be two linear maps which satisfy:
(∗4) λ′Z ∈ Ad∗K(λZ) for each Z ∈ h.
Then (K×H, gλ) and (K×H, g′λ) are isospectral, where λ, λ′ are interpreted as left
invariant h-valued 1-forms on K, and gλ , gλ′ are the associated metrics on K ×H
as in Notation 1.5(iv).
Proof. The corollary follows immediately from either Proposition 1.8 or Proposi-
tion 3.1. In the context of Proposition 1.8, the manifold (K, h) plays the role of
(N, h), and it suffices to note that the inner automorphisms of K are isometries
with respect to h.
In the context of Proposition 3.1, the group K ×H, equipped with the product
metric, plays the role of (G, g0); we extend λ, λ
′ to linear maps from k⊕ h to h by
letting λ|h = λ′|h = 0. It suffices to note that now H is central in G and thus u = 0;
hence λ|u = λ′|u = 0 is trivially satisfied. Condition (∗3) is implied by (∗4) and the
fact that each aZ ∈ K commutes with H. 
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3.2 Examples.
We will now exploit Proposition 3.1 to construct the first examples of isospectral
left invariant metrics on compact Lie groups, as announced at the beginning of this
chapter.
In Subsection 3.2.1, we apply Proposition 3.1 via the more special Corollary 3.2
to obtain continuous isospectral families of left invariant metrics on SO(m) × T 2
and Spin(m) × T 2 for m ≥ 5, and also on SU(m)× T 2 for m ≥ 3.
In the subsections 3.2.2 / 3.2.3 we will then use Proposition 3.1 in its general form
to find continuous isospectral families of left invariant metrics on the irreducible
groups SO(n) and Spin(n) for n ≥ 8 and on SU(n) for n ≥ 6.
3.2.1 Isospectral deformations on SO(m)× T 2 (m ≥ 5),
Spin(m)× T 2 (m ≥ 5), and SU(m)× T 2 (m ≥ 3).
One application of Corollary 3.2 has already been waiting in a barely disguised
form, as we are going to see now. The main tool is the existence of nontrivial
isospectral families of linear maps j(t) : R2 → so(m) with m ≥ 5 which is guaran-
teed by Proposition 1.16(ii) from the last chapter and which were the key tool in
Example 1.11 and 1.14.
Example 3.3.
Let K = SO(m) and k := so(m) = TeK; assume m ≥ 5. Consider a bi-invariant
metric h on K (unique up to scaling) and the associated AdK -invariant scalar
product on k. LetH be a two-dimensional torus with Lie algebra h = TeH, equipped
with some invariant metric. Let {Z1 , Z2} be an orthonormal basis of h.
Recall from Proposition 1.16(ii) that there exists a Zariski open subset U of the
space J of linear maps j : h → so(m) = k such that for each j ∈ U there is a
continuous family j(t) in J , defined in some open neighbourhood of t = 0, such
that j(0) = j and such that:
1.) The maps j(t) are pairwise isospectral in the sense of Definition 1.10.
2.) The function t 7→ ‖jZ1(t)2 + jZ2(t)2‖2 = tr
(
(jZ1(t)
2 + jZ2(t)
2)2
)
is noncon-
stant in t in every interval around zero.
An explicit example for a family j(t) satisfying 1.) and 2.) in case m = 5 was given
in Proposition 1.16(iv).
Now let {j(t)}t∈(−ε,ε) be any continuous family in J which satisfies 1.) and 2.).
Recall that condition 1.) means that for each Z ∈ h the path t 7→ jZ(t) is contained
in the AdO(m)-orbit of jZ(0). By continuity it follows that jZ(t) must even be
contained in the AdSO(m)-orbit of jZ(0). Define linear maps λ(t) : k→ h by letting
λZ(t) := 〈 . , jZ(t)〉
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for each Z ∈ h, where λZ(t) means 〈(λ(t))( . ), Z〉 as usual. In other words, λ(t) :
k → h is the transpose of j(t) : h → k with respect to the given metrics. By the
bi-invariance of h and the fact that for any fixed Z ∈ h we have jZ(t) ∈ AdK(jZ(0))
for all t, it follows that λZ(t) ∈ Ad∗K(λZ(0)) for all t. But this just means that the
maps λ(t) pairwise satisfy condition (∗4) of Corollary 3.2. We conclude that the
Riemannian manifolds
(SO(m) ×H, gλ(t))
are isospectral, where gλ(t) is the left invariant metric associated with λ(t) and h
as in Corollary 3.2.
Note that instead of K = SO(m) we may as well consider its universal covering
K˜ := Spin(m) because AdK˜ -orbits in k are the same as AdK-orbits. Hence our
above families λ(t) : k→ h satisfy condition (∗4) of Corollary 3.2 also with respect
to K˜. Thus for each m ≥ 5 we also get isospectral families
(Spin(m)×H, gλ(t)),
where H ∼= T 2 is as above and gλ(t) is the left invariant metric which is associated,
as in Corollary 3.2, with λ(t) and the bi-invariant metric h˜ on Spin(m) which is
the pullback of the above metric h on SO(m). With these notations the projection
from (Spin(m) × H, gλ(t)) to (SO(m) × H, gλ(t)) is a Riemannian covering; thus
isospectrality of the manifolds in the latter family is actually implied by continuity
and by the isospectrality of the covering manifolds.
For each t, the norm of the associated Ricci tensor Ricgλ(t) is a constant function
on SO(m)×H (resp. Spin(m)×H) since gλ(t) is left invariant. We claim that from
the above conditions 1.), 2.) on j(t) = Tλ(t) it follows that:
(i) ‖Ricgλ(t)‖2 is nonconstant in t. In particular, the manifolds (SO(m) ×
H, gλ(t)) are not pairwise locally isometric.
(ii) The second heat invariant for the Laplace operator on 1-forms associated
with (SO(m)×H, gλ(t)) depends nontrivially on t. In particular, the mani-
folds are not pairwise isospectral on 1-forms.
The analogous statements hold for (Spin(m)×H, gλ(t)). We postpone the proof of
these facts to Section 3.3 (see Theorem 3.14, Proposition 3.15, and Corollary 3.17).
Remark 3.4. The relation between the isospectral metrics on SO(m) × T 2 from
Example 3.3 on the one hand and those on Sm−1 × T 2 from Example 1.11 on the
other hand can be explained by the following general principle.
Let K be a compact Lie group with Lie algebra k, equipped with a bi-invariant
metric, and suppose that K acts by isometries on a closed Riemannian manifold
(N, h). Each jZ ∈ k is canonically identified with the Killing vector field p 7→
d
dt |t=0 exp(tjZ)p on N ; by taking duals on both sides, each λZ ∈ k∗ is canonically
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identified with a certain 1-form on N . If λZ , λ
′
Z belong to the same coadjoint orbit
then the associated 1-forms on N are related by an element of K ⊆ Isom(N, h).
In other words, two linear maps λ, λ′ : k → h ∼= Rr satisfying the isospectrality
condition (∗4) from Corollary 3.2 produce an associated pair of h-valued 1-forms
on N which satisfies the isospectrality condition (∗2) from Proposition 1.8, and this
for each Riemannian manifold (N, h) on which K acts by isometries.
In our above context, K = SO(m) and (N, h) is the round standard sphere Sm−1.
Obviously the above point of view opens prospects for examples of isospectral met-
rics not only on SO(m) × T 2 or Sm−1 × T 2, but also on N × T 2 where N is, for
example, a Grassmannian, or any other manifold admitting a metric h with respect
to which K = SO(m ≥ 5) acts by isometries. In view of Example 3.7 below, the
same considerations are also valid for K = SU(m ≥ 3). We will not pursue these
ideas in the present work, but concentrate entirely on the Lie groups themselves.
Our next aim is to construct isospectral metrics on SU(m) × T 2 by analogous
methods as those used above for SO(m)×T 2. As we will see, this is indeed possible
for m ≥ 3. First we need a result analogous to the one cited in Proposition 1.16(ii)
(that is, to [42], Proposition 4.1).
Definition 3.5. Two linear maps j, j′ : Rr → su(m) are called isospectral, denoted
j ∼ j′, if for every Z ∈ Rr there exists AZ ∈ SU(m) such that j′Z = AZjZA−1Z .
Proposition 3.6. Let m ≥ 3 and {Z1 , Z2} be the standard basis of R2.
(i) There exists a Zariski open subset U of the space J of linear maps j : R2 →
su(m) such that for each j ∈ U there is a continuous family j(t) in J ,
defined in some open neighbourhood of t = 0, such that j(0) = j and:
1.) The maps j(t) are pairwise isospectral in the sense of Definition 3.5.
2.) The function t 7→ ‖jZ1(t)2 + jZ2(t)2‖2 = tr
(
(jZ1(t)
2 + jZ2(t)
2)2
)
is not
constant in t in any interval around zero.
(ii) For m = 3, an explicit example of an isospectral family j(t) : R2 → su(3)
with ‖jZ1(t)2 + jZ2(t)2‖2 6= const is given by
jZ1(t) :=
(−i 0 0
0 0 0
0 0 i
)
, jZ2(t) :=
(
0 t
√
1−2t2
−t 0 t
−√1−2t2 −t 0
)
.
This family is defined for t ∈ [−1/√2, 1/√2]. The j(t) are pairwise isospec-
tral since det
(
λId − (sjZ1(t) + ujZ2(t))
)
= λ3 + (s2 + u2)λ is independent
of t. However, ‖jZ1(t)2 + jZ2(t)2‖2 = 8− 4t2 is nonconstant in t.
Proof. Part (ii) can be checked by straightforward computation. As to part (i), the
proof of [42], Proposition 4.1, which asserted the analogous statement for so(m ≥ 5)
(see Proposition 1.16(ii)) instead of su(m ≥ 3) carries over almost verbatim.
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First of all, elementary arguments show that two elements of su(m) are con-
jugate by an element of SU(m) if and only if they have the same characteristic
polynomials. Therefore the condition j ∼ j′ is equivalent to sj1 + uj2 having the
same characteristic polynomial as sj′1 + uj
′
2 for all s, u, where we write j1 := jZ1 ,
j2 := jZ2 . This is in turn equivalent to tr
(
(sj1 + uj2)
k
)
= tr
(
(sj′1 + uj
′
2)
k
)
for all
k = 1, . . . , m, or equivalently, for all k ∈ N. By expanding into monomials in s, u
we get that
j ∼ j′ ⇐⇒ pa,b(j) = pa,b(j′) for all a, b ∈ N0 with a+ b > 0,
where
pa,b(j) :=
∑
σ∈Sa,b
tr(jσ(1) . . . jσ(a+b))
and Sa,b denotes the set of all maps σ : {1, . . . , a + b} → {1, 2} which satisfy
#σ−1(1) = a, #σ−1(2) = b.
The algebraic vector field Y on J , given by Y (j) = (j51 j2 − j2 j51 , 0) satisfies
dpa,b|jY = 0 for all j ∈ J . The proof of this fact is purely combinatoric and reads
exactly as the proof of [42], Lemma 4.3, except that there we used the exponent 3
instead of 5. This implies that the (locally defined) flow lines of Y consist of pairwise
isospectral maps.
For j ∼ j′, we obviously have tr(j41) = tr(j′ 41 ) and tr(j42) = tr(j′ 42 ); hence in this
case, the condition tr
(
(j21 + j
2
2)
2
)
= tr
(
(j′ 21 + j
′ 2
2 )
2
)
is equivalent to q(j) = q(j′),
where q(j) := tr(j21j
2
2).
We have dq|jY = tr(j51j2j1j22 − j1j2j51j22). This polynomial does not vanish
identically on J if m ≥ 3; e.g., for
j1 =
(
i 0 0
0 2i 0
0 0 −3i
)
and j2 =
(
0 1 1
−1 0 1
−1 −1 0
)
it equals 240 6= 0. Therefore, the Zariski open subset U := {j ∈ J | dq|jY 6= 0} has
the required properties. 
We now proceed in analogy with Example 3.3.
Example 3.7.
Let K := SU(m) and k := su(m) = TeK; assume m ≥ 3. Consider a bi-invariant
metric h on K (unique up to scaling) and the associated AdK -invariant scalar
product on k. LetH be a two-dimensional torus with Lie algebra h = TeH, equipped
with some invariant metric. Let {Z1 , Z2} be an orthonormal basis of h.
Let {j(t)}t∈(−ε,ε) be any continuous family of linear maps from h to su(m) which
satisfies conditions 1.) and 2.) of Proposition 3.6(i). Define linear maps λ(t) : k→ h
by letting
λZ(t) := 〈 . , jZ(t)〉
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for each Z ∈ h; that is, λ(t) = T j(t) with respect to the given metrics on k and h.
From condition 1.) it follows that λZ(t) ∈ Ad∗K(λZ(0)) for all t. Thus the maps λ(t)
pairwise satisfy condition (∗4) of Corollary 3.2. Hence the Riemannian manifolds
(SU(m)×H, gλ(t))
are isospectral, where gλ(t) is the left invariant metric associated with λ(t) and h
as in Corollary 3.2.
In Section 3.3 we will prove that the conditions 1.) and 2.) imply the same
properties as in Example 3.3; that is:
(i) ‖Ricgλ(t)‖2 is nonconstant in t. In particular, the manifolds (SU(m) ×
H, gλ(t)) are not pairwise locally isometric (see Theorem 3.14 and Proposi-
tion 3.15).
(ii) The second heat invariant for the Laplace operator on 1-forms associated
with (SU(m)×H, gλ(t)) depends nontrivially on t. In particular, the mani-
folds are not pairwise isospectral on 1-forms (Corollary 3.17).
3.2.2 Isospectral deformations on SO(n) (n ≥ 9), Spin(n) (n ≥ 9),
and SU(n) (n ≥ 6).
We will now use the ideas from the previous subsection to construct isospectral
left invariant metrics on irreducible compact Lie groups. More precisely, we em-
bed the above products SO(m) × T 2 etc. into certain irreducible groups and use
Proposition 3.1 to obtain isospectral metrics on these.
Example 3.8.
Let G := SO(m + 4) and g := so(m + 4) = TeG; assume m ≥ 5. Let g0 be a bi-
invariant metric on G, and denote the corresponding AdG-invariant scalar product
on g by g0 again. Let K1 := SO(m) and K2 := SO(4). Since SO(m) × SO(4) is
canonically embedded in SO(m + 4), we will from now on consider K1 and K2 as
commuting subgroups of G which are orthogonal with respect to the Killing metric
on G, and consequently with respect to g0 . Let H be a maximal torus in K2 ,
endowed with the invariant metric induced by g0 . We denote by g, h, k1 , k2 the
Lie algebras of G, H, K1 , and K2 , respectively. Note that
(9) [k1 , h] = 0 and k1 ⊥g0 h,
where ⊥g0 denotes orthogonality with respect to g0 . Since H is two-dimensional,
there exist continuous families of linear maps j(t) : h → k1 satisfying the condi-
tions 1.) and 2.) from Example 3.3. (Recall that there even exists a Zariski open
subset U of the space of linear maps from h to k1 such that each element of U is
contained in a continuous family satisfying 1.) and 2.).)
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Let {j(t)}t∈(−ε,ε) be such a family. As in Example 3.3 we conclude from condi-
tion 1.) that for each Z ∈ h we have jZ(t) ∈ AdK1(jZ(0)) for all t. We now interpret
j(t) : h → k1 ⊂ g as a linear map from h to g and define λ(t) := T j(t) : g → h as
the transpose of j(t) with respect to g0 .
We claim that the maps λ(t) pairwise satisfy the conditions of Proposition 3.1.
In fact, by (9) we have that k1 is g0-orthogonal both to h and u, where u is the
g0-orthogonal complement of the centralizer z(h) of h in g. Thus h ⊕ u ⊥ k1 ⊇
Im j(t), which implies that h ⊕ u ⊆ kerλ(t) for all t. Hence the first condition of
Proposition 3.1 is satisfied. Moreover, for each Z ∈ h we have λZ(t) ∈ Ad∗K1(λZ(0))
for all t by the analogous property of the jZ(t). Since K1 commutes with H,
condition (∗3) of Proposition 3.1 is satisfied, too. We thus get isospectral families
(SO(n), gλ(t))
for each n = m+ 4 ≥ 5 + 4 = 9, where gλ(t) is the left invariant metric associated
with λ(t) and g0 as in the proposition.
Instead of G,K1 , K2 we may as well consider their universal coverings G˜ :=
Spin(m+ 4) and K˜1 × K˜2 := Spin(m)× Spin(4) ⊂ G˜, endowed with a bi-invariant
metric g˜0 . Note that AdK˜1 -orbits in k1 are the same as AdK1 -orbits, and that h is
the Lie algebra of some two-dimensional torus H˜ in K˜2 which commutes with K˜1
and is g˜0-orthogonal to K˜1 . Hence our above arguments go through to show that
the family of linear maps λ(t) : g → h satisfies the conditions of Proposition 3.1
also with respect to G˜, H˜, and g˜0 . Thus we also obtain isospectral families
(Spin(n), gλ(t))
for each n ≥ 9, where gλ(t) is the left invariant metric associated with λ(t) and g˜0
as in Proposition 3.1.
Concerning local non-isometry, we have by Proposition 3.15 of Section 3.3 below
that ‖Ricgλ(t)‖2 is nonconstant in t, and by Corollary 3.17 the manifolds are not
pairwise isospectral on 1-forms.
Example 3.9.
We replace the groups G,K1 , K2 appearing in Example 3.8 by G := SU(m + 3)
with m ≥ 3, K1 := SU(m), and K2 := SU(3). Again, we consider K1 and K2 as
commuting subgroups of G which are orthogonal with respect to the Killing metric.
We choose a bi-invariant metric g0 on G (in particular, g0 is proportional to the
Killing metric) and a maximal, hence two-dimensional, torus H in K2 .
Using the isospectral families j(t) : h → k1 ⊂ g from Proposition 3.6(i) this
time, we obtain continuous families of linear maps λ(t) := T j(t) : g → h which
pairwise satisfy the conditions of Proposition 3.1; the arguments read exactly as in
Example 3.8. We thus obtain isospectral families
(SU(n), gλ(t))
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for each n = m+ 3 ≥ 3 + 3 = 6, where gλ(t) is the left invariant metric associated
with λ(t) and g0 as in Proposition 3.1.
Concerning non-isometry and non-isospectrality on 1-forms, see again Proposi-
tion 3.15 /Corollary 3.17 below.
3.2.3 Isospectral deformations on SO(8) and Spin(8).
Recall that in the previous subsection, we modified Example 3.3 (respectively 3.7)
to obtain isospectral families of metrics on the irreducible Lie groups of Example 3.8
(respectively 3.9) by considering the canonical embeddingsK1×H = SO(m)×T 2 →֒
SO(m) × SO(4) →֒ SO(m + 4) and K1 ×H = SU(m) × T 2 →֒ SU(m) × SU(3) →֒
SU(m + 3), respectively. The lowest dimensions of irreducible examples obtained
in this way are 35 = dim(SU(6)) and 36 = dim(SO(9)). As a final application
of Proposition 3.1, we now construct isospectral families of left invariant metrics
on the 28-dimensional irreducible Lie groups SO(8) and Spin(8) by arranging K1
and H in a more economical way.
Example 3.10.
For each m ∈ N let Ψ : Cm → R2m be the isomorphism of real vector spaces which
sends the standard basis vector ek ∈ Cm to ek ∈ R2m and iek ∈ Cm to em+k ∈
R2m for each k = 1, . . . , m. Consider the injective Lie algebra homomorphism
ϕ : su(m) ∋ X 7→ ΨXΨ−1 ∈ so(2m) and the associated homomorphic embeddings
Φ : SU(m) → SO(2m) and Φ˜ : SU(m)→ Spin(2m). Let K1 := ImΦ ⊂ SO(2m) =:
G1 and K˜1 := Im Φ˜ ⊂ Spin(2m) =: G˜1 . We define G := SO(2m + 2), G˜ :=
Spin(2m+2), G2 := SO(2), G˜2 := Spin(2), and consider the canonical embeddings
G1×G2 →֒ G and G˜1×G˜2 →֒ G˜ which allow us to consider G1 and G2 (respectively
G˜1× G˜2) as commuting subgroups of G (respectively G˜) which are orthogonal with
respect to the Killing metric. Denote by k1 , g1 , g the Lie algebras ofK1 , G1 , and G,
respectively.
Let J :=
(
0 −I
I 0
)
∈ so(2m) = g1 , where I denotes the m-dimensional unit ma-
trix. Note that J commutes with Imϕ = k1 . We define two-dimensional tori H, H˜
in G, G˜ by
H := exp(RJ)×G2 ⊂ G1 ×G2 ⊂ G,
H˜ := e˜xp(RJ)× G˜2 ⊂ G˜1 × G˜2 ⊂ G˜.
For the Lie algebra h of H (resp. H˜) we then have
(10) [k1 , h] = 0 and k1 ⊥g0 h,
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where g0 is any bi-invariant metric on G (resp. G˜) and ⊥g0 denotes orthogonality
with respect to g0 .
Now assume m ≥ 3, and let {ĵ(t)}t∈(−ε,ε) be a family of linear maps from h
to su(m) satisfying conditions 1.) and 2.) from Proposition 3.6(i). Let
j(t) := ϕ ◦ ĵ(t) : h→ so(2m) = g1 ⊂ so(2m+ 2) = g.
From condition 1.) on the ĵ(t) and the fact that Φ and Φ˜ are homomorphisms with
Φ∗ = Φ˜∗ = ϕ, it follows that for each Z ∈ h we have jZ(t) ∈ AdK1(jZ(0)) =
AdK˜1(jZ(0)) for all t. We interpret the j(t) as linear maps from h to g and define
λ(t) := T j(t) : g → h as the transpose of j(t) with respect to g0 . From (10)
we conclude, exactly as in Example 3.7 / 3.8, that the λ(t) pairwise satisfy the
conditions of Proposition 3.1 applied to (G, g0), resp. to (G˜, g0). We thus obtain
isospectral families
(SO(2m+ 2), gλ(t)) and (Spin(2m+ 2), gλ(t))
for all 2m + 2 ≥ 2 · 3 + 2 = 8, where gλ(t) is the left invariant metric associated
with λ(t) and g0 as in Proposition 3.1. In particular, for m = 3 we get continuous
families of left invariant isospectral metrics on SO(8), resp. on Spin(8).
Finally note that condition 2.) on the ĵ(t) implies that also tr
(
(jZ1(t)
2+jZ2(t)
2)2
)
is nonconstant in t. In fact, tr
(
(jZ1(t)
2 + jZ2(t)
2)2
)
= 2 tr
(
(ĵZ1(t)
2 + ĵZ2(t)
2)2
)
,
which is nonconstant in t by condition 2.).
Once more, the Ricci tensors of these manifolds have different norms (Proposi-
tion 3.15), and the manifolds are not pairwise isospectral for the Laplace operator
acting on 1-forms (Corollary 3.17).
Remark 3.11. In the context of Example 3.10, we obtain an explicit example
of the data h ⊂ so(8) and j(t) : h → k1 ⊂ so(8) by using the specific family of
isospectral linear maps from R2 to su(3) which was given in Proposition 3.6(ii):
jZ1(t) =

1 0 0
0 0 0
0 0 −1
−1 0 0
0 0 0
0 0 1
0 0
0 0
 , jZ2(t) =

0 t f(t)
−t 0 t
−f(t) −t 0
0 t f(t)
−1 0 t
−f(t) −t 0
0 0
0 0
 ,
where all missing entries are zero, f(t) =
√
1− 2t2, t ∈ [−1/√2, 1/√2], and h =
span {Z1 , Z2} ⊂ so(8) with
Z1 =
1√
3

−1 0 0
0 −1 0
0 0 −1
1 0 0
0 1 0
0 0 1
0 0
0 0
 , Z2 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 −1
1 0
 .
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Remarks 3.12.
(i) In all our examples (3.3, 3.7, 3.8, 3.9, and 3.10), the key tool were continuous
families of linear maps j(t) : R2 → so(m), resp. j(t) : R2 → su(m), satisfying
conditions 1.) and 2.) from Example 3.3, resp. from Proposition 3.6(i). Note that
both conditions are scaling invariant; that is, if the family t 7→ j(t) satisfies them,
then so does the family t 7→ αj(t) for each α > 0. Rescaling the family j(t) in any
of our above examples is equivalent to rescaling λ(t) = T j(t) by the same factor.
Note that for α → 0, the isospectral families of metrics t 7→ gαλ(t) collapse to the
trivial family g0·λ(t) ≡ g0 , where g0 is the chosen bi-invariant metric. We conclude
that continuous families of isospectral, locally non-isometric left invariant metrics
occur in fact arbitrarily close to any fixed bi-invariant metric.
(ii) If a metric on a semisimple compact Lie group is sufficiently close to a bi-
invariant metric then it is of positive Ricci curvature. By the argument in (i) we
thus obtain isospectral families of left invariant metrics of positive Ricci curvature
on SO(n ≥ 8) and SU(n ≥ 6). These are the first examples of continuous fami-
lies of isospectral manifolds of positive Ricci curvature. (However, in all of these
isospectral families the metrics are of mixed sectional curvature.)
3.3 Ricci curvature and 1-form heat invariants.
All examples of families of isospectral left invariant metrics given in Section 3.1
were applications of Proposition 3.1 (some of them via the more special Corol-
lary 3.2). In this section we compute the Ricci curvature of the left invariant
metrics of the type occurring in Proposition 3.1 (see Lemma 3.18) and establish
an algebraic criterion which decides whether for a pair of isospectral left invariant
metrics arising from Proposition 3.1 the associated Ricci curvatures have different
norms (Theorem 3.14). In particular, it turns out that in all the isospectral fam-
ilies from Section 3.2 the norm of the Ricci tensor varies during the deformation
(Proposition 3.15). This implies not only that the manifolds are not pairwise lo-
cally isometric, but also, as can be seen by using heat invariants, that they are not
isospectral for the Laplace operator acting on 1-forms (Corollary 3.17).
It be should mentioned that the scalar curvature can of course not be used
here to distinguish between the metrics: Since the manifolds are homogeneous, the
associated scalar curvature is constant on each of them; the fact that volume and
total scalar curvature are heat invariants thus implies that this constant is the same
for all metrics in the isospectral family.
We fix certain objects and notations which we will use throughout this section.
Notation 3.13.
(i) Let G be a compact Lie group with Lie algebra g and a bi-invariant metric g0 .
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LetH ⊂ G be a torus inG with Lie algebra h ⊂ g, and denote by u the g0-orthogonal
complement of the centralizer z(h) of h in g.
(ii) We consider linear maps λ : g → g whose image is contained in h and
which satisfy λ|h⊕u = 0. For any such λ, we let gλ be the left invariant metric
on G which corresponds to the scalar product (Id + λ)∗g0 on g. We denote this
scalar product on g, and the corresponding ones on tensors, by 〈 . , . 〉λ , and we
let Ricλ be the Ricci tensor associated with gλ . For Z ∈ h we denote by λZ the
1-form 〈λ( . ), Z〉0 ∈ g∗. We define j : g → g as the transpose of λ with respect to
〈 . , . 〉0 ; note that j vanishes on the g0-orthogonal complement of h, and its image
is contained in z(h) ∩ h⊥.
(iii) For any X ∈ g we write X˜ = (Id− λ)(X). Note that 〈X˜, Y˜ 〉λ = 〈X, Y 〉0 for
all X, Y ∈ g. Finally, we choose g0-orthonormal bases {Z1 , . . . , Zr} of h ⊂ g and
{V1 , . . . , Vd} of g.
Theorem 3.14. Let λ, λ′ : g→ h ⊂ g be two linear maps as above which moreover
satisfy condition (∗3) of Proposition 3.1; i.e., for every Z ∈ h there exists aZ ∈ G
such that λ′Z = Ad
∗
aZλZ and AdaZ |h = Id|h . Then we have, using the above
notation:
(11)
‖Ricλ‖2λ − ‖Ricλ
′‖2λ′ =
1
4
( r∑
i,k=1
tr
(
(adjZi )
2(adjZk )
2
)− r∑
i,k=1
tr
(
(adj′
Zi
)2(adj′
Zk
)2
))
.
We postpone the proof of Theorem 3.14 to the end of this section and first deduce
from it that the norm of the Ricci tensor varies indeed in all the isospectral families
of left invariant metrics given in the examples in Section 3.2.
Proposition 3.15. Let gλ(t) be any of the isospectral famlies of left invariant met-
rics from Example 3.3, 3.7, 3.8, 3.9, or 3.10 of Section 3.2. Then ‖Ricλ(t)‖2λ(t) is
nonconstant in t.
Proof. First of all, note that in Theorem 3.14 the right hand side of (11) is zero
if and only if the two sums running only over pairs i, k with i 6= k are equal. In
fact, tr
(
(adjZi )
4
)
= tr
(
(adj′
Zi
)4
)
for all i because jZi and j
′
Zi
are conjugate by an
automorphism of g by condition (∗3). Throughout Section 3.2 we worked with
dim h = 2; hence we only need to show that
(12) tr
(
(adjZ1 (t))
2(adjZ2 (t))
2
) 6= const in t
for each of the families j(t) = Tλ(t) : h→ g from the examples in Section 3.2.
Recall that in some of those examples, g was equal to a matrix algebra m = so(n)
or m = su(n) (Examples 3.8, 3.9, 3.10); in the remaining examples 3.3 and 3.7, g was
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the direct sum of such an algebra m with an abelian Lie algebra. In each case, the
images of the maps j(t) : h → g were contained in m. In (12) we can therefore
interpret “ad” as the adjoint representation of m, and “tr” as the trace over m.
We want to apply the formulas given in Lemma 3.16 below in order to sim-
plify (12). For this, we first recall that the families j(t) : h → m are isospec-
tral (in the sense of Definition 1.10 or Definition 3.5, respectively), which means
that for each Z ∈ h the jZ(t) are all conjugate to each other by elements of
O(n), resp. SU(n); hence tr(jZ(t))
2 is constant in t. Moreover, 2 tr(jZ1(t)jZ2(t))
equals the coefficient at su of tr(jsZ1+uZ2(t)
2) and is thus constant in t. Finally,
2 tr(jZ1(t)jZ2(t)jZ1(t)jZ2(t))+4 tr(jZ1(t)
2jZ2(t)
2) is also constant in t since it equals
the coefficient at s2u2 of tr(jsZ1+uZ2(t)
4). Lemma 3.16 thus implies in our context:
If m = so(n) then tr
(
(adjZ1 (t))
2(adjZ2 (t))
2
)
= const + (n− 2)tr(jZ1(t)2jZ2(t)2);
if m = su(n) then tr
(
(adjZ1 (t))
2(adjZ2 (t))
2
)
= const + 2n tr
(
jZ1(t)
2jZ2(t)
2
)
,
where “const” means constant in t. Note that n − 2 6= 0 since in all examples we
needed n > 2. Thus in any of the isospectral families j(t) : h→ m from Section 3.2
we have that (12) is equivalent to
(13) tr
(
jZ1(t)
2jZ2(t)
2
) 6= const in t.
But this was indeed always the case. In fact, in all our examples we had tr
(
(jZ1(t)
2+
jZ2(t)
2)2
) 6= const in t by condition 2.) of Example 3.3 (which was assumed in
Examples 3.3, 3.8, and shown to hold in Example 3.10), resp. condition 2.) of
Proposition 3.6(i) (which was assumed in Examples 3.7, 3.9). This implies (13) since
tr(jZ1(t)
4) and tr(jZ2(t)
4) are constant in t by the isospectrality assumption. 
In the proof of Proposition 3.15 we have used the following formulas for which
we did not find a reference.
Lemma 3.16.
(i) Let X, Y ∈ so(n) and ad be the adjoint representation of so(n) on itself.
Then
tr((adX)
2(adY )
2)
= (n− 6)tr(X2Y 2)− 2 tr(XYXY ) + tr(X2)tr(Y 2) + 2(tr(XY ))2.
(ii) Let X, Y ∈ su(n) and ad be the adjoint representation of su(n) on itself.
Then
tr((adX)
2(adY )
2) = 2n tr(X2Y 2) + 2 tr(X2)tr(Y 2) + 4(tr(XY ))2.
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Proof. (i) Note that the adjoint representation of so(n) on itself is equivalent to the
canonical representation ρ of so(n) on
∧2
Rn, given by ρX(y∧v) = Xy∧v+y∧Xv.
Let {e1 , . . . , en} be the standard basis of Rn, and define a scalar product on
∧2
Rn
by 〈y ∧ v, w ∧ z〉 = 〈y, w〉〈v, z〉 − 〈y, z〉〈v, w〉. Then
tr(ρ2Xρ
2
Y ) =
1
2
n∑
i,k=1
〈ρ2Xρ2Y (ei ∧ ek), (ei ∧ ek)〉.
That this is indeed equal to the right hand side of the formula in (i) follows by
straightforward calculation.
(ii) First consider the adjoint representation of the complex Lie algebra gl(n,C)
of dimension n2 on itself, which is equivalent to the canonical representation ρ
of gl(n,C) on (Cn)∗ ⊗ Cn given by ρX(y∗v) = −(tXy)∗v + y∗(Xv). Similarly as
in (i) we obtain by direct computation that
tr(ρ2Xρ
2
Y ) = 2n tr(X
2Y 2) + 2 tr(X2)tr(Y 2) + 4(tr(XY ))2
− 4 tr(X)tr(XY 2)− 4 tr(Y )tr(X2Y )
for all X, Y ∈ gl(n,C). For X, Y ∈ su(n) the last two terms vanish. Moreover, for
X, Y ∈ su(n) the trace of ρ2Xρ2Y on gl(n,C), interpreted now as the real Lie algebra
u(n) ⊕ iu(n) of dimension 2n2, equals two times the right hand side of the above
formula on the one hand, and two times the trace of ad2Xad
2
Y on u(n) on the other
hand. Since u(n) is the sum of its center (spanned by iId) and su(n), the assertion
of (ii) now follows. 
Corollary 3.17. In all examples given in Section 3.2, the isospectral manifolds
(G, gλ(t)) are not pairwise isospectral for the Laplace operator acting on 1-forms.
More generally, if (M, g), (M ′, g′) is any pair of homogeneous manifolds which
are isospectral for the Laplace operator on functions and for which the (constant)
functions ‖Ricg‖2g and ‖Ricg
′‖2g′ are nonequal, then the associated Laplace operators
on 1-forms are not isospectral.
Proof. We only need to prove the second statement since by Proposition 3.15 the
norm of the Ricci tensors associated with the metrics gλ(t) from Section 3.2 does
change nontrivially as t varies.
For any Riemannian metric g on a closed Riemannian manifold M the heat
invariants for the associated Laplace operator on p-forms (0 ≤ p ≤ dimM) are the
coefficients api (g) occurring in the asymptotic expansion
tr
(
exp(−s∆pg)
) ∼ (4πs)−dimM/2 ∞∑
i=0
api (g)s
i for sց 0.
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By [18], Theorem 4.8.18 we have
a00(g) = vol(M, g), a
0
1(g) =
1
6
∫
M
scalgdvolg ,
a02(g) =
1
360
∫
M
(
5(scalg)2 − 2‖Ricg‖2g + 2‖Rg‖2g
)
dvolg ,
a12(g) = a
0
2(g) · dimM − 112
∫
M
(
2(scalg)2 − 6‖Ricg‖2g + ‖Rg‖2g
)
dvolg ,
where scalg, Ricg, and Rg denote the scalar curvature, Ricci tensor, and curva-
ture tensor associated with g. The first two of the above heat invariants imply
that if (M, g) and (M ′, g′) are homogeneous and isospectral on functions, then
their (constant) scalar curvatures are the same; in particular, we then also have∫
M
(scalg)2dvolg =
∫
M ′
(scalg
′
)2dvolg′ . By a
0
2(g) = a
0
2(g
′), the numbers x :=∫
M
‖Ricg‖2gdvolg −
∫
M ′
‖Ricg′‖2g′dvolg′ and y :=
∫
M
‖Rg‖2gdvolg −
∫
M ′
‖Rg′‖2g′dvolg′
satisfy −2x + 2y = 0. If now in addition the two manifolds were isospectral on
1-forms, then a12(g) = a
1
2(g
′) and thus −6x+ y = 0. These two equations together
imply x = y = 0; but x = 0 contradicts our assumption. 
The rest of this section is devoted to the proof of Theorem 3.14. We continue to
use Notation 3.13; recall in particular that we consider linear maps λ : g→ g with
image in h and λ|h⊕u = 0, that j = Tλ with respect to g0 , and that X˜ = X −λ(X)
for X ∈ g. First we need a formula for the Ricci tensor Ricλ of (G, gλ).
Lemma 3.18. For all X ∈ g we have
Ricλ(X˜, X˜) = Ric0((Id + j)X, (Id + j)X)− 〈adX , λ ◦ adX〉0 −
1
2
‖λ ◦ adX‖20 .
Proof. Using the general formula for the Ricci tensor of a homogeneous manifold
given in [5], Corollary 7.38, and the fact that {V˜1 , . . . , V˜d} is a gλ-orthonormal
basis of g, we have
(14) Ricλ(X˜, X˜) = −1
2
‖adX˜‖2λ −
1
2
tr((adX˜)
2) +
1
4
d∑
i,k=1
〈X˜, [V˜i , V˜k]〉2λ .
We will show that
(15)
−1
2
‖adX˜‖2λ −
1
2
tr((adX˜)
2) =− 〈adX , λ ◦ adX〉0 −
1
2
‖λ ◦ adX‖20
+ 〈adX , adX ◦ λ〉0 −
1
2
‖adX ◦ λ‖20
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and
(16)
1
4
d∑
i,k=1
〈X˜, [V˜i , V˜k]〉2λ = Ric0((Id+j)X, (Id+j)X)−〈adX , adX ◦λ〉0+
1
2
‖adX ◦λ‖20 .
These two formulas, together with (14), will clearly imply our statement.
Note that λ[X, λ(Y )] = 0 for all X, Y ∈ g since adλ(Y ) annihilates z(h) and thus
has image in u, on which λ vanishes. Therefore
‖adX˜‖2λ =
d∑
i=1
‖[X˜, V˜i]‖2λ =
d∑
i=1
‖[X, Vi]− [λ(X), Vi]− [X, λ(Vi)] + λ([X, Vi])‖20
= ‖adX − adλ(X) − adX ◦ λ+ λ ◦ adX‖20 .
Moreover,
−tr((adX˜)2) =
d∑
i=1
‖[X˜, Vi]‖20 =
d∑
i=1
‖[X, Vi]− [λ(X), Vi]‖20 = ‖adX − adλ(X)‖20 .
Thus
−‖adX˜‖2λ−tr((adX˜)2) = 2〈adX−adλ(X) , adX ◦λ−λ◦adX〉0−‖adX ◦λ−λ◦adX‖20 .
Since adλ(X) annihilates z(h) and has image in u, it is g0-orthogonal to both of
adX ◦ λ (which annihilates u = z(h)⊥) and λ ◦ adX (whose image is contained in
h ⊂ u⊥). Moreover, adX ◦λ has image in u and is therefore g0-orthogonal to λ◦adX .
Formula (15) now follows; it remains to show formula (16). We have
d∑
i,k=1
〈X˜, [V˜i , V˜k]〉2λ =
d∑
i,k=1
〈X, [Vi , Vk]− [Vi , λ(Vk)] + [Vk , λ(Vi)] + λ([Vi , Vk])〉20
=
d∑
i,k=1
(〈X + j(X), [Vi , Vk]〉20 + 〈X, [Vi , λ(Vk)]− [Vk , λ(Vi)]〉20
− 4〈X, [Vi , Vk]〉0〈X, [Vi , λ(Vk)]〉0 − 4〈X, λ([Vi , Vk])〉0〈X, [Vi , λ(Vk)]〉0
)
=
d∑
k=1
(‖[X + j(X), Vk]‖20 + 2‖[X, λ(Vk)]‖20 + 2〈X, [Vk , λ([X, λ(Vk)])]〉20
− 4〈[X, Vk], [X, λ(Vk)]〉0 + 4〈X, λ([[X, λ(Vk)], Vk])〉0
)
= 4Ric0(X + j(X), X + j(X)) + 2‖adX ◦ λ‖20 + 0− 4〈adX , adX ◦ λ〉0 + 0.
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Here, the third term is zero because of λ([X, λ( . )]) = 0 (see above); to see that
the fifth term is zero, we assume the g0-orthonormal basis {V1 , . . . , Vd} to be
adapted to the g0-orthogonal decomposition g = (z(h) ∩ h⊥) ⊕ (h ⊕ u). The term
λ([[X, λ(Vk)], Vk]) vanishes for Vk ∈ h⊕ u ⊆ kerλ; but for Vk ∈ z(h) ∩ h⊥ (which is
obviously a Lie subalgebra of g), we have [u, Vk] ⊆ u and thus λ([[X, λ(Vk)], Vk]) = 0
(recall that adX ◦ λ has image in u ⊂ kerλ). Formula (16) now follows. 
Proof of Theorem 3.14.
For all X, Y ∈ g we have
〈adX , λ ◦ adY 〉0 =
d∑
k=1
〈[X, Vk], λ([Y, Vk])〉0 =
d∑
k=1
r∑
i=1
〈[X, Vk], Zi〉0〈jZi , [Y, Vk]〉0
=
r∑
i=1
〈[X,Zi], [Y, jZi]〉0 = −
r∑
i=1
〈adjZi adZiX, Y 〉0
which is, in particular, symmetric in X and Y since jZi ∈ z(h) commutes with
Zi ∈ h. Similarly,
〈λ ◦ adX , λ ◦ adY 〉0 =
d∑
k=1
〈λ([X, Vk]), λ([Y, Vk])〉0
=
d∑
k=1
r∑
i=1
〈jZi , [X, Vk]〉0〈jZi , [Y, Vk]〉0 = −
r∑
i=1
〈(adjZi )2X, Y 〉0 .
We can thus reformulate Lemma 3.18 as
(17)
Ricλ(X˜, Y˜ ) = 〈Ric0(Id + j)X, (Id + j)Y 〉0 +
r∑
i=1
〈adZiadjZiX, Y 〉0
+
1
2
r∑
i=1
〈(adjZi )2X, Y 〉0 .
For any given pair Z,W ∈ h there exist, by our assumption on λ and λ′, elements
as,u ∈ G such that j′sZ+uW = Adas,ujsZ+uW and Adas,u |h = Id|h for all s, u ∈ R.
Note that the endomorphism
∑d
i=1 ad
2
Vi
= −4Ric0 of g restricts to a scalar multiple
of the Casimir operator of the adjoint action on each irreducible component of g
and thus commutes with every inner automorphism. Consequently,
〈Ric0(Id + j′)(sZ + uW ), (Id + j′)(sZ + uW )〉0
= 〈Adas,uRic0(Id + j)(sZ + uW ),Adas,u(Id + j)(sZ + uW )〉0
= 〈Ric0(Id + j)(sZ + uW ), (Id + j)(sZ + uW )〉0
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for all s, u ∈ R; comparing the coefficients at su, we obtain that 〈Ric0(Id + j′)Z,
(Id+j′)W 〉0 = 〈Ric0(Id+j)Z, (Id+j)W 〉0 for all Z,W ∈ h. Since the jZi commute
with h, we have by (17) that these expressions equal Ricλ(Z,W ) and Ricλ
′
(Z,W ),
respectively. We conclude
(18) Ricλ|h×h = Ric
λ′ |h×h .
For Z ∈ h and X ∈ h⊥ we have jX = j′X = 0 and we obtain, similarly as above,
〈Ric0(Id+ j′)Z,X〉0 = 〈AdaZRic0(Id+ j)Z,X〉0 = 〈Ric0(Id+ j)Z,Ad−1aZX〉0 . Since
AdaZ preserves h
⊥, this implies by (17) that
(19) ‖Ricλ|h×h⊥λ‖2λ = ‖Ric
λ′ |h×h⊥λ′ ‖2λ′ ,
where h⊥λ denotes the gλ-orthogonal complement of h in g. Note also that
r∑
i=1
〈Ric0, adZiadj′Zi +
1
2 (adj′Zi
)2〉0
=
r∑
i=1
〈Ric0,AdaZi (adZiadjZi + 12 (adjZi )2)Ad
−1
aZi
〉0
=
r∑
i=1
〈Ric0, adZiadjZi + 12(adjZi )2〉0.
Moreover, both of adZi and adjZi vanish on h and have image in h
⊥ because of
Zi , jZi ∈ z(h). Therefore, again by (17):
(20)
‖Ricgλ |h⊥λ×h⊥λ‖2λ = ‖Ric
0|h⊥×h⊥‖20 + 2
r∑
i=1
〈Ric0, adZiadjZi + 12 (adjZi )2〉0
+ ‖
r∑
i=1
(
adZiadjZi +
1
2(adjZi )
2
)‖20 .
As we just saw, only the third summand in this expression might differ from the
corresponding one for λ′. We have
(21)
‖
r∑
i=1
(
adZiadjZi +
1
2
(adjZi )
2
)‖20
=
r∑
i,k=1
tr(adZiadjZi adZkadjZk ) +
r∑
i,k=1
tr(adZiadjZi (adjZk )
2)
+
1
4
r∑
i,k=1
tr((adjZi )
2(adjZk )
2).
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Noting again that the Zi commute with the jZk , we see that tr(adZiadZkadj′Zi
adj′
Zk
)
equals half the coefficient at su of
tr(adZiadZk(adj′sZi+uZk
)2) = tr(Adas,uadZiadZk(adjsZi+uZk )
2Ad−1as,u)
= tr(adZiadZk(adjsZi+uZk )
2).
Similarly, tr(adZiadj′Zi
(adj′
Zk
)2) equals one third of the coefficient at su2 of
tr(adZi(adj′sZi+uZk
)3) = tr(Adas,uadZi(adjsZi+uZk )
3Ad−1as,u)
= tr(adZi(adjsZi+uZk )
3).
This, together with the formulas (18)–(21), implies the statement of the theo-
rem. 
3.4 Infinitesimal spectral rigidity of bi-invariant metrics.
In Section 3.2 we used Proposition 3.1 to construct many examples of continuous
families gλ(t) of left invariant, isospectral, non-isometric metrics on compact Lie
groups G. As we saw, these families can occur arbitrarily close to a bi-invariant
metric g0 on G (Remark 3.12(i)). Obviously, however, our construction never yields
any isospectral deformations containing g0 itself. In fact, if λ = 0 and λ, λ
′ satisfy
condition (∗3) of Proposition 3.1, then also λ′ = 0.
A natural question to ask in this context is whether nontrivial, continuous
isospectral deformations of bi-invariant metrics within the class of left invariant
metrics, even though not available by our construction, might exist nevertheless.
By the following theorem the answer to this question is no.
Theorem 3.19. Let G be a compact Lie group and g0 be a bi-invariant metric
on G. Let η > 0 and {g(t)}|t∈(−η,η) be a continuous family of left invariant metrics
on G such that g(0) = g0 . If the metrics g(t) are pairwise isospectral, then g(t) ≡ g0
for all t.
Proof. As in the “algebraic proof” of Proposition 3.1, denote the right-regular uni-
tary representation of G on L2(G) by ρ. Let U ⊆ L2(G) be a linear subspace which
is invariant under ρ and irreducible. Since G is compact and the action is unitary,
any such U is finite dimensional. If g is any left invariant metric on G then we
have by (7) that ∆g = −
∑d
i=1X
2
i = −
∑d
i=1(ρ∗Xi)
2, where {X1 , . . . , Xd} is a
left invariant g-orthonormal frame. Since U is invariant under ρ it is also invariant
under ∆g and thus spanned by eigenfunctions; in particular U ⊂ C∞(G) because U
is finite dimensional.
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Now consider our family ∆g(t) restricted to U . For every t, spec(∆g(t)|U) is
contained in the discrete set spec(G, g(t)) which is independent of t by assumption.
Since g(t) and therefore spec(∆g(t)|U) depends continuously on t, spec(∆g(t)|U)
must be independent of t, too.
The metric g(0) = g0 is bi-invariant, hence ∆g(0) commutes with right transla-
tions (which are g0-isometries) and therefore with the representation ρ. Since U is
irreducible, it follows from Schur’s lemma that ∆g(0)|U is a multiple of the identity.
Now spec(∆g(t)|U) = spec(∆g(0)|U) implies that ∆g(t)|U too is a multiple of the
identity and equals ∆g(0)|U .
Recall that L2(G) is a sum of invariant, irreducible subspaces such as the one
we just considered. Since ∆g(t) and ∆g(0) coincide on each of these, they coincide
completely on C∞(G). But if two Riemannian metrics on a manifold have equal
Laplacians then they are theirselves equal. Thus g(t) ≡ g(0) for all t, as claimed. 
4. Conformally equivalent manifolds which are isospectral and
not locally isometric
In the first section of this chapter we present a canonical generalization of Theo-
rem 1.6 /Proposition 1.8 from Chapter 1; see Theorem 4.3 /Proposition 4.5. Here
the fibers of the torus bundles under consideration are in general no longer totally
geodesic. In particular, we hereby leave the context of Theorem 1.3 which was our
general starting point in Chapter 1. However, Theorem 4.3 and Proposition 4.5 can
be regarded as special versions of another theorem which was established recently
by C. Gordon and Z. Szabo´ in [23]; see Remark 4.4(ii) below.
In Section 4.2 we use Proposition 4.5 to construct the first pairs of isospectral
manifolds which are conformally equivalent and not locally isometric. Note that in
exactly one instance there have previously been examples (even continuous families)
of isospectral, conformally equivalent manifolds; namely, those constructed in 1990
by R. Brooks and C. Gordon [6]. However, the manifolds in these isospectral
families had (as all examples of isospectral manifolds known at that time) a common
Riemannian covering and thus were locally isometric.
For proving that our new examples are not locally isometric we use results from
Chapter 3 to show that the preimages of the maximal scalar curvature on the two
manifolds are not locally isometric because their Ricci tensors (associated with the
induced metrics) have different norms; see Proposition 4.7.
4.1 Isospectral torus bundles whose fibers are not totally geodesic.
Notation 4.1. Let H be a torus with Lie algebra h = TeH, and let H be equipped
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with a fixed invariant metric. Let M be a principal H-bundle over a closed Rie-
mannian manifold (N, h), and let ϕ, ψ ∈ C∞(N,R+).
(i) Given a connection form ω onM we denote by gω,ϕ,ψ the uniqueH-invariant
Riemannian metric on M which satisfies:
1.) For each p ∈ N , the induced metric gω,ϕ,ψ|pi−1
H
(p) on the fiber over p
equals ϕ(p) times the given invariant metric (induced from the metric onH).
2.) The projection πH : M → N is a Riemannian submersion with respect
to gω,ϕ,ψ on M and ψh on N .
3.) The ω-horizontal distribution kerω is gω,ϕ,ψ-orthogonal to the fibers.
In particular, note that gω,ϕ,ψ(X,Z) = ϕ˜(x)ωZ(X) for all X ∈ TxM and
Z ∈ h, where ϕ˜ denotes the lift of ϕ to M .
(ii) If M is the trivial bundle N × H and λ is an h-valued 1-form on N we
write gλ,ϕ,ψ := gω,ϕ,ψ , where ω is the connection form on N × H defined
by ω(X,Z) = λ(X) + Z for all (X,Z) ∈ T (N ×H) ∼= TN × h.
Remark 4.2. The metric gω which was defined in Notation 1.5(iii) is just the same
as gω,1,1 . In other words, introducing the metric gω,ϕ,ψ on M can be described as
first introducing gω and then stretching vertical vectors by ϕ˜
1/2 and horizontal vec-
tors by ψ˜1/2, where ϕ˜ and ψ˜ are the lifts of ϕ and ψ toM . In the context of 4.1(ii),
introducing gλ,ϕ,ψ can be described analogously, this time by first introducing the
metric gλ on N ×H which was defined in Notation 1.5(iv).
Note also that for ψ := ϕ, the metric gω,ϕ,ϕ equals ϕ˜gω which is conformally
equivalent to gω . Similarly we have gλ,ϕ,ϕ = ϕ˜gλ in the context of 4.1(ii).
Theorem 4.3. Let (N, h) be a closed Riemannian manifold and H be a torus
equipped with an invariant metric. Let M be a principal H-bundle over (N, h), let
ω, ω′ be two connection forms on M , and let ϕ, ϕ′, ψ, ψ′ ∈ C∞(N,R+). Assume:
(∗5) For every Z ∈ h there exists a bundle automorphism FZ : M → M which
induces an isometry F¯Z on the base manifold (N, h) and satisfies
ω′Z = F
∗
ZωZ , ϕ
′ = F¯ ∗Zϕ, and ψ
′ = F¯ ∗Zψ.
Then (M, gω,ϕ,ψ) and (M, gω′,ϕ′,ψ′) are isospectral.
Proof. In the following we write g = gω,ϕ,ψ and g
′ = gω′,ϕ′,ψ′ . Let H = L2(M, g) =
L2(M, g′). For any closed connected subgroup W ⊂ H of codimension 1 we denote,
as in the proof of Theorem 1.3, by HW the space ofW -invariant functions in H. Let
CW := C∞(M)∩HW . Finally we denote by H0 the space of H-invariant functions
in H and let C0 := C∞(M) ∩H0 . We claim that
(22) ∆g′ |CW = (F ∗Z ◦∆g ◦ F ∗Z
−1)|CW ,
where Z ∈ h\{0} is chosen orthogonal to TeW , and FZ is as in (∗5). Note that FZ ,
being a bundle automorphism, leaves the spaces CW and C0 ⊂ CW invariant.
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Therefore equation (22) implies spec(∆g|H0) = spec(∆g′ |H0) and spec(∆g|HW ) =
spec(∆g′ |HW ). Since W was arbitrary, we will then be done by the decomposi-
tion (1) from the proof of Theorem 1.3.
It remains to prove (22). In contrast to the situation of Theorem 1.6, the fibers of
the Riemannian submersions πH : (M, g) → (N,ψh) and πH : (M, g′) → (N,ψ′h)
are in general not totally geodesic now (unless ϕ is constant). The proof of equa-
tion (22) has to take into account the mean curvature vector fields V (on (M, g))
and V ′ (on (M, g′)) of the H-orbits in M . We first compute V and V ′. Let ∇
be the Levi-Civita` connection of g, and denote by ϕ˜, ψ˜ the lifts of ϕ, ψ to M . For
any Z ∈ h the vector field ∇ZZ is obviously g-orthogonal to the H-orbits and
thus ω-horizontal. For any ω-horizontal, H-invariant vector field X on M we have,
noting that X commutes with Z:
ψh(πH∗(∇ZZ), πH∗X) = g(∇ZZ,X) = Z(g(Z,X))− g(Z,∇ZX)
= Z(ϕ˜gω(Z,X))− g(Z,∇XZ)
= 0− 1
2
X(ϕ˜gω(Z, Z)) = −12 |Z|2X(ϕ˜)
= −1
2
|Z|2ψh( 1
ψ
gradhϕ, πH∗X).
Letting Z run through g-orthonormal bases of the tangent spaces to the H-orbits
and summing up, we get
V = ω-horizontal lift of
−dim h
2ϕψ
gradhϕ.
Analogously, V ′ is the ω′-horizontal lift of −dimh2ϕ′ψ′ gradhϕ
′ .
Now let x ∈ M and p = πH(x) ∈ N . Choose a local frame {E1 , . . . , En}
on a neighbourhood U of p such that {E1(p), . . . , En(p)} is a ψ′h-orthonormal
basis of TpN , and such that the integral curves of the Ei through p are geodesics
in (N,ψ′h). Denote the ω′-horizontal lift of Ei to π−1H (U) ⊆ M by Xi . Since
πH : (M, g
′) → (N,ψ′h) is a Riemannian submersion, the integral curves of Xi
through x are geodesics in (M, g′). Thus
∆g′ |x = −
n∑
i=1
Xi|xXi + ϕ˜′(x)−1∆h|x+ V ′|x ,
where ∆h := −
∑r
k=1 Z
2
k and {Z1 , . . . , Zr} is an orthonormal basis of h. Now let
y := FZ(x) and Yi := FZ∗(Xi). Then the Yi are H-invariant vector fields defined
in an H-invariant neighbourhood of y. Since ω′Z = F
∗
ZωZ , ϕ
′ = F¯ ∗Zϕ, ψ
′ = F¯ ∗Zψ,
and F¯Z is an isometry of (N, h), the vector field FZ∗V ′ equals V up to errors
tangent to the W -orbits. Moreover, each Yi is ω-horizontal up to errors tangent to
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theW -orbits. We write Yi = Ai+Ui , where Ai is ω-horizontal and Ui is tangent to
the W -orbits. Note that Ai and Ui are again H-invariant, and [Ai , Ui] is tangent
to the W -orbits. Hence for f ∈ CW we have
V |x(f) = V ′|x(F ∗Zf) and Ai|yAi(f) = Yi|yYi(f) = Xi|xXi(F ∗Zf).
Since FZ induces an isometry from (N,ψ
′h) to (N,ψh) the Ai|y are g-orthonormal,
and thus
∆g|y = −
n∑
i=1
Ai|yAi + ϕ˜(y)−1∆h|y + V |y .
Therefore we have indeed
(∆gf)(y) =
(
−
n∑
i=1
X2i (F
∗
Zf) + ϕ˜
′−1∆h(F ∗Zf) + V
′(F ∗Zf)
)
(x)
=
(
∆g′(F
∗
Zf)
)
(x) =
(
(F ∗Z
−1 ◦∆g′ ◦ F ∗Z)f
)
(y)
for each f ∈ CW . 
Remarks 4.4.
(i) In the special case ϕ = ψ = 1, the accordingly simplified proof constitutes an
alternative proof for Theorem 1.6 from Chapter 1 (recall Remark 1.7).
(ii) In turn, there is also an alternative proof of the above Theorem 4.3 along
the lines of the proof of Theorem 1.6 given in Chapter 1. It involves showing
that FZ (for Z 6= 0 in the orthogonal complement of TeW ) induces an isome-
try from (M/W, gWω′,ϕ′,ψ′) to (M/W, g
W
ω,ϕ,ψ) which, moreover, carries the projected
gω′,ϕ′,ψ′-mean curvature vector field of the W -orbits to the projected gω,ϕ,ψ-mean
curvature vector field of the W -orbits.
From this version of the proof one sees immediately that Theorem 4.3 is actually
a special case of a theorem which was proven recently by C. Gordon and Z. Szabo´
(Theorem 1.2 in [23]). Their theorem reads like Theorem 1.3 by C. Gordon in
Chapter 1, with the following changes: Condition (i) is dropped; in condition (ii),
“isospectral” is replaced by “isometric”, and moreover it is required that there
exists an isometry between the quotient manifolds which intertwines the projected
mean curvature vector fields of the W -orbits.
(iii) In [23], C. Gordon and Z. Szabo´ apply the theorem mentioned in (ii), and a
version of it for the case of manifolds with boundary, to construct a specific class of
interesting new examples of isospectral, locally non-isometric manifolds which arise
as torus bundle whose fibers are not totally geodesic. The manifolds are diffeomor-
phic to products of spheres with tori, resp. balls (or bounded cylinders) with tori.
In the case of manifolds with boundary, they obtain continuous isospectral families
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of negatively curved manifolds, which contrasts with the spectral rigidity result by
C. Croke and V. Sharafutdinov for closed negatively curved manifolds [14].
Without going into detail, we mention here that those examples which Gordon
and Szabo´ construct in the case of closed manifolds can also be viewed as arising
from our (more special) Theorem 4.3; more precisely, from Proposition 4.5 below.
(iv) As we mentioned at the beginning of this chapter, the only examples of
conformally equivalent, isospectral manifolds which were previously known had
been given by R. Brooks and C. Gordon in [6]. We note here, again without giving
details, that those examples too can be interpreted as an application of Theorem 4.3.
We finish this preparatory section by specializing Theorem 4.3 to the case of
products; the following proposition is related to Proposition 1.8 in the same way
as Theorem 4.3 is to Theorem 1.6. We use Notation 4.1(ii).
Proposition 4.5. Let (N, h) be a closed Riemannian manifold and H be a torus
equipped with an invariant metric. Let h = TeH and λ, λ
′ be two h-valued 1-forms
on N . Let ϕ, ψ, ϕ′, ψ′ ∈ C∞(N,R+). Assume:
(∗6) For every Z ∈ h there exists an isometry fZ of (N, h) which satisfies
λ′Z = f
∗
ZλZ , ϕ
′ = f∗Zϕ, and ψ
′ = f∗Zψ.
Then (N ×H, gλ,ϕ,ψ) and (N ×H, gλ′,ϕ′,ψ′) are isospectral.
Proof. The connection forms ω, ω′ associated with λ, λ′ satisfy condition (∗5) from
Theorem 4.3. In fact, FZ := (fZ , Id) : N × H → N × H has all the properties
required there. 
4.2 Conformally equivalent examples.
We will now apply Proposition 4.5 to construct the first examples of isospectral
manifolds which are conformally equivalent and not locally isometric. The idea is
to find, in the context of Proposition 4.5, a situation where λ = λ′ and nevertheless
there exists a pair of functions ϕ = ψ and ϕ′ = ψ′ such that condition (∗6) is
satisfied nontrivially ; that is, the isometries fZ cannot be chosen independently
of Z.
Example 4.6. Let K be a compact Lie group with Lie algebra k = TeK, and
let h be a bi-invariant metric on K. Let H be a torus with Lie algebra h = TeH,
equipped with an invariant metric. Let λ, λ′ : k → h be two linear maps which
satisfy condition (∗4) from Corollary 3.2; i.e., for each Z ∈ h there exists aZ ∈ K
such that λ′Z = Ad
∗
aZλZ . We endow K ×K with the product metric h¯, and define
λ¯ : k⊕ k ∋ (X, Y ) 7→ λ(X) + λ′(Y ) ∈ h.
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Choose a class function ϕ ∈ C∞(K,R+) (i.e., one that is invariant under inner
automorphisms of K), and define ϕ1 , ϕ2 : K ×K → R+ by
ϕ1(x, y) := ϕ(x), ϕ2(x, y) := ϕ(y)
for all x, y ∈ K. Denote the lifts of ϕ1 , ϕ2 to K×K×H by ϕ˜1 and ϕ˜2 , respectively.
We claim that the conformally equivalent manifolds
(K ×K ×H, ϕ˜1 gλ¯) and (K ×K ×H, ϕ˜2 gλ¯)
are isospectral by Proposition 4.5, where gλ¯ is the left invariant metric onK×K×H
associated with h¯ and λ¯ as in Corollary 3.2.
In fact, for any given Z ∈ h choose aZ ∈ K such that λ′Z = Ad∗aZλZ , and define
fZ : K ×K ∋ (x, y) 7→ (IaZ (y), I−1aZ (x)) ∈ K ×K,
where IaZ denotes conjugation by aZ . Then fZ is an isometry by the bi-invariance
of h¯; moreover,
(f∗Z λ¯Z)(X, Y ) = λZ(AdaZ (Y )) + λ
′
Z(Ad
−1
aZ
(X)) = λ′Z(Y ) + λZ(X)
= λ¯Z(X, Y )
for all (X, Y ) ∈ k⊕ k. Finally, (f∗Zϕ2)(x, y) = ϕ2(IaZ (y), I−1aZ (x)) = ϕ(x) = ϕ1(x, y)
for all x, y ∈ K since ϕ is a class function. So fZ satisfies all the conditions from
Proposition 4.5, with λ¯ playing the role of both λ and λ′ from the proposition,
ϕ1 playing the role of ϕ = ψ, and ϕ2 the role of ϕ
′ = ψ′. Recall from Remark 4.2
that gλ¯,ϕ1,ϕ1 = ϕ˜1 gλ¯ and gλ¯,ϕ2,ϕ2 = ϕ˜2 gλ¯ .
The following proposition shows that in many cases the two resulting isospectral,
conformally equivalent manifolds are not locally isometric.
Proposition 4.7. In the context of Example 4.6 assume that
(i) K = SO(m), m ≥ 5, or
(ii) K = SU(m), m ≥ 3,
and that the torus H is two-dimensional. For the isospectral pair λ, λ′ : k → h
(as in the example) assume that ‖Ricgλ‖2 6= ‖Ricgλ′‖2, where gλ and gλ′ are the
associated left invariant metrics on K×H. Finally, define a class function ϕ on K
by
ϕ(x) := e2ε tr(x)/m ,
where tr denotes the trace on (m × m)-matrices, and 0 < ε < 1/8. Then the
conformal metrics ϕ˜1 gλ¯ and ϕ˜2 gλ¯ on K ×K ×H, defined as in Example 4.6, are
not locally isometric.
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More precisely, the preimage in K × K × H of the maximal scalar curvature
of ϕ˜1 gλ¯ , resp. of ϕ˜2 gλ¯ , is a submanifold which, when endowed with the induced
metric, is isometric to (K × H, e2εgλ′), respectively (K × H, e2εgλ), whose Ricci
tensors have different norms by the choice of λ and λ′.
Recall that if K and H are of the above type then isospectral pairs λ, λ′ : k→ h
with ‖Ricgλ‖2 6= ‖Ricgλ′‖2 exist indeed, even many of them. See the exam-
ples 3.3 / 3.7 in connection with Proposition 3.15.
Proof. Let Id denote the neutral element of K = SO(m), resp. K = SU(m), where
m ≥ 5, resp. m ≥ 3. We claim that for our choice of ϕ the preimage of the maximal
scalar curvature of (K ×K ×H, ϕ˜1 gλ¯), resp. (K ×K ×H, ϕ˜2 gλ¯), is precisely
{Id} ×K ×H, resp. K × {Id} ×H.
These submanifolds, endowed with the metric induced by ϕ˜1 gλ¯ , resp. ϕ˜2 gλ¯ , are
isometric to (K × H, e2εgλ′), resp. (K ×H, e2εgλ), by the definition of λ¯ and the
fact that ϕ1(Id, x) = ϕ2(x, Id) = ϕ(Id) = e
2ε for all x ∈ K. The statement of the
proposition will thus follow.
We now prove our above claim. Since K is irreducible by assumption, the
bi-invariant metric h is a scalar multiple of the Killing metric −B : (X, Y ) 7→
−tr(adXadY ); let c ∈ R be such that h = c2 · (−B). Define τ(x) := ε tr(x)/m,
τ1(x, y) := τ(x) for (x, y) ∈ K×K, and let τ˜1 be the lift of τ1 to K×K×H; we thus
have ϕ˜1 = exp(2τ˜1). Note that (∆gλ¯ τ˜1)(x, y, z) = (∆hτ)(x) = µ τ(x) = µ τ˜1(x, y, z)
for all (x, y, z) ∈ K ×K ×H, where
µ =
1
c2
· 1
m
· 1
k(m)
· dimK
with k(m) = m− 2 in case (i) and k(m) = 2m in case (ii). By [5], Theorem 1.159
we have
scalϕ˜1gλ¯ =
α+ βτ˜1 − (N − 1)(N − 2)‖dτ˜1‖2gλ¯
exp(2τ˜1)
,
where N := dim(K ×K ×H) = 2 dimK + 2, α := scalgλ¯ , and β := 2(N − 1)µ.
Note that α ≤ scalh¯ = 2 scalh = 2c2 · dimK4 , where the inequality follows from
Proposition 2.8.
We observe that the function R ∋ s 7→ α+βsexp(2s) ∈ R is strictly monotonously
increasing in s ∈ (−∞, 1
2
− α
β
]. The image of our τ˜1 is contained in this interval: In
fact, we obviously have max τ˜1 = max τ = ε and
α
β
≤ dimK / 2c
2
2 (2 dimK + 1) dimK / c2mk(m)
≤ mk(m)
8 dimK
,
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which in case (i) equals 2m(m−2)8m(m−1) ≤ 14 < 12 −ε , and in case (ii) equals 2m
2
8(m2−1) which
for m ≥ 3 is also smaller than 12 − ε by the choice of ε.
Since additionally we have dτ˜1|p = 0 if τ˜1(p) is maximal, we conclude that
scalϕ˜1gλ¯ attains its maximum precisely in those points where τ˜1 does so; namely,
in {Id} × K × H, as claimed. In the same way we show that scalϕ˜2gλ¯ attains its
maximum precisely in K × {Id} ×H. 
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