Abstract -Positron emission tomography (PET) relies on accurate timing information to pair two 511-keV photons into a coincidence event. Calibration of time delays between detectors becomes increasingly important as the timing resolution of detector technology improves, as a calibration error can quickly become a dominant source of error. Previous work has shown that the maximum likelihood estimate of these delays can be calculated by least squares estimation, but an approach is not tractable for complex systems and degrades in the presence of randoms. We demonstrate the original problem to be solvable iteratively using the LSMR algorithm. Using the LSMR, we solve for 60 030 delay parameters, including energy-dependent delays, in 4.5 s, using 1 000 000 coincidence events for a two-panel system dedicated to clinical locoregional imaging. We then extend the original least squares problem to be robust to random coincidences and low statistics by implementing 1 -norm minimization using the alternating direction method of the multipliers (ADMM) algorithm. The ADMM algorithm converges after six iterations, or 20.6 s, and improves the timing resolution from 64.7 ± 0.1s full width at half maximum (FWHM) uncalibrated to 15.63 ± 0.02ns FWHM. We also demonstrate this algorithm's applicability to commercial systems using a GE Discovery 690 PET/CT. We scan a rotating transmission source, and after subtracting the 511-keV photon time-of-flight due to the source position, we calculate 13 824 per-crystal delays using 5 000 000 coincidence events in 3.78 s with three iterations, while showing a timing resolution improvement that is significantly better than previous calibration methods in the literature.
Robust Timing Calibration for PET Using L1-Norm Minimization traditionally done by pairing two photons using a coincidence window. The width of the window is determined by the longest useful line-of-response (LOR) and the speed of light plus the system's coincidence timing resolution. The timestamp assigned within a detector must be synchronized with all other detectors in the system. This requires calibrating out electronic delays, such as clock skew, that can exist within the system. With the improvement of the timing resolution of detector technology, the calibration of time delays, as well as the energy dependencies of a timestamp, becomes more important, as these can quickly become a dominant contributor to the timing resolution in systems with very fine intrinsic timing resolutions.
To solve this problem, many methods of system calibration have been proposed. Methods have focused on calculating the delay to block level [1] , [2] , or crystal level [3] . Some methods make use of a fast reference detector [2] , [4] , [5] , while others work iteratively from a known source position [6] [7] [8] [9] . The intrinsic radiation from 176 Lu has also been used as a source for timing calibration [10] . Some calibration methods take advantage of the fact that the difference between the arrival times of the two 511 keV photons can be neglected if the coincidence time resolution of the PET system is not precise enough, and thus dominates the arrival time difference [11] [12] [13] . On the other hand, if a system's coincidence time resolution is precise enough that it no longer dominates the difference between the arrival times of the two 511 keV photons, then this system is referred to as being timeof-flight (TOF) capable. Time calibration methods using a known source from which the position of annihilation can be inferred from the LOR are applicable to TOF-capable PET systems [2] , [8] , [9] . The method proposed by Werner and Karp [14] shows applicability to TOF-capable systems with a generic source by doing autocorrelation for the measured data on each line of response with a model produced from the image.
Reynolds et al. [11] , using a framework similar to previous works [12] , [13] , showed that the maximum likelihood formulation of the delay problem seen in previous works may be framed as a least squares problem, sometimes referred to as 2 -norm minimization. That framework proposed by Reynolds et al. [11] to optimize timing resolution proposes a method for minimizing the distribution of δt values by removing factors that can be linearly calculated from the list mode data. This includes constant offsets, or delays for a channel, as well as delays that are proportional to parameters such as energy. The problem can thus be stated as the following: minimize Ax − b 2 2 (1) Each row of matrix A, as detailed in Appendix A, represents a coincidence event, and b is a column vector representing the measured time difference for each coincidence event in A. As an example, if the first coincidence measured was between crystals 1 and 35 with a time difference of 350.0 ps, the first row of A would have a 1 and −1 in the 1st and 35th columns, respectively, and the first row of b would be 350.0. The negative 1 in the 35th column indicates that the time measured for that crystal was subtracted from the time of the first crystal. The parameters for the system are represented in the column vector x. If energy dependence corrections are to be included, additional columns are added into A. In our previous example, the energy measured at each crystal, for example, would be placed in columns N +1 and N +35 as 492 keV and −531 keV, respectively, where N is the number of crystals. Reynolds et al. [11] details further applications to non-linear signals that can affect timing. In all of the previous cases implementing the least squares formulations of the time delay calibration problem, the number of parameters has been small, or has been reduced [12] , [13] to make it computationally tractable. Others have expanded on this method to include regularization of the data [15] , but still have had to reduce the number of parameters they calculate to fit the model in memory. This is primarily because solving a least-squares problem typically involves finding the psuedoinverse of A, or A T A −1 A T , which becomes a computationally difficult problem for a large number of parameters (i.e. crystals) or a large number of coincidence events, especially when using standard methods such as QR decomposition or singular value decomposition (SVD). Additionally, the memory requirements to store the data involved as a dense matrix become onerous. There are, however, many iterative algorithms, such as the Preconditioned Conjugate Gradient (PCG), or Minimum Residuals (MINRES) methods, that are able to solve the least squares problem to a specified accuracy without large memory requirements. Both PCG and MINRES generally require that the input matrix is square in their software implementation, though this is not technically a theoretical requirement for PCG. Other iterative methods, such as the LSQR and LSMR methods, do not have this requirement. This difference is because LSQR and LSMR are equivalent to performing the PCG or MINRES methods, respectively, on the normal equations, which is the following modification to the original least squares problem in Equation 1:
In this case, A T A will be symmetric and positive definite if A is full rank. This property would allow it to be used with both PCG and MINRES, but calculating A T A for these approaches introduces numerical errors not present in LSQR, and LSMR. Furthermore, LSMR and MINRES show good convergence properties in the presence of inconsistent systems, which can occur in noisy environments like emission imaging.
All of these solvers work best when the input matrices are quite sparse, or have mostly zeros as entries, which is the case in the least squares formulation of this problem, as noted by Park et al. [13] . An additional advantage of using these solvers is that the input matrix does not necessarily need to be stored; they only require that the result of it's multiplication with a vector be calculated.
In this work we demonstrate the applicability of these iterative solvers to the original least squares calibration problem. We then theoretically extend the least squares method to make the problem robust to random coincidences. Finally we demonstrate this method using experimental data on two different systems; first a clinical PET system dedicated to locoregional imaging with 1 mm 3 detector resolution, and, second, a GE Discovery 690 PET/CT system.
II. METHODS
A. Theory 1) Iterative Least Squares: We propose using the LSMR algorithm introduced by Fong and Sanders as a way of solving the original Least Squares method [16] . LSMR, as mentioned previously, only requires the result of the matrix A and A T be calculated. This is beneficial as we show in Appendix B, Ax, A T x, and A T Ax can all be calculated linearly with respect to the number of coincidence events, irrespective of the number of parameters, making this problem easily scalable to a large number of parameters.
2) 1 -norm minimization: Least squares becomes less efficient in the presence of random events that do not correspond to a Gaussian distribution. With random coincidences, the fully calibrated time difference value will appear to be drawn from a Gaussian distribution mixed with a uniform distribution. We address this effect by implementing 1 -norm minimization, sometimes referred to as Least Absolute Deviations (LAD). The problem then can be stated as the following:
With the 1 -norm above, the loss function minimized element-wise is the absolute value of the error, rather than the square of the error. Thus this reduces the effect of randoms that do not fit a Gaussian distribution, as the error for outliers is weighted much less heavily compared to an 2 -norm used with least squares. This advantage for 1 -norm minimization is seen most strongly in cases with lower statistics, when large outliers drawn from a uniform distribution can have a disproportionate effect.
3) Alternating Direction Method of Multipliers: Solving the problem as stated in Equation 3 directly is not straight forward. We can, however, reformulate it through the following setups, which are equivalent:
Since the 1 -norm is convex, this problem is now in a form that can be solved by using the Alternating Direction Method of Multipliers (ADMM). ADMM was presented by Gabay and Mercier for solving problems in the following form [17] :
The problem in Equation 6 is solved by iterating through the following steps, where ρ is the augmented Lagrangian parameter, and the superscripts denote the iteration number:
We now are able to solve Equation 4 assuming f (w) = 0, g (z) = z 1 , and B = −I giving us the following:
Differentiating z k+1 and solving for d dz z k+1 = 0, we arrive at the notation seen in Boyd et al. [18] :
In the equation above, S 1 ρ is the soft thresholding operator that operates element-wise and is defined as follows:
or equivalently as:
where pos(x) is the element-wise positive operator, zeroing out negative values. It can be seen in this formulation that the x-update step is an ordinary least squares problem, which can be solved using LSMR, as we have presented. The events are then iteratively weighted towards a 1 fit through the z and u steps. If we terminate the ADMM algorithm after one iteration, we recover the least squares solution.
The augmented Lagrangian, ρ, controls the rate of convergence in this formulation by dictating how aggressively the algorithm tries to weight towards the 1 -norm solution. The choice of this parameter will vary based primarily on the randoms fraction in the acquired data and the ratio of the timing resolution of a system to the coincidence timing window used. By noting that the soft thresholding operator used in the z-update step zeros out residuals less than 1/ρ, we propose a method for selecting ρ that will provide the reasonable convergence by setting this point to when the probability of true coincidences in a Gaussian distribution is equal to the randoms from a Uniform distribution.
Given a corrupted, yet fully calibrated, Gaussian distribution, H, defined as:
where r is the randoms fraction, w is the coincidence window width, U is a Uniform distribution, and N w is a Gaussian distribution truncated at ±w. We arrive at the following relationship if we set the normal and uniform distributions to be equal:
which, if simplified, gives us the following:
where f is the fraction, or ratio, of the timing resolution σ to the total coincidence window:
In this case, σ represents that of the expected optimum (i.e. fully calibrated) distribution. We use this formulation, which is valid for small r and f , in the experimental sections of this paper.
4) Extension to TOF: Up to this point, we have assumed that the contribution of the TOF of the 511 keV photons is negligible. This model can be extended to TOF capable systems given a known annihilation position. This model still represents the maximum likelihood case if the TOF of the photons is subtracted from δt to generate a modified δt defined as follows with d representing the distance of the annihilation distance from the center of the two detectors, and c the speed of light.
B. Simulation
To explore the true quantitative accuracy of the proposed algorithm, since true delay values in real-world systems cannot be exactly known, we perform a Monte Carlo simulation study of a hypothetical system with 1000 crystals. In Python, using Numpy, we randomly generate 10,000, 100,000, and 1,000,000 coincidence events with δ t drawn from a Gaussian distribution corrupted by random events from a uniform distribution. The Gaussian distribution is simulated with a full-width half-max of 500.0 ps. The random events are drawn from a uniform distribution of ±3.5 ns to represent a standard coincidence window. Randoms fractions of 0.0 % to 50.0 % in steps of 10.0 % are simulated. For each event, two crystals are randomly paired. Finally a delay is randomly generated for each crystal. The crystals are grouped into 3 sizes of delays. The three groups are randomly assigned a delay from a uniform distribution of width ±650.0 ps, ±1250.0 ps, ±1875.0 ps, respectively.
The relative norm of the error on the value for the delays is then calculated.
This process is repeated three times with the same delays to produce a standard error for .
C. Experimental
We apply this theory to a clinical PET system dedicated to locoregional imaging with 1 mm 3 detector resolution under construction at Stanford [19] . This system has 65,536 crystal elements attached to 1024 position-sensitive avalanche photodiodes (PSAPDs). 2,185,139 coincidence events are taken from a uniform slab of 1.4 MBq 18 F Fludeoxyglucose (FDG) sorted using a ±100 ns time window. The coincidence data is stored in list mode format with a crystal pair, the two measured energies, and the time difference for each event 1,000,000 events are initially processed with the least squares method to calculate a fixed offset for 58,138 crystals, as well as both a fixed and an energy dependent offset for 946 PSAPDs. Details on constructing matrix A for multiple system level components can be found in Appendix A. The coincidence timing resolution is then calculated by calibrating the remaining 1,185,139 coincidence events with the calculated values. These events are then split into ten groups, and a Gaussian is fit to each group. The mean and the standard error of the ten fits are then reported.
The randoms fraction, r , used to estimate the ρ, is estimated from the height of the tails of the uncalibrated distribution. The 1 -norm method, with ρ calculated via Equation 10, is then used to calculate the same calibration parameters. The output and convergence behaviors of the 1 -norm algorithm are examined. In both cases we do not include in the estimate crystals with less than 10 counts to ensure reasonable statistics. In these cases, the crystal receives the fixed offset calculated for the PSAPD. We then examine the convergence behavior of the ADMM implementation with respect to ρ by testing from 0.1 to 10 times the original ρ. In all cases for this system, the contribution of the source width to the timing resolution is neglected as negligible compared to the intrinsic timing resolution of the system.
We also apply our method to recalibrate a GE Discovery 690 PET/CT system in the Stanford Nuclear Medicine Clinic. We use 13,126,045 list mode coincidence events from a daily quality assurance (QA) scan taken using the built in rotating 68 Ge line source and a ±3.5ns coincidence window. We use the defined path of the transmission source to subtract out the photon TOF from the list mode data. The first 5,000,000 coincidence events are used to calculate the 1 -norm fit for 13,824 per-crystal offsets. The value of ρ is again calculated via Equation 10 . The calculated offsets are rounded to an integer multiple of 89 ps to mimic the scanner's discrete coincidence sorting clock then applied in software to the remaining 8,126,045 coincidence events. The coincidence timing resolution is calculated as previously, after binning to 89 ps bins. In this case the source has a defined path within the scanner, but, for studies without a rotating line source, position information also could be determined using previously studied scan protocols [8] , [9] . This is not the same method used by Bettinardi et al. [20] to measure timing resolution on the Discovery 690, but is useful to compare the improvement between different calibration methods.
For both scanners, we run the cross-correlation calibration method presented by Werner and Karp on the same data sets as a representative comparison to recent methods in the literature [14] . Since Werner's method does not describe a method of calculating energy dependent time offsets, we also perform our method without energy correction for the loco-regional imaging system as a reference.
All of the processing is done on a single core of a 2 GHz Intel Core i7 with 16 GB of memory. The default tolerances of atol=1e-06, btol=1e-06, conlim=1e8 for LSMR are used. The matrix A is implemented as a sparse matrix in Python using SciPy [21] . No preconditioner is used for LSMR. This implementation has been chosen for convenience, though, as detailed in Appendix B, matrix A need not be stored, but it's effect can be calculated linearly with respect to the number of coincidence events. In all cases we terminate the ADMM algorithm when coincidence time resolution no longer shows improvement relative to the previous iteration.
III. RESULTS

A. Simulation
The accuracy of the least squares and 1 -norm minimization methods in simulation can be seen in Figure 1 , with selected values shown in Table I . The 1 -norm method shows an < 0.026 for all non-zero randoms fractions at an average of 2000 coincidence events per crystal. Even when excluding the low count case, the least squares method shows on average twice the relative error of the 1 -norm method. The relative norm of the error, , for least squares method at 10 counts per crystal is on average 2.2 times for the 1 -norm method at the same count rate for the points not shown in Figure 1 .
B. Experimental
Coincidence time resolution of the PET scanner dedicated to locoregional imaging improved from 64.7 ± 0.1 ns Simulated accuracy of the least squares, 2 -norm, and 1 -norm methods at various statistics levels for different simulated randoms fractions. Statistics are listed as average concidence events per crystal (c/c). Vertical axis is the relative norm of the error, , as described by Equation 11 . The 1 -norm shows comparable performance to least squares with 10 times fewer counts across most randoms fractions. Error bars are generally negligible compared to marker size. Selected specific values are listed in Table I . without any calibration to 28.1 ± 0.1 ns full width at half maximum (FWHM) in 4.5s east squares solution. A randoms fraction of r = 0.069, or 6.9% was estimated from the raw distribution and used to calculate ρ = 0.0461. 1 -norm minimization using the ADMM algorithm took 6 iterations and 20.6s to converge. The timing resolution as a result was 15.63 ± 0.02 ns FWHM, which can be seen in Figure 2 , along with a comparison to the least squares method. The number of LSMR iterations required for each ADMM iteration subsequently decreases, as seen in Figure 3 . The convergence of coincidence time resolution as a function of ADMM iteration number and ρ value is seen in Figure 4 , with ρ calculated via Equation 10 shown in orange. Fig. 3 . The number of LSMR iterations required for each step drops rapidly for each ADMM iteration, as the LSMR algorithm is warm-started by using the previous x step estimate as the initial guess. The comparison to the method proposed by Werner and Karp can be seen in Figure 5 . As this figure shows, Werner's method achieves a coincidence timing resolution of 23.43 ± 0.04 ns FWHM, while our method without energy correction shows a coincidence timing resolution of 23.83 ± 0.03 ns.
For the GE Discovery 690 PET/CT, after removing the time offset related to the rotating transmission source, the 1 -norm shows a timing resolution improvement of 47.5 ± 0.3 ps to 608.1 ± 0.2 ps from our baseline of 655.6 ± 0.2 ps using the system default timing calibration parameters. The the least squares solution shows an improvement of 42.1 ± 0.3 ps to 613.5 ± 0.2 ps and the method presented by Werner and Karp achieves 619.9 ± 0.2 ps, which is an improvement of 35.7 ± 0.3 ps. Some of the resulting distributions are shown in Figure 6 . The result converged after 3 iterations of ADMM and required 3.84s. A randoms fraction of 6.6% was estimated from the raw distribution and used with the coincidence timing resolution of 544.3 ps FWHM reported by Bettinardi, et al. Coincidence time resolution improvement from the default calibration as a result of using of ADMM to achieve a 1 -norm fit for a GE Discovery 690 using data from a QA scan. 89 ps bins are used to mimic the coincidence hardware clock.
to calculate ρ = 1.33 [20] . The distribution of the calculated per-crystal factors, which are discretized into 89 ps so that it theoretically could be reapplied to the Discovery 690's coincidence processor, is shown in Figure 7 .
IV. DISCUSSION
From the results of our simulations in Figure 1 , it can be seen that for non-negligible random fractions, 1 -norm minimization holds distinct advantages over least squares. Lower statistics further reinforces this advantage. As expected, the two methods begin to converge with lower random fractions, with least squares modestly outperforming the 1 -norm with no randoms, as expected. This is particularly evident in the high statistic case. This makes 1 -norm minimization a powerful tool in two cases. First when low statistics per crystal are available, which might be the case for fast acquisitions with a weak source, such as the LSO background, or a large number Fig. 7 . The distribution of per-crystal correction factors that would be applied to the Discovery 690 system as a result of the improvements seen in Figure 6 . Each bin is 89 ps wide.
of crystals. Second, is when the random fraction is quite high due to either a very active source, or a very large coincidence time window, which can frequently be encountered when initially calibrating a system. We do not draw quantitative connections between the experimental and simulation results, as the experimental conditions were not matched in simulation.
In the experimental results, it can be seen from Figure 2 that even without 1 -norm minimization implemented with ADMM we seen gains in timing resolution, achieving 28.1 ± 0.1ns FWHM, which is consistent with Reynolds et al. [11] . For the PET system dedicated to locoregional imaging at Stanford, the 1 -norm ADMM algorithm rapidly converges to a time resolution of 15.63±0.02ns. This represents a 4 fold improvement from the raw coincidence timing resolution (see Figure 2) . The convergence of timing resolution can be seen in Figure 4 . The entire process of 6 iterations takes only 20.6 s, which is a factor of 4.6 larger than the single iteration required for least squares. This speed-up is because subsequent iterations warmstart the LSMR algorithm with the previous x value, causing a very quick convergence, as seen in Figure 3 . Additionally, we can see two key points from Figure 4 . First is that the ρ estimated by Equation 10 shows the best performance of the tested values, and second, that the convergence behavior of the ADMM algorithm remains quite stable around this point (from ρ = 0.015 to ρ = 0.146). Values of ρ outside this range require more iterations to converge. With the optimal timing resolution, as seen in Figure 2 , random coincidences are being weighted correctly as they cause a flat offset in the 1 -norm case, which is not yet visible in the tails of the least squares distribution. This is important as we expect random coincidences to produce a uniform background if correctly calibrated. Furthermore, Figure 2 shows a visible shift in the peak of the distribution between the least squares and 1 -norm cases, with peaks at 3.2 ns and 0.4 ns respectively. There is an asymmetry in the raw, uncalibrated, timing distribution. This asymmetry and the resulting asymmetry in the distribution of randoms pulls the least squares method quite far away from a zero-mean estimate. The 1 -norm method, by contrast, is not affected by randoms. Furthermore, in Figure 5 the 1 -norm method shows comparable performance to Werner and Karp's method when energy calibrations are removed, and significantly better performance when they are included.
The improvement seen in Figure 6 demonstrates that the 1 -norm method is also applicable to commercially available TOF systems. On the GE Discovery 690 system, the 1 -norm shows the best improvement at 47.5 ±0.3 ps FWHM from our baseline using the system default timing calibration parameters. This represents a small 5.4 ±0.4 ps FWHM improvement over the least squares method, which is expected given the low randoms fraction of 6.6 % and high per-crystal statistics. This demonstrates the ability to correct drifts that may occur within the system during normal operation. This also demonstrates the feasibility of working with a known source position to calibrate systems where the TOF of the 511 keV photons is no longer negligible compared to the time resolution of the system. In this case we use a rotating transmission source as it was readily available for the scanner, and is already used in frequent QA scans, but other source geometries might be appropriate. In this study, we do not compare to the GE calibration algorithm built into the Discovery 690 system as the main point of this experiment was to demonstrate applicability of the algorithm to commercial systems where TOF becomes relevant. When comparing the results on the GE Discovery 690 with those achieved using Werner's method, we see significantly better performance both in terms of accuracy and speed. While implementations and hardware can differ, if we assume the per-iteration time of 23.4s reported by Werner and Karp scales linearly with the number of events, this is equivalent to 3.00s per iteration, or 30.0 s total for our experiments. This is 7.8 times slower than our method, using much more powerful hardware. The final, calibrated coincidence timing resolution achieved here for the system in the best case, is worse than values initially reported for the system, such as 544.3 ps made by Bettinardi et al. [20] . We attribute this degradation to the use of a rotating line source placed close to the detectors in these experiments compared to the central point source used by Bettinardi, et al. This causes a large singles rate on detectors close to the source, which can degrade coincidence timing resolution due to noise and dead-time effects. We note, however, that the aim of this experiment was to demonstrate improvement in coincidence timing resolution with the proposed algorithm, rather than achieving the optimal timing resolution for the system.
V. CONCLUSION
We have shown that the method initially proposed by Reynolds, et al. can be easily solved with the iterative LSMR algorithm, making the original method useful for large scale problems for PET systems comprising a large number of detection elements. For the clinical PET system dedicated to locoregional imaging under construction at Stanford, LSMR solves the least squares formulation with 60,030 parameters, using 1,000,000 coincidence events in 4.5 s using modest computing power. We demonstrate the implementation of 1 -norm method's applicability to commercial PET systems with fine time resolution by demonstrating the algorithm on a Discovery 690 PET/CT system. The 1 -norm improves the coincidence time resolution significantly better than both the least squares method and the method presented by Werner, et al., calculating 13,823 per-crystal offsets from 30,381,458 coincidence events in 3.84 s.
APPENDIX A MODEL CONSTRUCTION AND RANK RECOVERY
When constructing a model A for the problem described above, care must be taken to make sure that A for the problem is full rank. If one has a parameter for each element in the system, and not every element is illuminated, then A will be rank deficient. In order to to demonstrate how to handle this, we begin with an example of constructing the A matrix for a system with 4 crystal elements and 5 coincidence events.
We will see that A will always be rank deficient, since there are two entires per row. To alleviate this problem, we use one crystal as a reference by assuming x n = 0, in this case x 4 = 0. This is accomplished by eliminating the last column of A. This leaves us with the following problem ⎡
If there are crystal elements that are not used, they must be eliminated from the computation. This is equivalent removing the fully zero columns of A. Using a modified example from before, if we have the following A matrix.
To maintain a full rank A matrix, we eliminate the second column, along with the reference column. The problem then becomes the following. ⎡
Algorithm 1 calculating y = Ax Data: Column vectors x, i, j n = Number of Coincidence Events; initialize y as column vector of zeros with length n;
In the case where a crystal has low or no counts, we can remove those crystal elements whose total is less than a threshold, and use a component-based approach to better estimate these parameters. This can be done by constructing a matrix A detector in the same manner as above, then concatenating these matrices together.
This would allow for crystal i on detector j to be estimated from a model of both the detector and crystal i on all of the detectors in the system. The component matrix can be considered a concatenation of A matrices constructed from any useful identifying parameters within the system, including ring number, block number within a ring, crystal on a detector, etc.
It should be noted that completely removing the column of A as demonstrated in this appendix is not strictly necessary in practice, as both iterative methods and the pseudoinverse of A will not project into the null space of A. Thus, the delay associated with a zeroed column will be left at 0, though warnings may occur for rank deficiency.
Now if an energy-dependent term is incorporated for a crystal, or another time-delay factor proportional to a parameter, is incorporated into the model, we would then expand A to incorporate the same matrix, but with the ones replaced with the energy or the other parameter in question. Using the initial A, the expanded A would be the following, with the right four columns in keV: This principle can be extended to include any factor that is proportional to a time delay by replacing the energies above with the new factor.
APPENDIX B COMPUTATIONAL EFFICIENCY OF A STRUCTURE
LSMR requires that at least Ax and A T x be calculated for a given input A. The structure of A seen here has only two elements per coincidence event. This means that Ax, A T x, and A T Ax can all be calculated linearly with respect to the number of coincidence events, or O (n), where n is the number of coincidence events. A demonstration of this can be seen in Algorithms 1, 2, and 3 for Ax, A T x, and A T Ax respectively. We can also see that this problem, for the case of an A made up of many sub matrices, such as A crystal , or A detector , or A component , is separable so the complexity scales as O ( pn), where n is the number of coincidence events, and p is the number of matrices included in A.
