Here we have studied first and second-order intertwining approach to generate isospectral partner potentials of position-dependent (effective) mass Schrödinger equation. The second-order intertwiner is constructed directly by taking it as second order linear differential operator with position depndent coefficients and the system of equations arising from the intertwining relationship is solved for the coefficients by taking an ansatz. A complete scheme for obtaining general solution is obtained which is valid for any arbitrary potential and mass function. The proposed technique allows us to generate isospectral potentials with the following spectral modifications: (i) to add new bound state(s), (ii) to remove bound state(s) and (iii) to leave the spectrum unaffected. To explain our findings with the help of an illustration, we have used point canonical transformation (PCT) to obtain the general solution of the position dependent mass Schrodinger equation corresponding to a potential and mass function. It is shown that our results are consistent with the formulation of type A N -fold supersymmetry [14, 18] for the particular case N = 1 and N = 2 respectively.
I. INTRODUCTION
There is a growing interest nowadays to design systems whose Hamiltonians have given spectral characteristics. In this context, the idea of designing potentials with prescribed energy spectra is worth investigating. Some progress in this area has been done by restricting the construction of potentials isospectral to a given initial one except a few energy values through the usage of Darboux transformation [1] , factorization method [2] , supersymmetric quantum mechanics (SUSYQM) [3, 4] and other related techniques. The underlying idea of most of these procedures has been summarized in an algebraic scheme known as intertwining approach. In general, the objective of the intertwining is to construct the so-called intertwining operator L which performs an intertwining between an initial solvable Hamiltonian H and a new solvable oneH with slightly modified spectrum such that
The ingredients to implement the intertwining are seed solutions of the initial stationary Schrödinger equation associated to factorization energies less than or equal to the ground state energy of H. If L is a first order differential operator, the standard SUSYQM, with supercharges built of first order Darboux transformation operators, and the factorization method are recovered. On the other hand, if higher order differential operators are involved in the construction of L, it gives rise to higher order SUSYQM [24] . It is possible to generate families of isospectral Hamiltonians by either of the two ways: (i) by iteration of first order Darboux transformations. Every chain of N first order Darboux transformation creates a chain of exactly solvable Hamiltonians H 0 , H 1 , H 2 ...H N [5] . Hence the intertwining operator L (N ) between the initial Hamiltonian H 0 and the final Hamiltonian H N can always be presented as a product of N first order Darboux transformation operators between every two juxtaposed Hamiltonians H 0 , H 1 , ..., H N ,
(ii) by looking for the N -th order intertwining operator directly, expressing the intertwiner as a sum of N + 1 terms g i (x) d i dx i , i = 0, 1, · · · N , and solving the system of equations resulting from the intertwining relationship for the g i (x)'s.
At this point it is appropriate to mention that the quantum mechanical systems with position dependent (effective) mass [6] have attracted a lot of interest due to their relevance in describing the physics of many microstructures of current interest such as semiconductor heterostructures [7] , quantum dots [8] , helium clusters and metal crystals [9] etc. Recently, the intertwining operator method has been applied to Schrödinger equation with position dependent (effective) mass to construct first-order and chains(iterations) of first-order Darboux transformations and the connection between the first-order Darboux transformation and effective mass supersymmetry (factorization) was shown [10] . Subsequently Darboux transformations of arbitrary order for position dependent mass Schrödinger equation was derived and factorization of the n-th order transformation into first order transformations and existence of a reality condition for the transformed potential was shown [11] . In the standard supersymmetric (SUSY) approach for effective mass Hamiltonians [12] , the ladder operators are taken as first order differential operators similar to constant mass case, but now they depend on both superpotential and mass function. As a result one obtains two partner potentials with the same effective mass sharing identical spectra upto the zero mode of the supercharge. Second order supersymmetric approach (2-SUSY)was used in ref [13] for describing dynamics of a quantum particle with a position dependent mass. A compact expression for 2-SUSY isospectral pairs was derived in terms of senond order superpotential and the mass function. A detailed analysis has been given about zero mode equations of second order supercharges and possible reduction of 2-SUSY scheme to first order SUSY. Recently, a generalization of standard SUSY known as higher derivative SUSY or N -fold SUSY [14] was given for position dependent mass Hamiltonians. This method keeps the basic superalgebra intact but differs from the standard first order SUSY in that the supercharges are represented as N -th order (N > 1) differential operators.
In this article an attempt is made to generate isospectral potentials of position dependent mass Schrödinger equation (PDMSE) by applying first and second order intertwining technique. Specifically, the second order intertwiner is constructed by taking it as
where M (x) is the mass function and η(x), γ(x) are to be determined. Substituting this in the intertwining relationship (1), we have been able to solve the apparently intricate system of equations for η(x) and γ(x) by assuming an ansatz. As mentioned earlier, the closed form formulas for N -th order intertwining operators and a pair of isospectral Hamiltonians with position dependent mass was already reported by Tanaka [14] , for an arbitrary value of N without recourse to any ansatz.
The motivation for constructing second order intertwining operator directly comes from the observation that although an N -th order intertwining operator can be expressed formally as a product of N first order intertwining operators, it does not necessarily mean that a system constructed by an N -th order intertwining operator is equivalent to one constructed by N successive applications of each 1st order operator. In fact, it was shown in ref [15] , by comparing the two approaches in the constant mass scenario, that the former is more general than the latter. The advantage of the direct method used here over the iterative method is that one can generate second-order isospectral partner potentials directly from the initial potential i.e. one need not go through the first-order intertwining technique. We shall see that as in the case of constant mass scenario, it is possible to generate isospectral potentials with some spectral modification: (i) to add new bound state(s) (ii) to remove bound state(s) and (iii) to leave the spectrum unaffected. In this context a natural question is: What is the utility of finding the isospectral potentials in the position dependent mass background? To answer this let us note that in different areas of possible applications of low dimensional structures as already mentioned, there is need to have energy spectrum which is predetermined. For example, in the quantum well profile optimization, isospectral potentials (by deleting or creating bound states at a particular energy of the original potential) are generated through supersymmetric quantum mechanics. This is necessary because a particular effect (such as intersubband optical transitions in a quantum well) may be grossly enhanced by achieving the resonance conditions e.g. appropriate spacings between the most relevant states and also by tailoring the wave functions so that the (combinations of) matrix elements relevant for this particular effect are maximized [16] . This is particularly important for studying higher order nonlinear processes.
The organization of the paper is as follows: in section II and III we have explained the first and second-order intertwining techniques respectively with possible spectral modifications, with the help of a suitable example given in the Appendix. Also, the connection of our approach to type A N -fold SUSY is shown in these sections. Section IV is kept for discussions and comments.
II. FIRST ORDER INTERTWINING
We consider the following two one-dimensional effective mass Schrodinger Hamiltonians (Bendaniel-Duke form) [17] with the same spectrum but with different potential
We connect the Hamiltonians (2) and (3) by means of the intertwining technique. To this end, we look for an operator L that satisfies the relation (1). Without loss of generality let us consider the first order intertwining operator [10] , as
Now using the intertwining relation (1) and equating the coefficients of like order of derivatives we obtain
respectively. It is clear from the equation (22) that the wave function ofH at the factorization energy µ can be obtained by L †ψ µ = 0 i.e.,ψ
It is to be noted that if U corresponds to the bound state of H, the wave functionψ µ (x) defined in (23)is not normalized so that µ does not belong to the bound state spectrum ofH. If U corresponds to the ground state wavefunction of H then then the potentialV has no new singularity, except the singularity due to V , provided M is not singular and M = 0. However, if we consider U to an arbitrary state other than ground state of H thenV might contain extra singularities, which are not present in V . If U is nodeless and unbounded at the both end points thenψ µ (x) defined in (23) is normalizable, so that µ can be included in the bound state spectrum of H to generateV . In this case maximal set of bound state wavefunctions ofH are given by {ψ µ , Lψ}.
A. First-order intertwining and type A 1-fold SUSY
To show that the results obtained in the previous section are consistent with the results of type A N -fold SUSY, we are going to mention the brief results of type A N -fold SUSY formalism ( for details see [14] and references there). Type A N -fold SUSY is characterized by the type A monomial spacē
where
R, a i , b i are being constants. Applying the algorithm for constructing type A N -fold SUSY in PDM system [14] , one can construct the most general form of type A N -fold SUSY PDM quantum systems (H,H, L) or equivalently (H
and the product of operators are ordered as
The solution space of the type A Hamiltonians H ± N are given by
It is easily seen that (V − V ) obtained in (13) coincides with (V
B. Example of first-order intertwining
It may be emphasized that the results mentioned in section II are most general and valid for any potential V (x). However to illustrate the above procedure with the help of an example we shall need non-normalizable solutions of (12) corresponding to a particular mass function M (x). In Appendix A we have used point canonical transformation approach(PCT) to solve the equation (12) . Here we are going to construct the isospectral partners of the following potential obtained in Appendix A (we have considered p = λ = 1 for simplicity)
corresponding to the mass function
The bound state solutions and eigenstates of the equation (2) are given by (see Appendix A)
and
respectively, where b = 1 − a + σ + δ, c = 1 + σ with c > 
respectively. The asymptotic behavior of the solution U(x) given in (39), at both end points ±∞ are given by [19] 
From these asymptotic behaviors it is clear that U(x) will unbounded at x → ∞ if |a + b − c| > 1 and it is unbounded at x → −∞ if c < 0 or c > 2. Therefore U(x) will nodeless at the finite part of the x axis if A 1 α + B 1 β, A 2 α + B 2 β,α and β are all positive and |a + b − c| > 1, c < 0 or c > 2. Now we are going to generate isospectral potentials of the potential (35) with various possible spectral modifications.
Deletion of the initial ground state : In this case the factorization energy µ is equal to the ground state energy E 0 giving a and/or b = 0 and U(x) becomes the ground state wavefunction ψ 0 (x) which is obtained from (37) as
The isospectral partner of V (x) given in equation (35), is obtained using equation (13), (35), (36) and (43) and is given byV
The above potential (44) can also be obtained from the initial potential (35) by making the changes a → a + 1, b → b + 1, c → c + 1, this property is known as shape invariance [4] .
ψ0 is unbounded at x → ±∞, so we have deleted the ground state energy of H to obtainV (x). Therefore the eigenvalues ofH are given bȳ
Corresponding bound state wavefunctions ofV (x) are obtained using equation (15) as
) sech(
We have plotted the potentials V (x) given in (35) andV (x) given in (44) for a = 5, b = 0, c = 3, α = 1, β = 0 in figure 1. 
Strictly isospectral potentials :
The strictly (strict in the sense that the spectrum of the initial potential and its isospectral potential are exactly the same) isospectral potentials can be generated with the help of those seed solutions which vanish at one of the ends of the x-domain. Now for β = 0 and α > 0, it is seen from (41) that U is unbounded at x → ∞ if |a + b − c| > 1. But the solution (37) become unbounded for a + b − c < −1. So we must take a + b − c > 1. On the other hand from (42) it is observed that U(x) → 0 at x → −∞ if c < 2 or c > 0 but ψ n (x) are not normalizable for the values of c < 2 so we must take c > 0. So U(x) vanishes at x → −∞ and unbounded at x → ∞ if a + b − c > 1 and c > 0. In this case the spectrum of the isospectral potential as well as original potential are identical i.e. E n =Ē n , n = 0, 1, 2... Considering the seed solution as
we have calculated the explicit form of the partner potential using (13) as
In particular for a = 3, b = 5, c = 4, α = 1, β = 0 and using (35), (13) we have obtained
respectively, which are plotted in figure 2. In this case eigenfunctions and eigenvalues of the above partner potentialV (x) are given bȳ
respectively.
Creation of a new ground state : In this case we shall consider µ < E 0 . The new state can be created below the ground state of the initial potential with the help of those seed solutions which satisfies the following two conditions: (i) it should be nodeless throughout the x-domain and (ii) it should be unbounded at both the end points of the domain of definition of the given potential V (x). From the asymptotic behaviors of the seed solution U, given in equations (41) and (42) we have, for |a + b − c| > 1 together with either c < 0 or c > 2, the above two conditions are satisfied. But to get ψ n (x) as physically acceptable, we shall take c > 2 and a + b − c > 1. In this case the spectrum of the partner potential is {µ, E n , n = 0, 1, 2...}, E n being the energy eigenvalues of the original potential V (x) given in (35). Corresponding bound state wavefunctions are {ψ µ (x),ψ n (x), n = 0, 1, 2, ...}, whereψ µ andψ n are given by (23) and (15) respectively. For a + b − c > 1, c > 2 and the seed solution U given in (39), the general expression of the isospectral potential becomes too involved so instead of giving the explicit expression of the partner potential we have plotted in figure 3 the original potential V (x) given in (35) and its partner potentialV (x) (which is obtained using (13) 
Corresponding eigenfunctions can be obtained using the formulae (23) and (15). 
III. SECOND ORDER INTERTWINING
Now we assume the existence of a second order intertwining operator
where η(x), γ(x) are to be determined. Substitution of this intertwiner in equation (1) and comparison of the coefficients of like order derivatives leads to a set of following equations
Now using (52) the equations (53) and (54) reads
respectively. Equation (55) can be integrated to obtain
where C 1 is an arbitrary constant. Using (57) in (56) we obtain
Multiplying by ηM + M ′ M , above equation (58) can be integrated to obtain
The equation (63) 
Depending on whether C 2 is zero or not, ξ vanishes or takes two different values ± √ C 2 . If C 2 = 0, we need to solve one equation of the form (63) and then the equation (60) for η(x). If C 2 = 0, there will be two different equations of type (63) for two factorization energies µ 1,2 = C 1 ∓ √ C 2 . Once we solve them, it is possible to construct algebraically a common solution η(x) of the corresponding pair of equations (60). There is an obvious difference between the real case with C 2 > 0 and the complex case C 2 < 0; thus there follows a natural scheme of classification for the solutions η(x) based on the sign of C 2 . In our present article we shall not discuss the case C 2 = 0.
Here we have µ 1,2 ∈ R, µ 1 = µ 2 . Let the corresponding solutions of the Riccati equation (63) be denoted by τ 1,2 (x). Now the associated pair of equations (60) become respectively. Subtracting (65) from (66) and using (64) we obtain η(x) as
where U 1 , U 2 are the seed solutions of the equation (64) corresponding to the factorization energy µ 1 and µ 2 respectively and
, is the Wronskian of U 1 and U 2 . Now it is clear from (52) and (67) that mass function M (x) is nonsingular and does not vanish at the finite part of the x-domain, so that the new potentialV (x) has no extra singularities (i.e. the number of singularities in V andV remains the same) if W (U 1 , U 2 ) is nodeless there. The spectrum ofH depends on whether or not its two eigenfunctionsψ µ1,2 which belongs as well to the kernel of L † can be normalized [21] , namely
where L † is the adjoint of L and is given by [20]
For j = 1 the explicit expression of the two equation mentioned in (68) are
respectively. Adding (69) from (70) we obtain
Substituting the values ofV and γ from (52) and (57) with 2C 1 = µ 1 + µ 2 , in the above equation (71), we get
Now using our ansätz (60) in (72) and then integrating we obtain
Above procedure can be applied to obtainψ µ2 as
If bothψ µ1,2 are normalizable then we get the maximal set of eigenfunctions ofH as{ψ µ1 ,ψ µ2 ,ψ n ∝ Lψ n }. Among the several spectral modifications which can be achieved through the real second order SUSYQM for 
and the corresponding factorization energy is given by
Thus the general solutions of the equation (64) for the two factorization energies µ 1 and µ 2 , are given by (87) and (88)respectively. The asymptotic behaviors of the seed solution U 2 remains same as U 1 , which are given in (41) and (42). Deletion of first two energy levels : Let us take µ 1 = E 0 and µ 2 = E 1 , U 1 = ψ 0 (x) and U 2 = ψ 1 (x) which are given in (37). The Wronskian W (U 1 , U 2 ) is given by
which is nodeless and bounded in (−∞, ∞) as c > − 
Clearly the eigenfunctionsψ µ1 ∝ MU2 W (U1,U2) andψ µ2 ∝ MU1 W (U1,U2) ofH associated to µ 1 = E 0 and µ 2 = E 1 are not normalizable since
In particular taking a = 5, b = 0, c = 3 we have plotted the potential V (x) and its second-order SUSY partner V (x) given in (35) and (91) respectively, in figure 4 . Strictly isospectral potentials : The strictly isospectral partner potentials can be constructed by creating two new energy levels in the limit when each seed vanishes at one of the ends of the x-domain. Now from the asymptotic behaviors of the seed solutions, we note that both the seed solutions vanish at x → −∞ for β = 0, α > 0 if a + b − c > 1 and c > 0. Considering β = 0, α = 1 in (87) and (88) we take two seed solution as
and 
respectively. In figure 5 , we have plotted the initial potential, its first and second-order strictly isospectral partner potentials for the parameter values a = 3, b = 5, c = 4, α = 1, β = 0, ν = 1. Creation of two new levels below the ground state : Two energy levels can be created taking µ 2 < µ 1 < E 0 and using those seed solutions U 1 and U 2 for which the Wronskian become nodeless. In this case the expressions of the Wronskian contains several Hypergeometric function, so it is very difficult to mention the range of a, b, c and ν for which it is nodeless. In particular for a = 2.8, b = 20, c = 4.4, α = 1, β = 1 we have the Wronskian is found to be nodeless. For the same values of a, b, c we have plotted the potential and its second order partner in figure 6 . The second-order isospectral partner is obtained using equation (52). As mentioned earlier, in this case we can only construct the strictly isospectral partner potentials. The complex factorization energy µ 1 and µ 2 given by equation (86) (1 + e x ) 7.55 2 F 1 6.1
Clearly U(−∞) = 0 and |U| → ∞ as x → ∞ so this seed U and its conjugateŪ can be used to obtain the second-order SUSY partner potentialV (x) with the help of equations (52) and (75). In figure 7 we have plotted the initial potential V (x) given in (35) and its isospectral partnerV (x) for the parameter values mentioned earlier. 
IV. SUMMARY AND OUTLOOK
In this article we have discussed the possibilities for designing quantum spectra of position dependent mass Hamiltonians offered by the intertwining technique. For doing this, we start with the non-normalizable solution of position dependent mass Schrödinger equation with the initial potential (obtained by using the point canonical transformation approach). To generate spectral modifications by first order intertwining, we have used solutions to the position dependent mass Schrödinger equation corresponding to factorization energy (not belonging to the physical spectrum of the initial problem) less than or equal the ground state energy in order to avoid singularity in the isospectral partner potential provided the mass function is not singular and is not equal to zero in the real line. Thus it is possible to generate isospectral partner potentials (a) with the ground state of the original potential deleted (b) with a new state created below the ground state of the original potential (c) with the spectrum of the original potential unaffected. In ref [10] , the first order intertwining technique was illustrated by considering the free particle case.
In the case of second order intertwining, instead of using the iterative method used in [10] , the second order intertwiner is constructed directly by taking it as second order linear differential operator with unknown coefficients which are functions of x. The main advantage of this construction is that one can generate secondorder isospectral partner potentials directly from the initial potential without generating first-order partner potentials. The apparently intricate system of equations arising from the intertwining relationship is solved for the coefficients by taking an ansatz. In this case the spectral modifications are done by taking appropriately chosen factorization energies which may be real or complex. For real unequal factorization energies, it is possible to generate potentials (a) with deletion of first two energy levels (b) with two new levels embedded below the ground state of the original potential (c) with identical spectrum as of the original potential. For complex factorization energies, it is shown how to obtain strictly isospectral potentials. It must be mentioned here that in all the above cases the conditions for having spectral modifications remain the same as in the case of constant mass scenario [21] provided the mass function M is nonsingular and is not equal to zero in the finite part of the real line.
In this article, the equivalence of our formalism to type A N -fold (N = 1, 2) SUSY in PDM background is shown. Also, it is shown that an arbitrary one body quantum PDM Hamiltonian which admits two eigenfunctions in closed form belongs to type A 2-fold SUSY as was previously done in constant mass scenario [18] .
Some of the interesting issues to be investigated in future are (i) to obtain spectral changes that appear above the ground state energy of the initial potential. Specifically, how to create/delete a pair of levels between any two neighboring initial ones, how to move an arbitrary level or delete an arbitrary level. Specially interesting will be the possibility of embedding a single level at any arbitrary position.
(ii) to obtain spectral modifications when the two factorization energies are equal. and
respectively. Now in PCT approach there are many options for choosing M (x) [22] , for example
, λ being a constant. 
Another linearly independent solution of (12) at the same factorization energy can be written as [19] U(x) = e pλ(1− 
