Abstract: Wavelet performances differ from one application to another and from one database to another. In this case, one can try to find out for each application the appropriate wavelet transform which results in better performances and consumes minimal resources once implemented on an FPGA platform. Accordingly, we use a generic lifting wavelet transform with p0 and q parameters. Thus, we train the optimisation process with a multi-objective genetic algorithm for optimising wavelet transform with respect to specific applications. Optimised criteria are related to wavelet regularity and the undertaken application performances. We consider pattern recognition and image compression applications processed respectively on ORL database and a fingerprint database. Compared with DB 4 and DB 9/7, the improvement of the criterion related to the application reaches 17 % for pattern recognition application and preserves, approximately, the same values for still image compression in addition to the minimisation of the hardware cost.
Introduction
In signal processing, a preliminary task is to find an adapted representation of the signal that may be suitable for particular problem. For images, a common task is to attempt a representation that will facilitate feature extraction process. In many cases, the most important information is hidden in the frequency content of the signal. The transform of a signal is just another form of representing the signal and it does not change the information content. The wavelet transform provides a time-frequency representation of the signal. It was developed to overcome the shortcoming of the Short Time Fourrier Transform, which can be also used to analyse non-stationary signals. The excellent spatial localisation of wavelet, frequency spread and multi-resolution characteristics facilitate the development of many robust DWT-based applications.
As wavelet transform constitutes a preprocessing bloc in the majority of signal processing applications, these latters should be optimised to be considered to implement in a unified architecture. Accordingly, one can apply some optimisation approaches to integrate a whole system on a same chip. Optimising the whole system relies on an optimisation of its different blocs such as wavelet transform. In this context, wavelet transform implementation is considered for implementation optimisation purposes. Many issues can be focused on in the optimisation approach. We consider in our approach the quantisation issue. Despite of the accuracy ensured by using floating point representation, the hardware cost of arithmetic operations implementation is very high due to the dense logic and routing resources required. So, the imperative task is to represent multiplying coefficients in a VLSI-friendly binary representation. This step must be accomplished while limiting the overall amount of hardware, measured in terms of T (the total number of sum of power of two terms in all of the quantised coefficients). In general, the more are the power of two terms used to represent the filter coefficients, the closer the quantised filter coefficients are to the real coefficients, and the closer the quantised wavelet performance is to the real performance. However, more terms means higher hardware cost. Conversely, fewer terms means lower hardware cost, but worse precision. Thus there is a trade-off between hardware cost and quantising terms.
Previous work in this area considered the problem differently. Kotteri (2004) and Kotteri et al. (2004) treated the problem for specific wavelet which is the Bi-orthogonal 9/7 of the JPEG2000 standard. He fixed the number of non zero-bits. Then, he quantises wavelet coefficients using different methods for different wavelet transform implementation architecture such as convolution-based, cascade with and without gain compensation, polyphase and lifting-based. Li et al. (2005) proposed to optimise integer to integer (ITI) wavelet transform based on difference correlation structures. His work results in one appropriate optimised wavelet for each input image. This method could not support unless in case of dynamic reconfiguration. Mao et al. (2000) develop a method for the design of multiplier-less perfect reconstruction FIR filter banks, but their method, which focuses on achieving low system delay, places no constraint on the amount of resulting hardware. Akansu (1996) develops a method for the design of multiplier-less perfect reconstruction quadrature mirror filters (QMFs), using quadratic programming to maximise the energy performance. Chen et al. (2002) propose an optimal T allocation scheme for finding multiplier-less transform approximations; they employ a descent algorithm to minimise the mean-square-error between the real and quantised transform outputs. They illustrate their method using on discrete cosine transform. Usevitch and Betancourt (1999) develop conditions on the signal bit widths for fixed-point filter bank implementations so that the no-aliasing condition is met. In addition to no-aliasing, this thesis also addresses the no-distortion condition that is crucial to the quality of the compressed image. Kim and Li (1998) address lossy and lossless image compression using bi-orthogonal wavelets with dyadic, rational filter coefficients. Although their methods are efficient from the hardware perspective, they cannot accommodate wavelet filters whose coefficients are not expressed as dyadic rational numbers; for example, their procedure could not be applied on the bi-orthogonal 9/7 wavelet filter. Adam and Kossentini (2000) and Cheng et al. (2003) seek to replace the original, real-valued 9/7 coefficients with rational or dyadic coefficients that are easier to implement in hardware. However, these new wavelets do not have image compression properties of the bi-orthogonal 9/7 wavelet, and result in lower PSNR values for compressed images.
According to literature review, some limitations are faced. Thus, we observed that there is no wavelet transform that performs better than another for a specific application and a specific database. Thus, we propose here to optimise for each application and for each database the wavelet transform in order to reach best performances. Accordingly, a generic lifting wavelet transform scheme was considered for optimisation. Therefore, we try to find the wavelet transform based on lifting coefficients that reduces the hardware cost by using a VLSI-friendly representation to ensure a multiplier-less architecture and minimising the T number and so the number of adders and shifters. In addition, the choice of lifting coefficients should maximise the regularity to ensure wavelet smoothness. The optimisation process is handled with the non-dominated sorting genetic algorithm (NSGA-II) in its second version. Evolutionary algorithms are already manipulated for the optimisation of IIR filter stability (Ma and Cowan, 1996) and FIR filters (Traferro et al., 1999; Traferro and Uncini, 2000) .
In the remainder of this paper, the next section is devoted to deal with the proposed NSGA-II-based wavelet transform optimisation. Then, in Section 3, we apply the proposed approach to pattern recognition application using face and fingerprint databases. Results are compared with those obtained by applying the DB4 Daubechies wavelet transform in the case of pattern recognition application, since it is known by good performances in such applications (Shams et al., 2006; Li et al., 2008; Wang et al., 2007; Hu et al., 2008) . In Section 4, the proposed approach is applied to wavelet transform based still image compression using the same databases. Results are compared to those given by the Daubechies 9/7 wavelet, used at the heart of the JPEG2000 codec. Experimental results are presented in Section 5 before concluding in Section 6.
NSGA-II-based generic discrete wavelet transform optimisation

Generic lifting wavelet transform
As proposed in Li et al. (2005) , using eight discrete points, the lifting process with four-tap predictor is depicted in Figure 1 . Here, the filter coefficients are supposed to be symmetric. We use −p 0 and 
Figure 2 Lifting scheme steps: splitting, prediction and update (see online version for colours)
The polyphase matrix equation can be written as in equation (3):
We can then deduce the expression of the low-pass analysis filter H(z), as in equation (4),
The factorisation of H(z) given in equation (4) demonstrates that we have two vanishing moments since there are two zeros at z = −1 in H(z) (Unser and Blu, 2003; Chen et al., 2005) . The number of vanishing moments of the wavelet, allows the approximation of the Sobolev space. The smoothness of the scaling function, is related to the degree of regularity. The Sobolev regularity of a filter-bank measures the L 2 differentiability of the corresponding scaling function φ(t) (and thus the wavelet functions ψ i (t)). It is determined by the scaling filter H(z). To compute the Sobolev regularity, the first step is to find Q(z) by eliminating all the factors
. Then, the Sobolev regularity or the Sobolev smoothness smax is given by equation (5):
where T Q = (↓ 2)2QQ, theˇoperator stands for conjugate transpose, the ↓ 2 operator corresponds to the decimation operator and, λ max (T ) denotes the largest eigenvalue of T Q (Unser and Blu, 2003; Chen et al., 2005) . T Q is referred as the transition operator associated with Q(z). The transition operator of a filter h[n] captures how the cascade algorithm
, or equivalently, the stability of h[n] under iteration. From equation (5), one can note that the smaller is the spectral radius of T Q , the smoother is the scaling function associated with equations (4) and (5) (Unser and Blu, 2003; Chen et al., 2005) .
Non-dominated sorting genetic algorithm
Genetic multi-objective algorithms provide an approach for a posteriori articulation of preferences. They are intended for depicting the complete Pareto optimal set. The use of an approximate Pareto set is central to many multi-objective genetic algorithms. Based on the Pareto set, we can classify methods into two classes: Pareto and non-Pareto methods. The Pareto ones privileges on research satisfying all the objectives as well as possible. However, Non-Pareto methods take into consideration objectives separately. During the process, the user can express his preferences to guide the program's decision towards the desirable solutions.
In the Pareto methods, the evaluation of the different objective functions and the selection methods differ from technique to another. These step makes the multi-objective differ from the conventional mono-objective one. The use of a selection based on the concept of predominance of Pareto will allow the population to converge to a whole of effective solutions.
Simulation model
As it is previously explained, the goal of this work is to optimise the wavelet transform for a given application and a given database using the proposed lifting-based wavelet transform. The optimisation process is carried out by the second version of the NSGA-II. Its input parameters are the wavelet transform-based application and the database. Face and fingerprint databases are used for compression and recognition applications (Figure 3) . The output is a set of p 0 and q pairs. These solutions represent wavelet transforms which perform better than others according to optimising criteria.
Criteria to be optimised are dependant of wavelet transform and application. For wavelet transform optimisation, we consider as criteria the regularity, the number of non-zero bits (NZB) that estimates the hardware cost and a criterion which is specific to each application and related to its performances evaluation. 
NSGA-II parameters
Problem's parameters are p 0 and q, they are concatenated to constitute a chromosome ( Figure 4 ). Each parameter is represented in a particular form which is inherited from the sum of power of two representation. When we deal with a fixed point representation of filter coefficients, a smaller word size can be used for storing transform coefficients, leading to reduced memory requirements. Often, the representation of wavelet coefficients in a fixed point format has a very high impact on its hardware cost where it is implemented on FPGA architecture. Such transform is called ITI. Applying the predict stage, involves the computation of equation (6) 
Applying the update stage, involves the computation of equation (7) a(n) = (
where x(n) represents the original signal, a(n) is the approximation signal and d(n) is the detail signal. The wavelet-based applications considered in this work are pattern recognition based on PCA and DWT described in Shams et al. (2006 ), Zaki et al. (2007 , Li et al. (2008 ), Wang et al. (2007 and Hu et al. (2008) and DWT-based image compression. It should be underlined that NSGA-II suitability for exploring the wavelet transform design space comes from its stochastic generation of population. Indeed, NSGA-II performs well on constrained multi-objective problems and are able to exploring large nonlinear design spaces. They are also less susceptible to local minima effects in multi-modal landscapes objective than deterministic methods. NSGA-II search parameters used here are given in Table 1 . In fact, we use as population size 50, which was initially an arbitrary number but was confirmed by good results. In genetic algorithm, a very high number of population size is required. However, since the genetic algorithm turns on a whole database, the processing will take a lot of time. The number of precision bits is fixed to 20, in order to ensure a certain degree of parameter's precision. Concerning the crossover rate, since the crossover step should be frequently done, the crossover rate must be high and is generally set to 0.8. Finally, since we use an elitist method, the population diversity will be decreased, so to increase this diversity, the mutation rate is set to 0.2.
Wavelet transform-based pattern recognition application
In this section, features based on sub-space projection methods using principal component analysis (PCA) on wavelet sub-band for face recognition are developed. Wavelet based sub-band decomposition helps to reduce the size of the image, and the approximate image obtained in the low-low (approximate) band is used here to apply sub-space projection methods. This improves the speed of feature extraction process without compromising the recognition performance. Classification of faces based on the extracted features was carried out by using the simple Euclidian distance on Olivetti Research Laboratory (ORL) image database and fingerprint database. Three levels of wavelet decomposition are carried out and highest recognition rates are achieved at this level.
Typical pattern recognition system
There are six main functional blocks in a typical pattern recognition system, which are detailed below:
• Preprocessing module: images are normalised and enhanced to improve the recognition rate of the system. Image enhancement can be done by histogram equalisation, filtering, background removal, translational and rotational normalisation and illumination normalisation.
• Feature extraction module: after performing some pre-processing (if necessary), the normalised image is presented to the feature extraction module in order to find the key features that are going to be used for classification. In other words, this module is responsible for composing a feature vector that is well enough to represent discriminative information of an image.
• Classification module: with the help of a pattern classifier, extracted features of the face image are compared with the ones stored in a face library (or face database). After doing this comparison, the image is classified as either known or unknown.
• Training set: training sets are used during the learning stage of the pattern recognition process. The feature extraction, and the classification modules adjust their parameters in order to achieve optimal recognition performance by making use of training sets.
Wavelet transform-based compression application
Data compression is a crucial task in the increasing use of multimedia technologies such as video conferences, HDTV, and internet browsing. These applications need efficient compression algorithms to store or transmit large image and video data. Among many compression algorithms, discrete wavelet transform-based (DWT) compression algorithm is the most used one. It will be detailed in the following subsection.
Typical wavelet-based lossy image compression
The principle of image coding consists of transforming images to strings of binary digits. A good image coder produces binary strings whose lengths are much smaller than the original representation of the image. In many imaging applications, exact reproduction of the image bits is not necessary. Such a coding procedure is known as lossy coding. An image reconstructed following lossy compression contains degradation relative to the original. In fact, the compression scheme discards redundant information. However, lossy schemes are capable of achieving much higher compression rates. Under normal viewing conditions, no visible loss is perceived (visually lossless). The goal of lossy coding is to reproduce a given image with minimum distortion, given some constraints on the total number of bits in the coded representation. In wavelet coders, there are three basic components which are: a de-correlating transform, a quantisation procedure and an entropy coding procedure. We will describe a basic wavelet transform coder in which the quantisation procedure is omitted, because we have used an ITI wavelet transform (see Figure 5 ). It is composed of different functional blocks which are detailed below:
• DWT: the original image is transformed by wavelets with a chosen decomposition level (three levels in our case). The resulting wavelet transform is a set of sub-images which are approximation (A), horizontal details (Dh), vertical details (Dv) and diagonal details (Dd).
• Reshape: each sub-image is reshaped in a row.
• Sort DWT coefficients by relevance: the reshaped sub-images are sorted by relevance, i.e., the most relevant information of the image is located in the approximation (A). Horizontal details (Dh), vertical details (Dv) and diagonal details (Dd) are less relevant.
• Choose compression rate (CR): its value is relative to user's choice. It represents the size of the compressed image according to the original image. In our case the compression rate is set to be 32.
• Keep the 1/CR first coefficients and replace the remainder by zero: some elements will be replaced by zeros for compression purposes.
• Encode: this stage allows to encode the resulted image. Huffman encoder was used in this stage.
• Decode: the decompression scheme starts by decoding the resulting compressed binary string. It is necessary to mention here that no information lost was detected.
• IDWT: perform the inverse DWT. 
Experimental results
Wavelet transform optimisation-based pattern recognition
Face recognition
In addition to the Sobolev regularity and the number of NZB, criteria relative to the wavelet transform, the classification percentage is the criterion related to the pattern recognition application which processed on ORL image database (facedatabase, 2010). After processing optimisation using NSGA-II method, we obtain the Pareto frontier. We intend to optimise solutions by minimising non zero-bits and maximising the Sobolev regularity and the classification rate.
In Table 2 , we present the different solutions generated by NSGA-II method. In the first column, solutions are enumerated. The second and the third column correspond to p 0 and q parameters. In the fourth and the fifth columns, we represent respectively the number of NZB and the Sobolev regularity corresponding to each solution. In the last column, for comparison purposes, we calculate the relative error which is the mean error in percent between the most used wavelet transform in this case, which is DB4, and each solution generated by the optimisation system. Negative errors correspond to classification percentage improvement and positive errors corresponds to classification percentage deterioration. Solutions are sorted in ascending order relative to the mean error. Among these solutions, we can find ones that optimise each criteria. For example, the minimal NZB is achieved by solution number 11 which corresponds to p 0 = 0 and q = 0. The representation of the corresponding wavelet and scaling functions, the filter's coefficients, and the high and low pass filters in the Z and frequency domains are shown in Figure 6 . We can observe the solution number 18 which have the maximum Sobolev regularity which is equal to 1.1293. This solution corresponds to p 0 = 0.14453125 and q = 0.0234375. The first solution, presents the best classification rate which achieves an improvement of 3.9706% compared with the DB4 wavelet transform. The nine first solutions present an improvement of classification rate compared to DB4. The seventh solution, presents a compromise between different criteria. The representation of the corresponding wavelet and scaling functions, filter's coefficients, the high pass and low pass filters in the Z and frequency transform domains are shown in Figure 7 .
Fingerprint recognition
The same algorithm using the same application was applied on fingerprint database.
The initial set of individuals was reduced to 14 non dominated individuals which are shown in Table 3 . As we can see, optimal solutions for each criteria are reached. The sixth solution corresponds to minimum hardware cost estimation. The solution twelve is the solution that maximise the Sobolev regularity. And the corresponding error in percent according to DB4 is also shown. The first solution have the maximum improvement percentage which corresponds to p 0 = -0.01953125 and q = 0.052734375. Its Sobolev regularity is low (0.4150) and it devotes six NZB. According to user preferences one solution can be chosen from this reduced set. For illustration, we can represent the scaling and wavelet functions, filter coefficients, both Z plane and frequency plane representation of solution 4 (see Figure 8 ) which represents a compromise between the different criteria. The fourth solution devotes only two NZB, its Sobolev regularity is of 0.8570 and it improves classification percentage according to DB4 of 17%. 
Wavelet transform optimisation-based lossy image compression
Face images compression
In this experiment, we considered the image compression algorithm which turns on images from ORL Database (facedatabase, 2010). Within NSGA-II algorithm, the regularity and the number of NZB are taken as criteria related to wavelet transform. The peak signal to noise ratio (PSNR) is the evaluation criteria in compression application. After processing optimisation using NSGA-II, the initial set was reduced to 24 non-dominated individuals which are shown in Table 4 . We can notice that optimal solutions according to PSNR are the four first solutions. In fact, the relative error of PSNR in percent between 9/7 and generated wavelet transforms is less than 1%. However, there is a small improvement given by the first solution since it is a negative value. This solution gives the best PSNR and the minimal number of NZB. But, if we compare regularity of the wavelet transform we notice a low value of 0.41. However, the solution number 2 ensures a compromise between different criteria. In fact, it devotes only two NZB and has a Sobolev regularity of 1.0283 and it performs as it does the 9/7 wavelet transform since the difference in average between both does not exceed 1%. But, if we do not care with regularity, we can keep solution number 1 which is previously represented in Figure 6 . The remainder of solutions can be used as regular wavelets in other domains. 
Fingerprint image compression
Here, we consider the lossy image compression application using fingerprint database (fvc, 2010). The same optimisation algorithm was undertaken. In this case, the Pareto frontier contains 17 solutions which are shown in Table 5 . Optimal solutions for each criteria was reached. Compared to 9/7 wavelet transform, some solutions have little degradation of PSNR. As it is shown, for the eleven first solutions, the difference in percent in PSNR does not exceed 1%.
As illustration example, we can cite the solution number 3 which gives a compromise between different criteria. However, the choice of the best solution turns back to the user. In fact, having some constraints, the user can choose the appropriate solution to the application convenience. 
Conclusions
In this paper, we have optimised a lifting scheme-based wavelet transform for a given application and a given database. We search for each application the appropriate wavelet transform that ensures minimal hardware cost and better performances. The optimisation process consists on optimising criteria related to wavelet transform and its corresponding application. So, we use the NSGA-II version of the multi-objective genetic algorithm. Optimised criteria are related to the wavelet transform regularity and hardware cost and the application performance. As illustration examples, we took pattern recognition and lossy image compression applications which can be turned on face and fingerprint databases. Criteria related to these applications are respectively recognition rate and PSNR and simulation results are Pareto frontiers. Satisfying simultaneously all the criteria cannot be reached by one solution since criteria are antagonist. So, the choice of the best solution is turned out to the user. This proposed method can be also useful for other wavelet transform-based applications applied on other databases.
