Prevailing climatic trends and runoff response from Hindukush–Karakoram–Himalaya, upper Indus Basin by Hasson, Shabeh et al.
Earth Syst. Dynam., 8, 337–355, 2017
www.earth-syst-dynam.net/8/337/2017/
doi:10.5194/esd-8-337-2017
© Author(s) 2017. CC Attribution 3.0 License.
Prevailing climatic trends and runoff response from
Hindukush–Karakoram–Himalaya, upper Indus Basin
Shabeh ul Hasson1,2, Jürgen Böhner1, and Valerio Lucarini3,4,1
1CEN, Centre for Earth System Research and Sustainability, University of Hamburg, Hamburg, Germany
2Department of Space Sciences, Institute of Space Technology, Islamabad, Pakistan
3Department of Mathematics and Statistics, University of Reading, Reading, UK
4Walker Institute for Climate System Research, University of Reading, Reading, UK
Correspondence to: Shabeh ul Hasson (shabeh.hasson@uni-hamburg.de, shabeh.hasson@zmaw.de)
Received: 1 March 2015 – Discussion started: 23 March 2015
Revised: 11 March 2017 – Accepted: 8 April 2017 – Published: 17 May 2017
Abstract. Largely depending on the meltwater from the Hindukush–Karakoram–Himalaya, withdrawals from
the upper Indus Basin (UIB) contribute half of the surface water availability in Pakistan, indispensable for agri-
cultural production systems, industrial and domestic use, and hydropower generation. Despite such importance,
a comprehensive assessment of prevailing state of relevant climatic variables determining the water availability
is largely missing. Against this background, this study assesses the trends in maximum, minimum and mean tem-
peratures, diurnal temperature range and precipitation from 18 stations (1250–4500 m a.s.l.) for their overlapping
period of record (1995–2012) and, separately, from six stations of their long-term record (1961–2012). For this,
a Mann–Kendall test on serially independent time series is applied to detect the existence of a trend, while its
true slope is estimated using the Sen’s slope method. Further, locally identified climatic trends are statistically
assessed for their spatial-scale significance within 10 identified subregions of the UIB, and the spatially (field-)
significant climatic trends are then qualitatively compared with the trends in discharge out of corresponding sub-
regions. Over the recent period (1995–2012), we find warming and drying of spring (field-significant in March)
and increasing early melt season discharge from most of the subregions, likely due to a rapid snowmelt. In stark
contrast, most of the subregions feature a field-significant cooling within the monsoon period (particularly in
July and September), which coincides well with the main glacier melt season. Hence, a decreasing or weakly
increasing discharge is observed from the corresponding subregions during mid- to late melt season (particularly
in July). Such tendencies, being largely consistent with the long-term trends (1961–2012), most likely indicate
dominance of the nival but suppression of the glacial melt regime, altering overall hydrology of the UIB in fu-
ture. These findings, though constrained by sparse and short observations, largely contribute in understanding
the UIB melt runoff dynamics and address the hydroclimatic explanation of the “Karakoram Anomaly”.
1 Introduction
Hydropower generation has a key importance in minimizing
the ongoing energy crisis in Pakistan and meeting the coun-
try’s burgeoning future energy demands. For this, seasonal
water availability from the upper Indus Basin (UIB), which
contributes to around half of the annual average surface wa-
ter availability in Pakistan, is indispensable for exploiting
3500 MW of installed hydropower potential at the country’s
largest reservoir, Tarbela, immediately downstream. With-
drawals from the UIB further contribute to the country’s
agrarian economy by meeting extensive irrigation water de-
mands. The earliest water supply from the UIB after a
long dry period (October to March) is obtained from melt-
ing of snow (late May to late July), the extent of which
largely depends upon the accumulated snow amount and the
concurrent temperatures (Fowler and Archer, 2005; Hasson
et al., 2014b). Snowmelt runoff is then overlapped by the
glacier melt runoff (late June to late August), which pri-
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marily depends upon the melt season temperatures (Archer,
2003). Snow and glacier melt runoffs, originating from the
Hindukush–Karakoram–Himalaya (HKH) ranges, together
constitute around 70–80 % of the mean annual water avail-
able from the UIB (SIHP, 1997; Immerzeel et al., 2009). Un-
like major river basins of South and Southeast Asia that fea-
ture extensive summer monsoonal wet regimes downstream,
the lower Indus Basin is mostly arid and hyper-arid and
much relies upon the meltwater from the UIB (Hasson et al.,
2014b).
In view of the high sensitivity of the mountainous en-
vironments to climate change (MRI, 2015; Hasson et al.,
2016b) and the role of meltwater as an important control
for the UIB runoff dynamics, it is crucial to assess the pre-
vailing climatic state of the UIB and the subsequent wa-
ter availability. Several studies have been performed in this
regard. For instance, Archer and Fowler (2004) found a
significant increase in winter, summer and annual precip-
itation over the period 1961–1999. For the same period,
Fowler and Archer (2006) found a significant cooling dur-
ing summer but warming during winter. Sheikh et al. (2009)
documented significant cooling and wetting of the mon-
soon (July–September) but warming of the pre-monsoon sea-
son (April–May) over the 1951–2000 period. Khattak et
al. (2011) found winter warming, summer cooling (1967–
2005), but no definite pattern for precipitation. It is note-
worthy that these findings are based upon at least a decade
old data records. Analyzing updated data for the last three
decades (1980–2009), Bocchiola and Diolaiuti (2013) sug-
gested that winter warming and summer cooling are less
general than previously thought, and can be clearly as-
sessed only for Gilgit and Bunji stations. They found a
mostly insignificant precipitation increase over the Chitral–
Hindukush and northwest Karakoram but a decrease over
the Greater Himalayas. Analyzing temperature record for re-
cent six decades (1952–2009), Río et al. (2013) also reported
dominant warming during March and pre-monsoon season.
The abovementioned studies have analyzed observations
from only a sub-set of half a dozen manual, valley-bottom,
low-altitude UIB stations, which are maintained by the
Pakistan Meteorological Department (PMD). In contrast to
low-altitude stations, observations from high-altitude sta-
tions in South Asia mostly feature the opposite sign of
climatic changes and extremes, possibly influenced by lo-
cal factors (Revadekar et al., 2013). Moreover, the bulk of
the UIB stream flow originates from the active hydrologic
zone (2500–5500 m a.s.l.), when thawing temperatures mi-
grate over and above 2500 m a.s.l. (SIHP, 1997). Given such
a large altitudinal dependency of the climatic signals, data
from the low-altitude stations, though extending back into
the first half of 20th century, are not optimally representative
of the hydro-meteorological conditions prevailing over the
UIB frozen water resources (SIHP, 1997). Thus, the assess-
ment of climatic trends over the UIB has so far been much
restricted by the limited availability of high-altitude and most
representative observations as well as their accessibility.
The abovementioned studies of Archer and Fowler (2004),
Fowler and Archer (2006) and Sheikh et al. (2009) used the
linear least-squares method for trend analysis. Although such
parametric tests robustly assess the trend relative to non-
parametric tests (Zhai et al., 2005), they need the sample
data to be normally distributed, which is not always the case
for hydro-meteorological observations (Hess et al., 2001).
Hence, a widely adopted non-parametric test such as the
Mann–Kendall test (MK – Mann, 1945; Kendall, 1975) is a
more pragmatic choice, as employed by Khattak et al. (2011),
Río et al. (2013) and Bocchiola and Diolaiuti (2013).
Most of the hydro-climatic time series contain red noise
because of the characteristics of natural climate variability
and thus are not serially independent (Zhang et al., 2000;
Wang, 2008). However, the MK statistic is highly sensitive
to the serial dependence of a time series (Yue and Wang,
2002; Yue et al., 2002, 2003). For instance, the variance of
MK statistic S increases (decreases) with the magnitude of
significant positive (negative) autocorrelation of a time se-
ries, which leads to an overestimation (underestimation) of
the trend detection probability (Douglas et al., 2000; Wu et
al., 2008; Rivard and Vigneault, 2009). To eliminate such af-
fect, Von Storch (1995) and Kulkarni and von Storch (1995)
proposed a pre-whitening procedure that removes the lag-1
autocorrelation prior to applying the MK test, as employed
by Río et al. (2013) amid the above-cited studies. However,
such a procedure is particularly inefficient when a time series
either features a trend or is serially dependent negatively (Ri-
vard and Vigneault, 2009). In fact, the presence of a trend can
lead to false detection of significant positive (negative) auto-
correlation in a time series (Rivard and Vigneault, 2009), and
removing this through a pre-whitening may remove (inflate)
the portion of a trend, leading to the underestimation (overes-
timation) of trend detection probability and trend magnitude
(Yue and Wang, 2002; Yue et al., 2003). To avoid this, Yue
et al. (2002) proposed a trend-free pre-whitening (TFPW) in
which the trend component of a time series is separated prior
to pre-whitening and then blended back to the resultant time
series, as adopted by Khattak et al. (2011). However, prior
estimation of the trend may also be influenced by the pres-
ence of serial correlation in a time series in a similar way the
presence of trend contaminates the estimates of autocorrela-
tion (Zhang et al., 2000). It is, therefore, desirable to estimate
the most accurate magnitudes of both the trend and autocor-
relation in order to avoid the influence of one on the other.
The UIB observes contrasting hydro-meteo-cryospheric
regimes mainly because of the complex HKH terrain and
sophisticated interaction of prevailing regional circulations
(Hasson et al., 2014a, 2016a). The sparse meteorological net-
work in such a difficult area does not fully cover its extent
either vertically or horizontally – it may also be highly in-
fluenced by complex terrain features and variability in me-
teorological events. Under such a scenario, tendencies as-
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Figure 1. The upper Indus Basin (UIB) and meteorological station networks.
certained from the observations at local sites further need
to be assessed for their field significance. The field signifi-
cance indicates whether the stations within a particular re-
gion collectively exhibit a significant trend or not, irrespec-
tive of the significance of individual trends (Vogel and Kroll,
1989; Lacombe and McCarteny, 2014). This yields a domi-
nant signal of change and much clear understanding of what
impacts the observed conflicting climate change will have
on the overall hydrology of the UIB and of its subregions.
However, similar to sequentially dependent local time se-
ries, spatial/cross-correlation amid the station network of a
region, possibly present due to the influence of a common
climatic phenomenon and/or of similar physio-geographical
features (Yue and Wang, 2002), anomalously increases the
probability of detecting the field-significant trends (Yue et
al., 2003; Lacombe and McCarteny, 2014). Therefore, the ef-
fect of cross-correlation amid the station network needs to be
eliminated while testing the field significance (Douglas et al.,
2000; Yue and Wang, 2002; Yue et al., 2003). Further, statis-
tically identified field-significant climatic trends should be
verified against the physical evidence.
In this study, we present a first comprehensive and sys-
tematic hydroclimatic trend analysis for the UIB based on 10
stream flow, 6 low-altitude manual and 12 high-altitude au-
tomatic weather stations. We apply the MK trend test over
serially independent hydroclimatic time series for ensuring
the existence of a trend, while its true slope is estimated by
the Sen’s slope method. The monthly to annual-scale indi-
vidual trends are further assessed for their field significance
within the 10 identified subregions of the UIB, and in order
to furnish the physical attribution to statistically identified re-
gional signal of change, the field-significant trends are in turn
compared qualitatively with the trends in discharge out of the
corresponding regions.
2 Upper Indus Basin
Spanning over the geographical range of 31–37◦ E and 72–
82◦ N, the basin extends from the western Tibetan Plateau in
the east to the eastern Hindukush Range in the west, host-
ing the Karakoram Range in the north and the western Hi-
malayan massif (Greater Himalayas) in the south (Fig. 1).
Around 46 % of the UIB falls within the political bound-
ary of Pakistan, containing around 60 % of the permanent
cryospheric extent. According to the Randolph Glacier In-
ventory version 5.0 (Arendt et al., 2015), around 12 % of the
UIB area (19 370 km2) is under the glacier cover. The snow
cover varies from 3 to 67 % of the basin area (Hasson et al.,
2014b).
The hydrology of the UIB is dominated by the precip-
itation regime associated with the year-round midlatitude
western disturbances that intermittently transport moisture
mainly during winter and spring and mostly in solid form
(Wake, 1989; Ali et al., 2009; Hewitt, 2011; Hasson et
al., 2016a; Hasson, 2016a). Such moisture contribution is
anomalously higher during the positive phase of the North
Atlantic oscillation (NAO), when the southern flank of the
western disturbances intensifies over Iran and Afghanistan
because of heat low there, causing additional moisture input
from the Arabian Sea (Syed et al., 2006). The basin further
receives moisture from the summer monsoonal offshoots,
which, crossing the main barrier of the Greater Himalayas
(Wake, 1989; Ali et al., 2009), precipitate over higher (lower)
altitudes in solid (liquid) form (Archer and Fowler, 2004).
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Such occasional incursions of the monsoonal system and the
dominating westerly disturbances – further controlled by the
complex HKH terrain – define the contrasting hydroclimatic
regimes within the UIB.
Mean annual precipitation within the basin ranges from
less than 150 mm at Gilgit station to around 700 mm at Nal-
tar station. However, glaciological studies suggest substan-
tially large amounts of snow accumulations that account for
1200–1800 mm (Winiger et al., 2005) in the Bagrot valley
and above 1000 mm over the Batura Glacier (Batura Investi-
gations Group, 1979) within the western Karakoram. Within
the central Karakoram, such amounts account for more than
1000 mm and, at a few sites, above 2000 mm over the Biafo
and Hispar glaciers (Wake, 1987).
The Indus River and its tributaries are gauged at 10 key
locations within the UIB, dividing it into Astore, Gilgit,
Hunza, Shigar and Shyok sub-basins, which feature distinct
hydrological regimes (snow- and glacier-fed). Archer (2003)
and Mukhopadhyay and Khan (2015) identified snow-fed
(glacier-fed) sub-basins based on their (1) smaller (larger)
glacier cover, (2) strong runoff correlation with previous win-
ter precipitation (concurrent temperatures) from low-altitude
stations, and (3) hydrograph separation. Their findings sug-
gest that Astore and Gilgit are mainly snow-fed while Hunza,
Shigar and Shyok are mainly glacier-fed sub-basins. The
strong influence of climatic variables on the generated melt
runoff suggests high vulnerability of spatiotemporal water
availability to climatic changes. This is why the UIB dis-
charge features high variability – in extreme cases, the max-
imum mean annual discharge is around an order of magni-
tude higher than its minimum mean annual discharge. Mean
annual UIB discharge is around 2400 m3 s−1, which, con-
tributing around 45 % of the total surface water availability
in Pakistan, is mainly confined to the melt season (April–
September). For the rest of year, melting temperatures remain
mostly below the active hydrologic elevation range, resulting
in minute melt runoff (Archer, 2004). The characteristics of
the UIB and its sub-basins are summarized in Table 1.
3 Data
3.1 Meteorological data
The network of meteorological stations within the UIB is
very sparse and mainly limited to within the Pakistan’s polit-
ical boundary, where 20 meteorological stations are operated
by three different organizations. The PMD operates six man-
ual valley-bottom (1200–2200 m a.s.l.) stations that provide
the only long-term record since the first half of the 20th cen-
tury; however, the data before 1960 are scarce and feature
large gaps (Sheikh et al., 2009). EvK2-CNR maintains two
high-altitude stations within the central Karakoram, which
provide data only starting from 2005. The third meteorolog-
ical network being maintained by the Snow and Ice Hydrol-
ogy Project (SIHP) of the Water and Power Development
Authority (WAPDA), Pakistan, consists of 12 high-altitude
(1479–4440 m a.s.l.) automated weather stations, called data
collection platforms (DCPs), which provide observations
starting from 1994. In contrast to PMD and EvK2-CNR pre-
cipitation gauges, DCPs measure snow in millimeters wa-
ter equivalent as solid moisture is the main source of melt-
dominated hydrology of the UIB (Hasson et al., 2014b).
Moreover, extending to the Karakoram Range, which hosts
most of the Indus Basin ice reserves (Fig. 1), and cover-
ing most of the active hydrologic zone of the UIB (2500–
5500 m a.s.l.) – unlike PMD stations – DCPs are well rep-
resentative of the hydro-meteorological conditions prevail-
ing over the UIB cryosphere so far. We have collected the
daily data of maximum and minimum temperatures (Tx and
Tn, respectively) and precipitation from 12 DCPs for the
period 1995–2012 and from 6 PMD stations for the pe-
riod 1961–2012 (Table 2).
3.2 Discharge data
The daily discharge data of all 10 hydrometric stations within
the UIB have been collected from the Surface Water Hy-
drology Project of WAPDA, Pakistan, for their full length
of available record up to 2012 (Table 3). Among the installed
hydrometric stations, Shigar gauge has not been operational
since 2001. It should be mentioned that discharge observa-
tions from the central and eastern UIB are hardly influenced
by the anthropogenic perturbations. Though the western UIB
is relatively populous and the stream flow is used for the
single-season crops and domestic use, the overall water di-
version for such use is negligible (Khattak et al., 2011).
4 Methods
We have checked the internal consistency of the data by
closely following Klein Tank et al. (2009), such as the sit-
uations of below zero precipitation and when maximum tem-
perature was lower than minimum temperature; these, found
in only a few instances, were corrected. Thereafter, we per-
formed homogeneity tests using a standardized toolkit RH-
TestV3 (Wang and Feng, 2009), which uses a penalized max-
imal F test (Wang, 2008) to identify any number of change
points in a time series. As no station has yet been reported ho-
mogeneous at monthly timescale for all variables, only a rel-
ative homogeneity test was performed by adopting the most
conservative threshold level of 99 % for the statistical sig-
nificance. Except Skardu, PMD stations mostly feature one
inhomogeneity in only Tn, which over the 1995–2012 pe-
riod is valid only for Gilgit and Gupis stations (Table 2).
The DCP data were found of high quality and homogeneous.
Only Naltar station has experienced inhomogeneity in Tn,
during September 2010, which was most probably caused by
a heavy precipitation event that resulted in a mega-flood in
Pakistan (Houze et al., 2011; Ahmad et al., 2012) followed
by similar events in 2011 and 2012. Since station history files
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Table 1. Characteristics of the gauged and derived regions of UIB. Note: an asterisk indicates that nearby Skardu and Gilgit stations are
included for the Karakoram and Deosai station for the UIB-Central regions. Derived time series are limited to a common length of record for
gauges used and thus their statistics.
Serial Watershed/ Designated Expression Designated name Area Glacier % % of Elevation Mean % of UIB No. of
No. Tributary discharge for deriving of the subregions (km2) cover glacier UIB range (m) discharge discharge met
sites approximated (km2) cover glacier (m3 s−1) stations
discharge cover
1 Indus Kharmong UIB-East 69 355 2643 4 14 2250–7027 451 18.8 1
2 Shyok Yogo Eastern Karakoram 33 041 7783 24 42 2389–7673 360 15.0 1
3 Shigar Shigar Central Karakoram 6990 2107 30 11 2189–8448 206 8.6 1
4 Indus Kachura Indus at Kachura 113 035 12 397 11 68 2149–8448 1078 44.8
5 Hunza Dainyor Bridge Western Karakoram 13 734 3815 28 21 1420–7809 328 13.6 4
6 Gilgit Gilgit Hindukush 12 078 818 7 4 1481–7134 289 12.0 5
7 Gilgit Alam Bridge UIB-West-upper 27 035 4676 21 25 1265–7809 631 27.0 9
8 Indus Partab Bridge Indus at Partab 143 130 17 543 12 96 1246–8448 1788 74.3
9 Astore Doyian Astore at Doyian 3903 527 14 3 1504–8069 139 5.8 3
10 UIB Besham Qila UIB 163 528 19 370 12 100 569–8448 2405 100.0 18
11 4− 2− 1 Shigar region 305 12.7
12 2+ 3+ 5 Karakoram 53 765 13 705 25 75 1420–8448 894 37.2 8∗
13 2+ 11+ 5 derived Karakoram 993 41.3
14 4− 1 UIB-Central 43 680 9890 23 54 2189–8448 627 26.1 4∗
15 10− 4 UIB-West 50 500 5817 13 32 569–7809 1327 55.2 14
16 10− 4− 7 UIB-West-lower 23 422 1130 7 6 569–8069 696 28.9 5
17 1+ 16 Himalaya 92 777 3773 5 20 569–8069 1147 47.7 7
Table 2. Meteorological stations and their attributes. Inhomogeneity is found only in Tn over full period of record. Note: asterisk represents
inhomogeneity only over the 1995–2012 period.
Serial Station Period Period Agency Latitude Longitude Altitude Inhomogeneity
No. name from to (◦) (◦) (m) at
1 Chillas 1 Jan 1962 31 Dec 2012 PMD 35.42 74.10 1251 2009/2003
2 Bunji 1 Jan 1961 31 Dec 2012 PMD 35.67 74.63 1372 1977/2011
3 Skardu 1 Jan 1961 31 Dec 2012 PMD 35.30 75.68 2210
4 Astore 1 Jan 1962 31 Dec 2012 PMD 35.37 74.90 2168 1981/2008
5 Gilgit 1 Jan 1960 31 Dec 2012 PMD 35.92 74.33 1460 2003/2010∗
6 Gupis 1 Jan 1961 31 Dec 2010 PMD 36.17 73.40 2156 1988/2012
1996/2007∗
7 Khunjrab 1 Jan 1995 31 Dec 2012 WAPDA 36.84 75.42 4440
8 Naltar 1 Jan 1995 31 Dec 2012 WAPDA 36.17 74.18 2898 2010/2009∗
9 Ramma 1 Jan 1995 30 Sep 2012 WAPDA 35.36 74.81 3179
10 Rattu 29 Mar 1995 16 Mar 2012 WAPDA 35.15 74.80 2718
11 Hushe 1 Jan 1995 31 Dec 2012 WAPDA 35.42 76.37 3075
12 Ushkore 1 Jan 1995 31 Dec 2012 WAPDA 36.05 73.39 3051
13 Yasin 1 Jan 1995 6 Oct 2010 WAPDA 36.40 73.50 3280
14 Ziarat 1 Jan 1995 31 Dec 2012 WAPDA 36.77 74.46 3020
15 Dainyor 15 Jan 1997 31 Jul 2012 WAPDA 35.93 74.37 1479
16 Shendoor 1 Jan 1995 28 Dec 2012 WAPDA 36.09 72.55 3712
17 Deosai 17 Aug 1998 31 Dec 2011 WAPDA 35.09 75.54 4149
18 Shigar 27 Aug 1996 31 Dec 2012 WAPDA 35.63 75.53 2367
were not available, it was not sure that any statistically found
inhomogeneity only in Tn is real. Thus, we did not apply cor-
rections to inhomogeneous time series and caution that re-
sults should be interpreted carefully based on them.
4.1 Hydroclimatic trend analysis
We have analyzed trends in minimum, maximum and mean
temperatures (Tn, Tx and Tavg, respectively), diurnal temper-
ature range (DTR= Tx − Tn), precipitation and discharge on
monthly to annual timescales. For this, the MK test (Mann,
1945; Kendall, 1975) is applied to assess the existence of
a trend, while the Theil–Sen (TS – Theil, 1950; Sen, 1968)
slope method is applied to estimate its true slope. The MK is
a rank-based method that tests the existence of a trend irre-
spective of the type of sample data distribution and whether
such a trend is linear or not (Wu et al., 2008; Tabari and
Talaee, 2011). MK is also insensitive to the data outliers
www.earth-syst-dynam.net/8/337/2017/ Earth Syst. Dynam., 8, 337–355, 2017
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Table 3. SWHP WAPDA stream flow gauges given in the downstream order along with their characteristics and their periods of record
analyzed. Asterisk indicates gauge is not operational after 2001.
Serial Gauged Discharge Period Period Latitude Longitude Height
No. river gauging site from to (◦) (◦) (m)
1 Indus Kharmong May 1982 Dec 2011 34.93 76.21 2542
2 Shyok Yogo Jan 1974 Dec 2011 35.18 76.10 2469
3 Shigar Shigar* Jan 1985 Dec 1998 and 2001 35.33 75.75 2438
4 Indus Kachura Jan 1970 Dec 2011 35.45 75.41 2341
5 Hunza Dainyor Jan 1966 Dec 2011 35.92 74.37 1370
6 Gilgit Gilgit Jan 1970 Dec 2011 35.92 74.30 1430
7 Gilgit Alam Bridge Jan 1974 Dec 2012 35.76 74.59 1280
8 Indus Partab Bridge Jan 1962 Dec 2007 35.73 74.62 1250
9 Astore Doyian Jan 1974 Aug 2011 35.54 74.70 1583
10 UIB Besham Qila Jan 1969 Dec 2012 34.92 72.88 580
and missing values (Bocchiola and Diolaiuti, 2013) and less
sensitive to the breaks caused by inhomogeneous time se-
ries (Jaagus, 2006). For comparison between low- and high-
altitude stations, we have mainly analyzed their overlapping
period of record (1995–2012) but additionally the full period
of record (1961–2012) for the low-altitude stations.
4.2 Trend-perceptive pre-whitening
The applied approach of Zhang et al. (2000) assumes that the
trend can be approximated as linear (Eq. 1) and the noise,
γt , can be represented as a pth-order autoregressive process,
AR(p), of the signal itself, plus the white noise, εt . Since the
partial autocorrelations for lags larger than one are gener-
ally found insignificant (Zhang et al., 2000; Wang and Swail,
2001), considering only lag-1 autoregressive processes, r ,
transforms Eq. (1) into Eq. (2):
Yt = a+βt + γt , (1)
Yt = a+βt + rYt−1+ εt . (2)
Then the most accurate magnitudes of lag-1 autocorrelation
and trend are iteratively found using the following steps:
1. in the first iteration, lag-1 autocorrelation, r1 is com-
puted on the original time series, Yt ;
2. using r1 as (Yt − r ·Yt−1)/(1− r), the intermediate time
series, Yˆt , is obtained and its trend, β1, is computed us-
ing TS and MK methods;
3. the original time series, Yt , is detrended using β1 as
(Yˆt =Yt −β1t);
4. in the second iteration, lag-1 autocorrelation, r2, is esti-
mated on a detrended time series, Yˆt ;
5. the original time series, Yt , is again pre-whitened us-
ing r2 and Yˆt is obtained;
6. the trend, β2, is then computed on Yˆt and Yt is detrended
again, yielding Yˆt .
The steps have to be reiterated until r is no longer signifi-
cantly different from zero or the absolute difference between
the estimates of r , β obtained from two consecutive iterations
becomes less than 1 %. If any of the conditions are met, let us
suppose that, at the iteration n, the estimates from previous
iteration (i.e., r = rn−1, β =βn−1) are used in Eq. (3) to ob-
tain a pre-whitened time series, Ywt , which features the same
trend as of the original time series, Yt (Zhang et al., 2000;
Wang and Swail, 2001).
Ywt =
(Yt − r ·Yt−1)
(1− r) = aˆ+βt + t ,
where aˆ = a+ r ·β
(1− r) , and t =
εt
(1− r) (3)
4.3 Field significance and physical attribution
Field significance indicates whether two or more stations
within a particular region collectively exhibit a significant
trend, irrespective of the significance of their individual
trends (Vogel and Kroll, 1989; Lacombe and McCarteny,
2014). The field significance of climatic variables has been
assessed for the 10 subregions of the UIB identified based on
(1) distinct hydrological regimes, (2) mountain divides, and
(3) installed hydrometric stations. Further, in order to estab-
lish more confidence, statistically identified field-significant
climatic trends were qualitatively compared to the physically
based evidence of trend in discharge out of the corresponding
region. As outlet discharges describe the integrated signal of
hydrologic change within the basin, testing their field signif-
icance was not required.
The Shigar has continuous discharge only until 1998,
where its post-1998 discharge needs to be derived. For this,
Mukhopadhyay and Khan (2014) estimated the pre-1998
monthly correlation coefficients between Shigar and its im-
mediate downstream Kachura gauge and applied these coef-
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ficients to the post-1998 Kachura discharge. However, such
an approach yields merely a constant fraction of the Kachura
discharge as the coefficients applied are less likely to remain
invariant after 1998, in view of the large drainage area of In-
dus at Kachura (113 000 km2) and the hydroclimatic changes
expected upstream of the Shigar gauge. Here, instead of esti-
mating the post-1998 discharge at the Shigar gauge, we have
derived the discharge for the Shigar region, which comprises
the Shigar sub-basin itself plus the adjacent region shown
unhighlighted in Fig. 2. This was achieved by subtracting the
discharge rates of all gauges upstream Shigar gauge from its
immediate downstream gauge of Kachura, for each time step
of every timescale analyzed. The procedure assumes that the
gauges far from each other have negligible routing time de-
lay at the analyzed mean monthly timescale and that such ap-
proximation does not further influence the ascertained trends.
Similar approach was adopted to derive discharges out of un-
gauged identified subregions (Table 1).
We have considered the combined drainage area of Shyok
and Shigar region as UIB-Central and the drainage area of
Indus at Kharmong as UIB-East (Fig. 2). The rest of the
UIB is designated UIB-West (Fig. 2), which is further di-
vided into upper and lower parts due to their distinct hydro-
logical regimes. Here, these regimes are identified based on
the timings of maximum runoff production from the median
hydrographs of each hydrometric station. According to such
division, UIB-West-lower and Gilgit are mainly the snow-
fed, while Hunza is mainly glacier-fed (Fig. 3). Since the
most of the Gilgit Basin area lies at the Hindukush massifs,
we refer to it as the Hindukush region. The combined area
of UIB-West-lower and UIB-East mainly contains the north-
ward slopes of the Greater Himalayas, so we call it Himalaya.
Similarly, drainage areas of Hunza, Shyok and Shigar region
are referred to as western, eastern and central Karakoram,
respectively, which collectively constitute the Karakoram re-
gion.
For assessing the field significance, we have applied the
method of Yue et al. (2003), which preserves the cross-
correlation amid the stations network but eliminates its effect
on testing the field significance through resampling the orig-
inal network using bootstrapping approach (Efron, 1979), in
our case 1000 times. The method considers the counts of sig-
nificant trends as the representative variables. Unlike MK
statistics, S or its regional average (Douglas et al., 2000;
Yue and Wang, 2002) “counts” variable favorably provides
a measure of dominant field-significant trend when both pos-
itive and negative significant trends are present. The method
counts both the number of local significant positive trends
and the number of significant negative trends separately for
each of 1000 resampled networks using Eq. (10):
Cf =
n∑
i=1
Ci, (10)
where n denotes total number of stations within a region and
Ci denotes a count for a statistically significant trend (at the
90 % level) at station i. Then, the empirical cumulative distri-
butions Cf were obtained for both counts of significant posi-
tive trends and counts of significant negative trends, by rank-
ing their 1000 values in an ascending order using Eq. (11):
P
(
Cf ≤ Crf
)
= r
N + 1 (11)
where r is the rank of Crf and N denotes the total number
of resampled network datasets. We have estimated the prob-
ability of counts of significant positive (negative) trends in an
actual network by comparing the number with Cf for counts
of significant positive (negative) trends obtained from resam-
pled networks (Eq. 12).
Pobs =P
(
Cf,obs ≤ Crf
)
, where
Pf =
{
Pobs for Pobs ≤ 0.5
1−Pobs for Pobs > 0.5 (12)
If Pf ≤ 0.1 is satisfied, the trend for a region is considered to
be field-significant at the 90 % level.
We have intentionally avoided the interpolation of data and
results in view of the limitations of interpolation techniques
in HKH complex terrain. A large offset of glaciological esti-
mates from the station-based precipitation amounts (Hasson
et al., 2014b) further suggests that the hydroclimatic patterns
are highly variable in space and that the interpolation will
add to uncertainty, resulting in misleading conclusions.
5 Results
Results for the 1995–2012 period are presented in Tables 4
and 5 (and for select months in Fig. 4), while Table 6 presents
results for the 1961–2012 period. Field-significant climatic
and discharge trends of corresponding regions are given in
Table 7.
5.1 Hydroclimatic trends
5.1.1 Mean maximum temperature
During the months of March, May and November, most of
the stations suggest mostly insignificant warming, which,
in terms of magnitude and significance, dominates during
March and at the low-altitude stations (Table 4 and Fig. 4). In
contrast, during the monsoon (July–October) and in Febru-
ary, most of the stations suggest cooling, which, being simi-
lar in magnitude among low- and high-altitude stations, dom-
inates in September followed by July in terms of both magni-
tude and statistical significance (at 12 and 5 stations, respec-
tively). Moreover, the observed cooling dominates the ob-
served warming. For the rest of the months, there is a mixed
response of mostly insignificant cooling and warming trends.
On a typical seasonal scale, there is high agreement on spring
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Figure 2. Hydrometric stations and the subregions considered for field significance.
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Figure 3. Long-term median hydrograph for 10 gauges separat-
ing the sub-basins of the UIB featuring either mainly snow-fed (in
color) or glacier-fed (in greyscale) hydrological regimes.
warming and summer and autumn cooling but a mixed re-
sponse for winter and annual timescales.
While looking only at long-term trends (Table 6), we note
that summer cooling (warming outside summer) in Tx is
less (more) prominent and insignificant (significant) at rel-
atively high-altitude stations, such as Skardu, Gupis, Gilgit
and Astore. When compared with trends over the shorter pe-
riod of 1995–2012, strong long-term warming is restricted
to spring months mainly during March and May. Similarly,
long-term summer cooling period of June–September has
been shifted to July–October.
5.1.2 Mean minimum temperature
The dominant feature of Tn is November–June insignificant
warming, which, contrary to warming in Tx , is observed
higher at the high-altitude stations than at the low-altitude
stations (Table 4 and Fig. 4). In contrast to August cool-
ing in Tx , stations suggest a minute and mostly insignificant
warming in Tn. In contrast to mostly insignificant warming,
we have also found cooling in Tn during the months of July,
September and October, which, though similar in magnitude
among low- and high-altitude stations, dominates in Septem-
ber followed by July (significant at eight and four stations,
respectively) as well as over the general Tn warming, similar
to Tx .
On a typical seasonal scale, our results suggest warm-
ing during winter and spring, cooling during summer and a
mixed response for the autumn season. The observed warm-
ing dominates during spring. It is noted that a clear sig-
nal of significant September cooling was lost when trend
was assessed on seasonally averaged observations for au-
tumn (combining October and November months). This is
further notable from the annual timescale, on which warm-
ing trends (significant at five stations) dominate instead of
cooling trends.
While looking only at low-altitude stations (Table 6), we
note that long-term non-summer warming (summer cooling)
in Tn is less (more) prominent and insignificant (significant)
at stations of relatively high altitude, such as Skardu, Gupis,
Gilgit and Astore. The long-term warming of winter months
is mostly absent over the period 1995–2012.
5.1.3 Mean temperature
Trends in Tavg are dominated by trends in Tx during the
July–October period and by Tn during the rest of year (Ta-
bles 4 and 5). Similar to Tx , Tavg features dominant cool-
ing in September, followed by July and October (significant
at 10, 4 and 1 stations, respectively). In contrast, warming
dominates in March, which is significant at five stations. Ad-
ditionally, insignificant warming tendencies observed in May
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Figure 4. Trends per decade in Tx , Tn, Tavg, DTR (◦C) and trends per time step in P (mm) for select months and seasons. Triangles
pointing upward (downward) or in green/red (blue/yellow) show increasing (decreasing) trends. Solid (hollow) triangles indicate significant
(insignificant) trends at the 90 % level.
and November show good agreement among most of the sta-
tions (Table 5, Fig. 4). On a typical seasonal timescale, the
magnitude of winter and spring warming is observed higher
than that of summer and autumn cooling, leading to dominant
though mostly insignificant warming on annual timescale.
The long-term trends generally suggest cooling tendencies
for the June–October period but warming for the rest of year.
On a seasonal timescale, low-altitude stations all show agree-
ment on long-term and mostly significant summer cooling.
For the annual timescale, a mixed response is found.
5.1.4 Diurnal temperature range
DTR is generally found narrowing throughout the year ex-
cept for March and May, where particularly low-altitude sta-
tions suggest its widening owing to either higher Tx warming
or higher Tn cooling (Table 4, Fig. 4). With high inter-station
agreement, narrowing of DTR is particularly significant in
September followed by February and associated with higher
cooling in Tx than in Tn, higher warming in Tn than in Tx
or cooling in Tx but warming in Tn. Narrowing DTR is more
prominent at high-altitude stations and during winter, autumn
and annual timescales. We note that the long-term (1961–
2012) year-round DTR widening observed at low-altitude
stations (Table 6) is mainly restricted to March and May and,
to some extent, October and December over the period 1995–
2012 (Table 4).
5.1.5 Total precipitation
Generally, the months of March–June feature decreasing pre-
cipitation trends, which are significant at seven, five, two
and four stations, respectively (Table 5 and Fig. 4). Simi-
larly, significant drying is observed during August and Oc-
tober at three stations, while Rattu station suggests year-
round drying except in January and February. High inter-
station agreement is observed for increasing September and
winter precipitation, which is higher at high-altitude than at
low-altitude stations. Most of the stations within the UIB-
West-upper (monsoon-dominated region) exhibit an increas-
ing trend. Six stations (Shendure, Yasin, Ziarat, Rattu, Shi-
gar and Chillas) feature significant precipitation increase in
either all or at least one of the monsoon months. Such a pre-
cise response of monthly wetting and drying has been av-
eraged out on seasonal to annual timescales, suggesting in-
crease (decrease) for autumn and winter (spring and summer)
but a mixed response for annual precipitation.
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Table 4. Trend for Tx , Tn and DTR in ◦C (per unit time) at monthly to annual timescales over the period 1995–2012. Note: stations are given
in top to bottom altitude order. Slopes significant at the 90 % level are given in bold.
Vars. Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DJF MAM JJA SON Ann.
Tx Khunjrab 0.01 −0.01 0.10 0.03 0.12 −0.01 −0.09 0.06 −0.16 0.01 0.12 0.07 0.05 0.07 −0.05 0.04 0.04
Deosai 0.02 −0.05 0.07 −0.01 0.06 0.01 −0.19 −0.01 0.00 0.02 0.06 0.05 0.08 0.06 0.03 0.02 0.06
Shendure −0.17 –0.09 0.01 −0.03 −0.06 −0.10 –0.13 –0.07 –0.22 −0.06 0.04 −0.11 −0.08 −0.06 –0.11 −0.05 −0.05
Yasin 0.00 −0.03 0.13 −0.02 0.10 0.03 −0.16 −0.08 –0.35 0.12 −0.02 −0.10 0.03 0.08 −0.06 −0.01 0.05
Rama −0.06 −0.07 0.02 –0.11 0.14 0.04 −0.11 −0.09 –0.29 −0.10 0.01 0.00 −0.04 −0.04 −0.07 −0.07 –0.08
Hushe −0.05 −0.01 0.09 0.00 0.17 −0.06 −0.09 0.02 –0.20 −0.09 0.01 0.03 0.02 0.03 −0.02 −0.03 −0.03
Ushkore −0.04 −0.02 0.10 0.03 0.25 −0.01 −0.12 −0.06 –0.22 −0.05 0.06 −0.01 0.02 0.08 −0.05 −0.02 −0.01
Ziarat 0.00 −0.01 0.12 −0.02 0.13 0.09 −0.11 −0.03 –0.21 −0.04 0.09 0.04 0.06 0.06 −0.02 −0.04 0.01
Naltar −0.04 −0.04 0.10 −0.03 0.10 0.03 −0.12 −0.03 –0.19 0.03 −0.01 0.01 −0.02 0.07 −0.03 −0.05 0.00
Rattu –0.16 −0.10 0.04 −0.03 0.11 0.14 −0.06 −0.05 −0.17 −0.23 0.04 −0.15 –0.12 −0.03 0.01 −0.03 –0.07
Shigar −0.04 −0.08 −0.02 −0.08 −0.38 −0.15 −0.08 0.03 −0.01 −0.09 0.11 0.01 −0.02 −0.09 –0.09 −0.02 −0.02
Skardu 0.10 0.08 0.12 0.04 0.04 −0.08 –0.10 0.06 –0.23 −0.10 −0.04 −0.05 −0.02 0.13 −0.07 –0.09 −0.02
Astore 0.09 0.00 0.20 0.03 0.18 0.06 −0.05 −0.03 –0.15 −0.11 0.05 0.04 0.08 0.15 −0.01 −0.05 0.02
Gupis −0.05 0.03 0.27 0.11 0.20 0.01 −0.09 −0.13 −0.09 0.12 0.12 0.03 0.11 0.20 0.03 0.03 0.07
Dainyor −0.04 −0.08 0.23 −0.02 0.15 −0.19 –0.18 0.01 −0.15 −0.04 0.10 −0.07 –0.06 0.14 −0.08 −0.01 −0.02
Gilgit 0.09 −0.07 0.12 0.03 0.15 0.02 –0.15 –0.08 –0.31 −0.07 0.07 −0.05 −0.04 0.06 −0.05 –0.08 −0.05
Bunji 0.09 −0.08 0.13 0.04 0.11 0.07 −0.01 0.04 –0.22 −0.12 −0.01 −0.08 0.00 0.11 0.02 −0.07 −0.02
Chillas 0.09 −0.03 0.16 0.01 0.13 0.01 –0.15 −0.06 –0.24 0.00 0.03 −0.06 −0.05 0.08 –0.07 −0.05 −0.06
Tn Khunjrab 0.15 0.26 0.16 0.03 0.18 −0.02 −0.04 0.00 0.01 0.05 0.17 0.10 0.21 0.08 −0.01 0.06 0.09
Deosai 0.02 0.09 0.21 0.00 0.01 0.00 0.03 −0.02 −0.08 0.03 0.09 0.00 0.06 0.10 −0.02 0.05 0.10
Shendure 0.04 −0.03 0.10 0.06 0.05 0.00 –0.06 0.00 −0.10 −0.01 0.10 0.08 0.09 0.07 −0.03 0.01 0.05
Yasin 0.09 0.07 0.12 0.02 0.10 0.01 −0.11 −0.05 –0.21 0.10 0.04 −0.08 0.06 0.11 −0.04 0.03 0.08
Rama −0.08 0.10 0.05 0.02 0.06 0.01 0.00 0.01 −0.09 0.00 0.11 0.07 −0.02 0.03 0.03 0.02 0.02
Hushe 0.00 0.14 0.08 0.02 0.14 −0.04 −0.08 0.04 –0.09 −0.04 0.04 0.01 0.06 0.06 −0.01 0.01 0.01
Ushkore −0.06 0.05 0.08 0.09 0.13 0.00 −0.04 −0.02 –0.16 −0.09 0.08 0.01 0.00 0.08 0.01 −0.01 0.00
Ziarat 0.12 0.23 0.11 0.04 0.04 0.04 –0.08 0.01 –0.10 −0.01 0.09 0.09 0.17 0.07 0.00 0.01 0.06
Naltar −0.01 0.08 0.10 0.02 −0.01 −0.03 –0.10 −0.01 –0.07 0.00 −0.03 0.00 −0.07 0.10 −0.03 −0.01 0.04
Rattu −0.05 0.10 −0.08 −0.02 0.06 0.05 −0.07 0.01 −0.12 −0.02 0.07 0.01 0.04 −0.03 0.01 –0.08 −0.04
Shigar 0.03 0.02 −0.01 −0.03 −0.21 −0.09 −0.07 0.05 0.07 −0.11 0.05 0.04 0.01 −0.02 −0.06 −0.01 0.01
Skardu −0.03 0.08 −0.02 −0.02 −0.07 −0.11 −0.15 −0.08 −0.10 –0.12 –0.14 −0.11 −0.18 −0.01 –0.12 –0.16 –0.08
Astore 0.01 0.09 0.05 0.03 −0.02 0.02 −0.07 0.01 –0.10 −0.05 0.05 −0.08 0.06 0.11 −0.01 −0.03 −0.02
Gupis −0.15 −0.03 0.19 0.11 0.09 0.03 −0.04 0.04 −0.07 −0.03 −0.12 −0.14 −0.11 0.14 −0.04 −0.09 0.01
Dainyor −0.13 0.01 0.13 0.01 0.11 −0.04 –0.17 0.03 −0.06 −0.02 −0.06 −0.05 0.01 0.07 −0.03 −0.04 0.01
Gilgit 0.03 0.10 0.06 0.04 0.04 0.05 −0.01 0.26 0.30 0.05 0.09 −0.01 0.08 0.07 0.06 0.19 0.08
Bunji 0.01 0.03 0.05 0.03 0.02 0.04 −0.01 0.17 0.01 0.03 0.13 0.00 0.02 0.05 0.06 0.04 0.03
Chillas −0.09 –0.18 0.01 −0.07 0.02 −0.05 −0.11 −0.08 –0.21 −0.10 0.00 −0.06 −0.15 −0.05 –0.07 –0.11 −0.07
DTR Khunjrab −0.10 –0.25 −0.30 −0.19 –0.24 −0.08 –0.13 –0.11 –0.11 −0.04 −0.03 −0.05 –0.17 −0.18 −0.04 –0.04 –0.08
Deosai 0.07 −0.09 0.01 0.11 −0.05 0.05 0.16 0.19 0.01 0.02 −0.01 0.03 0.01 0.00 0.13 0.01 0.13
Shendure −0.06 −0.09 −0.26 –0.29 −0.17 −0.08 −0.03 −0.05 –0.09 −0.07 −0.05 −0.24 −0.12 –0.20 −0.10 −0.06 −0.15
Yasin −0.13 –0.23 −0.05 –0.15 −0.12 –0.20 −0.13 −0.11 –0.22 –0.58 −0.24 −0.19 –0.08 −0.07 –0.14 –0.25 –0.12
Rama −0.05 –0.16 −0.04 –0.11 −0.04 −0.02 –0.15 –0.13 –0.27 −0.20 −0.08 −0.07 –0.09 −0.07 –0.07 –0.13 –0.08
Hushe –0.08 –0.17 −0.01 −0.05 −0.02 0.00 −0.03 −0.02 –0.07 0.00 −0.03 −0.01 –0.10 −0.01 −0.02 –0.03 –0.04
Ushkore 0.00 −0.06 −0.02 −0.08 −0.01 −0.05 −0.01 −0.02 –0.08 −0.01 −0.02 −0.03 −0.03 −0.02 −0.03 –0.03 –0.03
Ziarat −0.09 –0.26 0.02 −0.02 0.01 −0.01 −0.05 −0.01 –0.10 −0.03 −0.03 −0.12 −0.13 0.03 −0.02 –0.05 –0.06
Naltar −0.06 –0.15 0.02 −0.06 0.06 −0.02 −0.02 −0.02 −0.09 −0.03 −0.03 −0.13 –0.08 0.00 −0.01 −0.06 –0.05
Rattu −0.10 –0.16 −0.04 –0.10 0.02 −0.04 −0.09 –0.11 –0.18 –0.16 −0.18 –0.15 –0.12 −0.01 –0.04 −0.10 –0.05
Shigar 0.08 0.00 −0.05 0.00 0.01 0.03 −0.03 −0.01 −0.07 0.01 –0.08 0.07 0.07 0.03 −0.06 0.00 −0.07
Skardu −0.04 –0.14 0.06 0.01 0.13 0.06 −0.01 −0.02 –0.21 0.04 0.03 0.14 −0.07 0.07 −0.01 −0.01 0.00
Astore −0.02 −0.13 0.13 0.00 0.05 0.00 −0.03 −0.07 –0.08 0.03 −0.03 0.04 −0.09 0.06 −0.02 −0.05 −0.01
Gupis 0.04 0.00 0.15 −0.01 0.10 −0.01 −0.03 −0.10 −0.05 0.16 0.16 0.15 0.13 0.07 −0.06 0.09 0.09
Dainyor −0.05 −0.09 0.06 −0.11 −0.21 −0.19 −0.11 −0.07 −0.10 −0.44 −0.01 −0.07 −0.09 −0.07 −0.23 −0.12 −0.19
Gilgit −0.13 –0.19 0.05 −0.02 0.10 −0.13 –0.27 –0.26 –0.87 −0.18 −0.09 −0.02 −0.11 −0.03 –0.15 –0.25 –0.18
Bunji −0.04 –0.14 0.05 0.03 0.04 −0.01 −0.03 −0.04 –0.27 −0.03 −0.16 −0.10 −0.07 0.06 −0.01 –0.14 −0.05
Chillas 0.07 0.09 0.21 0.11 0.13 0.03 −0.04 0.04 0.00 0.08 0.01 0.04 0.10 0.14 0.02 0.02 0.02
Comparison of long-term trends at low-altitude sta-
tions (1961–2012) with their trends over recent pe-
riod (1995–2012) suggests that the long-term spring drying,
particularly of March and April, and wetting of September
(the last monsoonal month) have recently intensified, while
the long-term increasing summer precipitation has changed
to decreasing (see Tables 5 and 6).
5.1.6 Discharge
From Fig. 3, we clearly show that snow and glacier melt
regimes of the UIB can be differentiated from the maximum
runoff production timing based on the median hydrographs
of available gauges. Figure 3 suggests that Indus at Khar-
mong (UIB-East), Gilgit at Gilgit (Hindukush) and Astore at
Doyian basins, which generally feature their peak runoffs in
June/July, are primarily snow-fed, while the rest that feature
peak runoff in August are mainly glacier-fed.
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Table 5. Same as Table 4. Here, slopes for P are in mm and for Q in m3 s−1. Hydrometric gauges are given in downstream order.
Vars. Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DJF MAM JJA SON Ann.
Tavg Khunjrab 0.13 0.09 0.13 0.05 0.19 0.00 −0.06 0.06 −0.13 0.05 0.17 0.10 0.15 0.09 −0.03 0.06 0.06
Deosai 0.06 0.01 0.15 0.00 0.07 0.01 −0.07 0.03 −0.05 0.02 0.08 0.01 0.10 0.06 0.03 0.04 0.07
Shendure −0.05 −0.05 0.05 0.02 0.02 −0.05 −0.10 −0.05 –0.15 −0.04 0.06 −0.03 0.01 −0.04 −0.05 −0.02 0.01
Yasin 0.02 0.01 0.13 0.01 0.06 0.04 −0.19 −0.07 –0.27 0.11 0.01 −0.08 0.04 0.13 −0.05 0.02 0.06
Rama −0.12 0.02 0.05 −0.06 0.07 0.01 −0.03 −0.03 –0.19 −0.09 0.05 0.02 0.02 0.00 0.00 −0.01 −0.04
Hushe −0.03 0.05 0.06 0.02 0.14 −0.05 −0.07 0.02 –0.13 −0.07 0.03 0.04 0.01 0.06 −0.01 0.00 −0.01
Ushkore −0.07 0.00 0.08 0.05 0.21 0.00 −0.03 −0.03 –0.17 −0.09 0.06 0.01 0.04 0.09 −0.01 −0.02 0.01
Ziarat 0.04 0.11 0.10 0.00 0.09 0.06 −0.09 −0.03 –0.15 −0.03 0.09 0.03 0.08 0.07 −0.02 0.00 0.05
Naltar −0.03 0.01 0.08 −0.05 −0.11 −0.07 –0.12 −0.06 –0.17 0.00 −0.03 0.01 −0.13 0.07 −0.04 −0.04 0.01
Rattu −0.11 −0.01 −0.05 −0.04 0.09 0.10 −0.04 0.00 −0.18 −0.07 0.04 −0.10 −0.06 0.03 0.00 −0.05 −0.05
Shigar 0.05 −0.02 0.00 −0.06 −0.30 −0.13 −0.13 0.04 0.04 −0.14 0.07 0.03 0.01 −0.04 −0.07 −0.01 0.00
Skardu 0.02 0.11 0.07 0.01 0.02 −0.10 –0.15 0.04 –0.17 –0.11 –0.06 −0.07 −0.11 0.06 −0.12 –0.12 –0.07
Astore 0.10 0.03 0.12 0.01 0.13 0.03 −0.05 0.00 –0.14 −0.09 0.03 −0.01 0.05 0.13 −0.02 −0.03 0.01
Gupis −0.08 −0.06 0.22 0.09 0.13 0.00 −0.05 −0.05 −0.08 0.06 0.04 −0.07 0.02 0.14 0.02 −0.01 0.03
Dainyor −0.06 −0.02 0.22 −0.01 0.18 −0.08 –0.15 0.02 −0.11 −0.04 0.04 −0.09 −0.05 0.11 −0.04 −0.04 0.00
Gilgit 0.02 0.01 0.11 0.03 0.06 0.04 −0.06 0.05 −0.09 0.00 0.08 0.05 0.03 0.08 −0.02 0.00 0.03
Bunji 0.06 −0.02 0.06 0.02 0.05 0.02 0.00 0.09 −0.07 0.03 0.06 −0.06 0.03 0.08 0.06 0.00 0.01
Chillas −0.02 −0.14 0.06 −0.02 0.16 −0.03 –0.12 −0.07 –0.19 −0.07 0.01 −0.06 –0.09 0.03 –0.06 –0.08 −0.07
P Khunjrab 3.64 2.59 −2.21 −1.55 −1.47 0.10 0.35 0.80 1.82 −1.04 0.93 2.34 8.86 −9.09 −1.74 1.65 6.14
Deosai 0.07 1.28 –1.42 −0.66 −1.27 −0.89 −0.40 −1.00 −0.77 −0.42 −0.81 −0.32 1.40 −4.50 0.00 −1.99 −7.87
Shendure 1.54 2.75 1.35 2.13 0.60 2.12 1.83 1.38 1.45 1.24 1.40 1.20 5.71 4.50 4.82 3.58 29.53
Yasin 1.33 1.86 0.59 0.25 1.22 −0.50 1.45 0.02 0.92 −0.21 0.06 2.74 6.09 0.60 1.32 0.26 11.70
Rama 0.77 0.00 −6.50 –8.55 –4.52 –2.16 –2.35 –1.89 –1.44 –2.05 −3.74 −2.03 7.00 –25.44 –8.41 –14.60 –43.92
Hushe 0.65 0.24 −1.23 −0.30 −1.97 −1.21 −1.71 −0.60 0.73 −0.64 0.11 0.72 3.47 −4.51 −4.28 0.70 −5.54
Ushkore 0.56 −0.59 –2.33 −1.02 −1.97 −0.93 0.00 −0.09 1.01 –0.61 −0.48 0.09 −0.13 −4.57 −1.54 −0.42 −3.83
Ziarat −0.91 −0.56 –4.18 –5.28 −1.83 0.25 −0.67 −0.18 1.20 −0.58 −0.43 −0.61 −3.59 –9.10 −1.71 −0.21 –16.32
Naltar 3.75 8.41 −4.49 −0.36 −2.75 –2.17 0.43 −2.33 1.32 −0.36 −0.70 1.35 19.43 −8.39 −0.99 2.42 −0.28
Rattu 1.36 2.13 0.08 0.36 0.26 0.53 0.91 0.75 0.95 0.84 0.69 1.53 4.43 1.23 1.81 2.36 10.64
Shigar −0.24 −0.89 −1.07 −2.62 −2.05 −0.33 1.75 0.80 2.40 1.13 0.18 1.49 −1.67 –8.36 0.78 3.08 −7.04
Skardu −0.64 1.62 0.60 0.19 −0.74 −0.47 −0.07 −0.44 0.46 0.00 0.00 0.20 0.41 0.89 −1.26 0.49 1.29
Astore 0.00 0.41 0.12 –1.41 −0.48 −0.16 −0.08 −0.29 0.57 0.00 0.00 0.29 1.50 −1.36 −1.63 0.34 −0.16
Gupis 0.65 0.97 0.81 0.38 −0.06 –1.33 –1.07 −0.49 0.06 0.35 0.26 0.89 2.81 0.29 –3.49 0.43 4.46
Dainyor −0.21 0.42 0.51 0.55 0.67 1.24 0.91 −0.71 −0.39 0.00 0.00 0.00 1.68 1.81 3.09 −0.34 6.69
Gilgit 0.98 0.45 –1.94 −1.34 −1.57 −0.73 0.29 –3.99 0.32 0.00 0.00 0.30 0.00 –9.39 –9.60 −0.92 –20.31
Bunji 0.01 −0.10 –1.06 –2.34 0.17 0.20 −0.34 −0.22 0.56 −0.01 0.00 0.11 −0.47 −2.68 −0.51 0.06 0.09
Chillas 0.00 0.13 −0.14 −1.56 0.16 0.29 −0.51 0.13 1.37 −0.10 0.00 0.07 0.22 −0.81 −0.80 1.86 0.53
Q UIB-East –0.80 0.00 0.04 0.11 −4.19 2.00 −1.65 6.70 −4.74 −5.45 –2.46 –1.37 –0.75 −2.64 −2.62 −0.86 −1.73
Eastern Kara. 0.06 0.08 −0.10 0.00 1.96 0.96 –22.97 0.92 −8.84 −1.06 0.50 −0.09 0.29 0.67 0.30 −4.41 −0.95
Central Kara. 0.96 1.28 1.56 −0.84 3.74 −8.94 –37.93 −9.08 −5.98 0.71 2.50 2.76 1.13 1.13 −21.61 1.10 −1.56
Kachura 0.33 1.39 1.06 −0.33 −2.08 −22.50 –50.04 −16.74 −4.25 −2.18 0.59 2.64 0.46 −0.81 −18.90 −2.63 −4.97
UIB-Central 2.19 1.81 2.02 −0.84 6.89 −18.08 –43.79 −20.20 −4.88 1.05 4.38 2.34 2.00 1.79 −18.34 2.01 −2.47
Western−Kara. 1.20 1.00 1.50 2.00 0.59 12.09 −4.53 −4.09 6.40 3.50 3.82 2.03 1.88 1.00 −1.64 5.43 2.50
Karakoram 1.88 2.00 1.33 1.00 −5.82 −7.80 –64.97 −37.17 −9.48 0.60 8.97 5.97 1.65 0.11 −24.43 5.64 −3.90
Hindukush 0.87 0.26 0.15 1.27 2.05 3.49 −6.61 14.02 7.03 2.17 1.82 1.06 0.75 1.00 3.94 4.44 4.00
UIB-WU 1.24 1.02 1.39 2.38 16.85 12.38 −25.48 −15.50 −1.28 0.69 0.98 0.52 0.55 7.76 −3.68 0.45 −1.25
Astore 0.05 0.00 0.22 0.50 7.65 4.26 −3.01 5.00 −1.00 −1.11 −0.67 0.00 0.00 2.20 1.97 −0.89 2.16
Partab Bridge 1.00 −0.13 3.60 8.80 63.22 −34.86 −39.86 −67.33 29.65 0.69 8.89 15.12 8.40 36.29 −67.00 9.81 −12.40
UIB-WL 1.88 0.41 6.39 −0.52 41.58 59.50 28.19 81.58 30.99 16.18 5.17 2.33 1.92 19.90 65.53 16.02 25.44
UIB-WL-Partab −3.00 0.80 −4.38 −0.82 87.89 51.53 9.00 17.67 2.71 −12.24 1.40 −6.00 −3.74 28.32 47.93 −3.00 18.94
UIB-West 2.45 1.37 5.43 2.42 61.35 54.89 0.21 42.93 28.24 13.68 5.87 1.38 2.00 23.43 44.18 17.71 22.17
Himalaya 0.30 −0.32 4.10 0.91 43.99 62.23 12.43 83.33 22.43 9.97 2.32 0.23 1.17 26.64 57.88 7.75 24.66
UIB 1.82 5.09 5.37 −2.50 11.35 14.67 −46.60 41.71 35.22 10.17 5.29 0.75 1.91 15.72 −1.40 19.35 4.25
Over the 1995–2012 period, the discharge change pattern
seems to be more consistent with tendencies in temperature
than in precipitation record. Most of the hydrometric stations
feature increasing discharge during October–June (domi-
nant during May–June) but decreasing discharge during July,
which is significant for five high-altitude/latitude glacier-
fed subregions (Karakoram, Shigar, Shyok, UIB-Central and
Indus at Kachura), mainly owing to a drop in July tem-
peratures (Table 5). There is a mixed response for August
and September months; however, significant trends suggest
an increasing discharge from two subregions (Hindukush
and UIB-West-lower) in August and from four subregions
(Hindukush, western Karakoram, UIB-West-lower and UIB-
West) in September.
Despite dominant September cooling, discharge drops
mainly during July, suggesting it to be the month of effec-
tive cooling. Discharge in July is also decreasing for the
whole UIB, though such a trend is not significant. During
winter, spring and autumn, discharge at most sites features
an increasing trend, while during summer and on an annual
timescale there is a mixed response.
Long-term discharge is generally increasing from Novem-
ber to May (Table 6), where such an increase is higher in
magnitude and mostly significant in May. There is a mixed
response for June–October. Consistently on a coarser tem-
poral scale, winter discharge is increasing while a mixed
response is observed for other seasons and on an annual
timescale. While comparing the long-term trends with those
assessed over 1995–2012 period, we note prominent shifts
in the sign of trends for the seasonal transitional month of
June and within the high-flow period of July–September.
Such shifts may be attributed to recent higher summer cool-
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Table 6. Long-term trends (1961–2012) in Tx , Tn, Tavg, DTR and P at monthly to annual timescales in respective units as given in Tables 4
and 5. Note: “Kara” refers to Karakoram.
Vars. Stations/ Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DJF MAM JJA SON Ann.
subregions
Tx Skardu 0.07 0.06 0.06 0.05 0.07 0.02 0.01 0.00 0.02 0.03 0.06 0.06 0.05 0.07 0.01 0.04 0.04
Astore 0.02 0.01 0.06 0.04 0.05 −0.01 −0.01 −0.02 0.00 0.02 0.03 0.04 0.02 0.06 −0.01 0.02 0.02
Gupis 0.02 0.02 0.03 0.04 0.06 −0.02 −0.02 −0.03 −0.01 0.04 0.04 0.06 0.04 0.04 −0.02 0.03 0.02
Gilgit 0.04 0.03 0.04 0.05 0.06 −0.01 −0.01 −0.02 −0.01 0.02 0.05 0.05 0.04 0.04 −0.01 0.02 0.02
Bunji 0.02 0.01 0.04 0.00 0.01 –0.06 –0.05 –0.05 –0.04 −0.04 0.03 0.02 0.02 0.02 –0.05 −0.02 0.00
Chillas −0.01 −0.01 0.03 0.01 0.02 –0.05 −0.02 −0.02 −0.02 0.00 0.00 0.01 0.00 0.02 –0.03 0.00 0.00
Tn Skardu 0.00 0.02 0.00 −0.01 −0.01 –0.04 –0.04 –0.04 –0.04 –0.05 –0.02 0.01 0.01 0.00 –0.04 –0.04 –0.02
Astore 0.02 0.01 0.03 0.03 0.04 0.00 −0.02 –0.02 −0.01 0.00 0.02 0.01 0.01 0.04 −0.01 0.01 0.01
Gupis –0.04 −0.02 −0.01 −0.03 −0.01 –0.07 –0.06 –0.07 –0.05 −0.03 –0.03 −0.01 –0.03 −0.02 –0.07 –0.05 –0.04
Gilgit 0.00 0.03 0.00 −0.01 0.01 –0.02 –0.05 −0.03 −0.01 –0.02 −0.01 0.01 0.01 0.00 –0.03 –0.02 −0.01
Bunji 0.01 0.01 0.03 0.00 0.00 −0.03 –0.04 −0.03 −0.03 −0.03 0.00 0.01 −0.01 0.01 –0.04 −0.04 0.00
Chillas 0.04 0.02 0.01 0.01 0.03 −0.02 −0.01 –0.03 −0.02 0.00 0.03 0.04 0.03 0.02 –0.02 0.00 0.01
Tavg Skardu 0.03 0.04 0.03 0.02 0.03 −0.01 −0.02 −0.02 −0.01 0.00 0.02 0.03 0.03 0.03 −0.02 0.00 0.01
Astore 0.02 0.01 0.04 0.04 0.05 0.00 −0.01 –0.02 0.00 0.01 0.03 0.02 0.01 0.05 −0.01 0.02 0.01
Gupis 0.00 0.00 0.00 0.01 0.03 –0.04 –0.05 –0.05 –0.03 0.00 0.01 0.02 0.00 0.01 –0.04 −0.01 −0.01
Gilgit 0.02 0.03 0.02 0.02 0.04 −0.02 –0.03 –0.03 –0.02 −0.01 0.03 0.03 0.03 0.02 –0.03 0.00 0.00
Bunji 0.00 0.01 0.02 −0.01 −0.01 –0.04 –0.05 –0.04 –0.05 –0.04 0.00 0.01 0.01 0.01 –0.04 –0.03 0.00
Chillas 0.02 0.00 0.01 0.01 0.03 −0.03 −0.02 −0.02 −0.02 0.00 0.02 0.02 0.01 0.02 –0.03 0.00 0.00
DTR Skardu 0.06 0.02 0.05 0.07 0.09 0.05 0.06 0.03 0.06 0.09 0.09 0.05 0.05 0.07 0.05 0.09 0.06
Astore 0.04 0.00 0.01 0.02 0.02 –0.02 0.01 0.02 0.01 0.02 0.02 0.01 0.02 0.01 0.00 0.02 0.02
Gupis 0.08 0.06 0.05 0.07 0.09 0.06 0.06 0.04 0.07 0.10 0.09 0.08 0.09 0.06 0.05 0.08 0.07
Gilgit 0.04 0.02 0.04 0.07 0.06 0.00 0.05 0.04 0.05 0.05 0.07 0.05 0.04 0.04 0.03 0.06 0.04
Bunji 0.04 0.01 0.03 0.01 0.03 0.00 0.00 −0.01 0.03 0.02 0.06 0.04 0.04 0.02 0.00 0.03 0.02
Chillas −0.04 −0.02 0.00 0.00 0.00 –0.03 −0.01 0.01 0.01 −0.01 −0.02 −0.03 −0.03 0.00 –0.01 −0.01 –0.02
P Skardu 0.30 0.32 0.16 0.16 −0.02 0.08 0.06 0.19 0.07 0.00 0.00 0.15 0.98 0.45 0.29 0.12 1.76
Astore 0.00 −0.28 –0.78 −0.51 −0.25 0.27 0.19 0.06 0.02 −0.05 0.02 −0.08 0.24 −1.31 0.45 0.06 −1.33
Gupis 0.08 0.04 0.28 0.30 −0.08 0.00 0.24 0.18 0.00 0.00 0.00 0.00 0.11 0.20 0.32 −0.09 2.00
Gilgit 0.00 0.00 −0.02 0.05 −0.05 0.23 0.01 0.01 0.03 0.00 0.00 0.00 0.02 −0.44 0.28 0.10 0.38
Bunji 0.00 −0.06 −0.14 0.02 −0.17 0.09 0.05 0.12 0.11 −0.03 0.00 0.00 0.13 –0.59 0.36 0.09 0.21
Chillas 0.00 0.03 −0.12 0.00 −0.01 0.10 0.07 0.07 0.07 −0.02 0.00 0.00 0.25 −0.12 0.51 0.03 0.70
Q UIB-East 0.58 0.89 1.18 0.80 0.08 −12.94 –21.37 −10.53 −1.42 −0.18 0.06 0.16 0.55 1.10 –14.86 −0.57 −1.59
Eastern Kara. 0.00 0.00 −0.04 −0.08 1.79 6.46 5.17 6.81 4.34 1.31 0.24 0.00 0.07 0.41 7.08 2.05 2.43
Central Kara. 0.32 −0.07 −0.51 –0.67 6.13 3.85 −1.22 6.30 −7.40 –4.08 −1.36 −0.29 −0.35 1.75 6.22 −2.80 0.31
Kachura 1.04 1.40 1.19 0.43 6.06 12.88 14.75 19.45 14.27 3.69 1.14 1.13 1.12 2.67 19.20 6.12 7.19
UIB-Central 0.35 0.21 −0.19 −0.43 9.99 20.49 13.74 20.73 −4.95 −2.15 −0.80 −0.29 −0.30 2.76 17.69 −2.84 3.30
Western Kara. 0.04 0.00 0.00 0.00 0.29 –3.75 –12.69 –13.75 –2.14 −0.24 0.18 0.20 0.13 0.24 –10.23 −0.59 –2.55
Karakoram 0.28 −0.20 −0.60 0.33 9.67 24.33 8.29 8.13 −7.57 −2.18 −0.59 0.63 −0.15 4.17 24.39 −4.36 6.44
Hindukush 0.00 0.05 0.04 0.19 3.31 −1.00 −0.85 0.11 0.64 0.23 0.15 0.13 0.04 1.25 0.24 0.31 0.48
UIB-WU 0.58 0.60 0.33 0.51 3.55 −1.86 –12.74 –12.50 0.68 1.48 1.02 0.71 0.48 1.30 –6.83 1.22 −0.95
Astore 0.28 0.24 0.32 0.97 3.52 1.29 −0.62 0.54 0.16 0.28 0.32 0.23 0.31 1.63 0.43 0.28 0.76
Partab Bridge 1.01 0.49 0.44 1.93 18.03 13.07 12.89 −8.37 9.74 3.84 2.61 1.63 1.74 6.84 7.05 4.93 4.72
UIB-WL 1.94 1.96 3.49 0.17 2.89 −12.90 −25.95 −12.06 −1.35 1.57 1.94 2.35 1.92 1.93 −13.82 0.48 −2.63
UIB-WL-Partab 1.58 1.87 2.11 −0.82 −0.30 –22.26 −16.35 −17.07 0.02 −2.20 0.23 1.18 1.32 0.34 −22.10 −0.99 −5.40
UIB-West 2.02 2.01 2.73 1.12 8.00 –19.88 –32.88 –23.24 −5.13 1.95 2.59 2.40 2.18 3.99 –25.21 0.93 −4.03
Himalaya 3.23 3.91 4.73 2.33 −0.33 −32.29 –69.33 −17.55 −4.61 −0.05 3.40 2.05 3.37 6.86 −40.09 −0.72 −6.13
UIB 3.00 3.33 3.53 0.62 12.97 −8.84 −13.31 −3.24 8.19 4.03 3.92 3.04 3.04 5.00 −6.15 5.14 2.23
ing accompanied by enhanced monsoonal precipitation. For
instance, long-term July discharge is increasing for eastern,
central and the whole of Karakoram, UIB-Central, Indus at
Kachura, Indus at Partab Bridge and Astore but decreasing
for other subregions. In contrast, trends over the recent two
decades feature opposite signs, except for Astore, UIB-West-
upper and its subregions.
5.2 Field significance and physical attribution
We present the mean of positive and negative field-significant
trends from each region (if both exist) in order to present
the dominant signal (Table 7). Results show clear field-
significant warming for most of the regions in March fol-
lowed by August. Similarly, field-significant drying is found
in March over all regions except Karakoram and UIB-
Central. Similarly to local trends, we find field-significant
cooling over all subregions in July, September and October,
which, on a seasonal timescale, dominates in autumn fol-
lowed by summer. Note that most of the climatic trends are
not field-significant for the transitional (or pre-monsoonal)
period of April–June.
We find a general trend of narrowing DTR, which is as-
sociated with either warming of Tn against cooling of Tx or
relatively lower cooling in Tn than in Tx . Field-significant
drying of the lower latitudinal generally snow-fed subregions
(Astore, Himalaya, UIB-West-lower) is also observed partic-
ularly during March–September and thus for spring and sum-
mer and on an annual timescale. On the other hand, wetting
(drying) of winter and autumn (spring and summer) is ob-
served for the Hindukush, UIB-West, UIB-West-upper and
whole UIB. For the western Karakoram, increasing precipi-
tation is observed only for winter. For the whole Karakoram
and UIB-Central, a field-significant increasing precipitation
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Table 7. Field-significant climatic trends for 10 subregions along with their discharge (Q) trends at monthly to annual timescales over the
period 1995–2012. Bold Q values indicate significant trends at the 90 % level.
Sub- Vars. Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DJF MAM JJA SON Ann.
regions
Astore Tx −0.17 −0.21 −0.42 −0.16 −0.06
Tn −0.10 −0.10 −0.12 −0.10
Tavg −0.15 −0.13 −0.21 −0.05
DTR −0.22 −0.13 −0.17 −0.07 −0.06 −0.08
P −3.73 −7.50 −4.60 −2.18 −1.90 −1.80 −2.11 −19.25 −6.02 −18.93 −38.01
Q 0.05 0.00 0.22 0.50 7.65 4.26 −3.01 5.00 −1.00 −1.11 −0.67 0.00 0.00 2.20 1.97 −0.89 2.16
Hindukush Tx −0.11 0.23 −0.19 −0.29 −0.18 −0.12 −0.09
Tn 0.25 0.24 −0.18 −0.24 0.09 0.10
Tavg 0.18 −0.11 0.08 −0.25 −0.13 −0.10
DTR −0.21 −0.11 −0.18 −0.25 −0.28 −0.19 −0.36 −0.40 −0.52 −0.38 0.03 −0.16 −0.18 −0.33 −0.20
P 1.30 −1.94 1.00 1.05 0.31 1.31 4.73 −10.19 −9.80 2.39
Q 0.87 0.26 0.15 1.27 2.05 3.49 −6.61 14.02 7.03 2.17 1.82 1.06 0.75 1.00 3.94 4.44 4.00
Himalaya Tx −0.17 −0.10 −0.22 −0.21 −0.19 −0.28 −0.16 −0.07 −0.12 −0.06
Tn −0.23 0.26 −0.14 −0.15 0.18 −0.16 −0.18 −0.14 −0.18 −0.13 −0.14 0.02
Tavg −0.15 0.25 −0.18 0.17 −0.18 −0.18 −0.09 −0.08 −0.11 −0.10 −0.13 −0.07
DTR −0.02 −0.20 0.18 −0.18 −0.13 −0.18 −0.36 −0.25 −0.12 −0.08 −0.19 −0.09
P −2.29 −5.71 −4.60 −2.18 −1.90 −1.80 −2.11 0.42 −12.15 −6.02 −18.93 −38.01
Q 0.30 −0.32 4.10 0.91 43.99 62.23 12.43 83.33 22.43 9.97 2.32 0.23 1.17 26.64 57.88 7.75 24.66
West Tx 0.23 −0.18 −0.17 −0.16 −0.06
Karakoram Tn 0.22 0.13 −0.13 0.17 0.05
Tavg −0.15 0.22 −0.09 −0.14 −0.15
DTR −0.22 −0.13 −0.17 −0.07 −0.06 −0.08
P 1.17 1.09 3.81 9.08
Q 1.20 1.00 1.50 2.00 0.59 12.09 −4.53 −4.09 6.40 3.50 3.82 2.03 1.88 1.00 −1.64 5.43 2.50
Karakoram Tx −0.11 0.23 −0.18 −0.22 −0.16 −0.06 −0.12 −0.06
Tn −0.11 0.23 −0.18 −0.22 −0.16 −0.06 −0.12 −0.06
Tavg 0.22 0.13 −0.14 −0.14 0.25 0.46 −0.16 −0.18 −0.16 0.17 −0.08 0.06 −0.05
DTR −0.15 0.22 −0.09 −0.15 0.08 −0.16 −0.12 −0.09 −0.13 −0.14 −0.08
P 2.95 1.97 1.17 1.72 1.58 2.15 1.43 2.40 2.69 6.39 5.39 5.76 45.07
Q 1.88 2.00 1.33 1.00 −5.82 −7.80 –64.97 −37.17 −9.48 0.60 8.97 5.97 1.65 0.11 −24.43 5.64 −3.90
UIB-Central Tx −0.26 −0.20 −0.16 −0.12
Tn 0.26 −0.14 −0.20 −0.16 −0.18 −0.16 −0.17 −0.18 0.02
Tavg 0.25 −0.20 −0.18 −0.15 −0.09 −0.13 −0.14 −0.08
DTR 0.13 0.09
P 2.95 1.97 2.35 1.58 2.15 1.43 2.40 1.57 5.99 5.39 5.76 45.07
Q 2.19 1.81 2.02 −0.84 6.89 −18.08 –43.79 −20.20 −4.88 1.05 4.38 2.34 2.00 1.79 −18.34 2.01 −2.47
UIB Tx −0.14 −0.11 0.40 −0.20 −0.22 −0.20 −0.25 −0.09 −0.12 −0.09
Tn 0.49 0.38 −0.13 0.31 −0.17 0.37 −0.14 0.27
Tavg 0.37 −0.15 0.13 −0.18 −0.16 −0.11 −0.10 −0.12 −0.08
DTR −0.19 −0.14 −0.17 −0.24 −0.25 −0.38 0.11 −0.13 −0.10 −0.17 −0.09
P −2.17 1.17 −1.42 −2.40 1.65 1.10 1.97 5.98 −11.49 −7.91 3.68
Q 1.82 5.09 5.37 −2.50 11.35 14.67 −46.60 41.71 35.22 10.17 5.29 0.75 1.91 15.72 −1.40 19.35 4.25
UIB-West Tx −0.14 −0.11 0.23 −0.18 −0.22 −0.21 −0.25 −0.11 −0.09 −0.12 −0.10
Tn −0.12 0.22 −0.18 −0.13
Tavg −0.15 0.20 −0.13 0.13 −0.19 −0.19 −0.11 −0.11 −0.07
DTR −0.18 −0.20 −0.10 −0.16 −0.17 −0.24 −0.27 −0.38 −0.10 −0.13 −0.10 −0.19 −0.10
P −2.17 −5.71 1.17 −2.40 1.40 1.71 6.90 −11.49 −7.91 2.63
Q 2.45 1.37 5.43 2.42 61.35 54.89 0.21 42.93 28.24 13.68 5.87 1.38 2.00 23.43 44.18 17.71 22.17
UIB-West- Tx −0.17 −0.10 −0.16 −0.21 −0.20 −0.28 −0.16 −0.07 −0.13 −0.06
lower Tn −0.23 −0.10 0.18 −0.12 −0.18 −0.08 −0.12
Tavg −0.15 −0.13 0.17 −0.19 −0.07 −0.11 −0.06 −0.11 −0.07
DTR −0.15 −0.20 0.18 −0.18 −0.13 −0.18 −0.36 −0.25 −0.12 −0.08 −0.19 −0.09
P −2.29 −5.71 −4.60 −2.18 −1.90 −1.80 −2.11 0.42 −12.15 −6.02 −18.93 −38.01
Q 1.88 0.41 6.39 −0.52 41.58 59.50 28.19 81.58 30.99 16.18 5.17 2.33 1.92 19.90 65.53 16.02 25.44
UIB-West- Tx −0.14 −0.11 0.23 −0.18 −0.22 −0.21 −0.25 −0.11 −0.09 −0.12 −0.10
upper Tn 0.22 0.13 −0.13 0.25 0.24 −0.18 −0.24 0.17 0.09 0.10 0.05
Tavg −0.15 0.20 −0.09 −0.13 0.08 −0.20 −0.13 −0.10
DTR −0.21 −0.22 −0.11 −0.18 −0.25 −0.28 −0.19 −0.36 −0.28 −0.52 −0.38 −0.17 0.06 −0.16 −0.11 −0.19 −0.11
P 1.30 −1.94 1.17 1.09 1.00 1.40 0.31 2.14 6.90 −10.19 −9.80 2.63
Q 1.24 1.02 1.39 2.38 16.85 12.38 −25.48 −15.50 −1.28 0.69 0.98 0.52 0.55 7.76 −3.68 0.45 −1.25
trend is found throughout the year, except for spring, where
no signal is evident.
Moreover, field-significant climatic trends are mostly in
qualitative agreement with the trends in discharge from the
corresponding regions. Such an agreement is high during
summer, particularly for July, and during winter, for March.
The few exceptions to such consistency are the subregions
of Himalaya, UIB-West and UIB-West-lower, for which, in
spite of the field-significant cooling in July, discharge is still
increasing. However, the magnitude of increase in July dis-
charge has substantially dropped when compared to the pre-
vious (June) and following (August) months. Such a sub-
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stantial drop in July discharge increase rate is again consis-
tent with the field-significant cooling in July for the UIB-
West and UIB-West-lower. Further, besides substantial cool-
ing (warming) in September (March), the most prominent
decrease in discharge is observed in July, while it increases
in May, suggesting them to be months of effective cooling
and warming, respectively. Generally, periods of runoff de-
crease (in a sequence) span from May to September for the
Karakoram, June to September for the UIB-Central, July to
August for the western Karakoram and UIB-West-upper, July
to November for the Astore and only over July for the Hin-
dukush and UIB. UIB-West-lower and Himalaya suggest a
decrease in discharge during the months of April and Febru-
ary, respectively.
6 Discussion
6.1 Cooling trends
Observed long-term summer and autumn (or monsoon) cool-
ing is mostly consistent with the earlier reports for the study
basin (Fowler and Archer, 2005, 2006; Khattak et al., 2011;
Sheikh et al., 2009), as well as those for the neighboring re-
gions, such as Nepal, Himalayas (Sharma et al., 2000; Cook
et al., 2003), northwest India (Kumar et al., 1994), the Ti-
betan Plateau (Liu and Chen, 2000), central China (Hu et al.,
2003), and central Asia (Briffa et al., 2001).
Over the 1995–2012 period, field-significant cooling ob-
served mostly in July, September and October for all UIB
subregions coincides with the monsoonal onset and retreat
months and, most importantly, with the main glacier melt
season, thus negatively affecting the glacier melt runoff. The
observed cooling phenomenon is generally attributed to the
incursions of the South Asian summer monsoonal system
and its precipitation (Cook et al., 2003) into the Karako-
ram and the UIB-West, which presently seems to be accel-
erated in view of the observed increase in cloud cover, pre-
cipitation and number of wet days (Bocchiola and Diolaiuti,
2013). Since summer precipitation over the UIB is partly
received from the westerly disturbances (Wake, 1987), the
observed cooling may also be attributed to the enhanced in-
fluence of the westerly disturbances during summer months,
as during winter and spring (Madhura et al., 2015). Never-
theless, the observed increase in cloud cover leads to reduc-
tion of incident downward radiation and results in cooling
(or less warming) of Tx . Forsythe et al. (2015) consistently
observed the influence of cloud radiative effect on the near-
surface air temperature over the UIB. The enhanced cloudy
conditions most probably are responsible for initial warm-
ing in Tn through longwave cloud radiative effect, and when
such conditions persist for a longer time, Tx and Tn more
likely tend to cool. Under the clear-sky conditions, cooling
in Tx further continues as a result of evaporative cooling of
the moisture-surplus surface under precipitation event (Wang
et al., 2014) or due to irrigation (Kueppers et al., 2007). Han
and Yang (2013) found irrigation expansion over Xinjiang,
China, as a major cause of observed cooling in Tavg, Tx and
Tn during May–September over the period 1959–2006. Fur-
ther, a higher drop in Tn observed over UIB-West-lower dur-
ing winter may be attributed to intense nighttime cooling of
the deforested, and thus moisture-deficient, bare soil surface,
which is exposed to direct daytime solar heating as explained
by Yadav et al. (2004). The relevance of such hypotheses for
the UIB further needs a detailed investigation of the land–
atmosphere processes and feedbacks using high-resolution
climate model simulations with explicitly resolved convec-
tions, which is beyond the scope of our analysis.
6.2 Warming trends
Long-term warming during November–May is generally
found to be consistent with earlier reports of warming
(Fowler and Archer, 2005, 2006; Sheikh et al., 2009; Khattak
et al., 2011; Río et al., 2013) as well as with decreasing snow
cover in spring (1967–2012) over the Northern Hemisphere
and worldwide (IPCC, 2013) and in winter (2001–2012)
over the study region (Hasson et al., 2014b). Consistent with
the findings of Sheikh et al. (2009) and Río et al. (2013),
warming dominates in the spring months, where it is field-
significant in March over almost all identified subregions
of the UIB. Under the drying spring scenario, less cloudy
conditions associated with increasing number of dry days
for the westerly precipitation regime (Hasson et al., 2016a;
Hasson, 2016a) together with the snow–albedo feedback can
partly explain spring warming. Contrary to long-term warm-
ing trends analyzed here or to those previously reported, a
field-significant cooling is found for winter, which is con-
sistently observed over the eastern United States, southern
Canada and much of northern Eurasia (Cohen et al., 2012).
6.3 Wetting and drying trends
Field-significant increasing precipitation for the subregions
of relatively higher latitudes (Hindukush and UIB-Central,
and thus for the UIB-West-upper, Karakoram and the whole
UIB) may be attributed to the enhanced late-monsoonal or
westerly precipitation regimes at high-altitude stations. How-
ever, a shift of the long-term summer (June–August) wetting
to drying at the low-altitude stations over the period 1995–
2012 indicates a recent transition towards weaker monsoonal
influence therein.
The field-significant precipitation increase during winter
but decrease during spring indicates certain changes within
the westerly precipitation regime. The field-significant spring
drying (except for Karakoram) is mainly consistent with the
weakening and northward shift of the midlatitude storm track
(Bengtsson et al., 2006) and also with increasing number
of spring dry days (Hasson et al., 2016a; Hasson, 2016a).
On the other hand, observed winter precipitation increase for
relatively high-latitudinal subregions is more consistent with
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the observed more frequent incursions of the westerly distur-
bances therein (Cannon et al., 2015; Madhura et al., 2015).
Nevertheless, in view of the enhanced influence of prevail-
ing weather systems and certain changes expected in their
seasonality/intermittency under changing climate (Hasson et
al., 2016a; Hasson, 2016a), we speculate significant changes
in the timings of the meltwater availability from the UIB.
Such a hypothesis can be tested by assessing changes in the
seasonality of observed precipitation and runoff.
6.4 Water availability
The long-term discharge tendencies are consistent with ear-
lier reports from Khattak et al. (2011) for Indus at Kachura
and UIB, and from Farhan et al. (2014) for Astore. Simi-
larly, increasing and decreasing discharge trends from Shyok
and Hunza sub-basins, respectively, are consistent with
Mukhopadhyay et al. (2015). The discharge trends from Shi-
gar region, though statistically insignificant, are only par-
tially consistent with Mukhopadhyay and Khan (2014), ex-
hibiting agreement for an increasing trend in June and Au-
gust but a decreasing trend in July and September. Fur-
ther, prominent shifts of the long-term trends of increasing
melt season discharge into decreasing over the period 1995–
2012 for mostly the glacier-fed subregions (Indus at Kachura,
Indus at Partab Bridge, eastern, central and the whole of
Karakoram and UIB-Central) may attribute to higher sum-
mer cooling together with certain changes in prevailing pre-
cipitation regimes.
Over the 1995–2012 period, significant decreasing trend
in July discharge is most probably attributed to observed
July cooling, which, though less prominent than cooling in
September, is much effective as it coincides with the main
glacier melt season. A drop in July discharge further indi-
cates reduced meltwater availability but at the same time pos-
itive basin storage, particularly under prevailing wetter con-
ditions. Similarly, increasing discharge during May and June
most likely is due to the observed warming, which, though
less prominent than warming in March, is very effective since
it coincides with the snowmelt season. This suggests an early
melt of snow and subsequent increase in the meltwater avail-
ability but, concurrently, a lesser amount of snow available
for the subsequent melt season. These seasonally distinct
changes place emphasis on the separate assessments of snow
and glacier melt regimes, for which an adequate choice is the
hydrological models, which are able to independently sim-
ulate snow and glacier melt processes, e.g., the University
of British Columbia (UBC) watershed model. Based on the
UBC model, Hasson (2016b) recently confirmed our findings
that the continuation of prevailing early melt season warm-
ing will yield an increased and early snowmelt runoff, but in
stark contrast, mid- to late melt season cooling will result in
a decreased and delayed glacier melt runoff in the near fu-
ture. Such changes in both snow and glacier melt regimes all
together can result in a sophisticated alteration of the hydro-
logical regimes of the UIB and, subsequently, the timings of
the downstream water availability.
Although the discharge change pattern seems to be more
consistent with the field-significant temperature trends, indi-
cating cryospheric melt as a dominating factor in determin-
ing the UIB discharge variability, it can also be substantially
influenced by changes in the precipitation regimes. For in-
stance, monsoonal offshoots intruding into the study region
paradoxically result in declining river discharge (Archer,
2004). In fact, the high albedo of fresh snow reduces the inci-
dent energy, which results in an immediate drop in the melt.
The fresh snow also insulates the underlying glacier/ice,
slowing down the whole melt process until earlier albedo
rates are achieved. Thus, melting of cryosphere and subse-
quent water availability are also inversely correlated with
the number of snowfall events/days during the melt season
(Wendler and Weller, 1974; Ohlendorf et al., 1997).
In view of the sparse observational network analyzed here,
we need to clarify that the observed cooling and warm-
ing is only an aspect of the widespread changes prevailing
over the wide-extent UIB. This is highly relevant for UIB-
Central, where we have only one station each from the east-
ern and central Karakoram (UIB-Central) that is not exclu-
sively representative of the hydro-climatic state of the cor-
responding subregion. Thus, field-significant results for the
whole Karakoram are mainly dominated by the contribu-
tion of relatively large number of stations from the west-
ern Karakoram. Nevertheless, reports of increasing end-of-
summer snow cover and falling regional snow line altitudes
(Minora et al., 2013; Hasson et al., 2014b; Tahir et al., 2016),
increasing or stable glacial extents (Hewitt, 2005; Scherler
et al., 2011; Bhambri et al., 2013; Minora et al., 2013), and
possibly a non-negative glacier mass balance within eastern
and central Karakoram (Gardelle et al., 2013 – in contrast to
a shorter period – Kääb et al., 2015), local climate change
narratives (Gioli et al., 2013) and overall simulated reduced
near-future water availability for the UIB (Hasson, 2016b)
reinforce our presented findings.
We find a common response of hydroclimatic changes
from a certain set of months, which are different than those
(DJF, MAM, JJA, SON) typically considered for winter,
spring, summer and autumn, respectively. This places em-
phasis on analyzing the hydroclimatic observations at higher
temporal resolution to robustly assess the subtle signals of
change.
It should be mentioned that the hydro-climatic regime
of the UIB is substantially controlled by the interaction of
large-scale circulation modes and their associated precipita-
tion regimes, which are in turn controlled by global indices
such as NAO and El Niño–Southern Oscillation. However,
the time period covered by our presented analysis is not long
enough to unravel the natural variability signals from the
transient climate change. These phenomena need to be bet-
ter investigated over the longer and spatially complete obser-
vational record, preferably including an extensive database
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of validated proxy observations since the challenges of short
and sparse robust in situ observations are most likely to re-
main invariant for the UIB.
7 Conclusions
We present a first comprehensive and systematic hydrocli-
matic trend analysis for the UIB based on 10 stream flow, 6
low-altitude manual and 12 high-altitude automatic weather
stations. Results suggest general narrowing of DTR through-
out the year except for March and May, which is significant
in September followed by February. Such a year-round nar-
rowing of DTR is further found field-significant for almost
all subregions, and is mainly associated with either higher
cooling in Tx than in Tn or cooling in Tx but warming in Tn.
Cooling at most of the stations is observed during the mon-
soon and the main glacier melt season (July–October), which
is significant in September followed by July. Further, locally
observed cooling is found field-significant for almost all sub-
regions in July, September and October and, on a seasonal
timescale, for autumn and summer. In contrast, good agree-
ment regarding local warming, though mostly insignificantly
observed in March, May and November, is field-significant in
March for most of the subregions. For precipitation, March,
spring and summer feature field-significant drying for all the
subregions except those within the Karakoram, while win-
ter, autumn and September mostly feature wetting of high
(drying of low) altitudinal subregions. The change pattern in
discharge out of corresponding subregions seems more con-
sistent with the field-significant tendencies in temperature
than in precipitation, where discharge is either decreasing or
weakly increasing (increasing) in response to cooling (warm-
ing), particularly in the month of July (May). These findings,
though constrained by short and sparse observational dataset,
suggest distinct changes for the snow and glacier melt sea-
sons, indicating at present strengthening of the nival but sup-
pression of the glacial melt regime, altering the overall hy-
drology of the UIB. The presented findings largely contribute
to the ongoing research on understanding the melt runoff dy-
namics within the UIB and in addressing the hydroclimatic
explanation of the “Karakoram Anomaly”.
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