This paper investigates the online scheduling on three uniform machines problem. Denote by s j the speed of each machine, j = 1, 2, 3. Assume 0 < s 1 ≤ s 2 ≤ s 3 , and let s = s 2 /s 1 and t = s 3 /s 2 be two speed ratios. We show the greedy algorithm LS is an optimal online algorithm when the speed ratios (s, t) 
s j = 1(j = 1, 2, . . . , m − 1) and s m = s ≥ 1. For m ≥ 4 and 1 ≤ s ≤ 2, Cheng et al. [1] proposed an algorithm with a competitive ratio 2.45.
For m = 2, Epstein et al. [3] showed LS has a competitive ratio min{ 2s+1 s+1 , s+1 s } and is an optimal online algorithm for Q 2/online/C max , where the speed ratio s = s 2 /s 1 .
Our results. In this paper, we investigate the online scheduling on three uniform machines problem Q 3/online/C max . W.l.o.g., we assume s 1 = 1, s 2 = s, s 3 = st and s, t ≥ 1. In fact, s can be regarded as the speed ratio between the medium speed machine and the low speed machine, and t can be regarded as the speed ratio between the high speed machine and the medium speed machine. We prove the greedy online algorithm LS is an optimal online algorithm for Q 3/online/C max when the speed ratios (s, t) ∈ G 1 ∪ G 2 , where
The competitive ratio of LS is 1+s+2st s+st when (s, t) ∈ G 1 and 1+s st + 1 when (s, t) ∈ G 2 . Besides, for the general speed ratios, we show the competitive ratio of LS is no more than min{ 1+s+2st s+st , 1+s st + 1, 1+s+3st 1+s+st } and its overall competitive ratio is 2 which matches the overall lower bound of the problem. The remainder of the paper is organized as follows. Section 2 presents several preliminary results. Section 3 deals with the lower bounds of the problem Q 3/online/C max . Section 4 is devoted to the upper bounds of LS. Finally, Section 5 contains some remarks.
Preliminaries
In this section, We prove thirteen Lemmata which are needed in Section 3.
x i holds for every j ≥ 2. Then, for any real number y ∈ [0,
Proof. We use mathematical induction to prove this lemma.
(1) Assume y ∈ [0, 2x 1 ]. If 0 ≤ y ≤ x 1 , then there exists b 1 = 0, such that y − x 1 ≤ b 1 x 1 = 0 ≤ y; if x 1 < y ≤ 2x 1 , then there exists b 1 = 1, such that y − x 1 ≤ b 1 x 1 = x 1 ≤ y. So, the proposition holds when k = 1. (2) Assume the proposition holds when k = m.
Then, according to assumption (2) , there exist b i ∈ {0, 1, 2}, i = 1, 2, . . . , m, such that
According to the condition of this Lemma, we have
Hence, 0 ≤ y − x m+1 ≤ 2 ∑ m i=1 x i . Then, according to assumption (2), there exist b i ∈ {0, 1, 2}, i = 1, 2, . . . , m, such that
Therefore, the proposition holds when k = m + 1.
Proof. According to the definition of G 
We prove the last inequality as follows.
It is easy to verify that [1, 1.1] is a decreasing interval of the function 2 + t − 2t 2 , hence 
Proof. According to the definition of G 1 and Lemma 2.2, we have
Proof. According to the definition of G 1 and Lemma 2.2, we have 1 ≤ t < 1+ √ 31 6 ≤ 1.1 and s ≥ 3.
The inequality
We prove the last inequality as follows. It is easy to verify that [3, +∞) is an increasing interval of the function 4s 3 − 6.83s 2 − 8.6s − 2, hence 
We prove the last inequality as follows. It is easy to verify that [1, 1.1] is a decreasing interval of the functions 1 + t − t 2 and −1 − 4t + t 2 , hence 2s 2
It is easy to verify that [3, +∞) is an increasing interval of the function 2s 2 − 3.2s − 1, hence
Lemma 2.9. The inequality 2+2s+2st−2st 2 st(1+t) ≥ 2+4s+2s 2 
can be deduced from (1
It is easy to verify that [1, 1.1] is an increasing interval of the function −1 − t + 2t 2
Lemma 2.10. The inequality
Proof. According to the definition of G 1 and Lemma 2.
The inequality
It is easy to verify that [1,
Lemma 2.11. The inequality 2+4s+2s 2
The inequality 2+4s+2s 2
We prove the last inequality as follows. It is easy to verify that [1, 
The inequality 2(s+s 2
It is easy to verify that [1, 1.1] is a decreasing interval of the function −2 − 3t + t 2 . And it is easy to verify that [1, 1.1] is an increasing interval of the functions −1 − 2t + 2t 3 
The last inequality can be easily proved.
The lower bounds of Q 3/online/C max
In this section, we investigate the lower bound of Q 3/online/C max . Proof. According to the definition of G 1 and Lemma 2.2, we have
The sizes of the 2k + 3 jobs in I * are defined as follows.
. . .
Denote by I * * the sequence {J 1 , J 2 , . . . , J 2k , J 2k+1 , J q 2k+2 , J q 2k+3 }. The first 2k + 1 jobs in I * * is the same as those in I * , and the sizes of the last two jobs in I * * are defined as follows.
It is easy to verify that lim k→∞
Now we investigate the schedules produced by algorithm A for I * and I * * .
Case 1. Not each of the two machines M 2 and M 3 is assigned one of the two jobs J 1 and J 2 .
In this case, either at least one of J 1 and J 2 is assigned to M 1 , or both J 1 and J 2 are assigned to M 2 , or both J 1 and J 2 are
st . Since we can assign J 1 to M 2 and assign J 2 to M 3 , we have OP T (I 1 ) ≤ 1 s . Thus, combining with Lemma 2.3, we get
Case 2. Each of the two machines M 2 and M 3 is assigned one of the two jobs J 1 and J 2 . But not each of the two machines M 2 and M 3 is assigned one of the two jobs J 2m−1 and J 2m for every 2 ≤ m ≤ k. In this case, there exists the sequence
such that each of the two machines M 2 and M 3 is assigned one of the two jobs J 2l−1 and J 2l for every 1 ≤ l ≤ h − 1, but not each of the two machines M 2 and M 3 is assigned one of the two jobs J 2h−1 and J 2h . Hence, either at least one of J 2h−1 and J 2h is assigned to M 1 , or both J 2h−1 and J 2h are assigned to M 2 , or both J 2h−1 and J 2h are assigned to M 3 .
If at least one of J 2h−1 and J 2h is assigned to M 1 , then A(
Since we can assign J 1 , J 3 , . . . , J 2h−1 to M 2 and assign J 2 , J 4 , . . . , J 2h to M 3 , we have
Case 3. Each of the two machines M 2 and M 3 is assigned one of the two jobs J 2m−1 and J 2m for every 1 ≤ m ≤ k. And J 2k+1 is assigned to M 1 .
Denote by I 3 the sequence {J 1 , J 2 , . . . , J 2k , J 2k+1 }. Then,
Since we can assign the first 2k jobs to M 2 and assign J 2k+1 to M 3 , and combining this with Lemma 2.4, we have
Thus, combining with Lemma 2.5, we get Denote by I 4 the sequence {J 1 , J 2 , . . . , J 2k , J 2k+1 , J 2k+2 }. Then,
Since we can assign J 1 , J 3 , . . . , J 2k−1 , J 2k+1 to M 2 , and assign J 2 , J 4 , . . . , J 2k , J 2k+2 to M 3 , we have
Thus, combining with Lemmas 2.6 and 2.7, we get
In this subcase, combining with Lemma 2.8, no matter which machine is assigned J 2k+3 , we have
Since we can assign the first 2k jobs to M 1 , assign J 2k+1 , J 2k+2 to M 2 , and assign p 2k+3 to M 3 , we have
Thus,
Case 5. Each of the two machines M 2 and M 3 is assigned one of the two jobs J 2m−1 and J 2m for every 1 ≤ m ≤ k. And J 2k+1 is assigned to M 3 .
Since we can assign J 2 , J 4 , . . . , J 2k , J q 2k+2 to M 2 , and assign J 1 , J 3 , . . . , J 2k−1 , J 2k+1 to M 3 , combining with Lemma 2.9, we have OP T (
Thus, combining with Lemmas 2.10 and 2.11, we get
2k+2 is assigned to M 2 . In this subcase, combining with Lemma 2.12, no matter which machine is assigned J q 2k+3 , we have
. Besides, we have 1 ≤ x ≤ 2 and we can verify that the positive number sequence {a i } ∞ i=1 meets the condition in Lemma 2.1.
Hence, there exists a subset, denoted by I 0 , of {J 1 , J 2 , . . . , J 2k−1 , J 2k }, such that the total size of I 0 is between z − 1 and z.
Since we can assign all the jobs in {J 1 , J 2 , . . . , J 
Theorem 3.2. Any online algorithm A for Q 3/online/C max has a competitive ratio
Proof. Denote by I the sequence {J 1 , J 2 , . . . , J k+2 }. The sizes of the 2k + 2 jobs in I are defined as follows.
Now we investigate the schedule produced by algorithm A for I.
Case 1. Not all of the first k + 1 jobs in I are assigned to M 3 . In this case, there exists an integer m, where 0 ≤ m ≤ k; such that the first m jobs are assigned to M 3 ; but J m+1 , is not assigned to M 3 . Denote by I 0 the sequence {J 1 , J 2 , . . . , J m+1 }, then we have
Since we can assign the last job of I 0 to M 3 , assign the second last job of I 0 (if it exists) to M 2 , and assign the jobs
Case 2. All of the first k + 1 jobs in I are assigned to M 3 .
In this subcase, no matter which machine is assigned the job J k+2 , we have
Since we can assign the first k jobs to M 1 , assign the job J k+1 to M 2 , and assign the job J k+2 to M 3 , we have 
The upper bounds of LS
The greedy algorithm LS is an online algorithm that assigns the current job to the machine on which the job can be finished as early as possible. In this section, we prove LS has three upper bounds, i.e., 1+s+2st s+st , 1+s st + 1 and 1+s+3st 1+s+st . Throughout this section, we will use the following notation. Denote by J l the job with the maximum completion time in the schedule produced by LS. And denote by y i the completion time of machine M i just before J l is assigned by LS, where i = 1, 2, 3. It is easy to see that OP T (I) ≥ p l st and OP T (I) ≥ y 1 +sy 2 +sty 3 +p l 1+s+st . , we have p l ≤ st · OP T (I) and sy 2 + sty 3 + p l ≤ y 1 + sy 2 + sty 3 + p l ≤ (1 + s + st) · OP T (I).
According to the design thought of LS, we have As we have seen, no matter which machine is assigned J l , we have 
Conclusions and open problem
By Theorems 3.1, 3.2, 4.1 and 4.2, we come to the conclusion that the greedy algorithm LS is an optimal online algorithm
, s ≥ 3t 5+2t−6t 2 } and G 2 = {(s, t)|s(t − 1)t ≥ 1 + s, s ≥ 1, t ≥ 1}. The competitive ratio of LS is 1+s+2st s+st when (s, t) ∈ G 1 and 1+s st + 1 when (s, t) ∈ G 2 . Besides, by Theorem 3.2 and Corollary 1, we come to the conclusion that the overall competitive ratio of LS is 2 which matches the overall lower bound of the problem.
When (s, t) = (1, 1), the problem Q 3/online/C max is well known as P3/online/C max . Faigle et al. [4] and Graham [5] showed that LS is an optimal online algorithm for P3/online/C max and its competitive ratio is 5/3. It is an open problem whether LS is still optimal for Q 3/online/C max when the speed ratios (s, t) ̸ ∈ G 1 ∪ G 2 ∪ {(1, 1)}.
