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ABSTRACT 
The elements in the group of centrosymmetric fl X n permutation matrices are 
the extreme points of a convex subset of n2-dimensional Euclidean space, which we 
characterize by a very simple set of linear inequalities, thereby providing an interest- 
ing solvable case of a difficult problem posed by L. Mirsky, as well as a new analogue 
of the famous theorem on doubly stochastic matrices due to G. Bid&off. Several 
further theorems of a related nature also are included. 
INTRODUCTION 
A square matrix of non-negative real numbers is doubly stochastic if the 
sum of its entries in any row or column is equal to 1. The set 52, of doubly 
stochastic matrices of size n X n forms a bounded convex polyhedron in 
n2-dimensional Euclidean space which, according to a classic result of G. 
Birkhoff [l], has the n X n permutation matrices as its only vertices. L. 
Mirsky, in his interesting survey paper on the theory of doubly stochastic 
matrices [2], suggests the problem of developing refinements of the Birkhoff 
theorem along the following lines: Given a specified subgroup G of the full 
symmetric group %,, of the n! permutation matrices, determine the poly- 
hedron lying within 3, whose vertices are precisely the elements of G. In 
general, as Mirsky notes, this problem appears to be very difficult. A solvable 
case of interest is described in this note. Several closely related combinatorial 
theorems are also set forth. 
*The main results in this paper were presented initially at an NSF Regional Conference on 
“Convex Polytopes and Mathematical Programming”, held at the University of Alabama 
(Tuscaloosa), 9-13 June 1975. 
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CENTROSYMMETRIC MATRICES 
An n X n matrix X = (xii) is centrosymmetric if it satisfies xji = x,,, l_-i,n+i_-i 
foralli,j=l,2 ,..., n. These matrices are the subject of recent studies by I. J. 
Good [3] and by Pye, Boullion, and Atchison [4]. In particular, Good shows 
that the class of non-singular n X n centrosymmetric matrices is closed under 
matrix multiplication and inversion. It follows, of course, that the set of n X n 
centrosymmetric permutation matrices forms a subgroup G of G’,, and it is 
this group G whose convex hull we describe. 
Given an n x n matrix X = (xii), let Xc denote the n X n matrix whose 
(i,j)th entry x$ is defined by x$=~,,+~_~,~+r_~. Thus, for any X, the matrix 
$(X+ Xc) will be centrosymmetric. Furthermore, the mapping X-+X’ de- 
fines a linear transformation of n2-dimensional Euclidean space which carries 
the polyhedron 6!,, onto itself. These facts easily yield 
THEOREM 1. Any n X n doubly stochastic matrix X which is centrosym- 
metric can be obtained as a convex combination of the matrices ;(I’+ PC), 
where P denotes an n X n permutation matrix. 
Proof. If X is doubly stochastic, then according to the Brikhoff theorem 
it can be written as a convex combination of the permutation matrices P,, 
P 2,. . . , Pq, as follows: 
x= f3,p,+ O,P*+ . . * + B,P,, 
where 0,, e2,..., e4 are non-negative numbers whose sum equals 1. By 
applying the linear transformation X+X’ to both sides of this equation, we 
obtain a corresponding expression for Xc: 
xc=e,p;+e,p;+- +eqp;. 
Finally, if X is centrosymmetric, so that X= Xc, then the average of the two 




We remark that this theorem is a special case of a more general result 
obtained by the author in [S]. 
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It is clear that any n X n permutation matrix P= ( pii) which is centrosym- 
metric must satisfy pmm - I when n =2m - 1, since the mth row of a 
permutation matrix cannot contain two 1’s. This observation proves the easy 
half of the following 
THEOREM 2. An n X n doubly stochastic m&ix X = (xii) which is 
centrosymmetric can be expressed as a convex combination of centrosymmet- 
ric permutation matrices if, and only if, either (i) n = 2m, or (ii) n = 2m - 1 
and x,,,,,, = 1. 
Proof. In view of Theorem 1, it suffices to verify Theorem 2 in the 
special case when X = $(P+ PC) for some n x n permutation matrix P. In this 
case, each entry in the matrix X will be 0, 1, or 2. Also, assuming hypothesis 
(i) or (ii) holds, in general one of the entries xii or xi ,,+ 1 _i will be zero, 
because X = i(P+ PC) and P contains only one non-zero entry in any row or 
column. (The sole exception is the case when n = 2m - 1 and x~,,, = x, n + 1 _ m 
= 1.) If we let Y = ( yii) be the m X m matrix defined, for all i, j = 1, 2:. . . , m, 
by the equation yij = maximum (xii, x~,~+ 1 _J, then we can check that Y will 
be a doubly stochastic matrix, each of whose entries is 0, 1, or $. It follows 
from the Birkhoff theorem cited earlier that Y = i ( Q1 + Qz), where Qi = (9;) 
and QZ = ( qlf) are m X m permutation matrices (not necessarily distinct). 
Now, for k = 1,2, we let Pk = ( pi;) be the unique n X n permutation 
matrix defined by putting the value siF either into the cells (i, j) and 
(n+l-i,n+l-j) in case yii = xii, or else into the cells (i, n + 1 - i) and 
(n+l-i,j) in case yii=xin+i_i, this for all choices of indices i, j = 1, 
2 , . . . , m. It is readily checked that X = k(P, + PJ, which concludes the proof, 
since P, and P2 are clearly centrosymmetric by construction. n 
A REFINEMENT OF KONIG’S THEOREM 
A famous combinatorial theorem of D. Konig [6] which has graph- 
theoretic applications, as well as applications to the construction of designs 
such as Latin squares [7, 81, asserts that a square matrix of zeros and ones 
having exactly k ones in each row and column can always be written as the 
sum of k permutation matrices. Logically, if not historically, Konig’s result is 
a consequence of the Birkhoff theorem on doubly stochastic matrices; and 
similarly, a centrosymmetric version of the Konig result may be deduced 
from our analogue of Birkhoff’s theorem: 
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THEOREM 3. If a square (O,l)-matrix of even order is centrosymmetrtc 
and contains exactly k ones in each row and column, then it is equal to the 
sum of k centrosymmetric permutation matrices. 
The proof is omitted (at the referee’s suggestion) since it so closely 
resembles standard proofs of Konig’s theorem (as, for example, in [15], p. 
186). 
Although combinatorial interest primarily centers on matrices of zeros 
and ones, it is worthwile to note that the preceeding argument actually 
proves more than was claimed in our statement of Theorem 3. Thus we 
record the stronger proposition as a 
COROLLARY. Any non-negative integral matrix of size 2m x 2m which 
is centrosymmetric, and such that the sum of the entries in any row or 
column is equal to k, can be written as the sum of k centrosymmetric 
permutation matrices. 
A FURTHER KONIG-TYPE RESULT 
The necessity of stating Theorem 3 for matrices of even order only, is 
evident from condition (ii) in Theorem 2. However, there is a closely related 
theorem which holds without this restriction (although it does not admit a 
direct analogue of the preceeding corollary). 
THEOREM 4. A square (O,l)-matrix which is centrosymmetrtc and con- 
tains exactly 2k ones in every row and column can be written as the sum of 
k centrosymmetric (O,l)-matrices, each of which contains exactly two ones 
in every row and column. 
Proof, Let A = (aii) denote any (0, 1)-matrix of size n X n which is 
centrosymmetric and contains 2k ones in every row and column. In case 
n=2m, the conclusion is an easy consequence of Theorem 3, for the matrix 
A is then the sum of 2k centrosymmetric permutation matrices, and as no 
two of these can contain l's in the same position, they may be added in pairs 
to produce k (0, 1)-matrices, each of which will have two l’s in any row or 
column, as required. So we shall assume that n=2m- 1. Notice in this case 
that a,,,,,, =O, since the mth row of A must contain an even number of 
centrosymmetrically positioned 1’s. 
From the given n X n matrix A we form a new centrosymmetric matrix B 
of size (n + 1) X (n + 1) as follows: For indices i, i satisfying 0 < i, i < m, we 
put bit= bn+2_i,n+2_-i=aii and bi,n+2_-i= bn+e_-i,i=ui,n+l_i. The remaining 
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two middle rows of B are then defined by 
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and similarly the two middle columns of B are defined by 
Thus, the matrix B has even order and contains only non-negative integral 
entries; moreover, the sum of its entries in any row or column is equal to 2k. 
(An illustrative example with m = 4 and k = 2 is displayed below.) 
111 0 0 1 0 
111 00 0 1 0 
010 1 1 0 1 
010 10 1 0 1 
101 1 0 1 0 
101 10 0 1 0 
101 0 10 1, 
101 20 0 0 0 
000 02 1 0 1 
010 1 1 0 1 
101 1 0 1 0 
010 01 1 0 1 
010 0 1 1 1 
101 01 0 1 0 
010 00 1 1 1 
A B 
By the Corollary to Theorem 3, the matrix B may be written as the sum 
of 2k centrosymmetric permutation matrices. Half of these will necessarily 
contain a pair of l’s in the central two-by-two submatrix, while the other 
half will contain all zeros inside this center square. We denote the former of 
these permutation matrices by Qr,. . . , Qk and the latter by R,, . . . ,R,. 
Clearly, then, each of the sums (Qr f R,), . . . , ( Qk + I$) will be an (n + 1) X (n 
+ 1) centrosymmetric matrix of O’s and l’s containing two l’s in every row 
and column. 
The final step in the argument is to reverse the procedure of going from 
A to B; that is, we amalgamate the two middle rows and middle columns in 
each of the matrices (Q + R) above, after first removing the l’s from the 
central square. This procedure transforms each matrix (Q + R) into an n X n 
centrosymmetric (O,l)-matrix S having two l’s in every row and column. 
Clearly, the sum of these k matrices S,, . . . , Sk is the original matrix A, and so 
this construction completes the proof of Theorem 4. n 
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A FULKERSON-TYPE CHARACTERIZATION 
D. R. Fulkerson [9], in studying the problem of determining the maxi- 
mum number of disjoint permutations contained in a matrix of zeros and 
ones, utilized the following set of linear inequalities for an n x n matrix 
x= (Xii)’ 
xii > 0 for all i,iE {1,2 ,..., n}, (1) 
izr 7z,xii 2 (I( + 111-n for all ZJ C {1~2~...~nI* (11) 
Later, as a consequence of his theory of “blocking polyhedra” in [lo], 
Fulkerson showed that the (unbounded) convex polyhedron A, defined by 
(I)-(II) has the n X n permutation matrices as its only vertices. (A direct 
proof of this result, based on the duality principle of linear programming, 
may be found in [ll].) Here we obtain centrosymmetric analogues of 
Fulkerson’s theorem. 
Let N-(1,2,..., n}, and consider the class 9” of all functions f: N X N 
+NXN such that, for all i,jEN, f(i,i) is (i,i) or (n+l-i,n+l-ii), and 
f(i,i)=f(n+l- i, n + 1 - i). With these notations we may state 
THEOREM 5. An nXn matrix X=(xii) can be written as X=C+Z, 
where C is centrosymmetric and doubly stochastic, and Z is non-negative, if 
and only if X satisfies the inequalities 
xii > 0 for all i, i E N, (III) 
2 IX ~f(i,i)WI+IJI-n forall Z,JcNandfE%,,. (IV) 
iEI iEJ 
Proof. Let C = (cii) be any n x n centrosymmetric doubly stochastic 
matrix. By Fulkerson’s theorem, C will satisfy all of the conditions (I)-(II). 
Moreouer, since C is centrosymmetric, and hence must satisfy c~(~,~)= cii for 
all i,i E N, it follows that the equation 
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will hold for any subsets Z,J of N. Therefore C satisfies all of the inequalities 
(III)-(IV). If any nX n matrix Z= (zii) contains only non-negative entries, 
then it is clear from the form of the inequalities (III)-(IV) that they will also 
be satisfied by the matrix C+ Z. This proves Theorem 5 in one direction. 
For the converse, assume X satisfies (III)-(IV), and let B = (bii) denote the 
n X n matrix defined by bii = minimum( xii, x,, + 1 _ i, n + I _ i) for all i, i E N. Then 
B is centrosymmetric, and X- B is nonnegative; moreover, B must satisfy 
(I)-(II). For suppose f is any element of 9,, for which xf(j,ij = bii holds for all 
i, j E N. Then, for any subsets I, _I of N, we will have the equation 
and the right-hand side is at least (ZI + JJI - n, by hypothesis. From this it 
follows, by Fulkerson’s theorem, that we can write 
B=D+ Y, 
where D is a doubly stochastic matrix, and Y is non-negative in all its entries. 
This equation may be transformed by centrosymmetric reflection, as follows: 
B”= DC+ Y”. 
Since B was centrosymmetric, so that B = B”, the average of the two 
preceeding equations yields the following expression for B: 
B=+(D+D”)+$(Y+Y’). 
Here the matrix C- - +(D + DC) is both centrosymmetric and doubly 
stochastic. Thus, if we add the non-negative matrix X - B to both sides of the 
last equation, and write Z =i(Y+Y”)+(X-B), then we arrive at the 
required expression X = C+ Z, since any sum of non-negative matrices is 
non-negative. This completes the proof of Theorem 5. n 
Suppose we let Ax denote the (unbounded) convex polyhedron consisting 
of all n X n matrices X = (xii) that satisfy the linear inequalities (III)-(IV). It 
follows easily from Theorems 2 and 5 that when n is even, the only vertices, 
or “extreme points”, of the polyhedron A,* are the centrosymmetric per- 
mutation matrices, in exact analogy with the Fulkerson theorem mentioned 
earlier. However, when n is odd, the polyhedron A,* will, in general, have 
certain fractional extreme points, in addition to those with all integral 
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entries, as indicated by part (ii) of Theorem 2. For instance, both of the 3 X 3 
matrices shown below are extreme points of the convex polyhedron AZ. 
To exclude all fractional extreme points from the polyhedron A,* in the case 
when n is odd, various of the defining inequalities (III)-(IV) must be 
replaced by stronger constraints, as set forth in 
THEOREM 6. A square matrix X = (xii) of o&r n = 2m - 1 can be written 
as X = C + Z, where C is a convex combination of centrosymmetric permuta- 
tion matrices and Z is non-negative, if and only if X satisfies the following 
linear inequalities: 
xii > 0 for all i,jC{l,Z ,..., n}, (V) 
x mm> 1, (VI) 
2 x xf~i,~~>~Z(+\J~-n+l forall Z,J 
iEI /EJ 
S{L2,..., n}-{m} andfEgn. (VII) 
Proof. Suppose P= ( pij) is an n X n centrosymmetric permutation 
matrix, where n =2m- 1. Then P clearly satisfies the constraints (V) and 
(VI). To see that P also satisfies the constraints (VII), suppose that Z,J are any 
subsets of { 1,2,. . . , n} - {m}, and let I= I u {m}, j= J u {m}. Also let f be 
any element of Tn. Then, since pi, = pmi = 0 for all i, j # m, and p,, = 
pf(,,,,), we have the equation 
Now P belongs to A,*, so we have from Theorem 5 that P satisfies the 
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inequality 
This relation, combined with the previous equation and the definition of the 
sets i and j, shows that P satisfies the inequality 
2 C ~f(i,j)~(IzI+l+lJI+l-n)-~~~~ 
iEZ jEJ 
Of course, since p,, = 1, it is apparent that P satisfies all of the inequalities 
(VII). From this it follows easily that any n x n matrix X will satisfy (V)-(VII) 
if it has the form X = C + 2, where C is a convex combination of centrosym- 
metric permutation matrices and 2 is non-negative. This proves the theorem 
in one direction. 
Now suppose X= (xii) satisfies (V)-(VII), and let Y = ( yii) be the non- 
negative matrix defined by 
ijiii = xii if I 
x mm-l if i=j=m, 
i#jandi=morj=m, 
0 if i#m and j#m. 
Then clearly the matrix W= X - Y will satisfy (V)-(VII), since none of the 
altered entries appear in any of the constraints of the type (VII). Notice that 
W satisfies also the equations w,,,,,, = 1 and w,, = wmi = 0 for all i, j# m. 
These equations, combined with the conditions (V)-(VII), imply that W lies 
in the polyhedron A,*, since it is readily checked that W will satisfy all of the 
constraints (III)-(IV). Th ere f ore, according to Theorem 5, we have W = C+ 
2, where C is centrosymmetric and doubly stochastic, and Z is non-negative. 
Since wmi = 0 for all j # m, and 0 < C < W, it follows that cm1 = 0 for all i # m. 
But C is doubly stochastic, so the sum of its entries in the mth row must 
equal 1. It follows that c,, = 1, and thus by part (ii) of Theorem 2, the 
centrosymmetric doubly stochastic matrix C is a convex combination of 
centrosymmetric permutation matrices. And since we have 
X=W+Y=(C+Z)+Y=C+(Z+Y), 
where the matrix 2 + Y is non-negative, we have completed the proof in the 
second direction. n 
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DOUBLY SYMMETRIC MATRICES 
A square matrix is symmetric if it is equal to its transpose. In case a 
symmetric matrix is also centrosymmetric, we will call it doubly symmetric. 
The multiplication of two such matrices does not, in general, produce 
another; however, doubly symmetric matrices are of interest in other con- 
nections [for example, as adjacency matrices for undirected (multi)graphs 
that possess a complete automorphism of order 21. In fact, the Toeplitz 
matrices mentioned in [3], which evidently were a point of departure for 
Goods study of centrosymmetry, are important examples of doubly symmet- 
ric matrices. 
Symmetric stochastic matrices which are expressible as convex combina- 
tions of symmetric permutation matrices were characterized by this author 
in [5], using results due to J. Edmonds [12]. The requirements are that the 
m X m symmetric stochastic matrix Y = ( y,J should satisfy the inequalities 
i;s it& NSJ-I, (VIII) 
for all subsets S of (1, 2,..., m} having cardinality 2 k + 1, for some k > 0. 
From this criterion the doubly symmetric analogue of our earlier Theorem 2 
is easy to obtain. 
THEOREM 7. An n X n matrix X = (xii) which is both doubly symmetric 
and doubly stochastic can be written as a convex combination of doubly 
symmetric permutation matrices if, and only if, the conditions 
Z X (‘ij+%,n+l-j) ( Isle1 
iES jES-(i) 
(IX) 
hold for all subsets S of (1, 2,..., m} having cardinulity 2k + 1, for some 
k > 0, and either (i) n = 2m, or else (ii) n = 2m - 1 and x,,,,,, = 1. 
Proof. The necessity of (i) and (ii) follows directly from Theorem 2. The 
necessity of (IX) may be seen as follows: If P= ( pji) is any n x n doubly 
symmetric permutation matrix, then P satisfies the equations pii= pii and 
Pi,n+l--j= Pf,n+l-i. Thus, in view of the identities 
I= 2 
iES jES-{i} 
Pij = i 5 s ( Pij + Pji) 
l<j 
Z X Pi,n+l-i= i~s(Pi.n+li+Pj,,+l-i). 
iES /ES-(i) 
i<i 
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we see that an even integer will always be obtained as the value of the sum 
C C (Pii+Pi,rI+l-j)’ 
iES jES-{i) 
But the stochastic property of the matrix P implies that it satisfies 
C If (Pij+Pi,n+l-j) G izs !gl Pij=Isl 
iES jES-{i) 
for any subset S of { 1,2,. . . , m}; thus P will satisfy the constraints in (IX). It 
follows that every convex combination of doubly symmetric permutation 
matrices will also satisfy (IX). Th’ p is roves Theorem 7 in one direction. 
For the proof in the opposite direction, we assume X = (xii) is an arbitrary 
vertex, or “extreme point”, of the convex polytope A, containing those n X n 
doubly symmetric and doubly stochastic matrices which also satisfy the 
linear inequalities (IX) and condition (i) or (ii). If X is shown to be a 
permutation matrix, then the theorem will follow at once, since every matrix 
belonging to the polytope A, is necessarily a convex combination of its 
vertices. 
Notice first that, for any indices i, j = 1,2, . . . , m, at least one of the entries 
xii or x. r,n + 1 _ i will be equal to zero (except in the case when n = 2m - 1 and 
i = i = m). For suppose both entries were positive. Then, letting W denote 
the doubly symmetric n X n matrix whose entries are all zero, except that 
+l appears in the cells (i,j), (j,i), (n+l-i,n+l-i), and (n+l-j,n+l- 
i), and - 1 appears in the cells (i, n + 1 - j), ( i, n + 1 - i), (n + 1 - j, i), and 
(n + 1 - i, i), we see that for a sufficiently small number e > 0, both of the 
matrices X + eW and X - eW will belong to the polytope A,, thereby 
contradicting the assumed extremality of X = i(X + e W) + i(X - eW). 
It remains only to observe that all entries in X are integers. For suppose 
X contained some fractional entries. If we let Y = ( y,J be the m X m matrix 
defined (as in our proof of Theorem 2) by the equation yiii = 
maximum(xii,9Ci,n+l_-j ), then we may easily check that Y will be a symmetric 
doubly stochastic matrix which satisfies the inequalities (VIII) and contains 
some fractional entries. Hence Y is equal to a (non-trivial) convex combina- 
tion of symmetric m x m permutation matrices Qi, Qs,. . . , Qg, and these in 
turn determine (again as in the proof of Theorem 2) a unique expression for 
X as a nontrivial convex combination of doubly symmetric n X n permutation 
matrices, contradicting once more the assumed extremality of X in A,,. 
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Therefore X is necessarily a doubly symmetric permutation matrix, and the 
proof of Theorem 7 is complete. W 
TOTAL UNIMODULARITY 
It is possible to deduce our basic result (Theorem 2) by applying a very 
general theorem from the theory of linear inequalities due to Hoffman and 
Kruskal [13]. According to this 
linear inequalities of the form 
and 
i=l 
xi > 0 
theorem, all basic solutions of any system of 
bi for i= 1 2 , ,***> p 
for j=l,2,...,q 
where the uii and bi are integers, will have only integral entries in case the 
p x q matrix A = (uii) is totally unimodular (i.e., every square submatrix of A 
has its determinant equal to 0, + 1, or - 1). In fact, it was by means of this 
theorem that our result was originally found. Notice that a centrosymmetric 
matrix of size 2mX2m is fully determined by the entries in its first m rows. 
And the conditions on an arbitrary m X 2m matrix X = (xii) in order that it 
shall be the upper half of a 2m x2m centrosymmetric doubly stochastic 
matrix are given by the following set .of linear constraints: 
xii > 0, for i=l,..., m, I=1 ,..., 2m; 
5 xii= 1 for i=l,2,...,m; 
i=l 
2 (~~~+~~,a~+~_~)=1 for j=l,...,m. 
i=l 
After replacing each equation by the equivalent pair of inequalities, this 
system assumes the form to which the Hoffman-Kruskal theorem may be 
applied; here the property of “total unimodularity” is most easily verified by 
using the criterion of Heller and Thompkins (see Appendix to [14]). 
Alternative proofs for Theorems 3, 4, and 5 may also be based on the 
unimodular property of the above constraints (using in the case of Theorem 
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5 the fundamental duality principle of linear programming in the manner 
described in [ll]). However, it is not possible, for example, to deduce 
Theorem 7 in this way, since there the appropriate system of linear con- 
straints does not possess the unimodular property. (Indeed, the lack of the 
unimodular property appears to be one of the principal obstacles to a general 
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