Abstract-Exascale systems promise the potential for computation at unprecedented scales and resolutions, but achieving exascale by the end of this decade presents significant challenges. A key challenge is due to the very large number of cores and components and the resulting mean time between failures (MTBF) in the order of hours or minutes. Since the typical run times of target scientific applications are longer than this MTBF, fault tolerance techniques will be essential. An important class of failures that must be addressed is process or node failures. While checkpoint/restart (C/R) is currently the most widely accepted technique for addressing processor failures, coordinated, stable-storage-based global C/R might be unfeasible at exascale when the time to checkpoint exceeds the expected MTBF.
I. INTRODUCTION
The increasing demands of science and engineering applications continue to push the limits of current extremescale systems. As a result, the HPC community is working toward achieving exascale by the end of the decade [2] , [23] . Exascale systems, i.e. 10 18 FLOPS, can enable computations at unprecedented scales and resolutions, providing dramatic insights into complex phenomena. Achieving this goal by the end of this decade presents significant challenges. A key challenge is due to the very large number of cores and components and its impact on the reliability of the system. Current petascale systems have millions of cores (the top system on the Top500 list as of November 2015 achieves 33+ petaflops and has 3,120,000 cores), and it is estimated that core counts on exascale systems will be an order of magnutide higher -with individual nodes each having thousands of cores [46] -if current technology were used. Reducing core frequency to meet very strict power requirements would increase the number of cores needed to reach exascale even further.
As the number of system cores and components grow to such scales, it is expected that the overall reliability of the system will decrease significantly. For example, the mean time between failures (MTBF) for current petascale systems is measured in days (e.g., the ORNL's Jaguar Cray system had an average of 2.33 failures/day between August 2008 and February 2010 [48] ) while it is estimated that the MTBF for an exascale system would be measured in hours or even in minutes. A dramatic improvement in component reliability would be required to neutralize this effect of higher component count on total system reliability. Architectural trends such as the predicted reduction of gate width and voltage levels [43] , however, suggest that component reliability may in fact decrease, meaning so will MTBF values. This significant reduction in MTBF will directly impact applications since the typical run time of target scientific applications will be longer than the MTBF. As a result, resiliency will be a key design requirement for exascale systems, and fault tolerance techniques will be essential. This has been well documented in reports such as the Blue Waters & TeraGrid 2009 workshop [34] , DoE's ExaOSR [3] and Argonne National Laboratory's 2012 resilience workshop report [43] . Though the need for resilience at extreme scales is apparent, achieving it remains a challenge, especially when current HPC systems do not provide fault tolerant runtimes out-of-the-box. For example, errors occurring during the execution of an MPI application are considered fatal by default and result in the abortion of all application processes.
One important class of failures that must be addressed is process and node failures. While checkpoint/restart (C/R) is currently the most widely accepted technique for tolerating process failures, traditional, fully coordinated, stablestorage-based global C/R will not work at exascale if the time to write out checkpoints exceeds the expected MTBF. Current research is addressing how to improve C/R to solve this; for example, uncoordinated checkpointing [12] relaxes the coordination restriction but only scales for very specific types of applications due to the domino effect [28] . Other research has explored storing checkpoints in memory [48] or, more recently, in the node's SSD [38] ; and trying to reduce the size of the data stored by using compression mechanisms [33] or by checkpointing only the most useful data.
This paper explores application-driven, transparent data recovery via implicitly coordinated, diskless checkpointing as a way to tolerate process failures. Furthermore, since the Message Passing Interface (MPI) continues to be the de-facto standard communication library for HPC applications and is envisioned to continue in exascale systems [3] , [14] , this paper targets MPI process failures in MPI applications. We leverage User Level Failure Mitigation (ULFM), a proposed MPI extension to allow applications to create policies for tolerating process failures.
This paper revisits Fenix [27] , a library for enabling online fault tolerance in MPI applications, to implement two different in-memory checkpointing techniques already explored by the community: neighbor-based checkpointing and checksum-based checkpointing. Fenix abstracts out the details of fault tolerance mechanisms and policies from the application and provides a high-level, simple, and intuitive way for applications to tolerate fail-stop process failures and to customize how this is achieved in a fine-grained manner to effectively balance resilience and associated overheads. The high-level interface provided by the library requires few modifications to application code, and its design isolates the application code from the fault tolerance policies.
The effectiveness and scalability of Fenix and its underlying concepts are experimentally evaluated on the production Titan Cray XK7 system at ORNL and both the performance and overhead of the two in-memory checkpointing methods are compared. The evaluation uses four different benchmark applications and consists of injecting process failures following several distributions. The results show how the library can tolerate dynamically injected failures during application execution while ensuring reproducible results that compare exactly to those obtained from a failure-free execution.
The paper is organized as follows. Section II discusses background and related work. Section III presents inmemory checkpointing mechanisms to be evaluated as well as a description of online process recovery. Section IV presents an experimental evaluation. Finally, Section V concludes the paper with a brief outline of future work.
II. BACKGROUND AND RELATED WORK
Different failure modes and their characteristics are well documented [42] , [43] . A failure instance can be characterized by domain (the component that has failed, either hardware or software), persistence (it may halt execution or simply cause erratic behavior), detectability, and consistency. A fault is active or dormant depending on whether it causes an error or not; is permanent, transient, or intermittent depending on its presence; and may or may not be systematically reproducible. Both process and node failures can be caused by different faults. This paper considers a node failure as the failure of multiple processes.
A. Application-agnostic techniques
Checkpoint and restart (C/R) is the most commonly used technique to provide fault tolerance in modern HPC systems. It periodically saves the application state (or a subset of it) during uninterrupted execution. In the event of a failure, execution can resume from the last saved checkpoint by accessing the stored information instead of restarting from the beginning. In this way, only the work done since the last checkpoint is lost during a failure since work done prior to the checkpoint is saved.
A large body of literature is devoted to dynamically determining the optimal time between two consecutive checkpoints, or the checkpoint period. Thanks to the study of the statistical distribution of failures, recommended intervals are based on probabilistic failure models [40] and take dynamic memory usage of applications into account to reduce network usage.
Another property that C/R systems must ensure is the global consistency of the checkpoint. While each compute node checkpoints individually, the various saved states must be coordinated with one another in order to be usable for failure recovery. Random, asynchronous memory dumps are costly and often unusable, making them wasteful. For this reason, a communication channel must be used for sychronization. Studies [31] , [36] distinguish three desired states of a communication channel: in a consistent state, no internode message is sent out of sequence, in a transitless state, there are no messages sent that have not yet been received, and in a strongly consistent state, the channel is both consistent and transitless. To ensure that the channel is either consistent or strongly consistent during checkpoint creation, coordination protocols must be defined. (1) Fully coordinated techniques [24] are sometimes used due to their simple implementation.
(2) Non-blocking coordinated techniques [13] , [16] , also known as distributed snapshots, build on the assumption that the network channels between all peers are FIFO. Each compute node can begin the checkpoint process only when it has received requisite notification from all other nodes in the system. This idea is based upon the Chandy-Lamport global state research [16] . (3) In blocking coordinated techniques the channel is stopped after the reception of the notification until the checkpoint is finished. Doing so ensures strong channel consistency. (4) Uncoordinated protocols reduce the overhead of synchronization by delaying the consistency check at the time of restart. These techniques may suffer from the so-called domino effect, a situation where no consistent set, apart from the initial state, can be found. Communication induced checkpointing [1] is a middle point between fully coordinated and uncoordinated techniques, avoiding the domino effect. Other approaches [28] relax the coordination requirement through the assumption that applications are send-deterministic. Alternative works [9] present a model to evaluate many C/R strategies, ranging from fully coordinated C/R to uncoordinated C/R. Conclusions indicate that, regardless of coordination, current C/R approaches will be ineffective in exascale systems.
Checkpoint storage is another critical field of study. In general, checkpoints are saved to a location that survives most system failures. Such a location is known as stable storage [31] . Typically, a resilient central storage server acts as this stable storage; its main advantage being that it is able to withstand a complete system failure, while its main drawback is its low performance from bottlenecking created by huge data motion from distributed compute nodes to a centralized location. Because of a central store's low performance, alternative locations for checkpoint storage have been studied, such as compute nodes' local hard drive, local NVRAM, local unused main memory [49] , neighbor unused main memory [48] and rack-based flash, with asynchronous push to disk. Checkpoint compression [33] is often used to reduce both space and network bandwidth consumed.
C/R has typically been an application agnostic algorithm. However; the application, the compiler, the runtime, and the OS may provide useful knowledge to create a partial checkpoint (excluding temporary buffers) or an incremental checkpoint (including only changes since the last checkpoint). Checkpoint staging [39] tries to cache the checkpoint data in the local node before sending it to stable storage, while checkpoint staggering [17] limits the number of processes that can concurrently write to stable storage. Other techniques maintain a duplicate of the process in local memory while checkpointing [44] , or always [20] . Uncoordinated C/R protocols force the processors that survived a failure to wait for the failed process to catch up. A recent study [11] suggests using these idle cycles to begin the execution of another application from the system queue, therefore increasing the throughput of the system.
As described in [31] , C/R requires a non-trivial infrastructure of subsystems in order to succeed. C/R can be embedded in the OS, as BLCR (Berkeley Lab Checkpoint/Restart) does. BLCR is a mechanism that can access process information and memory contents in order to store them in a way that can be later replicated. Higher in the software stack is MPICH-V/cl [13] , a global checkpoint runtime based on MPICH and the Chandy-Lamport algorithm. Also at the runtime level, [32] presents an extension of OpenMPI that automatically interacts with BLCR. In [31] , the same authors present an interface to standardize the heterogeneous mechanisms of fully coordinated, stable-storage-based fullprocess C/R.
Combining C/R with other techniques has also been explored, such as an automatic C/R framework [37] that performs application replication and automatically adapts the checkpoint period using dynamic information system failure rate. Checkpoint on Failure [6] , [7] tries to minimize the number of checkpoints in respect to traditional iterative checkpoint techniques.
Message logging is a subset of event logging. It maintains a log of all messages between processes to enable reexecution of crashed processes at a later time. To guarantee consistency, the application is assumed to be piecewise deterministic [24] . Several destinations for the message logs, such as stable storage or the compute nodes' unused main memory have been studied. Message logging has also been used in conjunction with uncoordinated C/R [13] , which allows the application to recover to the state immediately preceding failure.
Redundancy: The main idea of replication [41] is to concurrently (or close to it) run one or more replicas of the data and the computation of a process. When the main process fails, its role can be easily transferred to another replica without the need to roll back or block computation. Levels of replication greater than or equal to 3 are called N-Modular Redundancy (NMR) and allow detection, location and correction of silent errors. MPI runtimes that automatically apply redundancy techniques, such as rMPI, MR-MPI, or redMPI, are being designed and implemented. The overheads of various fault tolerant techniques have been studied, and the tradeoff between rollback-recovery and replication has been shown [8] . Other studies [26] also motivate redundancy before C/R, arguing that redundancy can improve MTBF and thereby enable traditional coordinated C/R in exascale systems. Another advantage pointed out in [26] is that redundancy can naturally detect not only failstop failures, but silent software and hardware errors (by simply comparing replicas). A later publication [15] claims that the process followed in [26] is incorrect and recalculates the results, concluding that replication is less beneficial than claimed by the original study. The same research group later showed [10] that for a given application, traditional C/R may not scale to exa-scale. For these scenarios, the authors show that replication is not wasteful.
Pro-active Process Migration uses models to predict which nodes or processes will fail, but must be used with other techniques to guarantee reliability [47] . It also requires spare nodes as migration targets to continue the work.
B. Application-aware techniques
Algorithm-Based Fault Tolerance (ABFT) was first proposed by Huang and Abraham [30] to detect, locate, and ideally correct silent errors in matrix operations. These errors do not halt computation, but do produce incorrect results. ABFT consists of augmenting matrix data with an extra checksum column or row. Several matrix operations, such as matrix-matrix multiplication [29] , have been proven to possess the property that the checksum relationship from the input is maintained in the output. Thanks to this property, a failure can be detected after the operation, by checking if the checksum is consistent. Several matrix-matrix multiplication algorithms (Cannon, Fox, and outer product) are studied in [18] , and implemented and evaluated on GPGPUs. QR factorization is also shown and evaluated for GPGPUs. More recently, studies like [18] present an extension of this scope to also support fail-stop failures. The protocol maintains a checksum of the significant data of all the processes and the application operates in such a way that the checksum relationship continues to hold at all times during the computation. If the data on a node is lost, the data is recovered without the need of a checkpoint by simply unfolding the checksum operation. In contrast with integer operations, however, during floating point calculationswhere computation is inexact -inconsistent checksums due to rounding (and not due to silent errors) have been detected; it is difficult to distinguish between these. In some cases, silent errors can be detected, located, and corrected on-line [21] , [22] , rather than correcting them at the end of the calculation (off-line).
If an application can converge and achieve a correct (or approximately correct) outcome even though some information is lost during the process, it is naturally fault tolerant.
Other application categories where fault tolerance can be implemented by assigning a failed task to a new resource [35] is in bags of tasks, or master/worker operations.
Containment Domains [19] involves augmenting applications by wrapping every function or subroutine with preserve, detect, and recover recipes, to prevent failures from propagating out of the subroutine from which they originate.
Resilience in the MPI standard: To enable algorithms to work for fail-stop failures, the MPI standard should offer a set of fault tolerance mechanisms. Dynamic features of MPI 2, such as process re-spawning or communicator merging, would help the recovery process, but MPI 2 lacks basic tools such as failure detection and survival. Even newer versions of the standard, currently MPI 3, do not include such features yet. Two main extensions have been suggested to support process failures. HARNESS FT-MPI [25] was an experimental complex implementation (discontinued in 2003) that supported n − 1 node failures on an n-node execution through several modes of operation. Based on one of the recovery modes of FT-MPI, User Level Failure Mitigation (ULFM) [4] , [5] is being proposed as a minimal set of changes to the MPI Forum.
III. ONLINE PROCESS AND DATA RECOVERY
In current MPI implementations on production systems, node or process failures cause an entire MPI job to fail. Emerging implementations of the MPI standard, however, are expected to include mechanisms to tolerate these faults. Leveraging such MPI implementations, specifically ULFM [4] , [5] , Fenix [27] presents a library to transparently recover from process and node failures in an online and automatic manner.
A. Data Recovery through Optimized Checkpointing
Conventional, application-agnostic checkpointing typically saves the entire state of the application, including all its memory pages, the heap, and the stack; even if they contain data that is not essential for recovery. In contrast, application driven checkpoints, as the ones the application can create through Fenix, do not have to store the entire state of each process -the applications can (implicitly or explicitly) specify which data elements that should be check pointed. Internally, Fenix also includes an extensible interface that allows the implementation of different data storage and recovery mechanisms in an application-agnostic manner. In this paper, we made use of such an interface and implemented a neighbor-based, double in-memory checkpointing technique, similar to the one presented by [48] , [49] , as well as an XOR checksum-based checkpointing mechanism, similar to the one presented by [45] , in order to compare its efficiency as well as its storage requirements. Using neighbor or peer checkpointing, each node stores a copy of its local data, plus a copy of the data from a peer node, for every checkpoint. Using XOR checksum checkpointing, each node stores a local copy of its own data while a dedicated rank stores the bitwise checksum of the data from all of the nodes. This process is outlined in Figure 1 . Note that helper nodes tolerate failures as much as compute nodes do. This differs from stable storage which is assumed to be failure-free and, therefore, requires its own level of data replication.
The former algorithm, neighbor-based checkpointing, is more efficient and scalable, but requires more memory; the latter algorithm, checksum-based checkpointing, requires less memory, but checkpoint storing and recovery requires more time. Several optimizations can be designed to improve the scalability of the checksum algorithm, such as creating pools of checksum domains, each one containing a dedicated, central checksum rank.
Application-specific, implicitly coordinated checkpointing, combined with in-memory storage, allows for unprecedented performance levels. ! " Figure 1 . An illustration of the checksum checkpointing approach.
B. Application-guided Online Process Recovery Example
The following listing is a simple example of usage of Fenix in a parallel matrix-matrix operation, encoded in operate(). The basic functionality of the code presented is to operate with two large matrices, previously distributed among all the nodes, initialized, and updated ITERATIONS times.
Lines 11-16 allocate the three elements that will be saved during the execution, A, B and step. Lines 17-20 initialize the library, requesting a neighbor checkpointing with restarting from the last checkpoint. This concrete application does not need to use rank_status. After this, lines 22-26 initialize the variables and checkpoint them. Lines 28-36 emulate the main loop in which the calculations are done, and the variables are checkpointed every RATE_CHECKPOINT iterations. As it is assumed that the matrix B is not changed by the operate function, there is no need to checkpoint it again after its initialization, since the first checkpoint of B will be kept by Fenix. Note that in this example, the failure detection will occur during a call to an MPI operation (possibly within operate) or during the next call to Fenix_Checkpoint.
IV. EXPERIMENTAL EVALUATION
The concepts described in Section III have been implemented using MPI+ULFM and C++11, which allows a natural way to encapsulate the described phases in different classes. C and Fortran interfaces have been also implemented in order to allow the usage of Fenix in those languages too. Testbed. Our system design and implementation is evaluated on Titan, a Cray XK-7 supercomputer with a peak performance of approximately 20 petaflops, the secondranked machine on the November 2015 Top500 list. We use revision 4579379 from the developer's repository of ULFM, which is a branch from SVN r25756 of OpenMPI v1.7. Benchmarks. We use four benchmarks for testing. Laplace uses a finite difference scheme to solve Laplace's equation for a square matrix distributed over a logical square processor topology. Heat computes an approximate solution to the time dependent one dimensional heat equation ( t) ) using the finite difference method to discretize the differential equation. Poisson solves Poisson's equation in a 2D region using the Jacobi iterative method to solve the linear system. Matadd uses a simple embarrassingly parallel matrix-matrix addition kernel to implement the example shown in Section III-B.
A. Data size test
In order to know how the different checkpointing algorithms behave at different data scales, we first tested the benchmarks with several data sizes. Figure 2 shows the results of the four studied benchmarks. These tests have been conducted using 512 MPI ranks. The results are the average of five samples of each benchmark, where each sample is composed of ten kernel iterations. Note that each kernel iteration uses data from previous iterations. For this reason, we specified a checkpoint at the end of each iteration, to save the resulting data of the kernel. The values shown in the figure are, therefore, the average of 5×10 = 50 iterations. The log-log graph shows the checkpoint time of all elements (arrays, structures, and variables) in one iteration vs the size of the data, per rank, used by each benchmark. Each sub-plot includes both the time of the checksum algorithm (squares) and the neighbors algorithm (circles).
As is shown and expected, both algorithms scale linearly with input data. Anomalies witnessed in matrix-matrix addition size 8 (checksum) or heat size 8 (also checksum) could be due to network overutilization during some, or all, of the samplings. Also, we observe that checkpoint time is independent of the benchmark, depending only upon the data size. Finally, the checksum algorithm is about an order of magnitude less efficient than the neighbors algorithm. However, it is still valuable because it demands less memory from the compute nodes.
B. Checkpoint period test
After understanding how the checkpoint time depends on the data size, we next analyze how the total time is affected by the number of checkpoints performed, since an increase in the checkpoint period (the number of actual code iterations between checkpoints) will result in a decrease in the number of checkpoints.
Experiments have been conducted using 512 MPI ranks and a matrix of 512 × 512 elements per rank, totaling 1 GB per matrix. Each benchmark uses a different number of matrices. The results are the average of five samples, each with 100 iterations. Figure 4 shows checkpoint time (lower lines) and the total execution time (upper lines), which includes checkpoint time. Note that the difference between the lines is the benchmark computation time, which is not affected by the checkpoint period.
To minimize the total time to solution, we want to decrease the checkpoint time as much as possible. Therefore, the longer the checkpoint period, the more efficient the execution will be. On the other hand, longer periods translate to increased recovery time, due to the work lost after a process failure. However, note that the cost decreases exponentially until it stabilizes at a period of about 25-40 iterations (depending on the benchmark) for the checksum algorithm and about 10-15 for the neighbors algorithm. This means that further lengthening the period will probably not help reduce the checkpoint overhead, but will increase the recovery time. As this trade off has already been studied for other environments [40] , we leave its study on our platform for future work. The results show that the neighbors method is more efficient, even at smaller periods. For example, from the data in the figure, during a matrix-matrix addition over a period of 20 iterations, the application's total checkpoint time using checksum is 1.06 s, while when using the neighbors algorithm, the same test takes 0.06 s to perform the checkpoints. Also, with Poisson and a period of 50 iterations, the time to checkpoint with checksum is 0.89 s while it is 0.047 s when using neighbors.
These experiments have been conducted with a worst case assumption of an extremely small calculation time which is much lower than the expected MTBF of future extremescale systems. In the more realistic scenario of an application with much longer iterations, the proportional impact of the checkpoint will be much lower. This is shown in Figure  3 , where we can see the amortized time of checkpoints per iteration. In other words, it shows the incremental time added to each iteration in order to create checkpoints at a specific period. 
C. Impact of failures
Next, we evaluate the recovery part of the library, along with checking that the implicitly coordinated approach produces reproducible results upon failure. To do this, we executed multiple tests with increasing core counts.
We used the same benchmarks, with the number of iterations increased to 10,000 for Laplace, 50,000 for Poisson, 20,000 for Heat, and 20,000 for matrix-matrix addition. In all cases, a checkpoint was performed every 500 iterations. As a result, Laplace performed a total of 20 checkpoints; Poisson, 100; Heat, and matrix-matrix addition, 40.
All runs were repeated five times, and the averaged results are shown in Table I , with the exception of ULFM-enabled runs executing greater than 8192 MPI ranks. We were unable to run the 32k rank and 64k rank test injecting failures, as MPI_Init would fail to return when running with ULFM enabled. Therefore, all tests above 8192 ranks have been done with ULFM disabled. Those tests are only useful to show the scalability of the neighbors technique with implicitly coordinated checkpoints.
We witnessed anomalies in the execution times for both 8192 rank runs of Heat and matrix-matrix addition, where the failure-free runs took longer than the corresponding single-failure runs. This is unexpected, and probably attributable to network congestion during the failure-free runs. We were allocated one partition on Titan, which we reused for successive benchmark runs. It is likely that these anomalies, clustered as they are particularly in performance time and partition space, were influenced by network congestion from concurrent jobs occupying the surrounding Titan partitions. Future testing will use multiple partitions, and variations in launch time, in an effort to normalize per-run anomalies such as these.
The total time-to-solution for the different tests increases with the number of cores, independently of the execution type: whether standard (sans our library), or with or without failures (using our library). Note that the checkpoint time cost of checksum algorithm increases linearly with core count. This is expected due to the collective operations used to calculate the checksum among all ranks. With the neighbors algorithm, however, we observe a constant cost with increasing core count; therefore this algorithm, combined with an implicitly coordinated approach, is an extremely scalable algorithm. Data recovery is slower when using checksum than when using neighbors, however, as data recovery using the neighbors algorithm is not impacted by the core count. The same observations can be made on all four benchmarks.
We see that process recovery takes more time when it involves more cores; it is expected that recovery time will be reduced in future versions of ULFM. In this paper we used the newest developer's version of ULFM, which in our current configuration does not reproducibly synchronize process recovery with high core counts; in order to guarantee process recovery, it was necessary to manually manage this synchronization using delay (sleep) periods.
We first measured benchmark execution without any additions for fault tolerance, using a non-fault-tolerant version of MPI (MPI column, Table I ). Also, we ran another set of tests activating fault tolerance only in the runtime (MPI+ULFM column). Those two tests are useful to demonstrate ULFM's effect on the execution of regular, non-fault tolerant applications. We can see that, even though in the great majority of benchmarks this is negligible, there are some tests in which it differs. For example, in matrix-matrix addition the execution is faster using ULFM in all cases, while in Laplace it depends on the number of cores. In Poisson, ULFM penalizes the execution; while in Heat it is negligible. This may be due to the internal implementation of both the non-fault-tolerant and ULFM MPI versions.
In Table I we also analyze the overhead of our implementation. In the great majority of cases, the fault-free time-tosolution with our library is no more than ten percent greater than the non-fault-tolerant version's time-to-solution, and in many cases (especially considering the neighbors algorithm) the imposed overhead is less than five percent. This penalty may seem significant, but when weighed against the runtime penalty of an aborted global-checkpointing-based or even non-fault-tolerant execution -which could measure in hourseven a ten percent premium is a comparatively small price to pay to avoid a costly complete re-run in the event of a failure.
Note that the time-to-solution of both the checksum and the neighbors algorithms includes the checkpoint time cost, which is the factor that dominates the overhead induced by our library. The worst case example can be seen in Poisson, where the overhead is considerable because many data are checkpointed 100 times, and code execution time itself is extremely short, between 27 and 62 seconds for MPI+ULFM executions. In other cases we observe less than a ten percent overhead.
V. CONCLUSION AND FUTURE WORK
This paper revisits Fenix, a library that implements a methodology to recover MPI applications from process failures in an online manner and separates process recovery from data recovery. As opposed to traditional runtime-based checkpoint and restart, where all memory pages are checkpointed into a centralized resource, Fenix enables selective checkpointing.
Four different MPI mini-applications and benchmarks (Laplace, Heat, Poisson, and Matadd) have been ported to Fenix to demonstrate Fenix's applicability in a wide range of scenarios. This paper has also implemented, evaluated, and compared two known in-memory checkpointing techniques: checksum-based and neighbor-based. The advantages, shortcomings, as well as performance measurements of both techniques with the four aforementioned benchmarks are studied.
Experimental results using the Titan Cray XK7, a production HPC system at ORNL, validate and demonstrate the correctness, performance, and scalability of the library, as well as confirms the intuition that neighbor-based checkpointing have better efficiency and scalability, while checksum-based checkpointing consumes less memory. Specifically, the results show that the implicitly-coordinated, neighbor-based, in-memory method offers O(1) checkpointing with respect to the core count.
Our ongoing and future work includes studying the benefit of gradual degradation or shrinking recovery, when a failure occurs with no spare resources. Any opinion, finding, and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation. We would also like to acknowledge Josep Gamell for his help in this research.
