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Let G be a simple graph on nl +n2 vertices. If the minimum degree of G, 8(G), is at least 
[½nt] + [2xn2] then G contains two independent circuits of lengths nt and n 2.  
. 
We only consider finite graphs without loops and multiple edges. The order of a 
graph G = (V, E) is IGI = IVI and its size is e(G) = IE[. For a real number r, [r] 
denotes the least integer not less than r. 
We recall the following theorem: 
Theorem (D/rac [2]). I f  [G[ = n and ~(G)>---½n then G is Hamiltonian. 
The following lemma is easy to prove. 
Lemma 1.1. Let a, b be the endvertices of a Hamiltonian path in a graph (3. If 
d(a, G)+ d(b, G)~>IGI then G is Hamiltonian. 
. 
Let G be a graph on n=nt+n2 vertices whose minimum degree 8(G)>~ 
[½nll+ lind. 
[ammm 2.1. There is a partition of G into two subgraphs Gx, 132 such that one oJ 
the following two conditions is satislied: 
(1) IG, and fo r i= l ,  2, 
(2) G1 is a path on r~- I  vertices, IG2l=ni+l  and 8(G2)~>½r~+1, where 
(i, j}=(1, 2}. 
* This work is part of the author's Ph.D. research done at the University of Calgary and supervised 
by Professor Norbert Sauer. 
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Proof. Let (V1, Vz) be a partition of V(G)  satisfying: 
(i) for i = 1, 2, [V~I = r~ and the induced subgraph G~ = G(Vi) contains a 
Hamiltonian path say with endvertices a~, b~, 
(ji) e(G1)+ e(G2) is maximum among all partitions that satisfy (i). 
Such a partition exists since G itself is Hamiltonian. If (G1, (/2) does not satisfy 
(1) then one of the subgraphs, say Gx, contains a vertex x such that 
d(x, GO ~ [½nd - 1. (3) 
We can assume x = al or x = b~ unless both al  and bl do not satisfy (3). First we 
show that G l -x  contains a Hamiltonian path. This is clear if x = ax or x = bl. 
Otherwise, by Lemma 1.1, G~ is Hamiltonian and Gx-x  has a Hamiltonian path 
as required. From (3), d(x, G2)~½n2+l  and it is easy to check that G2+x 
contains a Hamiltonian path. We claim that (G l -x ,  G2+ x) satisfies (2). If not, 
then there is a vertex y e G2+ x with d(y, G2 + x)~<½n2. A similar argument shows 
that both G l -x  + y and G2+ x -y  contain Hamiltonian paths respectively on nl 
and n2 vertices. But then 
e(G1 - x + y) + e(G2 + x - y) >1 e(GO + e(G2) + 2, 
which contradicts the maximality of e(G1)+ e(G2). []  
The graph shown in Fig. 1 has no partition satisfying (1) when nl = 5 and n2= 3. 
Thoorem 2.2,. G contains two independent circuits of lengths nl and n2. 
Proof. If G has a partition satisf3dng (1), then the required result follows by 
Dirac's theorem. Assume O = Gx U (32 where [Ol[= n l -  1, IG2] = nz+ 1, Ol  con- 
tains a Hamiltonian path with endvertices a, b and 8(G2) ~½n2+ 1. Our idea is to 
show that there is some vertex w E Gz such that Ol + w is Hamiltonian. By Dirac's 
theorem, G2-w also will be Hamiltonian. If 
d(a, G1) + d(b, G1) < n l -  1, (4) 
then d(a, Gz)+ d(b, G2)> n2+ 1 which implies that aw, bw ~ E(G)  for some ver- 
tex w ~ G2, hence G1 + w is Hamiltonian. So, we can assume (4) does not hold. By 
Fig. 1. 
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Lemma 1.1, G1 contains a Hamiltonian circuit which we denote by C. Put 
X = {x E Gl : d(x, G1)<½nl}. 
We distinguish between three cases. 
Case 1. IXl>~2. 
For any x~,x2EX we have d(xx, G2)+d(x2, G2)~n2+2,  so that XlW, X2WE 
E(G) for some vertex w E G2. If xl and x2 were adjacent on C then G1 + w would 
be Hamiltonian as required. Assume no two vertices in X are adjacent on C. Fix a 
direction of traversing on C and let Yi and Y'i be respectively the predecessor and 
successor of x~ (i = 1, 2). We get a path - ' ' + Yl C y2x2wxlY lCY2 where ylC-Y~ and 
y~C+y2 denote the corresponding arcs of C respectively opposite to and in the 
same direction of traversing. Since yl, y2~X,  this path contains a Hamiltonian 
circuit by Lemma 1.1. 
Case 2. Ixl = 1. 
Let X = {Xo}. We note that, in this case, h i -1  = IC1>~4 since a triangle contains 
no vertex of degree one. We prove that there is a vertex w E G2 satisfying 
d(w, G1)~>3 or WXoEE(G) and d(w, G~)=2. (5) 
Assume not, then since d(xo, G2)>-½n2 +1, we have 
d(x, Gz) = ~ d(y, G1)<~½n2 + l + 2~2n2) 
xeGx ~eG2 
Thus 
~, d(x, Gg<~n2+ 1. (6) 
xeGx 
On the other hand, 
~, d(x, G1)<~(nl-2)(nl - 3)+ 2([½nx] - 1 ) -  1 <~n2-4nl +5. 
xeG1 
Write [½nl] + [½n2] =½(n l+n2+e) .  From (6) and (7)we get 
½(nl--1)(nx +n2+e)<-.- ~. d(x, G)~nZl-4nl+~n2+6, 
xeG1 
which implies that 
½(nx - 4)(n2-  nl) + ½(3 + e)n l  ~< 6 + ½e. 
Since G2 contains vertices having only one neighbour in Gx, then 
½(hi+ n2+ e) -  1, that is, 
(7) 
(8) 
n 2 
Inequalities (8) and (9) together with n l -4  > 0 lead to a contradiction. So, there 
is a vertex w E G2 that satisfies (5). G1 + w contains a Hamiltonian path in which 
neither x0 nor w is an endvertex and so is Hamiltonian by Lemma 1.1. 
Case 3. X = O. 
Here we must have nl ~ 4. If we assume that each vertex in G2 has at most one 
n2-nx~e-2 .  (9) 
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neighbour in G1, then 
½(nl-1)(nl+nz+s)~  d(x, G)<~(nl-1)(nl-2)+n2+ l. 
xeGl 
This implies that 
½(nl- 3)(n2- nl) + 3(2 + s )hi ~< 3 + ½s (10) 
We note that (9) holds also in this case, so from (10) we deduce 
snl<~2e. (11) 
Subcase 3(i). s = 1 or 2. 
Here (11) is an obvious contradiction, so that there is a vertex w e G2 with at 
least two neighbours in Gt. In the same way G~ + w is Hamiltonian. 
Subcase 3(ii). s = 0. 
If there is w e G2 with two neighbours in G1 then G1 + w will be Hamiltonian. 
If not, then, due to the fact that (11) is an equality, (9) and (10) should hold with 
equality. This means n2-n l  =-2  and each vertex in G2 has exactly one edge in 
G1. Thus IGll = IG21=½n and G is a graph obtained from two copies of K 'e2 by 
joining corresponding vertices. It is easy to check that this graph contains two 
independent circuits of lengths ½n + 1 and ½n- 1 as required. []  
. 
The following examples how Theorem 2.2 is best possible: 
Kn/2+l,n/2_l, n 1 ~-- n 2 ~- 0 (mod 2), 
K, e2.,j2, nl -- n2-- 1 (rood 2), 
K(,+I)/e,(,-1)/2, nx ¢ nz (moO 2). 
Conjecture. zf IGl = n l+- - -+nk  and 8(G)  [lnll "l- '" ""1- [½nkl , then G contains 
k independent circuits of lengths h i , . . . ,  nk. 
This conjecture, if it holds, will be best possible as shown by the graph 
Er-l+K(n_r+2)12,(n_r)12 , where n=nt+'"+nk  and r~2 is the number of odd 
n~'s. The special case of the conjecture when each n~ = 3 is known to be true as 
proved by Corrhdi and Hajnal [1]. 
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