We study moduli spaces of twisted quasimaps to a hypertoric variety X, arising as the Higgs branch of an abelian supersymmetric gauge theory in three dimensions. These parametrise general quiver representations whose building blocks are maps between rank one sheaves on P 1 , subject to a stability condition, associated to the quiver, involving both the sheaves and the maps. We show that the singular cohomology of these moduli spaces is naturally identified with the Ext group of a pair of holonomic modules over the 'quantized loop space' of X, which we view as a Higgs branch for a related theory with infinitely many matter fields. We construct the coulomb branch of this theory, and find that it is a periodic analogue of the coulomb branch associated to X. Using the formalism of symplectic duality, we derive an expression for the generating function of twisted quasimap invariants in terms of the character of a certain tilting module on the periodic coulomb branch. We give a closed formula for this generating function when X arises as the abelianisation of the N-step flag quiver.
Introduction
A large body of geometric representation theory in the last decade has grown around the study of symplectic resolutions: algebraic symplectic varieties which are 'almost affine' in a suitable sense. Their quantizations yield important algebras in representation theory, such as the envelopping algebras of reductive lie algebras, rational Cherednik algebras [EG02] and finite W-algebras [Pre02] . Their enumerative geometry, on the other hand, has been related to quantum integrable systems attached to quantum loop groups; see for instance [MO12, AFO, PSZ20] .
Relations between the quantization of a symplectic resolution in finite characteristic and its enumerative geometry have been conjectured by Bezrukavnikov and Okounkov [BO] , and in certain cases proved [ABM15] . A second line of investigation relates quantizations in characteristic zero of a symplectic resolution X to the enumerative geometry of a 'symplectic dual' resolution X ! ; this paper takes a further step in that direction.
The work [BLPW14] defined an analogue of the BGG category O for symplectic resolutions, and conjectured that these occur in pairs X, X ! such that category O of X is Koszul dual to category O of X ! . They called X ! the symplectic dual of X. Gukov and Witten pointed out that the exact same pairs X, X ! as Higgs and Coulomb branches of supersymmetric gauge theories in three dimensions. These theories should in turn come in dual pairs, exchanging their Higgs and Coulomb branches, as explained by Seiberg and Intriligator [IS96] .
A construction of the Coulomb branch (or from our perspective, of X ! , starting from X), was then proposed in the papers [Nak15, BFN16] . A physical construction, similar in spirit, was also proposed in [BDG17] .
In [Hik17] , Hikita conjectured a second, rather surprising relationship between X and X ! : an isomorphism between the cohomology ring H • (X, C) and the ring of coinvariants of O(X ! ) under the action of a torus T of Hamiltonian automorphisms of X ! . This conjecture was extended to equivariant cohomology by Nakajima [KTW + 15, Conjecture 8.9]; the corresponding deformation of the coinvariant algebra is the so-called B-algebra of a quantization of X ! . Interestingly, the definition of the latter depends on a choice of cocharacter ζ of T.
In [KMP18] , the authors conjectured that the quantum D-module of X, in a certain specialisation, equals the 'character D-module' of X ! . The latter is defined via the quantization of X ! , and in particular describes the differential equations satisfied by the characters of modules in category O.
In this paper, we consider a specific enumerative problem on X, namely the Betti numbers of the moduli of twisted hypertoric quiver sheaves on a rational curve, which one may think of as a kind of refined Donaldson Thomas invariant. These are assembled into a generating function
We define a symplectic ind-scheme L X, which we view as a model of the universal cover of the loop space of X. We show that the moduli of twisted quiver sheaves may be expressed as an intersection of lagrangians in L X. We then propose an extension of symplectic duality to the infinite dimensional space L X, and identify its dual L X ! with a periodic analogue P X ! of X ! . This space, which is finite dimensional but of infinite type, carries an action of H 2 (X, Z) by automorphisms. It was first defined by Hausel and Proudfoot in an unpublished note. When the hypertoric variety is cographical, i.e. arises from a graph Γ in a suitable sense, the space P X ! is closely related to the compactified Jacobian of a nodal curve with dual graph Γ. In particular, in [DMS19] it was proven that the cohomology of the quotient of (a deformation retract of) P X ! by its H 2 (X, Z) may be identified with the cohomology of the compactified Jacobian.
Our main result expresses the generating function for twisted DT invariants of the hypertoric space X as a certain graded trace of an indecomposable tilting module T ! ν(α + ) ∞ over the quantization of P X ! .
Theorem 1.1 requires many technical preliminaries to state, but it has a simple consequence : an explicit formula for the generating function. 
Here B ! indexes torus fixed points of X, and the other quantities are explained in the body of the paper. This formula may of course be obtained by other, more direct means, but it appears here as a natural expression of representation theoretic structures on the Coulomb branch. We may summarize our computations by the following very schematic diagram:
Refined quasimap invariants of X η Ext groups of simple modules over quantum L X η Explicit formulae for quasimap invariants Weight spaces of a tilting module over quantum P X ! η Symplectic duality
An appealing feature of our approach is that that we can deduce Theorem 1.1 directly from a Koszul duality between modules categories over the quantizations of L X and P X ! .
This Koszul duality, established in the finite dimensional setting in [BLPW12] , is a basic expected feature of symplectically dual spaces. Thus we are able to relate in a precise way two seemingly distinct relationships between dual resolutions: one categorical, the other enumerative.
We should note that to avoid dealing with the potential pathologies of infinite dimensional spaces, we work extensively with finite dimensional and finite type approximations to L X and P X ! , and limits of these. It would be interesting to work directly on the limit spaces, and develop in this context the full analogues of the finite dimensional theory -module categories, Koszul dualities and their ilk. A second interesting direction is to replace the hypertoric space X by a Nakajima quiver variety, or more generally the Higgs branch of a non-abelian reductive group G. The analogue of P X ! in this case may be a periodic version of the Coulomb branch of X defined in [BFN] . Our approach may also be compared to the interesting paper [BDG + 16]; we hope that our perspective will be complementary to that one.
The structure of our paper is as follows. We begin with a review of hypertoric varieties, their quantizations and the module categories attached to these, as described in [MVdB98, BLPW12, BLPW10] . We hope these sections will be helpful to readers less familiar with the combinatorics of hypertoric spaces. We then turn to enumerative geometry, and recall the definition of twisted quasimaps from [K + 16]. The last two sections of our paper introduce the hypertoric loop space and its symplectic dual, and apply the general theory from the previous sections to these rather unusual hypertoric varieties to obtain our formulae for quasimap invariants.
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Symplectic resolutions and symplectic duality
We summarize the general features of symplectic duality, before passing to the hypertoric setting in the next section.
Definition 2.1 Let X be a smooth complex variety equipped with an algebraic symplectic form Ω and an action of C × scaling Ω by a nontrivial character. We call X a conical symplectic resolution if
• The natural map X → Spec H 0 (X, O X ) is proper and birational.
• The induced C × -action on Spec H 0 (X, O X ) contracts it to a point.
• The minimal symplectic leaf of Spec H 0 (X, O X ) is a point.
The last condition is to avoid cases such as X = C 2 , and can often be removed at the cost of slightly more cumbersome statements. Famous examples include the Springer resolution T ∨ G/B, moduli of framed sheaves on C 2 and Nakajima quiver varieties.
We fix a maximal torus T of the group of (complex) hamiltonian automorphisms of X, which we assume, for simplicity, acts with isolated fixed points on X. The ring of algebraic functions on X can be quantized to obtain an N-graded noncommutative algebra U η depending on a parameter η ∈ H 2 (X, C). Given a cocharacter ζ of T with isolated fixed points on X, we can decompose U η into subalgebras U + η , U − η , U 0 η scaled positively, negatively or not at all by ζ.
Category O is defined as the category of finitely generated modules over U η on which U + η acts locally finitely. In [BLPW16], the authors define a symplectic duality between two conical symplectic resolutions X and X ! as A physical interpretation of Koszul duality in the context of symplectic duality was given in [BDGH16] , where it is explained as a correspondence of boundary conditions for supersymmetric gauge theories in three dimensions.
Hypertoric varieties
In this section we define our main geometric actors: the hypertoric varieties introduced in [BD00] . For a survey of these spaces, see [Pro06] .
Fix the following data:
1. A finite set E.
A short exact sequence of complex tori
with an isomorphism D = (C × ) E .
A character η of G.
To these choices we will associate a hypertoric variety. Let g, d, t be the complex lie algebras of G, D, T. We require that d Z → t Z be totally unimodular, i.e. the determinant of any square submatrix (for a given choice of integer basis) is one of −1, 0, 1. This will ensure that our hypertoric variety is a genuine variety and not an orbifold. We also assume that no cocharacter of G fixes all but one of the coordinates of C E .
Let V := Spec C[z e |e ∈ E]; then D acts by hamiltonian transformations on T ∨ V = Spec C[z e , w e |e ∈ E], equipped with the standard symplectic form Ω := ∑ e∈E dz e ∧ dw e . A moment map µ D :
We have the exact sequence
and its dual
The pullback µ G = ∂ ∨ • µ D defines a moment map for the G action on
We will henceforth always assume that η is suitably generic, in which case X η,λ is smooth; this holds away from a finite set of hyperplanes. We write X η := X η,0 , which we sometimes abbreviate further to X. The Kirwan map gives identifications H 2 (X η , Z) ∼ = g ∨ Z and H 2 (X η , Z) ∼ = g Z , and X η carries a real symplectic form of class η, for which the action of the compact subtorus of T is Hamiltonian.
X inherits an algebraic symplectic structure from its construction via symplectic reduction. The induced T action on X is Hamiltonian. There is a further action of C × h dilating the fibers of T ∨ V, which scales the symplectic form byh. This preserves µ −1 G (0), and descends to an action of C × h on X commuting with the action of T. The natural map X η → Spec H 0 (X η , O X η ) is proper and birational, and defines a symplectic resolution.
Hyperplane arrangements and their bounded and feasible chambers
In the next few subsections we introduce some notions from linear programming which capture both the geometry of X and the behavior of modules over its quantization. This material is covered in greater generality in [BLPW12].
To the sequence 3 and the character η we associate a 'polarized hyperplane arrangement' as follows.
the induced short exact sequence of dual lie algebras, and let
Definition 3.2 Let A η be the affine hyperplane arrangement on t ∨ R whose hyperplanes H e = {d e = 0} are the intersections of t ∨ η with the coordinate hyperplanes of d ∨ R . Each hyperplane is cooriented, i.e. defines a positive half-space {d e ≥ 0} and a negative halfspace {d e ≤ 0}.
Each sign vector α ∈ {+, −} E determines an intersection of halfspaces ∆ α = {d e ≥ 0|α(e) = +} ∩ {d e ≤ 0|α(e) = −} in t ∨ η . We call such intersections chambers, and will sometimes abuse notation and call α itself a chamber.
We write F η for the set of feasible sign vectors. The ∆ α for α feasible are the chambers (in the usual sense) of A η .
Let ∆ 0,α be defined the same way as ∆ α , with η = 0. Fix ζ ∈ t Z . This notion depends on ζ but not η. We write B ζ for the set of bounded chambers, and P ζ η for the set of bounded and feasible chambers. 
Lagrangians from chambers
To each chamber ∆ α , we can associate a Lagrangian L α ⊂ X η as follows:
The lagrangian L α is nonempty precisely when α is feasible. It is contracted to a point by flowing along the cocharacter ζ precisely when α is bounded. The chamber ∆ α may be recovered as the image of L α under the moment map µ R : X η → t ∨ η with respect to the real symplectic form on X η . These lagrangians capture the geometry of X η in the following sense:
The union of L α over all feasible α is a deformation retract of X η .
We call this union the 'core' of X η .
Vertices and torus fixed points
The vertices of our arrangement are indexed by bases, i.e. subsets b ⊂ E such that H b := ∩ e∈b H e is a point. Alternatively, they are the subsets indexing tuples of coordinate vectors in d Q whose image in t Q form a basis (our unimodularity assumption ensures that they in fact form a basis of t Z ). This shows that the set of bases B does not depend on the choice of η.
Z be the isomorphism defined by the dual basis to the basis described above. 
The map φ b , in this interpretation, is given by taking linear combinations of the characters appearing in the normal bundle to p b in X η . On the other hand, L µ(α) is the attracting cell of the fixed point p b under the action of the cocharacter ζ : C × → T.
Equivariant and Kähler chambers
In this section, we describe the depence of X η on the parameter η, and the dependence of the fixed locus X C × η on the cocharacter ζ : C × → T. This leads to the notion of root hyperplanes in g ∨ R and t R .
The support of an element y ∈ d Z is the smallest coordinate subspace containing y. A circuit γ is a nonzero primitive element of g Z whose image in d Z has minimal support. A root hyperplane in g ∨ R is a hyperplane γ ⊥ ⊂ g ∨ R where γ is a circuit. Proposition 3.10 X η is smooth precisely when η does not lie on a root hyperplane.
We write K for the set of connected components of the central arrangement in g ∨ R defined by the root hyperplanes, which we call Kähler chambers. Their importance for us lies in the following fact. One may view this proposition as a combinatorial manifestation of the previous one, in the sense that as η approaches a root hyperplane, some chamber ∆ α will collapse to a lower-dimensional polytope, and correspondingly the lagrangian L α ⊂ X η will collapse to a lower-dimensional variety, thus producing a singularity of X η .
There is a second central arrangement attached to G → D → T, dual in a sense we shall make precise later.
We define the equivariant chambers of the sequence G → D → T as the set of chambers of the central arrangement in t R defined by the root hyperplanes. We write E for the set of equivariant chambers. Let ζ : C × → T be a cocharacter, and write X ζ for the set of fixed points under the induced C × -action. The following propositions are easily verified.
Proposition 3.13 X ζ is discrete precisely when ζ lies in an equivariant chamber. 
Symplectic duality for polarized hyperplane arrangements, or Gale duality
In the hypertoric setting, symplectic duality can be described in terms of an operation on polarised hyperplane arrangements known as Gale duality. Consider as above the sequence 3 of tori, together with a character η of G. We also fix a cocharacter ζ of T. We define the Gale dual data to be 1. The set E.
The dual sequence of tori
Any construction starting from the first sequence and the parameters η, ζ may be performed starting from the second instead, using the parameters −ζ, −η. We decorate the result with a shriek : A ! , U ! η , etc. Note that by definition we have E = E ! . In particular, the sets of sign vectors {+, −} E for the Gale dual arrangements are canonically identified. Under this identification, the bounded and feasible chambers are exchanged. On the other hand, there is a natural bijection of the bases B ∼ = B ! given by taking b ⊂ E to its complement b c ⊂ E.
One of the main results of [BLPW12]
is that X and X ! are symplectically dual; we will spell this out in more detail below. Figure 2 : The integer points of two Gale dual arrangements. The significance of these points will become clear in Section 4.5. Chambers which correspond under the duality have been given matching colours. Colourless chambers appear only on one side of the duality. On the right, we have indicated the cocharacter ζ and the set of bounded chambers.
Hypertoric varieties from graphs, or cographical hypertorics
In this section we explain how to associate a hypertoric variety to any directed graph Γ. This class of examples includes many of is often easier to grasp intuitively, while retaining most of the features of the general setting. We will take advantage of this intuitive presentation in our discussion of enumerative invariants.
Let E be the edge set of Γ, and V the set of vertices. Then we have a natural map of tori
given by the coboundary map. Let G = (C × ) V /C × be the quotient by the constant cochains; then we have a short exact sequence
Pick a sufficiently generic character η of G.
X η (Γ) is by construction a hypertoric variety. We call hypertorics which arise in this way cographical. They are special cases of Nakajima quiver varieties, in which all of the vertices are given rank one.
The Gale dual X(Γ) ! of a cographical hypertoric is called graphical. When Γ is planar, the Gale dual is the cographical hypertoric associated to the dual graph.
Lemma 3.16
The vertices b ∈ B are indexed by the spanning trees of Γ; more precisely, each b ⊂ E is the set of edges not appearing in a spanning tree. The composition g Z → Z E → Z b of the coboundary map with the natural projection is thus an isomorphism, whose inverse is precisely
An important class of cographical hypertorics are obtained by 'abelianizing' more general quiver varieties. Consider a quiver Q with vertices v i of fixed rank r i . We view Q ab as a directed graph. Given η ∈ C 0 (Q ab , Z), we can form the cographical hypertoric X η (Q ab ). The geometry and representation theory of X η (Q ab ) reflects that of the quiver variety attached to Q, while admitting a more combinatorial description [HP05] .
Although the results of this paper are not specific to hypertoric varieties arising from abelianization, they are an important source of motivation for us.
Categories
In the following sections we will discuss various categories arising from the quantization of hypertoric varieties. We begin by establishing some general preliminaries on Koszul and highest-weight categories. The reader may wish to skip to Section 4.4 and return as needed to the previous sections.
Roughly speaking, an abelian category C is Koszul if each simple object admits a projective resolution P • → L that 'looks like' the classical Koszul resolution. The complexes P • are in turn the projective objects of a certain abelian subcategory LPC(C) of the category of chain complexes in C. We say LPC(C) is Koszul dual to C. The key feature for us will be an identification of Ext groups of simple objects on one side of the duality with Hom spaces of projective objects on the dual side.
We make this precise below, closely following the exposition in [BLPW16], to which we refer for further details.
Mixed categories
Conside an abelian categoryC with a choice of 'weight' wt(L) ∈ Z for each simple object L, with finitely many simples in any given weight.C is said to be mixed if whenever wt(L) ≤ wt(L ) we have Ext • (L, L ) = 0. As explained in [BGS96] , one may think of this as being 'graded semisimple'.
We supposeC has a Tate twist, i.e. an automorphism denote M → M(1) on objects such that wt(L(1)) = wt(L) − 1. This allows us to define the categoryC/Z with the same objects asC, but graded morphism spaces
Let P be the direct sum of projective covers of all simples of weight 0 inC. Consider the graded ring R := HomC /Z (P, P).
The category C of finite dimensional right-modules over R is said to be a degrading ofC; conversely,C is said to be a graded lift of C.
Koszul categories
Mixed categories admit the following generalization of the classical Koszul resolution.
Recall that the head of a module is its largest semisimple quotient. A projective resolution P • → M inC is said to be linear if the heads of all indecomposable summands of P j have weight j.
Definition 4.1 An abelian category C is said to be Koszul if it admits a graded lift for which any minimal projective resolution of a simple weight zero module is linear. A graded algebra is said to be Koszul if its category of graded modules is Koszul.
We write LPC(C) for the category whose objects are linear projective complexes, and whose morphisms are chain maps; it is (somewhat surprisingly) abelian. The simple objects are indecomposable projectives supported in a single degree j. We can make LPC(C) into a mixed category by weighting these simples with weight j.
There is a functor KC :
, which is an equivalence precisely when the degrading ofC is Koszul. In this case, it takes indecomposable projectives to the corresponding simples.
Let C and C ! be Koszul, with graded liftsC andC ! .
Definition 4.2 A Koszul duality between C and C ! is an equivalence of mixed categories
In particular, by precomposing with KC, this defines a bijection between the indecomposable projectives P α of C and the simples L ! α of C ! . Let L ! = α L ! α be the direct sum over all nonisomorphic simple objects in C ! , and let P = α P α be the direct sum over all nonisomorphic indecomposable projective objects in C. Kozsul duality implies an equality
where the cohomological grading on the left-hand side corresponds to the grading induced by a graded lift of P on the right, and the idempotents given by projection to any given α-summand are identified.
Highest weight categories
Koszul duality plays well with the notion of highest weight categories, which appear frequently in representation theory.
Definition 4.3 Let C be a category with simples L α , projective covers P α and injective hulls I α indexed by α ∈ I, and let ≤ be a partial order on I. C is said to be highest weight if for each simple, there is an object V α and epimorphisms
such that the kernel of the right-hand map is an extension of modules L β , β < α, whereas the kernel of the left-hand map is an extension of modules V γ , γ > α. We call V α a standard object.
We will always further assume that End(V α ) = C. If C ≤α is the subcategory generated by L λ with λ ≤ α, then V α may be characterised as the projective cover of L α in C ≤α . We call the injective hull Λ α of L α in C ≤α a costandard object.
Yet a third class of objects will play an important role for us.
Definition 4.4 T ∈ C is tilting if it admits a filtration by standard objects and a filtration by costandard objects.
One can show that indecomposable tilting objects are also indexed by I, so that T α has largest standard submodule V α and largest costandard quotient Λ α .
Quantized hypertoric varieties
We now turn to certain Koszul categories arising from the quantization of hypertoric varieties. Consider the ring of differential operators D(
taking the eth coordinate element δ e to the Euler operator z e ∂ ∂z e . We think of D(C E ) as a quantization of T ∨ C E , and the homomorphism as a quantization of the moment map T ∨ C E → d ∨ for the action of D.
Fix η ∈ g ∨ Z and let ker η be the kernel of the induced map Sym g → C. Via the inclusion Sym g → Sym d, we may view ker η as a subspace of D(C E ) G .
Definition 4.5 The hypertoric enveloping algebra is given by
The definition of U η is a quantum analogue of Definition 6. Indeed, the filtration of U η induced by the usual filtration on differential operators by order yields an associated graded algebra isomorphic to the coordinate ring O(X) = O(µ −1 (0)) G . U η was studied in detail by Musson and Van den Bergh in [MVdB98] in the more general context of rings of torus-invariant differential operators.
The ring U η arises from a sheaf on Xη, whereη is another character of G. We recall this construction briefly below, for motivational purposes. Recall that the symplectic form on Xη gives its structure sheaf O Xη a Poisson bracket {−, −}. The following makes sense for a general C × -equivariant symplectic variety. 
Analogous quantizations, for X a smooth symplectic variety (without C × action), were studied by De Wilde and Lecomte [DWL83] and Fedosov [F + 94] in the smooth setting. Fedosov's methods were extended to the algebraic setting by Bezrukavnikov and Kaledin in [BK04] . For symplectic resolutions, a theorem due to Losev [Los12] identifies the space of C × -equivariant quantizations with H 2 (X η , C) via a certain 'non-commutative period map'. The latter in turn equals g ∨ C for the hypertoric variety X. We consider the sheaf Q η associated to an integral (but otherwise generic) parameter
The algebra of global sections of Q η is a C[[h]]-algebra with an action of C × . We can consider the subalgebra of C × -finite elements, and specialiseh = 1 to obtain a finitely generated algebra over C. This is precisely the algebra U η .
It follows from the above that the global section ring of Q η does not depend on the choice ofη. On the other hand, the functor of global sections, taking sheaves of Q η -modules to U η -modules, will be an equivalence of abelian categories only when η andη are suitably compatible.
In the next sections, we discuss some particularly nice subcategories of U η modules, which we will eventually relate to enumerative invariants.
Gelfand-Tsetlin modules
Definition 4.7 The Gelfand-Tsetlin category G η of U η is the category of finitely generated modules M over U η such that we have an Sym t module decomposition
where the action of Sym t on M[m] factors through Sym t/m k for some k ≥ 0. Here m is a maximal ideal of Sym t.
In order to describe this category more explicitly, it is useful to consider the support of a U η -module M in t ∨ Z , meaning the set of weights which appear in the decomposition 10. The support of any fixed module equals the lattice points of a certain polytope, obtained by 'quantizing' the constructions of Section 4.8. Namely, to each sign vector α ∈ {+, −} E we associate the set of lattice points ∆ α = {d e ∈ Z ≥0 |α(e) = +} ∩ {d e ∈ Z ≤−1 |α(e) = −} ∩ t ∨ η . We define the sets F η and B ζ of feasible and bounded chambers as in Definitions 3.3 and 3.4, replacing ∆ α by ∆ α . (11)
Choose an element µ ∈ ∆ α for each feasible α. The modules P µ are a complete and irredundant set of indecomposable projective pro-objects in G η .
Proof. This is proven in [MVdB98]; our notation is closer to [BLPW16, Section 3.4]. Equation 11 is a direct consequence of the definition of P µ . Since taking weight spaces is an exact functor, it follow that P µ is projective. By hypothesis, Gelfand-Tsetlin modules are direct sums of their weight-spaces, from which it follows that the P µ form a complete set of projectives as µ ranges over the weights of T. Determining when P µ and P µ are isomorphic is the most delicate part of the proof; for µ, µ in the same chamber, the isomorphism is constructed from the action of the weight space
Definition 4.11 Let L α be the simple quotient of P α .
The L α for feasible sign vectors α form a complete and irredundant set of simple modules in G η . These simple objects are 'quantizations' of the lagrangians L α . A concrete manifestation of this is Proposition 4.17, which the reader may want to read immediately before proceeding.
Quiver algebras
The description of projective objects as weight functors in Proposition 4.10 implies the following handy description of the category G η .
Let Q E be the quiver algebra with indempotents e α for each α ∈ {+, −} E , an edge between vertices that differ by a single sign (in particular, edges in both directions), and relations imposing the equality of two-edge paths with the same start and endpoints. Let Q E be the completion with respect to the grading by path length.
The significance ofQ E stems from the following. Let P := α∈F η P α be the sum of all indecomposable projective modules.
Proposition 4.14 We haveR η = End(P).
The functor taking M ∈ G η to Hom(P, M) is an equivalence between G η and the category of finite dimensional modules overR η .
Proof. This can be derived directly from Proposition 4.12. In terms of the description of G η established in the previous section, however, we can understand this equivalence as follows. By Proposition 4.10, P is a projective generator of G η . Equation 11 may be used to show End(P) =R η , as in [MVdB98, Theorem 3.1.7].
The dual of G η
In this section, we study the Koszul dual of G η from an algebraic perspective. In the following section, we will relate it to the symplectic dual X ! .
Consider the algebra Proof. This is [BLPW12, Lemma 8.25]. The proof amounts to a rather intricate calculation showing that a certain 'Koszul complex' with underlying vector space
The key features of this Koszul duality for us are Corollaries 4.16 and 4.17.
Corollary 4.16 Let L α 1 , L α 2 be simple modules in G η . Then
We say thatη is linked to η if Fη = F η . Letη and η be linked, and let L α 1 , L α 2 be two simple modules. Recall that α 1 , α 2 also parametrize lagrangian subvarieties L α 1 , L α 2 ⊂ Xη, as in Section 3.2. The modules L α i are, in a suitable sense, quantizations of these lagrangians. In particular, we have the following.
Corollary 4. 17 We have an isomorphism of graded vector spaces
Here codim is the complex codimension of L α 1 ∩ L α 2 in L α 2 . The Yoneda product is given by a simple convolution rule, which we do not discuss here.
Proof. This follows from Corollary 4.17 and [BLPW10, Theorem 6.1], which shows that the weight spaces e α 1 (R ! ) −η e α 2 are given by the left-hand side of Equation 15.
Heuristically, this identification may be understood as follows. The modules L α i may be constructed by taking global sections of a sheaf of modules L α i over Q η supported along L α i . Locally along L α 1 , the sheaf Q η ressembles a sheaf of twisted differential operators, and the modules L α i ressemble regular holonomic modules over this sheaf. Such modules may be identified with constructible sheaves via the Riemann-Hilbert correspondence. In our particular case, this identifies the Ext groups (up to a shift) with
where Exts are taken in the constructible category of L α 1 .
We can write the shift by codimension more explicitly via the following.
Definition 4.18 Given chambers α, β ∈ B ζ , let d α,β be the length of the shortest path in B ζ from α to β. In other words, it is the minimal number of signs one can flip in {+, −} E to get from α to β without leaving B ζ .
Category O
A certain subcategory of G η called category O plays a key role in the original definition of symplectic duality, and will play a starring role in this paper.
For each ζ ∈ t, we have a decomposition U η = U + η ⊕ U 0 η ⊕ U − η into elements scaled positively, fixed or scaled negatively by ζ. For each such ζ, we have a left adjoint to the natural inclusion O ζ η → G η given by the ζtruncation functor π ζ : G η → O ζ η . This takes a module M to its quotient by the subspace generated by M[µ] for µ lying in a ζ-unbounded chamber. One can show that π ζ (P α ) is an indecomposable projective of O ζ η , nonzero exactly when α ∈ B ζ ∩ F η . With some more work, one obtains the following, proven in [BLPW12]:
Proposition 4.20 O ζ η is a highest weight category, with index set I given by
the simple, projective, standard and tilting modules in O ζ η indexed by α. We fix η ∈ g ∨ Z and ζ ∈ t Z , neither contained in a root hyperplane. One of the main features of symplectic duality for hypertorics is the following result, proven in [BLPW12, Corollary 4.20] using the results of [BLPW10] . Thus the quantizations of symplectically dual hypertorics X η and X ! −ζ are, in a suitable sense Koszul dual to each other.
As with G η , there is a quiver description of category O. Let e ζ = ∑ α/ ∈B ζ e α . We have the algebra R 
Twisting functors and Ringel duality
This section reinterprets the right-hand side of Equation 14 in terms of the quantization of X ! . The answer will be given in Proposition 4.24. We begin with some preliminaries.
Given two generic η 1 , η 2 ∈ g ∨ , [BLPW10, Proposition 6.1] defines a twisting functor
In terms of R ζ η -modules, this is given by the derived functor of
When η 2 = −η 1 , this functor is closely related to Ringel duality. In particular, it takes indecomposable projectives to indecomposable tilting modules [BLPW10, Theorem 6.10]. More explicitly, Lemma 3.7 gives bijections
associating to b ∈ B the bounded feasible chamber with ζ-maximal point H b . Let ν :
Setting η 1 = −η 2 , the image of a projective module under the twisting functor is then given by
We have the following formula for ν.
Now suppose α 1 ∈ F η and α 2 ∈ F −η . Then we have e α 2 R ζ e α 1 = e α 2 e −η R ζ e η e α 1 .
As in the proof of [BLPW10, Lemma 6.4], we have e −η R ζ e η e α 1 = η Φ −η (P α 1 ).
Combining with Equation 18
and keeping track of the natural gradings on either side, we obtain the following.
where the angle brackets denote a shift of the Z-grading.
We will eventually be concerned with the class of this tilting module in the Grothendieck group of category O, which can be understood in terms of classes of Verma modules as follows. 
Twisted quasimaps and enumerative invariants
We now turn from quantizations of hypertoric varieties to their enumerative geometry. The connection between these two seemingly unrelated topics will be established in Section 6.4, where we begin to show that the enumerative invariants attached to X η can be expressed in terms of the quantization of a much larger hypertoric variety.
We begin by recalling some general definitions and results from [CFKM14] . Let W be an affine variety with local complete intersection singularities, together with an action of a reductive group G, linearized by a G-equivariant line bundle L. Let W s ⊂ W be the semistable locus for this linearization, which we assume equals the stable locus, so that the GIT quotient is W L G = W s /G. Let [W/G] be the stack quotient.
Let C be a fixed curve with at worst nodal singularities. In fact, we will work exclusively 
Twisted quasimaps to hypertoric varieties
We will be interested in twisted quasimaps to hypertoric varieties. For clarity, we focus on the case where X η = X η (Γ) is cographical; this is a special case of Kim's construction in [K + 16], which in turn may be understood in terms of the construction outlined in the previous section. We leave the general case to the interested reader.
Let Γ be a graph with vertices V and edges E. We pick a distinguished 'framing vertex' v f ∈ V. (20) We write Q m (P 1 , X η , γ) for the moduli of stable twisted quasimaps of degree γ ∈ H 2 (X η , Z). This is a mild abuse of notation, as the moduli depends on the presentation of X η as a GIT quotient. It is a finite type Deligne-Mumford stack, proper over
Lemma 5.3 Let F ∈ Q m (C, X η , γ) and let C ∼ = P 1 . Then at most one arrow along each edge e ∈ E carries a non-zero morphism.
Proof. The compositions x e y e and y e x e both lie in H 0 (C, (M e x ⊗ M e y ) −1 ) = H 0 (C, ω C ), which vanishes.
We now give a more concrete description of this moduli space. Fix a degree γ ∈ g Z , and consider the vector space
It carries an action of (C × ) V = G. We think of O(n) = O(n · ∞) as the sheaf of functions on C of degree n at ∞. Thus there is a G-equivariant 'evaluation' map
taking (c, h e ⊕h e ) to (h e (c),h e (c)).
The character η ∈ g ∨ Z determines a G-equivariant structure on the line-bundle O H(γ) , and thus a linearization of the G-action. Proof. For any c, ev(c × −) is a G-equivariant map of vector spaces preserving linearizations, and thus maps the unstable locus into the unstable locus. This takes care of one direction. For the converse, suppose that ev(c × h) is unstable for all c. The unstable locus of T ∨ C E is a union of coordinate subspaces; by irreducibility of C × , ev(C × × h) must lie entirely in one of these. One can check directly that in such cases, h is unstable.
Moreover, the map ev descends to the natural map ev :
Proof. We must show that ρ identifies quasimap stability with GIT stability. This follows from Lemma 5.4, since a quasimap F is stable if and only if there exists c ∈ C × for which ev(c × F ) lies in the stable locus of T ∨ C E .
Obstruction theories
Twisted quasimaps to a quiver varieties carries a perfect obstruction theory. In our setting, consider the sheaf on P 1 × Q m (P 1 , X η , γ) given by
We have a projection π : P 1 × Q m (P 1 , X η , γ) → Q m (P 1 , X η , γ). Then the deformations and obstructions are given by def = Rπ 0 (P 1 , T) obs = Rπ 1 (P 1 , T).
Lemma 5.6 The obstruction theory is symmetric.
Proof. We must show def = obs ∨ . By Serre duality, we have H 1 (P 1 , T) = H 0 (P 1 , T ∨ ⊗ ω P 1 ) ∨ . We have
where we have used the condition M x ⊗ M y ∼ = ω −1 P 1 . The result follows.
Since the moduli space in our setting is smooth, its virtual degree equals its Euler characteristic up to a sign. We are thus led to the following definition.
Definition 5.7 DT γ = χ(Q m (P 1 , X η , γ)).
We will also be interested in the natural refinement
We form generating functions for these quantities:
and
The main result of this paper will give a surprising interpretation of these generating functions using symplectic duality. The next section establishes the groundwork for this result by introducing the 'hypertoric loop space'.
Remark 1 Unlike the Euler characteristic DT γ , the polynomials DT ref γ (κ) might in principle be quite sensitive to deformations of the target. We make no claim to their invariance under such deformations, but believe they are nonetheless an interesting object of study, by analogy with other refined invariants arising from string theory.
6 Quasimaps to hypertoric varieties and the loop hypertoric space
Heuristics and definition
In this subsection we describe our model for the (universal cover of) the loop space of a hypertoric variety, via finite dimensional approximations.
The basic idea is the following. The hypertoric variety X η was constructed as the symplectic reduction of T ∨ C E by the torus G; one might naively expect that the symplectic reduction of the loop space LT ∨ C E by the loop group LG = G((t)) would yield the loop
should define a covering space of the loopspace with fibers G((t))/G[[t]] ∼ = g Z . Since X η is simply connected, this (again naively) should be the universal cover of the loop space. We perform a variant of this construction where G[[t]] is replaced by its finite dimensional subgroup G, which is a natural choice from the perspective of quasimaps.
Since G[[t]]/G is pro-unipotent, this is for many purposes a fairly mild difference. In particular, both L X η and the space Maps(S 1 , X η ) of continuous maps from the circle in X η carry an action of S 1 by 'loop rotation', with isomorphic fixed-point loci given by infinitely many copies of X η indexed by the lattice H 2 (X, Z). It follows that the S 1 -equivariant cohomology of L X η and Maps(S 1 , X η ) are isomorphic, perhaps after inverting the generator u ∈ H 2 S 1 (pt). We now describe the construction in detail. Recall that we defined X starting from the sequence of tori G → D → T, where D = (C × ) E , together with the element η ∈ g ∨ Z . Let L C E := C E ⊗ C C[t, t −1 ]. It is an infinite dimensional vector space with a basis v e ⊗ t k , where e ∈ E, k ∈ Z. It is filtered by the subspaces L N C E , spanned by the basis elements with |k| ≤ N.
Now consider the cotangent space T
It carries a symplectic form Ω, given in terms of the symplectic form ω
In the coordinates x e,k , y e,k determined by our chosen basis, we have
The action of D on C E induces an action on L C E , preserving the filtration. Via the embedding G → D, we have a hamiltonian action of G on T ∨ L N C E with moment map with moment map
L N X η := µ −1 N (0) η G. We have natural closed embeddings L N X η → L N+1 X η , and we may define an indscheme by taking the limit along these embeddings.
The ind-scheme L X η is a symplectic reduction of an infinite dimensional vector space by a finite dimensional torus. Were the vector space also finite dimensional, it would be a hypertoric variety in the usual sense. We will view L X η as an ind-hypertoric variety.
Let L D be the torus of automorphisms of L C E sending each basis element to a multiple of itself. We have L D = (C × ) L D where L E := E × Z. L X η carries a Hamiltonian action of L D which factors through T := L D/G.
Morally, we may say that L X η is the hypertoric variety associated to 1. The set L E := E × Z.
2. The short exact sequence of tori
3. The character η.
It is the limit of genuine hypertoric varieties associated to
where L N D = (C × ) L N D .
The character η.
Given an object associated to sequence 26, there is often a natural 'N-truncation' associated to the sequence 27. For instance, α ∈ {+, −} L E defines α ∈ {+, −} L N E by restriction. We will speak of N-truncated items without further comment below; we hope that our meaning will be clear.
There is a natural embedding D → L D (and thus T → T ) given by the 'constant loops'. On the other hand, T contains the 'loop rotation' torus C × q , acting by (z n · x e,n , z −n · y e,−n ). We will for the most part ignore the infinite rank torus T , and focus on the subgroup
Lattice actions and fixed loci
We may identify d Z with the group of diagonal matrices in End(C E ) whose entries are powers of t. This defines a natural action of d Z on L C E , which in turn induces a symplectic action on T ∨ L C E and thus on L X η .
There is a natural embedding X η → L X η given by the 'constant loops'. The image is a connected component of the C × -fixed locus. In fact, the connected components of the C × -fixed locus are given by ∂γ-translates of X η , where γ ∈ g Z . Recall that the latter may be identified with H 2 (X, Z) via the Kirwan map.
More explicitly, given δ ∈ d Z , we can define δ · T ∨ C E as the symplectic subspace of T ∨ L C E given by the translation of the 'constant loops' T ∨ C E by δ:
Lemma 6.2 The fixed locus of the loop rotation action of C × is given by
The fixed points of the T × C × action are given by
We will be interested in the (lagrangian) attracting cells of these fixed points in L X η with respect to certain C × -actions. Namely, let δ ∈ Z E be a cocharacter of D and τ a positive integer, and consider the cocharacter (δ, τ) of D × C × . Roughly speaking, one may think of the attracting cell of ∂γ · p as parametrizing quasimaps from C to X η , with 'degree' γ and limit p at z = 0. We will eventually make this statement precise with Proposition 6.13.
We will restrict ourselves to (δ, τ) for which τ is much larger than |δ e | for all e ∈ E. We thus treat δ as a small perturbation of the loop rotation cocharacter. This will make the combinatorics more intuitive, without fundamentally changing the nature of the results.
Definition 6.4 Fix a pair (δ, τ) as above, and letζ := (δ, τ) be the corresponding cocharacter of C × q × T, and by abuse of notation, the induced cocharacter of C × q × T .
Combinatorial data
We can define as in Section 3.1 a quantized hyperplane arrangement L N A η associated to the sequence 27 and the character η. It controls the module categories attached to the quantization of L N X η .
We will also consider the arrangement L A η associated to the sequence 26. Since this is an arrangement in the infinite dimensional space, special care is needed. We will in fact use L A η mainly as a convenient bookkeeping device for the combinatorics of the finite dimensional arrangements L N A η as N → ∞, and our results will always fundamentally concern finite arrangements and limits thereof. A better general framework in which to understand the sequence 26 is perhaps that of non-finitary matroids [BDK + 13].
Our first task is to describe the set L B of bases of L A η , by which we mean subsets of L E whose N-truncations are bases of L N A η for all sufficiently large N. We expect from Lemma 6.3 that they will be indexed by the bases of the finite arrangment and the elements of g Z .
Recall that each base b ∈ B is a subset of E. Letb :
Lemma 6.5 L B = {∂γ ·b for b ∈ B and γ ∈ g Z }.
Here we have used the action of the lattice d Z on L E by translation: δ · e × n = e × (n + δ e ).
Proof. A subset s ⊂ L E is a base if and only if its complement s c := L E \ s is a base for the dual sequence. By definition, s c is a base if the canonical map Z s c → g ∨ is an isomorphism. We must then have
where a ∈ B ! is a base of the dual (finite) arrangement. Let b = a c ∈ B and set γ := φ b (n). Then ∂γ ·b = s. The converse is direct.
Next we identify the bounded feasible chambers of L A η .
Definition 6.6 We say β ∈ {+, −} L E isζ-bounded if its truncations β ∈ {+, −} L N E areζ-bounded for all N. We say it is η-feasible if it is feasible for all sufficiently large N.
Write L Bζ for the set of bounded chambers, and L Pζ η for the set of bounded feasible chambers.
Recall that α ∈ {+, −} E indexes a chamber of A. We define the following elements of {+, −} L E .
We have an action of d Z on {+, −} L E by translation. Namely, δ · β(e × n) := β(e × n + δ e ). Given δ ∈ d Z , we have the translates
where L >δ E ⊂ L E is the subset e∈E e × (δ e , ∞) and likewise L <δ E := e∈E e × (−∞, δ e ).
Lemma 6.7 The set of bounded feasible chambers is given by 
To these chambers we can associate lagrangians L(∂γ · α 0 ), L(∂γ · α ∞ ) ⊂ L X η , via Equation 7. Note that we have changed our notation slightly so that the indexing chamber is no longer a subscript, to avoid cramped expressions. In the next section, we describe these lagrangians in more elementary terms and relate them to quasimaps.
We can likewise define the truncated Lagrangians
Their intersections stabilize in the following sense.
Lemma 6.9 Let N >> 0. Then
where the left-hand side is viewed as a subvariety of L X via the natural embedding.
Proof. This is direct from the definitions.
Presenting the moduli of stable quasimaps as an intersection of lagrangians
In this section we relate our lagrangians to moduli of quasimaps. For the benefit of readers less familiar with the hyperplane arrangements considered above, we phrase these results in terms of explicit coordinates, before returning to our more hands-off approach in the following section.
Definition 6.10 Let d be an integer. We define Lagrangian subspaces of L T ∨ C by Q 0 (d) := {x e,k = 0 for k < −d and y e,k = 0 for k ≤ d} Q ∞ (d) := {x e,k = 0 for k ≥ d and y e,k = 0 for k > −d}
We have
Definition 6.11 Given δ ∈ d Z , we define a Lagrangian Q 0 (δ) in L T ∨ C E by taking the product of factors Q 0 (δ e ) as above over all edges e ∈ E. We can similarly define Q ∞ (δ).
Let α + = {+} E and α − = {−} E . Then by construction we have Lemma 6.12
We now fix a twist m ∈ M, as in Definition 5.1. Given γ ∈ g Z , we have ∂γ + m ∈ d Z .
Proposition 6. 13 We have
Proof. The claim follows from Equation 31 and Lemma 6.12, together with Lemma 5.5 which presents the quasimap moduli space as the corresponding GIT quotient.
Corollary 6.14 For generic η, Q m (P 1 , X η , γ) is a smooth variety.
Proof. By construction, the intersection on the right-hand of Equation 32 is a GIT quotient of the vector space W := Q 0 (m) ∩ Q ∞ (γ) by the torus G. If the stable and semistable loci coincide, the result is a toric orbifold. The orbifold structure corresponds to the existence of non-trivial (finite) stabilizers of stable orbits of G. By assumption, the embedding G → D defining our hypertoric variety X is unimodular. It follows that the same is true for the action of G on W. It follows that the GIT quotient is a smooth variety, as claimed.
From loop space lagrangians to loop space modules
From now on, we fix our twist m to be the basepoint m 0 ∈ M corresponding to 0 ∈ d Z . This will ensures that the modules L N (α 0 + ) and L N (∂γ · α ∞ − ) belong to category O for opposite choices of cocharacter. It is the choice for which our results have the cleanest form. The generalization to other twists, however, does not pose any essential difficulties.
We thus take as our starting point the two lagrangians on the right-hand side of Equation 32, with m = m 0 . We can 'quantize' these lagrangians as follows. Let L N G η be the category of Gelfand-Tsetlin modules associated to the arrangement L N A η . Definition 6.15 Let L(α 0 + ) (resp. L(∂γ · α ∞ − )) be the simple objects of L N G η associated to the chambers α 0 + (resp. ∂γ · α ∞ − ) described in Equation 29.
By Lemma 6.7, these modules lie in category L N Oζ η (resp. L N O −ζ η ) for each N.
Lemma 6.16 The following Ext groups stabilize as N → ∞:
Note that the shift of grading by the codimension diverges as N → ∞.
Proof. This follows from Proposition 4.17, combined with Lemma 6.9.
The periodic hypertoric space
We now turn to the symplectic dual to the loop space. We will apply the same combinatorial procedure that we would use for a finite type hypertoric variety to produce a candidate for the dual. It would be interesting to compare this with the more canonical approach of [BFN] , via convolution algebras.
To this end, we consider the Gale dual of the sequence 26. Thus we consider the data of 1. The set L E.
The short exact sequence of tori
3. The character −ζ of T ∨ .
We also consider the 'truncated' data, namely:
1. The set L N E.
3. The restriction of the character −ζ.
We write P N A ! −ζ for the associated hyperplane arrangement. If we let N → ∞, we obtain a limiting hyperplane arrangement P A ! −ζ . It is a hyperplane arrangement on g R , given by all τZ-translates of the hyperplanes of A ! −ζ . It is preserved by the action of g Z by translations.
We can define by the usual prescription the associated hypertoric variety P N X ! −ζ . There is an open embedding P N X ! −ζ → P N+1 X ! −ζ 'dual' to the closed embedding L N X → L N+1 X. Thus we can take the limit of schemes
Morally, this is the hypertoric variety associated to the sequence 33. When X ∼ = T ∨ P 1 ∼ = X ! , P X ! is a symplectic surface containing an infinite chain of rational curves, whose hyperkähler geometry has been studied in [AKL89] . The geometry in more general cases has been further explored in [Hat11, Got92, DS17, Dan19] . We learned of the space P X ! −ζ many years ago from an unpublished note of Hausel and Proudfoot.
P X ! −ζ carries an action of g Z , which is free on an analytic open subset, which is also a homotopy retract. The quotient of this retract by g Z is called the hypertoric Dolbeault space in [MW18] , and P X ! −ζ plays the role of universal cover of the Dolbeault space. It is shown in [DMS19] that when the hypertoric variety X ! arises from a graph Γ, the quotient is closely related to the compactified Jacobian of a certain reducible nodal curve with dual graph Γ. In particular, they have the same cohomology. This lemma tells us that the irreducible lagrangian components of the core of P X ! are given by g Z -translates of the −η-bounded components of X ! .
Enumerative invariants as traces
Lemma 7.3 For N >> 0, we have an isomorphism
Proof. This is a consequence of Lemma 6.16, which identifies the right-hand side with an Ext group in G η , together with Corollary 4.16, which identifies this Ext group with the left-hand side via Koszul duality.
The left-hand side of Equation 35 equals a certain weight space in an indecomposable tilting module. Namely, we have bijections
between vertices and bounded feasible chambers for ±ζ, as in Diagram 17. The composition of these bijections from left to write defines a bijection ν of chambers. By Proposition 4.24 we have a graded isomorphism
Comparing the grading shifts in Equations 36 and 35, we find a graded isomorphism for
. Although both terms in this degree shift diverge as N → ∞, their difference stabilizes to the manifestly finite expression
We can thus derive the following expression for the generating function defined in Equation 25.
Loosely speaking, the right hand side is a graded trace of an indecomposable tilting module over P X ! −ζ .
The chamber ν(α 0 + ) which appears in this expression can be described explicitly. Let b = µ −1 (α + ). Then
Verma filtrations and explicit formulae
Theorem 7.4 has the benefit of being stated in fairly general terms -one can imagine a similar statement holding for non-hypertoric symplectic resolutions. Moreover, its proof does not require us to know either side explicitly.
Nevertheless, we can deduce from Theorem 7.4 a more explicit formula for the left-hand side, using the filtration of T ! ν(α + ) ∞ from Proposition 4.25. This requires us to plunge back into the combinatorics of our hyperplane arrangements. The end result can also be obtained by a direct analysis of the quasimap spaces, but we find the treatment via symplectic duality both instructive and suggestive of possible generalizations.
In order to apply the proposition, our first task is to understand for which c ∈ PB ! does PB −η c contain the chamber α 0 + . Recall that PB ! = {∂γ ·b} for b ∈ B ! , γ ∈ g Z . It will be helpful to parametrize γ using the isomorphism φ b : Z b → g Z . for all e ∈b. We have µ 0 (b) = µ(b) 0 and µ(b) 0 (e) = µ(b)(e) for e ∈ b. The condition thus becomes µ(b)(e) = φ b (−s) · α 0 (e) for all e ∈ b. One can then check directly that this holds only for s as described.
Combining the above with Proposition 4.25, we conclude the following. To obtain the contribution to the refined generating function Υ ref (z, τ), we must take into account the Z-grading on the subquotient.
Given δ ∈ d Z , let |δ| := ∑ e∈E |δ e |. Given b ∈ B ! , define b ∈ d Z by e b = 1 for µ(b)(e) = + and e b = 0 for µ(b)(e) = −. Lemma 7.10 The weight space
is supported in cohomological degree
Adding the contributions of each base b ∈ B ! , we finally obtain Theorem 7.11
Example 1 We consider one of the simplest non-trivial examples, for which X ∼ = T ∨ P 2 and X ! is a resolution of the singularity xy = z 3 . Both X and X ! are cographical, and in this case Gale duality is an instance of planar graph duality.
Thus, let Γ be the graph with two vertices v 1 , v 2 and three edges e 1 , e 2 , e 3 from v 1 to v 2 . We pick the basis (1, −1) of C 0 (Γ, Z)/Z(1, 1) and (0, 1, 0), (0, 0, 1) of H 1 (Γ, Z). The associated sequence of tori is thereby identified with
We pick the character η = 1 of G and the cocharacter ζ = (−1, 1) of T. Then X(Γ) η ∼ = T ∨ P 2 .
The dual graph Γ ! is given by the cycle
We have X(Γ ! ) −ζ ∼ = C 2 /Z 3 . The bases b ∈ B ! are given by single edges b i = e i , i = 1, 2, 3. We have 
Example 2 Consider the linear quiver Q with vertices v 1 , ..., v N and arrows v i → v i+1 . Representations of this quiver in the category of coherent sheaves on a curve C, which assign a locally free sheaf V i of rank r i to each vertex and maps of sheaves V i → V i+1 for each edge, are an interesting object of study in enumerative geometry.
Let Q ab be the abelianization of Q. Thus, fix a tuple of integers r 1 , ..., r N , and define the abelianized quiver Q ab to have vertices v j i , j = 1, ..., r i and edges v j i → v j i+1 for all j, j . We describe the twisted quasimap invariants of the variety X(Q ab ).
Fix a sufficiently generic cocharacter ζ ∈ H 1 (Γ, Z). By Lemma 3.16, the set B is given by all spanning trees of Q ab . Given b ∈ B, its contribution to the sum in Theorem 7.11 is determined by φ b (also described in Lemma 3.16) and the monoids S b α + and S b α − .
In turn, these can be written down directly from Definition 7.6 once we know µ(b) and α + , α − . As usual, we have α + = {+} E . On the other hand, α − depends on the choice of ζ; by making a suitable choice, we may ensure that α − (e) = + for e : v j i → v j i+1 if and only if j = r i . Finally, we describe µ(b). Recall that the complement b c of b is a spanning tree. Let e ∈ b; then H 1 (e ∪ b c , Z) ∼ = Z. Choose a generator L b e which crosses e in the positive direction, which we view as a loop in Γ. Then µ(b) is given by {+} b c × {sign ζ(L b e )} e∈b . Combined with Theorem 7.11, this describes Υ ref (z, τ) for X(Q ab ). Since the number of spanning trees is quite large even for small numbers of vertices, we do not write the sum out in full.
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