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Abstract
Precise 3D measurements of rigid surfaces are desired in many fields of application like quality control or surgery.
Often, views from all around the object have to be acquired for a full 3D description of the object surface. We
present a sensor principle called “Flying Triangulation” which avoids an elaborate “stop-and-go” procedure. It
combines a low-cost classical light-section sensor with an algorithmic pipeline. A hand-guided sensor captures
a continuous movie of 3D views while being moved around the object. The views are automatically aligned
and the acquired 3D model is displayed in real time. In contrast to most existing sensors no bandwidth is
wasted for spatial or temporal encoding of the projected lines. Nor is an expensive color camera necessary for
3D acquisition. The achievable measurement uncertainty and lateral resolution of the generated 3D data is
merely limited by physics. An alternating projection of vertical and horizontal lines guarantees the existence of
corresponding points in successive 3D views. This enables a precise registration without surface interpolation.
For registration, a variant of the iterative closest point algorithm – adapted to the specific nature of our 3D
views – is introduced. Furthermore, data reduction and smoothing without losing lateral resolution as well as
the acquisition and mapping of a color texture is presented. The precision and applicability of the sensor is
demonstrated by simulation and measurement results.
Keywords 3D metrology · optical sensor · physical limits · hand guided · low cost · real time · registration ·
iterative closest point · line indexing · texture mapping
1 Introduction
Optical sensors allow a fast, contact-free 3D acquisition
of surfaces and become more and more the number-
one choice for 3D metrology: Industry applies optical
sensors for rapid prototyping and quality control. In
the medical field 3D measurements provide crucial pre-,
intra-, and post-operative information for the surgeon.
Intra-oral sensors enable a comfortable way of manu-
facturing tooth crowns. In the field of cultural heritage
optical 3D sensors are a helpful tool for restoration,
documentation, and duplication of sculptures.
Most of these applications require 3D views from
many different directions to cover the relevant surface
of the rigid object under test. This leads to an elabo-
rate and time consuming repositioning of the sensor or
the object (see Figure 1). Furthermore, the acquired
3D views have to be aligned to each other to yield a
complete 3D model. This alingment can be done by ex-
ternal tracking systems or by registration algorithms.
In the first case, the movement of the sensor is com-
monly restricted by the tracking system. In the second
case, enough overlap and common information between
the separate 3D views must be guaranteed.
We present a sensor principle which avoids a “stop-
and-go” measurement procedure. Instead, a simple
multi-line light-section sensor acquires a continuous se-
ries of 3D views while being hand guided around the
object. Overlap between consecutive views is guaran-
teed. No tracking is necessary for an automatic align-
ment of the views. A key characteristic of the proposed
sensor compared to other hand-guided systems is that
no bandwidth is wasted for spatial or temporal encod-
ing methods. The width of each projected line is as
narrow as possible and as wide as necessary to allow a
precise subpixel localization. This leads to both high
depth and high lateral resolution of each calculated 3D
point. But in return 3D points are only acquired along
few separate lines. To our knowledge, most other hand-
guided sensor systems abandon measurement accuracy
in order to obtain more dense 3D views and hereby al-
low the application of well-established surface or dense-
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point-cloud registration methods for the alignment of
the views.
object
sensor positions
overlap
Fig. 1: An all-around measurement requires an acquisition
of views from many different directions
In our case, a robust and precise real-time registra-
tion of the acquired series of sparse 3D views is enabled
by an alternating projection of orthogonal line patterns
and by applying a specifically developed algorithmic
pipeline. There is no need for surface interpolation
across the acquired line profiles. Furthermore, an on-
time visualization of the current measurement result
provides the operator with information about not yet
acquired object areas.
The physical setup and optimization of the under-
lying light-section sensor and the basic measurement
principle are described in Ettl et al (2012) and sum-
marized in Section 3.1. The main focus of the present
paper is a description of the algorithmic architecture,
which is the most crucial part of the suggested sensor
principle. This comprises 3D data generation, line in-
dexing, registration, visualization, data reduction, and
texture mapping. Eventually, the sensor performance
is evaluated by simulations and measurements.
2 Related Work
This section gives an overview of other hand-guided
sensor systems and registration algorithms. The key
characteristics are described and compared. Further-
more, the weaknesses that are overcome by the ap-
proaches in this paper are identified.
2.1 Hand-guided Sensors
The focus in this section lies on sensors and tech-
niques that enable all-around measurements of static
objects. Methods for the acquisiton or reconstruction
of dynamic scenes aim for different kinds of applica-
tions and thus are not discussed (Koninckx et al, 2003;
Kawasaki et al, 2008).
The “Artec 3D Scanner” is a hand-guided sensor
without need for external tracking (Suhovey, 2010). It
is based on light sectioning and uses a spatially encoded
line pattern to increase the number of distinguishable
lines. A continuous stream of 15 views per second is
acquired. Due to the relatively high data density stan-
dard full-field registration methods can be applied to
automatically align the captured views in real time.
Colored texture can be captured and mapped onto the
data. Since the lines are spatially encoded both the lat-
eral and longitudinal resolution are reduced and small
details are not resolved.
Rusinkiewicz also describes a hand-guided sensor
system based on light sectioning with an encoded line
pattern (2002). In this case the pattern is temporally
encoded and projected onto the object by DLP tech-
nology. From each single camera image 3D data is cal-
culated, but four consecutive images are necessary in
order to find the correct line indices. This leads to
a restriction of both sensor movement and object to-
pography: The sensor has to be moved slowly and the
object must not comprise high steps. A variant of the
iterative closest point algorithm is applied to align the
views in real time.
A further hand-guided sensor based on light section-
ing is described by Matabosch et al (2007; 2008). A
continuous stream of 15 views per second is acquired
and registered in real time. Each view contains 3D
data along 19 separate lines. The correct indexing of
the uncoded lines requires the visibility of all lines in at
least one row of the camera image. This considerably
restricts both the object surface and the movement of
the sensor. Furthermore, the accuracy of the applied
registration is limited due to the need for surface inter-
polation between the acquired lines.
The “kolibri CORDLESS” is a hand-held sensor
system based on fringe projection (Ku¨hmstedt et al,
2007). For a more robust and error-tolerant phase eval-
uation a stereo approach is applied. Since a series of
camera images is necessary to calculate 3D data both
sensor and object are not allowed to move during the
acquisition of one 3D view. This makes the system mo-
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tion sensitive, but in return each view provides full-field
3D data. Instead of a continuous stream, views from
distinct positions and directions are acquired. Due to
the employment of a fast projection unit with at least
60 fps, the sensor can be hand held while acquiring one
single view. To enable an automatic registration the
operator has to ensure sufficient overlap between the
acquired views.
As described above, we aim for a sensor that ren-
ders none of these drawbacks: no waste of bandwidth
by line encoding – and thus no sacrifice of lateral res-
olution, no restriction of sensor movement for correct
line indexing, no “stop-and-go” procedure, and no sur-
face interpolation to enable registration.
2.2 Registration
The alignment of two 3D views is commonly split into
two steps. First, a coarse registration finds an initial
transformation between the views. Then, a fine regis-
tration improves the result by an iterative procedure. A
general overview over common registration techniques
is given by Seeger and Laboureux (2000) and Salvi et al
(2007).
Most coarse registration techniques are based on the
detection of common features in the overlapping region
of the views. Therefore, 3D neighborhood information
is necessary. Scho¨n and Ha¨usler (2006) search for so-
called salient points in both views and map them onto
each other. A method especially developed for tech-
nical surfaces with planar parts is presented by Maier
and Ha¨usler (2006). Johnson and Hebert (1997) and
Kaminski et al (2007) present approaches suitable for
free-form surfaces. For Faugeras and Hebert (1986)
and Stein and Medioni (1992) lines, surface parts or
objects serve as features and are used for an initial
mapping. Gelfand calculates descriptor values based
on local geometry to identify common features in par-
tially overlapping views (2005).
For the fine registration of two point clouds most
often methods based on the iterative closest point al-
gorithm (ICP) are used. The ICP was first introduced
by Besl and Chen (1992; 1992). Further improvements
were given by Zhang (1994). A comprehensive overview
is given by Rusinkiewicz and Levoy (2001). The key
idea of the ICP algorithm is to find corresponding
points in two overlapping views. In each iteration the
points closest to each other are assumed to correspond
and the best mapping transformation in terms of least
squares is calculated. The accuracy of the registration
result mainly depends on the precision and local curva-
ture of the acquired 3D data (Laboureux and Ha¨usler,
2001).
In our case, none of these methods can be applied
directly, since we only acquire 3D information along
few separated line profiles. For this reason a variant of
the ICP specifically adapted to the nature of our sparse
3D views is presented in Section 5.
3 Flying Triangulation
In this section, the measurement principle, the sensor
setup, and the physical optimization of Flying Trian-
gulation is described.
3.1 Measurement Principle
The basic principle is depicted in Figure 2 (a). Two
line patterns, which are oriented perpendicular to each
other, are alternately projected onto the surface and
observed by a camera with at least 30 frames per sec-
ond. From each camera image a sparse 3D view consist-
ing of line profiles is generated. The views are aligned
in real time and the visualization of the current result
serves as feedback to the operator.
3.2 Sensor Setup
The single-shot sensor is based on the well-known light
sectioning illustrated in Figure 2 (b): Lines are pro-
jected onto the surface of the object and observed
by a camera under a triangulation angle θ. From
the displacement ∆u of the lines in the camera im-
age the depth ∆z is calculated. This calculation is
done by using the calibration technique described in
Section 4.2. No spatially or temporally encoded pat-
tern is employed. As a result, each acquired 3D point
provides high precision and high lateral resolution, as
shown below.
Since there is a considerable spacing between the
line profiles, no dense surface information is obtained
in one single 3D view. Therefore, a trick is applied,
which makes an accurate registration of subsequent
sparse views possible: Instead of one single projection
unit, two projection units are integrated in the setup
(see Figure 3). One projects a vertical and the other
a horizontal line pattern. A detailed description of the
registration algorithm, specifically developed for this
purpose, is discussed in Section 5.
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Fig. 2: (a) Flying Triangulation principle. A multi-line single-shot sensor generates a series of sparse 3D views. The views
are aligned to each other in real time to yield a complete and dense 3D surface model with high lateral resolution. (b) The
single-shot sensor is based on triangulation. A line pattern is projected onto the object and observed by a camera under a
triangulation angle θ. From the displacement ∆u of the line in the camera image the depth ∆z can be calculated
Fig. 3: (a) Basic hardware setup. Two illumination units (V and H) alternately project vertical and horizontal lines into
the measurement volume. One observation camera (OC) acquires a continuous series of images for the 3D data generation.
A texture camera (TC) captures colored texture images. (b) Sketch of the triggering signals for the illumination units and
cameras
3.3 Physical Optimization
In order to achieve the highest possible precision the
setup of the sensor is physically optimized. The key
aspects and parameters that have to be taken into ac-
count are summarized. A more detailed discussion is
given in (Ettl et al, 2012).
According to Dorsch et al (1994) the fundamental
cause of measurement uncertainty for a light-section
sensor is speckle noise:
δz =
C
2pi
λ
sinuobs sin θ
, (1)
where C is the speckle contrast, λ the wave length,
sinuobs the observation aperture, and θ the triangu-
lation angle. Unfortunately, most of the parameters
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cannot be chosen independently. Thus, trade-offs have
to be made to minimize the measurement uncertainty
within the entire desired measurement volume.
A high observation aperture sinuobs reduces the
speckle noise, but also decreases the depth of focus and
thereby leads to a higher out of focus measurement un-
certainty.
Since the sensor should be able to measure deep gaps
without being restricted by shadowing effects, the tri-
angulation angle is limited. Experiments have shown
that for most applications a triangulation angle of
about 7◦ is a good compromise.
For a motion-robust acquisition the exposure time
texp for a single 3D view should be below 30ms. Thus,
light source and apertures have to be chosen to pro-
vide sufficient light. Again, one has to bear in mind
that larger apertures reduce the depth of focus.
The remaining option to minimize speckle noise is
the reduction of the speckle contrast C. For this pur-
pose, the following strategies are applied. First, no
lasers are employed. Instead, white-light LEDs and
lithographic patterns are used for the projection of the
lines. The low temporal coherence of the white light
helps to reduce the temporal speckle contrast in the
presence of volume scattering. This way, the signal-to-
noise ratio can be improved by almost a factor of 10
compared to laser illumination. If necessary, system-
atic height errors due to strong volume scattering can
be reduced by spraying the surface with titanium diox-
ide. The thickness of the sprayed layer is about 20µm.
Since its surface roughness is still larger than the co-
herence length of the white-light source, the speckle
contrast is still low. Furthermore, for a reduction of
the spatial coherence the setup comprises an illumi-
nation aperture larger than the observation aperture
(Ha¨usler, 2003). Again, the choice is limited by the
desired depth of focus.
Considering all these aspects, we implemented a
sensor for objects like faces or sculptures with a mea-
surement uncertainty of less than 120µm inside a mea-
surement volume of about 150mm × 200mm × 100mm.
Figure 4 displays the sensor and the achieved measure-
ment uncertainty along the depth of the measurement
volume.
For the measurement of (sprayed) teeth we imple-
mented an intra-oral sensor with a measurement un-
certainty of less than 30µm within a measurement
volume of 20mm × 15mm × 15mm.
It should be noted that besides a small measure-
ment uncertainty in the z-direction, the ability to lat-
erally resolve small shape details in 3D space is an im-
portant feature of 3D sensors. This will briefly be dis-
cussed:
Perpendicular to the lines, only lateral details big-
ger than the width w0 of the projected lines on the ob-
ject surface can be reliably measured and resolved. For
example: to measure two grooves oriented in the line
direction, these grooves must have a distance (pitch)
not smaller than 2w0 (we assume properly band lim-
ited grooves). So, for the lateral resolution in a direc-
tion perpendicular to the lines, the width w0 should be
as small as possible.
However, the pixelated camera image of the pro-
jected line, with a width w′0, must allow a precise sub-
pixel localization of the line signal. This is guaranteed
if the camera imaging satisfies the sampling theorem.
A proven and tested approach is that the full-width-
half-maximum dimension of the line signal at the cam-
era chip covers at least 3 pixels. This corresponds to a
minimum total line width w′0 ≈ 4p, where p is the pixel
pitch. This optimal line width will allow for the best
possible resolution.
In practice, due to the limited depth of focus, the
line width at the object varies along the z-axis. For the
face sensor, the line width ranges from about 800µm
to 1200µm and, for the intra-oral sensor, it varies from
about 80µm to 180µm. This corresponds to a line
width w′0 at the camera chip of 4p-6p, respectively 4p-
9p.
These considerations are valid both for the horizon-
tal and vertical lines.
We still have to estimate the lateral resolution along
the line direction. Principally, this is not much differ-
ent. A properly designed camera should satisfy the
sampling theorem in any direction. So the camera im-
age of the projected lines (and, hence, the details of the
3D object structure) is smoothed along the line direc-
tion in the same way as across the line direction.
It remains to be mentioned: If the line width at
the camera chip is bigger than the minimal allowed
line width 4p, the lateral resolution along the line di-
rection is different from the resolution across the line
direction: The latter is given by the line width itself
(as explained above), while the resolution along the
line direction is given by the point spread function of
the camera lens. So it may happen that the resolution
for grooves perpendicular to the line direction is better
than the resolution across the line direction.
To conclude: For the best possible lateral resolu-
5
Fig. 4: (a) Picture of the sensor during a measurement. (b) Measurement uncertainty in µm depending on depth in mm
within the measurement volume
tion, the width of each projected line should be as small
as possible. At the same time, the width of the line
signals at the camera chip must not be smaller than al-
lowed by the sampling theorem, in order to achieve the
minimal measurement uncertainty in the z-direction.
Table 1 summarizes the most important specifica-
tions of the face sensor stemming from physical opti-
mization. More details about the intra-oral sensor can
be found in Ettl et al (2012).
Table 1: Physical specifications of the face sensor.
Light source White-light LED
Measurement volume 150×200×100mm3
Triangulation angle 7◦
Vertical Lines 12
Horizontal Lines 9
Measurement uncertainty < 120µm
Pixel resolution ≈ 200µm
Line width 800µm-1200µm
4 3D Data Generation
In this section the calibration and the challenges of
calculating correct and precise 3D data from each in-
dividual camera image are described.
4.1 Line Localization
As mentioned in Section 3.2, for light sectioning 3D
data is calculated from the positions of the lines in the
camera images. Thus, the measurement uncertainty
mainly depends on the localization of these lines. Since
the observed images are pixelated, an interpolation has
to be used to calculate subpixel-precise localizations.
We apply the well-known three point Gaussian inter-
polation. This is a reasonable choice given the inten-
sity profile of a line being similar to a Gaussian curve.
Figure 5 illustrates the interpolation and localization
process. Additionally, in order to reduce the influence
of noise, the intensity profiles of the lines are smoothed
by a narrow Gaussian filter before the calculation. The
localization is performed for each row (in case of ver-
tical lines) or each column (in case of horizontal lines)
of the camera image. With the proposed method and
real noise a statistical localization uncertainty of about
one seventh of a pixel has been achieved which cor-
responds to the achieved measurement uncertainty of
δz ≈ 120µm (face sensor) and δz ≈ 30µm (intra-oral
sensor).
px
I
maximum position
chosen points
for interpolation
Fig. 5: A Gaussian bell curve is fitted to the intensity
profile in order to localize the line with subpixel precision
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4.2 Calibration
The calibration of the sensor system enables the cal-
culation of 3D data from the line position obtained
by the localization process described above. Most es-
tablished calibration methods for camera-projector sys-
tems perform a model-based intrinsic calibration of the
camera but lack a corresponding intrinsic calibration of
the projector. The distortion of the projected pattern
caused by the imaging system of the projector is ne-
glected. For the light-sectioning sensor proposed in
this paper a model-free calibration is applied which
incorporates the intrinsics of the imaging systems of
camera and projector. The methhod can be split into
two parts: a z-calibration for the calculation of depth
values and an xy-calibration to obtain the right met-
ric along the x- and y-axis. The z-calibration has to
be calculated for both the vertical and horizontal line
projection.
4.3 z-Calibration
The z-calibration procedure is explained for the verti-
cal line pattern only, since the horizontal calculation is
basically the same.
Goal of the proposed z-calibration is the determi-
nation of polynomial transformations Znv with
z = Znv (u) = a
n
v + b
n
vu+ c
n
vu
2 + dnvu
3, (2)
where z is the desired depth value, n is the line number,
v the row of the camera image and u is the subpixel-
precise position of the line signal in the camera image
(see Section 4.1). For every line n and every row v the
set of polynomial coefficients (a,b,c, and d) is deter-
mined. This is necessary in order to eliminate errors
due to optical distortion. For the calculation of the
transformation Znv the line pattern is projected onto
a sprayed planar mirror that stands perpendicular to
the z-axis. At several known z-positions within the en-
tire measurement volume a camera image is acquired.
Figure 6 (a) illustrates this procedure. Since the val-
ues for z, n, u and v are known or can be determined,
an overdetermined linear system of equations for each
transformation Znu can be set up and solved by means
of least squares. Finally, Equation 2 can be used to
calculate the depth values for arbitrary lines within the
measurement volume.
4.4 xy-Calibration
The lateral calibration allows the calculation of the
lateral coordinates of the acquired 3D points. In the
proposed approach the coefficients of the following two
polynomial transformations are determined:
x = X(u, v, z) = a0 + · · ·+ a17u3 + a18v3 + a19z3, (3)
y = Y (u, v, z) = b0 + · · ·+ b17u3 + b18v3 + b19z3, (4)
where (x, y) is the desired lateral position in the 3D
space and (u, v) the subpixel-precise position of the line
in the camera image. For this purpose, camera images
of a planar surface with bright dots are acquired at the
same z-positions which were used for the z-calibration.
Figure 6 (b) demonstrates this approach. Since the po-
sitions of the dots are known in 3D space and can be
localized in the camera images with high precision, one
can again set up an over-determined linear system of
equations to calculate the desired coefficients by means
of least squares.
4.5 Inverse Lateral Calibration
Additionally, the color camera for the acquisition of
texture information has to be calibrated. The pro-
cedure is basically the same as the described xy-
calibration, only this time the inverse transformations
have to be determined:
u = U(x, y, z) = a0 + · · ·+ a17x3 + a18y3 + a19z3, (5)
v = V (x, y, z) = b0 + · · ·+ b17x3 + b18y3 + b19z3, (6)
where (x, y, z) is the position of a point in 3D space
and (u, v) the desired projection of the 3D point onto
the pixel plane of the color camera. More details about
the texture acquisition are given in Section 6.2.
4.6 Line Indexing
During a measurement process the calibration data is
used to calculate a 3D view from each camera image.
It is important that every single part of a line has to be
labeled with the right line index n to yield correct 3D
data. The more lines are projected, the more difficult
this will become (see Figure 7).
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Fig. 6: (a) z-Calibration: A sprayed planar mirror is moved along the entire measurement depth. At known z-positions
between zstart and zend camera images with the projected line patterns are acquired. (b) xy-Calibration: A plane with a
spot pattern is moved along the entire measurement depth. At known z-position between zstart and zend camera images of
the spot pattern are acquired
Fig. 7: Indexing: (a) Every line or part of a line has to
be labeled with the right number to generate correct 3D
data. (b) This becomes more difficult, the more lines are
projected
As we have already emphasized, no spatial or tem-
poral encoding methods are used, since we do not want
to decrease the qualitiy of the acquired 3D points by
wasting bandwidth. Instead the basic idea for the in-
dexing process is as follows: The sensor setup and the
number of lines are chosen in a way that for objects
inside the measurement volume every line is observed
in a unique area on the camera image. That way, find-
ing the right index for a line gets trivial. This works
only as long as the line is observed within the measure-
ment volume, otherwise lines can leave their unique
area. Figure 8 illustrates this indexing approach.
projector camera
areas of uniqueness
1 2 3
camera image
measurement
    volume 1 2 3
Fig. 8: Inside the measurement volume every line is ob-
served in a unique area on the camera image
Since it is hardly possible to guarantee that the ob-
ject under test stays inside the measurement volume –
especially during a hand-guided measurement – a fur-
ther method is performed to detect and discard out-
liers. Due to the restricted depth of focus of the il-
lumination and observation, the width of an observed
line signal depends on its z-position. Specifically, out-
side the arranged measurement volume, the lines be-
come considerably wider. A robust estimation for the
line width can be easily obtained using the Gaussian
interpolation described in Section 4.1. Unfortunately,
the broadening effect is happening continuously which
makes it hard to identify outliers by their absolute line
width. Thus, a trick is applied. In the z-calibration
not only transformations for the depth values but also
transformations for the width of the lines are stored.
During a measurement, the observed width of a line is
normalized using the corresponding calibrated value.
If a line is labeled with a wrong index, a false normal-
ization factor is used and the normalized width differs
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more distinctly from the width of a correctly indexed
line. As depicted in Figure 9, outliers become even
more distinguishable, if the illumination and observa-
tion are focused in front of the measurement volume.
This way, a discrete step in the normalized width ap-
pears when a line is observed outside the measurement
volume. Of course such an asymmetric focusing re-
duces the signal-to-noise ratio and leads to a slightly
higher measurement uncertainty at the deeper part of
the measurement volume.
in front of MV inside MV behind MV
line width varies
with depth
normalization
factor
normalized
line width>1=1<1
Fig. 9: The width of an observed line in a camera image
depends on the depth of the measured object part. The
normalized width remains constant as long as the line is
observed inside the measurement volume (MV). If a line is
observed behind or in front of the MV, its normalized width
becomes significantly larger or smaller
5 Registration and Visualization
This section describes the algorithms for a robust
real-time registration and visualization of the acquired
views. Moreover, an iterative global optimization for
improving the registration result off-line is presented.
The key ideas and concepts are summarized and indi-
cated in a symbolic representation. Due to the limited
space, details are avoided.
5.1 Problem Assignment
First of all some general information and definitions
are given for a better understanding of the concepts
and algorithms. The calibration of the sensor estab-
lishes the so-called sensor coordinate system, in which
the acquired views are described. During the measure-
ment procedure the sensor and the connected sensor
coordinate system are moved. This means the coor-
dinate systems of different views do not match. The
registration determines for each view i the transforma-
tion Si that maps the particular view to the so-called
world coordinate system. The world coordinate system
corresponds to the sensor coordinate system of the first
acquired view of the specific measurement. In this case
the transformation S1 of the first view is simply the
identity matrix. Figure 10 (a) illustrates the registra-
tion task. For real-time application each view i is reg-
istered to its predecessor i−1. This yields the transfor-
mation Ti−1,i. The absolute transformation Si is then
given by:
Si = T1,2 ·T2,3 ·T3,4 · . . . ·Ti−1,i. (7)
After the measurement a global optimization is used
to register the views without using such a preferred or-
der.
5.2 Modular Architecture
In order to enable real-time capability, modern multi-
core systems are exploited by separating the algorithms
and workload in different modules which run in paral-
lel. Figure 10 (b) gives an overview of the underlying
algorithmic architecture of the modules. The number
of parallel working modules can be easily adapted to
the available computing power.
5.3 Alternating Line Patterns
As shown in Section 3 the sensor acquires 3D points
with high lateral and longitudinal resolution, but only
along the projected multi-line pattern. Between the
lines no data is obtained. Since, the sampling theorem
is commonly not satisfied for a single view (because the
lines are too far apart), there is no possibility to cal-
culate reliable surface information in between. If the
sensor is moved around the object and in each view 3D
data is only acquired along the same line pattern, there
is in general no or very few common information in two
consecutive views (see Figure 11 a). For this reason we
apply a trick: By alternate projection of vertical and
horizontal lines and thereby an alternating acquisition
of 3D views with vertical respectively horizontal line
profiles the existence of corresponding points in consec-
utive views is guaranteed. Figure 11 (b) demonstrates
this concept. The common 3D points can now be used
to enable a robust and precise registration of the views.
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Fig. 10: (a) The goal of the registration is to find the absolute sensor position and orientation Si for every acquired view i.
Therefore, each view is aligned to the previous one(s). (b) For an efficient real-time performance on a multi-core system the
algorithms are separated in different modules which can run in parallel
Fig. 11: (a) 3D data is only acquired along the projected lines. Thus, no surface information between the lines is available
for registration. (b) There are in general no or very few common points, if only views with vertical line profiles are acquired.
The alternating acquisition of vertical and horizontal line profiles ensures the existence of several corresponding 3D points
10
5.4 Corresponding Points
In the proposed registration algorithms the closest
points (pkl,qkl) between a vertical line profile k and
a horizontal line profile l have to be found. This can
be done exactly by a brute-force search with a com-
plexity of N2, where N is the number of points per
line profile. Since the vertical and horizontal views are
displaced only slightly to each other, the search space
– the number of considered points per view – can be
restricted significantly. Additionally, an hierarchical
approach can be used to further accelerate the search.
5.5 Single Registration
The task of the single registration is to find the relative
transformation between two 3D views. Under the eli-
gible assumption that the sensor is moved only slightly
between two consecutive views a fine registration can
be applied directly in this case. In the following a vari-
ant of an iterative closest point algorithm is described.
It is specifically adapted to the sparse nature of the 3D
views obtained by our proposed sensor system.
First, the acquired 3D data is smoothed along each
line profile with a Gaussian filter in order to reduce the
influence of noise on the registration process. Cubic
splines are then used to interpolate 3D data between
the discrete points along each line profile to allow a
finer alignment of the views. Next, closest points are
searched between the two views. Considering that view
V consists of vertical and view H of horizontal line
profiles, the existence of two corresponding points is
assumed for every line profile pair (k, l), where k is the
index of the vertical and l of the horizontal line profile.
For every such line profile pair the search described in
Section 5.4 is used to determine the two corresponding
points (pkl,qkl) and the distance dkl between them.
Due to shadowing effects and the movement of the
sensor not all line profile pairs (k, l) intersect at cor-
responding points. Thus, point pairs (pkl,qkl) with a
distance dkl greater than a dynamic threshold dmax are
discarded. For the remaining point pairs the mapping
transformation by means of least squares is calculated.
This process is now iterated until the changes are below
a specific threshold or a maximum number of iterations
is reached.
Now some further improvements are briefly de-
scribed. First, in the calculation of the mapping trans-
formation the point pairs are weighted in order to in-
crease the robustness of the registration process. This
is done as follows: A scalar quantity that describes
the variation of the z-values is calculated for every line
profile. The higher the value the higher the variation.
For each pair (pkl,qkl) the sum of the two involved
values is used as a weighting factor. By using only a
random subset of line profile pairs respectively point
pairs the iteration process can be accelerated consider-
ably. Furthermore the search space for the point cor-
respondences can be decreased step by step during the
iterations.
5.6 Multi-View Registration
The goal of the multi-view module is to further refine
the transformations obtained from the single registra-
tion described above. On a multi-core system it can be
executed as a separate process to enable a more precise
real-time alignment. The proposed method is based on
a metaview approach (Chen and Medioni, 1992; Ma-
suda et al, 1996). Each view is thereby not only reg-
istered to the previous view but to all previous views
which behave together like one rigid view. The actual
registration process is the same as for the fine registra-
tion but more line profile pairs respectively point pairs
are used and the registration error is reduced.
Since the procedure is supposed to run in real time
the search for valid line profile pairs – line profiles
that intersect each other – has to be optimized. Thus,
only previous views that overlap with the current view
should be considered. For this purpose a three dimen-
sional fixed-grid data structure that holds the positions
(centers of mass) of all already registered views is con-
structed and updated in real time. Additionally, infor-
mation about the basic orientation of the line profiles in
the 3D space is stored for each view. Using this struc-
ture it is easy and fast to find views that are likely to
overlap with the current view (see Figure 12).
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Fig. 12: A fixed-grid structure is filled with the absolute
positions (center of mass) and orientations of the registered
views. This allows a fast search for potential overlaps be-
tween views
5.7 Sensor Movement Reconstruction
Due to the sparse nature of the acquired views and lit-
tle common information between them there is still a
chance that the described registration algorithms get
stuck in a local minimum or even fail. A method is
implemented to further increase the robustness of the
sensor by detecting and correcting outliers of the regis-
tration process. Under the assumption that the sensor
is moved rather smoothly around the object the trajec-
tory of the sensor in the six-dimensional transformation
space is reconstructed. The relative transformations
are represented as quaternions (Horn, 1987) and a fit-
ting algorithm based on Random Sample Consensus
(Fischler and Bolles, 1981) is applied to find a best fit-
ting curve under the presence of potential outliers. Af-
ter the movement is reconstructed, the detected out-
liers are back projected onto the fitted curve and re-
registered. Besides the correction of outliers of the
registration procedure, the reconstructed space curve
can be used to obtain a more reliable start transfor-
mation for the above described registration method.
Furthermore, the efficiency of the registration – espe-
cially for real-time application – can be increased sig-
nificantly by skipping the registration process for some
views and “guessing” their transformation by interpo-
lation instead. Figure 13 summarizes these ideas.
5.8 Calculation of Normals
Now a method is described that allows a fast and accu-
rate calculation of the normals of the measured points.
It exploits the information obtained by the registra-
tion and can be executed on-line to enable a shaded
visualization of the acquired point cloud in real time.
Furthermore, the calculated normals allow an applica-
tion of established techniques for point cloud triangula-
tion like the Ball Pivoting Algorithm (Bernardini et al,
1999).
Figure 14 illustrates the proposed procedure. First,
for each point p along each line profile a so-called in-
plane-normal nin, which lies inside the projected laser
sheet, can be estimated using neighbouring points. A
Gaussian filter can be applied to the 3D points before-
hand to reduce the influence of noise. Furthermore, let
s be the unit vector perpendicular to the plane in which
the line profile lies. The actual normal nfull must lie in
the plane perpendicular to the (unit) vector o = nin×s.
If a line profile pair (k, l) was used in the registra-
tion process, then there is also a corresponding point
pair (pk,pl) which marks the intersection between the
two line profiles (see Section 5.5). In case of perfect
data and registration, pk and pl would of course be
equal and describe the crossing position between the
two line profiles. Thus, the actual normal at the cross-
ing position can be easily calculated by the intersection
of the planes described by the vectors ok and ol:
n = ok × ol = (nkin × sk)× (nlin × sl). (8)
This calculation can only be performed for points
that are matched during the registration process. A
trivial approach to determine the normals for the other
points is to simply interpolate respectively extrapolate
the normals along each line profile. A more sophisti-
cated and precise method is the following: Instead of
a direct interpolation between the calculated normals
the vectors o of the particular corresponding points
are interpolated along the line profiles and then again
equation 8 is applied to calculate the normals.
5.9 Preview and Continuation Mode
For a user-friendly positioning of the sensor to the ob-
ject under test (or vice versa), the so-called preview
mode is started. In this mode the projection of the line
and the generation of 3D views is executed as during
a measurement, but the registration modules are still
turned off. The last two views (one horizontal and one
vertical) are displayed on the screen (see Figure 15 a).
This allows the operator to ensure that the object is
inside the measurement volume. As soon as this is the
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Fig. 13: (a) Reconstruction of sensor movement: Outliers of the registration process are detected and eliminated. Trans-
formations of skipped views can be obtained by interpolation. The next transformation can be estimated by extrapolation.
(b) Reconstructed sensor path during a face measurement
case, the operator can start the actual measurement by
turning on the registration.
Fig. 15: (a) The preview mode allows the operator to po-
sition the sensor or object. (b) If the measurement process
was interrupted, the continuation mode is started. Two
appropriate views for a re-entry are determined and high-
lighted on the screen
If – during a measurement – the object under test
moves out of the measurement volume or if too few
lines are observed, the consecutive registration may
fail. Hence, the following approach is applied to in-
crease the robustness of the measurement procedure:
Let N − 1 be the number of the last successfully reg-
istered view. If the registration of view number N
to view number N − 1 fails, the measurement is not
stopped immediately. Instead the registration of the
next k viewsN+1, N+2, ..., N+k to view numberN−1
is attempted as well, where k is typically a number be-
tween 15 and 30. If this also fails, the measurement
is interrupted and the so-called continuation mode is
started to allow a re-entry:
First, for each of the last l successfully registered
view pairs (N−1, N−2), (N−2, N−3), ..., (N−l, N−l−
1) a rating is calculated that describes the applicabil-
ity for the registration process of the views. Tests have
shown that the sum of line profiles, or the sum of points
are appropriate ratings. Now, the view pair with the
highest rating is chosen and the particular views are
highlighted in the real-time feedback. The operator
can now move the sensor (or the object) to the desired
position and the registration continues. Figure 15 (b)
shows an example.
5.10 Global Optimization
After the measurement a global iterative optimization
process is applied to refine the registration result with-
out real-time demand. The method is an adaptation
of the multi-view registration described in Section 5.6,
but now the order in which the views were acquired is
no longer of relevance. Instead one view V is picked
randomly and all overlapping views are determined.
These overlapping views are now treated as one rigid
metaview U and the view V is then registered to this
metaview U using the fine registration of Section 5.5.
Next, the procedure is performed with another ran-
domly picked view and so on. If all views were re-
registered once the whole process is repeated until the
changes of the transformations are below a threshold.
6 Post-Processing
This section describes two procedures that are applied
after the measurement and registration. One for the
reduction of the acquired point cloud and one for the
mapping of texture images onto the data.
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Fig. 14: (a) Calculation the normal in the crossing point between two line profiles. (b) Two registered views with calculated
and interpolated normals
6.1 Data Reduction
As already described, 3D points are acquired by scan-
ning the object with a multi-line sensor at 30 frames
per second. This process leads to very dense or even
redundant data. Different lines pass the same part of
the object. The operator may even have re-scanned an
already measured part by moving the sensor back and
forth. Figure 16 shows an example. Due to the un-
avoidable, statistical measurement uncertainty of the
acquired 3D points the resulting surface description
displays a certain “thickness”.
Fig. 16: While the sensor is moved along the object differ-
ent lines scan over the same part of the object. This results
in a “thickness” of the acquired surface
By merging and averaging the data in the direction
of the surface normals it is possible to thin out the
point cloud and reduce the noise without losing lateral
resolution. That means small details are not smoothed
and are still visible in the final data set. This is accom-
plished by applying the following steps: An (arbitrary)
point p is chosen and a small cell Cp around it elon-
gated in the direction of the normal vector. All points
that are enclosed by the cell Cp are merged to one
single average point pavg. The corresponding normal
vector navg is also obtained by averaging the normal
vectors of the points enclosed by the cell Cp. Now
these steps are repeated until all points lie in separate
cells. Figure 17 displays point clouds before and after
the data reduction.
6.2 Texture Acquisition and Mapping
The task of the proposed approach is to “colorize” the
acquired point cloud. In principle it is possible to use a
color camera for both 3D acquisition and texture acqui-
sition, but a higher measurement precision is achieved
with a black and white camera. For this reason an ad-
ditional color camera and a flash light is integrated in
the sensor system to obtain texture information during
the measurement process. Periodically – for example
every second – the 3D acquisition is briefly interrupted
and a color image is captured. Of course the measure-
ment procedure can still be performed as usually. The
color camera has to be calibrated in order to allow a
mapping from the sensor coordinate system to the pixel
plane of the camera (see Section 4.5). Moreover, the
position and orientation of the sensor in world coordi-
nates (while a texture image was acquired) has to be
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Fig. 17: (a) Zoomed view of a point cloud before and after data reduction. Middle: Face measurement before data reduction.
(b) Face measurement after data reduction. Since each resolution cell is filtered individually, no lateral information is lost
determined. This is done by interpolation between the
sensor transformations before and after the texture ac-
quisition, as illustrated in Figure 18 (a). This allows
to transform points given in world coordinates to the
particular sensor coordinates system. The basic idea
for texturing the acquired point cloud is illustrated in
Figure 18 (b).
First, for each texture image T every single 3D point
p is transformed to the corresponding sensor coordi-
nate system and then mapped onto the image plane of
the texture. In this way, each 3D point yields a list
called observing pixels containing all pixels, by which
the 3D point is potentially observed and each texture
pixel yields a list called observed points comprising all
3D points, which lie on its ray of sight. Shadowing
effects are considered by applying a z-buffering tech-
nique: Only the points which are closest to the pixels
are actually observed by the particular pixel. Both
lists, observing pixels and observed points, are updated
to satisfy this condition.
Now, for each 3D point a list with all valid textures
respectively pixels is obtained. Due to noise, due to
errors in the position interpolation, and mainly due to
illumination variations under different angles, the ob-
serving pixels for one 3D point do not show the same
color and intensity values. Measurement examples have
shown that choosing the average color and highest oc-
curring intensity value delivers the best visual result.
Figure 19 depicts an example. A quantitative evalua-
tion is pending.
Fig. 19: Point cloud half textured, half non-textured
7 Results
In this section, first the precision of the registration is
evaluated with the help of a simulation toolbox. Then,
some measurement examples are presented to demon-
strate the performance and applicability of the sensor
principle.
7.1 Simulation
For the evaluation of the registration error a simula-
tion toolbox has been developed. Figure 20 illustrates
the simulation process. A virtual sensor acquires 3D
views from a 3D model. By defining an arbitrary sen-
sor path around the object one can simulate a complete
measurement. Furthermore, noise extracted from real
measurements of a sprayed mirror can be added to the
generated series of views before the registration algo-
rithms are applied.
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Fig. 18: (a) The absolute positions of the sensor while the texture images were acquired are obtained by interpolation
between the known positions. (b) Basic concept of the texture mapping. First, for each texture pixel a list of all potentially
observed 3D points is filled (observed points). Second, for each point a list of all texture pixels in which it is actual observed
is determined under consideration of shadowing effects (observing pixels)
Fig. 20: Simulation: A virtual sensor (a) acquires views (b) along a defined sensor path (c) and registers them to a dense
point cloud (d)
Since we always know the exact position of the vir-
tual sensor, we can compare the ideal point cloud with
the registration result point by point. Additionally, the
added noise can be removed after the registration was
applied, in order to calculate the pure registration er-
ror. If no noise is added to the data at all – that means
the registration is performed on ideal data – the reg-
istration error only depends on the discrete nature of
the acquired data. Since the sampling theorem along
the line profiles is in general not perfectly satisfied, a
marginal registration error remains.
In the evaluated simulation process a full dental
cast was virtually scanned by acquiring 1000 views.
Table 2 displays the resulting statistical information.
The variance of the added noise is approximately 30µm.
The total average point-to-point error directly after the
real-time registration is about 300µm. After the global
optimization the error is reduced to 32µm. If the noise
is removed after the registration, the point-to-point er-
ror is approximately 24µm, which is clearly below the
measurement uncertainty within a single view. Finally,
applying the registration to perfect data without noise
leads to an error of less than 5µm.
The results prove that the proposed sensor principle
and algorithms allow a highly precise registration of
the acquired views.
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Table 2: Statistical results of the registration on data
acquired by a simulated sensor (Intel Core 2 Quad CPU
Q9550 2.83GHz)
Measurement volume 20×15×15mm3
Vertical lines 10
Horizontal lines 7
Model size (dental cast) 80×60×30mm3
Acquired 3D views 1000
Acquired 3D points 4,500,000
Added (real) noise 30µm
Real-time error (noise included) 300µm
Final error (noise included) 32µm
Final error (noise removed) 24µm
Final error (ideal data) 5µm
7.2 Measurement Examples
In the following, two measurement examples acquired
by a sensor designed for mid-sized objects – like small
sculptures or body parts – are presented. The measure-
ment volume is about 200mm × 150mm × 100mm, the
triangulation angle is Θ = 7◦, and the physical mea-
surement uncertainty is below 120µm. See Section 3.3
and (Willomitzer et al, 2010) for further information.
The first example demonstrates the flexibility and
easy handling of the sensor. Figure 21 displays the re-
sult of a 360 degree measurement of a small sculpture.
During the measurement the the sculpture was turned
around by hand, while the sensor stood still. The cross
section shows that after the full turn of the sculpture
a closed point cloud is received.
The second example displays a measurement of the
face of the first author. This time the sensor was moved
around the face and a 180 degree point cloud was ac-
quired. During the measurement time of approximately
15 seconds the face was not allowed to perform any in-
tense non-rigid movements in order to obtain consis-
tent 3D data. Additionally to the pure 3D acquisition
a color texture was captured and mapped onto the data
as described in Section 6.2. Figure 22 displays the re-
sulting textured point cloud from different angles and
a cross section through it.
8 Conclusion
We introduced a sensor and an algorithmic pipeline
which enables a new measurement principle: Flying
Triangulation. A continuous stream of sparse 3D views
is acquired by a hand-guided sensor based on light sec-
tioning. The algorithms are able to merge the views
to a dense point cloud and visualize the running result
in real time as a useful feedback for the operator. No
tracking system restricts the movement of the sensor.
Furthermore, colored images are acquired and mapped
onto the point cloud. The main characteristics of the
presented sensor system are the following: Instead of
full-field data, dense and precise data along separate
lines is acquired. Since each acquired 3D point pro-
vides a high depth and high lateral resolution, small
details can be resolved. By the alternate projection
of vertical and horizontal line patterns, a robust align-
ment of the data is enabled. It is shown that this ap-
proach leads to a low error propagation along the series
of 3D views. Both coarse and fine registration specif-
ically suited for this kind of data are introduced and
evaluated. Additionally, a reconstruction of the sensor
movement allows the detection and elimination of out-
liers and thereby improves the robustness. Due to the
scanning nature of the sensor, very dense or even redun-
dant data is acquired during a measurement. By apply-
ing proper data reduction, noise is decreased without
loss of lateral information. Simulations and real mea-
surements demonstrate the flexibility and functionality
of the presented sensor and algorithms.
In the following, the most important remaining
challenges and problems of the proposed sensor system
are explained. The success of the registration depends
on the information provided by the sparse 3D views. If
parts of the object do not have sufficient structure or
too few lines deliver 3D data, the registration is prone
to fail. There are in principle three ways to overcome
this difficulty: First, the registration has to be adapted
to objects which only have little structure and contain
many flat parts. Second, the number of lines per view
should be increased significantly to guarantee the exis-
tence of sufficient 3D information per view even if the
object is relatively small. Third, the size of the mea-
surement volume has to be increased in order to en-
sure that the object under test stays inside the volume
while measuring. For both the second and third aspect
it is necessary to develop a more sophisticated indexing
without being restricted to the areas of uniqueness that
are described in Section 4.6. Besides the improvement
of the robustness of the sensor, there are several addi-
tional challenges: The data reduction and the texture
mapping should be integrated in the real-time archi-
tecture. Furthermore, a proper triangulation of the
resulting point cloud is desired.
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Fig. 21: (a) 360◦ measurement of small sculpture. (b) Resulting point cloud. (c) Cross section through point cloud
Fig. 22: (a) Textured face measurement from different angles. (b) Cross section through point cloud
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