Micro-expression recognition has been an active research area in recent years, it plays an important role in psychology and public security. Due to the aspects of short duration and subtle movement, it is challenging to extract spatiotemporal features of micro-expressions. The existing methods only extract features in the three-dimensional orthogonal plane and fail to make full use of that information. To solve this problem, we propose a new Local Cubes Binary Patterns (LCBP) method for micro-expression recognition. LCBP is cascaded by the motion information LCBP direction , the amplitude information LCBP amplitudes , and the spatial information LCBP 3D to obtain the spatiotemporal features. The advantage of LCBP is its ability to preserve the spatiotemporal information and the low feature dimension. Furthermore, to increase the discrimination of features in micro-expression sequences, we apply a differential calculation energy map to find regions of interest (ROI) for getting a weighted energy map. The final micro-expression feature acquired by fusing the LCBP features and the weighted energy map are classified through the Support Vector Machine (SVM). We evaluate the proposed method on four published micro-expression databases including SMIC, CASME, CASME2, SAMM. Experimental results demonstrate that our proposed method achieves promising performance for micro-expression recognition.
I. INTRODUCTION
Micro-expression is a short, fast, and low-intensity facial expression that is difficult to recognize by the naked eyes. It is a manifestation of human beings when trying to suppress or hide real emotions [1] . Effective micro-expression recognition plays an important role in psychology, criminal investigation, human behaviour, clinical medicine, and many other fields [2] - [6] . Micro-expression recognition distinguishes emotions expressed by micro-expressions, such as happiness, sadness, anger, surprise, etc., in videos or The associate editor coordinating the review of this manuscript and approving it for publication was Marta Cimitile .
images. This paper mainly studies the recognition of microexpression sequences.
Since the duration of a micro-expression is very short, lasting only 1/25 to 1/3 second, less than 1% of people can observe micro-expressions without special training. In 2002, Ekman developed the first Micro Expression Training Tool (METT) [7] . After METT training, artificial microexpression recognition ability was greatly improved. It should be mentioned that even with METT training, the ability of a person to recognize micro-expressions is very poor. Only well-trained people can distinguish them, but the recognition rate is only 47%. So, the exploitation of an automatic micro-expression recognition system is very necessary and urgent. With the development of computer vision, researchers have proposed many micro-expression recognition methods. The traditional methods are mainly optical flow [8] - [12] and various LBP-TOP (Local Binary Pattern from three orthogonal planes) improved methods [13] - [18] . Compared with manual recognition, the recognition rate of these two kinds of methods has been greatly improved, and have become the baseline. However, the problem with the optical flow method is to ignore the spatial features and calculate only the difference of motion between two frames in one sequence. The improved LBP-TOP algorithms cannot perfectly reflect the micro-expression features of time-domain variation. In addition, LBP-TOP is sensitive to noise due to its coding mode. With the rapid development of deep learning in recent years, many networks have been applied to micro-expression recognition [19] , [22] , [23] . By a neural network model, different convolution kernels are set to learn the low-level features of micro-expression images or sequences, then the kernels obtain high-level features through linear or non-linear combinations. The automatic learning ability of deep learning enables the neural network to extract subtle changes of microexpressions independently. However, the training and testing stage of deep learning requires a large amount of data, and as all of the existing micro-expression databases are too small to meet the need, the recognition rate has not exceeded the other two kinds of algorithms. Figure 1 is a sequence of micro-expression with happiness emotion. We can see the micro-expression motion with subtle change. It is almost impossible for the naked eye to observe this change and some noise, such as illumination and face shaking, which have a significant influence on microexpression recognition. How to reduce the influence of noise in the image sequence, extract the most effective features for classification, and reduce the feature spaces dimension, that is, to acquire a set of 'less and effective' features, are the key to improve recognition accuracy. The existing optical flow methods only give the magnitude and motion direction information between two adjacent frames, ignoring the spatial information. The traditional LBP-TOP-based method incorporates spatial information, but time-domain features are always missed, so the recognition rate cannot satisfy the current need. Through research, we found that in micro-expression recognition, the pixels in the local cube space should be directly encoded to obtain spatiotemporal information since the related features play a vital role in recognition. The coding of cube space is more conducive to capturing effective micro-expression information than threedimensional orthogonal plane regions due to the latter's indirect acquisition of features which might introduce noise. In the local cube space, the information is extracted directly from all the pixels, the feature noise can be effectively reduced.
So, the main contribution of this paper is to extend the coding region of LBP-TOP from three-dimensional space (XY, YT, and XT planes) to cube space to construct a more efficient coding in time domain. At the same time, the spatial information of micro-expression is retained. In addition, a differential energy map is introduced to identify different facial motion regions to capture different micro-expressions. Finally, we conducted experimental verification from SMIC, CASME, CASMEII, and SAMM micro-expression databases.
II. RELATED WORK
The existing micro-expression recognition methods can be divided into three categories: optical flow methods, LBP-TOP improved algorithms, and deep learning methods. The optical flow methods are based on the theory that micro expression is difficult to recognize in the spatial domain due to the low facial intensity, while the time-domain information is crucial for recognition. Xu et al. [8] proposed a Facial Dynamics Map (FDM) to find the motion information of micro-expressions. FDM estimates the direction of the main flow in each grid and then obtains a facial dynamic map as micro-expression features. The motion direction of the unimportant region, which is also affecting detection, is simply meshed and the difference of the motion regions is neglected. Liong et al. [9] used the optical strain method to give each grid weight, and proposed Bi-Weighted Oriented Optical Flow method (Bi-WOOF). Happy and Routray [10] proposed a Fuzzy Histogram of Optical Flow Orientations method (FHOFO), the method divides of motion direction to more details and removes the amplitude feature to highlight the influence of the motion direction on micro-expression recognition. In Ref. [9] and [10] , they have improved the difference between mesh division and prominent motion respectively. However, the amount of effective information extracted is insufficient, and still exist more redundant information. To reduce redundant information unrelated to micro-expression, Liu et al. [11] proposed Main Directional Mean Optical Flow (MDMO) to divide the face image into 36 regions of interest (ROI). Seventy-two dimensional feature vectors were obtained by dividing the main optical flow into amplitude and direction according to the characteristics of each ROI main optical flow. To enhance the discriminability of MDMO features, the author further proposes the Sparse MDMO [12] algorithm to obtain sparse representation of the feature in the same position. This method can extract the time-domain information but ignores the spatial-domain information.
Pfister et al. [13] first proposed the LBP-TOP method to recognize micro-expression in 2011. LBP-TOP extract the features by the time difference model in a three-dimensional orthogonal plane. The method can effectively extract texture features with simple calculation. As a classical algorithm, this method provides the basis and validation benchmark for later work. Moreover, LBP-TOP has the problem of higher dimension due to redundant information, because the gradient information is simply encoded in the spatial domain and extended to the time domain by the same mode. Wang et al. [14] proposed the LBP-SIP (Local Binary Pattern with Six Intersection Points) algorithm. LBP-SIP use six intersections to reduce the LBP-TOP redundancy information. Guo et al. [15] proposed CBP-TOP (Centralized Binary Pattern from Three Orthogonal Planes) to enhance the robustness. Li uses the classic HOG (Histogram of Oriented Gradients) algorithm to extract micro-expression features and expand to the three-dimensional orthogonal plane [16] . There still exist redundant features in LBP-TOP, CBP-TOP, HOG-TOP by coding the diagonal difference of the pixels around the center point. Then, Huang et al. [17] proposed Spatiotemporal Local Binary Pattern with an Integral Projection (STLBP-IP) to increase the discriminability of the microexpression by getting more time domain information. This method contains abundant time-domain information, but the space-domain information was missed due to being encoded in only one dimension. To make up for the space-domain information, they proposed the new feature selection method DISTLBP-RIP (Discriminative Spatiotemporal Local Binary Pattern with Revisited Integral Projection for Spontaneous Facial Micro-Expression Recognition) [18] by incorporating the shape attribute into the spatiotemporal texture feature. Compared with the previous method, the recognition rate of DISTLBP-RIP is greatly improved. However, the motion direction information is lost because the time-domain information is acquired in only one-dimensional space.
In recent years, as deep learning has been successfully applied in the fields of face recognition, expression recognition, etc., researchers attempt to apply deep learning to micro-expression recognition. Khor et al. [19] proposed a micro-expression recognition method based on the Enriched Long-term Recurrent Convolutional Network (ELRCN). Firstly, the VGG-16 [20] network was used to extract spatial information, and then the timing information was extracted through the LSTM [21] network. The experiment achieved good results. However, since micro-expression recognition needs to extract very detailed motion features, it is necessary to minimize the influence of noise before inputting the LSTM network. Therefore, Li et al. [22] proposed the Micro-expression Recognition method based on 3D Flow Convolutional Neural Network. The method used the optical flow method to obtain diagrams in both horizontal and vertical directions, and then sent three images into the 3D-CNN network with three channels. Unlike the combination of the VGG-16 network and the LSTM network, the 3D-CNN network can simultaneously extract spatial and time domain features. However, since all of the existing microexpression databases are small, it is not suitable for the deep learning necessary for large amounts of data. To solve this problem, Wang et al. [23] proposed using transfer learning to recognize micro-expression. The method adopted the macro-expression database for training, and then used the micro-expression database to fine-tune the model. The deep learning model easily fall into over-fitting due to the small number of data in micro-expression database, and the generalization ability of the model being poor.
At present, the improved algorithms based on LBP-TOP cannot satisfactorily extract the time domain information of micro-expression. To solve this problem, this paper proposes a new micro-expression recognition method based on Local Cubes Binary Patterns (LCBP). This method is not limited to three-dimensional orthogonal planes, but is encoded in spatiotemporal cube space to get more accurate timedomain and spatial-domain information. The proposed micro-expression method is shown in Figure 2 . The LCBP algorithms steps as follows:
1) Preprocessing the image sequence. The Dlib face detection system [24] is used to intercept the face image, and the affine alignment is used to obtain the gray image sequence. 2) Establishing the weighted energy map. First calculate the differential energy map according to the accumulation difference values of the pixel in the sequence. Then use the differential energy map to obtain the weights of different grid regions. The gray level of each grid represents the variation of the micro-expression area. The higher of the gray value means the larger the difference.
3) The final features are obtained by multiplying the weighted energy map calculated in step2 and LCBP features. The features take into account spatial information, direction information and amplitude information, meanwhile, and effectively reduce the feature dimensions to 84. 4) The obtained final features are input into the SVM classifier and the different micro-expressions are recognized.
The structure of this paper is as follows: Section 3 introduces the proposed new method. The experimental results and comparisons with state-of-the-art approaches are presented in Section 4. Section 5 provides the conclusion.
III. PROPOSED METHOD A. PROBLEM IDENTIFICATION
The improved algorithms based on LBP-TOP are extended to the spatiotemporal three-dimensional orthogonal plane by the same coding mode, with a two-dimensional plane in the spatial domain. The feature extraction method based on the threedimensional orthogonal plane algorithm is shown in Figure 3 , where X, Y represents the spatial domain direction, and T represents the time-domain direction. Figure. 3(a) is an input image sequence. Figure 3 (b) shows the extracted feature on three orthogonal planes, which are the feature histogram of the XY plane, XT plane, and YT plane, respectively. Taking LBP-TOP as example, LBP encoding is performed on each side. In other words, the surrounding pixels are made to do difference value with the central pixel in one template, where FIGURE 2. Micro-expression recognition system based on LCBP feature extraction. First, preprocess the original image and mesh it. Calculate the differential energy map according to the accumulation difference values of the pixel in the sequence, and using the differential energy map to obtain the weights of different grid regions. Then, each grid feature is extracted by the proposed LCBP space-time descriptor, and the final features are obtained by multiplying the weights calculated in the previous step. Finally, sent to the classifier for micro-expression recognition. the code larger than 0 is 1 and the code smaller than or equal to 0 is 0. Figure 3 (c) shows the final features acquired by cascading the feature histograms of the XY plane, the XT plane, and the YT plane together.
The problem of this mode is that only the relationship between the pixels on each side and the center pixel is reflected, neglecting the relationship between the threedimensional central pixel point and all surrounding pixel points in time domain. As shown in Figure 4 , α 1 ∼ α 8 indicates the eight angles of the cube which are determined by the three-dimensional orthogonal plane. At present, all the encoding methods does not consider the pixels in the eight direction angle. Since the motion of the pixels is relative to the previous moment and not all pixels will move to XT, YT planes, excluding these pixels will lose useful information.
The optical flow method can calculate the moving direction of the pixel, and then estimate the next moving area of each pixel. The loss ratio of information can be analyzed according to the number of pixels in each moving area. Therefore, we adopt optical flow field method to capture the motion information of the micro-expression sequence.
LK (Lucas-Kanade) algorithm [25] is usually used to calculate the optical flow field. The algorithm is based on three assumptions:
1) The brightness is constant. Assume I (x, y, t) is the brightness of the pixel at time t. I (x + x, y + y, t + t) is the brightness of the next frame at time t + t, Equation (1) is formulated by the theory of constant brightness:
where x and y are horizontal coordinate and vertical coordinate of the two-dimensional matrix in image at time t. 2) Assume that the movement is small. That is, the motion variation between two adjacent frames is very small. The equation (2) is the Taylor expansion of the equation (1) . When t → 0:
where, V x = x/ t and V y = y/ t are the motion components of x and y direction respectively, I x = ∂I /∂x, I y = ∂I /∂y, and I t = ∂I /∂t are the partial derivative of I (x, y, t). 3) Assume spatial consistency. It can be seen from equation (2) that two parameters cannot be solved. To solve the problem, it is necessary to presume that the surrounding pixels also maintain consistent motion. Equation (2) can be further formulate as equation (3).
According to the least squares method, equation (4) can be obtained:
Calculate θ x,y by equation (5), θ x,y represents the motion direction of the pixel.
According to the θ x,y , then counting the motion area of each pixel moved to the next moment. As shown in Figure 5 , the motion direction of micro-expression is counted on CASME. Figure 5(a) shows the motion direction of all the pixels in one sample. Figure 5(b) shows the normalization result of the angle when the pixel moves to the XT, YT plane. The pie chart include three areas, the blue area indicates the angle of pixel moving to the XT plane, the green area indicates the angle of pixel moving to the YT plane, and the yellow area indicates the angle of the other direction. The angular region of the pixel represent its motion direction. It can be seen from Figure 5 (c) that the 46.86% of the motion target cube is other angle area. It suggests nearly half of the time domain feature is discarded when encoding in threedimensional orthogonal plane which will affect the microexpression recognition. Therefore, we extract the features from the three-dimensional plane to the cube area. Statistical chart of micro-expression motion direction on CASME. As can be seen from the figure, 46.86% of the pixels move to other area, indicating that these pixels are not directly encoded to obtain useful information.
B. SPATIOTEMPORAL CUBE DESCRIPTOR
We propose local cube coding based spatiotemporal descriptor LCBP to solve these problems. Since the key point of micro-expression recognition is to obtain the motion direction information of the micro-expression, we encode them in the cube size of 3×3×3 and design eight directional angle masks to find motion information. As shown in Figure 6 , Figure 6 (a) shows the cube space composed by taking 3 × 3 pixels at the same position from three consecutive frames of one image sequence. The response value represents the pixel intensity in different angles which can be acquired from the product of each pixel value and its corresponding color value. So the red position is assigned 4, the gray position is assigned -1, and value of the blue is 0, due to it not participating in encoding. The encoding is performed according to the response value to store the local direction microstructure. Figure 6(b) shows seven pixels that do not end in the direction angle mask, consisting of center pixels of six planes and one cube center pixel. Figure 6 (c) α 1 ∼ α 8 are the masks of eight directions. The response value A i (p c ) of each direction angle in the cube can be calculated by equation (6), which can be got by the convolution between three-dimension matrix C formed by center pixel p c and eight direction angle masks:
where * is the convolution symbol, α i is the mask of eight directions. i = 1 ∼ 8.
The motion direction information LCBP direction , can be obtained by equation (7) .
where p c is center pixel of the cube, maxIndex and minIndex are the maximum gradient variation and the minimum gradient variation which can be obtained by equations (8) and (9):
In addition to the motion direction information, the amplitude information is also crucial to the micro-expression recognition which should be further encoded. First, four pixels corresponding to the two direction angles are selected at the position of the maximum and minimum response value. Then the maximum mean value maxMean and minimum mean value minMean of the four pixels are calculated as equations (10) and (11) .
where * represent the convolution symbol, M maxIndex+1 and M minIndex+1 are the mean value templates for the corresponding direction angle. Figure 7 shows the template of calculating the mean value of the eight direction angle regions. The difference between maxMean, minMean and the central pixels will be coded as equation (12) . The difference variation represents the gradient change, which contains amplitude information:
where g c is the gray value of the center p c pixel in the cube, ε is step function as shown in equation (13) .
The amplitude change can be divided into three cases: 1) The binary code is 11 as maxMean − g c > 0, minMean − g c > 0, indicating that the brightness of the two directions is higher than the center pixel, but the brightness change is not obvious. 2) The binary code is 00 when maxMean − g c ≤ 0, minMean − g c ≤ 0, indicating that the two directions are darker than the center pixel.
3) The binary code is 10 when maxMean − g c > 0, minMean − g c ≤ 0, indicating that the brightness changes significantly. Then, seven pixel points shown in Figure 6 (b) are encoded. These seven points constitute simplified three-dimension orthogonal plane. Owing to the fact that six points are the center of the six faces of the cube except the central pixel of the cube p c , these points are representative for making the information connection between the pixels in cube space more closely. We divide these six pixels into three groups, p 2 and p 5 , p 3 and p 6 containing spatial information represent airspace pixels, p 1 and p 4 contains time domain information of the sequence. The difference encoding is performed for each group of pixels by equation (14) to reduce dimension:
where g i and g j are gray value of corresponding pixel p 1 ∼ p 6 , 1 ≤ i ≤ 6, 1 ≤ j ≤ 3, ε is step function. The difference between the mean of the center pixel and the other 6 pixels are encoded in the same manner to enhance connection of the center pixel and its surrounding pixels. Finally, we cascade the feature histograms of LCBP direction , LCBP amplitudes , LCBP 3D together as LCBP features. Figure 8 shows the feature extraction process of LCBP. The edge response values of the eight direction angles are calculated separately and take the maximum position A 2 , minimum position A 8 to obtain the code of LCBP direction 111001. Then we calculated the difference between maximum mean value, minimum mean value, and the center pixel separately to get LCBP amplitudes code 10. In the simplified three-dimensional orthogonal plane, LCBP 3D are coded 1110. The three feature histograms LCBP direction LCBP amplitudes , LCBP 3D are then cascaded to obtain LCBP feature. The feature LCBPdirection is 64-dimensional, LCB-Pamplitudes is 4-dimensions,LCBP 3D is 16-dimensonal, so we got the LCBP 84-dimensional. In the LBP-TOP, the dimension of one surface is 256 dimensions, and the dimension of three surfaces is 768 dimensions. Moreover, the discriminating ability of LBP-TOP is lower due to being easily affected by noise. The LCBP feature is more discriminative because it has lower dimension and uses eight convolutional templates to increase robustness to noise.
C. OBTAINING REGION OF INTEREST
LCBP has no position information due to it using statistical features as feature vectors. The solution is in meshing the images into grids. However, not all grids contain effective micro-expression recognition information after meshing. According to the FACS (Facial Action Coding System) [26] , micro-expressions can express emotions through combining Action Units (AUs). Every AU represents a partial facial motion. The areas of AU differ with various emotions. Recognizing the position of AU will contribute to micro-expression recognition. Therefore, finding an effective recognition area region of interest (ROI) can increase the recognition performance of the LCBP.
Subtle changes of micro-expressions are performed in certain time sequence which are closely related to spatiotemporal information. A simple and effective way to obtain such information is to examine the difference between two adjacent frames. Therefore, we propose an adaptive ROI method based on the differential energy map. Figure 9 is the diagram of obtaining ROI.
The differential energy map can be obtained by superimposing and fusing difference images. The equation is as follows:
where D k indicates differential energy map of the kth samples, K is the total number of samples. Each sample consists of a sequence of micro-expression images, f k i is the i th frame of kth, n is the number of frames in the sequence.
Then, we mesh the differential energy map, and calculate the energy value in one grid. The energy value represents the motion information in the region. The weight of every grid can be set according to the magnitude of the energy value as equation (16) .
where w k i,j is the weight of line ith, column jth in the kth
is the number of horizontal grids and vertical grids, the total grid numbers is N = N X × N Y ; X , Y is the width and length of the kth energy map; a = X /N X is width of a grid, b = Y /N Y is the length of a grid.
The grid position of different micro-expressions (ROI) can be distinguished through setting different weights for different grids. Finally, we multiply the weighted energy map with LCBP to increase the discriminability of the LCBP features.
IV. RESULTS AND DISCUSSION
In this section, we compare the proposed LCBP method with other methods on four databases (SMIC, CASME, CASME2, SAMM).
A. DATABASE DESCRIPTION 1) SMIC DATABASE
The SMIC [27] database is the first public microexpression database, including three sub-datasets, SMIC-HS, SMIC-VIS, and SMIC-NIR. We use the representative SMIC-HS dataset, containing 164 micro-expression image sequences from 16 subjects. The database divided the microexpressions into three categories: positive (51 samples), negative (70 samples) and surprised (43 samples).
2) CASME DATABASE
The CASME [28] database was designed by the Institute of Psychology of the Chinese Academy of Sciences. CASME are divided to CASME_A and CASME_B. In which CASME_A includes positive (9 samples), negative (52 samples), surprise (20 samples), and other (107 samples). CASME_B includes anger (44 samples), inhibition (38 Samples), surprise (20 samples), and tension (69 samples).
3) CASME2 DATABASE
The CASME2 [29] database is an upgraded version of the CASME database. In the experiment, we divided the database into five categories: angry (63 samples), happy (32 samples), inhibition (27 samples), surprise (25 samples), and others (99 samples). 
4) SAMM DATABASE
The SAMM [30] database is a newly released database containing 32 participants of different races. This paper refers to the classification in the International Micro-Expression Conference [31] . The competition pointed out that the classification based on FACS action units (AUs) is more conducive to exploring the micro-expression mechanism. Table 1 shows the classification method based on AUs.
B. EXPERIMENTAL PERFORMANCE
We have performed the experiments with LOSO (Leave-One-Subject-Out) cross-validation [32] . Figure 10 shows the recognition rates acquired by the proposed method on four databases: SMIC, CASME, CASME2, and SAMM. The horizontal ordinate indicates different subjects, in other words, each subject represents a person's number and each person acts as a test sample. The vertical ordinate indicates the average recognition rate. The recognition rate of the proposed method reaches 71.3% on SMIC, 73.71% on CASME_A, 76.39% on CASNE_B, 70.11% on CASME2 and 76.10% on SAMM. It can be seen that on SAMM, the recognition rate of the third subject is 0%. This is because the third subject has only one sample and is not recognized. LOSO can build a training model for every subject and may lead to an imbalance of the sample. The imbalance of LOSO cannot establish the stability of a model, so we chose the ten-fold cross-validation to reduce the influence of sample imbalance.
Ten times cross-validation was only performed in the other three databases due to there being rare samples in SAMM. We took one-third of the data as test set, and two-thirds as a training set for ten times on every database. In order to ensure that each sample could be taken, the data set was divided into three parts in the first three times, and each part was taken once for testing set. For the last seven times, one-third of the total data set was randomly selected as the test set. Table 2 shows the recognition rate of the proposed methods on three databases. It can be seen that the recognition rate of the method is lower than that of LOSO. This is so because there are fewer training samples, and the lack of categories and samples in the test-set especially on SMIC. Wang [33] suggested that the emotion of inhibition and tension should be classified into other categories due to their feature of uncertainty. These two emotions are recognized together in ten-fold cross-validation, nevertheless, they are recognized separately in LOSO, so the results differ greatly especially on CASME_B. Figure 11 shows the confusion matrix of ten-fold crossvalidation to further analyze the recognition performance. The algorithm has a good distinction between negative emotions and surprise emotions, and a poor distinction between positive emotions on SMIC. With the increase of sample quality, the ability of distinguishing positive emotions is improved on CASME. However, the ability to identify surprise has declined because of the sample imbalance and the lack of surprise samples. The results on CASME2 is obviously better than the other two databases, especially in the emotions of anger, surprise, and happiness due to the sufficient number and the high quality of samples. This is because the amplitude of these three expressions is larger, providing more timedomain information. However, the effect is poor when distinguishing between repression and tense due to the small range of movement in these expressions and the similarity of the emotions.
We calculated F 1 -score including recall rate and accuracy rate to measure the performance of the proposed method [32] . The recall rate reflects the ability of identifying positive samples, and accuracy rate reflects that of negative samples. Table 3 shows F 1 value of three databases. We used LBP-TOP as the baseline standard. On CASME2, the F 1 -score performance achieved by LBP-TOP is 0.35, while LCBP method achieves 0.70, score increased by 0.35. Compared with LBP-TOP method, the difference between the precision and recall rate of LCBP method are smaller, thus it can be seen that the proposed method has good recognition ability and stability.
C. EXPERIMENTAL DETAILS
The number of grids has a great influence on recognition accuracy. A smaller amount of grids will lead to insufficient position information and detailed information, while excessive grids may increase interference. Table 4 shows the impact of the meshing method on recognition. We use the original data in SMIC, CASME, and CASME2 owing to there are original cropped face images. We use dilb detection system to cut the image in SAMM into 128 × 128.
The feature histogram of LCBP consists of LCBP direction , LCBP amplitudes , LCBP 3D . Table 5 shows the experimental results of different feature combinations on CASME2. LCBP direction can get the direction of the action unit which will distinguish different micro-expression. We can see from the results that LCBP direction has good effect on motion direction coding, which also verifies the effectiveness of eight direction angular regions. The magnitude of the motion can assist LCBP amplitudes recognizing micro-expression and refine the time domain information simultaneously. In addition to the eight directional angular regions of the cube, we adopted LCBP direction to strengthen the relationship between adjacent frames. The feature of LCBP 3D increases the relationship between the front and back frames between the image sequences while extracting the spatial domain information, and this strengthens the relationship between the central pixel and the surrounding pixels. Therefore, the final recognition rate reaches 70.10% due to sufficient feature of LCBP composed by three features.
D. COMPARISON WITH OTHER ALGORITHMS
In this section, we compare the proposed LCBP method with other representative algorithms and conduct extensive experiments to evaluate the performance of the proposed method on four micro-expression databases. The experimental method uses LOSO cross-validation due to the randomness of tenfold cross validation.
The experimental parameters are as follows: we set the same meshing mode on LBP-TOP [13] , LBP-SIP [14] and LCBP. The time domain radius of LBP-TOP is 2, and the number of sampling points is 8. HOOF [8] extract features from 36 ROIs. The optimal penalty parameter of SVM is provided by a ten-fold cross-validation. The comparison results are shown in Table 6 . * indicates that we used the best experimental results from the corresponding literature. It can be seen that the results of LCBP are better than other algorithms. This is because LBP-TOP and LBP-SIP only encode gradient information in adjacent pixels, HOOF only contains time domain information, and the proposed LCBP has time-domain and spatial-domain information. Compared with LBP-TOP, LBP-SIP and HOOF on CASME2, LCBP improves the recognition rate by 29.61%, 28.03%, and 25.75%, respectively. In the other three databases, the recognition rate has also improved significantly.
HOG-TOP [16] can effectively extract the edge information of space, yet the simple three-dimensional plane extension does not work for other planes, whereas LCBP can extract abundant features in spatiotemporal cube space. Compared with HOG-TOP, the recognition rate increased by 12.61%. DiSTLBP-RIP [18] extracts time domain information based on integral projection and fuses shape attributes to increase spatial information. However, LCBP increases the motion direction information, the recognition performance is 5.32% higher than DiSTLBP-RIP. Sparse MDMO [12] enhances the discriminability of features through adding sparse time domain features based on optical flow ignoring spatial information. In contrast, LCBP improves the recognition rate by 3.15%.
In contrast to the deep learning method, the LCBP method still has advantages. Table 7 shows on CASME2, the comparison of three representative, micro-expression recognition methods based on deep learning. Due to the limitation of the small database samples, the results of the ELRCN [19] and the 3D Flow CNN [22] cannot exceed most of the traditional mainstream methods. The TLCNN [23] uses transfer learning to expand the database and thus the recognition rate of the four classes of emotion is 71.19% at the cost of time complexity.
By comparing traditional and deep learning methods, the experiment verified that the proposed LCBP method has the ability to capture the subtle changes of micro-expressions while taking into account spatial information. On the four micro-expression databases, the proposed method achieves better experimental results than other methods.
V. CONCLUSION
In this paper, we propose a method to extend the coding space from three-dimensional orthogonal plane to a cube. The method can obtain spatial information and time-domain information of micro-expression simultaneously. A new 8 direction angle masks and amplitude information, spatial information are incorporated called LCBP. The experimental results show that the LCBP with rich information have certain recognition ability. For future work, preprocessing is a very important step in micro-expression recognition due to the subtle change characteristics of micro-expressions. How to fine-grain the micro-expression images is another key point to improve the micro-expression recognition rate. We will focus on how to use deep learning to refine preprocessing and further extract micro-expression features. SHIXIN CEN is currently pursuing the Ph.D. degree with the School of Electronic Information Engineering, Hebei University of Technology, Tianjin, China. His research interests include micro-expression recognition and its application, computer vision, artificial intelligence, and image processing. VOLUME 7, 2019 
