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Re´sume´
Dans cette the`se on s’inte´ressons a` la re´gularite´ de l’application du transport optimal
sur des varie´te´s riemanniennes compactes.
Dans le premier chapitre, on rappelle certaines de´ﬁnitions sur une varie´te´ riemanni-
enne.
Dans le deuxie`me chapitre, on de´crit la variation de la courbure sur des ge´ode´siques.
Dans le troisie`me chapitre, on e´tudie le tenseur de MTW sur une varie´te´ riemanni-
enne compacte. On montre qu’une condition de MTW ame´liore´e est satisfaite sur une
varie´te´ presque sphe´rique. La preuve consiste a` une analyse minutieuse, combine´e avec
les arguments de perturbation sur des sphe`res.
Dans le quatrie`me chapitre, on e´tudie le comportement de l’inverse de la matrice
Hessienne de la distance au carre´.
Dans le cinquie`me chapitre, on prouve la re´gularite´ du transport optimale sur deux
classes des varie´te´s riemanniennes compactes– des varie´te´s presque sphe´riques et des
produits riemanniens des varie´te´s presque sphe´riques.
Dans le dernier chapitre, on de´scrit quelques perspectives sur le transport optimal
dans la litte´rature.
Mots-cle´s
Transport optimal, e´quation de Monge-Ampe`re, fonction c-convexe, tenseur de MTW,
condition de MTW, convexite´ du domaine d’injectivite´, principe de maximum, me´thode
de continuite´.
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Abstract
In this thesis, we are concerned with the regularity of optimal transport maps on
compact Riemannian manifolds.
In the ﬁrst chapter, we give some deﬁnitions and recall some facts in Riemannian
geometry.
In the second chapter, we examine the variation of the curvature on the geodesics.
In the third chapter, we study the MTW tensor on compact Riemannian manifold.
We show that an improved MTW condition is satisﬁed on nearly spherical manifold.
The proof goes by a careful analysis combined with the perturbative arguments on the
spheres.
In the fourth chapter, we study the inverse of the Hessian matrix of the squared
distance.
In the ﬁfth chapter, we prove the smoothness of the optimal transport maps on two
classes of compact Riemannian manifold–nearly spherical manifolds and Riemannian
products of nearly spherical manifolds.
In the last chapter, we provide some perspectives about the optimal transportation
in the literature.
Keywords
Optimal transport map, Monge-Ampe`re equation, c-convex function, MTW tensor,
MTW condition, convexity of injectivity domain, maximum principle, continuity method.
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Synthe`se de la the`se
Dans cette the`se, on se concentre sur la re´gularite´ de l’application du transport op-
timal. Ce sujet a e´te´ amplement e´tudie´ ces dernie`res anne´es. On prouve la re´gularite´ de
l’application du transport optimale sur deux classes de varie´te´s riemanniennes compactes–
des varie´te´s presque sphe´riques et des produits riemanniens des varie´te´s presque sphe´riques.
0.1 Le proble`me du transport optimal
Le transport optimal est un sujet ancien. Il est e´tudie´ pour la premie`re fois par
Monge en 1781 [79] avec le couˆt de la distance euclidienne. Depuis, il est apparu dans
de nombreux domaines tels que la the´orie de probabilite´, l’e´conomie, l’optimisation, la
me´te´orologie, etc... L’introduction ge´ne´rale a` la the´orie du transport optimal peut eˆtre
trouve´e dans des livres [98] [99].
Le proble`me du transport optimal s’exprime comme suit: soient (X,µ0) et (Y, µ1)
deux espaces me´triques avec des mesures de probabilite´ µ0 et µ1 respectivement. Soit
c : X × Y → R une fonction du couˆt. Le proble`me du transport optimal consiste a`
minimiser la fonctionnelle du couˆt total
Cost(G) =
∫
X
c(x,G(x))dµ0
parmi toutes les applications mesurables G : X → Y , telles que G#µ0 = µ1, cela signiﬁe
que pour tout ensemble E ⊂ X mesurable, on a
µ1(E) = µ0(G−1(E)).
Les minimiseurs sont appele´s les applications du transport optimal.
L’existence de l’application du transport optimal n’est pas triviale. D’une part, il
peut y avoir aucune application tel que G#µ0 = µ1. Par exemple, quand µ0 est e´gale a`
la mesure de Dirac alors que µ1 ne l’est pas. D’autre part, le proble`me est non line´aire.
Cent soixante ans plus tard apre`s Monge, Kantorovich [60] a re´duit le proble`me ci-
dessus a` un programme line´aire a` dimension inﬁnie. Plus pre´cise´ment, on cherche une
mesure de probabilite´ µ sur X × Y tel que∫
X×Y
c(x, y)dµ(x, y) = inf
γ∈Π(µ0,µ1)
∫
X×Y
c(x, y)dγ(x, y), (1)
ou`
Π(µ0, µ1) = {γ : γ est une mesure de probabilite´ sur X × Y. Pour les
applications πX : X × Y → X, (x, y) 7→ x et
πY : X × Y → X, (x, y) 7→ y, on a
(πX)#γ = µ0, (πY )#γ = µ1}.
La mesure µ est appele´e le couplage optimal. Ce proble`me de minimisation est plus
ge´ne´ral. L’existence est connue sous certaines hypothe`ses. Par exemple, soient X
ix
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et Y deux espaces me´triques complets se´parables. Soit c une fonction semi-continue
infe´rieure. Le couplage optimal existe [98] [87].
Kantorovich a montre´ que le proble`me (1) a une formation duale. Concre`tement, on
cherche une paire de fonctions (u, v) telle que
−
∫
X
udµ0 −
∫
Y
vdµ1 = sup
(ϕ,ψ)∈S
{−
∫
X
ϕdµ0 −
∫
Y
ψdµ1}. (2)
ou`
S = {(ϕ, ψ) : ∀(x, y) ∈ X × Y, ϕ(x) + ψ(y) ≥ −c(x, y)}.
Lorsque le maximum est atteint par (u, v), on a
u(x) = sup
y∈Y
[−c(x, y)− v(y)], v(y) = sup
x∈X
[−c(x, y)− u(x)].
0.2 L’existence de l’application du transport optimal
Avant d’introduire l’existence de l’application du transport optimal, on donne d’abord
la de´ﬁnition de la c-convexite´ [98].
De´ﬁnition 0.1. (Fonction c-convexe) Soit c : X × Y → R une fonction. La fonction
u : X → R ∪ {∞} est c-convexe, si pour tout x0 ∈ X, il existe un y0 ∈ Y tel que
∀x ∈ X,u(x) ≥ u(x0) + c(x0, y0)− c(x, y0).
La c-sousdiﬀe´rentiel de la fonction u au point x0 est de´ﬁnie comme
∂cu(x0) = {y0 ∈ Y : ∀x ∈ X,u(x) ≥ u(x0) + c(x0, y0)− c(x, y0)}.
On donne des exemples des fonctions c-convexes. Lorsque X = Y = Rn et c(x, y) =
−⟨x, y⟩, la c-convexite´ est e´quivalente a` la convexite´ usuelle. Lorsque X = Y = Rn et
c(x, y) = 12 |x− y|2, une fonction u est c-convexe si et seulement si la fonction u+ 12 |x|2
est convexe. Lorsque X = Y = M un espace me´trique et c(x, y) = d(x, y), la fonction
u est c-convexe si et seulement si |u(x)− u(y)| ≤ c(x, y), ∀x, y ∈M.
Il est clair que la fonction u est c-convexe si et seulement s’il existe une fonction
v : Y → R telle que u(x) = supy∈Y [−c(x, y) − v(y)]. De plus, pour une solution du
proble´me (2), des fonctions u et v sont c-convexes.
Maintenant, on de´crit l’existence de l’application du transport optimal. Lorsque
c(x, y) = |x − y|, Sudakov [88], Evans-Gangbo [33], Caﬀarelli-Feldman-Mccann [15],
Trudinger-Wang [93] ont de´montre´ l’existence de l’application du transport optimal. En
ge´ne´ral, l’application du transport optimal n’est pas unique. Lorsque c(x, y) = 12 |x−y|2,
si µ0 est absolument continu par rapport a` la mesure de Lebesgue, Brenier [4] a montre´
l’existence et l’unicite´ de l’application du transport optimal. Il a e´galement prouve´ que
l’application du transport optimal est le gradient d’une fonction convexe. Pour une
fonction du couˆt ge´ne´ral, l’existence de l’application du transport optimal peut eˆtre
trouve´e dans [8] [51] [98].
Lorsque c est e´gal a` la moitie´ de la distance ge´ode´sique au carre´ sur une varie´te´
riemannienne compacte, McCann [77] a ge´ne´ralise´ la the´orie de Brenier. Si µ0 est ab-
solument continu par rapport a` l’e´le´ment de volume, McCann a prouve´ qu’il existe
une unique application du transport optimal G. Il a e´galement montre´ que G(m) =
expm(∇mu) pour une certaine c-convexe fonction u. La fonction u est appele´e le po-
tentiel du transport optimal. Sur une varie´te´ riemannienne non-compacte, l’existence
de l’application du transport optimale peut eˆtre trouve´e dans [34].
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0.3 La re´gularite´ de l’application du transport opti-
mal
On e´tudie ici la re´gularite´ de l’application du transport optimal sur une varie´te´
riemannienne compacte. On a de´ja` vu que l’application du transport optimal s’e´crit
comme G(m) = expm(∇mu). L’e´tude de la re´gularite´ de l’application du transport
optimal revient a` e´tudier la re´gularite´ du potentiel. Le potentiel u ve´riﬁe une e´quation
elliptique comple`tement non-line´aire.
0.3.1 L’e´quation du transport optimal
Soient ρ0dvol et ρ1dvol deux mesures de probabilite´ sur une varie´te´ riemannienne
compacte (M, g) a` densite´ continue strictement positive. Si le potentiel u est de classe
C2, alors l’application du transport optimal G est un diﬀe´omorphisme de classe C1.
La condition G#µ0 = µ1, signiﬁe que pour tout ensemble mesurable E ⊂M , on a∫
G−1(E)
ρ0(x)dvol(x) =
∫
E
ρ1(y)dvol(y).
Par un changement de variable y = G(x), on en de´duit∫
G−1(E)
ρ0(x)dvol(x) =
∫
G−1(E)
ρ1(G(x))| det dxG|dvol(x).
ce qui donne
∀x ∈M, | det dxG| = ρ0(x)
ρ1(G(x))
.
En utilisant la proprie´te´ de la fonction c-convexe u, on a
∀x ∈M,∇xu+∇xc(x,G(x)) = 0.
En diﬀe´renciant par rapport a` x, on obtient
∀x ∈M, det(∇2xu+∇2xc(x,G(x))) = det(−∇x,yc(x,G(x))dxG).
Encore par la proprie´te´ de la fonction c-convexe u, ∇2xu+∇2xc(x,G(x)) est positif. En
conse´quence,
det(∇2xu+∇2xc(x,G(x))) = | det∇x,yc(x,G(x))|| det dxG|
= ρ0(x)
ρ1(G(x))
| det∇x,yc(x,G(x))|.
En vertu de expx(−∇xc(x, y)) = y, on en de´duit
det(∇2xu+∇2xc(x,G(x))) =
ρ0(x)
| det d∇xu expx |ρ1(G(x))
.
En rappelant det d∇xu expx > 0, on obtient l’e´quation
∀x ∈M, det(∇2u+∇2xc(x,G(x))) =
ρ0(x)
ρ1(G(x)) det d∇u exp
. (3)
On donne ici quelques exemples.
Dans le cas euclidien, l’e´quation (3) est de type Monge-Ampe`re ge´ne´ralise´
det(∇2u+ I) = ρ0(x)
ρ1(G(x))
,
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Lorsque M est un tore Tn, l’e´quation (3) s’e´crit
det(∇2u+ g) = ρ0(x)
ρ1(G(x))
.
Lorsque M est une sphe`re Sn, l’e´quation (3) devient∣∣∣∣ sin |∇u||∇u|
∣∣∣∣(n−1) det(∇2u+ S¯(x,∇u)) = ρ0(x)ρ1(G(x)) ,
ou`
S¯(m, ν)(ξ) = ξ − (1− |ν| cot |ν|)(ξ − gm(ξ, ν|ν| )
ν
|ν| ).
0.3.2 Le tenseur de Ma-Trudinger-Wang
L’application du transport optimal n’est pas force´ment continue ou lisse. Aﬁn de
garantir une certaine re´gularite´, des hypothe`ses supple´mentaires sont ne´cessaires. Dans
l’espace euclidien, Ma-Trudinger-Wang [76] ont introduit une quantite´ en utilisant les
de´rive´es de la fonction du couˆt c jusqu’a` l’ordre 4, dite le tenseur de Ma-Trudinger-
Wang. Ils ont montre´ la re´gularite´ C2 du potentiel sous la condition A3S, c’est-a`-dire, le
tenseur de MTW est strictement positive. Plus tard, Kim et McCann [64] ont interpre´te´
de nouveau le tenseur de MTW comme la courbure de Riemann sur certains 2-plans
d’une me´trique pseudo-riemannienne issue de la fonction du couˆt sur l’espace produit
M ×M . A propos du tenseur de MTW ou plus ge´ne´ralement la courbure croise´e, voir
les re´fe´rences [75] [45] [67] [43] [73] [28] [29].
Avant de de´ﬁnir le tenseur de MTW, on donne quelques notations. Soit (M, g) une
varie´te´ riemannienne compacte de dimension n ≥ 2. d et dvol de´signent respectivement
la distance ge´ode´sique et l’e´le´ment de volume surM. Etant donne´ m ∈M , Cut(m) note
le lieu de coupure du point m. Le domaine d’injectivite´ du point m est note´ par I(m).
De´ﬁnition 0.2. (Le tenseur de MTW) Soient m ∈ M,ν ∈ I(m), ξ, η ∈ TmM . Le
tenseur de MTW est de´ﬁni par
C(m, ν)(ξ, η) = −32
∂4
∂s2∂t2
∣∣∣∣
s=t=0
d2
2 (expm(tξ), expm(ν + sη)).
Cette de´ﬁnition a un sens. En fait, lorsque t et s sont suﬃsamment petits, expm(ν+
sη) /∈ Cut(expm(tξ)). Et donc d2(expm(tξ), expm(ν + sη)) est lisse par rapport a` t et s.
On e´nonce quelques proprie´te´s e´le´mentaires: quand ξ = 0 ou η = 0, le tenseur de MTW
s’annule. En ge´ne´ral, si le rang de la famille de vecteurs {ν, ξ, η} est plus petit que 1,
alors le tenseur de MTW s’annule. Il est clair que le tenseur de MTW est homoge`ne
de degre´ 2 par rapport a` ξ ou η, et homoge`ne de degre´ 1 par rapport a` la me´trique g,
c’est-a`-dire
C(m,ν)(λξ, η) = λ2C(m,ν)(ξ, η), C(m,ν)(ξ, λη) = λ2C(m,ν)(ξ, η);
Cλg(m,ν)(ξ, η) = λCg(m,ν)(ξ, η).
Lorsque (M, g) est plate, le tenseur de MTW s’annule.
Le tenseur de MTW a des liens e´troits avec la courbure de Riemann de la varie´te´.
Loeper [73] a trouve´ que le tenseur de MTW sur le diagonal co¨ıncide avec la courbure
sectionnelle. En eﬀet, on a
d2(expm tξ, expm sη) = |ξ|2mt2 − 2gm(ξ, η)ts+ |η|2ms2 −
1
3Rm(ξ, η, ξ, η)t
2s2 + o((t2 + s2)2).
ce qui donne
C(m, 0)(ξ, η) = Rm(ξ, η, ξ, η). (4)
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De plus, le tenseur de MTW a un de´veloppement (voir [67])
C(m, ν)(ξ, η) = Rm(ξ, η, ξ, η) + 12(∇ηR)m(ξ, ν, ξ, η) +
1
4(∇νR)m(ξ, η, ξ, η) + o(|ν|m).
0.3.3 La condition de Ma-Trudinger-Wang
La re´gularite´ de l’application du transport optimal est lie´e a` la positivite´ du tenseur
de MTW. On introduit des conditions de courbure suivantes.
De´ﬁnition 0.3. (La condition de MTW)
(i) On dit que le tenseur de MTW est positif, si pour tout m ∈M, ξ, η ∈ TmM, on a
C(m, ν)(ξ, η) ≥ 0.
(ii) On dit que la condition A3W est ve´riﬁe´e, si pour tout m ∈M et pour tous ξ, η ∈
TmM avec gm(ξ, η) = 0, on a
C(m, ν)(ξ, η) ≥ 0.
(iii) On dit que la condition A3S est ve´riﬁe´e, si pour tout m ∈ M et pour tous ξ, η ∈
TmM \ {0} avec gm(ξ, η) = 0, on a
C(m, ν)(ξ, η) > 0.
Il est inte´ressant de trouver des varie´te´s riemanniennes qui satisfont la condition
de MTW. On donne quelques exemples. Lorsque M est plate (par exemple Rn,Tn),
la condition A3W est satisfaite, mais la condition A3S n’est pas satisfaite. Loeper
[74] a prouve´ que la condition A3S est satisfaite sur la sphe`re Sn. Kim-McCann [65]
ont montre´ que la submersion riemannienne de la sphe`re Sn(par exemple CPn,HPn)
satisfait la condition A3S. Delanoe¨-Rouvie`re [31] ont montre´ que la varie´te´ riemannienne
syme´trique a` courbure sectionnelle strictement positive satisfait la condition A3S. Figalli
et Riﬀord [44] ont prouve´ que la condition A3S est ve´riﬁe´e sur une surface simplement
connexe dont la me´trique est une perturbation de classe C4 par rapport a` celle de la
sphe`re S2. Lorsque la courbure de Gauss de la surface s’approche de 1 en norme C2,
Delanoe¨-Ge [28] ont obtenu la condition A3S la`-dessus. Figalli-Riﬀord-Villani [45] ont
de´montre´ que la condition A3S est satisfaite sur une varie´te´s riemannienne compacte de
dimension n dont la me´trique est une perturbation de classe C4 par rapport a` la sphe`re
canonique Sn. Du-Li [32] ont donne´ une condition suﬃsante pour que la condition A3S
soit ve´riﬁe´e sur une surface ferme´e.
On donne quelques remarques sur la condition A3W et la condition A3S.
Tout d’abord, il est clair que la condition A3S implique la condition A3W, mais la
re´ciproque est fausse en ge´ne´ral.
Et puis, la condition A3W implique la positivite´ de la courbure sectionnelle (voir
[73]). En revanche, la re´ciproque n’est pas vraie(voir [62]). De meˆme, la condition A3S
implique que la courbure sectionnelle est strictement positive.
Pour les autres fonctions du couˆt, la condition A3S n’implique pas force´ment que
la courbure sectionnelle est positive. Par exemple, on conside`re la fonction du couˆt
c(·, ·) = − cosh d(·, ·) sur l’espace hyperbolique Hn. La condition A3S est satisfaite,
mais la courbure sectionnelle de Hn est toujours e´gale a` −1.
En outre, la condition A3W et la condition A3S sont pre´serve´es pour une submersion
de Riemann [65]. La condition A3S est e´galement stable sous la limite de Gromov-
Hausdorﬀ [100].
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On a d’autres caracte´risations pour les conditions A3S et A3W. Loeper [73] a prouve´
que, la c-convexite´ des ensembles de contact, la condition A3W et la connexite´ de la c-
sousdiﬀe´rentiel du potentiel c-convexe sont toutes e´quivalentes. Si le lieu de coupure d’un
point n’est pas un lieu conjugue´, Loeper-Villani [75] ont prouve´ que la condition A3S im-
plique la convexite´ uniforme de les domaines d’injectivite´. Figalli-Galloue¨t-Riﬀord [38]
ont montre´ que la condition A3W implique la convexite´ des domaines d’injectivite´ sous
des hypothe`ses convenables. Cependant, ce proble`me n’est pas comple`tement re´solu.
Les conditions A3W et A3S jouent un roˆle important dans la the´orie de la re´gularite´
de l’application du transport optimal. Loeper [73], Villani [99], Figalli-Riﬀord-Villani
[46] ont prouve´ que la condition A3W est ne´cessaire pour la continuite´ de l’application
du transport optimal.
On conside`re la fonction du couˆt e´gale a` la distance au carre´. Dans l’espace euclidien,
la re´gularite´ de l’application du transport optimal a e´te´ entie`rement re´solue. Dans ce cas
la`, l’e´quation (3) est e´quivalente a` l’e´quation de Monge-Ampe`re classique. L’issue de la
re´gularite´ est obtenue par Caﬀarelli [11–13], Delanoe¨ [24] et Urbas [96]. Sur une varie´te´
riemannienne, Cordero-Erausquin [22] a prouve´ que l’application du transport optimal
sur un tore Tn est lisse(voir e´galement [27]). Loeper [74] a montre´ que l’application
du transport optimal sur une sphe`re standard Sn est lisse. Si le lieu de coupure ne
rencontre pas le lieu conjugue´ et siM satisfait la condition A3S, Loeper et Villani [75] ont
obtenu le re´sultat de re´gularite´. Pour le produit des sphe`res standards, la re´gularite´ de
l’application du transport optimal est montre´e par Figalli-Kim-McCann [42]. Delanoe¨ et
Ge ont e´tudie´ ce proble`me de re´gularite´ sur des varie´te´s riemanniennes dont la courbure
est proche de celle de la sphe`re standard Sn en C2 norme. Delanoe¨ [27] a prouve´
que l’application du transport optimale est lisse sur la varie´te´ syme´trique a` courbure
sectionnelle strictement positive, et sur une surface dont la courbure de gauss est proche
de 1 en C2 norme.
0.4 Re´sultats principaux
Avant d’e´noncer les re´sultats, on rappelle quelques notations et de´ﬁnitions. Soit
(M, g) une varie´te´ riemannienne compacte connexe lisse sans bord de la dimension n ≥ 2.
On dit brie`vement une varie´te´ riemannienne ferme´e. Soit K la courbure sectionnelle
de (M, g). La courbure de Riemann de (M, g) est note´e par Riem. Le carre´ de la
superﬁcie du paralle´logramme engendre´ par deux vecteurs tangents ξ, η ∈ TmM est
e´gal a` |ξ ∧ η|2m = |ξ|2m|η|2m − gm(ξ, η)2.
Soient X,Y, Z,W des champs de vecteur lisses sur M . Le produit de Kulkarni-
Nomizu T1 ? T2 de deux champs de 2-tenseurs syme´triques T1 et T2 est de´ﬁni par
T1 ? T2(X,Y, Z,W ) = T1(X,Z)T2(Y,W ) + T1(Y,W )T2(X,Z)−
T1(X,W )T2(Y, Z)− T1(Y,Z)T2(X,W ).
On suppose toujours que la courbure sectionnelle de (M, g) satisfait
min
Gr2(M)
K = 1. (5)
et la courbure de Riemann satisfait
∥Riem− 12g ? g∥C2(M,g) < ε (6)
Pour ν ̸= 0, on conside`re
S¯(m, ν, 1)(ξ) = ξ − (1− |ν|m cot |ν|m)(ξ − gm(ξ, ν|ν|m )
ν
|ν|m ) (7)
et on note C¯(m, ν)(ξ, η) le tenseur de MTW sur la sphe`re standard Sn, c’est-a`-dire,
C¯(m, ν)(ξ, η) = −32
d2
ds2
|s=0gm(S¯(m, ν + sη, 1)(ξ), ξ). (8)
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Il est clair que lim
ν→0
S¯(m, ν, 1)(ξ) = |ξ|2m et que
lim
ν→0
C¯(m, ν)(ξ, η) = R¯m(ξ, η, ξ, η) = |ξ|2m|η|2m − gm(ξ, η)2. (9)
Les re´sultats principaux dans cette the`se sont inclus dans deux pre´publications (voir
[52,106]).
Le premier re´sultat consiste a` la stabilite´ de positivite´ du tenseur de MTW sur une
varie´te´ presque sphe´rique.
The´ore`me 0.1. Soit (M, g) une varie´te´ riemannienne ferme´e de dimension n ≥ 2.
Suppose que (M, g) satisfait (5). Alors il existe deux constantes strictement positives
ε0, κ0 > 0 qui ne de´pendent que de n, telles que si (6) est ve´rife´e avec ε ≤ ε0, alors pour
tout m ∈M,ν ∈ I(m) et pour tous vecteurs tangents ξ, η ∈ TmM, on a
C(m, ν)(ξ, η) ≥ κ0(|ξ ∧ η|2m + |ξ|2m|η ∧ ν|2m + |ξ ∧ ν|2m|η|2m). (10)
Une conse´quence imme´diate du the´ore`me est la suivante:
Corollaire 0.1. Soient M1 et M2 deux varie´te´s riemanniennes ferme´es de dimension
n1 ≥ 2 et n2 ≥ 2 respectivement. Suppose qu’il existe un nombre petit ε0 > 0 de´pendant
de n tel que (5) et (6) avec ε ≤ ε0 soient satisfaites sur M1 et M2. Alors le tenseur de
MTW est positif sur la varie´te´ produit M1 ×M2. En particulier, la condition A3W est
satisfaite.
Dans la preuve, on utilise des estimations suivantes:
Proposition 0.1. Soit (M, g) une varie´te´ riemannienne ferme´e de dimension n ≥ 2.
Suppose que (M, g) satisfait (5) et qu’il existe un nombre petit ε0 > 0 de´pendant de
n , telle que (6) avec ε ≤ ε0 soit satisfaite. Alors il existe une constante strictement
positive C > 0 qui ne de´pend que de n, telle que pour tout m ∈M,v ∈ I(m), |v| ≥ 3π4 .
1) |S−1(m, v, 1)− S¯−1(m, v, 1)| ≤ Cε;
2) |∂xS−1(m, v, 1)− ∂xS¯−1(m, v, 1)| ≤ Cε,
|DvS−1(m, v, 1)−DvS¯−1(m, v, 1)| ≤ Cε;
3) |∂2xxS−1(m, v, 1)− ∂2xxS¯−1(m, v, 1)| ≤ Cε,
|∂xDvS−1(m, v, 1)− ∂xDvS¯−1(m, v, 1)| ≤ Cε,
|D2vvS−1(m, v, 1)−D2vvS¯−1(m, v, 1)| ≤ Cε.
A l’aide de la me´thode de continuite´, on prouve le re´sultat de la re´gularite´ de
l’application du transport optimal.
The´ore`me 0.2. Soit (M, g) une varie´te´ riemannienne ferme´e de dimension n ≥ 2.
Suppose que (M, g) satisfait (5). Alors il existe une constante strictement positive ε0 > 0
qui ne de´pend que de n, telle que, si
∥Riem− 12g ? g∥C2(M,g) < ε0,
alors pour tout (k, α) ∈ N × (0, 1), avec k ≥ 2, le potentiel du transport optimale est
de classe Ck+2,α pour des mesures de probabilite´ sur M ρ0dvol et ρ1dvol a` densite´
strictement positive de classe Ck,α.
Le The´ore`me 0.2 implique que sur une varie´te´ presque sphe´rique lisse, si la densite´
des mesures est re´gulie`re et strictement positive, alors l’application du transport optimal
est re´gulie`re.
Corollaire 0.2. Sous les meˆmes hypothe`ses que le the´ore`me 0.2, suppose que les den-
site´s ρ0, ρ1 sont de classe C∞. Alors l’application du transport optimal est de classe
C∞.
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De la meˆme manie`re, on obtient la re´gularite´ de l’application du transport optimal
sur une varie´te´ produit des varie´te´s presque sphe´riques.
The´ore`me 0.3. Soient M1 et M2 deux varie´te´s riemanniennes ferme´es de dimension
n1 ≥ 2 et n2 ≥ 2 respectivement. Suppose que ∀i, (Mi, gi) satisfait (5). Il existe une
constante strictement positive ε0 > 0 qui ne de´pend que de ni pour i = 1, 2, telle que, si
∥Riemi − 12gi ? gi∥C2(Mi,gi) < ε0,
alors pour tout (k, α) ∈ N × (0, 1), avec k ≥ 2, et pour toutes mesures de probabilite´ a`
densite´ strictement positive de classe Ck,α sur M1 ×M2 ρ0dvol et ρ1dvol , le potentiel
du transport optimal envoyant ρ0dvol vers ρ1dvol est de classe Ck+2,α.
Une conse´quence directe est la suivante.
Corollaire 0.3. Sous les meˆmes hypothe`ses du The´ore`me 0.3, toutes mesures de prob-
abilite´ a` densite´ strictement positive de classe C∞ sur M1 ×M2 ρ0dvol et ρ1dvol, le
potentiel du transport optimal envoyant ρ0dvol vers ρ1dvol est de classe C∞.
Dans [106], on montre e´galement que si la me´trique sur M1 ×M2 n’est pas sous
forme de produit, alors l’application du transport optimal n’est pas force´ment re´gulie`re
meˆme si la me´trique est proche du produit des sphe`res en norme C4. Plus pre´cisement,
on a
The´ore`me 0.4. On note g× le produit des me´triques canoniques sur Sn1 × Sn2 avec
n1 ≥ 2 et n2 ≥ 2. Alors ∀ε > 0, il existe une me´trique g sur Sn1 × Sn2 conforme a` g×
satisfaisant
∥g − g×∥C4 < ε
telle que l’on puisse trouver des mesures de probabilite´ a` densite´ C∞ strictement positive
sur Sn1 × Sn2 dont l’application du transport optimal correspondante n’est pas lisse.
Ceci provient du fait que l’on n’a pas la stabilite´ de la condition A3W sur l’espace
produit si l’on sort de la classe de produit des me´triques.
Chapter 1
Preliminaries
1.1 Basic notations and conventions
In this section, some basic notations from Riemannian geometry will be stated.
See [1] [2] [18] [19] [20] [80] as references on Riemannian geometry.
Let (M, g) be a complete connected smooth Riemannian manifold of dimension n ≥
2. Let X,Y, Z,W be smooth vector ﬁelds on M. The (3,1)-type Riemann curvature
tensor of the Riemaniann manifold (M, g) is deﬁned by
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z
where ∇ denotes the Levi-Civita connection of g.
We set Riem for the associated (4,0)-type Riemann curvature tensor1, i.e.
Riem(X,Y, Z,W ) = ⟨R(Z,W )Y,X⟩.
Throughout the thesis, we adopt the Einstein summation convention over repeated
indices.
In a local coordinate system{x1, · · · , xn}, the components of Riemann curvature
tensor are given by R( ∂∂xj ,
∂
∂xk
) ∂∂xi = Rlijk
∂
∂xl
and Rijkl = gipRpjkl respectively. The
Ricci tensor is obtained by the contraction Ricij = gklRikjl and the scalar curvature by
Scal = gijRicij .
The Riemannian metric induces norms on all the tensor bundles. Precisely, the
squared norm of (r, s)-tensor ﬁeld T in the coordinate system x = (x1, · · · , xn) is given
by
|T |2 = gi1k1 · · · gisksgj1l1 · · · gjrlrT i1···isj1···jrT k1···ksl1···lr ,
where T i1···isj1···jr are components of T in the coordinate system x.
We will need notation for the second covariant derivative of a tensor ﬁeld, we write
∇2X,Y T := (∇2T )(X,Y, · · · ).
It is remarkable to note that ∇2X,Y T = ∇X(∇Y T )−∇∇XY T.
Another fact will be used frequently is that the tensor g ? g is parallel, i.e.
∇(g ? g) = 0. (1.1)
For later use, the (3,1)-form of 12g ? g is denoted by R¯, i.e.
R¯(X,Y )Z = ⟨Y, Z⟩X − ⟨X,Z⟩Y.
Given a local coordinate system{x1, · · · , xn}, the components of R¯ are given by
R¯( ∂
∂xj
,
∂
∂xk
) ∂
∂xi
= R¯lijk
∂
∂xl
, with R¯lijk = δljgik − δlkgij . (1.2)
1We use g(·, ·) and ⟨·, ·⟩ interchangeably.
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Let K : Gr2(M)→ R be the sectional curvature deﬁned on the Grassmann bundle of
tangent 2-planes(to see [27]). We suppose that (M, g) be closed manifold of dimension
n ≥ 2 throughout the thesis unless otherwise speciﬁed. We also assume the sectional
curvature of M satisﬁes
min
Gr2(M)
K = 1. (1.3)
and the Riemann curvature tensor satisﬁes
∥Riem− 12g ? g∥C2(M,g) < ε,with ε small. (1.4)
If (M, g) satisﬁes (1.3) and (1.4), we say that (M, g) is nearly spherical.
It is readily to see that (1.3) and (1.4) hold on round sphere Sn.
In addition, by (1.4), it follows that
∥Ric− (n− 1)g∥C2(M,g) < ε,
∥Scal− n(n− 1)∥C2(M,g) < ε.
In two dimension, up to a constant, the curvature assumption (1.4) is equivalent to
|K − 1|C2(M,g) < ε.
While in n ≥ 3 dimension, up to a constant, the curvature assumption (1.4) deduces
∥Riem− Scal2n(n− 1)g ? g∥C2(M,g) < ε.
Indeed, from the well-known decomposition of Riem we obtain the identity
|Riem− 12g ? g|2 = |Riem− Scal2n(n− 1)g ? g|2 + 2n(n− 1)(Scal− n(n− 1))2.
Together with the parallel property (1.1) and the deﬁnition of Scalar curvature, the
result is derived.
The assumption (1.3) and (1.4) contain some geometric information of (M, g). In
view of Bonnet myers theorem [20], the normalization (1.3) implies that (M, g) is com-
pact and there is at least one conjugate point along every geodesic. The compactness
infers that there is cut point along every geodesic [18].
Let m ∈M. For ∀ν ∈ TmM, |ν|m = 1. Set tC(m, ν) be the distance from point m to
the cut point of m along the geodesic expm(tν), i.e.
tC(m, ν) = sup{t ≥ 0; expm(sν)|0≤s≤t is a minimizing geodesic}.
The injectivity domain at m is denoted by I(m), i.e.
I(m) = {tν; 0 ≤ t < tC(m, ν), ν ∈ TmM\{0}}.
The focal time tF (m, ν) is deﬁned by
tF (m, ν) = inf{t ≥ 0; expm(tν)is conjugate to m}.
Recall that the cut time is smaller than the focal time. The injectivity domain is
an open subset contains the origin in TmM and star-shaped with respect to the origin.
Moreover,M = expm(I(m))
⊔
Cutm, where
⊔
means disjoint union. The exponential
map expm : I(m)→M\Cutm is a diﬀeomorphism.
The geometry of injectivity domain is complicated. But on some special manifolds
they have nice geometric properties. For instance, the injectivity domain of round sphere
Sn is the open ball of radius π centered at the origin. If the Riemannian manifold is
simply connected, complete and with non-positive curvature, from theorem of Hadamard
[18], we know that the injectivity domains are Rn. Figalli-Riﬀord-Villani [45] established
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that the injectivity domains are uniformly convex on the Riemannian manifold which is
the C4 metric perturbation of round sphere Sn. Bonnard [6] proved that the injectivity
domain of the ellipsoid {(x, y, z) ∈ R3 : x2 + y2 + z2µ2 = 1}(µ ∈ (0, 1]) is convex if and
only if µ ≥ 1√3 .
The notation exp−1m (y) stands for all the velocities ν ∈ TmM such that the geodesic
expm(sν)|0≤s≤1 is minimizing and expm ν = y. Under the curvature assumption (1.3),
by the Bonnet-Myers theorem [20], for each ν ∈ exp−1m (y), the length of ν is not great
than π. Moreover, if ν ∈ I(m), by Rauch comparison theorem, the length of ν is strictly
less than π. We will use these facts frequently throughout the thesis.
For y ∈M, we consider the functions d
2
y
2 (·) = 12d2(·, y) which is smooth in M\Cuty.
For any m /∈ Cuty, the Gauss lemma implies that
grad
d2y
2 (m) = − exp
−1
m y. (1.5)
Given a real smooth function u deﬁned on M. The Hessian of u at m is given by the
linear operator from TmM to TmM deﬁned by the identity
for ∀ξ ∈ TmM,∇2mu(ξ) := ∇ξ(grad u).
It is easy to see that the Hessian is self-adjoint and can be calculated as follows
⟨∇2mu(ξ), ξ⟩ =
d2
ds2
∣∣∣∣
s=0
u(γ(s)), (1.6)
where γ is a geodesic with the initial point m and the initial velocity ξ.
1.2 Jacobi matrix
1.2.1 Initial Jacobi matrices
In this section, we give the deﬁnition and some basic facts about the initial Jacobi
matrices. The deﬁnition is stated as follows. See Chapter 14 in [99] as references on the
initial Jacobi matrices and the Jacobi matrix.
Deﬁnition 1.1. Given m ∈M,ν ∈ TmM\{0}. Let {E1, E2, · · · , En} be an orthonormal
basis of TmM with E1 = ν/|ν|m. Let γ(·) be a geodesic with initial point m and initial
velocity ν and {e1, e2, · · · , en} be the parallel transport of {E1, E2, · · · , En} along γ
with ei(0) = Ei. We deﬁne the matrices J0(m, ν, t) and J1(m, ν, t) as the matrix valued
solutions of the second order equation
J¨a +RJa = 0, a = 0, 1, (1.7)
with the initial condition
J0(m, ν, 0) = 0, J˙0(m, ν, 0) = In,
J1(m, ν, 0) = In, J˙1(m, ν, 0) = 0,
where the elements of R are given by
Rij(t) = ⟨R(ei(t), γ˙(t))γ˙(t), ej(t)⟩. (1.8)
The matrices J0(m, ν, t) and J1(m, ν, t) are called the initial Jacobi matrices. The matrix
(Rij) is called curvature matrix. The equation (1.7) is called the Jacobi equation. A
matrix J is called Jacobi matrix if it satisﬁes the Jacobi equation (1.7).
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We give some facts about the curvature matrix. It is clear that the curvature matrix
(Rij) has vanishing ﬁrst row and ﬁrst column. The curvature matrix (Rij) is symmetric
and its the trace gives the Ricci curvature. In addition, the curvature matrix (Rij) is
positive semi-deﬁnite if the sectional curvature of M is non-negative.
As same as on the sphere, we deﬁne J¯a(m, ν, t) as the matrix-valued of the second
order equation 
¨¯Ja + R¯J¯a = 0, a = 0, 1,
J¯0(m, ν, 0) = 0, ˙¯J0(m, ν, 0) = In,
J¯1(m, ν, 0) = In, ˙¯J1(m, ν, 0) = 0.
(1.9)
The elements of R¯ are given by
R¯ij(m, ν, t) = ⟨R¯(ei(t), γ˙(t))γ˙(t), ej(t)⟩.
It is readily to see that J¯0 and J¯1 are given respectively by
J¯0 =
[
t 0
0 sin(|ν|t)|ν| In−1
]
, J¯1 =
[
1 0
0 cos(|ν|t)In−1
]
.
From the homogeneity of a geodesic(to see [18] p.64), we get the homogeneity of the
initial Jacobi matrices,i.e.
λJ0(m,λν, t) = J0(m, ν, λt),
J1(m,λν, t) = J1(m, ν, λt), λ > 0.
For t ∈ [0, 1], a = 0, 1, we can extend the initial matrix Ja by continuity at ν = 0
by Ja(m, 0, t) = In. Similarly, we can extend J˙0, J (k)0 , k ≥ 2 at ν = 0 by J˙0(m, 0, t) =
In, J
(k)
0 (m, 0, t) = 0 and J
(k)
1 , k ≥ 1 at ν = 0 by J (k)1 (m, 0, t) = 0.
For simplicity, the initial Jacobi matrix Ja(m, ν, t) is abbreviated to Ja(t) unless
otherwise speciﬁed.
By deﬁnition of the conjugate point, the initial matrix J0(t) is invertible for every
t ∈ (0, tF (m, ν)). Moreover, in view of Proposition 14.30 in [99], the continuity derives
that det J0(t) > 0 for every t ∈ (0, tF (m, ν)).
We now present the Hessian of the squared distance in terms of the initial Jacobi
matrix and a representation formula of the inhomogeneous Jacobi equation.
Proposition 1.1. Under the hypothesis of Deﬁnition 1.1, we have
(a) Let J(t) be the Jacobi ﬁeld along the geodesic expm(tν) deﬁned by the conditions
J(0) = ξ, J(1) = 0. Then J(t) = −J0(t)J−10 (1)J1(1)(ξ) + J1(t)(ξ);
(b) For t ∈ [0, tF (m, ν)). Let S(m, ν, t) be the linear operator from TmM to TmM whose
matrix in the orthonormal basis {E1, E2, · · · , En} is given by tJ0(t)−1J1(t). Then
the linear operator S(m, ν, t) : TmM → TmM is self adjoint. Moreover, if ν ∈ I(m),
then for ∀ξ ∈ TmM,
⟨∇2mc(·, expm ν)(ξ), ξ⟩ = ⟨S(m, ν, 1)(ξ), ξ⟩.
(c) (Representation formula)The solution of the matrix valued inhomogeneous Jacobi
equation
J¨(t) +R(t)J(t) = B(t)
is given by the formula
J(t) = J0(t)J˙(0) + J1(t)J(0) + J0(t)
∫ t
0
J∗1Bds− J1(t)
∫ t
0
J∗0Bds,
where ∗ means transpose of matrix.
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Remark 1.1. 1.(Homogeneity)From the homogeneity of the initial Jacobi matrices, we
infer that
S(m,λν, t) = S(m, ν, λt), λ > 0.
Thus we can extended S by continuity at ν = 0 by S(m, 0, t) = Id;
2.The linear operator S(m, ν, t) has explicit formula on space forms [68], for instance,
on the round sphere Sn,
S¯(m, ν, t)(ξ) = ξ − (1− t|ν| cot(t|ν|))(ξ − ⟨ξ, ν|ν| ⟩
ν
|ν| ).
Equivalently, the associated covariant symmetric 2-tensor ﬁeld is given by g − (1 −
t|ν| cot(t|ν|))(g − ν|ν| ⊗ ν|ν| ).
3.We obtain the representation formula for the scalar function,i.e.
f(t) = f(0) cos t+ f˙(0) sin t+ sin t
∫ t
0
ϕ(s) cos sds− cos t
∫ t
0
ϕ(s) sin sds, (1.10)
where ϕ = f¨ + f.
Proof. (a) is direct result of the uniqueness of the second order ordinary diﬀerential
equation.
(b)The self-adjoint property of S refers to Proposition 14.30 in [99]. We prove the
second assertion here. Let ξ be a tangent vector based at m.
If ν = 0, tJ0(t)−1 can be extended by continuity at t = 0 by In. So
⟨∇2c(·,m)(ξ), ξ⟩ = |ξ|2 = ⟨S(m, ν, 1)(ξ), ξ⟩.
If ν ∈ I(m)\{0}, then the curve σ(t) = expm(tν)|t∈[0,1] is the unique minimizing geodesic
from m to expm ν.
Let γ(·) be the geodesic with the initial point m and the initial velocity ξ. Consider
the family of the geodesics σ(t, s) = expγ(s)(t exp−1γ(s)(expm ν)), so that σ(t, 0) = σ(t).
By the deﬁnition of the Jacobi ﬁeld, it follows that J(t) = ∂∂s |s=0σ is a Jacobi ﬁeld
along the geodesic σ(t) with J(0) = ξ and J(1) = 0. Moreover,
J˙(0) = ∂
2
∂s∂t
|s=t=0σ = d
ds
|s=0 exp−1γ(s)(expm ν) = −∇2mc(·, expm ν)(ξ).
where the last equality follows from (1.5) and the deﬁnition of Hessian.
Hence
⟨∇2mc(·, expm ν)(ξ), ξ⟩ = −⟨J˙(0), J(0)⟩.
From (a) the term J(t) is equal to −J0(t)J−10 (1)J1(1)(ξ) + J1(t)(ξ). So
J˙(0) = −S(m, ν, 1)(ξ).
Therefore
⟨∇2mc(·, expm ν)(ξ), ξ⟩ = ⟨S(m, ν, 1)(ξ), ξ⟩.
(c) The result follows from a direct calculation(the details refer to Lemma 3.2 in [45]).
This ﬁnishes the proof of Proposition 1.1. 
1.2.2 The approximation of initial Jacobi matrices
In this subsection, we present the approximation of the initial Jacobi matrices.
We ﬁrst give a basic fact from the theory of second order diﬀerential equations [29].
Lemma 1.1. Let (M, g) be a closed manifold of dimension n ≥ 2. Suppose that M
satisﬁes the curvature assumptions (1.3) and (1.4). Then there exists a positive constant
C1 depending only on n such that for every m ∈ M,ν ∈ TmM and every t ∈ [0, 1], the
g norms of the initial Jacobi matrices:
|Ja(m, ν, t)|, |J˙a(m, ν, t)|, a = 0, 1.
are all bounded above by C1.
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Keeping in mind the assumption (1.4), the initial Jacobi matrices can be estimated
as follows [29].
Lemma 1.2. Let (M, g) be a closed manifold of dimension n ≥ 2. Suppose that M
satisﬁes the curvature assumptions (1.3) and (1.4). Then there exists a positive constant
C2 depending only on n such that for every m ∈ M,ν ∈ TmM and every t ∈ [0, 1], the
following estimates hold:
|Ja(m, ν, t)− J¯a(m, ν, t)| ≤ C2ε,
|J˙a(m, ν, t)− ˙¯Ja(m, ν, t)| ≤ C2ε, a = 0, 1.
Remark 1.2. For later use, regarding |J0 − J¯0|, the constant C2 can be taken value
2
√
n− 1.(to see Remark 5 of [29])
Proof. It is obvious for ν = 0. Without generality, we assume that ν ̸= 0. The length
of the tangent vector ν is denoted by τ.
Note that the Jacobi equation (1.7) can be rewritten as follows:
J¨a + R¯Ja = (R¯−R)Ja.
Applying a representation formula in [29] to the elements of the matrix Ja, we have
Ja = J¯a + τ2 sin(τt)
∫ t
0
ds
sin2(τs)
∫ s
0
sin(τθ)(R¯−R)Jadθ.
Using (1.3) and the Cauchy-Schwarz inequality, we derive
|Ja − J¯a| ≤ ε max
t∈[0,1]
|J⊥a |τ2 sin(τt)
∣∣∣∣ ∫ t
0
ds
sin2(|ν0|s)
∫ s
0
sin(τθ)dθ
∣∣∣∣.
Together with Lemma 1.1 and the expression
1− cos(τt) = τ2 sin(τt)
∫ t
0
ds
sin2(τs)
∫ s
0
sin(τθ)dθ,
we obtain that there exists a positive constant C depending only n such that
|Ja(m, ν, t)− J¯a(m, ν, t)| ≤ Cε, a = 0, 1. (1.11)
Note that Remark 1.2 follows from the Rauch comparison theorem [18].
For the second inequality, from the initial condition J˙a(0) = ˙¯Ja(0), we get
J˙a − ˙¯Ja =
∫ t
0
(
J¨a − ¨¯Ja
)
ds
=
∫ t
0
(
R¯J¯a −RJa
)
ds
=
∫ t
0
R¯(J¯a − Ja) + (R¯−R)Jads.
Together with the curvature assumption (1.4), Lemma 1.1 and (1.11), we imply that
there exist a positive constant C˜ such that
|J˙a(m, ν, t)− ˙¯Ja(m, ν, t)| ≤ C˜ε.
This ﬁnishes the proof of Lemma 1.2 by choosing C2 = max{C, C˜}.
1.3. Fermi coordinate system 7
1.3 Fermi coordinate system
In this subsection, we state the deﬁnition of Fermi coordinate system.
Deﬁnition 1.2. (Fermi coordinate system) Let (M, g) be an n-dimensional Riemannian
manifold. Given a compact interval I ⊂ R which contains 0. Let γ : I → M be
a geodesic with |γ˙| = 1 and {e1(t), e2(t), · · · , en(t)} be a parallel orthonormal moving
frame of vector ﬁelds along the geodesic γ with e1(t) = γ˙(t). The Fermi coordinate
system {x1, · · · , xn} are deﬁned by
x1(expγ(t)(
n∑
β=2
λβeβ(t))) = t,
xα(expγ(t)(
n∑
β=2
λβeβ(t))) = λα, 2 ≤ α ≤ n, t ∈ I.
where λβ are suﬃciently small so that the exponential maps are deﬁned.
In the Fermi coordinate system {x1, · · · , xn}, γ is called the axis.
Observe that the diﬀerential of the map (x1, · · · , xn)→ expγ(x1)(
∑n
β=2 x
βeβ(t)) on
the axis is equal to the identity. Thanks to the inverse function theorem, the Fermi
coordinate system makes sense.
The Fermi coordinate system is generalization of the normal coordinate system. To
see this, along the axis we have
∀i, j, k ∈ {1, 2, · · · , n}, gij(x1, 0) = δij , ∂kgij(x1, 0) = 0. (1.12)
We will require higher order derivatives of the metric and Christoﬀel symbols on the
axis. In the following, the Latin indices run over 1, · · · , n and the Greek indices run
over 2, · · · , n.
On the axis, we have the following expressions.
Lemma 1.3. The following identities hold on the axis:
∂2ijg11 = −2R1i1j , ∂2αβg1µ = −
2
3(Rα1βµ +Rαµβ1), (1.13)
∂2αβgρµ = −
1
3(Rαρβµ +Rαµβρ), (1.14)
∂kΓi1j = Rijk1, ∂αΓiβµ =
1
3(R
i
βαµ +Riµαβ), (1.15)
∂2αβΓi11 = ∇1Riβα1 +∇αRi1β1, (1.16)
∂2αβΓ11µ =
1
3(∇1R
1
βαµ −∇1R1µβα)−∇αR1µ1β , (1.17)
∂2αβΓ
ρ
1µ =
1
2(∇αR
ρ
µβ1 +∇βRρµα1) +
1
6(∇1R
ρ
αβµ +∇1Rρβαµ). (1.18)
Furthermore, applying p times ∂∂x1 (axis-derivative) to any of the preceding left side
quantities, yields on the axis the p-th covariant derivative ∇p1 of the corresponding in-
trinsic right side quantity. For instance:
∂1(∂kΓi1j) = ∇1Rijk1.
Proof. The results are given in [29] except (1.14). We only prove (1.14) here. By deﬁ-
nition of the Riemann curvature tensor, on the axis, we have
Rαρβµ =
1
2(∂
2
βρgαµ + ∂2αµgβρ − ∂2αβgρµ − ∂2ρµgαβ).
Thanks to the identity:
∂2ρµgαβ = ∂2ρµgαβ ,
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We derive
Rαρβµ = ∂2αµgβρ − ∂2αβgρµ.
Thus
Rαρβµ +Rαµβρ = ∂2αµgβρ + ∂2αρgβµ − 2∂2αβgρµ
= −3∂2αβgρµ.
where the last inequality follows the well known identity
∂2µαgβρ + ∂2µβgαρ + ∂2µρgβα = 0.
This ﬁnishes the proof of Lemma 1.3.
Chapter 2
The behaviour of the
curvature matrix
In this chapter, we study the behaviour of the curvature matrix (Rij). We start by
giving some notations. Let (M, g) be an n-dimensional Riemannian manifold satisfying
(1.3) and (1.4) for some small positive number ε. Fix m0 ∈ M and ν0 ∈ I(m0)\{0}.
The length of the tangent vector ν0 is denoted by τ.
Taking the orthonormal basis {E1, E2, · · · , En} of Tm0M. Let the curve γθ(t) be
the geodesic with the initial point m0 and the initial velocity cos θE1 + sin θE2. For
|θ| suﬃciently small, let {e1(θ, t), e2(θ, t), · · · , en(θ, t)} be the parallel transport along
the geodesic γθ(t) with e1(θ, 0) = cos θE1 + sin θE2, e2(θ, 0) = − sin θE1 + cos θE2,
ei(θ, 0) = Ei for i ≥ 3. Then {e1(0, t), e2(0, t), · · · , en(0, t)} is the parallel orthonormal
moving frame along the geodesic γ0(t) with e1(0, t) = γ˙0(t).
Let x = (x1, x2, · · · , xn) be the Fermi coordinate system along the geodesic γ0(t)
and v = (v1, v2, · · · , vn) be the ﬁber coordinates of TM → M naturally associated to
x. We abbreviate the partial derivatives as follows:
∂i =
∂
∂xi
, ∂2ij =
∂2
∂xi∂xj
, Di =
∂
∂vi
, D2ij =
∂2
∂vi∂vj
.
For each m ∈M,ν ∈ I(m) with m in the domain of the Fermi coordinate system x, we
set:
X = X(x, v, t) = (X1(x, v, t), X2(x, v, t), · · · , Xn(x, v, t)) = x(expm(tν)),
where x = x(m) and ν = vi∂i.
As t 7→ expm(tν) is a geodesic, thus the n-tuple X = X(x, v, t) is the solution of the
following Cauchy problem:{
X¨i + Γijk(X)X˙jX˙k = 0,
Xi(x, v, 0) = xi, X˙i(x, v, 0) = vi.
(2.1)
In the sequel, the dot will stand for the derivative with respect to t and the prime for
the derivative with respect to θ. We will say that a constant is under control whenever
it depends only on the dimension n. Given two real function f(t) and h(t), we write
f(t) = B(h(t)) if there exists a positive constant C under control such that |f(t)| ≤
C|h(t)| for all t in a given range. The third derivative of f(t) with respect to t will be
denoted by ¨˙f(t).
2.1 The geodesic motion
In this subsection, we examine the geodesic motion on the axis. Let X(θ, t) =
(X1(θ, t), X2(θ, t), · · · , Xn(θ, t)) denotes the coordinate of the geodesic γθ(t) in the
9
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Fermi coordinate system x, i.e.
Xi(θ, t) = Xi(0, (cos θ, sin θ, 0, · · · , 0), t).
The geodesic motion is stated as follows.
Lemma 2.1. Let (M, g) be a closed Riemannian manifold of dimension n ≥ 2. Assume
that (M, g) satisﬁes (1.3) and (1.4). Fix m0 ∈ M and ν0 ∈ I(m0)\{0}. In the Fermi
coordinate system x, for any t ∈ [0, τ ], the geodesic motion X on the axis satisﬁes:
1) X ′(0, t) = (0, sin t+ B(εt3),B(εt3), · · · ,B(εt3))T ,
X˙ ′(0, t) = (0, cos t+ B(εt2),B(εt2), · · · ,B(εt2))T ,
X¨ ′(0, t) = (0,− sin t+ B(εt),B(εt), · · · ,B(εt))T ;
2) X ′′(0, t) = (− sin t cos t+ B(εt3),B(εt3), · · · ,B(εt3))T ,
X˙ ′′(0, t) = (− cos(2t) + B(εt2),B(εt2), · · · ,B(εt2))T ,
X¨ ′′(0, t) = (4 sin t cos t+ B(εt),B(εt), · · · ,B(εt))T ;
3) ¨˙X ′(0, 0) = (0,−R2121(0), · · · ,−Rn121(0))T ,
¨˙X ′′(0, 0) = (−4R1221(0), 0,−4R3221(0), · · · ,−4Rn221(0))T .
Proof. Under the above assumptions, from (2.1), we know that X(θ, t) is the solution
of the following Cauchy problem:{
X¨i + Γijk(X)X˙jX˙k = 0,
X(θ, 0) = 0, X˙(θ, 0) = (cos θ, sin θ, 0, · · · , 0)T . (2.2)
On the axis, since the Christoﬀel symbols vanish, we have
X(0, t) = (t, 0, · · · , 0)T . (2.3)
We will settle Lemma 2.1 from 1) to 3) term by term.
1). We ﬁrst handle the term X¨ ′. Diﬀerentiating (2.2) with respect to θ, it follows that
X¨i
′
+ ∂pΓijk(X)X˙jX˙kXp
′
+ 2Γijk(X)X˙j
′
X˙k = 0,
with the initial condition
Xi
′
(0, 0) = 0, X˙i
′
(0, 0) = δi2.
Evaluated on the axis, from (1.15),(2.3) and (1.12), we get the following equations{
X¨i
′ +Ri1α1(X)Xα
′ = 0,
X ′(0, 0) = 0, X˙ ′(0, 0) = (0, 1, 0, · · · , 0)T . (2.4)
It is clear that X1′(0, t) ≡ 0.
For i > 1, we ﬁrst establish the following standard estimate.
Claim 2.1. For any t ∈ [0, τ ] ⊂ [0, π],
max{|X ′|, |X˙ ′|} ≤ eπ2 .
Proof of Claim 2.1. Let f1 = |X ′|2 + |X˙ ′|2 with f1(0) = 1. The derivative of f1 takes
the form
f˙1 = 2(R¯β1α1(X)−Rβ1α1(X))Xα
′
X˙β
′
,
where the term R¯β1α1 is deﬁned by (1.2).
Suppose that ε ≤ 1, using the Cauchy-Schwarz inequality, we derive that
f˙1 ≤ f1.
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Finally
f1 ≤ et ≤ eπ.
This completes the proof of Claim 2.1.
Before proceeding, we deﬁne X
′
(t) = (X1
′
(t), · · · , Xn′(t)) as follows{
X¨i
′ + R¯i1α1(X)Xα
′
= 0,
X ′(0, 0) = 0, X˙ ′(0, 0) = (0, 1, 0, · · · , 0)T .
Let E i be the diﬀerence Xi′ −Xi′ . Let us rewrite the equation (2.4) in the pertur-
bative form:
E¨ i + E i = (R¯i1α1 −Ri1α1)Xα
′
,
with the null initial conditions:
E i(0) = E˙ i(0) = 0.
Applying the representation formula of scalar function (1.10) to E i, it follows that
E i = sin t
∫ t
0
(R¯i1α1 −Ri1α1)Xα
′
cos sds− cos t
∫ t
0
(R¯i1α1 −Ri1α1)Xα
′
sin sds.
From the inequality sin t ≤ t in [0, τ), the Cauchy-Schwarz inequality and Claim 2.1, we
infer that |E i| ≤ 32e
π
2 εt2. Precisely,
|X2′ − sin t| ≤ 32εt
2e
π
2 ≤ 32 t
2e
π
2 ,
|Xj′ | ≤ 32εt
2e
π
2 ≤ 32 t
2e
π
2 , 3 ≤ j ≤ n.
Keep in mind that E¨ i = −E i + (R¯i1α1 − Ri1α1)Xα
′
, by the Cauchy-Schwarz inequality
and the inequality sin t ≤ t in [0, τ) again, we conclude
|E¨ i| ≤ |E i|+ ε|X ′| ≤
(√
9
4π
2eπ(n− 1) + 3πeπ2 + 1 + 32πe
π
2
)
εt,
as desired.
By integrating E i with respect to t, we derive the expression for X ′ and X˙ ′,i.e.
E˙(t) =
∫ t
0
E¨(s)ds = B(εt2),
E(t) =
∫ t
0
E˙(s)ds = B(εt3).
2). As similar as 1), we ﬁrst deal with X¨ ′′. Diﬀerentiating the equation (2.2) twice with
respect to θ :
X¨i
′′
+ ∂pΓijkX˙jX˙kXp
′′
+ ∂2pqΓijkX˙jX˙kXp
′
Xq
′
+
4∂pΓijkX˙j
′
X˙kXp
′
+ 2Γijk(X˙j
′′
X˙k + X˙j
′
X˙k
′
) = 0,
with the initial condition
Xi
′′
(0, 0) = 0, X˙i
′′
(0, 0) = −δi1.
Evaluating on the axis, from (1.15),(2.3),(1.16) and (1.12), we get the following equations{
X¨i
′′ +Ri1α1Xα
′′ + (∇αRi1β1 +∇1Riβα1)Xα
′
Xβ
′ + 4Riβα1Xα
′
X˙β
′ = 0,
X ′′(0, 0) = 0, X˙ ′′(0, 0) = (−1, 0, · · · , 0)T .
Similarly, we need the following Claim.
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Claim 2.2. There exists a positive constant C under control such that, for any t ∈
[0, τ ] ⊂ [0, π],
max{|X ′′|, |X˙ ′′|} ≤ 2eπ2C .
Proof of Claim 2.2. Let f2(t) = |X ′′|2 + |X˙ ′′|2. Then
f˙2(t) = 2Xi
′′
X˙i
′′
+ 2X˙i
′′
X¨i
′′
= 2Xi
′′
X˙i
′′ − 2Ri1α1Xα
′′
X˙i
′′ − 2[(∇αRi1β1 +
∇1Riβα1)Xα
′
Xβ
′
+ 4Riβα1Xα
′
X˙β
′
]X˙i
′′
≤ Cf2(t) + C.
We thus conclude that
f2(t) ≤ 2eCt ≤ 2eCπ.
This ends the proof of Claim 2.2.
We go back to the proof of Lemma 2.1.
If i = 1, let f3 = X1
′′ + sin t cos t, then
f¨3 = −∇1R1βα1Xα
′
Xβ
′
+ 4(R¯1βα1 −R1βα1)Xα
′
X˙β
′ −
4R¯1βα1Xα
′
X˙β
′ − 4 sin t cos t
= 4Xα
′
X˙α
′ − 4 sin t cos t+ B(εt)
= 4X2
′
X˙2
′ − 4 sin t cos t+ B(εt)
= 4(X2
′ − sin t)X˙2′ + 4(X˙2′ − cos t) sin t+ B(εt)
= B(εt).
If i > 1, the term Xi′′ satisﬁes the following equation
X¨i
′′
+Xi
′′
= (R¯i1α1 −Ri1α1)Xα
′′ − (∇αRi1β1 +
∇1Riβα1)Xα
′
Xβ
′ − 4Riβα1Xα
′
X˙β
′
,
with the homogenuous initial condition
Xi
′′
(0, 0) = X˙i
′′
(0, 0) = 0. (2.5)
Using the representation formula of scalar function (1.10) to Xi′′ , we see that
Xi
′′
= sin t
∫ t
0
[(R¯i1α1 −Ri1α1)Xα
′′ − (∇αRi1β1 +∇1Riβα1)Xα
′
Xβ
′ −
4Riβα1Xα
′
X˙β
′
] cos sds− cos t
∫ t
0
[(R¯i1α1 −Ri1α1)Xα
′′ −
(∇αRi1β1 +∇1Riβα1)Xα
′
Xβ
′ − 4Riβα1Xα
′
X˙β
′
] sin sds.
By R¯i1α1 − Ri1α1 = B(ε),∇αRi1β1 = B(ε),∇1Riβα1 = B(ε), Riβα1 = B(ε), Claim 2.1 and
Claim 2.2, we have
Xi
′′
= B(εt).
Arguing as above, we have
X¨ ′′(0, t)− (4 sin t cos t, 0, · · · , 0)T = B(εt).
By integrating, together with the initial condition (2.5), we obtain
X˙ ′′(0, t)− (− cos(2t), 0, · · · , 0)T = B(εt2),
X ′′(0, t)− (− sin t cos t, 0, · · · , 0)T = B(εt3).
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3). The results are derived by tedious computation. We include the details in the
following. Diﬀerentiating (2.2) once with respect to θ and t respectively:
¨˙Xi
′
+ ∂2pqΓijkX˙jX˙kX˙pXq
′
+ ∂pΓijk(X¨jX˙kXp
′
+
X˙jX¨kXp
′
+ X˙jX˙kX˙p
′
) + 2∂pΓijkX˙j
′
X˙kX˙p +
2Γijk(X¨j
′
X˙k + X˙j
′
X¨k) = 0.
Evaluating at the origin, and combining with the following relationsX ′(0, 0) = 0, X˙(0, 0) =
(1, 0, · · · , 0)T , X˙ ′(0, 0) = (0, 1, 0, · · · , 0)T , (1.15) and ∂1Γijk(0) = Γijk(0) = 0, we con-
clude
¨˙Xi
′
(0, 0) = −Ri121(0).
Diﬀerentiating the equation (2.2) twice with respect to θ and once with respect to t
respectively, we have
¨˙Xi
′′
+ ∂2pqΓijkX˙jX˙kX˙pXq
′′
+
∂pΓijk(2X¨jX˙kXp
′′
+ X˙jX˙kX˙p
′′
) +
∂3pqlΓijkX˙jX˙kXp
′
Xq
′
X˙ l +
2∂2pqΓijk(X¨jX˙kXp
′
Xq
′
+ X˙jX˙kX˙p
′
Xq
′
) +
4∂2pqΓijkX˙j
′
X˙kX˙pXq
′
+ 4∂pΓijk(X¨j
′
X˙kXp
′
+
X˙j
′
X¨kXp
′
+ X˙j
′
X˙kX˙p
′
) +
2∂pΓijk(X˙j
′′
X˙k + X˙j
′
X˙k
′
)X˙p +
2Γijk(X¨j
′′
X˙k + X˙j
′′
X¨k + 2X¨j
′
X˙k
′
) = 0.
Evaluating at the origin, and combining with the following relationsX ′′(0, 0) = 0, X˙ ′′(0, 0) =
(−1, 0 · · · , 0)T , ∂1Γijk(0) = 0, X ′(0, 0) = 0, X˙ ′(0, 0) = (0, 1, 0 · · · , 0)T , X˙(0, 0) = (1, 0, · · · , 0)T ,
(1.15) and Γijk(0) = 0, we have
¨˙Xi
′
(0, 0) = −4Ri221(0).
The Lemma 2.1 is proved. 
2.2 The orthonormal chart motion
To proceed, we study the orthonormal chart motion.
Along the geodesic γθ(t), there are two charts:the natural chart { ∂∂xi } and the or-
thonormal chart {e1, · · · , e2}. To diﬀerentiate the curvature matrix (1.8), we need the
coordinate of {e1, · · · , e2}. Set (Y ji (θ, t)) for the coordinates of the orthonormal chart
{e1, · · · , e2}, i.e.
ei(θ, t) = Y ji (θ, t)∂j .
It is clear that Y i1 (θ, t) = X˙i(θ, t).
Since the orthonormal moving chart {e1, · · · , en} is parallel, we have the equation:
Y˙ ij + Γikl(X)X˙ lY kj = 0, (2.6)
with the initial condition
Y (θ, 0) =
cos θ − sin θsin θ cos θ
In−2
 .
It is useful to note that Y i1 = X˙i. Moreover, it is obvious that Y (0, t) = In.
The orthonormal chart motion is presented as follows.
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Lemma 2.2. Let (M, g) be a closed Riemannian manifold of dimension n ≥ 2. Assume
that (M, g) satisﬁes (1.3) and (1.4). Fix m0 ∈ M and ν0 ∈ I(m0)\{0}. In the Fermi
coordinate system x, for any t ∈ [0, τ ], the derivatives of the orthonormal chart motion
along the axis satisfy:
1) Y i′j (0, t) = −(δi1δ2j − δi2δ1j ) cos t+ B(εt2),
Y˙ i
′
j (0, t) = (δi1δ2j − δi2δ1j ) sin t+ B(εt);
2) Y i′′j (0, t) = −δi1δ1j cos(2t)− δi2δ2j cos2 t+
1
3 (δij − δi1δ1j − δi2δ2j ) sin2 t+ B(εt2),
Y˙ i
′′
j (0, t) = 4δi1δ1j sin t cos t+ 2δi2δ2j sin t cos t+
2
3 (δij − δi1δ1j − δi2δ2j ) sin t cos t+ B(εt);
3) Y¨ i′j (0, 0) = −Rij21(0),
Y¨ i
′′
j (0, 0) = 2δ2jRi121(0)− 23 (1 + 5δ1j )Ri22j(0).
Proof. We will settle Lemma 2.2 from 1) to 3) term by term.
1). Similar to the proof of Lemma 2.1, we ﬁrst consider Y˙ ′. Diﬀerentiating the equation
(2.6) with respect to θ :
Y˙ i
′
j + ∂pΓiklX˙ lXp
′
Y kj + Γikl(X˙ l
′
Y kj + X˙ lY k
′
j ) = 0,
Evaluating on the axis, and replacing X˙, Y,Γikl, ∂pΓik1 by the related values, we get
Y˙ i
′
j +Rijα1Xα
′
= 0,
with initial condition
Y i
′
j (0, 0) = δi2δ1j − δi1δ2j . (2.7)
Then
Y˙ i
′
j (0, t) = −Rijα1Xα
′
= (R¯ijα1 −Rijα1)Xα
′ − R¯ijα1Xα
′
.
Lemma 2.1 yields,
Y˙ i
′
j (0, t) = −R¯ijα1Xα
′
+ B(εt)
= −R¯ij21X2
′
+ B(εt)
= (δi1δ2j − δi2δ1j ) sin t+ B(εt).
Integrating with respect to t, together with the initial condition (2.7), we derive
Y i
′
j (0, t) = Y i
′
j (0, 0) +
∫ t
0
Y˙ i
′
j (0, s)ds
= δi2δ1j − δi1δ2j + (δi1δ2j − δi2δ1j )
∫ t
0
sin sds+ B(εt2)
= (δi2δ1j − δi1δ2j ) cos t+ B(εt2).
2). Similarly, we take account of Y˙ ′′. Diﬀerentiating equation (2.6) twice with respect
to the parameter θ :
Y˙ i
′′
j + ∂2pqΓiklX˙ lXp
′
Xq
′
Y kj + 2∂pΓiklX˙ l
′
Xp
′
Y kj +
∂pΓiklX˙ lXp
′′
Y kj + 2∂pΓiklX˙ lXp
′
Y k
′
j +
Γikl(X˙ l
′′
Y kj + 2X˙ l
′
Y k
′
j + X˙ lY k
′′
j ) = 0,
2.2. The orthonormal chart motion 15
with the initial condition
Y i
′′
j (0, 0) = −δi1δ1j − δi2δ2j . (2.8)
On the axis, replacing X˙, Y,Γikl, ∂pΓik1 by the corresponding values, the above equation
reduces to
Y˙ i
′′
j + ∂2αβΓi1jXα
′
Xβ
′
+ 2∂αΓiβjXα
′
X˙β
′
+
Rijα1X
α′′ + 2Rikα1Xα
′
Y k
′
j = 0,
As a result, the term Y˙ i′′j has the form
Y˙ i
′′
j = −∂2αβΓi1jXα
′
Xβ
′ − 2∂αΓiβjXα
′
X˙β
′ −
Rijα1X
α′′ − 2Rikα1Xα
′
Y k
′
j .
Since the result follows from Lemma 2.1 if j is equal to 1, thus it is suﬃcient to assume
that j > 1.
From (1.17), Lemma 2.1 and (1.15), it follows that
Y˙ i
′′
j = −
2
3(R
i
βαj +Rijαβ)Xα
′
X˙β
′ − 2Rikα1Xα
′
Y k
′
j + B(εt)
= −23(R¯
i
βαj + R¯ijαβ)Xα
′
X˙β
′ − 2R¯ikα1Xα
′
Y k
′
j + B(εt)
= −23(R¯
i
22j + R¯ij22)X2
′
X˙2
′ − 2δ2j R¯i121X2
′
Y 1
′
2 + B(εt)
= −23 R¯
i
22j sin t cos t+ 2δ2j R¯i121 sin t cos t+ B(εt)
= 23(δ
i
j − δi2δ2j ) sin t cos t+ 2δi2δ2j sin t cos t+ B(εt).
Integrating with respect to t, together with the initial condition (2.8), we have
Y i
′′
j (0, t) = Y i
′′
j (0, 0)−
∫ t
0
Y˙ i
′′
j (0, s)ds
= −δi2δ2j + 2δi2δ2j
∫ t
0
sin s cos sds+
2
3(δ
i
j − δi2δ2j )
∫ t
0
sin s cos sds+ B(εt2)
= −δi2δ2j + δi2δ2j sin2 t+
1
3(δ
i
j − δi2δ2j ) sin2 t+ B(εt2)
= −δi2δ2j cos2 t+
1
3(δ
i
j − δi2δ2j ) sin2 t+ B(εt2).
3). Diﬀerentiating equation (2.6) one with respect to t and θ respectively:
Y¨ i
′
j + ∂2pqΓiklX˙ lX˙pXq
′
Y kj + ∂pΓikl(X¨ lXp
′
Y kj +
X˙ lX˙p
′
Y kj + X˙ lXp
′
Y˙ kj ) + ∂pΓikl(X˙ l
′
Y kj +
X˙ lY k
′
j )X˙p + Γikl(X¨ l
′
Y kj + X˙ l
′
Y˙ kj +
X¨ lY k
′
j + X˙ lY˙ k
′
j ) = 0.
Evaluating at the origin, together with the following relations X ′(0, 0) = 0, X˙(0, 0) =
(1, 0 · · · , 0)T , X˙ ′(0, 0) = (0, 1, 0 · · · , 0)T , Y (0, 0) = In, (1.15) and Γikl(0) = ∂1Γikl(0) = 0,
we see that
Y¨ i
′
j (0, 0) = −Rij21(0).
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Diﬀerentiating equation (2.6) twice with respect to θ and once with respect to t respec-
tively:
Y¨ i
′′
j + 2∂2pqΓiklX˙ lX˙pXq
′
Y k
′
j + 2∂pΓikl(X¨ lXp
′
Y k
′
j + X˙ lX˙p
′
Y k
′
j +
X˙ lXp
′
Y˙ k
′
j ) + ∂2pqΓiklX˙ lX˙pXq
′′
Y kj + ∂pΓikl(X¨ lXp
′′
Y kj + X˙ lX˙p
′′
Y kj +
X˙ lXp
′′
Y˙ kj ) + 2∂2pqΓiklX˙ l
′
X˙pXq
′
Y kj + 2∂pΓikl(X¨ l
′
Xp
′
Y kj + X˙ l
′
X˙p
′
Y kj +
X˙ l
′
Xp
′
Y˙ kj ) + ∂3apqΓiklX˙ lX˙aXp
′
Xq
′
Y kj + ∂2pqΓikl(X¨ lXp
′
Xq
′
Y kj +
X˙ lX˙p
′
Xq
′
Y kj + X˙ lXp
′
X˙q
′
Y kj + X˙ lXp
′
Xq
′
Y˙ kj ) + ∂pΓikl(X˙ l
′′
Y kj +
2X˙ l
′
Y k
′
j + X˙ lY k
′′
j )X˙p + Γikl(X¨ l
′′
Y kj + X˙ l
′′
Y˙ kj + 2X¨ l
′
Y k
′
j +
2X˙ l
′
Y˙ k
′
j + X¨ lY k
′′
j + X˙ lY˙ k
′′
j ) = 0,
Evaluating at the origin, combining (20) with the relations X˙(0, 0) = (1, 0 · · · , 0)T ,
X ′(0, 0) = X ′′(0) = 0, X˙ ′(0, 0) = (0, 1, 0 · · · , 0)T , X˙ ′′(0, 0) = (−1, 0 · · · , 0)T , Y (0, 0) =
In and Γkij(0) = ∂1Γkij(0) = 0, we get
Y¨ i
′′
j (0, 0) = −2Rik21(0)Y k
′
j (0)− 2∂2Γi2j(0)
= −2δ1jRi221(0) + 2δ2jRi121(0)−
2δ1jRi221(0)−
2
3(1− δ
1
j )Ri22j(0)
= −103 δ
1
jR
i
221 + 2δ2jRi121(0)−
2
3R
i
22j(0)
= 2δ2jRi121(0)−
2
3(1 + 5δ
1
j )Ri22j(0).
This completes the proof of Lemma 2.2. 
2.3 The behaviour of the curvature matrix
In this section, we take account of the behaviour of the curvature matrix. Combining
(1.8) with γθ(t) = e1(θ, t), by the anti-symmetry of the Riemann curvature tensor, we
see that Rij(θ, t) = 0, if i = 1 or j = 1. Thus all order partial derivatives of R1j and
Ri1 with respect to θ or t vanish identically. Without loss of generality, we assume that
i, j > 1 in this section. In the following, the Riemann curvature tensor are evaluated at
γ0(t), otherwise speciﬁcally.
The behaviour of curvature matrix is illustrated as follows.
Proposition 2.1. Let (M, g) be a closed Riemannian manifold of dimension n ≥ 2.
Assume that (M, g) satisﬁes the curvature assumptions (1.3) and (1.4). Fix m0 ∈ M
and ν0 ∈ I(m0)\{0}. In the Fermi coordinate system, for any t ∈ [0, τ ] and i, j > 1, we
have
a) R˙ij(0, t) = ∇1R1i1j ,
R′ij(0, t) = (R1i2j +R1j2i) cos t+∇2R1i1j sin t+ B(εt2);
b) R¨ij(0, t) = ∇211R1i1j,
R˙′ij(0, t) = (∇1R1i2j +∇1R1j2i +∇2R1i1j) cos t+ B(εt),
R′′ij(0, t) = [2R2i2j + (δ2i + δ2j − 2)R1i1j ] cos2 t+
(−∇1R1i1j + 2∇2R1i2j + 2∇2R1j2i) sin t cos t+ B(εt2);
c) R˙′′ij(0, 0) = 2∇1R2i2j(0) + (δ2i + δ2j − 3)∇1R1i1j(0)+
2(∇2R1i2j(0) +∇2R1j2i(0)),
R¨′ij(0, 0) = B(ε),
R¨′′ij(0, 0) = B(ε).
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Remark 2.1. (1).We will need the initial value of R˙, R′, R˙′ and R′′. Based on a) and
b), we know that
R˙(0, 0) =
[
0 0
0 ∇1R1i1j(0)
]
,
R′(0, 0) =
[
0 0
0 R1i2j(0) +R1j2i(0)
]
,
R˙′(0, 0) =
[
0 0
0 ∇1R1i2j(0) +∇1R1j2i(0) +∇2R1i1j(0)
]
,
R′′(0, 0) =
0 0 00 0 −R121j(0)
0 −R1i12(0) 2R2i2j(0)− 2R1i1j(0)
 ;
(2).From a) and b), we know that R˙, R′, R¨, R˙′ and R′′ are all globally small enough,i.e.
there exists a positive constant C under control such that
∀t ∈ [0, π), max{|R˙|, |R′|, |R¨|, |R˙′|, |R′′|} ≤ Cε.
Proof. Fix i, j > 1. To diﬀerentiate Rij , we need to rewrite the expression (1.8) in the
Fermi coordinate system. Recall that
e1(θ, t) = X˙j(θ, t)∂j , ei(θ, t) = Y ji (θ, t)∂j .
From (1.8), we can write
Rij(θ, t) = ⟨R(ei(θ, t), e1(θ, t))e1(θ, t), ej(θ, t)⟩
= Rdcba(X)X˙aY bi X˙cY dj
= Rabcd(X)X˙aY bi X˙cY dj , (2.9)
where the last equality holds with respect to the symmetry of the Riemann curvature
tensor.
a). Diﬀerentiating (2.9) with respect to t :
R˙ij(θ, t) = ∂pRabcdX˙aY bi X˙cY dj X˙p +Rabcd∂t(X˙aY bi X˙cY dj )
= ∂pRabcdX˙aY bi X˙cY dj X˙p +Rabcd(X¨aY bi X˙cY dj + (2.10)
X˙aY˙ bi X˙
cY dj + X˙aY bi X¨cY dj + X˙aY bi X˙cY˙ dj ).
The partial derivative in the ﬁrst term can be written in terms of the covariant
derivative. The deﬁnition of the ﬁrst covariant derivative gives:
∂pRabcd = ∇pRabcd + ΓhpaRhbcd + ΓhpbRahcd +
ΓhpcRabhd + ΓhpdRabch.
Since the Christoﬀel symbols vanish identically on the axis, it follows that
∂pRabcd = ∇pRabcd. (2.11)
Evaluating on the axis, and substituting (2.11) and X(0, t) = (t, 0, · · · , 0)T , Y (0, t) = In
into (2.10), the result is
R˙ij(0, t) = ∇1R1i1j .
To ﬁnish the proof of a), it remains to estimate R′ij . Diﬀerentiating (2.9) with respect
to θ :
R′ij(θ, t) = ∂pRabcdX˙aY bi X˙cY dj Xp
′
+Rabcd∂θ(X˙aY bi X˙cY dj )
= ∂pRabcdX˙aY bi X˙cY dj Xp
′
+Rabcd(X˙a
′
Y bi X˙
cY dj +
X˙aY b
′
i X˙
cY dj + X˙aY bi X˙c
′
Y dj + X˙aY bi X˙cY d
′
j ).
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Evaluating on the axis, (2.11) and the relations X(0, t) = (t, 0, · · · , 0)T , X1′(0, t) =
0, Y (0, t) = In infer
R′ij(0, t) = ∇αR1i1jXα
′
+ (Rαi1j +R1iαj)X˙α
′
+
R1α1jY
α′
i +R1i1αY α
′
j .
Using Lemma 2.1 and Lemma 2.2, we obtain
R′ij(0, t) = ∇2R1i1jX2
′
+ (R2i1j +R1i2j)X˙2
′
+ B(εt2)
= ∇2R1i1j sin t+ (R1i2j +R1j2i) cos t+ B(εt2).
b) Diﬀerentiating (2.9) twice with respect to t, we have
R¨ij(θ, t) = ∂2pqRabcdX˙aY bi X˙cY dj X˙pX˙q + ∂pRabcdX˙aY bi X˙cY dj X¨p +
2∂pRabcd∂t(X˙aY bi X˙cY dj )X˙p +Rabcd∂2t (X˙aY bi X˙cY dj )
= ∂2pqRabcdX˙aY bi X˙cY dj X˙pX˙q + ∂pRabcdX˙aY bi X˙cY dj X¨p + (2.12)
2∂pRabcd(X¨aY bi X˙cY dj + X˙aY˙ bi X˙cY dj + X˙aY bi X¨cY dj +
X˙aY bi X˙
cY˙ dj )X˙p +Rabcd( ¨˙XaY bi X˙cY dj + 2X¨aY˙ bi X˙cY dj +
2X¨aY bi X¨cY dj + 2X¨aY bi X˙cY˙ dj + X˙aY¨ bi X˙cY dj +
2X˙aY˙ bi X¨cY dj + 2X˙aY˙ bi X˙cY˙ dj + X˙aY bi ¨˙XcY dj +
2X˙aY bi X¨cY˙ dj + X˙aY bi X˙cY¨ dj ).
We write the second partial derivatives in above expression in terms of the related
covariant derivatives. By the deﬁnition of the second covariant derivatives, we see that
∂2pqRabcd = ∇2pqRabcd + ∂pΓhqaRhbcd + ∂pΓhqbRahcd + ∂pΓhqcRabhd +
∂pΓhqdRabch + Γhqa∂pRhbcd + Γhqb∂pRahcd + Γhqc∂pRabhd +
Γhqd∂pRabch + Γhpq∇hRabcd + Γhpa∇qRhbcd + Γhpb∇qRahcd +
Γhpc∇qRabhd + Γhpd∇qRabch.
Evaluating on the axis, since the the Christoﬀel symbols vanish identically, we have
∂2pqRabcd = ∇2pqRabcd + ∂pΓhqaRhbcd + ∂pΓhqbRahcd + (2.13)
∂pΓhqcRabhd + ∂pΓhqdRabch.
Recall that ∂1Γijk = 0 on the axis. Thus, we get
∂21qR1i1j = ∇21qR1i1j . (2.14)
Substituting (2.14) and X(0, t) = (t, 0, · · · , 0)T , Y (0, t) = In into (2.12), the result is
R¨ij(0, t) = ∇211R1i1j .
Next, we begin to estimate R˙′ij . Diﬀerentiating (2.9) with respect to θ and t respec-
tively:
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R˙′ij(θ, t) = ∂2pqRabcdX˙aY bi X˙cY dj X˙qXp
′
+ ∂pRabcdX˙aY bi X˙cY dj X˙p
′
+
∂pRabcd∂t(X˙aY bi X˙cY dj )Xp
′
+ ∂pRabcd∂θ(X˙aY bi X˙cY dj )X˙p +
Rabcd∂
2
tθ(X˙aY bi X˙cY dj )
= ∂2pqRabcdX˙aY bi X˙cY dj X˙qXp
′
+ ∂pRabcdX˙aY bi X˙cY dj X˙p
′
+
∂pRabcd(X¨aY bi X˙cY dj + X˙aY˙ bi X˙cY dj + X˙aY bi X¨cY dj +
X˙aY bi X˙
cY˙ dj )Xp
′
+ ∂pRabcd(X˙a
′
Y bi X˙
cY dj + X˙aY b
′
i X˙
cY dj +
X˙aY bi X˙
c′Y dj + X˙aY bi X˙cY d
′
j )X˙p +Rabcd(X¨a
′
Y bi X˙
cY dj +
X˙a
′
Y˙ bi X˙
cY dj + X˙a
′
Y bi X¨
cY dj + X˙a
′
Y bi X˙
cY˙ dj + X¨aY b
′
i X˙
cY dj +
X˙aY˙ b
′
i X˙
cY dj + X˙aY b
′
i X¨
cY dj + X˙aY b
′
i X˙
cY˙ dj + X¨aY bi X˙c
′
Y dj +
X˙aY˙ bi X˙
c′Y dj + X˙aY˙ bi X¨c
′
Y dj + X˙aY bi X˙c
′
Y˙ dj + X¨aY bi X˙cY d
′
j +
X˙aY˙ bi X˙
cY d
′
j + X˙aY bi X¨cY d
′
j + X˙aY bi X˙cY˙ d
′
j ).
Evaluating on the axis, the relationsX(0, t) = (t, 0, · · · , 0)T , X1′(0, t) = 0, and Y (0, t) =
In infer
R˙′ij(0, t) = ∂21αR1i1jXα
′
+ ∂αR1i1jX˙α
′
+ ∂1Rαi1jX˙α
′
+
∂1R1α1jY
α′
i + ∂1R1iαjX˙α
′
+ ∂1R1i1αY α
′
j +
Rαi1jX¨
α′ +R1α1j Y˙ α
′
i +R1iαjX¨α
′
+R1i1αY˙ α
′
j
= ∂21αR1i1jXα
′
+ (∂αR1i1j + ∂1Rαi1j + ∂1R1iαj)X˙α
′
+
(Rαi1j +R1iαj)X¨α
′
+ ∂1R1α1jY α
′
i + ∂1R1i1αY α
′
j +
+R1α1j Y˙ α
′
i +R1i1αY˙ α
′
j .
From (2.11), (2.14), Lemma 2.1 and Lemma 2.2, we get
R˙′ij(0, t) = ∇21αR1i1jXα
′
+ (∇αR1i1j +∇1Rαi1j +∇1R1iαj)X˙α′ +
(Rαi1j +R1iαj)X¨α
′
+∇1R1α1jY α′i +∇1R1i1αY α
′
j +
+R1α1j Y˙ α
′
i +R1i1αY˙ α
′
j
= ∇212R1i1jX2
′
+ (∇2R1i1j +∇1R2i1j +∇1R1i2j)X˙2′ +
(R2i1j +R1i2j)X¨2
′
+ B(εt)
= ∇212R1i1j sin t+ (∇2R1i1j +∇1R2i1j +∇1R1i2j) cos t−
(R2i1j +R1i2j) sin t+ B(εt)
= (∇1R1i2j +∇1R1j2i +∇2R1i1j) cos t+ B(εt),
where in the last equality the fact was used that R1i2j = B(ε).
To ﬁnish the proof of b), it remains to estimate R′′ij . Diﬀerentiating (2.9) twice with
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respect to θ, we infer
R′′ij(θ, t) = ∂2pqRabcdX˙aY bi X˙cY dj Xp
′
Xq
′
+ ∂pRabcdX˙aY bi X˙cY dj Xp
′′
+
2∂pRabcd∂θ(X˙aY bi X˙cY dj )Xp
′
+Rabcd∂2θθ(X˙aY bi X˙cY dj )
= ∂2pqRabcdX˙aY bi X˙cY dj Xp
′
Xq
′
+ ∂pRabcdX˙aY bi X˙cY dj Xp
′′
+
2∂pRabcd(X˙a
′
Y bi X˙
cY dj + X˙aY b
′
i X˙
cY dj + X˙aY bi X˙c
′
Y dj +
X˙aY bi X˙
cY d
′
j )Xp
′
+Rabcd(X˙a
′′
Y bi X˙
cY dj + 2X˙a
′
Y b
′
i X˙
cY dj +
2X˙a
′
Y bi X˙
c′Y dj + 2X˙a
′
Y bi X˙
cY d
′
j + X˙aY b
′′
i X˙
cY dj +
2X˙aY b
′
i X˙
c′Y dj + 2X˙aY b
′
i X˙
cY d
′
j + X˙aY˙ bi X˙c
′′
Y dj +
2X˙aY bi X˙c
′
Y d
′
j + X˙aY bi X˙cY d
′′
j ).
Evaluated on the axis, the relations X(0, t) = (t, 0, · · · , 0)T , X1′(0, t) = 0, Y (0, t) = In
imply
R′′ij(0, t) = ∂2αβR1i1jXα
′
Xβ
′
+ ∂pR1i1jXp
′′
+ 2∂αRβi1jXα
′
X˙β
′
+
2∂αR1β1jXα
′
Y β
′
i + 2∂αR1iβjXα
′
X˙β
′
+ 2∂αR1i1βXα
′
Y β
′
j +
Rai1jX˙
a′′ + 2Rαb1jX˙α
′
Y b
′
i + 2RαiβjX˙α
′
X˙β
′
+ 2Rαi1βX˙α
′
Y β
′
j +
R1β1jY
β′′
i + 2R1βαjX˙α
′
Y β
′
i + 2R1α1βY α
′
i Y
β′
j +R1iajX˙a
′′
+
2R1iαbX˙α
′
Y b
′
j +R1i1βY
β′′
j
= ∂2αβR1i1jXα
′
Xβ
′
+ ∂pR1i1jXp
′′
+ 2(∂αRβi1j +
∂αR1iβj)Xα
′
X˙β
′
+ 2(∂αR1β1jXα
′
Y β
′
i + ∂αR1i1βXα
′
Y β
′
j ) +
(Rai1j +R1iaj)X˙a
′′
+ 2RαiβjX˙α
′
X˙β
′
+ 2(Rαb1jX˙α
′
Y b
′
i +
R1iαbX˙
α′Y b
′
j ) + 2(Rαi1βX˙α
′
Y β
′
j +R1βαjX˙α
′
Y β
′
i ) +
2R1α1βY α
′
i Y
β′
j +R1β1jY
β′′
i +R1i1βY
β′′
j .
We are now in the position to calculate ∂2αβR1i1j and ∂pR1i1j . For the ﬁrst covariant
derivative, from (2.11), we have ∂pR1i1j = ∇pR1i1j . For the second covariant derivative,
from (2.13), it follows that
∂2αβR1i1j = ∇2αβR1i1j + ∂αΓp1βRpi1j + ∂αΓpiβR1p1j +
∂αΓp1βR1ipj + ∂αΓ
p
jβR1i1p
= ∇2αβR1i1j + ∂αΓp1β(Rpi1j +R1ipj) + ∂αΓpiβR1p1j +
∂αΓpjβR1i1p
= ∇2αβR1i1j +Rpβα1(R1ipj +R1jpi) +
1
3(R
p
iαβ +R
p
βαi)R1p1j + (2.15)
1
3(R
p
jαβ +R
p
βαj)R1i1p.
where the last equality holding due to (1.15) and (1.16).
Hence ∂2αβR1i1j is uniformly bounded. Therefore
R′′ij(0, t) = ∂2αβR1i1jXα
′
Xβ
′
+∇pR1i1jXp′′ + 2(∇αRβi1j +
∇αR1iβj)Xα′X˙β′ + 2(∇αR1β1jXα′Y β
′
i +∇αR1i1βXα
′
Y β
′
j ) +
(Rai1j +R1iaj)X˙a
′′
+ 2RαiβjX˙α
′
X˙β
′
+ 2(Rαb1jX˙α
′
Y b
′
i +
R1iαbX˙
α′Y b
′
j ) + 2(Rαi1βX˙α
′
Y β
′
j +R1βαjX˙α
′
Y β
′
i ) +
2R1α1βY α
′
i Y
β′
j +R1β1jY
β′′
i +R1i1βY
β′′
j .
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From Lemma 2.1 and Lemma 2.2, we obtain
R′′ij(0, t) = ∂222R1i1jX2
′
X2
′
+∇1R1i1jX1′′ + 2(∇2R2i1j +
∇2R1i2j)X2′X˙2′ + 2R1i1jX˙1′′ + 2R2i2jX˙2′X˙2′ +
2(δ2iR211jX˙2
′
Y 1
′
2 +R1i21δ2jX˙2
′
Y 1
′
2 ) +
R1i1jY
i′′
i +R1i1jY
j′′
j + B(εt2)
= ∂222R1i1j sin2 t−∇1R1i1j sin t cos t+ 2(∇2R2i1j +
∇2R1i2j) sin t cos t− 2R1i1j cos(2t) + 2R2i2j cos2 t+
2(δ2i + δ2j)R1i1j cos2 t− (δ2i + δ2j)R1i1j cos2 t+
1
3(δi3 + δj3 + · · ·+ δin + δjn)R1i1j sin
2 t+ B(εt2)
= ∂222R1i1j sin2 t+ (−∇1R1i1j + 2∇2R2i1j +
2∇2R1i2j) sin t cos t− 2R1i1j cos(2t) + 2R2i2j cos2 t+
(δ2i + δ2j)R1i1j cos2 t+
1
3(δi3 + δj3 + · · ·+ δin + δjn)R1i1j sin
2 t+ B(εt2).
For the term ∂222R1i1j , the formula (2.15) gives:
∂222R1i1j = ∇222R1i1j +Rp221(Rpi1j +R1ipj) +
1
3R
p
22iR1p1j +
1
3R
p
22jR1i1p
= −83R1i1j +
1
3(δ2i + δ2j)R1i1j + B(ε),
where the last equality follows from the assumption (1.4).
Therefore
R′′ij(0, t) = −
8
3R1i1j sin
2 t+ 13(δ2i + δ2j)R1i1j sin
2 t+
(−∇1R1i1j + 2∇2R2i1j + 2∇2R1i2j) sin t cos t−
2R1i1j cos(2t) + 2R2i2j cos2 t+ (δ2i + δ2j)R1i1j cos2 t+
1
3(δi3 + δj3 + · · ·+ δin + δjn)R1i1j sin
2 t+ B(εt2).
Since δi3 + · · ·+ δin = 1− δ2i, δj3 + · · ·+ δjn = 1− δ2j , for i, j > 1. Then
R′′ij(0, t) = −
8
3R1i1j sin
2 t+ 13(δ2i + δ2j)R1i1j sin
2 t+
(−∇1R1i1j + 2∇2R2i1j + 2∇2R1i2j) sin t cos t−
2R1i1j cos(2t) + 2R2i2j cos2 t+ (δ2i + δ2j)R1i1j cos2 t+
1
3(2− δ2i − δ2j)R1i1j sin
2 t+ B(εt2)
= −2R1i1j sin2 t+ (−∇1R1i1j + 2∇2R2i1j +
2∇2R1i2j) sin t cos t− 2R1i1j cos(2t) + 2R2i2j cos2 t+
(δ2i + δ2j)R1i1j cos2 t+ B(εt2)
= 2(R2i2j −R1i1j) cos2 t+ (−∇1R1i1j + 2∇2R1i2j +
2∇2R1j2i) sin t cos t+ (δ2i + δ2j)R1i1j cos2 t+ B(εt2).
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c). Diﬀerentiating (2.9) twice with respect to θ and once with respect to t :
R˙′′ij(θ, t) = ∂3pqkRabcdX˙aY bi X˙cY dj X˙kXp
′
Xq
′
+
∂2pqRabcd∂t(X˙aY bi X˙cY dj )Xp
′
Xq
′
+
∂2pqRabcdX˙
aY bi X˙
cY dj (X˙p
′
Xq
′
+Xp
′
X˙q
′
) +
∂2pqRabcdX˙
aY bi X˙
cY dj X˙
qXp
′′
+
∂pRabcd∂t(X˙aY bi X˙cY dj )Xp
′′
+
∂pRabcdX˙
aY bi X˙
cY dj X˙
p′′ +
2∂2pqRabcd∂θ(X˙aY bi X˙cY dj )X˙qXp
′
+
2∂pRabcd∂2tθ(X˙aY bi X˙cY dj )Xp
′
+
2∂pRabcd∂θ(X˙aY bi X˙cY dj )X˙p
′
+
∂pRabcd∂
2
θθ(X˙aY bi X˙cY dj )X˙p +
Rabcd∂
3
tθθ(X˙aY bi X˙cY dj ).
Evaluating at the origin, the initial conditions X ′(0, 0) = X ′′(0, 0) = 0 infer
R˙′′ij(0, 0) = ∂pRabcdX˙aY bi X˙cY dj X˙p
′′
+
2∂pRabcd∂θ(X˙aY bi X˙cY dj )X˙p
′
+
∂pRabcd∂
2
θθ(X˙aY bi X˙cY dj )X˙p +
Rabcd∂
3
tθθ(X˙aY bi X˙cY dj ).
The term 2∂pRabcd∂θ(X˙aY bi X˙cY dj )X˙p
′ can be handled as follows
2∂pRabcd∂θ(X˙aY bi X˙cY dj )X˙p
′
= 2∂pRabcd(X˙a
′
Y bi X˙
cY dj + X˙aY b
′
i X˙
cY dj +
X˙aY bi X˙
c′Y dj + X˙aY bi X˙cY d
′
j )X˙p
′
= 2∂αRβi1jX˙α
′
X˙β
′
+ 2∂αR1β1jX˙α
′
Y β
′
i +
2∂αR1iβjX˙α
′
X˙β
′
+ 2∂αR1i1βX˙α
′
Y β
′
j
= 2(∇2R1i2j +∇2R1j2i).
where the last equality follows from X˙ ′(0, 0) = (0, 1, 0, · · · , 0)T and Y i′j (0, 0) = −δi1δ2j +
δi2δ
1
j .
The term ∂pRabcd∂2θθ(X˙aY bi X˙cY dj )X˙p.
∂pRabcd∂
2
θθ(X˙aY bi X˙cY dj )X˙p
= ∂pRabcd(X˙a
′′
Y bi X˙
cY dj + 2X˙a
′
Y b
′
i X˙
cY dj + 2X˙a
′
Y bi X˙
c′Y dj +
2X˙a
′
Y bi X˙
cY d
′
j + X˙aY b
′′
i X˙
cY dj + 2X˙aY b
′
i X˙
c′Y dj +
2X˙aY b
′
i X˙
cY d
′
j + X˙aY˙ bi X˙c
′′
Y dj + 2X˙aY bi X˙c
′
Y d
′
j +
X˙aY bi X˙
cY d
′′
j )X˙p
= ∂1Rai1jX˙a
′′
+ 2∂1Rαb1jX˙α
′
Y b
′
i + 2∂1RαiβjX˙α
′
X˙β
′
+ 2∂1Rαi1βX˙α
′
Y β
′
j +
∂1R1β1jY
β′′
i + 2∂1R1βαjX˙α
′
Y β
′
i + 2∂1R1α1βY α
′
i Y
β′
j + ∂1R1iajX˙a
′′
+
2∂1R1iαbX˙α
′
Y b
′
j + ∂1R1i1βY
β′′
j
= −2∇1R1i1j + (δ2i + δ2j)∇1R1i1j + 2∇1R2i2j ,
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where the last equality follows from the following relations X˙ ′(0, 0) = (0, 1, 0, · · · , 0)T ,
X¨ ′(0, 0) = (0,−1, 0, · · · , 0)T , X˙ ′′(0, 0) = (−1, 0, · · · , 0)T and Y i′j (0, 0) = −δi1δ2j + δi2δ1j .
The term ∂3tθθ(X˙aY bi X˙cY dj ).
∂3tθθ(X˙aY bi X˙cY dj )
= X¨a
′′
Y bi X˙
cY dj + X˙a
′′
Y˙ bi X˙
cY dj + X˙a
′′
Y bi X¨
cY dj + X˙a
′′
Y bi X˙
cY˙ dj +
2X¨a
′
Y b
′
i X˙
cY dj + 2X˙a
′
Y˙ b
′
i X˙
cY dj + 2X˙a
′
Y b
′
i X¨
cY dj + 2X˙a
′
Y b
′
i X˙
cY˙ dj +
2X¨a
′
Y bi X˙
c′Y dj + 2X˙a
′
Y˙ bi X˙
c′Y dj + 2X˙a
′
Y bi X¨
c′Y dj + 2X˙a
′
Y bi X˙
c′ Y˙ dj +
2X¨a
′
Y bi X˙
cY d
′
j + 2X˙a
′
Y˙ bi X˙
cY d
′
j + 2X˙a
′
Y bi X¨
cY d
′
j + 2X˙a
′
Y bi X˙
cY˙ d
′
j +
X¨aY b
′′
i X˙
cY dj + X˙aY˙ b
′′
i X˙
cY dj + X˙aY b
′′
i X¨
cY dj + X˙aY b
′′
i X˙
cY˙ dj +
2X¨aY b
′
i X˙
c′Y dj + 2X˙aY˙ b
′
i X˙
c′Y dj + 2X˙aY b
′
i X¨
c′Y dj + 2X˙aY b
′
i X˙
c′ Y˙ dj +
2X¨aY b
′
i X˙
cY d
′
j + 2X˙aY˙ b
′
i X˙
cY d
′
j + 2X˙aY b
′
i X¨
cY d
′
j + 2X˙aY b
′
i X˙
cY˙ d
′
j +
X¨aY bi X˙
c′′Y dj + X˙aY˙ bi X˙c
′′
Y dj + X˙aY bi X¨c
′′
Y dj + X˙aY bi X˙c
′′
Y˙ dj +
2X¨aY bi X˙c
′
Y d
′
j + 2X˙aY˙ bi X˙c
′
Y d
′
j + 2X˙aY bi X¨c
′
Y d
′
j + 2X˙aY bi X˙c
′
Y˙ d
′
j +
X¨aY bi X˙
cY d
′′
j + X˙aY˙ bi X˙cY d
′′
j + X˙aY bi X¨cY d
′′
j + X˙aY bi X˙cY˙ d
′′
j
= 0,
where the last equality holds because of X¨(0, 0) = X¨ ′(0, 0) = X¨ ′′(0, 0) = 0 and Y˙ (0, 0) =
Y˙ ′(0, 0) = Y˙ ′′(0, 0) = 0.
Therefore
R˙′′ij(0, 0) = 2∇1R2i2j + (δ2i + δ2j − 3)∇1R1i1j +
2(∇2R1i2j +∇2R1j2i).
By a lengthy computation, one can prove that R¨′ij(0, 0) = B(ε) and R¨′′ij(0, 0) = B(ε).
This ends the proof of Proposition 2.1. 
24 Chapter 2. The behaviour of the curvature matrix
Chapter 3
A reinforced MTW condition
This chapter contains the various subtle estimates of the MTW tensor. The MTW
tensor plays an important role in the regularity of the optimal transport map. Thus
it is useful to understand the behaviour of the MTWtensor. Firstly, we exploit the
formula in [45] to calculate the MTWtensor. Secondly, we recast the approximation of
the MTWtensor by the MTWtensor on the round sphere originated from Theorem 2
in [29]. In the end, we prove that the MTWtensor on the nearly spherical manifold
satisﬁes a reinforced MTWcondition.
3.1 The calculation of MTW tensor
In this section, we calculate the MTWtensor. As a starting point, we give some
notations. Let (M, g) be an n-dimensional Riemannian manifold. Henceforth, we ﬁx
m ∈M,ν ∈ I(m)\{0} and (ξ, η) ∈ TmM×TmM. Since theMTWtensor is homogeneous
with degree 2 in both ξ and η, it suﬃces to assume that |ξ|m = |η|m = 1.
Taking the orthonormal basis {E1, E2, · · · , En} of the tangent space TmM so that
ν = |ν|mE1, ξ = ξ1E1 + ξ2E2 + ξ3E3, η = η1E1 + η2E2 and identify the tangent vectors
at m with their coordinates in this basis. Then the metric gm is given by the canonical
scalar product of Rn. It will be implicitly understood throughout the calculations that
the inner product and the Riemann curvature tensor are evaluated at the point m.
Recalling the deﬁnition of MTWtensor (0.2), it follows that
C(m, ν)(ξ, η) = −32
d2
ds2
∣∣∣∣
s=0
⟨∇2mc(., expm(ν + sη))(ξ), ξ⟩m
= −32
d2
ds2
∣∣∣∣
s=0
⟨S(m, ν + sη, 1)(ξ), ξ⟩m,
where the second equality follows from Proposition 1.1(b).
For any s ∈ R small enough, we can write
ν + sη = t(s)(cos θE1 + sin θE2),
where
t(s) = |ν + sη|m, θ(s) = tan−1
(
sη2
τ + sη1
)
.
From the Remark 1.1(1), it follows that
C(m, ν)(ξ, η) = −32
d2
ds2
|s=0⟨S(m, cos θ(s)E1 + sin θ(s)E2, t(s))(ξ), ξ⟩m.
To proceed, we give some more notations. Let γθ(t) be the geodesic with initial point
m and initial velocity cos θE1 + sin θE2. For |θ| suﬃciently small, let the orthonor-
mal frame {e1(θ, t), e2(θ, t), · · · , en(θ, t)} be the parallel transport along the geodesic
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γθ(t) with the initial conditions e1(θ, 0) = cos θE1 + sin θE2, e2(θ, 0) = − sin θE1 +
cos θE2, ei(θ, 0) = Ei for i ≥ 3. Let J0(θ, t) and J1(θ, t) be the solutions of the
Jacobi equation (1.7) and R(θ, t) be deﬁned by (1.8) along the geodesic γθ(t). Re-
call that the matrix of the linear operator S(m, e1(θ, 0), t) in the orthonormal basis
{e1(θ, 0), e2(θ, 0), · · · , en(θ, 0)} is tJ0(θ, t)−1J1(θ, t).
Then the matrix of the linear operator S(m, e1(θ, 0), t) in the orthonormal basis
{E1, E2, · · · , En} is Q(θ)TS(θ, t)Q(θ), i.e.
⟨S(m, e1(θ, 0), t)(ξ), ξ⟩ = ⟨S(θ, t)Q(θ)ξ,Q(θ)ξ⟩. (3.1)
where
Q(θ) =
 cos θ sin θ− sin θ cos θ
In−2
 .
In the sequel, the dot will stand for the derivative with respect to t and the prime
for the derivative with respect to θ.
Diﬀerentiating (3.1) once and twice with respect to s, respectively:
d
ds
⟨S(m, e1(θ, 0), t)(ξ), ξ⟩ = [⟨S ′Qξ,Qξ⟩+ 2⟨SQξ,Q′ξ⟩]dθ
ds
+
⟨S˙Qξ,Qξ⟩ dt
ds
,
d2
ds2
⟨S(m, e1(θ, 0), t)(ξ), ξ⟩ = (3.2)
[⟨S ′′Qξ,Qξ⟩+ 4⟨S ′Qξ,Q′ξ⟩+ 2⟨SQ′ξ,Q′ξ⟩+ 2⟨SQξ,Q′′ξ⟩](dθ
ds
)2 +
[2⟨S˙ ′Qξ,Qξ⟩+ 4⟨S˙Qξ,Q′ξ⟩] dt
ds
dθ
ds
+ ⟨S¨Qξ,Qξ⟩( dt
ds
)2 +
[⟨S ′Qξ,Qξ⟩+ 2⟨SQξ,Q′ξ⟩]d
2θ
ds2
+ ⟨S˙Qξ,Qξ⟩ d
2t
ds2
.
By a straitforward computation, we have
dt
ds
= s(η
2
1 + η22) + τη1
|ν + sη| ,
d2t
ds2
= τ
2η22
|ν + sη|3 ,
dθ
ds
= τη2
s2(η21 + η22) + 2sτη1 + τ2
,
d2θ
ds2
= − 2τη2[s(η
2
1 + η22) + τη1]
[s2(η21 + η22) + 2sτη1 + τ2]2
,
where τ = |ν|m.
Evaluating at s = 0, we have
t = τ, dt
ds
= η1,
d2t
ds2
= η
2
2
τ
, θ = 0, dθ
ds
= η2
τ
,
d2θ
ds2
= −2η1η2
τ2
. (3.3)
We write
Pξ = (ξ1, ξ2, 0, · · · , 0)T , P⊥ξ = (ξ2,−ξ1, 0, · · · , 0)T .
Then at s = 0, we have
Qξ = ξ,Q′ξ = P⊥ξ,Q′′ξ = −Pξ. (3.4)
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At s = 0, plugging (3.3),(3.4) into (3.2), we obtain
d2
ds2
|s=0⟨S(m, e1(θ, 0), t)(ξ), ξ⟩
= [⟨S ′′ξ, ξ⟩+ 4⟨S ′ξ, P⊥ξ⟩+ 2⟨SP⊥ξ, P⊥ξ⟩ − 2⟨Sξ, Pξ⟩]η
2
2
τ2
+
[2⟨S˙ ′ξ, ξ⟩+ 4⟨S˙ξ, P⊥ξ⟩]η1η2
τ
+ ⟨S¨ξ, ξ⟩η21 +
[⟨S ′ξ, ξ⟩+ 2⟨Sξ, P⊥ξ⟩](−2η1η2
τ2
) + ⟨S˙ξ, ξ⟩η
2
2
τ
= ⟨S¨ξ, ξ⟩η21 + [
2
τ
⟨S˙ ′ξ, ξ⟩+ 4
τ
⟨S˙ξ, P⊥ξ⟩ − 2
τ2
⟨S ′ξ, ξ⟩ −
4
τ2
⟨Sξ, P⊥ξ⟩]η1η2 + [ 1
τ2
⟨S ′′ξ, ξ⟩+ 1
τ
⟨S˙ξ, ξ⟩+
4
τ2
⟨S ′ξ, P⊥ξ⟩+ 2
τ2
⟨SP⊥ξ, P⊥ξ⟩ − 2
τ2
⟨Sξ, Pξ⟩]η22 .
Finally, we get
C(m, ν)(ξ, η)
= −32 ⟨S¨ξ, ξ⟩η
2
1 + 3[−
1
τ
⟨S˙ ′ξ, ξ⟩ − 2
τ
⟨S˙ξ, P⊥ξ⟩+ (3.5)
1
τ2
⟨S ′ξ, ξ⟩+ 2
τ2
⟨Sξ, P⊥ξ⟩]η1η2 + 32[−
1
τ2
⟨S ′′ξ, ξ⟩−
1
τ
⟨S˙ξ, ξ⟩ − 4
τ2
⟨S ′ξ, P⊥ξ⟩ − 2
τ2
⟨SP⊥ξ, P⊥ξ⟩+ 2
τ2
⟨Sξ, Pξ⟩]η22
= a11(m, ν, ξ)η21 + a12(m, ν, ξ)η1η2 + a22(m, ν, ξ)η22 .
We note that the term ξ21 does not appear in the coeﬃcients a11 and a12. The details
will be discussed in section 3.3.
3.2 The approximation of MTW tensor
In this section, we recast Theorem 2 in [29] as follows.
Theorem 3.1. Let (M, g) be a closed n-dimensional Riemannian manifold satisfying
(1.3) and (1.4) for some positive constant ε. Given m ∈M and ν ∈ I(m). Assume ε is
small enough such that
|ν|
sin |ν|ε ≤
1
4
√
n− 1 .
Then there exists a positive constant C ≥ 1 (independent of (m, ν, ε)) such that, for any
unit tangent vectors ξ, η ∈ TmM, the following inequality holds:
|C(m, ν)(ξ, η)− C¯(m, ν)(ξ, η)| ≤ Cε( |ν|sin |ν| )
4(|ξ⊥|2 + |η⊥|2).
We give some comments about Theorem 3.1. Theorem 3.1 provides a qualiﬁed
control of MTWtensor by the MTWtensor on the sphere. The control depends on ε
and |ν| which will be important for the blow up rates when |ν| is close to π. It will be
used to show that, under the hypothesis of (1.3) and (1.4), the MTWtensor satisﬁes a
reinforced MTWcondition in section 3.3.
Remark 3.1. Theorem 3.1 is obvious when ν is equal to 0, because of (4) and (9).
Therefore, we will consider only the case ν ∈ I(m)\{0}.
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Proof of Theorem 3.1. Recall that we can calculate the MTWtensor by formula (3.5).
Replacing the term C by C¯, we get the corresponding formula for MTW tensor on the
sphere C¯. The diﬀerence between C and C¯ can be estimated as follows:
C(m, ν)(ξ, η)− C¯(m, ν)(ξ, η) (3.6)
= −32 ⟨(S¨ −
¨¯S)ξ, ξ⟩η21 + 3[−
1
τ
⟨S˙ ′ξ, ξ⟩+ 1
τ2
⟨S ′ξ, ξ⟩ − 2
τ
⟨(S˙ −
˙¯S)ξ, P⊥ξ⟩+ 2
τ2
⟨(S − S¯)ξ, P⊥ξ⟩]η1η2 + 32[−
1
τ2
⟨S ′′ξ, ξ⟩ −
1
τ
⟨(S˙ − ˙¯S)ξ, ξ⟩ − 4
τ2
⟨S ′P⊥ξ, ξ⟩ − 2
τ2
⟨(S − S¯)P⊥ξ, P⊥ξ⟩+
2
τ2
⟨(S − S¯)ξ, Pξ⟩]η22 .
Observe we calculate the above expression on the right hand side at the point (m,E1, τ)
where τ = |ν|.
The proof is divided into four steps. From now on, we will compute at the point
(m,E1, t) where t ∈ (0, τ ].
Step 1.In ﬁrst step, we will prove that there exist a positive constant C such that,∀t ∈
(0, τ ],
|S − S¯| ≤ Cε t
6
sin4 t
, (3.7)
|S˙ − ˙¯S| ≤ Cε t
5
sin4 t
, (3.8)
|S¨ − ¨¯S| ≤ Cε t
4
sin4 t
. (3.9)
By integrating with respect to t, it suﬃces to show the last inequality (3.9). We
start by evaluating the diﬀerence J−10 − J¯−10 . For this purpose, we write
J0 = J¯0[In − J¯−10 (J¯0 − J0)].
Then we infer the formal expansion
J−10 =
∞∑
k=0
[J¯−10 (J¯0 − J0)]kJ¯−10 .
Recalling that J¯0 is diagonal and ﬁrst row and ﬁrst column of the matrix J¯0 − J0
vanish, we have
J−10 − J¯−10 =
t
sin t
∞∑
k=1
( tsin t )
k(J¯0 − J0)k.
From Remark 1.2, we derive that |J0 − J¯0| ≤ 2ε
√
n− 1. Together with the assumption
τ
sin τ ε ≤ 14√n−1 and the real function tsin t is increase in the interval (0, π), the latter
expansion is uniformly convergent in any compact subset in (0, π). Moreover, we have
|J−10 − J¯−10 | ≤ 4
√
n− 1( tsin t )
2ε, (3.10)
provided ε is suﬃciently small. The triangle inequality provides the upper bound
|(J−10 )⊥| ≤ 2
√
n− 1 tsin t . (3.11)
We are in position to estimate the term S¨ − ¨¯S. The second derivative of S with
respect to t takes the form
S¨ = 2J−10 J˙1 − 2tJ−10 J˙0J−10 J˙1 + 2tJ−10 J˙0J−10 J˙0J−10 J1 − 2J−10 J˙0J−10 J1. (3.12)
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Replacing S¨ by ¨¯S, one can get the corresponding formula. After using the ﬁnite
diﬀerences trick in a systematic way, we have
S¨ − ¨¯S = 2(J−10 − J¯−10 )J˙1 + 2J¯−10 (J˙1 − ˙¯J1)− 2t(J−10 − J¯−10 )J˙0J−10 J˙1 −
2tJ¯−10 (J˙0 − ˙¯J0)J−10 J˙1 − 2tJ¯−10 ˙¯J0(J−10 − J¯−10 )J˙1 −
2tJ¯−10
˙¯J0J¯−10 (J˙1 − ˙¯J1) + 2t(J−10 − J¯−10 )J˙0J−10 J˙0J−10 J1 +
2tJ¯−10 (J˙0 − ˙¯J0)J−10 J˙0J−10 J1 + 2tJ¯−10 ˙¯J0(J−10 − J¯−10 )J˙0J−10 J1 +
2tJ¯−10
˙¯J0J¯−10 (J˙0 − ˙¯J0)J−10 J1 + 2tJ¯−10 ˙¯J0J¯−10 ˙¯J0(J−10 − J¯−10 )J1 +
2tJ¯−10
˙¯J0J¯−10
˙¯J0J¯−10 (J1 − J¯1)− 2t(J−10 − J¯−10 )J˙0J−10 J˙1 −
2tJ¯−10 (J˙0 − ˙¯J0)J−10 J˙1 − 2tJ¯−10 ˙¯J0(J−10 − J¯−10 )J˙1 −
2tJ¯−10
˙¯J0J¯−10 (J˙1 − ˙¯J1) + t(J−10 − J¯−10 )J¨1 + tJ¯−11 (J¨1 − ¨¯J1).
From (3.10), (3.11), Lemma 1.1 and Lemma 1.2, we infer that there exsits a positive
constant C such that
|S¨ − ¨¯S| ≤ Cε t
4
sin4 t
,∀t ∈ (0, τ ]. (3.13)
Step 2.In this step, we will show that there exists a positive constant C > 0 such that
|S ′| ≤ Cε t
4
sin2 t
, (3.14)
|S˙ ′| ≤ Cε t
4
sin3 t
, ∀t ∈ (0, τ ]. (3.15)
We ﬁrst deal with J ′0 and J ′1. By diﬀerentiating the equation (1.7) with respect to
the variable θ, evaluating at the point (0, t), one can derive that J ′0 and J ′1 satisfy the
following equations {
J¨ ′a +RJ ′a = −R′Ja,
J ′a(0) = 0 = J˙ ′a(0), a = 0, 1.
By the representation formula (Proposition 1.1 (c)), we obtain
J ′a = −J0
∫ t
0
J∗1R
′Jads+ J1
∫ t
0
J∗0R
′Jads, a = 0, 1. (3.16)
By virtue of a) in Proposition 2.1 and Lemma 1.1, we derive that there exists a positive
constant C such that
|J ′a| ≤ Cεt, a = 0, 1. (3.17)
Note that
S ′ = −tJ−10 J ′0J−10 J1 + tJ−10 J ′1.
From (3.11), (3.17) and Lemma 1.1, we infer that there exists a positive constant C
such that
|S ′| ≤ Cε t
4
sin2 t
.
We are in position to estimate (3.15). We ﬁrst handle J˙ ′0 and J˙ ′1.
By diﬀerentiating the equation (1.7) with respect to θ and t once respectively, eval-
uated at the point (0, t), one can derive that J˙ ′0 and J˙ ′1 satisfy the following equations
¨˙J ′a +RJ˙ ′a = −R˙′Ja −R′J˙a − R˙J ′a, a = 0, 1.
J˙ ′0(0) = 0 = J¨ ′0(0),
J˙ ′1(0) = 0, J¨ ′1(0) = −R′(0).
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From the representation formula (Proposition 1.1 (c)), we have
J˙ ′0 = −J0
∫ t
0
J∗1 (R˙′J0 +R′J˙0 + R˙J ′0)ds+
J1
∫ t
0
J∗0 (R˙′J0 +R′J˙0 + R˙J ′0)ds, (3.18)
J˙ ′1 = −J0R′(0)− J0
∫ t
0
J∗1 (R˙′J1 +R′J˙1 + R˙J ′1)ds+
J1
∫ t
0
J∗0 (R˙′J1 +R′J˙1 + R˙J ′1)ds. (3.19)
By virtue of a), b) in Proposition 2.1 and Lemma 1.1, we derive that there exists a
positive constant C such that
|J˙ ′0| ≤ Cεt, |J˙ ′1| ≤ Cε.
Note that
S˙ ′ = −J−10 J ′0J−10 J1 + tJ−10 J˙0J−10 J ′0J−10 J1 − (3.20)
tJ−10 J˙
′
0J
−1
0 J1 + tJ−10 J ′0J−10 J˙0J−10 J1 −
tJ−10 J
′
0J
−1
0 J˙1 + J−10 J ′1 − tJ−10 J˙0J−10 J ′1 +
tJ−10 J˙
′
1.
Together with (3.17), (3.11) and Lemma 1.1, we infer that there exists a positive constant
C such that
|S˙ ′| ≤ Cε t
4
sin3 t
.
Step 3.In this step, we will verify that there exists a positive constant C such that
∀t ∈ (0, τ ], |S ′′| ≤ Cε t
5
sin3 t
. (3.21)
We ﬁrst deal with J ′′0 and J ′′1 . Diﬀerentiating the equation (1.7) with respect to θ
twice, evaluating at the point (0, t), one can derive that J ′′0 and J ′′1 satisfy the following
equations {
J¨ ′′a +RJ ′′a = −R′′Ja − 2R′J ′a, a = 0, 1,
J ′′a (0) = 0 = J˙ ′′a (0).
Making use of the representation formula (Proposition 1.1 (c)), we see that
J ′′a = −J0
∫ t
0
J∗1 (R′′Ja + 2R′J ′a)ds+ J1
∫ t
0
(R′′Ja + 2R′J ′a)ds, a = 0, 1. (3.22)
By virtue of a), b) in Proposition 2.1 and Lemma 1.1, we derive that there exists a
positive constant C such that
|J ′′0 | ≤ Cεt, |J ′′1 | ≤ Cεt.
Note that
S ′′ = 2tJ−10 J ′0J−10 J ′0J−10 J1 − tJ−10 J ′′0 J−10 J1 − (3.23)
2tJ−10 J ′0J−10 J ′1 + tJ−10 J ′′1 .
Together with (3.17), (3.11) and Lemma 1.1, we infer that there exists a positive constant
C such that
|S ′′| ≤ Cε t
5
sin3 t
, ∀t ∈ (0, τ ].
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Step 4. Notice that the ﬁrst row and the ﬁrst column of the matrices S¨ − ¨¯S, S˙ ′,S ′, S˙ −
˙¯S,S −S¯,S ′′ all vanish. Using (3.6), (3.7), (3.8), (3.9), (3.14), (3.15), (3.21) and the fact
that |ξ22η1η2|, |ξ2ξ3η1η2|, |ξ23η1η2|, |ξ1ξ2η1η2|, |ξ1ξ3η1η2| are all controlled by |ξ⊥|2+|η⊥|2,
we get the desired result. This completes the proof of Theorem 3.1. 
3.3 A reinforced MTW condition
This section is devoted to showing that theMTWtensor on nearly spherical manifold
has a reinforced lower bound. The result is formulated as follows.
Theorem 3.2. Let (M, g) be a closed n-dimensional Riemannian manifold satisfying
the curvature assumption (1.3). Then there exist some positive constants ε0 and κ0 such
that if
∥Riem− 12g ? g∥C2(M,g) < ε0.
Then for any m ∈M,ν ∈ I(m) and any tangent vectors ξ, η in TmM,
C(m, ν)(ξ, η) ≥ κ0(|ξ ∧ η|2m + |ξ|2m|η ∧ ν|2m + |ξ ∧ ν|2m|η|2m), (3.24)
where |ξ ∧ η|2m, |η ∧ ν|2m and |ξ ∧ ν|2m stand for the squared areas of the parallelograms
deﬁned in TmM ,i.e.: |ξ∧η|2m = |ξ|2m|η|2m−gm(ξ, η)2, |η∧ν|2m = |η|2m|ν|2m−gm(η, ν)2, |ξ∧
ν|2m = |ξ|2m|ν|2m − gm(ξ, ν)2.
Notice that Theorem 3.2 was established for n = 2 in [28]. Moreover, the round
sphere Sn satisﬁes the curvature assumptions in Theorem 3.2, the associated result
was established in [31]. The similar result was obtained under the C4 perturbation of
the round spheres in [45]. It is easy to see that Theorem 3.2 implies that the closed
Riemannian manifold under the above hypotheses satisﬁes the A3S condition.
As a direct consequence of Theorem 3.2, the A3W condition holds on Riemannian
product of nearly spherical manifolds.
Corallary 3.1. Let M1 and M2 be two closed Riemannian manifolds of dimension
n1 ≥ 2 and n2 ≥ 2 respectively. If M1 and M2 both satisfy the curvature assumptions
as in Theorem 3.2, then the A3W condition holds on the Riemannian product manifold
M1 ×M2. Moreover, the associated MTW tensor is non-negative.
Proof of Theorem 3.2. Remark the tangent vector ν takes value in I(m). To prove
Theorem 3.2, we discuss three cases for MTW tensor: when the tangent vector ν is
close to the origin, close to the focalization and rest cases. In the following, the length
of the tangent vector ν is denoted by τ.
Step 1.We consider the behaviour of MTW tensor when ν is away from the zero and
from the focalization.
Assume that 0 < δ1 ≤ τ ≤ δ2 < tF (m, ν) ≤ π and 0 < ε < sin δ24δ2√n−1 . Since the
function tsin t is non-decreasing in the interval [0, π), thus the condition of Theorem 3.1
is satisﬁed. Then
C(m, ν)(ξ, η) ≥ C¯(m, ν)(ξ, η)− C( δ2sin δ2 )
4ε(ξ22 + ξ23 + η22).
As it was known that, on the round sphere, there exists a positive constant [31] such
that
C¯(m, ν)(ξ, η) ≥ κ¯0
[
(|ξ|2|η|2 − ⟨ξ, η⟩2) + τ2(ξ22 + ξ23)|η|2 + τ2|ξ|2η22
]
= κ¯0
[
(|ξ|2|η|2 − ⟨ξ, η⟩2) + τ2(ξ22 + ξ23 + η22)
]
.
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As a direct consequence, we have
C(m, ν)(ξ, η) ≥ κ¯0(|ξ|2|η|2 − ⟨ξ, η⟩2) + (κ¯0τ2 − Cδ
4
2
sin4 δ2
ε)(ξ22 + ξ23 + η22)
≥ κ¯0(|ξ|2|η|2 − ⟨ξ, η⟩2) + (κ¯0 − Cδ
4
2
δ21 sin4 δ2
ε)τ2(ξ22 + ξ23 + η22)
≥ κ¯02 [|ξ|
2|η|2 − ⟨ξ, η⟩2 + τ2(ξ22 + ξ23 + η22)].
where the last inequality follows from the assumption ε < κ¯0δ
2
1 sin
4 δ2
2Cδ42
.
Then for δ1 ≤ τ ≤ δ2, we infer the existence of constant ε1 = κ¯0δ
2
1 sin
4 δ2
2Cδ42
and κ1 = κ¯02
such that
C(m, ν)(ξ, η) ≥ κ1
[
(|ξ|2|η|2 − ⟨ξ, η⟩2) + τ2(ξ22 + ξ23)|η|2 + τ2|ξ|2η22
]
.
Step 2. We investigate the behaviour of MTWtensor near the focalization.
Under the curvature assumption (1.3) and (1.4)(ε is small enough), one can derive by
the method in [45] near the focalization that there exist positive numbers ε2, κ2, δ¯2( 3π4 ≤
δ¯2 < π) such that the MTWtensor has the following estimate:
ε < ε2, τ ≥ δ¯2, C(m, ν)(ξ, η) ≥ κ2(|S⊥ξ|2|η|2 + ξ21η22), (3.25)
where S⊥ denotes the orthogonal projection of S on the orthogonal subspace ν⊥.
Recalling the curvature assumption (1.3), then the Hessian comparison theorem [19]
infers
−S⊥ ≥ −τ cos τsin τ In−1.
Hence the term |S⊥ξ|2 controls ξ22 + ξ23 if τ ≥ 3π4 , i.e. |S⊥ξ|2 ≥ 2(ξ22 + ξ23). In addition,
by Cauchy-Schwarz inequality, the term |ξ1ξ2η1η2| is bounded by ξ21η22 + 14ξ22η21 .
From (3.25), up to the constant κ2, we see that
C(m, ν)(ξ, η) ≥ κ2
[
1
2ξ
2
1η
2
2 +
1
4ξ
2
2η
2
1 −
1
2ξ1ξ2η1η2 + (ξ
2
2 + ξ23)|η|2
]
= κ2
[
1
4(|ξ|
2|η|2 − ⟨ξ, η⟩2) + 14ξ
2
1η
2
2 + ξ22 |η|2 +
3
4ξ
2
3 |η|2
]
≥ κ2
[
(|ξ|2|η|2 − ⟨ξ, η⟩2) + (ξ22 + ξ23)|η|2 + |ξ|2η22
]
≥ κ2
[
(|ξ|2|η|2 − ⟨ξ, η⟩2) + τ2(ξ22 + ξ23)|η|2 + τ2|ξ|2η22
]
,
where the last inequality holding due to τ < π.
We derive the existence of constant ε2, κ2 and δ¯2 such that for 0 < ε < ε2, δ¯2 ≤ τ <
tF (m, ν)
C(m, ν)(ξ, η) ≥ κ2
[
(|ξ|2|η|2 − ⟨ξ, η⟩2) + τ2(ξ22 + ξ23)|η|2 + τ2|ξ|2η22
]
.
Step 3.In the last step, we examine the asymptotic behaviour of MTW tensor when
ν is near the origin. From (3.5), we know that it suﬃces to study the expansion of
the coeﬃcients a11, a12 and a22. By deﬁnition, the coeﬃcients a11, a12 and a22 contain
S, S˙,S ′, S˙ ′, S¨,S ′′.As a result, we only need to deal with the expansion of S, S˙,S ′, S˙ ′, S¨,S ′′.
It is clear that S1j (θ, t) = Sj1(θ, t) = δ1j . Without loss of generality, we address the ex-
pansion of Sij , S˙ij ,Si
′
j , S˙i
′
j , S¨ij ,Si
′′
j with i, j ≥ 2.
In the following, given a real function f, we write f = O(εtp + tq)(p, q > 0) if
there exists two positive constant µ0, C which are both independent of ε such that
∀t ∈ [0, µ0), |f(t)| ≤ C(εtp + tq). The notation f = O(εtp)(p > 0) or f = O(tq)(q > 0)
can be deﬁned in the similar way.
We ﬁrst take account of the asymptotic behavior of the coeﬃcient a11 which involves
S¨.
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Lemma 3.1. Under the curvature assumptions (1.3) and (1.4), on the axis, we have
S(0, t) = In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6), (3.26)
S˙(0, t) = −23 tR(0, 0)−
t2
4 R˙(0, 0)−
4
45 t
3A+O(εt3 + t5), (3.27)
S¨(0, t) = −23R(0, 0)−
t
2 R˙(0, 0)−
4
15 t
2A+O(εt2 + t4). (3.28)
where A =
[
0 0
0 In−1
]
.
Remark 3.2. (1).The formula (3.26) can also recover the expression of theMTWtensor
in the special case ν = 0. Using a Riemannian normal coordinate system at m, it follows
from the deﬁnition of the MTWtensor (0.2) that
C(m, 0)(ξ, η) = −32
d2
ds2
|s=0⟨S(m, η, s)(ξ), ξ⟩
= ⟨R(0, 0)ξ, ξ⟩ = Rm(ξ, η, ξ, η).
Before showing Lemma 3.1, we give some facts about the coeﬃcient a11. Since the
ﬁrst row and ﬁrst column of S¨ vanish, the coeﬃcient a11 is independent of ξ21 .
As a consequence of (3.28), one has the expansion of a11
a11(m, ν, ξ) = ⟨R(0, 0)ξ, ξ⟩+ 34τ⟨R˙(0, 0)ξ, ξ⟩+
2
5τ
2⟨Aξ, ξ⟩+
O(ετ2 + τ4)(ξ22 + ξ23)
= R1212ξ22 + 2R1213ξ2ξ3 +R1313ξ23 +
3
4τ(∇1R1212ξ
2
2 + 2∇1R1213ξ2ξ3 +∇1R1313ξ23) +
2
5τ
2(ξ22 + ξ23) +O(ετ2 + τ4)(ξ22 + ξ23)
= R(ξ, E1, ξ, E1) +
3
4τ(∇1R1212ξ
2
2 + 2∇1R1213ξ2ξ3 + (3.29)
∇1R1313ξ23) +
2
5τ
2(ξ22 + ξ23) +O(ετ2 + τ4)(ξ22 + ξ23).
Proof of Lemma 3.1. First, we examine the expansion of S. Let J0 and J1 be the
solutions of the following second order diﬀerential equations:
J¨a(t) +R(0, 0)Ja(t) = 0, a = 0, 1.
with the initial conditions
J0(0) = 0, J˙0(0) = In,
J1(0) = In, J˙1(0) = 0.
Obviously, the matrices J0 and J1 satisfy the equations
J¨a(t) +R(0, 0)Ja(t) = (R(0, 0)−R(0, t))Ja(t), a = 0, 1.
Using the representation formula (Proposition 1.1 (c)), we derive
J0 = J0 + J0
∫ t
0
J∗1[R(0, 0)−R(0, s)]J0ds− J1
∫ t
0
J∗0[R(0, 0)−R(0, s)]J0ds,
J1 = J1 + J0
∫ t
0
J∗1[R(0, 0)−R(0, s)]J1ds− J1
∫ t
0
J∗0[R(0, 0)−R(0, s)]J1ds.
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Notice that the matrices J0 and J1 have the following expansions
J0(t) = tIn − t
3
6 R(0, 0) +
t5
120R
2(0, 0) +O(t7),
J1(t) = In − t
2
2 R(0, 0) +
t4
24R
2(0, 0) +O(t6).
In addition, from the Taylor formula and b) in Proposition 2.1, we see that
R(0, t) = R(0, 0) + tR˙(0, 0) +
∫ t
0
(t− s)R¨(0, s)ds,
= R(0, 0) + tR˙(0, 0) +
∫ t
0
(t− s)∇211R(0, s)ds,
= R(0, 0) + tR˙(0, 0) +O(εt2).
Thus
J0(0, t) = J0(t)− t
4
12 R˙(0, 0) +O(εt
5)
= tIn − t
3
6 R(0, 0)−
t4
12 R˙(0, 0) +
t5
120R
2(0, 0) +O(εt5 + t7)
= tIn − t
3
6 R(0, 0)−
t4
12 R˙(0, 0) +
t5
120A+O(εt
5 + t7), (3.30)
J1(0, t) = J1(t)− t
3
6 R˙(0, 0) +O(εt
4)
= tIn − t
2
2 R(0, 0)−
t3
6 R˙(0, 0) +
t4
24R
2(0, 0) +O(εt4 + t6)
= In − t
2
2 R(0, 0)−
t3
6 R˙(0, 0) +
t4
24A+O(εt
4 + t6). (3.31)
Then
S(0, t) = tJ0(0, t)−1J1(0, t)
= t[tIn − t
3
6 R(0, 0)−
t4
12 R˙(0, 0)) +
t5
120A+O(εt
5 + t7)]−1[In −
t2
2 R(0, 0)−
t3
6 R˙(0, 0) +
t4
24A+O(εt
4 + t6)]
= [In +
t2
6 R(0, 0) +
t3
12 R˙(0, 0) +
7
360 t
4A+O(εt4 + t6)][In −
t2
2 R(0, 0)−
t3
6 R˙(0, 0) +
t4
24A+O(εt
4 + t6)]
= In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6).
We are in position to deal with the expansion of S˙. It is easy to see that S˙ =
(In − tJ−10 J˙0)J−10 J1 + tJ−10 J˙1 which involves J−10 J˙0 and J−10 J˙1. We shall consider the
expansions of J−10 J˙0 and J−10 J˙1.
Diﬀerentiating (1.7) with respect to t,
¨˙Ja +RJ˙a = −R˙Ja, a = 0, 1
J˙0(0) = In, J¨0(0) = 0,
J˙1(0) = 0, J¨1(0) = −R(0, 0).
Making use of the representation formula (Proposition 1.1 (c)) again,
J˙0 = J1 − J0
∫ t
0
J∗1 R˙J0ds+ J1
∫ t
0
J∗0 R˙J0ds,
J˙1 = −J0R(0, 0)− J0
∫ t
0
J∗1 R˙J1ds+ J1
∫ t
0
J∗0 R˙J1ds.
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Then
tJ−10 J˙0 = tJ−10 J1 − t
∫ t
0
J∗1 R˙J0ds+ tJ−10 J1
∫ t
0
J∗0 R˙J0ds
= S(0, t)− t
∫ t
0
J∗1 R˙J0ds+ S(0, t)
∫ t
0
J∗0 R˙J0ds, (3.32)
J−10 J˙1 = −R(0, 0)−
∫ t
0
J∗1 R˙J1ds+ J−10 J1
∫ t
0
J∗0 R˙J1ds
= −R(0, 0)−
∫ t
0
J∗1 R˙J1ds+ J−10 J1
∫ t
0
J∗0 R˙J1ds. (3.33)
By b) in Proposition 2.1, it follows that
R˙(0, t) = R˙(0, 0) +
∫ t
0
R¨(0, s)ds
= R˙(0, 0) +
∫ t
0
∇211R(0, s)ds
= R˙(0, 0) +O(εt).
Then
tJ−10 J˙0(0, t) = S(0, t)−
t3
2 R˙(0, 0) + S(0, t)
t3
3 R˙(0, 0) +O(εt
4)
= In − t
2
3 R(0, 0)−
t3
4 R˙(0, 0)−
t4
45A+O(εt
4 + t6),
J−10 J˙1(0, t) = −R(0, 0)−
t
2 R˙(0, 0) +O(εt
2 + t4).
Therefore, we obtain
S˙ = (In − tJ−10 J˙0)J−10 J1 + tJ−10 J˙1
= [ t
2
3 R(0, 0) +
t3
4 R˙(0, 0) +
t4
45A+O(εt
4 + t6)][tIn − t
3
6 R(0, 0)−
t4
12 R˙(0, 0) +
t5
120A+O(εt
5 + t7)]−1[In − t
2
2 R(0, 0)−
t3
6 R˙(0, 0) +
t4
24A+O(εt
4 + t6)] + t[−R(0, 0)− t2 R˙(0, 0) +O(εt
2 + t4)]
= [ t3R(0, 0) +
t2
4 R˙(0, 0) +
t3
45A+O(εt
3 + t5)][In +
t2
6 R(0, 0) +
t3
12 R˙(0, 0) +
7t4
360A+O(εt
4 + t6)][In − t
2
2 R(0, 0)−
t3
6 R˙(0, 0) +
t4
24A+O(εt
4 + t6)]− tR(0, 0)− t
2
2 R˙(0, 0) +O(εt
3 + t5)
= [ t3R(0, 0) +
t2
4 R˙(0, 0) +
7t3
90 A+O(εt
3 + t5)][In − t
2
2 R(0, 0)−
t3
6 R˙(0, 0) +
t4
24A+O(εt
4 + t6)]− tR(0, 0)− t
2
2 R˙(0, 0) +O(εt
3 + t5)
= t3R(0, 0) +
t2
4 R˙(0, 0)−
4t3
45 A− tR(0, 0)−
t2
2 R˙(0, 0) +O(εt
3 + t5)
= −23 tR(0, 0)−
t2
4 R˙(0, 0)−
4
45 t
3A+O(εt3 + t5).
Similarly, from (3.12), we know that
S¨ = 2(In − tJ−10 J˙0)J−10 J˙1 + 2(tJ−10 J˙0)
1
t2
(tJ−10 J˙0 − In)S
= 2[ t
2
3 R(0, 0) +
t3
4 R˙(0, 0) +
t4
45A+O(εt
4 + t6)][−R(0, 0)−
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t
2 R˙(0, 0) +O(εt
2 + t4)] + 2[In − t
2
3 R(0, 0)−
t3
4 R˙(0, 0)−
t4
45A+O(εt
4 + t6)][−13R(0, 0)−
t
4 R˙(0, 0)−
t2
45A+
O(εt2 + t4)][In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6)]
= −23 t
2R2(0) +O(εt2 + t4) + 2[−13R(0, 0)−
t
4 R˙(0, 0) +
4t2
45 A+O(εt
2 + t4)][In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6)]
= −23 t
2R2(0)− 23R(0, 0)−
t
2 R˙(0, 0) +
2
5 t
2A+O(εt2 + t4)
= −23R(0, 0)−
t
2 R˙(0, 0)−
4
15 t
2A+O(εt2 + t4).
This ends the proof of Lemma 3.1. 
We are in position to consider the expansion of the coeﬃcient a12. It is easy to see
that the coeﬃcient a12 involves the terms S ′ and S˙ ′. We shall examine the expansions
of S ′ and S˙ ′.
Lemma 3.2. Under the curvature assumptions (1.3) and (1.4), on the axis, we have
S ′(0, t) = − t
2
3 R
′(0, 0)− t
3
12 R˙
′(0, 0) +O(εt4 + t6), (3.34)
S˙ ′(0, t) = −23 tR
′(0, 0)− t
2
4 R˙
′(0, 0) +O(εt3 + t5). (3.35)
As a consequence of Lemma 3.2, we can derive the expansion of the coeﬃcient a12.
Noting that ⟨ξ, Pξ⟩ = 0, thus the coeﬃcient a12 takes the form
a12(m, ν, ξ) = −3
τ
⟨S˙ ′ξ, ξ⟩ − 6
τ
⟨S˙ξ, P⊥ξ⟩+ 3
τ2
⟨S′ξ, ξ⟩+
6
τ2
⟨(S − In)ξ, P⊥ξ⟩.
Since the ﬁrst row and ﬁrst column of S˙ ′, S˙,S ′ and S − In vanish, the coeﬃcient a12
is also independent of ξ21 .
Plugging (3.35)(3.27)(3.34) and (3.26)into the above expression, we get
a12(m, ν, ξ) = 2⟨R′(0, 0)ξ, ξ⟩+ 34τ⟨R˙
′(0, 0)ξ, ξ⟩+
4⟨R(0, 0)ξ, P⊥ξ⟩+ 32τ⟨R˙(0, 0)ξ, P
⊥ξ⟩+
8
15τ
2⟨Aξ, P⊥ξ⟩ − ⟨R′(0, 0)ξ, ξ⟩ − τ4 ⟨R˙
′(0, 0)ξ, ξ⟩ −
2⟨R(0, 0)ξ, P⊥ξ⟩ − τ2 ⟨R˙(0, 0)ξ, P
⊥ξ⟩ −
2
15τ
2⟨Aξ, P⊥ξ⟩+
O(εt2 + t4)(ξ22 + ξ23 + ξ1ξ2 + ξ1ξ3)
= ⟨R′(0, 0)ξ, ξ⟩+ 2⟨R(0, 0)ξ, P⊥ξ⟩+
+τ(12 ⟨R˙
′(0, 0)ξ, ξ⟩+ ⟨R˙(0, 0)ξ, P⊥ξ⟩) +
2
5τ
2⟨Aξ, P⊥ξ⟩+O(εt2 + t4)(ξ22 + ξ23 + ξ1ξ2 + ξ1ξ3).
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Using (1) in Remark 2.1, we get that
a12(m, ν, ξ) = 2R1223ξ2ξ3 + 2R1323ξ23 + 2(−R1212ξ1ξ2 −R1213ξ1ξ3) +
τ [ 12∇2R1212ξ
2
2 + (∇1R1223 +∇2R1213)ξ2ξ3 + (∇1R1323 +
1
2∇2R1313)ξ
2
3 −∇1R1212ξ1ξ2 −∇1R1213ξ1ξ3]−
2
5τ
2ξ1ξ2 +O(ετ2 + τ4)(ξ22 + ξ23 + ξ1ξ2 + ξ1ξ3)
= 2R(ξ, E1, ξ, E2) + τ [
1
2∇2R1212ξ
2
2 + (∇1R1223 + (3.36)
∇2R1213)ξ2ξ3 + (∇1R1323 + 12∇2R1313)ξ
2
3 −
∇1R1212ξ1ξ2 −∇1R1213ξ1ξ3]− 25τ
2ξ1ξ2 +
O(ετ2 + τ4)(ξ22 + ξ23 + ξ1ξ2 + ξ1ξ3).
Proof of Lemma 3.2. First, we handle the expansion of S ′. One can prove that S ′ =
−tJ−10 J ′0J−10 J1 + tJ−10 J ′1 which involves the terms J−10 J ′0 and J−10 J ′1, thus we shall
investigate the expansion of these two terms.
Recall that we can use the representations (3.16) which contain the term R′ for the
matrices J ′0 and J ′1. We shall address the expansion of R′.
Notice that the second order derivative R¨′(0, 0) of R′ can be computed in the fol-
lowing way
R¨′(0, 0) = 2 lim
t→0+
R′(0, t)−R′(0, 0)− tR˙′(0, 0)
t2
.
By the deﬁnition of the limit, for any µ > 0, there exists a small positive constant δ > 0
which depends on µ such that
∀t ∈ [0, δ), |R′(0, t)−R′(0, 0)− tR˙′(0, 0)| ≤ (12 |R¨
′(0, 0)|+ µ)t2.
From c) in Proposition 2.1, we derive that there exists a positive constant C > 0 such
that
∀t ∈ [0, δ), |R′(0, t)−R′(0, 0)− tR˙′(0, 0)| ≤ (Cε+ µ)t2.
Assume that ε < µ,
∀t ∈ [0, δ), |R′(0, t)−R′(0, 0)− tR˙′(0, 0)| ≤ (C + 1)µt2.
That is
R′(0, t) = R′(0, 0) + tR˙′(0, 0) +O(µt2).
Without the confusion, we write
R′(0, t) = R′(0, 0) + tR˙′(0, 0) +O(εt2). (3.37)
It follows that
J−10 J
′
0(0, t) = −
∫ t
0
J∗1R
′J0ds+ J−10 J1
∫ t
0
J∗0R
′J0ds
= − t
2
6 R
′(0, 0)− t
3
12 R˙
′(0, 0) +O(εt4 + t6), (3.38)
J−10 J
′
1(0, t) = −
∫ t
0
J∗1R
′J1ds+ J−10 J1
∫ t
0
J∗0R
′J1ds
= − t2R
′(0, 0)− t
2
6 R˙
′(0, 0) +O(εt3 + t5). (3.39)
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As a consequence,
S ′ = −tJ−10 J ′0J−10 J1 + tJ−10 J ′1
= −J−10 J ′0S + tJ−10 J ′1
= −[− t
2
6 R
′(0, 0)− t
3
12 R˙
′(0, 0) +O(εt4 + t6)][In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6)]− t
2
2 R
′(0, 0)− t
3
6 R˙
′(0, 0) +O(εt4 + t6)
= t
2
6 R
′(0, 0) + t
3
12 R˙
′(0, 0)− t
2
2 R
′(0)− t
3
6 R˙
′(0, 0) +O(εt4 + t6)
= − t
2
3 R
′(0, 0)− t
3
12 R˙
′(0, 0) +O(εt4 + t6).
Secondly, we deal with the expansion of S˙ ′. Since S˙ ′ involves J−10 J˙ ′0 and J−10 J˙ ′1, thus
we shall investigate the expansions of these two terms.
We use again the representations (3.18) and (3.19) for J˙ ′0 and J˙ ′1. Therefore, from
c) in Proposition 2.1, the ﬁrst order derivative formula R¨′(0, 0) = limt→0+ R˙
′(0,t)−R˙′(0,0)
t
of R˙′ and by the deﬁnition of the limit, we get
R˙′(0, t) = R˙′(0, 0) +O(εt). (3.40)
Combining (3.30) (3.38) and (3.39), we know that
J ′0(0, t) = −
t3
6 R
′(0, 0)− t
4
12 R˙
′(0, 0) +O(εt5 + t7),
J ′1(0, t) = −
t2
2 R
′(0, 0)− t
3
6 R˙
′(0, 0) +O(εt4 + t6).
Together with (3.30)(3.31) (3.37)(3.40) and R˙(0, t) = R˙(0, 0) +O(εt), it follows that
J−10 J˙
′
0 = −
∫ t
0
J∗1 (R˙′J0 +R′J˙0 + R˙J ′0)ds+
J−10 J1
∫ t
0
J∗0 (R˙′J0 +R′J˙0 + R˙J ′0)ds
= − t2R
′(0, 0)− t
2
3 R˙
′(0, 0) +O(εt3 + t5), (3.41)
J−10 J˙
′
1 = −R′(0, 0)−
∫ t
0
J∗1 (R˙′J1 +R′J˙1 + R˙J ′1)ds+
J−10 J1
∫ t
0
J∗0 (R˙′J1 +R′J˙1 + R˙J ′1)ds
= −R′(0, 0)− t2 R˙
′(0, 0) +O(εt2 + t4). (3.42)
From(3.20), we obtain
S˙ ′ = −J−10 J ′0J−10 J1 + tJ−10 J˙0J−10 J ′0J−10 J1 −
tJ−10 J˙
′
0J
−1
0 J1 + tJ−10 J ′0J−10 J˙0J−10 J1 −
tJ−10 J
′
0J
−1
0 J˙1 + J−10 J ′1 − tJ−10 J˙0J−10 J ′1 +
tJ−10 J˙
′
1
= (tJ−10 J˙0 − In)J−10 J ′0J−10 J1 − J−10 J˙ ′0S +
J−10 J
′
0J
−1
0 J˙0S − tJ−10 J ′0J−10 J˙1 +
(In − tJ−10 J˙0)J−10 J ′1 + tJ−10 J˙ ′1.
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Plugging (3.32)(3.38)(3.26)(3.41)(3.33)(3.39)(3.33) into the above expression, we see
that
S˙ ′(0, t) = [− t
2
3 R(0, 0)−
t3
4 R˙(0, 0)−
t4
45A+O(εt
4 + t6)][− t6R
′(0, 0)−
t2
12 R˙
′(0, 0) +O(εt3 + t5)][In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+
O(εt4 + t6)]− [− t2R
′(0, 0)− t
2
3 R˙
′(0, 0) +O(εt3 + t5)][In −
t2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6)] + [− t6R
′(0, 0)−
t2
12 R˙
′(0, 0) +O(εt3 + t5)][In − t
2
3 R(0, 0)−
t3
4 R˙(0, 0)−
t4
45A+
O(εt4 + t6)][In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6)]−
t[− t
2
6 R
′(0, 0)− t
3
12 R˙
′(0, 0) +O(εt4 + t6)][−R(0, 0)− t2 R˙(0, 0) +
O(εt2 + t4)] + [ t
2
3 R(0, 0) +
t3
4 R˙(0, 0) +
t4
45A+O(εt
4 + t6)]
[− t2R
′(0, 0)− t
2
6 R˙
′(0, 0) +O(εt3 + t5)]− tR′(0, 0)− t
2
2 R˙
′(0, 0) +
O(εt3 + t5)
= t2R
′(0, 0) + t
2
3 R˙
′(0, 0) + [− t6R
′(0, 0)− t
2
12 R˙
′(0, 0) +O(εt3 + t5)]
[In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6)]− tR′(0, 0)−
t2
2 R˙
′(0, 0) +O(εt3 + t5)
= − t6R
′(0, 0)− t
2
12 R˙
′(0, 0)− t2R
′(0, 0)− t
2
6 R˙
′(0, 0) +O(εt3 + t5)
= −23 tR
′(0, 0)− t
2
4 R˙
′(0, 0) +O(εt3 + t5).
This ends the proof of Lemma 3.2. 
We now consider the expansion of the coeﬃcient a22. The coeﬃcient a22 involves the
term S ′′. We shall examine the expansion of S ′′.
Lemma 3.3. Under the curvature assumption (1.3) and (1.4), on the axis, we have
S ′′(0, t) = − t
2
3 R
′′(0, 0)− t
3
12 R˙
′′(0, 0) +O(εt4 + t6). (3.43)
As a consequence of Lemma 3.3, we can derive the expansion of the coeﬃcient a22.
Noting that ⟨P⊥ξ, P⊥ξ⟩ = ⟨ξ, Pξ⟩, the coeﬃcient a22 takes the form
a22(m, ν, ξ) = − 32τ2 ⟨S
′′ξ, ξ⟩ − 32τ ⟨S˙ξ, ξ⟩ −
6
τ2
⟨S ′ξ, P⊥ξ⟩ −
3
τ2
⟨(S − In)P⊥ξ, P⊥ξ⟩+ 3
τ2
⟨(S − In)ξ, Pξ⟩]η22 .
Note that, through the ﬁrst row and ﬁrst column of S ′′, S˙, S˙ ′,S − In and S − In
vanish, the coeﬃcient a22 depends on ξ21 .
Plugging (3.43) (3.27)(3.34) and (3.26)into the above expression, we get the following
expansion:
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a22(m, ν, ξ) =
1
2 ⟨R
′′(0, 0)ξ, ξ⟩+ τ8 ⟨R˙
′′(0, 0)ξ, ξ⟩+
⟨R(0, 0)ξ, ξ⟩+ 3τ8 ⟨R˙(0, 0)ξ, ξ⟩+
2
15τ
2⟨Aξ, ξ⟩+
2⟨R′(0, 0)ξ, P⊥ξ⟩+ τ2 ⟨R˙
′(0, 0)ξ, P⊥ξ⟩+
⟨R(0, 0)P⊥ξ, P⊥ξ⟩+ τ4 ⟨R˙(0, 0)P
⊥ξ, P⊥ξ⟩+
τ2
15 ⟨AP
⊥ξ, P⊥ξ⟩ − ⟨R(0, 0)ξ, Pξ⟩ − τ4 ⟨R˙(0, 0)ξ, Pξ⟩ −
τ2
15 ⟨Aξ, Pξ⟩+O(ετ
2 + τ4)
= 12 ⟨R
′′(0, 0)ξ, ξ⟩+ ⟨R(0, 0)ξ, ξ⟩+ 2⟨R′(0, 0)ξ, P⊥ξ⟩+
⟨R(0, 0)P⊥ξ, P⊥ξ⟩ − ⟨R(0, 0)ξ, Pξ⟩+
τ [ 18 ⟨R˙
′′(0, 0)ξ, ξ⟩+ 38 ⟨R˙(0, 0)ξ, ξ⟩+
1
2 ⟨R˙
′(0, 0)ξ, P⊥ξ⟩+
1
4 ⟨R˙(0, 0)P
⊥ξ, P⊥ξ⟩ − 14 ⟨R˙(0, 0)ξ, Pξ⟩] +
τ2
15 [2⟨Aξ, ξ⟩+ ⟨AP
⊥ξ, P⊥ξ⟩ − ⟨Aξ, Pξ⟩] +O(ετ2 + τ4).
Applying c) in Proposition 2.1 and (1) in Remark 2.1, we know that
a22(m, ν, ξ) = −R1213ξ2ξ3 + (−R1313 +R2323)ξ23 +
R1212ξ
2
2 + 2R1213ξ2ξ3 +R1313ξ23 − 2R1223ξ1ξ3 +
R1212ξ
2
1 − (R1212ξ22 +R1213ξ2ξ3) +
τ{18 [−∇1R1212ξ
2
2 + 4(−∇1R1213 +∇2R1223)ξ2ξ3 +
(2∇1R2323 − 3∇1R1313 + 4∇2R1323)ξ23 ] +
3
8(∇1R1212ξ
2
2 + 2∇1R1213ξ2ξ3 +∇1R1313ξ23)−
1
2 [∇2R1212ξ1ξ2 + (∇1R1223 +∇2R1213)ξ1ξ3] +
1
4∇1R1212ξ
2
1 −
1
4(∇1R1212ξ
2
2 +∇1R1213ξ2ξ3)}
τ2
15(2ξ
2
2 + 2ξ23 + ξ21 − ξ22) +O(ετ2 + τ4).
After combing the similar terms, we have
a22(m, ν, ξ) = R1212ξ21 − 2R1223ξ1ξ3 +R2323ξ23 +
τ [ 14∇1R1212ξ
2
1 −
1
2∇2R1212ξ1ξ2 −
1
2(∇1R1223 +
∇2R1213)ξ1ξ3 + 12∇2R1223ξ2ξ3 + (
1
4∇1R2323 +
1
2∇2R1323)ξ
2
3 ] +
τ2
15(ξ
2
1 + ξ22 + 2ξ23) +O(ετ2 + τ4)
= R(ξ, E2, ξ, E2) + τ [
1
4∇1R1212ξ
2
1 −
1
2∇2R1212ξ1ξ2 − (3.44)
1
2(∇1R1223 +∇2R1213)ξ1ξ3 +
1
2∇2R1223ξ2ξ3 +
(14∇1R2323 +
1
2∇2R1323)ξ
2
3 ] +
τ2
15(ξ
2
1 + ξ22 + 2ξ23) +
O(ετ2 + τ4).
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Proof of Lemma 3.3. In view of (3.23), we know that S ′′ involves the term J−10 J ′′0 and
J−10 J
′′
1 . We shall investigate the expansions of these two terms.
From the representations (3.22) for J ′′0 and J ′′1 , together with the Remark 2.1 and
the formula R¨′′(0, 0) = 2 limt→0+ R
′′(0,t)−R′′(0,0)−tR˙′′(0,0)
t2 , we get
R′′(0, t) = R′′(0, 0) + tR˙′′(0, 0) +O(εt2).
Then
J−10 J
′′
0 (0, t) = −
∫ t
0
J∗1 (R′′J0 + 2R′J ′0)ds+ J−10 J1
∫ t
0
(R′′J0 + 2R′J ′0)ds
= − t
2
6 R
′′(0, 0)− t
3
12 R˙
′′(0, 0) +O(εt4 + t6), (3.45)
J−10 J
′′
1 (0, t) = −
∫ t
0
J∗1 (R′′J1 + 2R′J ′1)ds+ J−10 J1
∫ t
0
(R′′J1 + 2R′J ′1)ds
= − t2R
′′(0, 0)− t
2
6 R˙
′′(0, 0) +O(εt3 + t5). (3.46)
From (3.23), we have
S ′′ = 2J−10 J ′0J−10 J ′0S − J−10 J ′′0 S −
2tJ−10 J ′0J−10 J ′1 + tJ−10 J ′′1 .
Plugging (3.38)(3.26)(3.45)(3.38)(3.46) into the above expression, we get
S ′′ = 2[− t
2
6 R
′(0, 0)− t
3
12 R˙
′(0, 0) +O(εt4 + t6)][− t
2
6 R
′(0, 0)−
t3
12 R˙
′(0, 0) +O(εt4 + t6)][In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+O(εt
4 + t6)]− [− t
2
6 R
′′(0, 0)− t
3
12 R˙
′′(0, 0) +
O(εt4 + t6)][In − t
2
3 R(0, 0)−
t3
12 R˙(0, 0)−
t4
45A+
O(εt4 + t6)]− 2t[− t
2
6 R
′(0, 0)− t
3
12 R˙
′(0, 0) +
O(εt4 + t6)][− t2R
′(0, 0)− t
2
6 R˙
′(0, 0) +
O(εt3 + t5)]− t
2
2 R
′′(0, 0)− t
3
6 R˙
′′(0, 0) +
O(εt4 + t6)
= t
2
6 R
′′(0, 0) + t
3
12 R˙
′′(0, 0)− t
2
2 R
′′(0, 0)− t
3
6 R˙
′′(0, 0) +
O(εt4 + t6)
= − t
2
3 R
′′(0, 0)− t
3
12 R˙
′′(0, 0) +O(εt4 + t6)
.
This ends the proof of Lemma 3.3. 
From now on, we come back to the proof of Theorem 3.2. Under the above prepara-
tions, we can obtain the expansion of theMTWtensor near the origin. From (3.29)(3.36)(3.44),
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we have
C(m, ν)(ξ, η) = [R(ξ, E1, ξ, E1) + 34τ(∇1R1212ξ
2
2 + 2∇1R1213ξ2ξ3 +
∇1R1313ξ23) +
2
5τ
2(ξ22 + ξ23) +O(ετ2 + τ4)(ξ22 + ξ23)]η21 +
{2R(ξ, E1, ξ, E2) + τ [ 12∇2R1212ξ
2
2 + (∇1R1223 +
∇2R1213)ξ2ξ3 + (∇1R1323 + 12∇2R1313)ξ
2
3 −
∇1R1212ξ1ξ2 −∇1R1213ξ1ξ3]− 25τ
2ξ1ξ2 +
O(ετ2 + τ4)(ξ22 + ξ23 + ξ1ξ2 + ξ1ξ3)}η1η2 +
{R(ξ, E2, ξ, E2) + τ [ 14∇1R1212ξ
2
1 −
1
2∇2R1212ξ1ξ2 −
1
2(∇1R1223 +∇2R1213)ξ1ξ3 +
1
2∇2R1223ξ2ξ3 +
(14∇1R2323 +
1
2∇2R1323)ξ
2
3 ] +
τ2
15(ξ
2
1 + ξ22 + 2ξ23) +
O(ετ2 + τ4)}η22
= R(ξ, E1, ξ, E1)η21 + 2R(ξ, E1, ξ, E2)η1η2 +R(ξ, E2, ξ, E2)η22 +
3
4τ(∇1R1212ξ
2
2 + 2∇1R1213ξ2ξ3 +∇1R1313ξ23)η21 +
τ [ 12∇2R1212ξ
2
2 + (∇1R1223 +∇2R1213)ξ2ξ3 +
(∇1R1323 + 12∇2R1313)ξ
2
3 −∇1R1212ξ1ξ2 −∇1R1213ξ1ξ3]η1η2 +
τ [ 14∇1R1212ξ
2
1 −
1
2∇2R1212ξ1ξ2 −
1
2(∇1R1223 +∇2R1213)ξ1ξ3 +
1
2∇2R1223ξ2ξ3 + (
1
4∇1R2323 +
1
2∇2R1323)ξ
2
3 ]η22 +
τ2( 115ξ
2
1η
2
2 −
2
5ξ1ξ2η1η2 +
2
5ξ
2
2η
2
1 +
1
15ξ
2
2η
2
2 +
2
5ξ
2
3η
2
1 +
2
15ξ
2
3η
2
2) +
O(ετ2 + τ4)(ξ1ξ2η1η2 + ξ1ξ3η1η2 + ξ22η21 +
ξ22η1η2 + ξ23η21 + ξ23η1η2 + η22)
= I + II + III + IV.
We will estimate each term from I to IV. The combination of the zero order term
and the second order term will control all the negative parts.
The term I It is readily to see that the zero order term I = Rm(ξ, η, ξ, η). Recalling
the curvature assumption (1.3), by the deﬁnition of sectional curvature, the term I can
be bounded from below:
I ≥ |ξ|2|η|2 − ⟨ξ, η⟩2 (3.47)
= (ξ1η2 − ξ2η1)2 + ξ23(η21 + η22).
The term II The term II involves the ﬁrst order derivatives of the curvature as
coeﬃcients for the terms τξ21η22 , τξ22η21 , τξ1ξ2η22 and τξ22η1η2. They can not be directly
controlled by the related terms of the second order in ξ and η, but the combination of
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them will compose good terms, more precisely, the term II can be stated as:
II = 34τ∇1R1212ξ
2
2η
2
1 − τ∇1R1212ξ1ξ2η1η2 +
τ
4∇1R1212ξ
2
1η
2
2 +
τ
2∇2R1212(ξ
2
2η1η2 − ξ1ξ2η22) +
3
2τ∇1R1213ξ2ξ3η
2
1 +
3
4τ∇1R1313ξ
2
3η
2
1 +
τ [(∇1R1223 +∇2R1213)ξ2ξ3 + (∇1R1323 + 12∇2R1313)ξ
2
3 −
∇1R1213ξ1ξ3]η1η2 + τ [−12(∇1R1223 +∇2R1213)ξ1ξ3 +
1
2∇2R1223ξ2ξ3 + (
1
4∇1R2323 +
1
2∇2R1323)ξ
2
3 ]η22 +
= τ4∇1R1212(ξ2η1 − ξ1η2)
2 + τ2∇1R1212(ξ2η1 − ξ1η2)ξ2η1 +
τ
2∇2R1212(ξ2η1 − ξ1η2)ξ2η2 +
3
2τ∇1R1213ξ2ξ3η
2
1 +
3
4τ∇1R1313ξ
2
3η
2
1 +
τ [(∇1R1223 +∇2R1213)ξ2ξ3 + (∇1R1323 + 12∇2R1313)ξ
2
3 −
∇1R1213ξ1ξ3]η1η2 + τ [−12(∇1R1223 +∇2R1213)ξ1ξ3 +
1
2∇2R1223ξ2ξ3 + (
1
4∇1R2323 +
1
2∇2R1323)ξ
2
3 ]η22 .
Using the curvature assumption (1.4) and the parallel property (1.1), the term II can
be estimated as follows:
II ≥ −ε4τ(ξ2η1 − ξ1η2)
2 − ε2τ |(ξ2η1 − ξ1η2)ξ2η1| −
ε
2τ |(ξ2η1 − ξ1η2)ξ2η2| −
3
2ετ |ξ2ξ3η
2
1 | −
3
4ετξ
2
3η
2
1 −
ετ(2|ξ2ξ3η1η2|+ 32 |ξ
2
3η1η2|+ |ξ1ξ3η1η2|)−
ετ(|ξ1ξ3η22 |+
1
2 |ξ2ξ3η
2
2 |+
3
4ξ
2
3η
2
2).
In view of the Cauchy Schwartz inequality, it follows that
2τ |(ξ2η1 − ξ1η2)ξ2η1| ≤ (ξ2η1 − ξ1η2)2 + τ2ξ22η21 ,
2τ |(ξ2η1 − ξ1η2)ξ2η2| ≤ (ξ2η1 − ξ1η2)2 + τ2ξ22η22 ,
2τ |ξ2ξ3η21 | ≤ τ2ξ22η21 + ξ23η21 ,
2τ |ξ2ξ3η1η2| ≤ τ2ξ22η21 + ξ23η22 ,
2|ξ23η1η2| ≤ ξ23η21 + ξ23η22 ,
2τ |ξ1ξ3η1η2| ≤ τ2ξ21η22 + ξ23η21 ,
2τ |ξ1ξ3η22 | ≤ τ2ξ21η22 + ξ23η22 ,
2τ |ξ2ξ3η22 | ≤ τ2ξ22η22 + ξ23η22 .
Finally,
II ≥ −ε(τ4 +
1
2)(ξ1η2 − ξ2η1)
2 − ετ2ξ21η22 − 2ετ2ξ22η21 −
1
2ετ
2ξ22η
2
2 − ε(
5
4 +
3
2τ)ξ
2
3η
2
1 − ε(
7
4 +
3
2τ)ξ
2
3η
2
2 .
Now assume 0 < τ < 2, the following inequality holds:
II ≥ −ε(ξ1η2 − ξ2η1)2 − ετ2ξ21η22 − 2ετ2ξ22η21 − (3.48)
1
2ετ
2ξ22η
2
2 − ε(
5
4 +
3
2τ)ξ
2
3η
2
1 − ε(
7
4 +
3
2τ)ξ
2
3η
2
2 .
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The term III The term III consists of all terms whose coeﬃcients involving the
second order derivatives of the curvature. The term ξ1ξ2η1η2τ2 is bad one. It will be
handled in the following. The others are all good ones. They are used to control the
negative terms in the following.
The term IV We now handle the remainder IV. By deﬁnition, there exists a small
positive number δ¯3 which is independent of ε and a positive constant C such that, for
any 0 < τ < δ¯3,
IV ≥ −Cτ2(ε+ τ2)(ξ21η22 + ξ22η21 + ξ22η22 + ξ23η21 + ξ23η22 + η22).
Given a small positive real number ε1 which will be determined later, assume that
0 < ε < ε32C , 0 < τ < min{
√
ε3
2C , δ¯3}. We have:
IV ≥ −ε3τ2(ξ21η22 + ξ22η21 + ξ22η22 + ξ23η21 + ξ23η22 + η22). (3.49)
Under the above estimations, we can imply the lower bound of the MTWtensor.
Assume that 0 < ε < ε32C , 0 < τ < min{
√
ε3
2C , δ¯3} with ε3 small enough.
Substituting the lower bounds (3.47),(3.48) and (3.49) into (3.47), we can derive:
C(m, ν)(ξ, η) ≥ (ξ1η2 − ξ2η1)2 + ξ23(η21 + η22)−
1
2ε3(ξ1η2 − ξ2η1)
2 −
1
2ε3τ
2ξ21η
2
2 − ε3τ2ξ22η21 −
1
4ε3τ
2ξ22η
2
2 − ε3(
5
8 +
3
4τ)ξ
2
3η
2
1 −
ε3(
7
8 +
3
4τ)ξ
2
3η
2
2 + τ2(
1
15ξ
2
1η
2
2 −
2
5ξ1ξ2η1η2 +
2
5ξ
2
2η
2
1 +
1
15ξ
2
2η
2
2 +
2
5ξ
2
3η
2
1 +
2
15ξ
2
3η
2
2)− ε3τ2(ξ21η22 +
ξ22η
2
1 + ξ22η22 + ξ23η21 + ξ23η22 + η22).
Gathering similar terms, we get
C(m, ν)(ξ, η) ≥ (1− ε32 )(ξ1η2 − ξ2η1)
2 + ( 115 −
3
2ε3)τ
2ξ21η
2
2 −
2
5τ
2ξ1ξ2η1η2 + (
2
5 − 2ε3)τ
2ξ22η
2
1 + (
1
15 −
5
4ε3)τ
2ξ22η
2
2 +
[25τ
2 − ε3(138 +
3
4τ) + 1]ξ
2
3η
2
1 +
[ 215τ
2 − ε3(158 +
3
4τ) + 1]ξ
2
3η
2
2 − ε3τ2η22
= (1− 34ε3)(ξ1η2 − ξ2η1)
2 + ( 115 − 3ε3)τ
2ξ21η
2
2 −
2
5τ
2ξ1ξ2η1η2 + (
2
5 − 3ε3)τ
2ξ22η
2
1 +
ε3
4 (ξ1η2 − ξ2η1)
2 + 32ε3τ
2ξ21η
2
2 + ε3τ2ξ22η21 +
( 115 −
5
4ε3)τ
2ξ22η
2
2 +
[1− ε3(138 +
3
4τ)]ξ
2
3η
2
1 + [1− ε3(
15
8 +
3
4τ)]ξ
2
3η
2
2 +
2
5τ
2ξ23η
2
1 +
2
15τ
2ξ23η
2
2 − ε3τ2η22
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= [1− 34ε3 + (
1
15 − 3ε3)τ
2]ξ21η22 − 2(1−
3
4ε3 +
τ2
5 )ξ1ξ2η1η2 +
[1− 34ε3 + (
2
5 − 3ε3)τ
2]ξ22η21 +
ε3
4 (ξ1η2 − ξ2η1)
2 +
3
2ε3τ
2ξ21η
2
2 + ε3τ2ξ22η21 + (
1
15 −
5
4ε3)τ
2ξ22η
2
2 +
[1− ε3(138 +
3
4τ)]ξ
2
3η
2
1 + [1− ε3(
15
8 +
3
4τ)]ξ
2
3η
2
2 +
2
5τ
2ξ23η
2
1 +
2
15τ
2ξ23η
2
2 − ε3τ2η22 .
Note that the discriminant of the quadratic polynomial hε,τ (t) = [1− 34ε+( 115−3ε)τ2]t2−
2(1− 34ε+ τ
2
5 )t+1− 34ε+( 25 − 3ε)τ2 is polynomial with arguments (ε, τ). It is given by
Λ = 4τ2
[
− 115 +
121
20 ε−
9
2ε
2 +
(
1
75 +
7
5ε− 9ε
2
)
τ2
]
.
Assume ε < 745 , there exists a small positive constant ε˜3 <
1
30 , such that the discriminant
is non-positive in [0, ε˜3]× [0, 1], i.e. for any (ε, τ) ∈ [0, ε˜3]× [0, 1],
Λ ≤ 4τ2(− 475 +
149
20 ε−
27
2 ε
2) ≤ 0.
So if ε3 < ε˜3,
C(m, ν)(ξ, η) ≥ ε34 (ξ1η2 − ξ2η1)
2 + [1− ε3(138 +
3
4τ)]ξ
2
3η
2
1 +
[1− ε3(158 +
3
4τ)]ξ
2
3η
2
2 +
3
2ε3τ
2ξ21η
2
2 + ε3τ2ξ22η21 +
( 115 −
5
4ε3)τ
2ξ22η
2
2 +
2
5τ
2ξ23η
2
1 +
2
15τ
2ξ23η
2
2 − ε3τ2η22 .
Assume that ε3 < C2 . For all τ ≤ min{
√
ε3
2C , δ¯3},
C(m, ν)(ξ, η) ≥ ε34 (ξ1η2 − ξ2η1)
2 + (1− 2ε3)ξ23η21 +
(1− 94ε3)ξ
2
3η
2
2 +
3
2ε3τ
2ξ21η
2
2 + ε3τ2ξ22η21 +
( 115 −
5
4ε3)τ
2ξ22η
2
2 +
2
5τ
2ξ23η
2
1 +
2
15τ
2ξ23η
2
2 − ε3τ2η22 .
Replacing η22 by η22(ξ21 + ξ22 + ξ23), we get
C(m, ν)(ξ, η) ≥ ε34 (ξ1η2 − ξ2η1)
2 + (1− 2ε3)ξ23η21 +
(1− 94ε3)ξ
2
3η
2
2 +
1
2ε3τ
2ξ21η
2
2 + ε3τ2ξ22η21 +
( 115 −
9
4ε3)τ
2ξ22η
2
2 +
2
5τ
2ξ23η
2
1 + (
2
15 − ε3)τ
2ξ23η
2
2 .
Assume that ε3 < min{ 2135 , C2 , ε˜3}, then for any τ ≤ min{
√
ε3
2C , δ¯3}, we have
C(m, ν)(ξ, η) ≥ ε34 (ξ1η2 − ξ2η1)
2 + 131135ξ
2
3η
2
1 +
29
30ξ
2
3η
2
2 +
1
2ε3τ
2ξ21η
2
2 + ε3τ2ξ22η21 +
1
30τ
2ξ22η
2
2 +
2
5τ
2ξ23η
2
1 +
1
10τ
2ξ23η
2
2 .
We infer the existence of positive constants ε¯3, κ3 and δ3 such that for ∀ν ∈ TmM with
|ν| < δ3,
C(m, ν)(ξ, η) ≥ κ3
[
(|ξ|2|η|2 − ⟨ξ, η⟩2) + |ν|2(ξ22 + ξ23)|η|2 + |ν|2|ξ|2η22
]
.
The proof of Theorem 3.2 is thus complete. 
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Chapter 4
The inverse for the Hessian of
the squared distance
This chapter is devoted to the asymptotic property of the inverse of the Hessian
of the squared distance. Firstly, we deal with the derivatives of geodesic motion from
order one to order three. Secondly, we give a basic formula to calculate the Hessian
of the squared distance. Finally, we examine the approximation for the inverse of the
Hessian of the squared distance. We begin by some notations.
Let (M, g) be a closed Riemaniann manifold of dimension n ≥ 2. Assume that (M, g)
satisﬁes the curvature assumptions (1.3) and (1.4). Fix m0 ∈ M,ν0 ∈ I(m0)\{0}. Set
γ(t) = expm0(tν0). Let {e1(t), e2(t), · · · , en(t)} be a parallel orthonormal moving frame
of vector ﬁelds along the geodesic γ with e1(t) = γ˙(t)|γ˙(t)| . Taking the corresponding Fermi
coordinate system x along the geodesic expm0(t
ν0
|ν0| ), the ﬁber coordinate of TM →M
naturally related to x is denoted by v = (v1, v2, · · · , vn).
For each m ∈M,ν ∈ I(m) with m in the domain of the Fermi coordinate system x,
we set:
X = X(x, v, t) = (X1(x, v, t), X2(x, v, t), · · · , Xn(x, v, t)) = x(expm(tν)),
where x = x(m) and ν = vi∂i.
Thus, X(x, v, t) is the coordinate of the geodesic expm tν. Then the n-tuple X =
X(x, v, t) is the solution of the Cauchy problem (2.1).
Note that (m0, ν0) corresponds to (0, v0) where v0 = (|ν0|, 0) in the Fermi coordinate
system x. On the axis, set for short X0(t) := X(0, v0, t).
4.1 The derivatives of the geodesic motion
4.1.1 The ﬁrst derivatives of the geodesic motion
In this subsection, we are concerned with the ﬁrst derivatives of the geodesic motion.
Recall that X(x, v, t) is the coordinate of the geodesic expm tν and X = X(x, v, t) is
the solution of the Cauchy problem (2.1). It is clear that X˙(0, v0, t) = (|ν0|t, 0, · · · , 0)T .
Let Ja be ∂xX or DvX.
Diﬀerentiating (2.1) once with respect to the variable x(or v), on the axis, we obtain
the following equation:
J¨ ia + ∂lΓijk(X)X˙jX˙kJ la + 2Γijk(X)X˙j J˙ka = 0,
with the initial conditions, namely either
∂aX
i(0) = δia, ∂aX˙i(0) = 0,
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or
DaX
i(0) = 0, DaX˙i(0) = δia.
Evaluating on the axis, and using (1.15), the relations X˙(0, v0, t) = (|ν0|t, 0, · · · , 0)T
and (1.12), we get the following equation
J¨ ia + |ν0|2Ri1β1(X0)Jβa = 0,
This equation is exactly (1.7). Thus from Lemma 1.1, we get
Lemma 4.1. [29] On the axis, for t ∈ [0, 1], the terms:
|∂xX(0, v0, t)|, |∂xX˙(0, v0, t)|, |DvX(0, v0, t)|, |DvX˙(0, v0, t)|,
are all bounded from above by a positive constant C > 0.
We require the notation ∂xX0(t) and DvX0(t) for the solution J¯a of the unperturbed
equation
¨¯J ia + |ν0|2R¯i1β1J¯βa = 0,
with the initial conditions, namely either
∂aXi0(0) = δia,
˙
∂aXi0(0) = 0,
or
DaXi0(0) = 0,
˙
DaXi0(0) = δia.
It is clear that ∂xX0(t) and DvX0(t) go back to J¯1 and J¯0 respectively on the axis.
From Lemma 1.2, we obtain
Lemma 4.2. [29] There exists a positive number C > 0 such that on the axis, for all
t ∈ [0, 1],, we have
|∂xX(0, v0, t)− ∂xX0(t)| ≤ Cε,
|∂xX˙(0, v0, t)− ˙∂xX0(t)| ≤ Cε,
|DvX(0, v0, t)−DvX0(t)| ≤ Cε,
|DvX˙(0, v0, t)− ˙DvX0(t)| ≤ Cε.
4.1.2 The second derivatives of the geodesic motion
In this subsection, we handle the second derivatives of geodesic motion. Let Jab be
∂2abX, ∂aDbX,Da∂bX or D2abX.
Diﬀerentiating (2.1) twice with respect to the parameters x and v, we get
J¨ iab + ∂lΓijkX˙jX˙kJ lab + 2ΓijkX˙j J˙kab =
−∂2lpΓijkX˙jX˙kJ laJpb − 2∂lΓijkX˙j(J˙kb J la + J˙kaJ lb)− 2ΓijkJ˙jb J˙ka .
with homogenuous initial conditions:
J iab(0) = J˙ iab(0) = 0.
Evaluating on the axis, and using (1.15), the relations X˙(0, v0, t) = (|ν0|t, 0, · · · , 0)T
and (1.12), we obtain
J¨ iab + |ν0|2Ri1α1(X0)Jαab = −|ν0|2∂2lpΓi11J laJpb − 2|ν0|Rikβ1(X0)(J˙kb Jβa + J˙kaJβb ). (4.1)
Using (1.15),(1.16) and Lemma 4.1, we record a standard result of the second order
diﬀerential equations, namely:
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Lemma 4.3. [29] On the axis, for t ∈ [0, 1], the terms:
|∂2xxX(0, v0, t)|, |∂2xxX˙(0, v0, t)|,
|∂xDvX(0, v0, t)|, |∂xDvX˙(0, v0, t)|,
|D2vvX(m, v0, t)|, |D2vvX˙(0, v0, t)|
are all bounded from above by a positive constant C > 0.
Let us introduce the solutions ∂2xxX0, ∂xDvX0, Dv∂xX0 and D2vvX0 along the axis
of the unperturbed equation:
¨¯J iab + |ν0|2δiαJ¯αab = −2|ν0|(δiβδ1k − δi1δβk )(J¯βa ˙¯Jkb + J¯βb ˙¯Jka ), (4.2)
with homogenuous initial conditions
J¯ iab(0) = ˙¯J iab(0) = 0. (4.3)
Lemma 4.4. [29] There exists a positive number C > 0 such that on the axis, for all
t ∈ [0, 1], we have
|∂2xxX(0, v0, t)− ∂2xxX0(t)| ≤ Cε,
|∂2xxX˙(0, v0, t)− ˙∂2xxX0(t)| ≤ Cε,
|∂xDvX(0, v0, t)− ∂xDvX0(t)| ≤ Cε,
|∂xDvX˙(0, v0, t)− ˙∂xDvX0(t)| ≤ Cε,
|D2vvX(0, v0, t)−D2vvX0(t)| ≤ Cε,
|D2vvX˙(0, v0, t)− ˙D2vvX0(t)| ≤ Cε.
Furthermore,|∂21xX(0, v0, t)| ≤ Cε, |∂1DvX(0, v0, t)| ≤ Cε.
Proof. Let Ea(t) be the matrix valued function whose elements E iab(t) are given by the
diﬀerence J iab− J¯ iab. Combining the equations (4.1) and (4.2) with (1.15),(1.16), Lemma
4.1, Lemma 4.2 and Lemma 4.3, we ﬁnd that there exists a positive constant C > 0
such that |E¨a + R¯Ea| ≤ Cε. Applying a representation formula [29] to E iab(t), it yields
|Ea| ≤ Cε. The remaining approximations come from the representation:
E˙ iab(t) =
∫ t
0
E¨ iab(s)ds.
The last two approximations are just the consequences of the facts ∂21xX0(t) = 0 and
∂1DvX0(t) = 0 which follow from the equation (4.2) and the initial condition (4.3).
4.1.3 The third derivatives of the geodesic motion
In this section, we address the third derivatives of the geodesic motion. Let J iabc(t)
be ∂3xxxX(0, v0, t), ∂2xxDvX(0, v0, t), ∂xD2vvX(0, v0, t) or D3vvvX(0, v0, t).
Diﬀerentiating (2.1) three times with respect to the variable x and v :
J¨ iabc + |ν0|2Ri1α1(X0)Jαabc = −|ν0|2∂3lpqΓi11J laJpb Jqc − |ν0|2∂2lpΓi11
∑
(a,b,c)
J labJ
p
c
−2|ν0|∂2lpΓi1k
∑
(a,b,c)
J˙kaJ
l
bJ
p
c
−2|ν0|Rikβ1(X0)
∑
(a,b,c)
(J˙kaJ
β
bc + J˙
k
abJ
β
c )
−2∂βΓijk
∑
(a,b,c)
J˙ja J˙
k
b J
β
c .
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with homogenuous initial conditions
J iabc(0) = J iabc(0) = 0.
Repeating the procedure in Lemma 4.3 we get:
Lemma 4.5. [29] On the axis, for t ∈ [0, 1], the terms:
|∂3xxxX(0, v0, t)|, |∂3xxxX˙(0, v0, t)|,
|∂2xxDvX(0, v0, t)|, |∂2xxDvX˙(0, v0, t)|,
|∂xD2vvX(0, v0, t)|, |∂xD2vvX˙(0, v0, t)|,
|D3vvvX(0, v0, t)|, |D3vvvX˙(0, v0, t)|
are bounded from above by a positive constant C > 0 (independent of t, v0).
Let us introduce the solutions ∂3xxxX0, ∂2xxDvX0, ∂xDv∂xX0, Dv∂2xxX0, ∂xD2vvX0,
Dv∂xDvX0, D2vv∂xX0 and D3vvvX0 along the axis of the unperturbed equation:
¨¯J iabc + |ν|2δiαJ¯αabc (4.4)
= 43(δ
i
k − δi1δ1k)
∑
(a,b,c)
(|ν|2J¯ka J¯βb J¯βc − 2 ˙¯Jβa ˙¯Jβb J¯kc )−
2|ν|(δiβδ1k − δi1δβk )
∑
(a,b,c)
( ˙¯Jka J¯
β
bc +
˙¯JkabJ¯βc )−
2(δik − δi1δ1k)
∑
(a,b,c)
˙¯J1a ˙¯J1b J¯kc +
[2δi1δ1k +
2
3(δ
i
k − δi1δ1k)]
∑
(a,b,c)
( ˙¯Jka ˙¯J
β
b J¯
β
c + ˙¯Jβa ˙¯Jkb J¯βc ).
with homogenuous initial conditions
J¯ iabc(0) = ˙¯J iabc(0) = 0.
Repeating the procedure in Lemma 4.4, we get
Lemma 4.6. [29] There exists a positive number C > 0 such that on the axis, for all
t ∈ [0, 1], we have
|∂3xxxX(0, v0, t)− ∂3xxxX0(t)| ≤ Cε,
|∂2xxDvX(0, v0, t)− ∂2xxDvX0(t)| ≤ Cε,
|∂xD2vvX(0, v0, t)− ∂xD2vvX0(t)| ≤ Cε,
|D3vvvX(0, v0, t)−D3vvvX0(t)| ≤ Cε.
4.2 The Hessian of the squared distance
In this section, we compute the local expression of the Hessian of the squared dis-
tance. We start from the well-known identity(p.156 [59]):
p2 = expp1 [−gradp1c(·, p2)], (4.5)
where the identity makes sense whenever (p1, p2) ∈ M ×M are no cut points of each
other.
Suppose that the points p1 and p2 lie in the domain of the Fermi coordinate system
x. The coordinates of p1 and p2 are given by x1 = x(p1) and x2 = x(p2) respectively.
Let m be in the domain of the Fermi coordinate system x. Set ν ∈ I(m). The coordinate
of ν is denoted by v = vi∂i i.e.vi = dxi(ν).
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Diﬀerentiating (4.5) with respect to the coordinates x1 at x1 = x(m), we get for
X(x1, v, t) at x1 = x(m), t = 1 and at v = vi∂i given by expm ν = p2, the following
identity:
DkX
i(x, v, 1)∇kj c(m, expm ν) = δ∇j Xi(x, v, 1), (4.6)
where δ∇j Xi = ∂jXi − Γpjl(x)vlDpXi.
This is the fundamental formula to compute the approximation of the inverse for
the Hessian of the squared distance.
4.3 The inverse for the Hessian of the squared dis-
tance
In the last section, we consider the approximation of the inverse of Hessian of the
squared distance. The result is presented as follows.
Theorem 4.1. Let (M, g) be a closed n-dimensional Riemannian manifold satisfying
(1.3) and (1.4). Then there exists positive numbers C > 0 and ε0 > 0 depending only n
such that, for any ε < ε0 and for any m0 ∈ M,ν0 ∈ I(m0), |ν0|m0 ≥ 3π4 , the following
inequalities hold
1) |S−1(m0, ν0, 1)− S¯−1(m0, ν0, 1)| ≤ Cε;
2) |∂xS−1(m0, ν0, 1)− ∂xS¯−1(m0, ν0, 1)| ≤ Cε,
|DvS−1(m0, ν0, 1)−DvS¯−1(m0, ν0, 1)| ≤ Cε;
3) |∂2xxS−1(m0, ν0, 1)− ∂2xxS¯−1(m0, ν0, 1)| ≤ Cε,
|∂xDvS−1(m0, ν0, 1)− ∂xDvS¯−1(m0, ν0, 1)| ≤ Cε,
|D2vvS−1(m0, ν0, 1)−D2vvS¯−1(m0, ν0, 1)| ≤ Cε.
Proof. Set m0 ∈ M,ν0 ∈ I(m0), |ν0|m0 ≥ 3π4 . Let x be the Fermi coordinate system
along the geodesic expm0(t
ν0
|ν0| ) and v be the ﬁber coordinate of TM → M naturally
associated to x. Set r0 = |ν0|.
1) Making use of (b) in Proposition 1.1, we know that the matrix of the linear operator
S(m0, ν0, 1) from TmM to TmM in the orthonormal basis {e1(0), e2(0), · · · , en(0)} is
given by J−10 J1. As a consequence, the matrix to the inverse of S is given by J−11 J0. It
is clear that 1) is just a result of Lemma 4.1 and Lemma 4.2.
2) The inverse of S is denoted by A. The components of A in the Fermi coordinate
system x is denoted by Aij . From the formula (4.6) and (b) in Proposition 1.1, we obtain
the formula
Aij(x, v) = ZikDjXk, (4.7)
where Zikδ∇j Xk = δij .
Diﬀerentiating (4.7) once with respect to x :
∂aA
i
j = −Zip∂aδ∇q XpZqkDjXk + Zik∂aDjXk
= −Zip[∂2aqXp − ∂aΓdql(x)vlDdXp −
Γdql(x)vl∂aDdXp]Z
q
kDjX
k + Zik∂aDjXk.
Evaluating on the axis, we have
∂aA
i
j = −Zip(∂2aqXp − r0Rdqa1DdXp)ZqkDjXk + Zik∂aDjXk.
Applying Lemma 4.1, Lemma 4.2, Lemma 4.3 and Lemma 4.4, and together with the
facts
∂2ajX
i
0(t) = (−r0t+ sin r0t cos r0t)δi1(δaj − δ1aδ1j).
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∂aDjXi0(t) = −δ1j(δia − δi1δ1a)t sin r0t+
sin2 r0t
r0
δi1(δaj − δ1aδ1j),
we get
∂aA
i
j = B(ε).
To calculate the corresponding derivatives on the sphere, we need to give the formula
of S¯−1. From the Remark 1.1(2), we see that
S¯(m, ν, 1)(ξ) = ξ − (1− |ν| cot(|ν|))(ξ − ⟨ξ, ν|ν| ⟩
ν
|ν| ).
It can be checked that the inverse of S¯ which is denoted by A¯ takes the form
A¯(ξ) = ξ − (1− |ν|tan |ν| )(ξ − ⟨ξ,
ν
|ν| ⟩
ν
|ν| ).
Diﬀerentiating A¯ij = δij − (1− |ν|tan |ν| )(δij − gjk(x)v
ivk
|ν|2 ) with respect to x and evaluating
at (m, ν), we get ∂aA¯ij = B(ε).
Diﬀerentiating (4.7) once with respect to v, we infer
DaA
i
j = −ZipDaδ∇q XpZqkDjXk + ZikD2ajXk
= −Zip[Da∂qXp − Γdqa(x)DdXp −
Γdql(x)vlD2adXp]Z
q
kDjX
k + ZikD2ajXk
Evaluating on the axis, this gives
DaA
i
j = −ZipDa∂qXpZqkDjXk + ZikD2ajXk
Applying Lemma 4.1, Lemma 4.2, Lemma 4.3 and Lemma 4.4, and combining with the
facts
Da∂jXi0(t) = ∂jDaXi0(t).
D2ajX
i
0(t) = (
1
r0
t cos r0t− 1
r20
sin r0t)(δiaδ1j + δi1δaj − 2δi1δ1aδ1j) +
( t
r0
− 1
r20
sin r0t cos r0t)δ1a(δij − δi1δ1j),
we obtain
DaA
i
j = (
1
r0
− tan r0
r20
)(δiaδ1j + δi1δaj − 2δi1δ1aδ1j) +
(sec
2 r0
r0
− tan r0
r20
)δ1a(δij − δi1δ1j) + B(ε)
= DaA¯ij + B(ε).
3)Diﬀerentiating (4.7) twice with respect to x, we have
∂2abA
i
j = Zic∂aδ∇d XcZdp∂bδ∇q XpZ
q
kDjX
k + (4.8)
Zic∂bδ
∇
d X
cZdp∂aδ
∇
q X
pZqkDjX
k −
Zip∂
2
abδ
∇
q X
pZqkDjX
k − Zip∂aδ∇q XpZqk∂bDjXk −
Zip∂bδ
∇
q X
pZqk∂aDjX
k + Zik∂2abDjXk
Using Lemma 4.1, Lemma 4.2, Lemma 4.3 and Lemma 4.4,Lemma 4.5, Lemma 4.6,
together with the facts
∂3abjX
i
0(t) = (
r0
2 t sin r0t+
1
6 sin
2 r0t cos r0t)(δik − δi1δ1k)
∑
(a,b,j)
δkaδ
β
b δ
β
j +
1
2(r0t sin r0t− sin
2 r0t cos r0t)(δik − δi1δ1k)
∑
(a,b,j)
δka(δbj − δ1b δ1j )
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∂2abDjX
i
0(t) =
(sin
2 r0t
6r0
− t cos r0t2 +
sin r0t
2r0
)(δik − δi1δ1k)(δkaδβb δβj + δβa δkb δβc ) +
[(sin
2 r0t
6r0
+ t cos r0t2 −
sin r0t
2r0
)(δik − δi1δ1k)− 2δi1δ1kt sin r0t]δβa δβb δkj +
1
2(−
sin2 r0t
r0
+ t cos r0t− sin r0t
r0
)(δik − δi1δ1k)[δka(δbj − δ1b δ1j ) +
δkb (δaj − δ1aδ1j )] +
(− sin
2 r0t
2r0
− 3t cos r0t2 +
3 sin r0t
2r0
)(δik − δi1δ1k)δkj (δab − δ1aδ1b ),
we obtain
∂2abA
i
j = (
tan r0
r0
− sec2 r0)(δab − δ1aδ1b)(δij − δi1δ1j) + B(ε)
= ∂2abA¯ij + B(ε).
Diﬀerentiating (4.7) with respect to x and v respectively, we infer
∂aDbA
i
j = Zic∂aδ∇d XcZdpDbδ∇q XpZ
q
kDjX
k + (4.9)
ZicDbδ
∇
d X
cZdp∂aδ
∇
q X
pZqkDjX
k −
Zip∂aDbδ
∇
q X
pZqkDjX
k − Zip∂aδ∇q XpZqkD2bjXk −
ZipDbδ
∇
q X
pZqk∂aDjX
k + Zik∂aD2bjXk
In view of Lemma 4.1, Lemma 4.2, Lemma 4.3 and Lemma 4.4,Lemma 4.5, Lemma 4.6,
and using the facts
∂aDb∂jXi0(t) = ∂2ajDbXi0(t).
∂aD2bjX
i
0(t) =
(− t sin r0t2r0 −
sin2 r0t cos r0t
6r20
)(δik − δi1δ1k)δkaδβb δβj +
[( t sin r0t2r0
− sin
2 r0t cos r0t
6r20
)(δik − δi1δ1k) +
(2t
r0
sin r0t cos r0t− sin
2 r0t
r20
)δi1δ1k](δβa δkb δ
β
j + δβa δ
β
b δ
k
j ) +
(− t sin r0t2r0 +
1
2r20
sin2 r0t cos r0t)(δik − δi1δ1k)
∑
(a,b,j)
δka(δbj − δ1b δ1j ) +
−t2 cos r0t(δik − δi1δ1k)δkaδ1b δ1j ,
we have
∂aDbA
i
j = B(ε)
Similarly, diﬀerentiating (4.7) twice with respect to v, we obtain
D2abA
i
j = ZicDaδ∇d XcZdpDbδ∇q XpZ
q
kDjX
k + (4.10)
ZicDbδ
∇
d X
cZdpDaδ
∇
q X
pZqkDjX
k −
ZipD
2
abδ
∇
q X
pZqkDjX
k − ZipDaδ∇q XpZqkD2bjXk −
ZipDbδ
∇
q X
pZqkD
2
ajX
k + ZikD3abjXk
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Thanks of Lemma 4.1, Lemma 4.2, Lemma 4.3 and Lemma 4.4,Lemma 4.5, Lemma 4.6,
together with the facts
D2ab∂jX
i
0(t) = ∂jD2abXi0(t).
∂aD2bjX
i
0(t) =
[(− sin
3 r0t
6r30
− t cos r0t2r20
+ sin r0t2r30
)(δik − δi1δ1k) +
(− 2
r20
t cos2 r0t+
2
r30
sin r0t cos r0t)δi1δ1k]
∑
(a,b,j)
δkaδ
β
b δ
β
j +
(sin
3 r0t
2r30
+ 3t cos r0t2r20
− 3 sin r0t2r30
)(δik − δi1δ1k)
∑
(a,b,j)
δka(δbj − δ1b δ1j ) +
(− t
2
r0
sin r0t+
2
r30
sin r0t− 2t cos r0t
r20
)(δik − δi1δ1k)
∑
(a,b,j)
δkaδ
1
b δ
1
j ,
we get
D2abA
i
j = D2abA¯ij + B(ε).
This ﬁnishes the proof of Theorem 4.1. 
Chapter 5
The smoothness of the optimal
transport map
This chapter is concerned with the smoothness of the optimal transport map on
two classes of compact Riemannian manifolds which are nearly spherical manifolds and
Riemannian products of nearly spherical manifolds. The optimal transport map is given
by exp(grad u), where the potential function u satisﬁes a Monge-Ampe`re type equation.
By the method of maximum principle, we prove that the Jacobian of the exponential
map at grad u has an uniform positive lower bound. Then the Ma-Trudinger-Wang’s
device, together with the method of continuity implies the smoothness of the optimal
transport map.
5.1 Introduction
Let (M, g) be a closed Riemannian manifold of dimension n ≥ 2. Assume that (M, g)
is smooth.
Let Hess(c)u be c-Hessian of u, namely,
Hess(c)m u = ∇2mu+∇2mc(·, expm∇mu).
As in subsection 0.3.1, the C2 potential function u of the optimal transport map
G(m) = expm∇mu, pushing forward ρ0dvol to ρ1dvol, satisﬁes the following Monge-
Ampe`re type equation:
det(d∇mu expm) detHess(c)u =
ρ0(m)
ρ1(G(m))
. (5.1)
Conversely, a classical C2 solution of the above equation is the potential function of the
optimal transport map G pushing forward ρ0dvol to ρ1dvol.
We say that a C2 function u : M → R is admissible if for every point m ∈ M,
∇mu ∈ I(m) and Hess(c)m u > 0.
It is known that the C2 solutions of (5.1) are unique up to a constant(see [27]).
We consider the regularity of the potential function u, that is, given (k, α) ∈ N ×
(0, 1), with k ≥ 2, if both ρ0 and ρ1 are Ck,α, we want to know whether the solution u
is Ck+2,α.
We will address the above problem by the continuity method.
Let I be the set of the parameter t ∈ [0, 1] for which there exists a Ck+2,α admissible
solution ut of the equation (5.1) by replacing ρ1 by ρt(·) = (1− t)ρ0(·) + tρ1 ◦G(·). To
ensure the uniqueness, the solutions ut are normalized by
∫
M
utdvol = 0.
It is clear that 0 ∈ I, so the set I is nonempty. The openness is derived by an
implicit function theorem [53]. The connectedness of the interval [0, 1] will imply that
the equation (5.1) admits a Ck,α solution if I is closed.
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Delanoe¨(see Proposition 4.1 in [27]) reduced the closedness to an uniform upper
bound on the Hessian of the classical solutions ut for all t ∈ I. Moreover, Delanoe¨(see
[27]p.50) also showed that the existence of an uniform upper bound on the Hessian of
the classical solutions ut is equivalent to the following two estimates:
(1) There exists a positive constant δ0, such that
∀(t,m) ∈ I ×M,det(d∇mut expm) ≥ δ0, (5.2)
(2) There exists a positive constant C, such that
Hessm ut + S(m,∇mut, 1) ≤ CIdm, (5.3)
for any (t,m) ∈ I ×M.
In conclusion, Delanoe¨(see [27]) derived the following fact.
Lemma 5.1. Given a closed Riemannian manifold and given (k, α) ∈ N × (0, 1), with
k ≥ 2, the potential function u is Ck+2,α for every couple of Ck,α positive probability
measures (ρ0dvol, ρ1dvol), if, for each such couple, the requirements (5.2) and (5.3) are
fulﬁlled. Moreover, if either (1) or (2) fails, there exists a number t0 ∈ [0, 1] such that,
the potential function ut0 is not C2.
The ﬁrst result of this chapter shows the regularity of the optimal transport map on
nearly spherical manifold.
Theorem 5.1. Let (M, g) be a closed n-dimensional Riemannian manifold satisfying
the curvature assumption (1.3). Then there exists a positive constant ε0 depending only
n such that if
∥Riem− 12g ? g∥C2(M,g) < ε0,
then for any couple (k, α) ∈ N × (0, 1), with k ≥ 2, the potential function of the op-
timal transport map is Ck+2,α for every couple (ρ0dvol, ρ1dvol) of Ck,α positive Borel
probability measures on M.
A direct result of Theorem 5.1 is the smoothness of the optimal transport maps on
nearly spherical manifold.
Corallary 5.1. Under the same assumptions as in Theorem 5.1, let ρ0dvol and ρ1dvol
be two smooth positive Borel probability measures on M. Then the optimal transport
map is smooth.
The second result of this chapter concentrates on the regularity of the optimal trans-
port map on the product of nearly spherical manifold.
Theorem 5.2. Let M1 and M2 be two closed Riemannian manifolds of dimension
n1 ≥ 2 and n2 ≥ 2 respectively. Suppose that both M1 and M2 satisfy the assumptions
(1.3). There exists some positive constant ε0 > 0 such that if (1.4) holds on M1 and M2
with ε < ε0, then for any couple (k, α) ∈ N× (0, 1), with k ≥ 2, the potential function of
the optimal transport map is Ck+2,α for every couple (ρ0dvol, ρ1dvol) of Ck,α positive
Borel probability measures on the Riemannian product M1 ×M2.
As a direct consequence of Theorem 5.2, we get the smoothness of the optimal
transport maps on the product of nearly spherical manifolds.
Corallary 5.2. Under the same hypothesis as in Theorem 5.2, let ρ0dvol and ρ1dvol
be two smooth positive Borel probability measures on M1 ×M2. Then the corresponding
optimal transport map is smooth.
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At the end of this chapter, we derive that the optimal transport map may not be
smooth on some manifolds suﬃciently close to the product of the standard spheres in
C4 norm. More generally, we prove the following result.
Theorem 5.3. Let (M1, g1) and (M2, g2) be two closed Riemannian manifolds of di-
mension n1 ≥ 2 and n2 ≥ 2 respectively. The product metric produced by g1 and g2 is
denoted by g×. Then, for any given ε > 0, there exists a metric g on M1 ×M2 that is
conformal to g× and satisﬁes
∥g − g×∥C4 < ε,
such that there exist ρ0dvol and ρ1dvol two smooth positive Borel probability measures
on M1 ×M2, the corresponding optimal transport map on (M1 ×M2, g) is not smooth.
If (M1, g1) and (M2, g2) satisfy the conditions of Theorem 5.1, we know that the
optimal transport map is smooth on (M1 ×M2, g×). By Theorem 5.3, we also know
that the smoothness of the optimal transport map is not stable on the perturbed metric
of (M1 ×M2, g×).
5.2 The smoothness of the optimal transport map on
nearly spherical manifold
5.2.1 Preliminary
In this subsection, we will establish some a priori estimates of the Monge-Ampe`re
type equation (5.1) and a key proposition.
Lemma 5.2. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 2. The
diameter of (M, g) is denoted by D. Then for all admissible function u with
∫
M
udvol =
0, the following estimates hold
max
M
|u| ≤ D2,
max
M
|∇u| ≤ D.
Proof. Let the function u be admissible with
∫
M
udvol = 0. Fix m ∈ M. By deﬁnition
of the admissible function, the curve expm(t∇mu) is a minimizing geodesic from m to
expm∇mu. Thus
|∇mu| = d(m, expm∇mu) ≤ D.
As a consequence, the oscillation of u is bounded above by D2. The vanishing average
gives the results.
As mentioned in section 5.1, the existence of a uniform upper bound on the Hessian
of the classical solutions ut is equivalent to estimates (5.2) and (5.3). The Ma-Trudinger-
Wang’s estimate reduces the existence of a uniform upper bound on the Hessian of the
classical solutions ut to the estimate(5.2) under the assumption that the MTW tensor
satisﬁes the A3S condition.
Lemma 5.3. Let (M, g) be a closed Riemannian manifold of dimension n ≥ 2. Assume
that the MTW tensor of M satisﬁes the A3S condition. Let ρ0dvol and ρ1dvol be C2
positive Borel probability measures on M. If the requirement (5.2) is fulﬁlled, then there
exists a positive constant C depending on n, δ,maxI×M |d log ρt|C2 , such that the norm
of Hess(c)m ut is bounded from above C, for every couple (t,m) ∈ I ×M.
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Proof. The proof is given in Delanoe¨ [27].
To conclude this subsection, we give a key proposition which is used in next subsec-
tion.
Let J (m, ν) = −|ν|2S−1(m, ν, 1). We are interested in the behaviour of J when
|ν| ≥ 3π4 . So we assume that |ν| ≥ 3π4 in the following. It is clear that −|ν|2 is the ﬁrst
eigenvalue of J with the associated eigenvector ν|ν| . By virtue of 1) in Theorem 4.1,
there exists a positive number C > 0 such that
|J (m, ν)− J¯ (m, ν)| ≤ Cε. (5.4)
Let us now describe the behavior for the derivatives of J .
Proposition 5.1. Let (M, g) be a closed n-dimensional Riemannian manifold satisfying
the curvature assumptions (1.3) and (1.4).Then there exist positive constants ε0 and
C > 0 such that, for any ε < ε0, and for any m0 ∈M,ν0 ∈ I(m0), |ν0| ≥ π− δ, 0 < δ <
π
4 , the absolute value of the ﬁrst and second partial derivatives of the components J ij
with respect to (x, v) at the point (0, |ν0|, 0), are all bounded from above by Cε, except
the following partial derivatives:
D1J ii , DβJ 1β = DβJ β1 , ∂2ββJ ii , D211J ii ,
D21βJ β1 = D2β1J β1 = D21βJ 1β = D2β1J 1β ,
D2ββJ ii , D2µκJ µκ = D2κµJ µκ = D2µκJ κµ = D2κµJ κµ , µ ̸= κ.
and the following estimates hold:
|D1J 11 + 2π| ≤ C(ε+ δ), |D1J αα + π| ≤ C(ε+ δ), (5.5)
|DβJ β1 + π| ≤ C(ε+ δ), (5.6)
|∂2ββJ 11 − 2π2| ≤ C(ε+ δ), |∂2ββJ αα − π2| ≤ C(ε+ δ), (5.7)
|D211J ii + 2| ≤ C(ε+ δ), |D21βJ β1 | ≤ C(ε+ δ), (5.8)
|D2ββJ 11 | ≤ C(ε+ δ), |D2ββJ αα + 1 + 2δαβ | ≤ C(ε+ δ), (5.9)
|D2µκJ µκ + 1| ≤ C(ε+ δ), µ ̸= κ. (5.10)
Proof. Let x be the Fermi coordinate system associated to the geodesic expm0 s
ν0
|ν0|
and v be the ﬁber coordinates of TM → M naturally associated to x. Set g =
gij(x)dxidxj , ν = vi∂xi, J¯ = −|ν|2S¯−1(m, ν, 1). The components of J¯ in the Fermi
coordinate system are denoted by J¯ ij , i.e.J¯ = J¯ ij dxj ⊗ ∂∂xi .
In view of Theorem 4.1, there exists a positive constant C > 0 such that
|∂xJ (m0, ν0)− ∂xJ¯ (m0, ν0)| ≤ Cε, (5.11)
|DvJ (m0, ν0)−DvJ¯ (m0, ν0)| ≤ Cε, (5.12)
|∂2xxJ (m0, ν0)− ∂2xxJ¯ (m0, ν0)| ≤ Cε, (5.13)
|∂xDvJ (m0, ν0)− ∂xDvJ¯ (m0, ν0)| ≤ Cε, (5.14)
|D2vvJ (m0, ν0)−D2vvJ¯ (m0, ν0)| ≤ Cε. (5.15)
Thus we only need to calculate the following derivatives:
∂aJ¯ ij , DaJ¯ ij , ∂2abJ¯ ij , ∂aDbJ¯ ij , D2abJ¯ ij .
Let us compute the above derivatives of J¯ . To diﬀerentiate the components of J¯ ij ,
we need an explicit formula for J¯ ij . By virtue of (7), the map J¯ has the expression
J¯ (ξ) = −|ν|2S¯−1(ξ) = −|ν|2ξ + (|ν|2 − |ν| tan |ν|)(ξ − ⟨ξ, ν|ν| ⟩
ν
|ν| ).
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As a consequence, the components of J¯ in the Fermi coordinate system x are given by
J¯ ij = −|ν|2δij + (|ν|2 − |ν| tan |ν|)(δij − gjk(x)
vi
|ν|
vk
|ν| )
= −|ν|2δij + φ(|ν|)(|ν|2δij − gjkvivk). (5.16)
where φ(|ν|) = 1− tan |ν||ν| .
Let us compute the ﬁrst order derivatives of J¯ ij . Diﬀerentiating (5.16) with respect
to x and v respectively, one has
∂aJ¯ ij = −∂agklvkvlδij +
φ˙
2|ν|∂agpqv
pvq(|ν|2δij − gjkvivk) +
φ(∂agklvkvlδij − ∂agjkvivk),
DaJ¯ ij = −2gakvkδij +
φ˙
|ν|gapv
p(|ν|2δij − gjkvivk) +
φ(2gakvkδij − gjkδiavk − gjavi).
Set r0 = |ν0|. As ∂igkl = 0 at the point m0, we have at the point (m0, ν0) = (0, r0, 0),
∂aJ¯ ij = 0.
Combining with (5.11), there holds that
|∂aJ | ≤ Cε.
Recalling gij = δij at the point m0, we obtain
DaJ¯ ij = −2r0δ1aδij + r20φ˙δ1a(δij − δi1δ1j ) +
r0φ(2δ1aδij − δiaδ1j − δi1δaj )
= −2r0δ1aδi1δ1j + (r20φ˙− 2r0)δ1a(δij − δi1δ1j ) +
r0φ(2δ1aδij − δiaδ1j − δi1δaj )
= −2r0δ1aδi1δ1j + (tan r0 − r0 sec2 r0 − 2r0)δ1a(δij − δi1δ1j ) +
(r0 − tan r0)(2δ1aδij − δiaδ1j − δi1δaj ).
If a = 1,
D1J¯ ij = −2r0δi1δ1j + (tan r0 − r0 sec2 r0 − 2r0)(δij − δi1δ1j ) +
2(r0 − tan r0)(δij − δi1δ1j )
= −2r0δi1δ1j + (− tan r0 − r0 sec2 r0)(δij − δi1δ1j ).
Observe that D1J¯ ij = 0 if i ̸= j. Thus we only consider the case i = j.
D1J¯ ii = −2r0δi1 + (− tan r0 − r0 sec2 r0)(1− δi1)
= −2πδi1 − π(1− δi1) + B(δ).
Together with (5.12), this gives (5.5).
If a > 1 (we note by β)
DβJ¯ ij = (−r0 + tan r0)(δiβδ1j + δi1δβj ).
In particular, DβJ¯ ij ̸= 0 except when i = 1, j = β or i = β, j = 1. By symmetry of J ,
it remains to prove the case i = β, j = 1.
DβJ¯ β1 = −r0 + tan r0
= −π + B(δ).
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Now by (5.12), we get (5.6).
Let us compute the second order derivatives of J¯ ij . Diﬀerentiating (5.16) twice with
respect to x, one has
∂2abJ¯ ij = −∂2abgklvkvlδij + [(
φ¨
2|ν|2 −
φ˙
2|ν|3 )∂aglhv
lvh∂bgpqv
pvq +
φ˙
2|ν|∂
2
abgpqv
pvq](|ν|2δij − gjkvivk) +
φ˙
2|ν|∂bgpqv
pvq(∂agklvkvlδij − ∂agjkvivk) +
φ˙
2|ν|∂agpqv
pvq(∂bgklvkvlδij − ∂bgjkvivk) +
φ(∂2abgklvkvlδij − ∂2abgjkvivk).
Evaluating at the point (m0, ν0) = (0, r0, 0), and by virtue of (1.12), we have
∂2abJ¯ ij = −r20∂2abg11δij +
r30φ˙
2 ∂
2
abg11(δij − δi1δ1j ) +
r20φ(∂2abg11δij − ∂2abgj1δi1).
If a = 1, 1 ≤ b ≤ n or 1 ≤ a ≤ n, b = 1, since ∂21igkl = 0 at the point (m0, ν0), we thus
obtain ∂21bJ¯ ij = 0 or ∂2a1J¯ ij = 0. From (5.13), we derive |∂21bJ | ≤ Cε or |∂2a1J | ≤ Cε.
If a, b > 1, for j = 1,
∂2abJ¯ i1 = −r20∂2abg11δi1.
Together with (1.4) and the ﬁrst expression in (1.13), it follows that
∂2abJ¯ i1 = 2r20δabδi1 + B(ε).
As a consequence, ∂2abJ¯ i1 = B(ε) if i > 1 or a ̸= b, thus |∂2abJ i1 | ≤ Cε. It suﬃces to
consider the case i = 1 and a = b.
∂2ββJ¯ 11 = 2r20 + B(ε)
= 2π2 + B(ε+ δ).
Making use of (5.13), we infer the ﬁrst inequality in (5.7).
For j > 1, by the symmetry of J , we assume that i > 1. Recalling (1.13),(1.4), we
derive
∂2abJ¯ ij = 2r20δabδij − r30φ˙δabδij − 2r20φδabδij + B(ε)
= (2r20 − 2r20φ− r30φ˙)δabδij + B(ε)
= (r0 tan r0 + r20 sec2 r0)δabδij + B(ε).
Note that ∂2abJ¯ ij = B(ε) if a ̸= b or i ̸= j, thus it suﬃces to consider the case a = b and
i = j.
∂2ββJ¯ αα = r0 tan r0 + r20 sec2 r0 + B(ε)
= π2 + B(ε+ δ).
Exploiting (5.13), we infer the second expression in (5.7).
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Diﬀerentiating (5.16) twice with respect to x and v respectively, one has
∂aDbJ¯ ij = −2∂agbkvkδij + [(
φ¨
|ν|2 −
φ˙
|ν|3 )∂aglhv
lvhgbpv
p +
φ˙
|ν|∂agbpv
p](|ν|2δij − gjkvivk) +
φ˙
|ν|gbpv
p(2∂agklvkvlδij − ∂agjkvivk) +
φ˙
2|ν|∂agpqv
pvq(2gbkvkδij − gjkδiavk − gjbvi) +
φ(2∂agbkvkδij − ∂agjkδibvk − ∂agjbvi).
Evaluating at the point (m0, ν0) = (0, r0, 0), and together with the fact ∂igkl = 0 at the
point m0, this yields
∂aDbJ¯ ij = 0.
Combining with (5.11), we get
|∂aDbJ | ≤ Cε.
Diﬀerentiating (5.16) twice with respect to v, one has
D2abJ¯ ij = −2gabδij + [(
φ¨
|ν|2 −
φ˙
|ν|3 )gapv
pgbqv
q +
φ˙
|ν|gab](|ν|
2δij − gjkvivk) +
φ˙
|ν|gbpv
p(2gakvkδij − gjkδiavk − gjavi) +
φ˙
|ν|gapv
p(2gbkvkδij − gjkδibvk − gjbvi) +
φ(2gabδij − gjaδib − gjbδia).
Evaluating at the point (m0, ν0), and using the fact gij = δij at the point m0, there
holds
D2abJ¯ ij = −2δabδij + [(r20φ¨− r0φ˙)δ1aδ1b + r0φ˙δab](δij − δi1δ1j ) +
r0φ˙δ
1
b (2δ1aδij − δiaδ1j − δi1δaj ) +
r0φ˙δ
1
a(2δ1b δij − δibδ1j − δi1δbj) +
φ(2δabδij − δibδaj − δiaδbj).
If a = b = 1,
D211J¯ ij = −2δij + r20φ¨(δij − δi1δ1j ) + 4r0φ˙(δij − δi1δ1j ) +
2φ(δij − δi1δ1j )
= −2δi1δ1j + (r20φ¨+ 4r0φ˙+ 2φ− 2)(δij − δi1δ1j )
= −2δi1δ1j + (−2r0 tan r0 sec2 r0 − 2 sec2 r0)(δij − δi1δ1j ).
Notice that D211J¯ ij = 0 if i ̸= j. Therefore, it suﬃces to consider the case i = j.
D211J¯ ii = −2δi1 − 2(1− δi1) + B(δ)
= −2 + B(δ).
Together with (5.15), we deduce the ﬁrst inequality in (5.8).
If a = 1, b > 1, or a > 1, b = 1. In view of D2abJ¯ ij = D2baJ¯ ij , we only need to consider
the case a = 1, b > 1.
D21bJ¯ ij = −(r0φ˙+ φ)(δibδ1j + δi1δbj).
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As a consequence, D21bJ¯ ij ̸= 0 except when i = 1, j = b or i = b, j = 1. By the symmetry
of J , it suﬃces to consider the case i = b, j = 1.
D21bJ¯ b1 = −(r0φ˙+ φ)
= sec2 r0 − 1
= B(δ).
Combining with (5.15), we get the second inequality in (5.8).
If a, b > 1,
D2abJ¯ ij = 2(φ− 1)δabδij + r0φ˙δab(δij − δi1δ1j )−
φ(δibδaj + δiaδbj).
Observe that D2abJ¯ ij ̸= 0 except when a = b, i = j or a ̸= b, i = a, j = b or a ̸= b, i =
b, j = a.
The case a = b, i = j :
D2aaJ¯ ii = 2(φ− 1) + r0φ˙(1− δi1)− 2φδia
= −2tan r0
r0
+ (tan r0
r0
− sec2 r0)(1− δi1) +
2(tan r0
r0
− 1)δia
= −(1− δi1)− δia + B(δ).
Combining with (5.15), we get (5.9).
The case a ̸= b, i ̸= j, i = a, j = b or a ̸= b, i ̸= j, i = b, j = a :
D2abJ¯ ab = D2abJ¯ ba = −φ
= tan r0
r0
− 1
= −1 + B(δ).
Together with (5.15), we derive (5.10). This ends the proof of Proposition 5.1.
5.2.2 Proof of Theorem 5.1
In this subsection, we are going to prove Theorem 5.1. Assume that the curvatures
of M satisfy (1.3) and (1.4). Fix any couple (k, α) ∈ N × (0, 1), with k ≥ 2. Let
(ρ0dvol, ρ1dvol) be a couple of Ck,α positive Borel probability measures on M.
As mentioned in Chapter 3, the MTW tensor on nearly spherical manifold satisﬁes
the A3S condition. Thus the condition of Lemma 5.3 is satisﬁed. Granted Lemma 5.1,
to complete Theorem 5.1, it is suﬃcient to prove (5.2).
Fix (t,m) ∈ I ×M. Note that the left side in (5.2) is related to the initial Jacobi
matrix J0, i.e.
det d∇mut expm = det J0(m,∇mut, 1).
It is also useful to recall that the gradient of ut at m locates in the injectivity
domain at m. Then by the Bishop’s theorem, det d∇mut expm is uniformly bounded
from above by 1 if M has non-negative Ricci curvature. As mentioned in Section
1.2.1, we know that det d∇mut expm is positive. But det d∇mut expm may not has a
positive lower bound. Recall detJ0(m, ν, 1) vanishes if (and only if) expm ν is conjugate
to m. Hence, the estimate (5.2) is not obvious. For instance, on the round sphere
Sn, det d∇mut expm = (
sin |∇mut|
|∇mut| )
n−1 is close to zero as |∇mut| approaches π.
Observe that the assumption (1.3) infers that the length of gradient ∇mut is strictly
less than π. Making use of Lemma 1.2, the estimate (5.2) is obvious if max{|∇mut| :
m ∈ M} ≤ 3π4 . Thus, without loss of generality, we assume that there exists at least a
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point such that the length of gradient ∇ut at that point is not less than 3π4 .
Proof of Theorem 5.1. We assume that there exists at least a point such that
the length of gradient ∇ut at that point is not less than 3π4 . We will use the method of
maximum principle to prove (5.2). We need to constructed an appropriate test function.
Let J (m,∇mut) = −|∇mut|2S−1(m,∇mut, 1). Consider the minimization problem:
min{⟨J ξ, ξ⟩ : (m, ξ) ∈ TM, 3π4 ≤ |∇ut|m, |ξ|m = 1, ξ⊥∇mut}.
Suppose that the minimum is attained at the point (m0, ξ0). We consider the test
function:
h (m, ξ) = ⟨J ξ, ξ⟩+ ⟨ξ,∇ut⟩
2
|ξ|2 − ⟨ξ,∇ut⟩2|∇ut|2
.
Then h attains the minimum at the point (m0, ξ0) in a neighborhood of the point
(m0, ξ0) in TM. To see this, let ξ⊥ be the orthonormal part of ξ. Then
⟨J ξ⊥, ξ⊥⟩
|ξ⊥|2 = h (m, ξ) .
By continuity, the test function h attains the local minimum at the point (m0, ξ0) in a
neighborhood of the point (m0, ξ0) in TM.
The minimum h(m0, ξ0) has a nice explanation, that is the second eigenvalue of the
self-adjoint operator J . Speciﬁcally, as h is bilinear on the orthogonal complement sub-
spaces (∇mut)⊥ with respect to ξ, thus the minimum h(m0, ξ0) is the second eigenvalue
of the self-adjoint operator J (m0,∇m0ut) with the associated eigenvector ξ0.
As a consequence of the above explanation, a necessary condition for (5.2) is that
the minimum h(m0, ξ0) has a positive lower bound. Thus (5.2) is transformed into the
positive lower bound of h(m0, ξ0). Notice that the minimum h(m0, ξ0) has to be positive.
To see this, from the Hessian Comparison Theorem, we know that −S⊥ is not less than
− r0 cos r0sin r0 In−1 which is positive deﬁnite when r0 = |∇m0ut| ∈ (π2 , π). Thus the minimum
h(m0, ξ0) is positive.
In view of (5.4), we deduce
−r0 sin r0cos r0 − Cε ≤ h(m0, ξ0) ≤ −
r0 sin r0
cos r0
+ Cε, (5.17)
where r0 ≥ 3π4 .
Since the real value function − r sin rcos r is decreasing in (π2 , π), thus the right inequality
infers that the minimum h(m0, ξ0) has a positive upper bound. If h(m0, ξ0) has a
positive lower bound which is independent of the densities, by choosing ε suﬃciently
small, the right inequality also infers that r0 ≤ π− δˆ for some δˆ > 0. This is the uniform
gradient estimate.
In order to diﬀerentiate the test function h, it needs to rule out the boundary case.
Since the function − r sin rcos r is decreasing in (π2 , π), the left inequality in (5.17) ensures
that we can assume that r0 > π − δ, 0 < δ < π4 .
Henceforth, we will drop freely the subscript t.
Take the Fermi coordinate system x along the geodesic expm0(s
∇m0u
|∇m0u| ).
Some local notations
Components of some tensors in x will be denoted by:
grad u = ∇iu(m) ∂
∂xi
,∇2mu = ∇iju(m)dxj ⊗
∂
∂xi
, S = Sij(m, ν, 1)dxj ⊗
∂
∂xi
,
J = J ij (m, ν)dxj ⊗
∂
∂xi
,H = Hij(m)dxj ⊗
∂
∂xi
,F = F ij(m)dxj ⊗
∂
∂xi
,
where,Hij = ∇iju+ Sij ,HikFkj = δij .
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Fix ξ ∈ TmM. The coordinate of ξ in the Fermi coordinate system x is denoted by
ξ = ξi∂i. Then
⟨J ξ, ξ⟩ = J ab gapξbξp, |ξ|2 = gabξaξb, ⟨ξ,∇u⟩ = ξa∇au. (5.18)
In the following all terms are evaluated at the point (x, v) = (0, r0, 0). It will be
implicitly understood throughout the calculations. The components of ξ0 are denoted
by ξi0, i.e. ξ0 = ξi0∂i, ξ10 = 0.
The ﬁrst derivative condition
Diﬀerentiating the test function h with respect to xi, the ﬁrst derivative condition for
the critical point could be read as:
(∂iJ αβ +DkJ αβ ∇ki u)ξα0 ξβ0 = 0. (5.19)
The second derivative condition
Diﬀerentiating twice on the test function h with respect to xi and xj respectively, the
second derivative condition read as follows:
0 ≤ I1 + II1 + III1 + IV1 + V1, (5.20)
where
I1 = −⟨J ξ0, ξ0⟩F ij∂2ijgαβξα0 ξβ0 + F ij∂2ijgαkJ kβ ξα0 ξβ0 ,
II1 = −F ij∂jΓkil∇luDkJ αβ ξα0 ξβ0 + F ij∂2ijJ αβ ξα0 ξβ0 ,
III1 = 2F ij∇jku∂iDkJ αβ ξα0 ξβ0 ,
IV1 = 2(1 +
1
r20
⟨J ξ0, ξ0⟩)F ij∇αi u∇jβuξα0 ξβ0 +
F ij∇ki u∇jluD2klJ αβ ξα0 ξβ0 ,
V1 = F ij∂j∇ki uDkJ αβ ξα0 ξβ0 .
At the point m0, the potential function u satisﬁes the equation:
det J0 det(Hij) =
ρ0
ρt
. (5.21)
It is clear that the positive deﬁniteness of the the matrix (Hij) implies that ∇11u is
strictly greater than −1. We will also require the following expression:
S(0, r0, 0, 1) =
[
1 0
0 Sαβ
]
. (5.22)
Note that −S⊥ = −(Sαβ ) has a uniform lower bound under the curvature assumption
(1.3). Indeed, from the Hessian Comparison Theorem, we know that −S⊥ is not less
than − r0 cos r0sin r0 In−1. Making use of the fact that the real function − t cos tsin t is increasing
in (π2 , π), we have for r0 ≥ 3π4 ,
−S⊥ ≥ 3π4 In−1. (5.23)
We will calculate each term from I1 to V1.
The term I1 Since gij = δij on the axis and J 1α = 0 at the point (0, r0, 0), the term I1
can be written as:
I1 = −⟨J ξ0, ξ0⟩Fφψ∂2φψgαβξα0 ξβ0 + Fφψ∂2φψgαιJ ιβξα0 ξβ0 .
Making use of (1.14), it follows that
I1 =
2
3 ⟨J ξ0, ξ0⟩F
φ
ψRφαψβξ
α
0 ξ
β
0 −
2
3F
φ
ψRφαψιJ ιβξα0 ξβ0 .
5.2. The smoothness of the optimal transport map on nearly spherical manifold 65
Together with the curvature assumption (1.4), the positive deﬁniteness of (F ij) and the
uniform bound for the norm of J , we have
I1 ≤ 23 ⟨J ξ0, ξ0⟩F
α
α −
2
3 ⟨J ξ0, ξ0⟩F
α
β ξ
α
0 ξ
β
0 −
2
3 ⟨J ξ0, ξ0⟩F
α
α +
2
3F
α
φJ φβ ξα0 ξβ0 + CεFαα
= −23 ⟨J ξ0, ξ0⟩F
α
β ξ
α
0 ξ
β
0 +
2
3F
α
φJ φβ ξα0 ξβ0 + CεFαα
≤ −23 ⟨(J − J¯ )ξ0, ξ0⟩F
α
β ξ
α
0 ξ
β
0 + CεFαα ,
where the last inequality follows from (5.4).
By virtue of (5.4) and the positive deﬁniteness of (F ij) again, we derive that there
exists a universal constant such that the following upper bound holds:
I1 ≤ CεFαα . (5.24)
The term II1 There are two terms in II1. Proposition 5.1 derives that the second term
is bounded by π2Fαα + C(ε + δ)F ii . We mainly deal with the ﬁrst term. By the ﬁrst
expression in (1.15) and ∇u = (r0, 0) at the point m0, we get
−F ij∂jΓkil∇luDkJ αβ ξα0 ξβ0 = −r0F ijRkij1DkJ αβ ξα0 ξβ0
= −r0FφψR1φψ1D1J αβ ξα0 ξβ0 − r0F ijRφij1DφJ αβ ξα0 ξβ0
≤ −πr0Fαα + C(ε+ δ)F ii ,
where the last inequality holds because of (1.4) and Proposition 5.1.
Thus we derive that there exists a positive constant C > 0 such that the following
estimate holds:
II1 ≤ π(π − r0)Fαα + C(ε+ δ)F ii
≤ C(ε+ δ)F ii . (5.25)
The term III1 Using that F ij∇jku = δik −F ijSjk, the term III1 becomes:
III1 = 2∂kDkJ αβ ξα0 ξβ0 − 2F ijSjk∂iDkJ αβ ξα0 ξβ0 .
It is easy to see that the ﬁrst term is bounded by Cε by Proposition 5.1. For the second
term, Sjk is unbounded as the gradient goes to the conjugate locus. From FS = S−1SFS
and the boundedness of S−1, we infer the existence of a positive constant C such that:
III1 ≤ Cε(1 + F ijSki Sjk).
Let us observe that the following identity holds:
F ij∇ki u∇jlu = ∇kl u− Skl + F ijSki Sjl . (5.26)
In particular,
F ij∇αi u∇jβu = Hαβ − 2Sαβ + F ijSαi Sjβ .
By (5.23),(5.22) and the positive deﬁniteness of (Hij), (−Sαβ ), we get
III1 ≤ Cε(F11 + F ij∇αi u∇jαu). (5.27)
The term IV1 Splitting the negative term F ij∇ki u∇jluD2klJ αβ ξα0 ξβ0 into four parts,
we get
IV1 = F ij∇1iu∇j1uD211J αβ ξα0 ξβ0 + 2F ij∇1iu∇jιuD21ιJ αβ ξα0 ξβ0 +
F ij∇φi u∇jφuD2φφJ αβ ξα0 ξβ0 +
∑
φ̸=ψ
F ij∇φi u∇jψuD2φψJ αβ ξα0 ξβ0 +
2(1 + 1
r20
⟨J ξ0, ξ0⟩)F ij∇αi u∇jβuξα0 ξβ0 .
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Using Proposition 5.1, we infer that there exists a positive constant C such that
IV1 ≤ [C(ε+ δ)− 2]F ij∇1iu∇j1u+
[C(ε+ δ) + 2
r20
⟨J ξ0, ξ0⟩ − 1]F ij∇αi u∇jαu.
In view of (5.26), it follows that
F ij∇1iu∇j1u = H11 − 2 + F11 .
For ε and δ small enough(ε, δ < 1C ), by the positive deﬁniteness of (Hij), we get
IV1 ≤ [C(ε+ δ)− 2](F11 − 2) + (5.28)
[C(ε+ δ) + 2
r20
⟨J ξ0, ξ0⟩ − 1]F ij∇αi u∇jαu.
The term V1 The term V1 involves the third derivatives of u. After commuting the
third derivatives of u, the term V1 can be written:
V1 = F ij(∂k∇jiu+ r0Rki1j)DkJ αβ ξα0 ξβ0 .
We ﬁrst compute the third derivative. In the Fermi coordinate system x, the deter-
minant of the positive matrix (gij)1≤i,j≤m is denoted by |g|. Recall the equation (3), by
deﬁnition of det d∇mu expm, the potential function u satisﬁes the Monge-Ampe`re type
equation
detHess(c)u =
√|g|(x)ρ0(x)√|g|(X) det(DvX)ρt(x) . (5.29)
By taking the logarithm and diﬀerentiating the associated equation with respect to the
variable xk at the point (0, r0, 0), we obtain
F ij∂k∇jiu =
∂kρ0
ρ0
− (1− t)∂kρ0 + t∂pρ1(∂kX
p +DlXp∇lku)
ρt
−
Bpq (∂kDpXq +D2plXq∇lku) + F ijSqi Sjp∂kApq +
F ijSqi SjpDlApq∇lku
= ∂kρ0
ρ0
− (1− t)∂kρ0 + t∂pρ1∂kX
p
ρt
−Bpq∂kDpXq +
F ijSqi Sjp∂kApq + (−
t∂pρ1DlX
p
ρt
−BpqD2plXq +
F ijSqi SjpDlApq)∇lku,
where the matrix (Bpq ) is the inverse of the matrix (DjXi) and (Apq) is the inverse of
the matrix (Sij).
Thus we get the following simpliﬁed expressions:
V1 = [
∂kρ0
ρ0
− (1− t)∂kρ0 + t∂pρ1∂kX
p
ρt
−Bpq∂kDpXq +
F ijSqi Sjp∂kApq ]DkJ αβ ξα0 ξβ0 + (−
t∂pρ1DlX
p
ρt
−BpqD2plXq +
F ijSqi SjpDlApq)∇lkuDkJ αβ ξα0 ξβ0 + r0F ijRki1jDkJ αβ ξα0 ξβ0 .
By the critical condition (5.19), Lemma 4.3, Lemma 4.4, Proposition 5.1, Cauchy-
Schwarz inequality, we deduce that there exists a positive constant C such that
V1 ≤ CM+ C(ε+ δ)F11 + [C(ε+ δ)− π2]Fαα + (5.30)
C(ε+ δ)F ij∇αi u∇jαu,
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where M = max{maxM |d log ρ0|,maxM |d log ρ1|}.
Plugging the upper bounds (5.24),(5.25),(5.27),(5.28),(5.30) into the inequality (5.20),
we obtain the following inequality:
0 ≤ 4 + CM+ [4C(ε+ δ)− 2]F11 + [3C(ε+ δ)− π2]Fαα +
[3C(ε+ δ) + 2
r20
⟨J ξ0, ξ0⟩ − 1]F ij∇αi u∇jαu
= 4 + CM+ [4C(ε+ δ)− 2]F11 + [3C(ε+ δ)− π2]Fαα +
[3C(ε+ δ)− 12 ]F
i
j∇αi u∇jαu+ (
2
r20
⟨J ξ0, ξ0⟩ − 12)F
i
j∇αi u∇jαu.
Fix ε < 124C , δ <
1
24C . Therefore, we get the inequality:
0 ≤ 4 + CM− 53F
1
1 + (
1
4 − π
2)Fαα −
1
4F
i
jSαi Sjα +
( 2
r20
⟨J ξ0, ξ0⟩ − 12)F
i
j∇αi u∇jαu
≤ 4 + CM− 14F
i
jSki Sjk + (
2
r20
⟨J ξ0, ξ0⟩ − 12)F
i
j∇αi u∇jαu.
If ⟨J ξ0, ξ0⟩ ≥ (π−δ)
2
4 , there is nothing to prove. We only have to consider the case
⟨J ξ0, ξ0⟩ ≤ (π−δ)
2
4 . Observe that the last term is non-positive in this case, thus
0 ≤ 4 + CM− 14F
i
jSki Sjk.
By the inequality of arithmetic and geometric means and the equation (5.21), we get
that there exists a positive number C˜ such that
F ijSki Sjk ≥ C˜(min{1,
ρ1
ρ0
}) 1n 1⟨J ξ0, ξ0⟩ 1n
.
Thus ⟨J ξ0, ξ0⟩ is bounded below by δ0 = C˜
nmin{1, ρ1ρ0 }
(16+4CM)n . In conclusion, we just need to
choose ε, δ such that 0 < ε < 124C , 0 < δ < min{ 124C , π− 2
√
δ0}, then the estimate (5.2)
is proved. By the continuity method, we prove Theorem 5.1.
5.3 The smoothness of the optimal transport map on
product manifolds
In this section, we investigate the smoothness of the optimal transport map on Rie-
mannian product manifold of nearly spherical manifolds. By Lemma 5.1, the regularity
of the optimal transport map reduces to (5.2) and (5.3).
Let (M1, g˜) and (M2, gˆ) be two closed Riemannian manifolds of dimension n1 ≥ 2
and n2 ≥ 2 respectively. Suppose that both M1 and M2 satisfy (1.3) and (1.4).
It is known that the sectional curvatures of M1 × M2 are non-negative and may
vanish. Using Corollary 3.1, the corresponding MTW tensor satisﬁes A3W condition
and may vanish on some directions. Moreover, the MTW tensor is non-negative.
The non-trivial cut locus and the vanishing ofMTW tensor are the main obstacles of
the smoothness. The strategy is to establish that the optimal transport map uniformly
stay away from the cut locus by the maximum principle. This result allows to derive
the uniformly second order derivative estimate. Then the method of continuity implies
the smoothness of the optimal transport map.
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5.3.1 Preliminary
In this subsection, we recall some facts about product Riemannian manifolds.
Let (M1, g˜) and (M2, gˆ) be two complete smooth Riemannian manifolds of dimension
n1 ≥ 2 and n2 ≥ 2 respectively. It is well known that the tangent vector space has the
decomposition
∀(m˜, mˆ) ∈M1 ×M2, T(m˜,mˆ)(M1 ×M2) = Tm˜M1 ⊕ TmˆM2.
Denote by (M1×M2, g) the Riemannian product of (M1, g˜) and (M2, gˆ). We denote
by ∼ and ∧ the projection mappings of T (M1×M2) to TM1 and TM2 respectively. For
vector ﬁelds X = X˜ + X̂, Y = Y˜ + Ŷ on M1 ×M2. And the Levi-Civita connection ∇
of (M1 ×M2, g) is given by
∇XY = ∇˜X˜ Y˜ + ∇̂X̂ Ŷ ,
where ∇˜, ∇̂ denote the Levi-Civita connections of M1,M2 respectively.
In addition, the Riemannian curvature tensor Riem of M1 ×M2 takes the form
Riem(X,Y, Z,W ) = ]Riem(X˜, Y˜ , Z˜, W˜ ) + [Riem(X̂, Ŷ , Ẑ, Ŵ ), (5.31)
where ]Riem,[Riem denote the Riemannian curvature tensors of M1,M2 respectively.
Let γ(t) = (γ˜(t), γ̂(t)) be a curve on M1 × M2. By deﬁnition, γ is geodesic on
M1×M2 if and only if γ˜, γ̂ are geodesics on M1,M2 respectively. Moreover, the tangent
vector ﬁeld J = (J˜ , Ĵ) ∈ Tγ(M1 ×M2) is Jacobi ﬁeld along the geodesic γ if and only
if J˜ ∈ T
γ˜
M1, Ĵ ∈ Tγ̂M2 are Jacobi ﬁelds along the geodesic γ˜, γ̂ respectively.
The Jacobi matrices with the initial conditions on Riemannian product M1 ×M2
can be described by ones on M1 and M2. More precisely, we have the following result.
Lemma 5.4. Let γ(t) = (γ˜(t), γˆ(t)) be a geodesic on M1 ×M2. Let the orthonormal
vector frame ﬁeld {e˜1, e˜2, · · · , e˜n1} in Tγ˜M1 be the parallel transport along γ˜ with e˜1 =
˙˜γ
| ˙˜γ| and the orthonormal vector frame ﬁeld {eˆn1+1, eˆn1+2, · · · , eˆn1+n2} in TγˆM2 be the
parallel transport along γˆ with eˆn1+1 =
˙ˆγ
| ˙ˆγ| . Then the vector frame ﬁeld {e1 =
γ˙
|γ˙| , e2 =
e˜2, · · · , en1 = e˜n1 , en1+1 = 1|γ˙| (| ˙ˆγ|e˜1 − | ˙˜γ|eˆn1+1), en1+2 = eˆn1+2, · · · , en1+n2 = eˆn1+n2}
in Tγ(M1 ×M2) is an orthonormal parallel transport moving frame along γ. Moreover,
the Jacobi matrices with the initial conditions J0 and J1 takes the form:
Ja(t) =
(
J˜a(t) 0
0 Jˆa(t)
)
, a = 0, 1,
where J˜a and Jˆa are the Jacobi matrices with the initial conditions on M1 and M2
respectively.
Proof. The Lemma follows from (1.7), (1.8) and the decomposition (5.31).
As a direct consequence, the Hessian of squared distance on M1 ×M2 can be de-
composed into the Hessian of squared distance on M1 and M2.
Corallary 5.3. Suppose the same assumptions as in Lemma 5.4 are satisﬁed. Given
m = (m˜, mˆ) ∈ M1 ×M2, ν = (ν˜, νˆ) ∈ I(m), let S˜(m˜, ν˜, t) be the linear operator from
Tm˜M1 to Tm˜M1 whose matrix in the orthonormal basis {e˜1(0), e˜2(0), · · · , e˜n1(0)} is
given by tJ˜0(t)−1J˜1(t) and Ŝ(mˆ, νˆ, t) be the linear operator from TmˆM2 to TmˆM2 whose
matrix in the orthonormal basis {eˆ1(0), eˆ2(0), · · · , eˆn2(0)} is given by tJˆ0(t)−1Jˆ1(t).
Then
S(m, ν, 1) = S˜(m˜, ν˜, 1) + Ŝ(mˆ, νˆ, 1),
where S(m, ν, t) is the linear operator from Tm(M1×M2) to Tm(M1×M2) whose matrix
in the orthonormal basis {e1(0), e2(0), · · · , en1+n2(0)} is given by tJ0(t)−1J1(t).
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5.3.2 Uniform stay away estimate
In this subsection, we will settle the estimate (5.2). Even through the cut locus of
M1 ×M2 is non-trivial, we will prove that the optimal map uniformly stay away from
the cut locus by the method of maximum principle.
Fix any couple (k, α) ∈ N× (0, 1), with k ≥ 2. Let (ρ0dvol, ρ1dvol) be Ck,α positive
Borel probability measures on M1 ×M2. Fix t ∈ I,m = (m˜, mˆ) ∈M1 ×M2.
Note that the left side in (5.2) is related to the initial matrix J0. Actually,
det d∇mut expm = det J0(m,∇mut, 1)
= det J˜0(m˜, ∇˜m˜ut, 1) det Jˆ0(mˆ, ∇̂mˆut, 1),
where the second equality follows from Lemma 5.4.
It is also useful to mention that the gradient of ut at m locates in the injectivity
domain atm. Then by the Bishop’s theorem, det J˜0(m˜, ∇˜m¯ut, 1) and det Jˆ0(mˆ, ∇̂mˆut, 1)
are all uniformly bounded from above by 1 if both M1 and M2 have non-negative Ricci
curvatures.
By the description of Jacobi ﬁelds in Section 1.2.1, we know that the discriminants
det J˜0(m˜, ∇˜m¯ut, 1) and det Jˆ0(mˆ, ∇̂mˆut, 1) are all positive. Thus the positive lower
bound of det d∇mut expm is equivalent to the positive lower bounds of the discriminants
det J˜0(m˜, ∇˜m˜ut, 1) and det Jˆ0(mˆ, ∇̂mˆut, 1). But det d∇mut expm may not has a positive
lower bound in general. Since det J0(m, ν, 1) vanishes if (and only if) expm ν is conjugate
to m, so the estimate (5.2) is not obvious, for instance, on the Riemannian products of
the round sphere Sn1 × Sn2 , det d∇mut expm = ( sin |∇˜m˜ut||∇˜m˜ut| )
n1−1( sin |∇̂mˆut||∇̂mˆut| )
n2−1 is close
to zero as |∇˜m˜ut| approaches π or |∇̂mˆut| approaches π.
We will use the method of maximum principle to prove (5.2). It needs to construct
an appropriate test function.
Henceforth, we will drop freely the subscript t.
Before showing the estimate (5.2), we give a Claim ﬁrst.
Claim 5.1. Set J (m˜, mˆ, ν˜, νˆ) = J˜ (m˜, ν˜)+Ĵ (mˆ, νˆ) where J˜ (m˜, ν˜) = −|ν˜|2S˜−1(m˜, ν˜, 1)
and Ĵ (mˆ, νˆ) = −|νˆ|2Ŝ−1(mˆ, νˆ, 1). Then the minimum
min{(⟨J ξ˜, ξ˜⟩+ π2 − |∇̂mˆu|2)(⟨J ξˆ, ξˆ⟩+ π2 − |∇˜m˜u|2) :
(ξ˜, ξˆ) ∈ Tm˜M1 × TmˆM2, |ξ˜|m˜ = 1 = |ξˆ|mˆ, g˜(ξ˜, ∇˜m˜u) = 0 = gˆ(ξˆ, ∇̂mˆu),
|∇˜m˜u| ≥ 3π4 , |∇̂mˆu| ≥
3π
4 }.
has a positive lower bound δ1 which depends on the densities and n1, n2.
Notice that both ⟨J ξ˜, ξ˜⟩ and ⟨J ξˆ, ξˆ⟩ have to be positive. To see this, from the
Hessian Comparison Theorem, it follows that −S˜⊥(the restriction of −S˜ to (R∇˜m˜u)⊥
in Tm˜M1) is not less than − r1 cos r1sin r1 In1−1 which is positive deﬁnite when r1 = |∇˜m˜u| ∈
(π2 , π). By deﬁnition of J , we know that ⟨J ξ˜, ξ˜⟩ is positive. Similarly, ⟨J ξˆ, ξˆ⟩ is also
positive.
By virtue of 1) in Theorem 4.1, there exists a positive number C such that, for any
(ξ˜, ξˆ) ∈ Tm˜M1 × TmˆM2, |ξ˜|m˜ = 1 = |ξˆ|mˆ,
−r1 sin r1cos r1 − Cε ≤ ⟨J ξ˜, ξ˜⟩ ≤ −
r1 sin r1
cos r1
+ Cε, (5.32)
−s1 sin s1cos s1 − Cε ≤ ⟨J ξˆ, ξˆ⟩ ≤ −
s1 sin s1
cos s1
+ Cε. (5.33)
where r1 = |∇˜m˜ut| ≥ 3π4 and s1 = |∇ˆmˆut| ≥ 3π4 .
Since the function − r sin rcos r is decreasing in (π2 , π), thus the right inequalities in (5.32)
and (5.33) infer that both ⟨J ξ˜, ξ˜⟩ and ⟨J ξˆ, ξˆ⟩ are bounded from above by some positive
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constant. In such case, we infer that max{r1, s1} ≤ π− δˆ for some δˆ > 0. These are the
uniform gradient estimates.
Proof of Claim 5.1. It is clear that the minimum of (⟨J ξ˜, ξ˜⟩+ π2 − |∇̂mˆu|2)(⟨J ξˆ, ξˆ⟩+
π2 − |∇˜m˜u|2) is attained and ﬁnite. Let (m˜0, mˆ0, ξ˜0, ξˆ0) be the minimum point. We
consider the test function:
h (m, ξ) = log( ⟨J ξ˜, ξ˜⟩+ ⟨ξ˜, ∇˜u⟩
2
|ξ˜|2 − ⟨ξ˜, ∇˜u⟩
2
|∇˜u|2
+ π2 − |∇ˆu|2) +
log( ⟨J ξˆ, ξˆ⟩+ ⟨ξˆ, ∇ˆu⟩
2
|ξˆ|2 − ⟨ξˆ, ∇ˆu⟩
2
|∇ˆu|2
+ π2 − |∇˜u|2).
Then h attains the minimum at the point (m˜0, mˆ0, ξ˜0, ξˆ0) in a neighborhood of the
point (m˜0, mˆ0, ξ˜0, ξˆ0) in T (M1 ×M2). To see this, let ξ˜⊥ be the orthonormal part of ξ˜
in Tm˜0M1 and ξˆ⊥ be the orthonormal part of ξˆ in Tmˆ0M2. Then
log( ⟨J ξ˜
⊥, ξ˜⊥⟩
|ξ˜⊥|2 + π
2 − |∇ˆu|2) + log( ⟨J ξˆ
⊥, ξˆ⊥⟩
|ξˆ⊥|2 + π
2 − |∇˜u|2) = h (m, ξ) .
By continuity, we obtain that the test function h attains the local minimum at the point
(m˜0, mˆ0, ξ˜0, ξˆ0) in a neighborhood of the point (m˜0, mˆ0, ξ˜0, ξˆ0) in T (M1 ×M2).
Note that the terms ⟨J ξ˜0, ξ˜0⟩ and ⟨J ξˆ0, ξˆ0⟩ are all eigenvalues of the self adjoint
operator J .
Set for short:r1 = |∇˜m˜0u|, s1 = |∇̂mˆ0u|, r2 = ⟨J ξ˜0, ξ˜0⟩ > 0, s2 = ⟨J ξˆ0, ξˆ0⟩ > 0, r3 =
π2 − r21, s3 = π2 − s21.
Let x be the Fermi coordinate system in M1 along the geodesic expm˜0(s
∇˜m˜0u
r1
)
and y be the Fermi coordinate system in M2 along the geodesic expmˆ0(s
∇̂mˆ0u
s1
). Then
z = (x, y) is the coordinate system in M1 ×M2. The associated coordinate system in
tangent bundle T (M1 ×M2) is denoted by (z, v).
In the following all terms are evaluated at the point (z, v) = (0, r1, 0, s1, 0). It will
be implicitly understood throughout the calculations. The components of ξ0 = (ξ˜0, ξˆ0)
are denoted by (ξ˜i10 , ξˆ
i2
0 ) i.e.
ξ˜0 =
n1∑
i1=1
ξ˜i10
∂
∂xi1
, ξˆ0 =
n1+n2∑
i2=n1+1
ξˆi20
∂
∂yi2
. (5.34)
It is clear that ξ˜1 = ξˆ(n1+1) = 0.
We are in position to calculate the derivatives of the test function h. It is clear that
the Claim 5.1 is proved if max{r1, s1} ≤ η0 for η0 ∈ (0, π). Without loss of generality,
we shall assume that min{r1, s1} > π − δ where δ ∈ (0, π4 ) is determined later.
We give the following notations:the Latin indices run over {1, · · · , n1 + n2}, the
indices i1, j1, · · · run over {1, · · · , n1}, the indices i2, j2, · · · run over {n1 + 1, · · · , n1 +
n2}, the indices α1, β1, · · · run over {2, · · · , n1}, and the indices α2, β2, · · · run over
{n1 + 2, · · · , n1 + n2}.
The ﬁrst derivative condition
By diﬀerentiating the test function h with respect to zi, the ﬁrst derivative condition
could be read as:
1
r2 + r3
[
(∂iJ α1β1 +DkJ α1β1 ∇ki u)ξ˜α10 ξ˜
β1
0 − 2s1∇n1+1i u
]
+
1
s2 + s3
[
(∂iJ α2β2 +DkJ α2β2 ∇ki u)ξˆα20 ξˆ
β2
0 − 2r1∇1iu
]
= 0. (5.35)
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The second derivative condition
Diﬀerentiating twice the test function h with respect to zi and zj respectively, the
second derivative condition read as follows:
0 ≤ I2 + II2 + III2 + IV2 + V2 + V I2, (5.36)
where
I2 = − 1(r2 + r3)2F
i
j [(∂iJ α1β1 +DkJ α1β1 ∇ki u)ξ˜α10 ξ˜
β1
0 −
2s1∇n1+1i u][(∂jJ ϕ1ψ1 +DlJ
ϕ1
ψ1
∇lju)ξ˜ϕ10 ξ˜ψ10 − 2s1∇n1+1j u]−
1
(s2 + s3)2
F ij [(∂iJ α2β2 +DkJ α2β2 ∇ki u)ξˆα20 ξˆ
β2
0 −
2r1∇1iu][(∂jJ ϕ2ψ2 +DlJ
ϕ2
ψ2
∇lju)ξˆϕ20 ξˆψ20 − 2r1∇1ju],
II2 =
1
r2 + r3
F ij [∂2ijgα1kJ kβ1 ξ˜α10 ξ˜β10 − r2∂2ijgα1β1 ξ˜α10 ξ˜β10 +
(2∂jΓp2+ηiq2 − ∂2ijgp2q2)∇p2u∇q2u] +
1
s2 + s3
F ij [∂2ijgα2kJ kβ2 ξˆα20 ξˆβ20 − s2∂2ijgα2β2 ξˆα20 ξˆβ20 +
(2∂jΓp1iq1 − ∂2ijgp1q1)∇p1u∇q1u],
III2 =
1
r2 + r3
F ij(∂2ijJ α1β1 ξ˜α10 ξ˜
β1
0 − ∂jΓkil∇luDkJ α1β1 ξ˜α10 ξ˜
β1
0 ) +
1
s2 + s3
F ij(∂2ijJ α2β2 ξˆα20 ξˆ
β2
0 − ∂jΓkli∇luDkJ α2β2 ξˆα20 ξˆ
β2
0 ),
IV2 =
2
r2 + r3
F ij∇jku∂iDkJ α1β1 ξ˜α10 ξ˜
β1
0 +
2
s2 + s3
F ij∇jku∂iDkJ α2β2 ξˆα20 ξˆ
β2
0 ,
V2 =
1
r2 + r3
F ij [∇ki u∇jluD2klJ α1β1 ξ˜α10 ξ˜
β1
0 +
2(1 + r2
r21
)∇α1i u∇jβ1uξ˜α10 ξ˜
β1
0 − 2∇k2i u∇jk2u] +
1
s2 + s3
F ij [∇ki u∇jluD2klJ α2β2 ξˆα20 ξˆ
β2
0 +
2(1 + s2
s21
)∇α2i u∇jβ2uξˆα20 ξˆ
β2
0 − 2∇k1i u∇jk1u],
V I2 =
1
r2 + r3
F ij(∂j∇ki uDkJ α1β1 ξ˜α10 ξ˜
β1
0 − 2∂j∇k2i u∇k2u) +
1
s2 + s3
F ij(∂j∇ki uDkJ α2β2 ξˆα20 ξˆ
β2
0 − 2∂j∇k1i u∇k1u).
The potential function u at the point m0 satisﬁes the equation:
det J0 det(Hij) =
ρ0
ρt
. (5.37)
Notice that the positive deﬁniteness of the matrix (Hij) implies that both ∇11u and
∇(n1+1)(n1+1)u are all greater than −1. We will also require the expression:
S(0, r1, 0, s1, 0, 1) =

1 0 0 0
0 S˜α1β1 0 0
0 0 1 0
0 0 0 Ŝα2β2
 . (5.38)
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Note that −(S˜α1β1 ) and −(Ŝα2β2 ) are both uniformly bounded from below under the cur-
vature assumption (1.3). In fact, from the Hessian Comparison Theorem, we know that
−(S˜α1β1 ) ≥ − r1 cos r1sin r1 In−1 and −(Ŝ
α2
β2
) ≥ − s1 cos s1sin s1 In−1. Making use of the fact that the
real function − t cos tsin t is increasing in (π2 , π), for min{r1, s1} ≥ 3π4 , we have
−(S˜α1β1 ) ≥
3π
4 In−1,−(Ŝ
α2
β2
) ≥ 3π4 In−1. (5.39)
We will cope with I2 to V I2 term by term.
The term I2 It is obvious that I2 is non-positive. That is
I2 ≤ 0. (5.40)
The term II2 Since gij = δij on the axis and J 1α1 = J (n1+1)α2 = J j2i1 = J i1j2 = 0 at the
point (0, r1, 0, s1, 0), the term II1 can be written as:
II2 =
1
r2 + r3
[
n1∑
i,j,k=2
F ij∂2ijgα1kJ kβ1 ξ˜α10 ξ˜β10 − r2
n1∑
i,j=2
F ij∂2ijgα1β1 ξ˜α10 ξ˜β10 +
s21
n1+n2+η∑
i,j=n1+2
F ij(2∂jΓ(n1+1)i(n1+1) − ∂2ijg(n1+1)(n1+1))] +
1
s2 + s3
[
n1+n2∑
i,j,k=n1+2
F ij∂2ijgα2kJ kβ2 ξˆα20 ξˆβ20 − s2
n1+n2∑
i,j=n1+2
F ij∂2ijgα2β2 ξˆα20 ξˆβ20 +
r21
n1∑
i,j=2
F ij(2∂jΓ1i1 − ∂2ijg11)].
By (1.14), it follows that
II2 =
1
r2 + r3
[−23
n1∑
i,j,k=2
F ijRiα1jkJ kβ1 ξ˜α10 ξ˜β10 +
2
3r2
n1∑
i,j=2
F ijRiα1jβ1 ξ˜α10 ξ˜β10 +
s21
n1+n2∑
i,j=n1+2
F ij(2R(n1+1)ij(n1+1) + 2R(n1+1)i(n1+1)j)] +
1
s2 + s3
[−23
n1+n2∑
i,j,k=n1+2
F ijRiα2jkJ kβ2 ξˆα20 ξˆβ20 +
2
3s2
n1+n2∑
i,j=n1+2
F ijRiα2jβ2 ξˆα20 ξˆβ20 + r21
n1∑
i,j=2
F ij(2R1ij1 + 2R1i1j)]
= 1
r2 + r3
(−23
n1∑
i,j,k=2
F ijRiα1jkJ kβ1 ξ˜α10 ξ˜β10 +
2
3r2
n1∑
i,j=2
F ijRiα1jβ1 ξ˜α10 ξ˜β10 ) +
1
s2 + s3
(−23
n1+n2∑
i,j,k=n1+2
F ijRiα2jkJ kβ2 ξˆα20 ξˆβ20 +
2
3s2
n1+n2∑
i,j=n1+2
F ijRiα2jβ2 ξˆα20 ξˆβ20 ).
Together with the curvature assumption (1.4), the positive deﬁniteness of (F ij) and the
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uniform bound for the norm of J , we have
II2 ≤ 1
r2 + r3
(−23r2F
α1
α1 +
2
3F
α1
φ1J φ1β1 ξ˜α10 ξ˜
β1
0 +
2
3r2F
α1
α1 −
2
3r2F
α1
β1
ξ˜α10 ξ˜
β1
0 + CεFα1α1 ) +
1
s2 + s3
(−23s2F
α2
α2 +
2
3F
α2
φ2J φ2β2 ξˆα20 ξˆ
β2
0 +
2
3s2F
α2
α2 −
2
3s2F
α2
β2
ξˆα20 ξˆ
β2
0 + CεFα2α2 )
= 1
r2 + r3
(23F
α1
φ1J φ1β1 ξ˜α10 ξ˜
β1
0 −
2
3r2F
α1
β1
ξ˜α10 ξ˜
β1
0 + CεFα1α1 ) +
1
s2 + s3
(23F
α2
φ2J φ2β2 ξˆα20 ξˆ
β2
0 −
2
3s2F
α2
β2
ξˆα20 ξˆ
β2
0 + CεFα2α2 )
≤ 1
r2 + r3
(23 ⟨(J¯ − J )ξ˜0, ξ˜0⟩F
α1
β1
ξ˜α10 ξ˜
β1
0 + CεFα1α1 ) +
1
s2 + s3
(23 ⟨(J − J¯ )ξˆ0, ξˆ0⟩F
α2
β2
ξˆα20 ξˆ
β2
0 + CεFα2α2 ).
where the last inequality follows from (5.4).
By virtue of (5.4) and the positive deﬁniteness of (F ij) again, we derive that there
exists a universal constant C > 0 such that there holds:
II2 ≤ Cε
r2 + r3
Fα1α1 +
Cε
s2 + s3
Fα2α2 . (5.41)
The term III2 Noting ∇u = (r1, 0, s1, 0) at the pointm0, and using the ﬁrst expression
in (1.15) and the deﬁnition of J , it follows that
III2 =
1
r2 + r3
(
n1∑
i,j=2
F ij∂2ijJ α1β1 ξ˜α10 ξ˜
β1
0 −
r1
n1∑
i,j,k=2
F ijRkij1DkJ α1β1 ξ˜α10 ξ˜
β1
0 ) +
1
s2 + s3
(
n1+n2∑
i,j=n1+2
F ij∂2ijJ α2β2 ξˆα20 ξˆ
β2
0 −
s1
n1+n2∑
i,j,k=n1+2
F ijRkij(n1+1)DkJ α2β2 ξˆα20 ξˆ
β2
0 ).
In light of Proposition 5.1 and the curvature assumption (1.4), we obtain
III2 ≤ 1
r2 + r3
[π(π − r1)Fα1α1 + C(ε+ δ)F i1i1 ] +
1
s2 + s3
[π(π − s1)Fα1α1 + C(ε+ δ)F i2i2 ].
Thus we derive that there exists a positive constant C such that the following estimate
holds:
III2 ≤ C(ε+ δ)
r2 + r3
F i1i1 +
C(ε+ δ)
s2 + s3
F i2i2 . (5.42)
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The term IV2 Making use of F ij∇jku = δik −F ijSjk, the term IV2 becomes:
IV2 =
2
r2 + r3
(∂kDkJ α1β1 ξ˜α10 ξ˜
β1
0 −F ijSjk∂iDkJ α1β1 ξ˜α10 ξ˜
β1
0 ) +
2
s2 + s3
(∂kDkJ α2β2 ξˆα20 ξˆ
β2
0 −F ijSjk∂iDkJ α2β2 ξˆα20 ξˆ
β2
0 )
= 2
r2 + r3
(
n1∑
k=1
∂kDkJ α1β1 ξ˜α10 ξ˜
β1
0 −
n1∑
i,j,k=1
F ijSjk∂iDkJ α1β1 ξ˜α10 ξ˜
β1
0 ) +
2
s2 + s3
(
n1+n2∑
k=n1+1
∂kDkJ α2β2 ξˆα20 ξˆ
β2
0 −
n1+n2∑
i,j,k=n1+1
F ijSjk∂iDkJ α2β2 ξˆα20 ξˆ
β2
0 ).
According to Proposition 5.1, the identity FS = S−1SFS and the boundedness of S−1,
it follows that
IV2 ≤ Cε
r2 + r3
(1 + F ijSk1i Sjk1) +
Cε
s2 + s3
(1 + F ijSk2i Sjk2).
Let us observe that the following identities holds:
F ij∇ki u∇jlu = ∇kl u− Skl + F ijSki Sjl
= Hkl − 2Skl + F ijSki Sjl . (5.43)
By (5.38),(5.39) and the positive deﬁniteness of (Hij), (−S˜α1β1 ), (−Ŝα2β2 ), we derive the
existence of a positive constant C such that:
IV2 ≤ Cε
r2 + r3
(F11 + F ij∇α1i u∇jα1u) +
Cε
s2 + s3
(F (n1+1)(n1+1) + F ij∇
α2
i u∇jα2u). (5.44)
The term V2 By deﬁnition of J , we get
V2 =
1
r2 + r3
[
n1∑
k,l=1
F ij∇ki u∇jluD2klJ α1β1 ξ˜α10 ξ˜
β1
0 +
2(1 + r2
r21
)F ij∇α1i u∇jβ1uξ˜α10 ξ˜
β1
0 − 2F ij∇k2i u∇jk2u] +
1
s2 + s3
[
n1+n2∑
k,l=n1+1
F ij∇ki u∇jluD2klJ α2β2 ξˆα20 ξˆ
β2
0 +
2(1 + s2
s21
)F ij∇α2i u∇jβ2uξˆα20 ξˆ
β2
0 − 2∇k1i u∇jk1u]
= 1
r2 + r3
[(F ij∇1iu∇j1uD211J α1β1 ξ˜α10 ξ˜
β1
0 +
2F ij∇1iu∇jι1uD21ι1J α1β1 ξ˜α10 ξ˜
β1
0 +
F ij∇φ1i u∇jφ1uD2φ1φ1J α1β1 ξ˜α10 ξ˜
β1
0 +∑
φ1 ̸=ψ1
F ij∇φ1i u∇jψ1uD2φ1ψ1J α1β1 ξ˜α10 ξ˜
β1
0 )+
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2(1 + r2
r21
)F ij∇α1i u∇jβ1uξ˜α10 ξ˜
β1
0 − 2F ij∇k2i u∇jk2u] +
1
s2 + s3
[(F ij∇n1+1i u∇jn1+1uD2(n1+1)(n1+1)J α2β2 ξˆα20 ξˆ
β2
0 +
2F ij∇n1+1i u∇jι2uD2(n1+1)ι2J α2β2 ξˆα20 ξˆ
β2
0 +
F ij∇φ2i u∇jφ2uD2φ2φ2J α2β2 ξˆα20 ξ˜
β2
0 +∑
φ2 ̸=ψ2
F ij∇φ2i u∇jψ2uD2φ2ψ2J α2β2 ξˆα20 ξˆ
β2
0 +
2(1 + s2
s21
)F ij∇α2i u∇jβ2uξˆα20 ξˆ
β2
0 − 2F ij∇k1i u∇jk1u].
Making use of Proposition 5.1, we infer that there exists a positive constant C such that
the following esimate holds
V2 ≤ 1
r2 + r3
{[C(ε+ δ)− 2]F ij∇1iu∇j1u+
[C(ε+ δ) + 2r2
r21
− 1]F ij∇α1i u∇jα1u− 2F ij∇k2i u∇jk2u}+
1
s2 + s3
{[C(ε+ δ)− 2]F ij∇n1+1i u∇jn1+1u+
[C(ε+ δ) + 2s2
s21
− 1]F ij∇α2i u∇jα2u− 2F ij∇k1i u∇jk1u}.
In view of (5.26), it follows that
F ij∇1iu∇j1u = H11 − 2 + F11 ,
F ij∇n1+1i u∇jn1+1u = Hn1+1n1+1 − 2 + Fn1+1n1+1 .
Choose ε and δ small enough(ε, δ < 1C ). By the positive deﬁniteness of (Hij), (−S˜α1β1 )
and (−Ŝα2β2 ), we have
V2 ≤ 1
r2 + r3
{[C(ε+ δ)− 2](F11 − 2) +
[C(ε+ δ) + 2r2
r21
− 1]F ij∇α1i u∇jα1u− 2(Fn1+1n1+1 − 2)− 2F ij∇α2i u∇jα2u}+
1
s2 + s3
{[C(ε+ δ)− 2](Fn1+1n1+1 − 2) +
[C(ε+ δ) + 2s2
s21
− 1]F ij∇α2i u∇jα2u− 2(F11 − 2)− 2F ij∇α1i u∇jα1u}
≤ 1
r2 + r3
{8 + [C(ε+ δ)− 2]F11 +
[C(ε+ δ) + 2r2
r21
− 1]F ij∇α1i u∇jα1u− 2Fn1+1n1+1 − 2F ij∇α2i u∇jα2u}+
1
s2 + s3
{8 + [C(ε+ δ)− 2]Fn1+1n1+1 +
[C(ε+ δ) + 2s2
s21
− 1]F ij∇α2i u∇jα2u− 2F11 − 2F ij∇α1i u∇jα1u}. (5.45)
The term V I2 The term V I2 involves the third derivatives of u. After commuting the
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third derivatives of u, the term V I2 can be read as:
V I2 =
1
r2 + r3
[F ij(∂k∇jiu+ r1Rki1j)DkJ α1β1 ξ˜α10 ξ˜
β1
0 −
2s1F ij(∂n1+1∇jiu+ s1Rn1+1i(n1+1)j)] +
1
s2 + s3
[F ij(∂k∇jiu+ s1Rki(n1+1)j)DkJ α2β2 ξˆα20 ξˆ
β2
0 −
2r1F ij(∂1∇jiu+ r1R1i1j)].
We compute the third derivative. In the Fermi coordinates, the determinant of the
positive matrix (gij)1≤i,j≤m is denoted by |g|. Recall the equation (5.29). By deﬁnition
of det d∇mu expm, the potential function u satisﬁes the Monge-Ampe`re type equation
detHess(c)u =
√|g|(z)ρ0(z)√|g|(Z) det(DvZ)ρt(z) . (5.46)
By taking the logarithm and diﬀerentiating the associated equation with respect to the
partial variable zk at the point (0, r1, 0, s1, 0), we obtain
F ij∂k∇jiu =
∂kρ0
ρ0
− (1− t)∂kρ0 + t∂pρ1(∂kZ
p +DlZp∇lku)
ρt
−
Bpq (∂kDpZq +D2plZq∇lku) + F ijSqi Sjp∂kApq +
F ijSqi SjpDlApq∇lku
= ∂kρ0
ρ0
− (1− t)∂kρ0 + t∂pρ1∂kZ
p
ρt
−Bpq∂kDpZq +
F ijSqi Sjp∂kApq + (−
t∂pρ1DlZ
p
ρt
−BpqD2plZq +
F ijSqi SjpDlApq)∇lku,
where the matrix (Bpq ) is the inverse of the matrix (DjZi) and (Apq) is the inverse of
the matrix (Sij). Thus we get the following simpliﬁed expressions:
V I2 =
1
r2 + r3
{[∂kρ0
ρ0
− (1− t)∂kρ0 + t∂pρ1∂kX
p
ρt
−Bpq∂kDpXq +
F ijSqi Sjp∂kApq ]DkJ α1β1 ξ˜α10 ξ˜
β1
0 + (−
t∂pρ1DlX
p
ρt
−BpqD2plXq +
F ijSqi SjpDlApq)∇lkuDkJ α1β1 ξ˜α10 ξ˜
β1
0 + r1F ijRki1jDkJ α1β1 ξ˜α10 ξ˜
β1
0 −
2s1[
∂n1+1ρ0
ρ0
− (1− t)∂n1+1ρ0 + t∂pρ1∂n1+1X
p
ρt
−Bpq∂n1+1DpXq +
F ijSqi Sjp∂n1+1Apq ] + 2s1(
t∂pρ1DlX
p
ρt
+BpqD2plXq −
F ijSqi SjpDlApq)∇ln1+1u− 2s21F ijRn1+1i(n1+1)j}+
1
s2 + s3
{[∂kρ0
ρ0
− (1− t)∂kρ0 + t∂pρ1∂kX
p
ρt
−Bpq∂kDpXq +
F ijSqi Sjp∂kApq ]DkJ α2β2 ξˆα20 ξˆ
β2
0 + (−
t∂pρ1DlX
p
ρt
−BpqD2plXq +
F ijSqi SjpDlApq)∇lkuDkJ α2β2 ξˆα20 ξˆ
β2
0 + s1F ijRki1jDkJ α2β2 ξˆα20 ξˆ
β2
0 −
2r1[
∂1ρ0
ρ0
− (1− t)∂1ρ0 + t∂pρ1∂1X
p
ρt
−Bpq∂1DpXq +
F ijSqi Sjp∂1Apq ] + 2r1(
t∂pρ1DlX
p
ρt
+BpqD2plXq −
F ijSqi SjpDlApq)∇l1u− 2r21F ijR1i1j}.
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By the critical condition (5.35), Lemma 4.3, Lemma 4.4, Proposition 5.1, Cauchy-
Schwarz inequality, we deduce that there exists a positive constant such that the fol-
lowing estimate holds:
V I2 ≤ 1
r2 + r3
{CM+ C(ε+ δ)F11 + [C(ε+ δ)− π2]Fα1α1 +
C(ε+ δ)F ij∇α1i u∇jα1u+ C(ε+ δ)Fn1+1n1+1 +
[C(ε+ δ)− 2π2]Fα2α2 + C(ε+ δ)F ij∇α2i u∇jα2u}+
1
s2 + s3
{CM+ C(ε+ δ)Fn1+1n1+1 + [C(ε+ δ)− π2]Fα2α2 +
C(ε+ δ)F ij∇α2i u∇jα2u+ C(ε+ δ)F11 +
[C(ε+ δ)− 2π2]Fα1α1 + C(ε+ δ)F ij∇α1i u∇jα1u}.
where M = max{maxM1×M2 |d log ρ0|,maxM1×M2 |d log ρ1|}.
Plugging the upper bounds (5.40),(5.41),(5.42),(5.44),(5.45),(5.47) into the inequal-
ity (5.36),we obtain the following inequality:
0 ≤ 1
r2 + r3
{8 + CM+ [4C(ε+ δ)− 2]F11 + [3C(ε+ δ)− π2]Fα1α1 +
[3C(ε+ δ) + 2r2
r21
− 1]F ij∇α1i u∇jα1u+ [C(ε+ δ)− 2]Fn1+1n1+1 +
[C(ε+ δ)− 2π2]Fα2α2 + [C(ε+ δ)− 2]F ij∇α2i u∇jα2u}+
1
s2 + s3
{8 + CM+ [4C(ε+ δ)− 2]Fn1+1n1+1 + [3C(ε+ δ)− π2]Fα2α2 +
[3C(ε+ δ) + 2s2
s21
− 1]F ij∇α2i u∇jα2u+ [C(ε+ δ)− 2]F11 +
[C(ε+ δ)− 2π2]Fα1α1 + [C(ε+ δ)− 2]F ij∇α1i u∇jα1u}.
Fixing ε < 124C , δ <
1
24C , we get the inequality:
0 ≤ 1
r2 + r3
[8 + CM− 53F
1
1 −
1
4F
i
jSα1i Sjα1 +
(2r2
r21
− 12)F
i
j∇α1i u∇jα1u−
1
4F
i
jSk2i Sjk2 ] +
1
s2 + s3
[8 + CM− 53F
1
1 −
1
4F
i
jSα2i Sjα2 +
(2s2
s21
− 12)F
i
j∇α2i u∇jα2u−
1
4F
i
jSk1i Sjk1 ]
≤ 1
r2 + r3
[8 + CM− 14F
i
jSki Sjk +
(2r2
r21
− 12)F
i
j∇α1i u∇jα1u] +
1
s2 + s3
[8 + CM− 14F
i
jSki Sjk +
(2s2
s21
− 12)F
i
j∇α2i u∇jα2u].
If δ is small enough, we can assume max{r2, s2} < (π−δ)
2
4 . Hence, we have
0 ≤ 8 + CM− 14F
i
jSki Sjk.
By the inequality of arithmetic geometric means and the equation (5.46), we get that
there exists a positive number C˜ such that
F ijSki Sjk ≥ C˜(min{1,
ρ1
ρ0
} 1n1+n2 1
(r2s2)
1
n1+n2
.
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Thus r2s2 is bounded from below by
C˜n1+n2 min{1, ρ1ρ0 }
(32+4CM)n1+n2 . This ends the proof of the Claim
5.1.
Proof of estimate (5.2). We will prove the estimate (5.2) in three steps. Fix (m˜, mˆ) ∈
M1 ×M2.
Step 1.We ﬁrst treat the case:|∇˜m˜u| ≤ η˜1, |∇ˆmˆu| ≤ ηˆ1 for some constants η˜1, ηˆ1 ∈ (0, π).
Using Lemma 1.2 and the deﬁnition of determinant, there exists a positive constant
C > 0 such that (
sin |∇˜m˜u|
|∇˜m˜u|
)n1−1
− Cε ≤ det J˜0,(
sin |∇̂mˆu|
|∇̂mˆu|
)n2−1
− Cε ≤ det Jˆ0.
Recall that real function sin ss is increasing in the interval (0, π). By choosing ε small
enough, we get the estimate.
Step 2.In this step, we will examine the case:min{|∇˜m˜u|, |∇̂mˆu|} > π− δ, for δ ∈ (0, π4 )
small enough. Using Claim 5.1, by choosing δ small enough, we derive that both the
second eigenvalue of J˜ and the second eigenvalue of Ĵ have some positive lower bounds.
By deﬁnition of J˜ and Ĵ , we obtain that both det J˜0 and det Jˆ0 have positive lower
bounds.
Step 3.In the last step, we address the case |∇˜m˜u| ≥ π − η0, |∇̂mˆu| ≤ ηˆ2 for some
constants η0 ∈ (0, π4 ), ηˆ2 ∈ (0, π) or |∇˜m˜u| ≤ η˜2, |∇̂mˆu| ≥ π−η0 for some constants η0 ∈
(0, π4 ), η˜2 ∈ (0, π).Without loss of generality, we assume that |∇˜m˜u| ≥ π−η0, |∇̂mˆu| ≤ ηˆ2
for some constants η0 ∈ (0, π4 ), ηˆ2 ∈ (0, π). The constant η0 will be determined later.
As same as step 1, for |∇̂mˆu| ≤ ηˆ2, the determinant det Jˆ0(mˆ, ∇ˆmˆu, 1) has a positive
uniform lower bound. To complete the proof, it suﬃces to show that the determinant
det J˜0(m˜, ∇˜m˜u, 1) also has a positive lower bound.
Note that one can prove that the minimization problem min{⟨J˜ ξ, ξ⟩ : (m˜, mˆ) ∈
M1 ×M2, ξ = ξ˜ + ξˆ, ξ˜ ∈ Tm˜M1, ξˆ ∈ TmˆM2, |ξ˜|m˜ = 1 = |ξˆ|, g˜(ξ˜, ∇˜m˜u) = 0, |∇˜m˜u| ≥ 3π4 }
also has a positive lower bound. Thus as same as step 2, det Jˆ0(mˆ, ∇ˆmˆu, 1) has a positive
uniform lower bound. This completes the proof of the estimate (5.2).
5.3.3 Proof of Theorem 5.2
This subsection is devoted to the proof of Theorem 5.2. It is known that the sectional
curvatures of M1×M2 are non-negative and may vanish, besides its c-curvature is non-
negative and may vanish on some directions. The vanishing of c-curvature are the main
obstacles of the smoothness. We will derive the uniformly C2 estimate by estimate
(5.2). Then the method of continuity implies the smoothness of the optimal transport
map.
To begin with, we give a basic lemma.
Lemma 5.5. Let (M, g) be a closed Riemannian manifold of dimension n ≥ 2. Suppose
that (M, g) satisﬁes (1.3). Then there exists a positive constant Λ0 depending only on
n such that, for 0 < ε < Λ0,if
∥Riem− 12g ? g∥C2(M,g) < ε, (5.47)
then for every m ∈ M,ν ∈ I(m) and every positive deﬁnite linear operator F(m, ν) :
TmM → TmM, the following estimate holds
trSFS + trFR ≥ 12 trF ,
where R(·) = R(·, ν)ν.
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Proof. It is clear that left side is equal to trF when ν = 0. So we assume that ν ̸= 0.
Taking the Fermi coordinate system along the geodesic expm(s ν|ν| ).
If |ν| ≥ 3π4 , set R¯(·) = R¯(·, ν)ν. In view of the curvature assumption (5.47) and the
positive deﬁniteness of the linear operator F , we have
trSFS + trFR ≥ F11 + trFR¯ − εtrF
= F11 + |ν|2
n∑
i=2
F ii − εtrF
≥ (1− ε)trF
≥ 12 trF ,
where the last inequality yields provided ε < 12 .
If |ν| ≤ 3π4 , the condition of Theorem 3.1 is satisﬁed provided ε < 13π√2(n−1) . From
(3.10), we know that
|J−10 − J¯−10 | ≤ 4
√
n− 1( |ν|sin |ν| )
2ε
≤ 92π
2√n− 1ε, (5.48)
where the last inequality follows from the fact that the function tsin t is increasing in
(0, π). Observe that
S − S¯ = (J−10 − J¯−10 )J1 + J¯−10 (J1 − J¯1).
By (5.48), Lemma 1.1 and Lemma 1.2, we derive that there exists a positive constant
C depending only on n such that
|S − S¯| ≤ Cε.
It is readily to see that S is bounded. Thus
trSFS + trFR ≥ trS¯FS¯ + trFR¯ − CεtrF
= F11 + (
|ν| cos |ν|
sin |ν| )
2
n∑
i=2
F ii + |ν|2
n∑
i=2
F ii − CεtrF
= F11 +
|ν|2
sin2 |ν|
n∑
i=2
F ii − CεtrF
≥ (1− Cε)trF ,
The desired inequality follows if we choose ε < min{ 12C , 13π√2(n−1)}.
We now prove Theorem 5.2 by the continuity method. Assume that the condition
of Theorem 5.2 is satisﬁed.
Let I be the set of the parameter t ∈ [0, 1] for which there exists a Ck+2,α solution
ut of the Monge-Ampe`re type equation (5.29) with ρ1 replaced by ρt = (1− t)ρ0 + tρ1.
To ensure the uniqueness, we assume that
∫
M1×M2 utdvol = 0.
It is clear that 0 ∈ I, so the set I is nonempty. The openness is derived by an implicit
function theorem [53]. The connectedness of the set [0, 1] will prove the equation (5.29)
admits a Ck,α solution if I is closed.
In subsection 5.3.2, we have proved the estimate (5.2). By Lemma 5.1, in order to
prove Theorem 5.2, it is suﬃcient to prove that there exists a positive constant C such
that
∀t ∈ I, max
m∈M1×M2
|∇2mut + S(m,∇mut, 1)| ≤ C. (5.49)
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From Corollary 3.1, we know that the MTW tensor on M1 ×M2 satisﬁes the A3W
condition but not A3S condition. Moreover, it is non-negative. Thus the condition of
Theorem 6.1 in Delanoe¨ [27] is not satisﬁed. We have to prove the second derivative
estimate.
Proof of Theorem 5.2. Suppose that the condition of Theorem 5.2 is established. As
mentioned before, it is suﬃcient to prove (5.49). Let
H = ∇2u+∇2 d
2
G
2 ,
where G is the optimal transport map and the derivative of d
2
p
2 (m) =
d2
2 (m, p) is with
respect to m and then to take value at p = G(m).
Consider the maximization problem
max{⟨Hξ, ξ⟩e β2 |∇u|2m : m ∈M1 ×M2, ξ ∈ Tm(M1 ×M2), |ξ|m = 1},
where β is a positive constant to be determined later.
Assume that the maximum is achieved at the point (p0, ξ0). Fixingm ∈M1×M2, ξ ∈
Tm(M1 ×M2)\{0}, we consider the test function:
h (m, ξ) = ⟨Hξ, ξ⟩|ξ|2 e
β
2 |∇u|2m .
It is clear that h attains the maximum at the point (m0, ξ0).
Take the coordinate system z = (x, y), where x is normal coordinate system in M1
around the point p˜0 and y is normal coordinate system in M2 around the point pˆ0. The
associated coordinate system in tangent bundle T (M1×M2) is denoted by (z, v), where
v = vi ∂∂zi .
Components of tensors will be denoted by:
∇pu = ∇iu(p) ∂
∂zi
,∇2pu = ∇iju(p)dzj ⊗
∂
∂zi
,
S = Sij(p, ν, 1)dzj ⊗
∂
∂zi
,H = Hij(p)dzj ⊗
∂
∂zi
,
F = F ij(p)dzj ⊗
∂
∂zi
,
where HikFkj = δij .
Suppose that the tangent vector ξ0 = ∂∂z1
∣∣
p0
. We may also assume that (Hij) is
diagonal at the point p0.
Let m be in the domain of the coordinate system z. The associated coordinate is
given by z = (z1, · · · , zn1+n2). Fix ξ ∈ Tm(M1 ×M2). The associated coordinate of ξ is
denoted by ξ = ξi ∂∂zi . Then
⟨Hξ, ξ⟩ = Habgapξbξp, |ξ|2 = gabξaξb. (5.50)
In the following all terms are evaluated at the point (p0, ξ0). It will be implicitly
understood throughout the calculations.
It is clear that the function log h also attains its maximum at the point (p0, ξ0).
The ﬁrst derivative condition
From (5.50), by diﬀerentiating the function log h with respect to zi, the ﬁrst derivative
condition could be read as:
∇iH11
H11
+ β∇ki u∇ku = 0. (5.51)
The second derivative condition
Diﬀerentiating twice the test function log h with respect to zi, zj , the second derivative
condition can be written as follows:
0 ≥ I3 + II3 + III3, (5.52)
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where
I3 =
1
H11
F ij∇ji∇11u−
1
(H11)2
F ij∇iH11∇jH11,
II3 = βF ij∇j∇ki u∇ku+
1
H11
F ij∇jiS11 ,
III3 = βF ij∇ki u∇jku+
1
H11
F ij∂2ijgk1Hk1 −F ij∂2ijg11.
We denote by I3, II3 and III3 these terms.
Term I3 The term I3 involves the fourth derivative of the potential function u. Making
use of the covariant derivative commutative formula
∇kliju = ∇ijklu+ (∇jRskli +∇lRsikj)∇su+
Rsklj∇siu+Rskli∇sju+
Rsilj∇sku+Rsikj∇sl u,
we get:
F ij∇ji∇11u = F ij∇11∇jiu+ F ij(∇jRs11i +∇1Rsi1j)∇su+
2F ij(Rs11j∇siu+Rsi1j∇s1u).
Thus
I3 =
1
H11
(F ij∇11∇jiu−
1
H11
F ij∇iH11∇jH11) +
1
H11
[F ij(∇1Rsi1j +∇jRs11i)∇su+
2F ij(Rsi1jHs1 +Rs11jHsi )−
2F ij(Rsi1jSs1 +Rs11jSsi )].
Diﬀerentiating the equation (5.29) twice, we derive
F ij∇11∇jiu = F is∇1HsqFqj∇1Hji +∇11ϕ−F ij∇11Sij
= F iiF jj (∇1Hji )2 +∇11ϕ−F ij∇11Sij .
The ﬁrst term in the above expression is non-negative. Moreover, it can control the
negative term in I3. Indeed,
F iiF jj (∇1Hji )2 −
1
H11
F ii (∇iH11)2 −
1
2H11
∑
i≥2
F ii (∇iH11)2
= F iiF jj (∇1Hji )2 −
1
(H11)2
(∇1H11)2 −
3
2H11
∑
i≥2
F ii (∇iH11)2
≥ 12H11
∑
i≥2
F ii (∇iH11)2 +
2
H11
∑
i≥2
F ii [(∇1H1i )2 − (∇iH11)2]
≥ − 6H11
∑
i≥2
F ii (∇1H1i −∇iH11)2.
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where the last inequality follows from
2
H11
∑
i≥2
F ii [(∇1H1i )2 − (∇iH11)2]
= 2H11
∑
i≥2
F ii [∇1H1i −∇iH11][∇1H1i +∇iH11]
= 2H11
∑
i≥2
F ii [∇1H1i −∇iH11][∇1H1i −∇iH11 + 2∇iH11]
≥ − 12H11
∑
i≥2
F ii (∇iH11)2 −
6
H11
∑
i≥2
F ii (∇1H1i −∇iH11)2.
As a consequence, we have
I3 ≥ − 6(H11)2
∑
i≥2
F ii (∇1H1i −∇iH11)2 +
1
H11
(∇11ϕ−F ij∇11Sij) + (5.53)
1
H11
[F ij(∇1Rsi1j +∇jRs11i)∇su+ 2F ij(Rsi1jHs1 +Rs11jHsi )−
2F ij(Rsi1jSs1 +Rs11jSsi )]
= I31 + I32 + I33.
We ﬁrst deal with I31. After commuting the third derivatives, we see that
∇1H1i −∇iH11 = Rk1i1∇ku+ ∂1S1i − ∂iS11 +
DkS1i∇k1u−DkS11∇ki u
= Rk1i1∇ku+ ∂1S1i − ∂iS11 −
DkS1i Sk1 +DkS11Ski +
DkS1iHk1 −DkS11Hki
= Rk1i1∇ku+ ∂1S1i − ∂iS11 −
DkS1i Sk1 +DkS11Ski +
D1S1iH11 −DiS11Hii,
where the last equality follows from the fact that the matrix (Hij) is diagonal at p0.
Note that H11 is the maximal eigenvalue of (Hij). Assume that H11 ≥ 1. From Lemma
5.2, we have
I31 ≥ −C − CtrF . (5.54)
We now treat I32. By a lengthy computation, we get
∇11ϕ = ∂211ϕ+ 2∂1Dkϕ∇k1u+D2pqϕ∇p1u∇q1u+
Dkϕ(∂1∇k1u− ∂1Γk1s∇su).
After commuting the third derivative, we obtain
∇11ϕ = ∂211ϕ+ 2∂1Dkϕ∇k1u+D2pqϕ∇p1u∇q1u+
Dkϕ(∂k∇11u+Rs1k1∇su− ∂1Γk1s∇su)
= ∂211ϕ+ 2∂1Dkϕ∇k1u+D2pqϕ∇p1u∇q1u+
Dkϕ(∇kH11 +Rs1k1∇su− ∂kS11 −
DpS11∇pku− ∂1Γl1s∇su).
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Making use of the critical condition (5.51) again, it follows that
∇11ϕ = ∂211ϕ+ 2∂1Dkϕ∇k1u+D2pqϕ∇p1u∇q1u−
βH11Dkϕ∇kl u∇lu+Dkϕ(Rs1k1∇su−
∂kS11 −DpS11∇pku− ∂1Γl1s∇su)
= ∂211ϕ+ 2∂1DkϕHk1 − 2∂1DkϕSk1 +
D2pqϕ(Hp1 − Sp1 )(Hq1 − Sq1 )−
βH11Dkϕ∇kl u∇lu+Dkϕ(Rs1k1∇su−
∂kS11 −DpS11Hpk +DpS11Spk − ∂1Γl1s∇su).
In view of Lemma 5.2, we derive
1
H11
∇11ϕ ≥ −C∥ϕ∥ − C∥ϕ∥H11 − βDkϕ∇kl u∇lu. (5.55)
Similarly,
−F ij∇11Sji = −F ij∂211Sji − 2F ij∂1DkSji∇k1u−F ijD2pqSji∇p1u∇q1u−
F ijDkSji (∇kH11 +Rs1k1∇su− ∂kS11 −
DpS11∇pku− ∂1Γk1s∇su)
= −F ij∂211Sji − 2F ij∂1DkSji∇k1u−F ijD2pqSji∇p1u∇q1u+
βH11F ijDkSji∇kl u∇lu+ F ijDkSji (−Rs1k1∇su+
∂kS11 +DpS11∇pku− ∂1Γk1s∇su).
Note that the MTW tensor on M1 ×M2 is non-negative. Thus
− 1H11
F ij∇11Sji ≥ −CtrF + βF ijDkSji∇kl u∇lu. (5.56)
By virtue of (5.55) and (5.56), it follows that
I32 ≥ −C∥ϕ∥ − CtrF − C∥ϕ∥H11 − (5.57)
βDkϕ∇kl u∇lu+ βF ijDkSji∇kl u∇lu.
For I33, using Lemma 5.2, we get
I33 =
1
H11
[F ii (∇1Rsi1i +∇jRs11i)∇su+ 2F ii (R1i1iH11 +Ri11iHii)−
2F ii (Rsi1iSs1 +Rs11iSsi )]
≥ −CtrF . (5.58)
Substituting (5.54)(5.57)(5.58) into (5.53), we see that
I3 ≥ −C − C∥ϕ∥ − CtrF − C∥ϕ∥H11 − (5.59)
βDkϕ∇kl u∇lu+ βF ijDkSji∇kpu∇pu.
The term II3 We are in position to deal with the term II3. It is readily to see that
II3 = βF ij∇j∇ki u∇ku+
1
H11
F ij(∂2ijS11 + 2∂iDkS11∇kju+
D2klS11∇ki u∇lju+DkS11∂j∇ki u−DkS11∂jΓkiq∇qu).
84 Chapter 5. The smoothness of the optimal transport map
After commuting the derivatives, we ﬁnd
II3 = βF ij∇k∇jiu∇ku+ βF ijRlikj∇lu∇ku+
1
H11
F ij(∂2ijS11 + 2∂iDkS11∇kju+
D2klS11∇ki u∇lju+DkS11∇k∇jiu+
DkS11Rsikj∇su−DkS11∂jΓkiq∇qu)
= βF ij∇k∇jiu∇ku+ βF ijRlikj∇lu∇ku+
1
H11
F ij∇k∇jiuDkS11 +
1
H11
F ij(∂2ijS11 +
2∂iDkS11∇kju+D2klS11∇ki u∇lku+
DkS11Rsikj∇su−DkS11∂jΓliq∇qu).
Diﬀerentiating the equation (5.29) with respect to zk, we deduce
F ij∇k∇jiu = ∂kϕ+Dlϕ∇lku−F ij∂kSij −F ijDlSij∇lku.
Thus
II3 = β(∂kϕ+Dlϕ∇lku−F ij∂kSij −F ijDlSij∇lku)∇ku+
βF ijRlikj∇lu∇ku+
1
H11
DkS11 (∂kϕ+Dqϕ∇qku−
F ij∂kSji −F ijDqSji∇qku) +
1
H11
F ij(∂2ijS11 +
2∂iDkS11∇kju+D2klS11∇ki u∇jlu+
DkS11Rsikj∇su−DkS11∂jΓliq∇qu).
Let us observe that
F ij∇ki u = δkj −F ijSki , (5.60)
F ij∇ki u∇jlu = Hkl − 2Skl + F ijSki Sjl . (5.61)
Together with Lemma 5.2, we infer
II3 ≥ −C − C(1 + β)∥ϕ∥C1 − CtrF + (5.62)
βDlϕ∇lku∇ku− βF ij∂kSij∇ku−
βF ijDlSji∇lku∇ku+ βF ijRlikj∇lu∇ku.
The term III3 In view of (5.61), we get
III3 = βtrH− 2βtrS + βtrSFS + 1H11
F ij∂2ijgk1Hk1 −F ij∂2ijg11
≥ −Cβ − CtrF + βH11 + βtrSFS. (5.63)
Substituting (5.59)(5.62)(5.63) into (5.52), we see that
0 ≥ −C(1 + β)− C(2 + β)∥ϕ∥ − 3CtrF +
(β − C∥ϕ∥)H11 − βF ij∂kSij∇ku+
β(trSFS + trFR).
where R(·) = R(·,∇u)∇u.
Note that Theorem 4.1 and (3.10) imply that there exists a positive constant Λ1
depending only on n1, n2 such that
|F∂xS| ≤ Λ1εmax{trF , trSFS}.
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Choosing 0 < ε < Λ0, due to Lemma 5.5, we derive
0 ≥ −C(1 + β)− C(2 + β)∥ϕ∥+ (β − C∥ϕ∥)H11 +
[(14 − πΛ1ε)β − 3C]trF + (
1
2 − πΛ1ε)trSFS.
Taking ε < 18πΛ1 and β ≥ max{2C∥ϕ∥, 24C}, we get
∥ϕ∥H11 ≤ (1 + β) + (2 + β)∥ϕ∥. (5.64)
Thus the H11 is bounded above at the point p0. By the positivity of H, thus |H| is
bounded from above. This ﬁnishes the proof of Theorem 5.2.
5.4 The smoothness on C4 perturbation of product
Riemannian manifold
In this section, we prove Theorem 5.3. Let (M1, g˜) and (M2, gˆ) be two closed Rie-
mannian manifolds of dimension n1 ≥ 2 and n2 ≥ 2 respectively. Let ρ0dvol and ρ1dvol
be two smooth positive Borel probability measures on M1 ×M2. Set (M1 ×M2, g×)
be Riemannian product of (M1, g˜) and (M2, gˆ) and Riem the corresponding (4,0)-th
Riemann curvature tensor.
Note that Theorem 5.3 is trivial if the optimal transport map on (M1 ×M2, g×) is
not smooth. Indeed, we just take g = g×. Without generality, assume that the optimal
transport map on (M1 ×M2, g×) is smooth.
Let h be a non-trivial C4 smooth function on M1. Consider the conformal metric
(M1 ×M2, g = e−2ug×) with u = −12 log(1 + εh2). Note that u can be viewed as a
function on M1 ×M2.
It is clear that g is C4 perturbation of g× for ε suﬃciently small, i.e.
∥g − g×∥C4 < ε, ε suﬃciently small.
Let m˜0 ∈ M1 be a point such that ∆˜u(m˜0) < 0. The existence of m˜0 follows from
the method of integration by parts. Indeed, if ∆˜u is non-negative on M1. From the
integration by parts, we know that∫
M1
(u−min
M1
u)∆˜u = −
∫
M1
|∇˜u|2.
Thus h is trivial, this gives the contradiction.
Fix a point mˆ0 ∈ M2. Let z = (x, y) be a local coordinate system where x is the
geodesic normal coordinate system in M1 centered at m˜0 and y is the geodesic normal
coordinate system in M2 centered at mˆ0.
It is known that the Riemann curvature tensor Riemu of the conformal metric g is
given by
Riemu = e−2u[Riem + (∇2u+ du⊗ du− 12 |∇u|
2g×)? g×].
Fix i ∈ {1, · · · , n1}. Thus
Riemui(n1+1)i(n1+1) = e
−2u[∇˜iiu+ (∇˜iu)2 − |∇˜u|2].
As a direct consequence,
n1∑
i=1
Riemui(n1+1)i(n1+1)(m˜0, mˆ0) = e
−2u[∆˜u− (n1 − 1)|∇˜u|2](m˜0) < 0. (5.65)
It is known that the A3W condition is a necessary condition of the continuity of
the optimal transport map. Note that the A3W condition implies that the sectional
curvature on plane which is spanned by the mutually perpendicular vector is non-
negative. Using (5.65), we know that there exists some optimal transport map on
(M1 ×M2, e−2ug×) with the regular positive probability measures is not continuous.
In conclusion, we derive Theorem 5.3.
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Chapter 6
Perspectives
In this thesis, we mainly prove the smoothness of the optimal transport map on two
classes of compact Riemannian manifold which are nearly spherical manifolds and Rie-
mannian products of nearly spherical manifolds. It is interesting to ﬁnd other manifolds
such that the corresponding optimal transport map is smooth.
We list some open questions about the optimal transportation in references.
(1) Does the A3W condition imply that the injectivity domain is convex?
Loeper-Villani [75] showed that the A3S condition implied that injectivity domain
is uniformly convex in case of non-focal Riemannian manifold. Figalli-Galloue¨t-
Riﬀord [38] showed that the A3W condition deduced that injectivity domain is
convex in case of non-focal Riemannian manifold.
(2) Is the continuity of the optimal transport map equivalent to the A3W condition
and the convexity of the injectivity domain?
Figalli-Riﬀord-Villani [46] proved that the A3W condition and the convexity of the
injectivity domain is necessary for the continuity of the optimal transport map and
also suﬃcient in dimension 2.
(3) Does one has the control on the Hausdorﬀ dimension of the singular set?
Figalli [37] proved that the singular set is a 1-dimensional manifold of class C1 out
of a countable set in the plane when the target is not convex. But the result is not
known in high dimension.
87
88 Chapter 6. Perspectives
Bibliography
[1] Luis J. Al´ıas, Paolo Mastrolia and Marco Rigoli, Maximum Principles and Geo-
metric Applications. Springer International Publishing Switzerland 2016.
[2] A. Besse, Einstein Manifolds. Springer-Verlag, Berlin 1987.
[3] Y. Brenier, Decomposition polaire et rearrangement monotone des champs de
vecteurs. C. R. Acad.Sci.Paris Ser. I Math., 305(1987), 805-808.
[4] Y. Brenier, Polar factorization and monotone rearrangement of vector-valued
functions. Comm. Pure Appl. Math., 44 (1991), 375-417.
[5] B. Bonnard, Conjugate-cut loci and injectivity domains on two-spheres of revolu-
tion. ESAIM - Control,Optimisation and Calculus of Variations, 19(2013), 533-
554.
[6] B.Bonnard, J. B. Caillau and L. Riﬀord, Convexity of injectivity domains on the el-
lipsoid of revolution: The oblate case. Comptes Rendus Mathematique, 348(2010),
1315-1318.
[7] X. Cabre´,Nondivergent elliptic equations on manifolds with nonnegative curvature.
Communications on Pure Applied Mathematics, 50(2010), 623-665.
[8] L. A. Caﬀarelli,Allocation maps with general cost functions. In Partial Diﬀerential
Equations and Applications(P. Marcellini et al, editor), pages 29-35. Lecture Notes
in Pure and Appl. Math., 177 Dekker, New York, 1996.
[9] L. A. Caﬀarelli, A localization property of viscosity solutions to the Monge-Ampe`re
equation and their strict convexity. Ann. of Math., 131 (1990), 129-134.
[10] L. A. Caﬀarelli, Some regularity properties of solutions of Monge-Ampe`re equation.
Comm. Pure Appl. Math., 44 (1991), no. 8-9, 965-969.
[11] L. A. Caﬀarelli, The regularity of mapping with a convex potential. J. Amer.
Math.Soc., 5 (1992), 99-104.
[12] L.A. Caﬀarelli, Boundary regularity of maps with convex potentials. Comm. Pure
Appl. Math. 45 (1992) 1141-1151.
[13] L. A. Caﬀarelli, Boundary regularity of maps with convex potentials II. Ann. of
Math.,144 (1996), 453-496.
[14] L. A. Caﬀarelli, Monotonicity properties of optimal transportation and the FKG
and related inequalities. Comm. Math. Phys., 214 (2000), no. 3, 547-563.
[15] L. A. Caﬀarelli, M. Feldman, R. J. Mccann, Constructing optimal maps for
Monge`s transport problem as a limit of strictly convex costs. Journal of the Amer-
ican Mathematical Society, 2001, 15(1):1-26.
[16] Cannarsa, P. and Sinestrari, C., Semiconcave Functions, HamiltonąłJacobi Equa-
tions, and Optimal Control: Birkha¨user Boston.
89
90 BIBLIOGRAPHY
[17] Castelpietra, M. and Riﬀord, L., Regularity properties of the distance functions
to conjugate and cut loci for viscosity solutions of Hamilton-Jacobi equations and
applications in Riemannian geometry. Esaim Control Optimisation and Calculus
of Variations, 16(2014)., 695-718.
[18] M. do Carmo, Riemannian Geometry, Birkhau¨ser. Boston (1992).
[19] I. Chavel, Eigenvalues in Riemannian Geometry. Pure Appl. Math. 115, Academic
Press, (2nd Edit., 1984).
[20] J. Cheeger and D. G. Ebin, Comparison Theorems in Riemannian Geometry. Vol.
9. Amsterdam: North-Holland Publishing Company, 1975.
[21] Colombo, M. and Indrei, E.,Obstructions to regularity in the classical Monge prob-
lem. Mathematical Research Letters, 21(2013).
[22] D.,Cordero-Erausquin, Sur le transport de mesures pe´riodiques. C. R. Acad. Sci.
ParisSe`r. I Math., 329 (1999), 199-202.
[23] Cordero-Erausquin, D., McCann, R. J. and Schmuckenschla¨ger, M., A Rieman-
nian interpolation inequality a` la Borell, Brascamp and Lieb. Invent. Math. 146,
2 (2001), 219-257.
[24] P. Delanoe¨, Classical solvability in dimension two of the second boundary value
problem associated with the Monge-Ampe`re operator. Ann. Inst. Henri Poincare´
Anal. Non Lin. 8 (1991), 443-457.
[25] P. Delanoe¨, Gradient rearrangement for diﬀeomorphisms of a compact manifold.
Diﬀ. Geom. Appl. 20(2004), 145-165.
[26] P.Delanoe¨,Lie solutions of Riemannian transport equations on compact manifolds.
Diﬀerential Geometry Its Applications, 26(2008), 327-338.
[27] P. Delanoe¨, On the smoothness of the potential function in Riemannian optimal
transport. Communications in Analysis and Geometry 23.1 (2015): 11-89.
[28] P. Delanoe¨ and Y. Ge, Locally nearly spherical surfaces are almost-positively
curved. Methods and Applications of Analysis,(2011) 18, 269-302.
[29] P. Delanoe¨ and Y. Ge, Regularity of optimal transportation maps on compact,
locally nearly spherical, manifolds. J. Reine Angew. Math.(2010) 646, 65-115.
[30] P. Delanoe¨ and G. Loeper, Gradient estimates for potentials of invertible gradient-
mappings on the sphere. Calculus of Variations and Partial Diﬀerential Equations
26.3 (2006):297-311.
[31] Philippe Delanoe¨ and Franc¸ois Rouvie`re. Positively curved Riemannian locally
symmetric spaces are positively squared distance curved. Canadian Journal of
Mathematics, University of Toronto Press(2013), 65 (4), pp.757-767.
[32] Du, SZ. and Li, QR., Positivity of Ma-Trudinger-Wang curvature on Riemannian
surfaces. Calc. Var. (2014) 51: 495
[33] L.C. Evans and W. Gangbo, Diﬀerential equations methods for the
MongeĺCKantorovich mass transfer problem. Mem. Amer. Math. Soc. 653 (1999).
[34] Fathi, A. and Figalli, A., Optimal transportation on non-compact manifolds. Israel
Journal of Mathematics, 175(2010), 1-59.
[35] Figalli, Alessio. Existence, Uniqueness, and Regularity of Optimal Transport
Maps. Siam Journal on Mathematical Analysis, 39(2007), 126-137.
BIBLIOGRAPHY 91
[36] Figalli, A.,Regularity of optimal transport maps: (After Ma-Trudinger-Wang and
Loeper). Asterisque, 94(2009), 341-368.
[37] Figalli, A., Regularity Properties of Optimal Maps Between Nonconvex Domains
in the Plane. Communications in Partial Diﬀerential Equations, 35(2010), 465-
479.
[38] Alessio Figalli, Thomas O. Galloue¨t, and Ludovic Riﬀord, On the Convexity of
Injectivity Domains on Nonfocal Manifolds. SIAM Journal on Mathematical Anal-
ysis 2015 47:2, 969-1000.
[39] Figalli, A. and Gigli, N., Local semiconvexity of Kantorovich potentials on non-
compact manifolds. Esaim Control Optimisation Calculus of Variations, 17(2013),
648-653.
[40] Figalli, A. and Loeper, C1 regularity of solutions of the Monge-Ampe`re equation
for optimal transport in dimension two. G. Calc. Var. (2009) 35: 537.
[41] Figalli, A., Kim, YH. and McCann, Ho¨lder Continuity and Injectivity of Optimal
Maps. R.J. Arch Rational Mech Anal, 209(2013), 747-795.
[42] A. Figalli, Young-Heon Kim and Robert J. McCann. Regularity of optimal trans-
port maps on multiple products of spheres. Journal of the European Mathematical
Society 15.4 (2013): 1131-1166.
[43] A. Figalli, L. Riﬀord and C. Villani, On the Ma-Trudinger-Wang curvature on
surfaces. Calculus of Variations and Partial Diﬀerential Equations 39.3 (2010):
307-332
[44] A. Figalli and L. Riﬀord, Continuity of optimal transport maps on small defor-
mations of S2. Comm. Pure Appl. Math., 62 (2009), no. 12, 1670-1706.
[45] A. Figalli, L. Riﬀord and C. Villani, Nearly round spheres look convex. American
Journal of Mathematics 134.1 (2012): 109-139.
[46] A. Figalli, L. Riﬀord and C. Villani, Necessary and suﬃcient conditions for conti-
nuity of optimal transport maps on Riemannian manifolds. Tohoku Mathematical
Journal, Second Series 63.4 (2011): 855-876.
[47] A. Figalli, L. Riﬀord and C. Villani, On the Ma-Trudinger-Wang curvature on
surfaces, Calc. Var. Part.Diﬀ. Equ. 39 (2010), 307-322.
[48] Figalli, A., Riﬀord, L. and Villani, C.,Tangent cut loci on surfaces. Diﬀerential
Geometry Its Applications, 29(2014), 154-159.
[49] A. Figalli and C. Villani, An approximation lemma about the cut locus, with ap-
plications in optimal transport theory. Methods Appl. Anal. 15 (2008), no. 2,
149-154.
[50] Gallot, S., Hulin, D. and Lafontaine, J.,Riemannian Geometry. Universitext, vol-
ume 109(2004), 1345-1501(1157).
[51] Gangbo, W. and Mccann, R. J.,The geometry of optimal transportation. Acta
Mathematica, 177(1996), 113-161.
[52] Yuxin Ge and Jian Ye,Regularity of the optimal transport maps on the nearly
spherical manifold, preprint.
[53] D. Gilbarg and N. S. Trudinger, Elliptic Partial Diﬀerential Equations of Second
Order, Grundlehren der math. Wissensch. 224, Springer-Verlag,Berlin Heidelberg,
1977, 2nd edit. 1983, revised 3rd printing.
92 BIBLIOGRAPHY
[54] Glimm, T. and Oliker, V.,Optical Design of Single Reﬂector Systems and the
Monge-Kantorovich Mass Transfer Problem. Journal of Mathematical Sciences,
117(2003), 4096-4108.
[55] Guillen, N. and Mccann, R.,Five lectures on optimal transportation: Geometry,
regularity and applications. Mathematics.(2010)
[56] Itoh, J. I. and Tanaka, M., The lipschitz continuity of the distance function to the
cut locus. Transactions of the American Mathematical Society, 353(2001), 21-40.
[57] Jiang F, Trudinger N S., On Pogorelov estimates in optimal transportation and
geometric optics. Bulletin of Mathematical Sciences, 2014, 4(3):407-431.
[58] Jiang, F., Trudinger, N.S.,On the Second Boundary Value Problem for Monge-
Ampe`re Type Equations and Geometric Optics Arch Rational Mech Anal (2018).
[59] Jost, J.,Riemannian Geometry and Geometric Analysis. Springer-Verlag Berlin
Heidelberg, 2008.
[60] L. Kantorovich, On the transfer of masses. Dokl. Acad. Nauk. USSR, (37),7-8,
1942.
[61] Kantorovich, L. V.,On a Problem of Monge. Journal of Mathematical Sciences,
133(2006), 1383-1383.
[62] Y.-H. Kim, Counterexamples to continuity of optimal transportation on positively
curved Riemannian manifolds. Int. Math. Res. Not. IMRN 2008, Art. ID rnn120,
15.
[63] Kim, Y. H. and Mccann, R. J.,On the cost-subdiﬀerentials of cost-convex functions.
Mathematics. (2007).
[64] Y.-H. Kim and R. J. McCann, Continuity, curvature, and the general covariance
of optimal transportation. J. Eur. Math. Soc. 12 (2010), 1009-1040.
[65] Kim, Y. and McCann, R., Towards the smoothness of optimal maps on Rieman-
nian submersions and Riemannian products (of round spheres in particular). Jour-
nal fu¨r die reine und angewandte Mathematik (Crelles Journal), 2012(664), pp.
1-27.
[66] Kim, Y.-H., Kitagawa, J., On the degeneracy of optimal transportation. Commun.
Partial Diﬀer. Equ.39(2014),1329ĺC1363.
[67] Paul WY. Lee, New computable necessary conditions for the regularity theory
of optimal transportation. SIAM Journal on Mathematical Analysis 42.6 (2010):
3054-3075.
[68] Paul W.Y. Lee and JiaYong Li, New examples satisfying Ma-Trudinger-Wang
conditions. SIAM.J.MATH.ANAL.,44(2012),61-73.
[69] Paul W.Y. Lee and Robert J.McCann The MaĺCTrudingerĺCWang curvature for
natural mechanical actions. Calculus of Variations and Partial Diﬀerential Equa-
tions, 41(2011),285ĺC299
[70] J. Liu. Ho¨lder regularity of optimal mappings in optimal transportation. Calc Var.
Part. Diﬀ. Equ. 34 (2009),435-451.
[71] J. Liu, N. Trudinger and X.-J. Wang, Interior C2,α regularity for potential func-
tions in optimal transportation. Comm. Part. Diﬀ. Equ. 35 (2010), 165-184.
[72] J. Liu, Trudinger, N. and Wang, X., On asymptotic behaviour and W 2,p regular-
ity of potentials in optimal transportation. Archive for Rational Mechanics and
Analysis(2015). 215 (3), 867-905.
BIBLIOGRAPHY 93
[73] G. Loeper, On the regularity of solutions of optimal transportation problems. Acta
Math. 202 (2009), no. 2, 241-283.
[74] G. Loeper, Regularity of optimal maps on the sphere: The quadratic cost and
the reﬂector antenna. Archive for rational mechanics and analysis 199.1 (2011):
269-289.
[75] G. Loeper and Villani, C., Regularity of optimal transport in curved geometry: the
nonfocal case. Duke Mathematical Journal 151.3 (2010): 431-485.
[76] X.-N. Ma, Trudinger, N. S.and X.-J. Wang, Regularity of potential functions of
the optimal transportation problem. Arch. Ration. Mech. Anal. 177 (2005), no. 2,
151-183.
[77] R. J. McCann, Polar factorization of maps on Riemannian manifolds. Geom.
Funct.Anal., 11 (2001), 589-608.
[78] Wolfgang Meyer, Toponogov’s Theorem and Applications [J]. Lecture Notes, Tri-
este,1989.
[79] G. Monge,Me´moire sur la the´orie des de´blais et remblais,Me´moires de l’Acade´mie
Royale des Sciences de Paris (1781).
[80] Gallot,S.,Hulin, D. and Lafontaine, J., Riemannian Geometry. 2nd ed., Springer-
Verlag,1990.
[81] Petersen, P.,Riemannian Geometry. GTM171 (2007).
[82] De Philippis and G.,Figalli, Partial regularity for optimal transport maps. A.
Publ.math.IHES (2015) 121-81.
[83] Guido De Philippis and Alessio Figalli, Sobolev Regularity for Monge-Ampe`re Type
Equations. SIAM J. Math. Anal., 45(3), 1812-1824.
[84] Guido De Philippis and Alessio Figalli, The Monge-Ampe`re equation and its link
to optimal transportation. Bull. Amer. Math. Soc. 51 (2014), 527-580
[85] Pratelli, A., Existence of optimal transport maps and regularity of the transport
density in mass transportation problems.(2003).
[86] Rachev, S. T., Ru¨schendorf, L. Mass Transportation Problems: Volume 1 Theory.
[87] Rachev, S. T., Ru¨schendorf, L. Mass Transportation Problems, Volume 2: Appli-
cations.
[88] V.N.Sudakov, Geometric problems in the theory of inﬁnite dimensional probability
distributions. Proceedings of Steklov Institute, 141 (1979), 1-178.
[89] Trudinger, N. Recent developments in elliptic partial diﬀerential equations of
Monge-Ampe`re type. ICM. Madr. 3(2006), 291-302.
[90] Trudinger, N.S., A note on global regularity in optimal transportation. Bull. Math.
Sci. 3, 16(2013),551-557.
[91] Trudinger, N.S., On the local theory of prescribed Jacobian equations. Discret.
Contin. Dyn. Syst. 34 (2014),1663-1681.
[92] Trudinger, N.S.,On the prescribed Jacobian equation. In: Proceedings of Interna-
tional Conference for the 25th Anniversary ofViscosity Solutions, Gakuto Inter-
national Series.Math. Sci. Appl. 20(2008), 243-255.
[93] Trudinger N. S., Wang X J. On the Monge mass transfer problem. Calculus of
Variations Partial Diﬀerential Equations, 2001, 13(1):19-31.
94 BIBLIOGRAPHY
[94] N. Trudinger and X.-J. Wang, On the second boundary value problem for Monge-
Ampe`re type equations and optimal transportation. Ann. Sc. Norm. Super. Pisa
Cl.Sci. (5) 8 (2009), no. 1, 143-174.
[95] N. Trudinger and X.-J. Wang, On strict convexity and continuous diﬀerentiablity
of potential functions in optimal transportation, Arch. Ration. Mech. Anal. 192
(2009), no. 3, 403-418.
[96] J. Urbas, On the second boundary value problem for equations of Monge-Ampe`re
type. J. reine angew.Math. 487 (1997), 115-124.
[97] Je´roˆme Ve´tois, Continuity and injectivity of optimal maps. J. Calc. Var. 52(2015),
587-607.
[98] C. Villani, Topics in optimal transportation, vol. 58 of Graduate Studies in Math-
ematics. American Mathematical Society, Providence, RI, 2003.
[99] C. Villani, Optimal transport, old and new. Vol. 338 of Grundlehren der mathe-
matischen Wissenschaften, Springer-Verlag, Berlin, 2009.
[100] C. Villani, Stability of a 4th-order curvature condition arising in optimal transport
theory, J. Funct. Anal.255 (2008), no. 9, 2683-2708.
[101] Villani, C.,Curvature and Regularity of Optimal Transport.
[102] Villani, C., Topics in optimal transportation. Ams Graduate Studies in Mathe-
matics, 370.
[103] Villani, C. Regularity of optimal transport and Cut locus:from nonsmooth analysis
to geometry to smooth analysis. Discrete and Continuous Dynamical Systems -
Series A (DCDS-A), 30(2017), 559-571.
[104] Wang, X. J. (2004).On the design of a reﬂector antenna II. Calculus of Variations
and Partial Diﬀerential Equations, 20(3), 329-341.
[105] Weinstein, A. D.,The Cut Locus and Conjugate Locus of a Riemannian Manifold.
Annals of Mathematics, 87(1968), 29-41.
[106] Jian Ye, Regularity of the optimal transport map on Riemannian products of nearly
spherical manifolds. preprint.
[107] Jian Ye, Smoothness of the optimal transport map on the Riemannian products of
spheres, submitted.
