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Prˇedmluva k druhe´mu vyda´n´ı
Pozorova´n´ı a pozna´va´n´ı prostrˇed´ı, ktere´ na´s obklopuje, a tvorba popisu tohoto prostrˇed´ı je
ned´ılnou soucˇa´st´ı lidske´ho snazˇen´ı. Jizˇ od prvopocˇa´tku se lidstvo snazˇ´ı naj´ıt popis okoln´ıho
prostrˇed´ı za u´cˇelem prˇedpoveˇdi jeho budouc´ıho vy´voje, ktera´ na´sledneˇ umozˇn´ı efektivneˇji
pla´novat lidskou cˇinnost. Jako prˇ´ıklad vy´sˇe zmı´neˇne´ho mu˚zˇe by´t uvedeno pocˇas´ı, ktere´
vy´znamny´m zp˚usobem ovlivnˇuje kvalitu lidske´ho zˇivota. Proto se lide´ jizˇ odnepameˇti snazˇ´ı na
za´kladeˇ pozorova´n´ı popsat vy´voj pocˇas´ı formou r˚uzny´ch pranostik1 a na jejich za´kladeˇ vy´voj
pocˇas´ı prˇedv´ıdat.
S rozvojem prˇ´ırodn´ıch i technicky´ch veˇd vsˇak slovn´ı popis okoln´ıho prostrˇed´ı prˇestal dostacˇovat
a pozornost se zacˇala up´ırat na popis pozorovany´ch jev˚u a proces˚u formou r˚uzny´ch matema-
ticky´ch model˚u, ktere´ byly zalozˇeny nejen na r˚uzny´ch fyzika´ln´ıch, chemicky´ch a matematicky´ch
principech, ale i na zpracova´n´ı dostupny´ch pozorova´n´ı. Tento moment lze tak povazˇovat za
pocˇa´tek rozvoje technik a metod identifikace a estimace, ktere´ se zameˇrˇuj´ı na nalezen´ı struktury
(nebo-li formy) a parametr˚u matematicky´ch model˚u okoln´ıch jev˚u, proces˚u a syste´mu˚ na
za´kladeˇ meˇrˇeny´ch dat.
C´ılem teˇchto skript je sezna´mit cˇtena´rˇe se za´kladn´ımi mysˇlenkami, koncepty a metodami iden-
tifikace a estimace. Prˇedkla´dana´ skripta je mozˇne´ cha´pat jako druhe´ vyda´n´ı skript “Identifikace
syste´mu˚ a filtrace” napsane´ v roce 1994 prof. Ing. Miroslavem Sˇimandlem, CSc. Text skript byl
nejen revidova´n, ale i vy´razneˇji rozsˇ´ıˇren tak, aby reflektoval vy´voj veˇdn´ı discipl´ıny i soucˇasnou
na´plnˇ prˇedna´sˇek stejnojmenne´ho prˇedmeˇtu vyucˇovane´ho na Katedrˇe kybernetiky, Fakulty
aplikovany´ch veˇd, Za´padocˇeske´ univerzity v Plzni, v ra´mci magisterske´ho studia. Skripta jsou
zpracova´ny podrobneˇji nezˇ odpov´ıda´ prˇedna´sˇene´ la´tce, proto neˇktere´ cˇa´sti mohou by´t uzˇitecˇne´
i posluchacˇ˚um doktorske´ho studia.
Tvorba skript by se neobesˇla bez mnoha cenny´ch rad, podneˇt˚u a postrˇeh˚u jak od koleg˚u, tak
i student˚u prˇedmeˇtu, za cozˇ jim patrˇ´ı velke´ d´ıky. Podeˇkova´n´ı samozrˇejmeˇ patrˇ´ı i rodineˇ za
trpeˇlivost a podporu v prˇ´ıpraveˇ textu. I prˇes mnoha´ cˇten´ı teˇchto skript, sta´le se jisteˇ najdou
mnohe´ prˇeklepy, stylisticke´ i veˇcne´ chyby apod. Proto, jake´koliv podneˇty cˇi komenta´rˇe k obsahu
skript jsou v´ıta´ny na e-mailove´ adrese “dunikj@kky.zcu.cz”.
V Plzni, 2018 Jindrˇich Dun´ık
1Slovo pranostika je odvozeno z latinske´ho slova progno´sis znamenaj´ıc´ı prˇedpoveˇd’.
Prˇedmluva k prvn´ımu vyda´n´ı
Objevy sedmna´cte´ho a osmna´cte´ho stolet´ı vedly k prˇesveˇdcˇen´ı, zˇe prˇ´ırodn´ı jevy lze popisovat
pomoc´ı jednoduchy´ch matematicky´ch prˇedpis˚u. Avsˇak v tomto stolet´ı zrˇetelneˇ vysˇlo najevo,
zˇe pro rˇesˇen´ı proble´mu˚ spojeny´ch s novy´mi technologiemi prˇedevsˇ´ım v komunikac´ıch a rˇ´ızen´ı
je nutne´ explicitn´ı modelova´n´ı neurcˇitosti. Byly vyrˇesˇeny d˚ulezˇite´ inzˇeny´rske´ proble´my jako
ko´dova´n´ı, filtrace, predikce, automaticke´ rˇ´ızen´ı. Nove´ vy´sledky v teˇchto oblastech umozˇnily
pokrok nejenom v pozemsky´ch aktivita´ch lidstva, ale te´zˇ prˇi pr˚uzkumu vesmı´ru (naprˇ. satelitn´ı
komunikace). Uka´zalo se, zˇe revolucˇn´ı techniky modelova´n´ı zalozˇene´ na koncepci nacha´zen´ı
matematicky´ch model˚u prˇ´ımo z meˇrˇeny´ch dat (identifikace syste´mu˚ a filtrace) prˇeb´ıraj´ı
vy´znam role fyzika´lneˇ motivovany´ch postup˚u prˇi tvorbeˇ matematicky´ch model˚u (matematicke´
modelova´n´ı).
V te´to souvislosti se ukazuje, zˇe by meˇla by´t veˇnova´na mnohem veˇtsˇ´ı pozornost realiteˇ,
ktera´ je vytva´rˇena mutac´ı r˚uznorody´ch proces˚u v meˇn´ıc´ım se prostrˇed´ı. V takove´m prˇ´ıpadeˇ
je samozrˇejmeˇ nezbytne´ vhodne´ modelova´n´ı neurcˇitosti respektuj´ıc´ı slozˇitost popisovany´ch
situac´ı. Rozumnost modelova´n´ı, nacha´zen´ı a ladeˇn´ı model˚u v rea´lne´m cˇase na za´kladeˇ meˇrˇeny´ch
dat je pak evidentn´ı. Cˇasto se nab´ız´ı i analogie s funkc´ı mozku a procesem ucˇen´ı se z experimentu.
C´ılem teˇchto skript je poskytnout u´vod do kyberneticke´ teorie zaby´vaj´ıc´ı se stavbou model˚u
a zpracova´n´ım signa´l˚u, ktera´ tvorˇ´ı za´kladnu pro algoritmy filtrace, predikce, automaticke´ho
rˇ´ızen´ı, adaptace i ucˇen´ı.
Skriptum se skla´da´ ze dvou d´ıl˚u. Prvn´ı d´ıl se zaby´va´ identifikac´ı syste´mu˚ a druhy´ d´ıl filtrac´ı.
Oba d´ıly jsou zpracova´ny tak, zˇe je lze studovat neza´visle na sobeˇ. Obsah skript tvorˇ´ı prˇedna´sˇky
pro studenty 4. rocˇn´ıku oboru Kybernetika a rˇ´ıdic´ı techniky, ktere´ probeˇhly v minuly´ch letech
v ra´mci prˇedmeˇt˚u Identifikace syste´mu˚ a Nelinea´rn´ı filtrace a od akademicke´ho roku 1991/92
v prˇedmeˇtu Identifikace syste´mu˚ a filtrace na Za´padocˇeske´ univerziteˇ, Fakulteˇ aplikovany´ch veˇd.
Neˇktere´ pasa´zˇe byly soucˇa´st´ı prˇedna´sˇek pro studenty v ra´mci doktorandske´ho (kandida´tske´ho)
studia veˇdecke´ho oboru Kybernetika.
Na za´veˇr bych ra´d vyja´drˇil podeˇkova´n´ı pan´ı Haneˇ Neˇmecˇkove´ za vcˇasne´ a trpeˇlive´ prˇepisova´n´ı
rukopisu a realizaci nescˇetny´ch oprav prˇi veˇdomı´ termı´nu odevzda´n´ı pra´ce.
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Identifikace syste´mu˚ se zaby´va´ hleda´n´ım matematicky´ch model˚u rea´lny´ch syste´mu˚ z experi-
menta´ln´ıch dat. Dosahuje sˇiroke´ho uplatneˇn´ı v nejr˚uzneˇjˇs´ıch sfe´ra´ch lidske´ cˇinnosti. V oblasti
automaticke´ho rˇ´ızen´ı se metody identifikace syste´mu˚ pouzˇ´ıvaj´ı k z´ıska´n´ı vhodny´ch model˚u pro
synte´zu regula´tor˚u, na´vrh algoritmu˚ predikce nebo pro simulaci. V oblasti zpracova´n´ı signa´l˚u
(naprˇ. v komunikac´ıch, geofyzika´ln´ım inzˇeny´rstv´ı a mechanice) jsou modely z´ıskane´ identifikac´ı
pouzˇ´ıva´ny pro spektra´ln´ı analy´zu, detekci poruch, rozpozna´va´n´ı obraz˚u, filtraci cˇi adaptivn´ı
filtraci atd. Identifikace syste´mu˚ se rovneˇzˇ vy´razneˇ prosazuje i v netechnicky´ch discipl´ına´ch jako
naprˇ. v biologii, ekonometrii cˇi ekologii.
1.1 Typy model˚u
Modely dynamicky´ch syste´mu˚ mohou by´t velmi rozmanite´. Mezi za´kladn´ı typy model˚u patrˇ´ı:
• Menta´ln´ı, intuitivn´ı cˇi slovn´ı modely. Tento typ modelu pouzˇ´ıva´me naprˇ. prˇi rˇ´ızen´ı auta
(
”
stlacˇen´ım brzdy snizˇujeme rychlost“,
”
ota´cˇen´ım volantu meˇn´ıme smeˇr j´ızdy“ atd.)
• Tabulky nebo grafy. Typicky´m prˇ´ıkladem graficke´ reprezentace model˚u je logaritmicka´
frekvencˇn´ı charakteristika. Obdobneˇ za´pis vztahu ceny a spotrˇeby jiste´ho zbozˇ´ı v tabulce
mu˚zˇe by´t te´zˇ cha´pa´n jako model.
• Matematicke´ modely. Acˇkoliv tabulky a grafy mohou by´t vn´ıma´ny te´zˇ jako
”
matematicke´“
modely, zde omez´ıme trˇ´ıdu matematicky´ch model˚u na diferencia´ln´ı a prˇedevsˇ´ım diferencˇn´ı
rovnice. Takove´ modely jsou vhodne´ jak pro analy´zu a predikci chova´n´ı dynamicky´ch
syste´mu˚, tak i pro na´vrh regula´tor˚u a filtr˚u. Tento typ modelu bude prˇeva´zˇneˇ vyuzˇ´ıva´n
ve skriptu. Poznamenejme, zˇe v souvislosti s matematicky´mi modely mu˚zˇeme da´le mlu-
vit o linea´rn´ıch a nelinea´rn´ıch modelech, deterministicky´ch a stochasticky´ch modelech,
cˇasoveˇ invariantn´ıch a cˇasoveˇ variantn´ıch (nebo-li t-invariantn´ı a t-variantn´ıch) modelech,
modelech se soustrˇedeˇny´mi a rozlozˇeny´mi parametry atd.
1.2 Matematicke´ modelova´n´ı a identifikace syste´mu˚
Jak jizˇ bylo rˇecˇeno, matematicke´ modely dynamicky´ch syste´mu˚ jsou uzˇitecˇne´ z mnoha d˚uvod˚u.
V podstateˇ jsou zna´my dva za´kladn´ı prˇ´ıstupy ke konstrukci matematicky´ch model˚u:
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• Matematicke´ modelova´n´ı. Charakteristicky´m rysem matematicke´ho modelova´n´ı je
vyuzˇ´ıva´n´ı fyzika´ln´ıch, chemicky´ch, ekonomicky´ch a jiny´ch zna´my´ch za´kon˚u k popisu dy-
namicke´ho chova´n´ı zkoumany´ch syste´mu˚ s c´ılem vytvorˇen´ı matematicke´ho modelu bez
nutnosti vyuzˇit´ı meˇrˇeny´ch velicˇin. Jedna´ se tedy o analyticky´ prˇ´ıstup.
• Identifikace syste´mu˚. Charakteristicky´m rysem identifikace syste´mu˚ je vyuzˇ´ıva´n´ı
r˚uznorody´ch experiment˚u prova´deˇny´ch na sledovane´m syste´mu, z´ıska´va´n´ı rea´lny´ch
meˇrˇeny´ch dat a na tomto za´kladeˇ vytva´rˇen´ı matematicky´ch model˚u vyhovuj´ıc´ıch co nejle´pe
nameˇrˇeny´m velicˇina´m. Jedna´ se tedy o experimenta´ln´ı prˇ´ıstup.
V mnoha prˇ´ıpadech jsou sledovane´ syste´my a procesy tak slozˇite´, zˇe nen´ı mozˇne´ zkonstruovat
rozumny´ model pouhy´m pouzˇit´ım matematicke´ho modelova´n´ı (naprˇ. pouzˇit´ım kinematicky´ch
rovnic, za´kona o zachova´n´ı energie apod.). Cˇasto tak model zalozˇeny´ na matematicke´m
modelova´n´ı obsahuje jisty´ pocˇet nezna´my´ch parametr˚u, ktere´ nelze urcˇit bez analy´zy meˇrˇeny´ch
dat (naprˇ. s´ıla veˇtru v dane´ lokaci a dane´m obdob´ı) a je nutne´ prove´st jejich odhad pomoc´ı
vhodne´ identifikacˇn´ı metody. Oblasti matematicke´ho modelova´n´ı a identifikace syste´mu˚ jsou
tak v mnoha prˇ´ıpadech v realiteˇ teˇsneˇ spjaty.
Modely z´ıskane´ identifikac´ı maj´ı na rozd´ıl od model˚u z´ıskany´ch vy´hradneˇ matematicky´m
modelova´n´ım (vyuzˇit´ım naprˇ. fyzika´ln´ıho pohledu) na´sleduj´ıc´ı vlastnosti:
• Je relativneˇ snadne´ je navrhnout a vyuzˇ´ıvat.
• Jejich platnost je limitova´na (jsou platne´ pro urcˇity´ pracovn´ı bod, urcˇity´ typ vstupu atd.).
• Nab´ız´ı mensˇ´ı vysveˇtluj´ıc´ı charakter o chova´n´ı syste´mu, protozˇe z´ıskane´ parametry modelu
jsou mnohdy znacˇneˇ komplikovanou (a nezna´mou) funkc´ı skutecˇny´ch parametr˚u syste´mu,
ktere´ pro na´s maj´ı zrˇejmy´ fyzika´ln´ı, ekonomicky´, cˇi chemicky´.
Identifikace syste´mu˚ nen´ı snadno ovla´dnutelna´ a plneˇ dokazatelna´ metodologie a nelze ji cˇasto
pouzˇ´ıt bez spolupra´ce s odborn´ıkem na dany´ proble´m. Uved’me neˇkolik d˚uvod˚u pro toto tvrzen´ı:
• Mus´ı by´t nalezena vhodna´ struktura modelu. To mu˚zˇe by´t teˇzˇky´ proble´m prˇedevsˇ´ım v si-
tuac´ıch, kdy dynamika syste´mu je nelinea´rn´ı.
• Vlastnosti sledovane´ho procesu cˇi syste´mu se mohou meˇnit v cˇase a pak vznikaj´ı proble´my
prˇi popisu zalozˇene´m na t-invariantn´ım modelu.
• V rea´lne´m sveˇteˇ nejsou
”
dokonala´“ data. Je trˇeba vz´ıt v u´vahu, zˇe nameˇrˇena´ data jsou
jisteˇ pod vlivem r˚uzny´ch poruch cˇi sˇumu.
• Mu˚zˇe se sta´t, zˇe nen´ı mozˇne´ meˇrˇit promeˇnne´ velicˇiny cˇi signa´ly, ktere´ maj´ı steˇzˇejn´ı
d˚ulezˇitost pro zda´rnou identifikaci syste´mu.
1.3 Jak postupovat prˇi identifikaci syste´mu˚
Veˇnujme se nyn´ı hlavn´ım krok˚um, ktere´ jsou prova´deˇny prˇi identifikaci syste´mu. Nejdrˇ´ıve je
provedeno vybuzen´ı syste´mu uzˇit´ım neˇjake´ho vstupn´ıho signa´lu jako jsou naprˇ. jednotkovy´
skok, na´hodny´ signa´l cˇi sinusovy´ signa´l. Vstupn´ı a vy´stupn´ı signa´ly syste´mu jsou pak (v urcˇite´m
urcˇite´m intervalu) sledova´ny a zaznamena´ny v pameˇti pocˇ´ıtacˇe pro na´sledne´ informacˇn´ı zpra-
cova´n´ı. Zpracova´n´ı spocˇ´ıva´ v nalezen´ı vhodne´ho modelu sledovane´ho procesu, ktery´ co nejv´ıce
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vyhovuje zaznamenane´ vstupn´ı a vy´stupn´ı sekvenci dat. To vyzˇaduje stanovit vhodnou formu
modelu (typicky´ prˇ´ıklad je linea´rn´ı diferencˇn´ı rovnice urcˇite´ho rˇa´du) a pote´ pouzˇ´ıt vhodnou
metodu k odhadu nezna´my´ch parametr˚u modelu (reprezentovany´ch koeficienty diferencˇn´ı
rovnice). Vy´beˇr struktury a odhad parametr˚u modelu se v praxi cˇasto prova´d´ı iterativneˇ. To
znamena´, zˇe je vybra´na prozat´ımn´ı struktura modelu a jsou odhadnuty odpov´ıdaj´ıc´ı parametry.
Takto z´ıskany´ model je pak testova´n, aby bylo mozˇne´ rozhodnout, zda se jedna´ o vhodnou
reprezentaci syste´mu. V prˇ´ıpadeˇ, zˇe se nejedna´ o vhodnou reprezentaci, je trˇeba uvazˇovat
alternativn´ı strukturu modelu (naprˇ. slozˇiteˇjˇs´ı), prove´st odhad parametr˚u, oveˇrˇova´n´ı vy´sledku
atd. Jedna´ se tedy o iterativn´ı proces hleda´n´ı prˇijatelne´ho modelu. Na za´veˇr poznamenejme,
zˇe zpracova´n´ı experimenta´ln´ıch dat mu˚zˇe by´t provedeno jednora´zoveˇ po nameˇrˇen´ı vsˇech dat
(off-line) nebo okamzˇiteˇ prˇi prˇ´ıchodu nove´ informace, nove´ho jednotlive´ho meˇrˇen´ı, potom
mluv´ıme o rekurzivn´ı identifikaci (nebo te´zˇ on-line). Rekurzivn´ı identifikace je zvla´sˇteˇ vhodna´
tam, kde docha´z´ı k neˇjaky´m zmeˇna´m v popisu syste´mu (tj. nezna´my´ t-variantn´ı syste´m).
Rekurzivn´ı algoritmy proto tvorˇ´ı ja´dro mnoha adaptivn´ıch syste´mu˚.
1.4 Shrnut´ı
Tato kapitola byla veˇnova´na prˇibl´ızˇen´ı prˇedmeˇtu identifikace a modelova´n´ı. Bylo rovneˇzˇ
naznacˇeno, kdy a jak identifikaci syste´mu˚ vyuzˇ´ıvat. Literatura zaby´vaj´ıc´ı se identifikac´ı syste´mu˚
je velmi bohata´. Z cˇesky psany´ch publikac´ı se identifikac´ı syste´mu˚ zcela nebo cˇa´stecˇneˇ zaby´vaj´ı
[1]-[12], [35]-[36], [57]-[59]. Ze zahranicˇn´ı literatury pak alesponˇ uved’me [13]-[21], [60]-[63].
Matematicke´ modelova´n´ı reprezentuje naprˇ. [22],[23]. Velky´ vy´znam pro rozvoj identifikace
na mezina´rodn´ım poli maj´ı sympozia ”Symposium on System Identification (SYSID)”,
porˇa´dane´ mezina´rodn´ı federac´ı automaticke´ho rˇ´ızen´ı (International Federation of Automatic
Control (IFAC)), ktere´ se konaj´ı kazˇde´ trˇi roky. Prvn´ı bylo usporˇa´da´no v Praze v roce 1967
a zat´ım posledn´ı v roce 2018 ve Stockholmu. Ze sˇpicˇkovy´ch cˇasopis˚u, ktere´ se veˇnuj´ı identi-
fikaci jmenujme alesponˇ cˇasopisy IFAC Automatica a IEEE Transactions on Automatic Control.
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Kapitola 2
Za´kladn´ı pojmy a u´vodn´ı prˇ´ıklady
2.1 Koncepce S,M,I,X
V te´to kapitole zavedeme za´kladn´ı pojmy, ktere´ budou d˚ulezˇite´ prˇi popisu a analy´ze iden-
tifikacˇn´ıch metod. Du˚lezˇitost teˇchto pojmu˚ budeme ilustrovat na jednoduchy´ch prˇ´ıkladech.
Vy´sledek identifikace je ovlivnˇova´n prˇinejmensˇ´ım na´sleduj´ıc´ımi cˇtyrˇmi faktory, ktere´ budeme
diskutovat v te´to i dalˇs´ıch kapitola´ch.
• Syste´m S. V identifikaci pod pojmem syste´m cˇasto rozumı´me nezna´mou fyzika´ln´ı realitu,
kterou chceme poznat a ze ktere´ z´ıska´va´me experimenta´ln´ı (meˇrˇena´) data. Oznacˇujeme ji
te´zˇ pojmem proces, soustava, ale i objekt cˇi rea´lny´ syste´m. Abychom vsˇak mohli prove´st
teoretickou analy´zu vy´sledk˚u identifikace, je nutne´ zave´st prˇedpoklady na data. V ta-
kove´m prˇ´ıpadeˇ budeme zde uzˇ´ıvat pojem syste´m pro oznacˇen´ı na´m zna´me´ho, u´plne´ho ma-
tematicke´ho popisu genera´toru dat. V praxi, kdyzˇ pracujeme s rea´lny´mi daty, je syste´m
nezna´my´, chceme jej poznat, identifikovat. Generova´n´ı dat naprˇ. pocˇ´ıtacˇem je naopak
zalozˇeno na dokonale´ znalosti syste´mu. Toto pojet´ı budeme pouzˇ´ıvat prˇi zkouma´n´ı chova´n´ı
r˚uzny´ch identifikacˇn´ıch metod v r˚uzny´ch situac´ıch.
• Struktura modelu M. Identifikacˇn´ı metody jsou cˇasto deˇleny na neparametricke´ a paramet-
ricke´ podle toho, zda poskytuj´ı neparametricky´ nebo parametricky´ model. Neparametricke´
modely jsou prˇedstavova´ny tabulkou, funkc´ı cˇi krˇivkou. Jako prˇ´ıklad neparametricke´ho
modelu uved’me odezvu na jednotkovy´ skok. Je to krˇivka, ktera´ prˇina´sˇ´ı informaci o cha-
rakteristicky´ch vlastnostech syste´mu. Jiny´ prˇ´ıklad neparametricke´ho modelu je frekvencˇn´ı
charakteristika. Nicme´neˇ v mnoha prˇ´ıpadech je vy´hodne´ a d˚ulezˇite´ se zaby´vat sp´ıˇse pa-
rametricky´mi modely. Takove´ modely jsou charakterizova´ny vektorem parametr˚u, ktery´
budeme oznacˇovat Θ. Jestlizˇe Θ mu˚zˇe naby´vat hodnoty z neˇjake´ mnozˇiny prˇ´ıpustny´ch
hodnot, dosta´va´me mnozˇinu model˚u nebo strukturu modelu M(Θ). Poznamenejme vsˇak,
zˇe toto deˇlen´ı identifikacˇn´ıch metod na parametricke´ a neparametricke´ ma´ sp´ıˇse historicke´
d˚uvody, protozˇe prˇ´ısneˇ vzato neparametricky´ model mu˚zˇeme te´zˇ parametrizovat.
• Identifikacˇn´ı metoda I. Doposud, jak v´ıme z rozsa´hle´ literatury veˇnovane´ identifikaci, bylo
navrzˇeno mnozˇstv´ı identifikacˇn´ıch metod. Nejd˚ulezˇiteˇjˇs´ı z nich budou uvedeny a disku-
tova´ny v teˇchto skriptech. Poznamenejme, zˇe neˇktere´ metody mohou by´t z dnesˇn´ıho po-
hledu cha´pa´ny jako stejne´, ale jejich p˚uvodn´ı na´vrhy byly provedeny pro odliˇsne´ struktury
model˚u, takzˇe mohou by´t zna´my pod r˚uzny´mi na´zvy.
• Experimenta´ln´ı podmı´nky X. Pod symbolem X budeme cha´pat na obecne´ u´rovni zp˚usob
proveden´ı identifikacˇn´ıho experimentu. To jest vy´beˇr a generova´n´ı vstupn´ıho signa´lu,
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mozˇny´ vy´skyt zpeˇtny´ch vazeb, vzorkovac´ı periodu, prˇedfiltraci dat atd.
Prˇedt´ım nezˇ prˇejdeme k prˇ´ıklad˚um, poznamenejme, zˇe ze cˇtyrˇ pojmu˚ S,M,I,X mus´ıme jako dany´
a fixovany´ cha´pat syste´m S. Z´ıska´va´n´ı dat ze syste´mu mohou experimenta´ln´ı podmı´nky X cˇasto
do jiste´ mı´ry ovlivnit. A naopak nezrˇ´ıdka je nutne´ vz´ıt na veˇdomı´ r˚uzna´ omezen´ı znemozˇnˇuj´ıc´ı
volny´ vy´beˇr experimenta´ln´ıch podmı´nek jako naprˇ. bezpecˇnostn´ı pozˇadavky, vy´robn´ı podmı´nky
atd. Po z´ıska´n´ı dat je trˇeba vybrat identifikacˇn´ı metodu I a strukturu modelu M. Na stejnou
mnozˇinu dat mohou by´t pouzˇity r˚uzne´ vy´beˇry I a M, dokud nen´ı dosazˇeno uspokojive´ho modelu
syste´mu.
2.2 Genera´tory dat
V te´to cˇa´sti budeme definovat dva syste´my, ktere´ budou slouzˇit v cele´ 2. kapitole jako genera´tory
dat. C´ılem kapitoly bude uka´zat pouzˇit´ı r˚uzny´ch identifikacˇn´ıch metod na tyto syste´my formou
prˇ´ıklad˚u.
Prˇedpokla´dejme, zˇe data jsou generova´na syste´mem prvn´ıho rˇa´du popsany´m diferencˇn´ı rovnic´ı
y(t) + a0y(t− 1) = b0u(t− 1) + e(t) + c0e(t− 1), (2.2. 1)
kde {e(t)} je posloupnost neza´visly´ch na´hodny´ch promeˇnny´ch identicky distribuovany´ch
(tj. na´hodny´ proces). Strˇedn´ı hodnota na´hodny´ch promeˇnny´ch necht’ je nula a variance λ2.
Poznamenejme, zˇe takovy´ typ na´hodne´ho procesu se oznacˇuje jako b´ıly´ sˇum. Da´le u(t) je vstup
a y(t) vy´stup syste´mu v cˇase t.
Da´le prˇedpokla´dejme dveˇ r˚uzne´ mnozˇiny hodnot parametr˚u. Pro a0 = −0, 8 b0 = 1, 0
c0 = 0, 0 λ = 1, 0 dosta´va´me syste´m S1
S1 : y(t)− 0, 8y(t− 1) = 1, 0u(t− 1) + e(t) (2.2. 2)
a pro a0 = −0, 8 b0 = 1, 0 c0 = −0, 8 λ = 1, 0 dosta´va´me na´sleduj´ıc´ı syste´m S2
S2 : y(t)− 0, 8y(t− 1) = 1, 0u(t− 1) + e(t)− 0, 8e(t− 1) (2.2. 3)
ktery´ lze alternativneˇ vyja´drˇit takto:
S2 : x(t)− 0, 8x(t− 1) = 1, 0u(t− 1) (2.2. 4)
y(t) = x(t) + e(t) (2.2. 5)
Vsˇimneˇme si, zˇe b´ıly´ sˇum ma´ rozd´ılne´ postaven´ı v uvazˇovany´ch syste´mech. V syste´mu S1
p˚usob´ı jako ”chyba rovnice”, zat´ımco v syste´mu S2 aditivneˇ ovlivnˇuje signa´l x(t), ktery´ lze
interpretovat jako deterministicky´ vy´stup.
2.3 Uka´zka pouzˇit´ı neparametricky´ch metod
V te´to cˇa´sti vyuzˇijeme dveˇ neparametricke´ metody k identifikaci syste´mu S1.
Prˇ´ıklad 2.3.1 (Prˇechodova´ analy´za)
Typicky´ prˇ´ıklad prˇechodove´ analy´zy je zaznamena´n´ı odezvy rea´lne´ho syste´mu na vstupn´ı signa´l
ve tvaru jednotkove´ho skoku. Obecneˇ, odezva syste´mu obsahuje neˇktere´ d˚ulezˇite´ charakteristicke´
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vlastnosti syste´mu jako je staticke´ zes´ılen´ı a cˇasova´ konstanta. Prˇi male´ amplitudeˇ vstupn´ıho
signa´lu syste´mu S1, bude velmi teˇzˇke´ d´ıky vysoke´ u´rovni sˇumu dedukovat z graficke´ho vyja´drˇen´ı
odezvy na jednotkovy´ skok cokoliv o dynamicky´ch vlastnostech S1. Take´ je vhodne´ poznamenat,
zˇe odezva syste´mu bude odliˇsna´ pro r˚uzne´ realizace experimentu, cozˇ da´le komplikuje mozˇnost
identifikace.
Prˇ´ıklad 2.3.2 (Korelacˇn´ı analy´za)




h(k)u(t− k) + v(t) (2.3. 1)
kde {h(k)} je va´hova´ funkce (va´hova´ sekvence) a v(t) reprezentuje poruchu. Necht’ {u(t)} je
b´ıly´ sˇum se strˇedn´ı hodnotou nula a varianc´ı σ2, neza´visly´ na porucha´ch v(t). Vyna´soben´ım
(2.3.1) u(t− τ) (τ > 0) a zaveden´ım opera´toru strˇedn´ı hodnoty dostaneme
ryu(τ)
4
= Ey(t)u(t− τ) =
∞∑
k=0
h(k)Eu(t− k)u(t− τ) = σ2h(τ) (2.3. 2)
kde byla vyuzˇita na´sleduj´ıc´ı vlastnost b´ıle´ho sˇumu
Eu(t− k)u(t− τ) = 0, pokud k 6= τ
= 1, pokud k = τ
Ev(t)u(t− τ) = (Ev(t))(Eu(t− τ)) = 0













kde N oznacˇuje pocˇet dat. Snadno mu˚zˇeme simulovat syste´m S1 s vy´sˇe definovany´m vstupem
a graficky zna´zornit odhadnutou va´hovou funkci podle (2.3.3).
Jak lze rychle oveˇrˇit, skutecˇna´ va´hova´ sekvence syste´mu S1 je
h(k) = 0, 8k−1 k ≥ 1 h(0) = 0
Z graficky zna´zorneˇne´ va´hove´ funkce bychom opeˇt velmi teˇzˇko zjiˇst’ovali parametr pravdeˇpodobneˇ
exponencia´ln´ıho poklesu odhadovany´ch {h(k)}.
2.4 Uka´zka pouzˇit´ı parametricke´ metody
V na´sleduj´ıc´ı cˇa´sti budeme identifikovat syste´my S1 a S2 pomoc´ı jedne´ z parametricky´ch metod,
a to metody nejmensˇ´ıch cˇtverc˚u. Parametricke´ metody mu˚zˇeme obecneˇ charakterizovat jako
prostrˇedek pro hleda´n´ı zobrazen´ı meˇrˇeny´ch velicˇin na odhadovany´ vektor parametr˚u.
Uvazˇujme strukturu modelu M , ktera´ je da´na diferencˇn´ı rovnic´ı
M : y(t) + ay(t− 1) = bu(t− 1) + (t) (2.4. 1)
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V (2.4.1) je y(t) vy´stupn´ı signa´l v cˇase t, u(t) vstupn´ı signa´l a (t) prˇedstavuje chybu rovnice,
oznacˇovanou cˇasto jako residuum. Promeˇnou (t) v rovnici (2.4.1) lze cha´pat jako chybu modelu,
protozˇe sotva mu˚zˇeme doufat, zˇe (2.4.1) s (t)
4
= 0 mu˚zˇe prˇesneˇ vyhovovat sekvenci meˇrˇeny´ch
dat. Tud´ızˇ (t) bude popisovat odchylku v datech od dokonale´ho (deterministicke´ho) linea´rn´ıho
syste´mu prvn´ıho rˇa´du a pro danou mnozˇinu dat {u(1), y(1), u(2), y(2), ..., u(N), y(N)} je {(t)}
funkc´ı vektoru parametr˚u Θ. To mu˚zˇeme jednodusˇe uka´zat prˇepsa´n´ım (2.4.1) na
(t) = y(t) + ay(t− 1)− bu(t− 1) = y(t)− [−y(t− 1), u(t− 1)]Θ (2.4. 3)
V na´sleduj´ıc´ıch kapitola´ch budeme zava´deˇt r˚uzna´ zobecneˇn´ı jednoduche´ struktury modelu
(2.4.1). Povsˇimneˇme si, zˇe ji lze jednodusˇe zobecnit na linea´rn´ı model n-te´ho rˇa´du pouhy´m
prˇida´n´ım cˇlen˚u aiy(t− i), biu(t− i) pro i = 1, 2, ..., n.
Nyn´ı specifikujme identifikacˇn´ı metodu I. V te´to kapitole se omez´ıme na metodu nejmensˇ´ıch
cˇtverc˚u. Vektor parametr˚u je potom urcˇen minimalizac´ı kvadra´t˚u chyby rovnice (residu´ı {(t)}).
To znamena´, zˇe dostaneme odhad
Θˆ = arg min
Θ
V (Θ) (2.4. 4)





Jak je vyja´drˇeno v (2.4.3), residua jsou funkc´ı Θ, a tud´ızˇ V (Θ) je definova´no pro kazˇdou
hodnotu Θ.
Pro jednoduchou strukturu modelu (2.4.1), mu˚zˇeme snadno zapsat explicitn´ı vyja´drˇen´ı za´vislosti







[y(t) + ay(t− 1)− bu(t− 1)]2
= [a2
∑









y(t)u(t− 1)] + [
∑
y2(t)] (2.4. 6)
Odhad Θ je pak z´ıska´n podle (2.4.4) minimalizac´ı (2.4.6). Bod, pro ktery´ funkce naby´va´








y(t− 1)u(t− 1) +
∑























Syste´m S1 Syste´m S2
Obra´zek 2.1: Graficke´ zna´zorneˇn´ı syste´mu˚ S1 a S2. Symbol q
−1 oznacˇuje opera´tor zpeˇtne´ho
posunu, tj. q−1y(t) = y(t− 1).
nebo v maticove´ formeˇ[ ∑
y2(t− 1) −∑ y(t− 1)u(t− 1)










Poznamenejme, zˇe (2.4.8) je syste´m linea´rn´ıch rovnic se dveˇma nezna´my´mi aˆ a bˆ.
V na´sleduj´ıc´ı cˇa´sti se budeme zaby´vat odhadem parametr˚u pocˇ´ıtany´m podle (2.4.8) pro r˚uzne´
prˇ´ıpady. Budeme pouzˇ´ıvat simulovana´ data generovana´ pocˇ´ıtacˇem a jako d˚ulezˇity´ doplneˇk
provedeme i teoretickou analy´zu. Prˇi analy´ze budeme prˇedpokla´dat velky´ pocˇet dat N ,





y2(t− 1) ≈ Ey2(t− 1) (2.4. 9)
a obdobneˇ i pro dalˇs´ı soucˇty. Mu˚zˇe by´t uka´za´no, zˇe pro vsˇechny zde uvazˇovane´ prˇ´ıpady bude
leva´ strana (2.4.9) konvergovat k prave´ straneˇ, kdyzˇ N se bl´ızˇ´ı k nekonecˇnu. Vy´hoda strˇedn´ı
hodnoty oproti soucˇtu je v tom, zˇe analy´zu lze prova´deˇt v deterministicke´m ra´mci, prˇesneˇji








Vrat’me se nyn´ı jizˇ k drˇ´ıve uvazˇovany´m syste´mu˚m S1 a S2. Poznamenejme, zˇe pro S2 signa´l x(t)
mu˚zˇe by´t cha´pa´n jako deterministicky´ vy´stup bez prˇ´ıtomnosti sˇumu. To je v´ıce zrˇejme´ z obr.
2.1, kde jsou v graficke´ podobeˇ zna´zorneˇny syste´my S1 a S2. V obra´zku pouzˇity´ opera´tor q
−1
znacˇ´ı jednokrokove´ zpozˇdeˇn´ı, tj. u(t− 1) = q−1u(t).
Prˇ´ıklad 2.4.1. Simulujme syste´m S1 a S2 pro 1000 cˇasovy´ch krok˚u. Vstupn´ı signa´l necht’ je PRBS
(z anglicke´ho
”
pseudo random binary sequence“). Tento signa´l naby´va´ pouze dveˇ u´rovneˇ a to
takovy´m zp˚usobem, zˇe jeho momenty prvn´ıho a druhe´ho rˇa´du jsou dosti podobne´ b´ıle´mu sˇumu
se strˇedn´ı hodnotou nula a varianc´ı σ2. Prˇi simulaci velicˇiny u(t) necht’ je σ = 1. Pro odhad
parametr˚u pouzˇijeme metodu nejmensˇ´ıch cˇtverc˚u, rovnice (2.4.8). Vy´sledky jsou shrnuty do
tabulky 2.4.1.
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parametr skutecˇna´ hodnota odhadnuta´ hodnota
syste´m S1 syste´m S2
a -0,8 -0,795 -0,580
b 1,0 0,941 0,959
Tabulka 2.4.1 Odhady parametr˚u pro prˇ´ıklad 2.4.1
Z tabulky 2.4.1 je videˇt, zˇe z´ıskany´ model da´va´ dobre´ vy´sledky pro syste´m S1, zat´ımco syste´m
S2 je modelova´n dosti sˇpatneˇ. Vysveˇtl´ıme nyn´ı tento vy´sledek teoretickou analy´zou. Vydeˇl´ıme
vsˇechny cˇleny ve (2.4.8) pocˇtem uvazˇovany´ch dat N a pouzˇijeme aproximaci (2.4.9) (pracujeme












Da´le prˇedpokla´dejme, zˇe u(t) je b´ıly´ sˇum s nulovou strˇedn´ı hodnotou a varianc´ı σ2. Takzˇe PRBS
je prˇesna´ aproximace b´ıle´ho sˇumu prvn´ım a druhy´m momentem. Prˇi analy´ze je vhodne´ pouzˇ´ıt i








Ey(t)y(t− 1) = −a0b
2
0σ
2 + (c0 − a0)(1− a0c0)λ2
1− a20
Ey(t)u(t− 1) = b0σ2
Aplikac´ı teˇchto vy´sledk˚u v (2.4.10) dostaneme na´sleduj´ıc´ı vy´razy pro parametricke´ odhady
aˆ = a0 +
−c0(1− a20)λ2
b20σ
2 + (1 + c20 − 2a0c0)λ2
(2.4. 11)
bˆ = b0
Takzˇe pro syste´m S1, kde c0 = 0, jsou odhadovane´ parametry pro nekonecˇny´ pocˇet dat
aˆ = −0, 8 bˆ = 1, 0 (2.4. 12)
To znamena´, zˇe pro velke´ hodnoty N , tj asymptoticky, mu˚zˇeme ocˇeka´vat, zˇe odhad parametr˚u
bude bl´ızko skutecˇny´m hodnota´m parametr˚u a0, b0. Tento za´veˇr je v souladu s dosazˇeny´mi
vy´sledky prˇi simulac´ıch.
Pro syste´m S2 dostaneme asymptoticke´ odhady parametr˚u
aˆ =
−0, 8σ2
σ2 + 0, 36λ2
≈ −0, 588 bˆ = 1, 0 (2.4. 13)
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Pro tento prˇ´ıpad zjiˇst’ujeme odchylku u odhadu aˆ od skutecˇne´ hodnoty. Vy´sledek potvrzuje i
simulace (viz tabulka 2.4.1). Teoreticka´ analy´za na´m dokazuje, zˇe vy´sledek z´ıskany´ simulac´ı
nebyl ovlivneˇn ani maly´m pocˇtem dat nebo nedostatkem sˇteˇst´ı v experimentu. Nehledeˇ na
pocˇet dat, i kdyzˇ N bude bl´ızke´ nekonecˇnu, odhad parametru a bude podle (2.4.13) obsahovat
systematickou odchylku.
2.5 Strannost, konsistence a aproximace modelu
Po prˇ´ıkladu 2.4.1 z prˇedchoz´ı kapitoly je vhodne´ zave´st dalˇs´ı pojmy, ktere´ se vztahuj´ı ke kvaliteˇ
odhadu parametr˚u. Jmenoviteˇ se budeme veˇnovat pojmu˚m strannost, asymptoticka´ strannost a
konzistence.
Rˇekneme, zˇe odhad Θˆ je stranny´, jestlizˇe se jeho strˇedn´ı hodnota odchyluje od skutecˇne´
hodnoty, to jest
EΘˆ 6= Θ0 (2.5. 1)
Rozd´ıl EΘˆ−Θ0 je strannost. Jestlizˇe v (2.5.1) nasta´va´ rovnost, rˇ´ıka´me, zˇe Θˆ je nestranny´ odhad.
Vysveˇtlen´ı pojmu strannost. Prˇedpokla´dejme zobrazen´ı Z : Rnz → RnΘ , ktere´ prˇedstavuje
estima´tor nezna´my´ch parametr˚u Θ0 ∈ RnΘ . To znamena´, zˇe pro dana´ meˇrˇen´ı soustrˇedeˇna´
do vektoru z ∈ Rnz prˇedstavuje Z(z) odhad parametr˚u Θ0. Oznacˇme ho Θˆ. Jedna´ se tedy o
transformaci z prostoru meˇrˇen´ı do prostoru parametr˚u. Je rozumne´ tedy pozˇadovat, aby Z(z)
bylo definova´no pro vsˇechna mozˇna´ data z. Aby Z mohlo by´t cha´pa´no jako dobry´ estima´tor,
meˇlo by mı´t urcˇite´ vlastnosti. Vsˇechny u´vahy vztazˇene´ ke kvaliteˇ odhadu jsou zalozˇeny na chybeˇ
Θ˜ = Θ0 − Z(z)
ktera´ prˇi odhadu vznika´. Idea´lneˇ bychom si prˇa´li, aby byla chyba nulova´, poprˇ. aby odhad Z(z)
byl roven skutecˇne´ hodnoteˇ parametru s pravdeˇpodobnost´ı jedna
P [Z(z) = Θ0] = 1
Obecneˇ vsˇak, pro konecˇny´ pocˇet dat, je to nerealizovatelny´ pozˇadavek, a tud´ızˇ je trˇeba jej
oslabit. Je vhodne´ pozˇadovat, aby pr˚umeˇrna´ hodnota chyby byla nulova´
E[Z(z)−Θ0] = 0
nebo ekvivalentneˇ, aby ocˇeka´vana´ hodnota odhadu se rovnala ocˇeka´vane´ hodnoteˇ parametru
E[Z(z)] = E[Θ0] = Θ0
Estima´tor˚um, ktere´ vykazuj´ı tuto vlastnost rˇ´ıka´me nestranne´.
Vsˇimneˇme si, zˇe strannost estima´toru nen´ı obecneˇ funkc´ı pocˇtu dostupny´ch dat. V neˇktery´ch
prˇ´ıpadech, jaky´mi je naprˇ´ıklad v prˇedchoz´ı cˇa´sti uvazˇovany´ proble´m identifikace parametr˚u
dynamicke´ho syste´mu, vsˇak mu˚zˇe nastat situace, kdy odhad parametr˚u pro konecˇny´ pocˇet dat
je stranny´, zat´ımco pro nekonecˇny´ pocˇet dat je nestranny´. Tato vlastnost je obvykle oznacˇova´na
jako asymptoticka´ nestrannost.
12
Ilustrujme pojem asymptoticka´ strannost odhadu za pomoci prˇ´ıkladu 2.4.1. a syste´mu S1. Z
















, ktery´ mu˚zˇe by´t, dosazen´ım za y(t) z popisu syste´mu
(2.2.2), da´le upraven
Θˆ = A−1
[ −∑(−a0y(t− 1) + b0u(t− 1) + e(t))y(t− 1)∑


















[ −∑ e(t)y(t− 1)∑
e(t)u(t− 1)
]
K vyhodnocen´ı strannosti cˇi nestrannosti odhadu Θˆ je nutne´ naj´ıt strˇedn´ı hodnotu odhadu, tj.
vypocˇ´ıtat




]−1 [ −∑ e(t)y(t− 1)∑
e(t)u(t− 1)
]]
Z prˇedchoz´ıho vztahu je patrne´, zˇe odhad Θˆ nen´ı nestranny´, protozˇe strˇedn´ı hodnota cˇlenu na
prave´ straneˇ nebude nulova´ (y(t) za´vis´ı na vsˇech prˇedchoz´ıch vstupech a vy´stupech). Avsˇak,
pokud prˇipust´ıme nekonecˇne´ mnozˇstv´ı dat, tj. N →∞, lze, d´ıky prˇedpokladu beˇlosti sˇumu e(t),
psa´t








Tud´ızˇ z´ıskany´ odhad pro syste´m S1 je asymptoticky nestranny´. Nen´ı teˇzˇke´ oveˇrˇit, zˇe odhad
parametr˚u syste´mu S2 jizˇ nelze povazˇovat za asymptoticky nestranny´.
Asymptoticka´ nestrannost ma´ v jiste´m smyslu bl´ızko k pojmu konzistence. Rˇ´ıka´me, zˇe odhad
Θˆ je konsistentn´ı, jestlizˇe
Θˆ→ Θ0 kdyzˇ N →∞ (2.5. 2)
Protozˇe Θˆ je stochasticka´ promeˇnna´, mus´ıme definovat v jake´m smyslu budeme bra´t limitu v
(2.5.2). Jednou z mozˇnost´ı je
”
limita s pravdeˇpodobnost´ı 1“, ktera´ je definova´na ∀ > 0 jako
lim
N→∞
P [| Θˆ−Θ |< ] = 1
Tuto definici konzistence odhadu budeme obycˇejneˇ pouzˇ´ıvat i v na´sleduj´ıc´ıch kapitola´ch.
Provedena´ analy´za v prˇ´ıkladu 2.4.1 ukazuje, zˇe Θˆ je konsistentn´ı pro syste´m S1, ale nen´ı
konsistentn´ı pro syste´m S2.
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Nyn´ı si vsˇimneme pojmu identifikovatelnost syste´mu. Zhruba rˇecˇeno, rˇ´ıka´me, zˇe
syste´m je identifikovatelny´, jestlizˇe odhady parametr˚u jsou konsistentn´ı. Poznamenejme,
zˇe identifikovatelnost dane´ho syste´mu S za´vis´ı na strukturˇe modelu M , identifikacˇn´ı metodeˇ I
a experimenta´ln´ıch podmı´nka´ch X.
V na´sleduj´ıc´ım prˇ´ıkladu uka´zˇeme, jak experimenta´ln´ı podmı´nky mohou ovlivnit vy´sledek
identifikace.
Prˇ´ıklad 2.5.1 Necht’ syste´my S1 a S2 jsou simulova´ny a je pouzˇito 1000 meˇrˇen´ı. Vstupem je
jednotkovy´ skok. Po vypocˇten´ı odhadu ve smyslu nejmensˇ´ıch cˇtverc˚u dostaneme vy´sledky, ktere´
jsou zachyceny v tabulce 2.5.1.
parametr skutecˇna´ hodnota odhadnuta´ hodnota
syste´m S1 syste´m S2
a -0,8 -0,788 -0,058
b 1,0 1,059 4,693
Tabulka 2.5.1 Odhady parametr˚u pro prˇ´ıklad 2.5.1
Vid´ıme, zˇe dosta´va´me dobry´ model pro syste´m S1. Pro syste´m S2 dosta´va´me znacˇnou odchylku
od skutecˇny´ch parametr˚u. Odhad je take´ dosti odliˇsny´ od vy´sledk˚u, ktere´ jsme dostali v prˇ´ıkladu
2.4.1. Naprˇ. zde je take´ znacˇna´ odchylka v odhadu bˆ.
Teoreticka´ analy´za teˇchto pozorova´n´ı vyzˇaduje rˇesˇit rovnici (2.4.10). Nejprve vypocˇteme
jednotlive´ kovariance. Necht’ u(t) je jednotkovy´ skok velikosti σ. Oznacˇme staticky´ zisk syste´mu
S (S = b0/(1 + a0)). Pak dostaneme
Ey2(t) = S2σ2 +




Ey(t)y(t− 1) = S2σ2 + (c0 − a0)(1− a0c0)λ
2
1− a20
Ey(t)u(t− 1) = Sσ2
Dosazen´ım teˇchto vy´sledk˚u do (2.4.10) odvod´ıme na´sleduj´ıc´ı vy´razy pro odhady parametr˚u
aˆ = a0 − c0(1− a
2
0)
1 + c20 − 2a0c0
(2.5. 3)
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bˆ = b0 − b0c0 1− a0
1 + c20 − 2a0c0
Povsˇimneˇme si, zˇe nyn´ı se oba odhady parametr˚u obecneˇ odliˇsuj´ı od skutecˇny´ch hodnot
parametr˚u. Nav´ıc odchylka je neza´visla´ na velikosti vstupn´ıho skoku σ. Odchylka je nulova´,
jestlizˇe c0 = 0. Pro uvazˇovany´ syste´m S1 dostaneme
aˆ = −0, 8 bˆ = 1, 0 (2.5. 4)
(jako v prˇ´ıkladu 2.4.1), zat´ımco pro syste´m S2 vypocˇteme na´sleduj´ıc´ı vy´sledek
aˆ = 0, 0 bˆ =
b0
1 + a0
= 5, 0 (2.5. 5)







Teoreticke´ vy´sledky (2.5.4) a (2.5.5) jsou velmi bl´ızke´ simulacˇn´ım vy´sledk˚um, ktere´ jsou uvedeny
v tabulce 2.5.1. Meˇli bychom poznamenat, zˇe v prˇ´ıpadeˇ absolutn´ı neprˇ´ıtomnosti sˇumu (tj. kdyzˇ










Na uvedeny´ch prˇ´ıkladech bylo videˇt, zˇe odhady jsou pro S1 konzistentn´ı, zat´ımco odhady pro
syste´m S2 vykazuj´ı systematickou chybu. Z´ıskane´ modely pro S2 mohou by´t cha´pa´ny jako
aproximace skutecˇne´ho syste´mu. Aproximace je zrˇejmeˇ za´visla´ na uzˇity´ch experimenta´ln´ıch
podmı´nka´ch. V na´sleduj´ıc´ım prˇ´ıkladu uka´zˇeme detailn´ı vy´pocˇty pro r˚uzne´ experimenta´ln´ı
podmı´nky.
Prˇ´ıklad 2.5.2 Pouzˇijme model (2.4.1) jako za´klad pro vy´pocˇet predikce. Nejrozumneˇjˇs´ı predikce
hodnoty y(t) na za´kladeˇ dat azˇ do cˇasu t− 1 je, bez znalosti rozdeˇlen´ı (t), da´na vztahem
yˆ(t) = −ay(t− 1) + bu(t− 1) (2.5. 6)
Chyba predikce bude podle (2.2.1) splnˇovat
y˜(t) = y(t)− yˆ(t) = (a− a0)y(t− 1) + (b0 − b)u(t− 1) + e(t) + c0e(t− 1) (2.5. 7)
Vypocˇteˇme varianci chyby predikce W = Ey˜2(t) pro neˇkolik prˇ´ıpad˚u. Pro syste´m S2 sta´le
prˇedpokla´da´me c0 = a0.
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Nejprve vypocˇteˇme varianci chyby predikce pro situaci, kdy jsou pro vy´pocˇet predikce (2.5.6)
pouzˇity skutecˇne´ hodnoty parametr˚u, to jest a = a0, b = b0. Pak chyba predikce je
y˜(t) = e(t) + c0e(t− 1) = e(t) + a0e(t− 1)
a variance chyby predikce
W1 = λ
2(1 + a20) (2.5. 8)
bude neza´visla´ na experimenta´ln´ıch podmı´nka´ch. Da´le spocˇ´ıtejme varianci chyby predikce pro
situaci, kdy predikce (2.5.6) je zalozˇena na odhadech parametr˚u z´ıskany´ch prˇi buzen´ı syste´mu
jednotkovy´m skokem o velikosti σ. Vyuzˇit´ım odhad˚u (2.5.5) dostaneme v usta´lene´m stavu pro
syste´m S2
y˜(t) = −a0y(t− 1) + (b0 − b0
1 + a0
)u(t− 1) + e(t) + a0e(t− 1)
= −a0[ b0
1 + a0
σ + e(t− 1)] + a0b0
1 + a0




2 < W1 (2.5. 9)
Povsˇimneˇme si, zˇe jsme dostali lepsˇ´ı vy´sledek (nizˇsˇ´ı varianci chyby predikce) nezˇ v prˇ´ıpadeˇ, kdyzˇ
jsme pouzˇili skutecˇny´ch hodnot a0 a b0. Mu˚zˇeme tedy rˇ´ıci, zˇe identifikacˇn´ı metoda pouzˇ´ıva´ a a b
jako prostrˇedku k z´ıska´n´ı dobre´ predikce. Poznamenejme, zˇe v prˇedchoz´ıch vy´pocˇtech je steˇzˇejn´ı,
abychom prˇi identifikaci pouzˇili stejne´ experimenta´ln´ı podmı´nky (u(t) skok o velikosti σ) jako
prˇi vy´pocˇtu predikce. Dokumentujme toto tvrzen´ı. Prˇedpokla´dejme, zˇe odhady parametr˚u jsou
urcˇeny z experimentu, kde u(t) je b´ıly´ sˇum s varianc´ı σ¯2 a s nulovou strˇedn´ı hodnotou. Pak
odhady parametr˚u jsou da´ny (2.4.11), (2.4.13). Pouzˇit´ım teˇchto vy´raz˚u pro c0 = a0 dostaneme
odhad parametr˚u. Nyn´ı prˇedpokla´dejme, zˇe odhadnuty´ model pouzˇijeme pro predikci, ale za
vstup budeme povazˇovat skok o velikosti σ. Pak
y˜(t) = (a− a0)y(t− 1) + e(t) + a0e(t− 1)
= (a− a0)[ b0
(1 + a0)
σ + e(t− 1)] + e(t) + a0e(t− 1)
= (a− a0) b0
(1 + a0)
σ + e(t) + ae(t− 1)
Necht’ z oznacˇuje b20σ¯
2/[(1− a20)λ2]. Strˇedn´ı hodnota y˜2(t) pak bude
W3 = λ















Je zrˇejme´, zˇe vzˇdy bude W3 > W2.
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V na´sleduj´ıc´ı cˇa´sti omez´ıme na´sˇ rozbor pouze na syste´m S1. Budeme prˇedevsˇ´ım analyzovat
chova´n´ı matice vznikaj´ıc´ı ve (2.4.8). Prˇedpokla´dejme, zˇe tato matice je ”dobrˇe podmı´neˇna´”.
Pak existuje jedine´ rˇesˇen´ı (2.4.8). Toto rˇesˇen´ı je pro syste´m S1 da´no asymptoticky (N → ∞).




y2(t− 1) −∑ y(t− 1)u(t− 1)






















= 0 (2.5. 10)
Posledn´ı rovnost je splneˇna, protozˇe {e(t)} je b´ıly´ sˇum, a tud´ızˇ je neza´visly´ na vsˇech minuly´ch
datech.
Bohuzˇel, nelze ve vsˇech prˇ´ıpadech zarucˇit
”
dobrou podmı´neˇnost“ matice v rovnici (2.4.8),
poprˇ. v (2.5.10), a t´ım i mozˇnost jej´ı inverze. Invertovatelnost matice je do znacˇne´ mı´ry da´na
aktua´ln´ımi experimenta´ln´ımi podmı´nkami, ktere´ jsou ovlivneˇny jak vstupn´ım signa´lem u(t),
tak i t´ım, zda syste´m obsahuje zpeˇtnou vazbou cˇi nikoliv. Proto, v na´sleduj´ıc´ıch subkapitola´ch
se budeme v prˇ´ıkladech veˇnovat situac´ım, kdy cˇtvercova´ matice vyskytuj´ıc´ı se v (2.5.10) nen´ı,
z d˚uvodu experimenta´ln´ıch podmı´nek, dobrˇe podmı´neˇna´.
2.6 Trvale vybuzeny´ syste´m
Prˇ´ıklad 2.6.1. Simulujme syste´m S1 a uvazˇujme 1000 simulacˇn´ıch krok˚u. Vstup bude jednotkovy´
impuls v cˇase t = 1. Vypocˇteˇme odhady parametr˚u ve smyslu nejmensˇ´ıch cˇtverc˚u. Numericke´
vy´sledky jsou uka´za´ny v tabulce 2.6.1.
Parametr Skutecˇna´ hodnota Odhadnuta´ hodnota
a -0,8 -0,796
b 1,0 2,950
Tabulka 2.6.1 Odhady parametr˚u pro prˇ´ıklad 2.6.1
Z tabulky je zrˇejme´, zˇe odhad parametru a je velmi dobry´, zat´ımco odhad parametru b je
sˇpatny´. To je prˇirozene´, protozˇe vstup ma´lo ovlivnˇuje vy´stup. Informaci o b0 mu˚zˇeme dostat
pouze prˇes y(t), ktere´ je ovlivneˇno vstupem. Na druhe´ straneˇ, parametr a0 bude take´ popisovat
u´cˇinek sˇumu na vy´stup. Protozˇe sˇum je obsazˇen ve vsˇech datech je velmi prˇirozene´, zˇe a0 je
odhadnuto mnohem prˇesneˇji nezˇ b0.






































Pro limitn´ı prˇ´ıpad (tedy N →∞) dostaneme dosazen´ım za R0 a R1 do (2.6.1)
aˆ = a0
bˆ = (a0y(1) + y(2))/σ = b0 + e(2)/σ (2.6. 2)
Je zrˇejme´, zˇe bˆ obsahuje cˇlen, ktery´ zp˚usobuje odchylku odhadu od skutecˇne´ hodnoty. Tato
odchylka za´vis´ı na konkre´tn´ı realizaci na´hodne´ho procesu {e(t)} a velikosti impulsu σ. V
uvazˇovane´ simulaci bylo e(2) = 1, 957 a σ = 1, cozˇ podle (2.6.2) by meˇlo da´t bˆ = 2, 957. Tato
hodnota je v souladu s vy´sledky uvedeny´mi v tabulce 2.6.1.
Vy´sˇe pozorovane´ chova´n´ı odhad˚u ve smyslu nejmensˇ´ıch cˇtverc˚u lze vysveˇtlit. V tomto prˇ´ıkladeˇ
analyzovana´ situace je zvla´sˇtn´ı ve dvou aspektech. Prvn´ı je, zˇe matice v (2.6.1) vyna´sobena´
1/N se bl´ızˇ´ı k singula´rn´ı matici, kdyzˇ N →∞. Prˇesto ale odhad ve smyslu nejmensˇ´ıch cˇtverc˚u
existuje a mu˚zˇe by´t vypocˇ´ıta´n pro kazˇde´ N . Du˚lezˇiteˇjˇs´ı je vsˇak druhy´ aspekt. Neplat´ı totizˇ
vztah (2.5.10), protozˇe soucˇty obsahuj´ıc´ı vstupn´ı signa´l nesmeˇrˇuj´ı k ocˇeka´vany´m hodnota´m.
Pro syste´m S1, jak bylo videˇt v prˇ´ıkladech 2.4.1, 2.5.1 a 2.6.1 jsme dostali konsistentn´ı odhady
parametr˚u za prˇedpokladu, zˇe vstup je b´ıly´ sˇum nebo skokova´ funkce (ve druhe´m prˇ´ıpadeˇ
nav´ıc mus´ıme prˇedpokla´dat existenci sˇumu p˚usob´ıc´ıho na syste´m, tedy λ2 > 0). Jestlizˇe u(t) je
impuls, metodou nejmensˇ´ıch cˇtverc˚u nez´ıska´me konsistentn´ı odhady. Zhruba rˇecˇeno, d˚uvodem
je skutecˇnost, zˇe impulsn´ı funkce je
”
prˇ´ıliˇs cˇasto“ rovna nule. Abychom garantovali konsistenci,
potrˇebujeme pouzˇ´ıt vstup, ktery´ dostatecˇneˇ ovlivnˇuje proces. Na tomto za´kladeˇ definujme
pojem trvale´ buzen´ı.
Definice 2.6.1. Rˇ´ıka´me, zˇe signa´l u(t) je trvale budic´ı - p.e. (z anglicke´ho termı´nu
”
persistently








[u(t+ τ)][uT (t)] (2.6. 3)
ii) a na´sleduj´ıc´ı matice je pozitivneˇ definitn´ı
Ru(n) =








Pozna´mka 1. Veˇtsˇina staciona´rn´ıch stochasticky´ch proces˚u je ergodicka´. To znamena´, zˇe
v (2.6.3) mu˚zˇeme limN→∞ nahradit opera´torem strˇedn´ı hodnoty E. Pak matice Ru(n) je
obycˇejna´ kovariancˇn´ı matice signa´lu u(t) (s prvky dane´ autokovariancˇn´ı funkc´ı signa´lu).
Ilustrujme zavedeny´ pojem na vstupy pouzˇite´ v te´to kapitole.
Prˇ´ıklad 2.6.2. Necht’ u(t) je b´ıly´ sˇum s nulovou strˇedn´ı hodnotou a varianc´ı σ2. Pak dostaneme
ru(τ) = σ
2 pro τ = 0 a 0 pro τ 6= 0, a matice Ru(n) = σ2In je tedy pozitivneˇ definitn´ı pro
libovolne´ n. Tud´ızˇ b´ıly´ sˇum je trvale budic´ı signa´l vsˇech rˇa´d˚u.
Da´le uvazˇujme u(t) jako skok o velikosti σ. Pak dostaneme ru(τ) = σ
2 pro vsˇechna τ a pak
bude Ru(1) pozitivneˇ definitn´ı, zat´ımco Ru(n) pro n = 2, 3, ... bude singula´rn´ı. Tud´ızˇ signa´l
typu skokova´ funkce je p.e. rˇa´du jedna.
Konecˇneˇ u(t) necht’ je impuls. To da´va´ ru(τ) = 0, Ru(n) = 0. Tento signa´l nen´ı p.e. zˇa´dne´ho
rˇa´du. To vysveˇtluje, procˇ jsme nedostali konsistentn´ı odhad parametr˚u, kdyzˇ vstup byl impuls.
Pozna´mka 2. V prac´ıch zaby´vaj´ıc´ıch se adaptivn´ım rˇ´ızen´ım se pouzˇ´ıvaj´ı alternativn´ı definice
trvale budic´ıho signa´lu.
Pozna´mka 3. Pojem trvale budic´ı signa´l, tak jak byl zaveden, je motivova´n u´lohou urcˇen´ı
odhadu koeficient˚u
”
useknute´“ va´hove´ funkce [20]. S touto u´lohou se setka´me ve 3. kapitole
prˇi vy´kladu neparametricky´ch metod, konkre´tneˇ u korelacˇn´ı analy´zy. Nutna´ podmı´nka pro
konsistentn´ı odhad linea´rn´ıho syste´mu n-te´ho rˇa´du je, aby vstupn´ı signa´l byl p.e. rˇa´du 2n. V
neˇktery´ch prˇ´ıpadech prˇi pouzˇit´ı metody nejmensˇ´ıch cˇtverc˚u stacˇ´ı, aby signa´l byl p.e. rˇa´du n.
Pozna´mka 4. Tvrzen´ı v prˇedchoz´ı pozna´mce jsou pouzˇitelna´ prˇi hleda´n´ı konsistentn´ıch odhad˚u
syste´mu˚ se sˇumem. Pro syste´my bez sˇumu nen´ı nutne´, aby vstup byl p.e. Uvazˇujme naprˇ.
deterministicky´ linea´rn´ı syste´m n-te´ho rˇa´du s nulovy´mi pocˇa´tecˇn´ımi podmı´nkami. Jako vstup
pouzˇijme impuls a zaznamena´me impulsn´ı odezvu. Z 2n nenulovy´ch hodnot impulsn´ı odezvy je
mozˇne´ naj´ıt parametry syste´mu, i kdyzˇ vstup nen´ı p.e. Du˚vodem je, zˇe syste´m bez sˇumu mu˚zˇe
by´t identifikova´n z konecˇne´ho pocˇtu dat (N < ∞), zat´ımco trvale´ vybuzen´ı se ty´ka´ vlastnost´ı
vstupn´ıho signa´lu prˇi pouzˇit´ı nekonecˇne´ho pocˇtu dat (N →∞), ktere´ je uvazˇova´no prˇi analy´ze
konsistence odhadu parametr˚u v syste´mech se sˇumem).
Pozna´mka 5. Pu˚vodn´ı pra´ce ty´kaj´ıc´ı se analy´zy trvale budic´ıch signa´l˚u i neˇktere´ soucˇasne´
analy´zy jsou prova´deˇny ve frekvencˇn´ı oblasti. Protozˇe je vsˇak cela´ pra´ce zameˇrˇena na popis
signa´l˚u v cˇasove´ oblasti, nebudeme se analy´zami ve frekvencˇn´ı oblasti rozsa´hleji zaby´vat.
2.7 Vliv zpeˇtne´ vazby
Videˇli jsme, zˇe mus´ı by´t zavedeno urcˇite´ omezen´ı na vstupn´ı signa´l, abychom garantovali, zˇe
matice vyskytuj´ıc´ı se v (2.4.8) je dobrˇe podmı´neˇna´. V te´to kapitole budeme sledovat situaci,
kdy vstup je determinova´n vy´stupn´ı zpeˇtnou vazbou. Prˇi prova´deˇn´ı rea´lne´ho identifikacˇn´ıho
experimentu se mnohdy nelze obej´ıt bez takove´to zpeˇtne´ vazby. Identifikovany´ syste´m mu˚zˇe
by´t v otevrˇene´ smycˇce nestabiln´ı, takzˇe bez stabilizuj´ıc´ı zpeˇtne´ vazby mu˚zˇe by´t nemozˇne´ z´ıskat
neˇjakou, trˇeba i nevelkou, mnozˇinu dat. Take´ bezpecˇnost nebo pozˇadavek na norma´ln´ı pracovn´ı
rezˇim mu˚zˇe by´t dostatecˇny´ d˚uvod pro pouzˇit´ı zpeˇtne´ vazby beˇhem identifikacˇn´ıho experimentu.
19
Rovneˇzˇ nen´ı jiste´, zˇe prˇ´ıma´ vazba je lepsˇ´ı pro identifikaci nezˇ vyuzˇit´ı zpeˇtne´ vazby.
Prˇ´ıklad 2.7.1. Uvazˇujme syste´m S1 (2.2.2). Prˇedpokla´dejme, zˇe vstup je urcˇen proporciona´ln´ı
zpeˇtnou vazbou
u(t) = −ky(t) (2.7. 1)







je zrˇejmeˇ singula´rn´ı. Za´rovenˇ je zrˇejme´, zˇe syste´m (2.2.2) se vstupem generovany´m regula´torem
(2.7.1) nelze identifikovat. Je videˇt, zˇe pouze {y(t)} prˇina´sˇ´ı informaci o dynamice syste´mu S1
v tom smyslu, zˇe {u(t)} na´m nemu˚zˇe prˇine´st nic nove´ho. Kombinac´ı modelu (2.4.1) a regula´toru
(2.7.1) dostaneme
(t) = y(t) + (a+ bk)y(t− 1) (2.7. 2)
Tento vy´raz ukazuje, zˇe z dat mu˚zˇe by´t pouze odhadnuta linea´rn´ı kombinace a + bk. Vsˇechny
hodnoty a a b, ktere´ da´vaj´ı stejnou hodnotu a + bk budou da´vat stejna´ residua {(t)} a
stejne´ hodnoty ztra´tove´ funkce. Neexistuje tedy jedine´ minimum ztra´tove´ funkce, ale ta je
minimalizova´na mnozˇinou bod˚u. Pro asymptoticky´ prˇ´ıpad (N →∞) je tato mnozˇina definova´na
{Θ | a+ bk = a0 + b0k}
Protozˇe neexistuje jedine´ minimum, matice druhy´ch derivac´ı krite´ria V (Θ) mus´ı by´t singula´rn´ı.
Vrat’me se proto k matici, ktera´ se objevuje v (2.4.8). Ta na´s vede zpeˇt k pocˇa´tecˇn´ımu zjiˇsteˇn´ı, zˇe
parametry a a b nemu˚zˇeme identifikovat vstupem (2.7.1). Prˇ´ıklad 2.7.1 na´m ukazuje, zˇe pouzˇit´ı
zpeˇtne´ vazby (2.7.1) v pr˚ubeˇhu identifikacˇn´ıho experimentu znemozˇnˇuje zajistit konsistentn´ı
odhad. Nasˇteˇst´ı situace nen´ı tak zla´. O tom na´s prˇesveˇdcˇ´ı na´sleduj´ıc´ı prˇ´ıklady.
Prˇ´ıklad 2.7.2. Simulujme syste´m S1 a proved’me 1000 iterac´ı. Vstup necht’ je definova´n jako
zpeˇtna´ vazba, na kterou aditivneˇ p˚usob´ı cˇasoveˇ variantn´ı referencˇn´ı signa´l
u(t) = −ky(t) + r(t) (2.7. 3)
Referencˇn´ı signa´l r(t) uvazˇujme jako PRBS velikosti 0,5 a zpeˇtnovazebn´ı zisk vybereme k = 0, 5.
Vypocˇteˇme odhady ve smyslu nejmensˇ´ıch cˇtverc˚u dle vztahu (2.4.8). Tabulka 2.7.1 shrnuje
dosazˇene´ vy´sledky.
parametr skutecˇna´ hodnota odhadnuta´ hodnota
a -0,8 -0,754
b 1,0 0,885
Tabulka 2.7.1 Odhady parametr˚u pro prˇ´ıklad 2.7.2.
Jak je zrˇejme´ z tabulky v tomto prˇ´ıpadeˇ jsme z´ıskali rozumne´ odhady, acˇkoli data byla
generova´na za prˇ´ıtomnosti zpeˇtne´ vazby. Je vhodne´ take´ zd˚uraznit, zˇe pro vlastn´ı identifikacˇn´ı
proces, tak jak je doposud uvazˇova´n, nen´ı zapotrˇeb´ı znalost zisku k ani referencˇn´ıho signa´lu
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r(t). Odhad parametr˚u je pocˇ´ıta´n pouze na za´kladeˇ meˇrˇeny´ch vstupn´ıch dat u(t) a vy´stupn´ıch
dat y(t).
Analyzujme tuto situaci. Nejdrˇ´ıve si vsˇimneˇme, zˇe (2.5.10) sta´le plat´ı. Je tud´ızˇ postacˇuj´ıc´ı
uka´zat, zˇe matice v (2.4.8) je regula´rn´ı a dobrˇe podmı´neˇna´ pro velke´ N . Za t´ım u´cˇelem
prˇedpokla´dejme, zˇe r(t) je b´ıly´ sˇum s nulovou strˇedn´ı hodnotou a varianc´ı σ2. Pak dostaneme
pro (2.2.1), kde c0 = 0 a (2.7.3)
y(t) + (a+ bk)y(t− 1) = br(t− 1) + e(t) (2.7. 4)
u(t) + (a+ bk)u(t− 1) = r(t) + ar(t− 1)− ke(t) (2.7. 5)
Rovnici (2.7. 4) lze interpretovat jako popis uzavrˇene´ho syste´mu (tj. syste´m S1 (2.2.2) +










b2σ2 + λ2 −k(b2σ2 + λ2)
−k(b2σ2 + λ2) k2(b2σ2 + λ2) + [1− (a+ bk)2]σ2
]
ktera´ je pozitivneˇ definitn´ı. Poznamenejme jen, zˇe jsme prˇedpokla´dali, zˇe uzavrˇeny´ syste´m je
asymptoticky stabiln´ı (| a+ bk |) < 1.
Vy´sˇe prˇedstaveny´ postup identifikace parametr˚u syste´mu je v literaturˇe oznacˇova´n jako
prˇ´ıma´ identifikace, kdy existence zpeˇtne´ vazby je identifikacˇn´ı metodou v podstateˇ ignorova´na,
tj. pro urcˇen´ı parametr˚u syste´mu nepotrˇebujeme zna´t zisk regula´toru k ani referencˇn´ı signa´l
r(t). Prˇedpokla´da´me vsˇak, zˇe referencˇn´ı signa´l je prˇ´ıtomen a je dostatecˇneˇ bohaty´. Naproti
tomu existuje i prˇ´ıstup oznacˇovany´ jako neprˇ´ıma´ identifikace, kde je nejprve identifikova´n model
uzavrˇene´ho syste´mu a pak na jeho za´kladeˇ a zna´me´ho popisu regula´toru je urcˇen model vlastn´ıho
syste´mu. Neprˇ´ıma´ identifikace tak prˇedpokla´da´ zna´my´ popis regula´toru, avsˇak umozˇnˇuje naj´ıt
parametry modelu syste´mu i v situaci, kdy nen´ı referencˇn´ı signa´l dostatecˇneˇ bohaty´ (tj. nen´ı
p.e. dostatecˇne´ho rˇa´du). Principia´ln´ı rozd´ıl mezi prˇ´ımou a neprˇ´ımou identifikac´ı je zna´zorneˇn na
obra´zku 2.2.
Dva prˇ´ıstupy k neprˇ´ıme´ identifikaci syste´mu S1 jsou ilustrova´ny v na´sleduj´ıc´ıch prˇ´ıkladech.
Prˇ´ıklad 2.7.3. Prˇedpokla´dejme zna´my´ zisk k a referencˇn´ı signa´l r(t). Pak lze, analogicky k (2.4.8),
sestavit na´sleduj´ıc´ı soustavu dvou rovnic na za´kladeˇ (2.7. 4) zapsanou v maticove´ formeˇ[ ∑
y2(t− 1) −∑ y(t− 1)r(t− 1)










kde a˜ = a + bk. Rˇesˇen´ı soustavy rovnic (2.7. 6) umozˇn´ı nale´zt odhady parametr˚u popisu
uzavrˇene´ho syste´mu ˆ˜a a bˆ na jejichzˇ za´kladeˇ lze snadno vypocˇ´ıtat odhad zby´vaj´ıc´ıho nezna´me´ho
parametru a syste´mu S1 dle vztahu aˆ = ˆ˜a− bˆk.
Acˇkoliv prˇedstaveny´ prˇ´ıstup k neprˇ´ıme´ identifikaci je relativneˇ prˇ´ımocˇary´, je za´visly´ na
prˇedpokladu dostatecˇneˇ bohate´ho referencˇn´ıho signa´lu r(t), ktery´ dostatecˇneˇ vybud´ı syste´m
(podobneˇ jako prˇ´ıma´ identifikace v prˇ´ıkladu 2.7.2). Tento prˇedpoklad mu˚zˇe by´t v neˇktery´ch si-










Obra´zek 2.2: Ilustrace prˇ´ıme´ a neprˇ´ıme´ identifikace syste´mu se zpeˇtnou vazbou.
Pokud tedy nen´ı mozˇne´ pouzˇ´ıt referencˇn´ı signa´l, ktery´ je trvale budic´ı dostatecˇne´ho rˇa´du,
mu˚zˇeme pouzˇ´ıt prˇ´ıstup zalozˇeny´ na specifikaci regula´toru vysˇsˇ´ıho rˇa´du. Tento prˇ´ıstup je
ilustrova´n na´sleduj´ıc´ım prˇ´ıkladem.
Prˇ´ıklad 2.7.4. Prˇedpokla´dejme zna´my´ regula´tor prvn´ıho rˇa´du popsany´ na´sleduj´ıc´ım vztahem
u(t) = −k1y(t)− k2y(t− 1)
Pak popis uzavrˇene´ho syste´mu je da´n na´sleduj´ıc´ı rovnic´ı
y(t) + (a+ bk1)y(t− 1) + bk2y(t− 2) = e(t) (2.7. 7)
a soustava rovnic umozˇnˇuj´ıc´ı odhad nezna´my´ch parametr˚u uzavrˇene´ho syste´mu a˜ = a + bk1 a
b˜ = bk2 je[ ∑
y2(t− 1) ∑ y(t− 1)y(t− 2)∑










Jakmile je proveden odhad parametr˚u uzavrˇene´ho syste´mu a˜ a b˜, mu˚zˇeme, vzhledem ke zna´me´mu




aˆ = ˆ˜a− bˆk1
a to bez ohledu na prˇ´ıtomnost cˇi vlastnosti prˇ´ıpadne´ho referencˇn´ıho signa´lu.
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Poznamenejme, zˇe prˇedstavene´ metody pro identifikaci syste´mu se zpeˇtnou vazbou jsou zalozˇeny
na prˇedpokladu stabiln´ıho zpeˇtnovazebn´ıho syste´mu.
Za´veˇrem tak dodejme, zˇe konzistentn´ı odhady parametr˚u syste´mu ovlivneˇne´ho zpeˇtnou vazbou
lze z´ıskat bud’to za prˇedpokladu dostatecˇneˇ bohate´ho referencˇn´ıho signa´lu z
”
extern´ıho“ zdroje,
cˇi pouzˇ´ıt regula´tor stejne´ho cˇi vysˇsˇ´ıho rˇa´du nezˇ je rˇa´d syste´mu. Jinou mozˇnost´ı, ktera´ vsˇak
nebyla zde diskutova´na, je pouzˇit´ı regula´toru s cˇasoveˇ promeˇnny´mi parametry.
2.8 Shrnut´ı a zhodnocen´ı vy´sledk˚u
Shrnˇme zkusˇenosti z´ıskane´ z prˇ´ıklad˚u a zaby´vejme se za´veˇry, ktere´ z nich mohou by´t vyvozeny.
1) Pro zajiˇsteˇn´ı konsistence prˇi pouzˇit´ı metody nejmensˇ´ıch cˇtverc˚u je rozhoduj´ıc´ı, jaky´m
zp˚usobem vstupuje sˇum do syste´mu. Tento fakt ukazuje na vy´znam a pozˇadavky na
strukturu modelu M.
2) Pokud jde o experimenta´ln´ı podmı´nky X bylo videˇt, zˇe je d˚ulezˇite´, aby vstupn´ı signa´l byl
trvale budic´ı. To zhruba rˇecˇeno znamena´, zˇe vsˇechny mo´dy syste´mu by meˇly by´t vybuzeny
a dostatecˇneˇ se meˇnit v pr˚ubeˇhu identifikacˇn´ıho experimentu.
3) Jestlizˇe experimenta´ln´ı podmı´nky zahrnuj´ı zpeˇtnou vazbu od y(t) na u(t), je v neˇktery´ch
prˇ´ıpadech nemozˇne´ identifikovat parametry syste´mu. Na druhe´ straneˇ, jestlizˇe prˇida´me
cˇasoveˇ promeˇnny´ referencˇn´ı signa´l p˚usob´ıc´ı na syste´m, parametry lze snadno nale´zt.
Jisteˇ nen´ı trˇeba zd˚uraznˇovat, zˇe prˇedchoz´ı tvrzen´ı nebyla striktneˇ doka´za´na. Vycha´zej´ı z jed-
noduchy´ch prˇ´ıklad˚u. Nicme´neˇ, lze uka´zat, zˇe tyto za´veˇry plat´ı i pro mnohem obecneˇjˇs´ı podmı´nky.





Identifikacˇn´ı metody jsou cˇasto rozdeˇlova´ny na neparametricke´ a parametricke´. Zat´ımco
parametricke´ metody poskytuj´ı modely ve formeˇ rovnic, neparametricke´ identifikacˇn´ı metody
jsou charakteristicke´ t´ım, zˇe vy´sledne´ modely jsou krˇivky nebo funkce. Neparametricke´ metody
jsou mnohdy oznacˇova´ny jako klasicke´ metody identifikace, jako zd˚urazneˇn´ı toho, zˇe se obecneˇ
jedna´ o strasˇ´ı prˇ´ıstup nezˇ jsou metody parametricke´. Neparametricke´ metody jsou obecneˇ
koncepcˇneˇ i vy´pocˇetneˇ jednodusˇsˇ´ı, avsˇak v porovnan´ı s parametricky´mi metodami nenab´ızej´ı
tak sˇiroke´ mozˇnosti. Proto se budeme neparametricky´m metoda´m veˇnovat pouze okrajoveˇ a to
jen v te´to kapitole. Zbyle´ kapitoly skript budou veˇnova´ny metoda´m parametricky´m. Nakonec
poznamenejme, zˇe cˇleneˇn´ı metod na parametricke´ a neparametricke´ je da´no sp´ıˇse tradicˇn´ım
na´zvoslov´ım nezˇ skutecˇny´m vy´znamovy´m obsahem teˇchto pojmu˚. Neparametricke´ metody lze
totizˇ v jiste´m smyslu cha´pat te´zˇ jako parametricke´.
Po tomto strucˇne´m u´vodu mu˚zˇeme prˇej´ıt k vy´kladu vybrany´ch neparametricky´ch metod. Po-






Nejdrˇ´ıve se zaby´vejme frekvencˇn´ı analy´zou. V tomto prˇ´ıpadeˇ je vhodne´ pouzˇ´ıvat modely spojite´
v cˇase a vyj´ıt z modelu
Y (p) = G(p)U(p) (3.2. 1)
kde Y (p) je Laplaceova transformace vy´stupn´ıho signa´lu y(t),
U(p) je Laplaceova transformace vstupn´ıho signa´lu u(t),
G(p) je prˇenos syste´mu.
Jestlizˇe vstupem syste´mu je signa´l typu sinus
u(t) = a · sin(ωt) (3.2. 2)
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a syste´m je asymptoticky stabiln´ı, pak vy´stup v usta´lene´m stavu bude
y(t) = b · sin(ωt+ ϕ) (3.2. 3)
kde
b = a | G(iω) |
ϕ = arg[G(iω)] (3.2. 4)











Protozˇe sinωt = 12i(e














| Gt(iω) | [eiωtei argGt(iω) − e−iωte−i argGt(iω)]
= a | Gt(iω) | sin(ωt+ argGt(iω))
Kdyzˇ t→∞, pak Gt(iω)→ G(iω).
Meˇrˇen´ım (cˇi odhadem na za´kladeˇ meˇrˇen´ı) amplitud a a b i fa´zove´ diference ϕ pro zvolene´ ω
pak mu˚zˇeme nale´zt komplexn´ı promeˇnnou G(iω) z (3.2.4). Jestlizˇe tento postup je opakova´n
pro rˇadu frekvenc´ı mu˚zˇeme z´ıskat dosti dobrou grafickou reprezentaci G(iω) jako funkci ω.
Pro klasicky´ na´vrh rˇ´ıdic´ıch syste´mu˚ je pak velmi vhodna´ Bodeho logaritmicka´ frekvencˇn´ı
charakteristika nebo Nyquistova krˇivka.
Nast´ıneˇny´ postup je vsˇak dosti citlivy´ na sˇum. V te´to jednoduche´ podobeˇ mu˚zˇe by´t v praxi
pouzˇit jen zrˇ´ıdka. Naznacˇme procˇ. Prˇedpokla´dejme, zˇe skutecˇny´ syste´m mu˚zˇe by´t popsa´n rovnic´ı
Y (p) = G(p)U(p) + E(p) (3.2. 5)
s e(t) prˇedstavuj´ıc´ı stochastickou poruchu a E(p) jej´ı Laplaceovu transformaci. Pak mı´sto
(3.2.3) dostaneme
y(t) = b · sin(ωt+ ϕ) + e(t) (3.2. 6)
a v d˚usledku prˇ´ıtomnosti sˇumu bude teˇzˇke´ odhadnout prˇesneˇ amplitudu b a fa´zovou diferenci
ϕ. Pomoc´ı korelacˇn´ı techniky vsˇak prˇedchoz´ı postup mu˚zˇeme zdokonalit. Vyna´soben´ım vy´stupu
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e(t) cos(ωt)dt (3.2. 8)
Jestlizˇe meˇrˇen´ı neobsahuje sˇum (e(t) = 0) a doba integrace T je na´sobek periody funkce sin(·),









Z teˇchto vztah˚u mu˚zˇeme urcˇit b a ϕ. Pak | G(iω) | mu˚zˇeme vypocˇ´ıtat podle (3.2.4). Pozname-









cozˇ je uzˇitecˇne´ pro popis G(iω).
Intuitivneˇ je zrˇejme´, zˇe prˇ´ıstup vyuzˇ´ıvaj´ıc´ı integra´l le´pe omezuje vliv sˇumu nezˇ za´kladn´ı metoda
frekvencˇn´ı analy´zy. Du˚vod je jednodusˇe v tom, zˇe vyuzˇ´ıva´me informaci z delˇs´ıho cˇasove´ho
intervalu.
Pro aplikaci frekvencˇn´ı analy´zy tak jak je v (3.2.5)-(3.2.10), lze pouzˇ´ıt komercˇneˇ dostupna´
zarˇ´ızen´ı. Nevy´hoda spojena´ s aplikac´ı frekvencˇn´ı analy´zy spocˇ´ıva´ v tom, zˇe cˇasto vyzˇaduje
cˇasoveˇ dlouhe´ experimenty. Prˇipomenˇme, zˇe pro kazˇdou zpracova´vanou frekvenci, mus´ıme
nejprve dostat syste´m do
”
staciona´rn´ı fa´ze“ a pak prove´st integraci.
3.3 Prˇechodova´ analy´za
V tomto prˇ´ıstupu je modelem bud’ prˇechodova´ charakteristika nebo impulsn´ı charakteristika. To
znamena´, zˇe vstupem do rea´lne´ho syste´mu, ktery´ se nacha´z´ı v usta´lene´m stavu, je jednotkovy´
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skok nebo impuls a odezva na vy´stupu je zaznamena´na. Z teˇchto krˇivek pak chceme naj´ıt model
n´ızke´ho rˇa´du (1. nebo 2.) typu (3.2.1). Takovy´ prˇ´ıstup mu˚zˇe by´t dosti citlivy´ na sˇum. Na druhe´
straneˇ cˇasto lze jednodusˇe pouzˇ´ıt. Prˇinejmensˇ´ım mu˚zˇe da´t prvn´ı hruby´ model, ktery´ ukazuje
na zisk, dominantn´ı cˇasovou konstantu, tlumen´ı a prˇ´ıpadneˇ cˇasove´ zpozˇdeˇn´ı. Pouzˇit´ı impulsu
jako vstupu je beˇzˇne´ v urcˇity´ch aplikac´ıch, naprˇ. kdyzˇ vstup je vstrˇ´ıknut´ı neˇjake´ la´tky. To je
typicke´ v
”
tekouc´ıch syste´mech“. Souhrnneˇ rˇecˇeno, prˇechodova´ analy´za je vhodny´ prostrˇedek
pro z´ıska´n´ı hruby´ch model˚u, ale jej´ı pouzˇitelnost je limitova´na. Prˇechodovou a frekvencˇn´ı
analy´zu proto mu˚zˇeme cha´pat jako za´kladn´ı prostrˇedky pro na´vrh jednoduchy´ch regula´tor˚u
(naprˇ. ladeˇn´ı PID regula´tor˚u Ziegler-Nicholsovy´m pravidlem).
3.4 Korelacˇn´ı analy´za





h(k)u(t− k) + v(t) (3.4. 1)
kde h(k) je va´hova´ sekvence a v(t) prˇedstavuje poruchu. Prˇedpokla´dejme, zˇe vstup je
staciona´rn´ı stochasticky´ proces, ktery´ je neza´visly´ na porusˇe. Pak pro (auto)kovariancˇn´ı funkce




h(k)ru(τ − k) (3.4. 2)
kde ryu(τ) = Ey(t+ τ)u(t) a ru(τ) = Eu(t+ τ)u(t) jsou cˇleny autokovariancˇn´ı funkce v (3.4.2),
ktere´ mohou by´t odhadnuty z dat
rˆyu(τ) =
1
N −max(τ, 0) + min(τ, 0)
N−max(τ,0)∑
t=1−min(τ,0)







u(t+ τ)u(t) rˆu(−τ) = rˆu(τ) τ = 0, 1, 2...





hˆ(k)rˆu(τ − k) (3.4. 4)
Soustava linea´rn´ıch rovnic (3.4.4) se vy´znamny´m zp˚usobem zjednodusˇ´ı, jestlizˇe budeme pouzˇ´ıvat
jako vstup b´ıly´ sˇum, pro ktery´ plat´ı ru(τ) = 0 pro τ 6= 0. Tud´ızˇ z (3.4.2) je zrˇejme´, zˇe
h(k) = ryu(k)/ru(0) (3.4. 5)
cozˇ lze snadno spocˇ´ıtat na za´kladeˇ odhadu rˆyu(k) (3.4.3). Poznamenejme, zˇe jsou k dispozici
zarˇ´ızen´ı prova´deˇj´ıc´ı tyto operace automaticky.
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I prˇi pouzˇit´ı b´ıle´ho sˇumu jako vstupn´ıho signa´lu ma´me nekonecˇny´ pocˇet rovnic, ktere´ umozˇn´ı
odhadnout va´hovou sekvenci hˆ(k). Z prakticky´ch d˚uvod˚u je vhodneˇjˇs´ı pouzˇ´ıt tzv. useknutou
va´hovou funkci. To vede na linea´rn´ı syste´m konecˇne´ho rˇa´du. Jestlizˇe polozˇ´ıme
h(k) = 0 pro k ≥M (3.4. 6)
pak dostaneme model s konecˇnou impulsn´ı odezvou (FIR, z anglicke´ho
”
finite impulse re-
sponse“). Takove´ modely se cˇasto pouzˇ´ıvaj´ı v oblasti zpracova´n´ı signa´l˚u. Cele´ cˇ´ıslo M by meˇlo
by´t vybra´no velke´ ve srovna´n´ı s dominantn´ı cˇasovou konstantou syste´mu. Pak (3.4.6) bude




hˆ(k)rˆu(τ − k) (3.4. 7)





rˆu(0) . . . rˆu(M − 1)
rˆu(1) . . . . . .
...
. . . . . .





Pokud je jako vstup uvazˇova´n b´ıly´ sˇum, pak matice soustavy diagona´ln´ı. Poznamenejme, zˇe
s korelacˇn´ı analy´zou jsme se setkali jizˇ v kapitole druhe´ a v kapitole cˇtvrte´ bude videˇt, jak
postupovat v prˇ´ıpadeˇ, kdy bude pocˇet r˚uzny´ch hodnot τ veˇtsˇ´ı nezˇ je M , cozˇ odpov´ıda´ prˇeurcˇene´
soustaveˇ linea´rn´ıch rovnic.
3.5 Spektra´ln´ı analy´za
Posledn´ı neparametricka´ metoda, kterou se budeme zaby´vat, je zalozˇena´ na spektra´ln´ı analy´ze.
Veˇnujme nejdrˇ´ıve pozornost vztahu mezi korelacˇn´ı funkc´ı a spektra´ln´ı hustotou a vy´pocˇtu
spektra´ln´ı hustoty signa´lu po pr˚uchodu linea´rn´ım syste´mem.
Necht’ u(t) skala´rn´ı staciona´rn´ı stochasticky´ proces. Prˇedpokla´dejme, zˇe jeho strˇedn´ı hodnota je
mu a autokovariancˇn´ı funkce je
ru(τ) = E[u(t+ τ)−mu][u(t)−mu] (3.5. 1)









































′)δτ,τ ′ = ru(τ)
kde δτ,τ ′ = 0 pro τ 6= τ ′ a δτ,τ ′ = 1 pro τ = τ ′.
Poznamenejme, zˇe prˇedpokla´da´me periodu vzorkova´n´ı Ts = 1 a pak standardn´ı interval pro ω
je (−pi, pi). V prˇ´ıpadeˇ, zˇe ma´me obecne´ Ts, pak Nyquistova frekvence je ωN = pi/Ts a integracˇn´ı
interval pro ω je ω ∈ (−ωN , ωN ).
Nyn´ı se zameˇrˇ´ıme na odvozen´ı vztahu pro vy´pocˇet spektra´ln´ı hustoty filtrovane´ho signa´lu.




h(k)u(t− k) (3.5. 4)
kde y(t) skala´rn´ı signa´l a {h(k)} je posloupnost definuj´ıc´ı va´hovou funkci. Prˇedpokla´dejme, zˇe
filtr v (3.5.4) je stabiln´ı, to jest ‖ h(k) ‖→ 0, kdyzˇ k →∞. V takove´m prˇ´ıpadeˇ y(t) je staciona´rn´ı
signa´l. V na´sleduj´ıc´ım vypocˇteme charakteristiky tohoto signa´lu, a to strˇedn´ı hodnotu my,
vza´jemnou kovariancˇn´ı funkci ryu(τ), vza´jemnou spektra´ln´ı hustotu φyu(ω), kovariancˇn´ı funkci





kde q−k je opera´tor zpeˇtne´ho k-krokove´ho posunu. Vyuzˇit´ım (3.5.5) lze model (3.5.4) zapsat jako
y(t) = H(q−1)u(t) (3.5. 6)
Strˇedn´ı hodnotu y(t) najdeme velmi lehce z (3.5.4)






h(k)mu = H(1)mu (3.5. 7)
prˇicˇemzˇ H(1) mu˚zˇeme interpretovat jako zes´ılen´ı filtru v usta´lene´m stavu. Prˇed vy´pocˇtem
autokovariancˇn´ı funkce nejdrˇ´ıve definujeme
y˜(t)
4
= y(t)−my u˜(t) 4= u(t)−mu










h(k)u˜(t− k) = H(q−1)u˜(t) (3.5. 8)
Prˇi vy´pocˇtu kovariancˇn´ıch funkc´ı pro snazsˇ´ı za´pis prˇedpokla´dejme, zˇe mu = 0.
Nejdrˇ´ıve vypocˇteme kovariancˇn´ı funkci pro y(t).
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h(j)ru(τ − j + k)h(k) (3.5. 9)









































Tento vztah popisuje, jak spektra´ln´ı hustota vy´stupn´ıho signa´lu za´vis´ı na prˇenosove´ funkci
H(eiω) a spektra´ln´ı hustoteˇ vstupn´ıho signa´lu φu(ω).
Zby´va´ vypocˇ´ıtat vza´jemnou kovariancˇn´ı funkci a vza´jemnou spektra´ln´ı hustotu.


























































Prˇenosova´ funkce H(e−iω) mu˚zˇe by´t odhadnuta z
Hˆ(e−iω) = φˆyu(ω)/φˆu(ω) (3.5. 14)
















































jsou diskre´tn´ı Fourierovy transformace sekvenc´ı {y(t)} a {u(t)}. Pro ω = 0, 2pi/N, 4pi/N, ..., pi








UN (ω)UN (−ω) = 1
2piN
| UN (ω) |2 (3.5. 19)
Takovy´ odhad spektra´ln´ı hustoty se nazy´va´ periodogram. Z (3.5.14), (3.5.17), (3.5.19) zjist´ıme
odhad prˇenosove´ funkce
Hˆ(e−iω) = YN (ω)/UN (ω) (3.5. 20)
Prˇedchoz´ı postup k z´ıska´n´ı odhadu spektra´ln´ıch hustot a na´sledneˇ odhadu prˇenosove´ funkce
vede k neprˇ´ıliˇs prˇesny´m vy´sledk˚um. Jedn´ım z d˚uvod˚u pro toto chova´n´ı je, zˇe odhad rˆyu(τ)
bude dost neprˇesny´ pro velke´ hodnoty τ , ale jednotlive´ rˆyu(τ) jsou va´zˇeny se stejnou vahou (v
(3.5.15)). Da´le v (3.5.15) je scˇ´ıta´no 2N + 1 cˇlen˚u. Prˇestozˇe estimacˇn´ı chyba kazˇde´ho cˇlenu se
bl´ızˇ´ı nule pro N → ∞, nen´ı zˇa´dna´ jistota, zˇe celkova´ estimacˇn´ı chyba soucˇtu take´ smeˇrˇuje k
nule. Tyto proble´my mohou by´t prˇekona´ny, jestlizˇe v (3.5.15) cˇleny s velky´mi hodnotami τ maj´ı








kde w(τ) je tzv. zpozˇd’ovac´ı oke´nko. Obecneˇ je oke´nko voleno tak, aby bylo rovno jedne´ pro
τ = 0, a klesalo s rostouc´ım τ , a bylo rovno nule pro
”
velke´ hodnoty“ τ .
”
Velke´ hodnoty“
znamena´ 5-10 procent z pocˇtu dat N . Analogicke´ u´vahy plat´ı pro φˆu(ω). V literaturˇe jsou
uva´deˇny nejcˇasteˇji tyto typy oke´nek:
w1(τ) = 1 | τ |≤M pravou´hle´
w1(τ) = 0 | τ |> M (3.5. 22)
w2(τ) = 1− | τ | /M | τ |≤M Barlettovo









| τ |≤M Hammingovo
w3(τ) = 0 | τ |> M (3.5. 24)
Spektra´ln´ı analy´za nema´ zˇa´dne´ specia´ln´ı omezen´ı na vstupn´ı signa´l kromeˇ toho, zˇe mus´ı by´t
nekorelovany´ s poruchou. Proto je pomeˇrneˇ obl´ıbena´ pro nejr˚uzneˇjˇs´ı aplikace, od analy´zy rˇecˇi a




Na za´veˇr te´to kapitoly charakterizujme jednotlive´ metody:
– Frekvencˇn´ı analy´za vyzˇaduje dosti dlouhe´ identifikacˇn´ı experimenty zvla´sˇteˇ tehdy, jestlizˇe
chceme pouzˇ´ıt neˇjakou techniku na redukci sˇumu. Vstupn´ı signa´l je typu sinus.
– Prˇechodova´ analy´za je snadno aplikovatelna´, ale velmi citliva´ na sˇum, a tud´ızˇ mu˚zˇeme
ocˇeka´vat pouze hruby´ model. Vstupn´ı signa´l je skok nebo impuls.
– Korelacˇn´ı analy´za je zalozˇena na pouzˇit´ı b´ıle´ho sˇumu jako vstupu. Vy´sledny´m modelem je
va´hova´ funkce. Je ma´lo citliva´ na aditivn´ı sˇum ovlivnˇuj´ıc´ı vy´stupn´ı signa´l.
– Spektra´ln´ı analy´za je necitliva´ na sˇum. Mu˚zˇe by´t pouzˇita pro pomeˇrneˇ libovolny´ vstupn´ı
signa´l. Prˇenosova´ funkce je z´ıska´na ve formeˇ logaritmicke´ frekvencˇn´ı charakteristiky
(nebo jine´ ekvivalentn´ı formy). Pro z´ıska´n´ı rozumneˇ prˇesne´ho odhadu mus´ı by´t pouzˇito
zpozˇd’ovac´ı oke´nko.





4.1 Metoda nejmensˇ´ıch cˇtverc˚u
V te´to kapitole se budeme veˇnovat linea´rn´ı regresi, ktera´ je velmi cˇasto pouzˇ´ıvana´ a to nejen ve
statistice. Struktura modelu pro linea´rn´ı regresi mu˚zˇe by´t vyja´drˇena vztahem
y(t) = ϕT (t)Θ (4.1. 1)
kde y(t) je meˇrˇitelna´ velicˇina, ϕ(t) je zna´my´ vektor dimenze n a Θ je vektor nezna´my´ch
parametr˚u dimenze n. Prvky vektoru ϕ(t) jsou cˇasto nazy´va´ny regresn´ı promeˇnne´ nebo prosteˇ
regresory. Vektor Θ nazy´vejme vektor parametr˚u. Model (4.1.1) lze prˇ´ımocˇary´m zp˚usobem
zobecnit na v´ıcerozmeˇrny´ prˇ´ıpad. Model s v´ıce meˇrˇitelny´mi velicˇinami lze zapsat jako
y(t) = ΦT (t)Θ (4.1. 2)
kde y(t) je vektor dimenze p, tj. dim(y(t)) = p, Φ(t) je matice dimenze n/p a Θ je vektor
dimenze n. Je velmi prˇirozene´ interpretovat t jako cˇas, ale pro staticke´ modely to nen´ı nutne´,
jak bude v te´to kapitole uka´za´no.
Nyn´ı uvedeme neˇkolik prˇ´ıklad˚u linea´rn´ıch regresn´ıch model˚u.
Prˇ´ıklad 4.1.1 (Polynomia´ln´ı trend)
Necht’ model je polynomia´ln´ı trend a ma´ formu
y(t) = a0 + a1t+ ...+ art
r
kde r je rˇa´d polynomu a a0, ..., ar jsou nezna´me´ koeficienty. Vy´sˇe uvedenou formu modelu
(4.4.1) z´ıska´me, pokud zavedeme znacˇen´ı
ϕ(t) = [1, t, ..., tr]T
Θ = [a0, a1, ..., ar]
T
Tento model mu˚zˇe by´t pouzˇit k popisu cˇasovy´ch rˇad, kde rˇa´d polynomu r je volen jako cele´
cˇ´ıslo. Kdyzˇ r = 0 model popisuje pouze konstantu, pro r = 1 popisuje uzˇ jakoukoliv linea´rn´ı
funkci, pro r = 2 kvadratickou atd. Vsˇimneˇme si tedy, zˇe acˇkoliv se jedna´ o linea´rn´ı regresi,




linea´rn´ı za´vislost vy´stupn´ı velicˇiny y(t) na hledany´ch parametrech Θ.
Prˇ´ıklad 4.1.2 (Va´zˇeny´ soucˇet exponencia´l)
Prˇi analy´ze prˇechodovy´ch proces˚u je vhodny´ model
y(t) = b1e
−k1t + ...+ bne−knt
Prˇedpokla´dejme, zˇe k1, ..., kn jsou zna´me´ inverzn´ı cˇasove´ konstanty, ale va´hy b1, ..., bn jsou
nezna´me´. V tomto prˇ´ıpadeˇ mu˚zˇeme polozˇit
ϕ(t) = [e−k1t, ..., e−knt]T
Θ = [b1, ..., bn]
T
Prˇ´ıklad 4.1.3(Va´hova´ funkce)
Model dynamicke´ho syste´mu zalozˇeny´ na
”
useknute´“ va´hove´ funkci. Takovy´ model lze vyja´drˇit
vztahem
y(t) = h0u(t) + h1u(t− 1) + ...+ hM−1u(t−M + 1)
Vstupn´ı signa´l u(t) je zaznamena´n beˇhem experimentu a mu˚zˇe by´t proto povazˇova´n za zna´my´.
V tomto prˇ´ıpadeˇ
ϕ(t) = [u(t), u(t− 1), ..., u(t−M + 1)]T
Θ = (h0, ..., hM−1)T
Abychom dostali dostatecˇneˇ prˇesny´ popis dynamiky syste´mu, vyzˇaduje tento model cˇasto
mnoho parametr˚u (M mu˚zˇe by´t 20-50, v oblasti aplikac´ı zpracova´n´ı signa´l˚u neˇkolik set nebo
dokonce tis´ıc). Nicme´neˇ takovy´ prˇ´ıstup je koncepcˇneˇ dosti jednoduchy´ a patrˇ´ı do ra´mce te´to
kapitoly.
Po uveden´ı neˇkolika prˇ´ıklad˚u regresn´ıch model˚u se nyn´ı budeme veˇnovat odhadu parametr˚u.
Chceme nale´zt odhad Θˆ vektoru parametr˚u Θ z meˇrˇen´ı y(1), y(2), . . . , y(N) a regresor˚u
ϕ(1), ϕ(1), . . . , ϕ(N). Za tohoto prˇedpokladu mu˚zˇeme sestavit soustavu linea´rn´ıch rovnic
y(1) = ϕT (1)Θ




y(N) = ϕT (N)Θ
V maticove´m za´pisu pak
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Jedna mozˇnost jak nale´zt Θ z (4.1.3), je samozrˇejmeˇ pouzˇ´ıt takove´ mnozˇstv´ı meˇrˇen´ı, aby N = n.
Pak Φ bude cˇtvercova´ matice. Jestlizˇe je tato matice regula´rn´ı, ma´ pak soustava linea´rn´ıch
rovnic (4.1.3) jednoznacˇne´ rˇesˇen´ı. S ohledem na vy´skyt sˇumu, poruch, nedokonale´ho modelu
je v praxi rozumne´ pouzˇ´ıt veˇtsˇ´ı pocˇet dat nezˇ je n. Pak je mozˇne´ ocˇeka´vat i zlepsˇeny´ odhad.
Avsˇak pro N > n je soustava linea´rn´ıch rovnic (4.1.3) prˇeurcˇena´ a ve veˇtsˇineˇ prˇ´ıpad˚u nema´
jednoznacˇne´ rˇesˇen´ı. Z teˇchto d˚uvod˚u je vhodne´ zave´st chyby rovnice
(t) = y(t)− ϕT (t)Θ (4.1. 5)









Ve statisticke´ literaturˇe jsou chyby rovnice nazy´va´ny rezidua. Odhad Θ ve smyslu nejmensˇ´ıch












‖  ‖2 (4.1. 6)
kde ‖ . ‖ oznacˇuje Euklidovu normu. Z (4.1.5) je zrˇejme´, zˇe chyba rovnice (t) je linea´rn´ı funkc´ı
vektoru parametr˚u Θ.
Rˇesˇen´ı tohoto optimalizacˇn´ıho proble´mu ukazuje na´sleduj´ıc´ı veˇta.
Veˇta 4.1.1 Uvazˇujme ztra´tovou funkci V (Θ) urcˇenou (4.1.5) a (4.1.6). Prˇedpokla´dejme, zˇe
matice ΦTΦ je pozitivneˇ definitn´ı. Pak V (Θ) ma´ jedine´ minimum
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Θˆ = (ΦTΦ)−1ΦTY
= Φ†Y (4.1. 7)
Odpov´ıdaj´ıc´ı minima´ln´ı hodnota V (Θ) je pak
min
Θ
V (Θ) = V (Θˆ) =
1
2
[Y TY − Y TΦ(ΦTΦ)−1ΦTY ] (4.1. 8)
Poznamenejme, zˇe vy´raz Φ† = (ΦTΦ)−1ΦT se oznacˇuje jako Moore-Penroseova pseudoinverse cˇi
zobecneˇna´ inverse obde´ln´ıkove´ matice Φ. Pseudoinverse prˇecha´z´ı v inverzi, pokud Φ je cˇtvercova´
regula´rn´ı matice.
Du˚kaz. Pouzˇit´ım (4.1.3), (4.1.5) a (4.1.6) mu˚zˇeme nale´zt explicitn´ı vyja´drˇen´ı ztra´tove´ funkce
V (Θ). Lze videˇt, zˇe V (Θ) jako funkce Θ ma´ kvadraticky´, linea´rn´ı a konstantn´ı cˇlen. Tud´ızˇ je
mozˇne´ pouzˇ´ıt techniku doplneˇn´ı na cˇtverec. Ma´me


















[Y TY − Y TΦ(ΦTΦ)−1ΦTY ]
Druhy´ cˇlen neza´vis´ı na Θ. Protozˇe ΦTΦ je podle prˇedpokladu pozitivneˇ definitn´ı, bude prvn´ı cˇlen
vzˇdy veˇtsˇ´ı nebo roven nule. Tud´ızˇ mu˚zˇeme minimalizovat V (Θ) polozˇen´ım prvn´ıho cˇlenu rovno
nule. Ale t´ım dostaneme prˇesneˇ (4.1.7) a za´rovenˇ okamzˇiteˇ i minima´ln´ı hodnotou ztra´tove´ funkce.
Pozna´mka . Matice ΦTΦ, jak vyply´va´ z konstrukce, je vzˇdy nonnegativneˇ definitn´ı (nebo-li
pozitivneˇ semi-definitin´ı). Jestlizˇe je singula´rn´ı (pozitivneˇ semidefinitn´ı), prˇedchoz´ı vy´pocˇty




= −Y TΦ + ΘT (ΦTΦ)
nebo-li
(ΦTΦ)Θ = ΦTY (4.1. 9)
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Kdyzˇ ΦTΦ je singula´rn´ı, pak Φ nema´ plnou hodnost (to jest hodnost Φ < n). Jestlizˇe vsˇak jsou
experiment a struktura modelu dobrˇe zvoleny a je dostatecˇny´ pocˇet rovnic N , pak matice Φ by
meˇla mı´t plnou hodnost.
Prˇ´ıklad 4.1.4. Uvazˇujme model (4.1.1) ve tvaru
y(t) = b.
To znamena´, zˇe chceme odhadnout konstantu z meˇrˇen´ı, ktere´ mohou by´t pod vlivem sˇumu.
Dostaneme













[y(1) + ...+ y(N)]
tedy jednodusˇe aritmeticky´ pr˚umeˇr vsˇech meˇrˇen´ı.
Pozna´mka . V prˇ´ıpadeˇ, zˇe je k dispozici me´neˇ rovnic N nezˇ je nezna´my´ch n, tj. N < n, existuje
nekonecˇneˇ mnoho rˇesˇen´ı soustavy (4.1.3) pro odhad parametr˚u Θ. Uvazˇujme pro jednoduchost
na´sleduj´ıc´ı nedourcˇenou soustavu N (deterministicky´ch) linea´rn´ıch rovnic o n nezna´my´ch
Y = ΦΘ
kde N < n a hodnost Θ je N . Jednou z mozˇnost´ı pro nalezen´ı odhadu Θ je pak zvolit n −
N hledany´ch parametr˚u na za´kladeˇ apriorn´ı znalosti a zbyle´ dopocˇ´ıtat “standardn´ı” metodou
nejmensˇ´ıch cˇtverc˚u. Druhou mozˇnost´ı, prˇi nedostatku apriorn´ıch znalost´ı, je na´sleduj´ıc´ı odhad
ΘˆminNorm = Φ
T (ΦΦT )−1Y (4.1. 10)
ktery´ je optima´ln´ı dle na´sleduj´ıc´ıho kriteria
ΘˆminNorm = arg min
Θ
‖Θ‖2 (4.1. 11)
Platnost tohoto tvrzen´ı lze snadno oveˇrˇit na´sleduj´ıc´ım vy´pocˇtem. Uvazˇujme libovolny´ vektor Θ
splnˇuj´ıc´ı rovnost Y = ΦΘ, pak lze psa´t
‖Θ‖2 = ΘTΘ
= (Θ− ΘˆminNorm + ΘˆminNorm)T (Θ− ΘˆminNorm + ΘˆminNorm)
= (Θ− ΘˆminNorm)T (Θ− ΘˆminNorm) + ΘˆTminNormΘˆminNorm
= ‖Θ− ΘˆminNorm‖2 + ‖ΘˆminNorm‖2
≥ ‖ΘˆminNorm‖2 (4.1. 12)
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kde byla pouzˇita rovnost
(Θ− ΘˆminNorm)T ΘˆminNorm = (Θ− ΘˆminNorm)TΦT (ΦΦT )−1Y
= (Φ(Θ− ΘˆminNorm))T (ΦΦT )−1Y
= (ΦΘ− ΦΘˆminNorm)T (ΦΦT )−1Y
= (Y − ΦΦT (ΦΦT )−1Y )T (ΦΦT )−1Y
= 0 (4.1. 13)
Odhad (4.1. 10) lze tedy cha´pat jako rˇesˇen´ı optimalizacˇn´ıho proble´mu (4.1. 11) s omezen´ım Y =
ΦΘ. Poznamenejme jesˇteˇ, vzhledem k vlastnostem kvadraticke´ funkce, ktera´ je minimalizova´na,
nebudou typicky jednotlive´ elementy odhadu ΘˆminNorm (4.1. 10) naby´vat ”
extre´mn´ıch“ hodnot
(naprˇ. prvn´ı element vektoru ΘˆminNorm(1) bl´ızky´ nule, zat´ımco ΘˆminNorm(2) v rˇa´dech tis´ıc˚u), ale
sp´ıˇse elementy odhadu budou naby´vat
”
podobny´ch“ hodnot. To mu˚zˇe by´t uzˇitecˇne´ z hlediska
numericke´ho.
4.2 Analy´za
Nyn´ı se budeme veˇnovat statisticky´m vlastnostem odhadu (4.1.7). Nejprve stanovme
prˇedpoklady na data. Necht’ data vyhovuj´ı na´sleduj´ıc´ımu vztahu
y(t) = ϕT (t)Θ0 + e(t) (4.2. 1)
kde Θ0 je vektor skutecˇny´ch parametr˚u a ϕ
T (t) je deterministicky´ vektor regresor˚u. Da´le
prˇedpokla´dejme, zˇe e(t) je stochasticka´ absolutneˇ na´hodna´ promeˇnna´ s nulovou strˇedn´ı hodno-
tou a varianc´ı λ2, tj. b´ıly´ sˇum. Maticovy´ za´pis rovnice (4.2.1) je










Statisticke´ vlastnosti odhadu pak ukazuje na´sleduj´ıc´ı veˇta.
Veˇta 4.2.1. Uvazˇujme odhad (4.1.7). Prˇedpokla´dejme, zˇe data splnˇuj´ı (4.2.1), kde e(t) je b´ıly´
sˇum s nulovou strˇedn´ı hodnotou a varianc´ı λ2. Pak
i) Θˆ je nestranny´ odhad Θ0
ii) Kovariancˇn´ı matice Θˆ je λ2(ΦTΦ)−1
iii) Nestranny´ odhad λ2 je da´n s2 = 2V (Θˆ)/(N − n).
Du˚kaz. Pouzˇit´ım rovnic (4.1.7) a (4.2.1) dostaneme
Θˆ = (ΦTΦ)−1ΦT {ΦΘ0 + e} = Θ0 + (ΦTΦ)−1ΦT e
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a tud´ızˇ
EΘˆ = Θ0 + (Φ
TΦ)−1ΦTEe = Θ0
cozˇ dokazuje bod i).
Pro d˚ukaz bodu ii) poznamenejme, zˇe prˇedpoklad na b´ıly´ sˇum implikuje EeeT = λ2I. Pak
E(Θˆ − Θ0)(Θˆ − Θ0)T = E[(ΦTΦ)−1ΦT e][(ΦTΦ)−1ΦT e]T = (ΦTΦ)−1ΦTEeeTΦ(ΦTΦ)−1 =
(ΦTΦ)−1ΦTλ2IΦ(ΦTΦ)−1 = λ2(ΦTΦ)−1
cozˇ dokazuje bod ii).









eT [I − Φ(ΦTΦ)−1ΦT ]e
Strˇedn´ı hodnota odhadu s2 mu˚zˇe pak by´t vypocˇtena takto:
Es2 = 2EV (Θˆ)/(N − n) = Etr{eT [I − Φ(ΦTΦ)−1ΦT ]e}/(N − n)
= Etr{[IN − Φ(ΦTΦ)−1ΦT ]eeT }/(N − n)
= tr[IN − Φ(ΦTΦ)−1ΦT ]λ2IN/(N − n)
= [trIN − tr{Φ(ΦTΦ)−1ΦT }]λ2/(N − n)
= [trIN − tr{(ΦTΦ)−1(ΦTΦ)}]λ2/(N − n)
= [trIN − trIn]λ2/(N − n) = (N − n)λ2/(N − n) = λ2
Prˇi vy´pocˇtech IN (In) oznacˇuje identickou matici rˇa´du N(n) a symbol tr je stopa matice.
Uka´zali jsme, zˇe s2 je nestranny´ odhad λ2, cozˇ dokazuje bod iii).
Pozna´mka . Poznamenejme, zˇe v d˚ukazu je nezbytne´, aby Φ byla deterministicka´ matice. Pak
bylo mozˇne´ vytknout matici Φ ze strˇedn´ı hodnoty a doka´zat zmı´neˇne´ statisticke´ vlastnosti
odhadu. Prˇi uvazˇova´n´ı stochasticke´ matice Φ je odvykle nezbytne´ diskutovat vlastnosti odhadu
za prˇedpokladu nekonecˇneˇ mnoha dat, jak bylo naznacˇeno v kapitole 2.5.
Ve veˇteˇ 4.2.1 jsme prˇedpokla´dali, zˇe porucha e(t) ve (4.2.1) je b´ıly´ sˇum, to jest, zˇe e(t) a e(s)
jsou nekorelovane´ pro vsˇechna t 6= s. Zkoumejme nyn´ı co se stane, jestlizˇe prˇedpoklad nen´ı
splneˇn. Prˇedpokla´dejme, zˇe (4.2.1) plat´ı, ale
EeeT = R (4.2. 3)
kde R je pozitivneˇ definitn´ı matice s nenulovy´mi prvky mimo diagona´lu. Z d˚ukazu veˇty je videˇt,
zˇe Θˆ bude sta´le nestranny´ odhad Θ0. Avsˇak kovariancˇn´ı matice Θˆ bude nyn´ı
cov(Θˆ) = (ΦTΦ)−1ΦTRΦ(ΦTΦ)−1 (4.2. 4)
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4.3 Nejlepsˇ´ı linea´rn´ı nestranny´ odhad
Rozsˇiˇrme trˇ´ıdu identifikacˇn´ıch metod a uvazˇujme obecny´ linea´rn´ı odhad Θ. Takovy´ odhad lze
zapsat ve tvaru
Θˆ = ZY, (4.3. 1)
kde Z je matice n/N za´visla´ na matici regresor˚u Φ. Vsˇimneˇme si, zˇe odhad ve smyslu nejmensˇ´ıch
cˇtverc˚u (4.1.7) je specia´ln´ı prˇ´ıpad (4.3. 1), ktery´ dostaneme pro
Z = Φ† = (ΦTΦ)−1ΦT
Uka´zˇeme nyn´ı, jak vybrat Z, aby odhad byl nejen nestranny´, ale aby meˇl i minima´ln´ı kovariancˇn´ı
matici. Takovy´ odhad je nazy´va´n jako nejlepsˇ´ı linea´rn´ı nestranny´ odhad (BLUE, z anglicke´ho
”
best linear unbiased estimate“) nebo take´ Markovsky´ odhad.
Veˇta 4.3.1. Uvazˇujme odhad (4.3. 1). Prˇedpokla´dejme, zˇe data splnˇuj´ı (4.2.1), poprˇ. (4.2.3).
Necht’
Z∗ = (ΦTR−1Φ)−1ΦTR−1 (4.3. 2)
Pak odhad Θˆ∗ = Z∗Y je nestranny´ odhad Θ0. Da´le, kovariancˇn´ı matice chyby odhadu je
minima´ln´ı ve smyslu
covZ∗(Θˆ
∗) = (ΦTR−1Φ)−1 ≤ covZ(Θˆ) (4.3. 3)
pro vsˇechny nestranne´ linea´rn´ı odhady Θˆ (4.3. 1). Poznamenejme, zˇe maticova´ nerovnost
P1 ≤ P2 znacˇ´ı, zˇe P2 − P1 je pozitivneˇ semi-definitn´ı matice.
Du˚kaz. Pozˇadavek na nestranny´ odhad je
Θ0 = EΘˆ = EZ(ΦΘ0 + e) = ZΦΘ0
Jelikozˇ Θ0 je libovolne´, mus´ı platit
ZΦ = I (4.3. 4)
Poznamenejme, zˇe vy´beˇr (4.3. 2) splnˇuje (4.3.4). Pak kovariancˇn´ı matice, v obecne´m prˇ´ıpadeˇ,
bude
covZ(Θˆ) = E(ZY −Θ0)(ZY −Θ0)T = ZRZT (4.3. 5)
Jestlizˇe vybereme Z = Z∗ ze (4.3. 2) dostaneme
covZ∗(Θˆ
∗) = (ΦTR−1Φ)−1ΦTR−1RR−1Φ(ΦTR−1Φ)−1 = (ΦTR−1Φ)−1 (4.3. 6)
z cˇehozˇ vyply´va´ rovnost v (4.3. 3). Zaby´vejme se nyn´ı nerovnost´ı v (4.3. 3).
Necht’ Θ˜ oznacˇuje chybu odhadu Θˆ − Θ0 pro obecny´ odhad ve smyslu (4.3. 1) a Θ˜∗ pro odhad
Θˆ∗ spocˇteny´ na za´kladeˇ (4.3. 2). Pak dostaneme
covZ(Θˆ) = EΘ˜Θ˜
T = E[Θ˜− Θ˜∗][Θ˜− Θ˜∗]T + EΘ˜Θ˜∗T + EΘ˜∗Θ˜T − EΘ˜∗Θ˜∗T (4.3. 7)




EΘ˜Θ˜∗T = EZeeT (Z∗)T = ZR(Z∗)T = ZRR−1Φ(ΦTR−1Φ)−1
= ZΦ(ΦTR−1Φ)−1 = (ΦTR−1Φ)−1 = EΘ˜∗Θ˜∗T
= [EΘ˜∗Θ˜T ]T
Prˇi vy´pocˇtech jsme pouzˇili (4.3.4). Nyn´ı (4.3. 7) da´va´
covZ(Θˆ) = E[Θ˜− Θ˜∗][Θ˜− Θ˜∗]T + (ΦTR−1Φ)−1 ≥ (ΦTR−1Φ)−1
cozˇ dokazuje (4.3. 3).
Pozna´mka . Prˇedpokla´dejme R = λ2I. Pak dostaneme Z∗ = (ΦTΦ)−1ΦT Odhad parametr˚u pak
prˇejde na odhad ve smyslu nejmensˇ´ıch cˇtverc˚u (4.1.7).
Pozna´mka . Odhad (4.3. 2) je v literaturˇe mnohdy oznacˇova´n jako odhad ve smyslu va´zˇeny´ch
nejmensˇ´ıch cˇtverc˚u.
Pozna´mka . Mu˚zˇe existovat nelinea´rn´ı odhad s lepsˇ´ı prˇesnost´ı? Lze uka´zat, zˇe pokud e(t) je
gaussovske´, pak linea´rn´ı odhad (4.3. 1) s (4.3. 2) je nejlepsˇ´ı mezi vsˇemi nelinea´rn´ımi nestranny´mi
odhady.
V na´sleduj´ıc´ım prˇ´ıkladu budeme ilustrovat BLUE (4.3. 1), (4.3. 2).
Prˇ´ıklad 4.3.1. Necht’ model je da´n
y(t) = b0 + e(t)



















Pak odhad parametru b ve smyslu BLUE je















jsou male´, jestlizˇe meˇrˇen´ı je neprˇesne´ (λi je velke´) a naopak.
4.4 Vy´pocˇetn´ı detaily
V te´to podkapitole se budeme zaby´vat numericky´mi aspekty vy´pocˇtu odhadu ve smyslu
nejmensˇ´ıch cˇtverc˚u (4.1.7) na za´kladeˇ soustavy rovnic (4.1.9). Povsˇimneme si na´sleduj´ıc´ıch
prˇ´ıstup˚u:
– rˇesˇen´ı norma´ln´ıch rovnic,
– ortogona´ln´ı triangularizace,
– rekurzivn´ı algoritmy.
Prvn´ı prˇ´ıstup je stanovit matice ΦTΦ a ΦTY a pak rˇesˇit soustavu norma´ln´ıch rovnic
(ΦTΦ)Θ = ΦTY (4.4. 1)
To je samozrˇejmeˇ jednoduchy´, prˇ´ımocˇary´ prˇ´ıstup, ale je citlivy´ na numericke´ chyby prˇi












kde  je male´ cˇ´ıslo. Pak norma´ln´ı rovnice (4.4.1) budou[
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Da´le pak prˇedpokla´dejme, zˇe prˇesnost numericky´ch vy´pocˇt˚u je η (to jest nemu˚zˇeme rozliˇsit










nemaj´ı zˇa´dne´ rˇesˇen´ı! Mohou by´t konstruova´ny i jine´ prˇ´ıklady na uka´zku, jak zaokrouhlovac´ı
chyby drasticky ovlivnˇuj´ı rˇesˇen´ı. V takovy´ch prˇ´ıpadech ma´ matice Φ sn´ızˇenou hodnost, to jest
sloupce jsou veˇtsˇinou linea´rneˇ za´visle´.
Druhy´ prˇ´ıstup, ortogona´ln´ı triangularizace, je take´ zna´my´ jako QR metoda. Idea je na´sleduj´ıc´ı.
Pomoc´ı QR metody spocˇ´ıta´me rozklad matice Φ na matici ortogona´ln´ı Q a matici cˇtvercovou







Poznamenejme, zˇe pro ortogona´ln´ı matici Q plat´ı Q−1 = Q, QTQ = I a tedy i QQT = I. Pak,
namı´sto p˚uvodn´ı prˇeurcˇene´ soustavy linea´rn´ıch rovnic
ΦΘ = Y (4.4. 4)
po vyna´soben´ı zleva ortogona´ln´ı matic´ı Q dostaneme
QΦΘ = QY (4.4. 5)
To neovlivn´ı ztra´tovou funkci (4.1.6), protozˇe
‖ QY −QΦΘ ‖2=‖ Q(Y −ΦΘ) ‖2= (Y −ΦΘ)TQTQ(Y −ΦΘ) = (Y −ΦΘ)T (Y −ΦΘ) =‖ Y −ΦΘ ‖2












cozˇ na´sledneˇ vede k na´sleduj´ıc´ımu tvaru ztra´tove´ funkce
V (Θ) =‖ QΦΘ−QY ‖2=‖ RΘ− z1 ‖2 + ‖ z2 ‖2 (4.4. 7)
ktera´ je minimalizova´na, kdyzˇ
RΘ = z1 (4.4. 8)
Lze videˇt, minima´ln´ı hodnota, kterou mu˚zˇe kriteria´ln´ı funkce (4.4.7) naby´t je
min
Θ
V (Θ) =‖ z2 ‖2= zT2 z2 (4.4. 9)
Za prˇedpokladu, zˇe R je regula´rn´ı (cozˇ je ekvivalentn´ı, zˇe Φ ma´ plnou hodnost a take´ ΦTΦ
je regula´rn´ı) lze snadno rˇesˇit linea´rn´ı soustavu (4.4.8) zpeˇtny´m chodem substitucˇn´ı metody,
protozˇe R je troju´heln´ıkova´ matice.
Metoda QR vyzˇaduje prˇiblizˇneˇ dvana´ctkra´t v´ıce operac´ı nezˇ prˇ´ıme´ rˇesˇen´ı norma´ln´ıch rovnic.
Jej´ı vy´hodou je, zˇe je mnohem me´neˇ citliva´ na chyby zaokrouhlen´ı. Prˇedpokla´dejme, zˇe relativn´ı
chyby v datech jsou velikosti  a zˇe prˇesnost operace je η. Pak, abychom se vyhnuli nerozumny´m
chyba´m ve vy´sledku, meˇli bychom pozˇadovat, aby η < 2 pro norma´ln´ı rovnice, zat´ımco pro QR
metodu je postacˇuj´ıc´ı η < .
Trˇet´ı prˇ´ıstup je pouzˇ´ıt rekurzivn´ı algoritmy. Matematicky´ popis a analy´za teˇchto algoritmu˚
jsou uvedeny v kapitole 8. Idea je prˇepsat odhad (4.1.7) do formy
Θˆ(t) = Θˆ(t− 1) +K(t)[y(t)− ϕT (t)Θˆ(t− 1)] (4.4. 10)
kde Θˆ(t) oznacˇuje odhad zalozˇeny´ na t rovnic´ıch (t-ty´ rˇa´dek v Φ). Vy´raz y(t) − ϕT (t)Θˆ(t − 1)
mu˚zˇe by´t cha´pa´n jako chyba predikce. Ukazuje, jak dobrˇe mu˚zˇe by´t predikova´no skutecˇne´
meˇrˇen´ı y(t) vektorem parametr˚u Θˆ(t − 1), ktery´ je z´ıska´n z prˇedchoz´ıch dat. Pro vektor zisku
K(t) je typicke´, zˇe s rostouc´ım t klesa´ jako 1/t. Rozd´ıl mezi jednotlivy´mi rekurzivn´ımi algoritmy
je pra´veˇ v tom, jak vyb´ıraj´ı K(t).
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4.5 Metoda nejmensˇ´ıch cˇtverc˚u s linea´rn´ım omezen´ım
Azˇ doposud jsme sa zaby´vali metodou nejmensˇ´ıch cˇtverc˚u bez ohledu na vy´znam cˇi interpretaci
odhadovany´ch parametr˚u formuj´ıc´ıch vektor Θ. Prˇedpokla´dali jsme, zˇe parametry mohou naby´t
libovolny´ch hodnot v oboru rea´lny´ch cˇ´ısel. V mnoha situac´ıch vsˇak tento prˇedpoklad nen´ı platny´
a odhadovane´ parametry mohou lezˇet jen v jiste´ podmnozˇineˇ rea´lny´ch cˇ´ısel. Jako prˇ´ıklad uved’me
dveˇ na´sleduj´ıc´ı situace:
a) Prˇedpokla´dejme urcˇova´n´ı polohy (longitudina´ln´ı, latera´ln´ı i vy´sˇkove´) objektu na za´kladeˇ
satelitn´ıch meˇrˇen´ı syste´mu GPS. Typicky je tato u´loha rˇesˇena metodou nejmensˇ´ıch cˇtverc˚u,
kdy hledana´ poloha objektu je soucˇa´st´ı vektoru nezna´my´ch parametr˚u a vektor regresor˚u
je da´n zna´mou polohou satelit˚u. Takove´to rˇesˇen´ı je plneˇ dostacˇuj´ıc´ı naprˇ. v situaci, kdy
urcˇujeme polohu letadla, ktere´ se v principu mu˚zˇe pohybovat kdekoliv. Pokud bychom
ale uvazˇovali u´lohu hleda´n´ı pozice vlaku, situace je uzˇ jina´; vlak nemu˚zˇe by´t kdekoliv,
ale pouze na kolej´ıch. Z d˚uvodu zasˇumeˇny´ch satelitn´ıch meˇrˇen´ı lze jen steˇzˇ´ı prˇedpokla´dat,
zˇe odhadnuta´ pozice vlaku pomoc´ı doposud uvazˇovane´ metody nejmensˇ´ıch cˇtverc˚u bude
odpov´ıdat umı´steˇn´ı kolej´ı a velmi pravdeˇpodobneˇ bude odhad pouze v jejich okol´ı.
Jedno z mozˇny´ch rˇesˇen´ı tohoto proble´mu je pouzˇ´ıt metodu nejmensˇ´ıch cˇtverc˚u s rovnostn´ım
omezen´ım. Rovnostn´ı omezen´ı, definuj´ıc´ı podmnozˇinu rea´lny´ch cˇ´ısel, mu˚zˇe by´t v tomto
prˇ´ıpadeˇ cha´pa´no jako neˇjaka´ krˇivka v horizonta´ln´ı rovineˇ popsana´ vztahem
g(Θ) = 0
da´vaj´ıc´ı do vztahu longitudina´ln´ı a latera´ln´ı pozici kolej´ı, resp. vlaku.
b) Prˇedpokla´dejme u´lohu, kdy c´ılem je odhad koncentrace chemicky´ch la´tek v roztoku na
za´kladeˇ meˇrˇen´ı elektricky´ch vlastnost´ı roztoku. Koncentrace jako takova´ mu˚zˇe naby´vat
jen kladny´ch hodnot. Avsˇak z d˚uvodu neprˇesny´ch meˇrˇen´ı mu˚zˇe odhad koncentrace la´tky
vyj´ıt za´porny´, cozˇ nemu˚zˇe odpov´ıdat realiteˇ.
Mozˇne´ rˇesˇen´ı te´to u´lohy spocˇ´ıva´ v pouzˇit´ı metody nejmensˇ´ıch cˇtverc˚u s explicitn´ım
uvazˇova´n´ım nerovnostn´ıho omezen´ı, ktere´ je, v tomto prˇ´ıpadeˇ, da´no nerovnost´ı
Θ ≥ 0
Podobny´ch situac´ı, kdy hleda´me odhad na jiste´ podmnozˇineˇ rea´lny´ch cˇ´ısel, bychom v aplikac´ıch
nasˇli bezpocˇet. Proto byla znacˇna´ pozornost veˇnova´na odhadu prˇi explicitn´ım uvazˇova´n´ı jiste´ho
omezen´ı hledany´ch parametr˚u. V na´sleduj´ıc´ı cˇa´stech je proto formulova´na u´loha odhadu stavu
s rovnostn´ım a nerovnostn´ım linea´rn´ım omezen´ım a uka´za´no jej´ı rˇesˇen´ı.
4.5.1 Rovnostn´ı omezen´ı
Uvazˇujme soustavu N linea´rn´ıch rovnic o n nezna´my´ch zapsany´ch v jizˇ drˇ´ıve uvazˇovane´m ma-
ticove´m za´pisu
Y = ΦΘ + E (4.5. 11)
kde Φ je matice sloupcovou hodnost´ı. Meˇjme take´ danou mnozˇinu m linea´rn´ıch omezen´ı hle-
dany´ch parametr˚u dane´ linea´rn´ı maticovou rovnic´ı
DΘ = d (4.5. 12)
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kde m < n, D je zna´ma´ matice o rozmeˇrech m/n s plnou rˇa´dkovou hodnost´ı a d je zna´my´
vektor o m prvc´ıch. C´ılem je nale´zt odhad vektoru parametr˚u Θˆ ve smyslu nejmensˇ´ıch cˇtverc˚u
s ohledem na omezen´ı (4.5. 12), tj. hleda´me na´sleduj´ıc´ı odhad
Θˆ = arg min
Θ
1
2 [Y − ΦΘ]T [Y − ΦΘ] s.t. DΘ = d (4.5. 13)
kde zkratka s.t. znacˇ´ı
”
s ohledem na“ (z anglicke´ho
”
subject to“). V literaturˇe existuje neˇkolik
postup˚u rˇesˇen´ı optimalizacˇn´ıho proble´mu (4.5. 13), avsˇak zde bude pozornost veˇnova´na trˇem
vy´znamny´m za´stupc˚um, a to (i) reformulace a algebraicke´ rˇesˇen´ı, (ii) aproximacˇn´ı rˇesˇen´ı me-
todou va´zˇeny´ch nejmensˇ´ıch cˇtverc˚u a (iii) minimalizace pouzˇit´ım Lagrangeovy´ch multiplika´tor˚u.
Reformulace a algebraicke´ rˇesˇen´ı vztahu (4.5. 13) je zalozˇena na prˇ´ımocˇare´ mysˇlence redukce
pocˇtu linea´rn´ıch rovnic (4.5. 11) pomoc´ı rovnic dany´ch omezen´ı (4.5. 12) a na´sledne´m rˇesˇen´ı
soustavyN o n−m nezna´my´ch standardn´ı metodou nejmensˇ´ıch cˇtverc˚u. Nejle´pe lze tento prˇ´ıstup
ilustrovat na´sleduj´ıc´ım jednoduchy´m prˇ´ıkladem, kdy uvazˇujeme dveˇ rovnice o dvou nezna´my´ch
Θ = [Θ1,Θ2]
T
y(1) = [1, 2]Θ + e(1) (4.5. 14)
y(2) = [2, 3]Θ + e(2) (4.5. 15)
a ohledem na omezen´ı
Θ1 + Θ2 = 3 (4.5. 16)
Pak z rovnice omezen´ı (4.5. 16) lze vyja´drˇit naprˇ. Θ1 = 3 − Θ2 a dosadit do (4.5. 14), cozˇ
vede na soustavu dvou rovnic o jedne´ nezna´me´ prˇ´ımo rˇesˇitelnou drˇ´ıve prˇedstavenou metodou
nejmensˇ´ıch cˇtverc˚u. Acˇkoliv se jedna´ o prˇ´ımocˇare´ rˇesˇen´ı, pro u´lohy veˇtsˇ´ıch rozmeˇr˚u je nevhodne´.
Aproximacˇn´ı rˇesˇen´ı metodou va´zˇeny´ch nejmensˇ´ıch cˇtverc˚u je zalozˇeno na rozsˇ´ıˇren´ı soustavy rov-






















Takto definovana´ soustava rovnic prˇirozeneˇ vede na metodu va´zˇeny´ch nejmensˇ´ıch cˇtverc˚u po-
skytuj´ıc´ıch odhad
Θˆ = (Φ˜TW Φ˜)−1Φ˜TWY˜ (4.5. 18)
Va´hova´ matice W je uzˇivatelem volena´ jako diagona´ln´ı matice, kde prvn´ıch N diagona´ln´ıch
prvk˚u je zvoleno jako “mala´” cˇ´ısla a posledn´ıch m prvk˚u jako “velka´” cˇ´ısla. Motivace pro tuto
volbu vycha´z´ı z faktu, zˇe rovnostn´ı omezen´ı lze cha´pat jako naprosto prˇesna´ meˇrˇen´ı, jimzˇ prˇi
rˇesˇen´ı veˇrˇ´ıme nejv´ıce.
Acˇkoliv se opeˇt jedna´ o jednoduche´ rˇesˇen´ı za pomoci jizˇ prˇedstavene´ho standardn´ıho algoritmu,
ma´ neˇkolik nevy´hod. Prvn´ı spocˇ´ıva´ ve vhodne´ volbeˇ va´hove´ matice. Pokud jsou diagona´ln´ı
prvky zvoleny prˇ´ıliˇs odliˇsneˇ, bude rˇesˇen´ı rovnice (4.5. 18) sˇpatneˇ podmı´neˇne´ a mu˚zˇe ve´st
k numericky´m proble´mu˚m. Z podstaty veˇci, take´ nelze ocˇeka´vat, zˇe vy´sledny´ odhad bude plneˇ
vyhovovat omezen´ı. Jak daleko bude odhad od splneˇn´ı omezen´ı za´vis´ı na konkre´tn´ı volbeˇ va´hove´
matice.
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Minimalizace pouzˇit´ım Lagrangeovy´ch multiplika´tor˚u vycha´z´ı z teorie hleda´n´ı optima prˇi dane´m
rovnostn´ım omezen´ı, kde je kriteria´ln´ı funkce nejmensˇ´ıch cˇtverc˚u (4.1.6) rozsˇ´ıˇrena o rovnostn´ı
omezen´ı (4.5. 12). Rozsˇ´ıˇrena´ kriteria´ln´ı funkce pro minimalizaci je da´na
L(Θ, λ) = 12 [Y − ΦΘ]T [Y − ΦΘ] + λT (DΘ− d) (4.5. 19)
kde λ je m dimenziona´ln´ı vektor nezna´my´ch Lagrangeovy´ch multiplika´tor˚u. Minimum (4.5. 19)
s ohledem na parametry Θ a multiplika´tory λ vycha´z´ı z parcia´ln´ıch derivac´ı krite´ria (4.5. 19)
∂L(Θ, λ)
∂Θ
= −(Y − ΦΘ)TΦ + λTD != 0 (4.5. 20)
∂L(Θ, λ)
∂λ
= DΘ− d != 0 (4.5. 21)













Z rovnice (4.5. 20), s pouzˇit´ım substituce P = (ΦTΦ)−1, plyne
Θˆ = P (ΦTY −DTλ) (4.5. 23)
Dosazen´ım (4.5. 23) do (4.5. 21) vede na vztah pro vy´pocˇet multiplika´tor˚u
λ = (DPDT )−1(DPΦTY − d) (4.5. 24)
jehozˇ dosazen´ım do (4.5. 23) z´ıska´me fina´ln´ı vztah pro odhad parametr˚u ve smyslu nejmensˇ´ıch
cˇtverc˚u prˇi respektova´n´ı omezen´ı
Θˆ =
(
P − PDT (DPDT )−1DP )ΦTY + PDT (DPDT )−1d (4.5. 25)
Rˇesˇen´ı uvazˇovane´ho proble´mu pomoc´ı Lagrangeovy´ch multiplika´tor˚u sice vede na kompliko-
vaneˇjˇs´ı vztah, avsˇak pro jeho pouzˇit´ı nen´ı nutna´ specifikace jake´hokoliv parametru uzˇivatelem
a vy´sledny´ odhad zarucˇeneˇ splnˇuje omezen´ı. Pokud by bylo zapotrˇeb´ı, lze k tomuto odhadu
dopocˇ´ıtat i kovariancˇn´ı matici chyby odhadu, jak je uka´za´no naprˇ. v [62].
4.5.2 Nerovnostn´ı omezen´ı
V prˇ´ıpadeˇ nerovnostn´ıho omezen´ı opeˇt uvazˇujeme soustavu linea´rn´ıch rovnic (4.5. 11), avsˇak
omezen´ı je da´no soustavou nerovnic zapsany´ch v maticove´ formeˇ jako
dL ≤ DΘ ≤ dU (4.5. 26)
kde D je zna´ma´ matice o rozmeˇrech m/n a dL, dU jsou zna´me´ vektory o m prvc´ıch. C´ılem je
nale´zt odhad vektoru parametr˚u Θˆ ve smyslu nejmensˇ´ıch cˇtverc˚u s ohledem na omezen´ı (4.5. 26),
tj. hleda´me na´sleduj´ıc´ı odhad
Θˆ = arg min
Θ
1
2 [Y − ΦΘ]T [Y − ΦΘ] s.t. dL ≤ DΘ ≤ dU (4.5. 27)
Tato formulace prˇ´ımo vede na u´lohu kvadraticke´ho programova´n´ı, jako podskupinu metod pro-
gramova´n´ı nelinea´rn´ıho. Blizˇsˇ´ı prˇedstaven´ı metod kvadraticke´ho programova´n´ı by bylo nad
ra´mec teˇchto skript i prˇedmeˇtu, proto se omez´ıme jen na konstatova´n´ı, zˇe u´lohu kvadraticke´ho
programova´n´ı lze rˇesˇit mnoha softwarovy´mi na´stroji, mezi ktery´mi mu˚zˇeme zmı´nit program
MATLAB a jeho funkci
”
lsqlin“. Detailn´ı informace o metoda´ch kvadraticke´ho programova´n´ı
v ra´mci metody nejmensˇ´ıch cˇtverc˚u lze naj´ıt naprˇ. v [63].
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4.6 Shrnut´ı
Proved’me shrnut´ı te´to kapitoly. Definovali jsme linea´rn´ı regresn´ı modely a odvodili odhad
nezna´my´ch parametr˚u ve smyslu nejmensˇ´ıch cˇtverc˚u. Pak jsme se zaby´vali statisticky´mi
vlastnostmi. Byl vyuzˇit vy´znamny´ prˇedpoklad, zˇe regresn´ı promeˇnne´ jsou deterministicke´ a
zna´me´ funkce. Pote´ jsme rozsˇ´ıˇrili analy´zu na obecne´ linea´rn´ı nestranne´ odhady. Konkre´tneˇ jsme
odvodili odhady parametr˚u maj´ıc´ı nejmensˇ´ı kovariancˇn´ı matici a odhady s ohledem na linea´rn´ı
omezen´ı.
Linea´rn´ı regrese je velmi prozkoumana´ oblast. Rozsa´hla´ a kvalitn´ı publikace v cˇesˇtineˇ je [32] a
v anglicˇtineˇ naprˇ. [62]. Z oblasti ekonometricke´ literatury cˇi cˇasovy´ch rˇad naprˇ. uved’me [10],





V te´to kapitole se budeme zaby´vat vy´znamem a rol´ı struktury modelu M . Zavedeme obecny´
popis linea´rn´ıch model˚u a vy´klad podporˇ´ıme rˇadou prˇ´ıklad˚u.
Nejprve se vsˇak budeme veˇnovat obecny´m pozna´mka´m ty´kaj´ıc´ıch se klasifikace model˚u. Po-
znamenejme, zˇe tohoto te´matu jsme se dotkli jizˇ v 1. kapitole. Klasifikace mu˚zˇe by´t provedena





menta´ln´ı“ modely (naprˇ. pokud nejsou mraky na obloze, nebude prsˇet),
– Slovneˇ popsane´ modely (naprˇ. r˚uzne´ pranostiky; poznamenejme, zˇe slovo pranostika
pocha´z´ı z latinske´ho slova
”
progno´sis“, tedy prˇedpoveˇd’),
– Modely ve formeˇ tabulek cˇi graf˚u (naprˇ. impulsn´ı charakteristika),
– Matematicke´ modely (naprˇ. algebraicka´, diferencˇn´ı, cˇi diferencia´ln´ı rovnice),
– Fyzika´ln´ı modely (naprˇ. funkcˇn´ı model technologicke´ho procesu, ktery´ ma stejne´ vy´znamne´
charakteristiky jako zkoumany´ rea´lny´ objekt).
Na´pln´ı teˇchto skript je tvorba matematicky´ch model˚u. Za´jem o matematicke´ modely je ve
veˇdn´ıch discipl´ına´ch motivova´n r˚uzny´mi d˚uvody, naprˇ. potrˇebou z´ıskat popis zkoumane´ho
fyzika´ln´ıho jevu nebo procesu pro predikci vy´voje cˇi z´ıska´n´ım prostrˇedku pro na´vrh regula´toru,
filtru nebo detektoru poruch v syste´mu. Matematicke´ modely mohou by´t odvozeny dveˇma
zp˚usoby (jak jizˇ bylo rˇecˇeno v 1. kapitole) a to:
– Matematicky´m modelova´n´ım, ktere´ se odvola´va´ na za´kladn´ı za´kony fyziky, matematiky,
chemie, biologie, ekonomie atd. Cˇasto vyuzˇ´ıva´ za´kladn´ıch rovnic rovnova´hy jako
”
cˇista´
akumulace = vstupn´ı tok - vy´stupn´ı tok“, cozˇ mu˚zˇe by´t aplikova´no na r˚uzne´ promeˇnne´
jako energie, hmota, pen´ıze atd.
– Identifikac´ı, ktera´ se zaby´va´ navrhova´n´ım (dynamicky´ch) model˚u z experimenta´ln´ıch dat
mnohdy bez znalosti vnitrˇn´ı princip˚u zkoumane´ho syste´mu, naprˇ. z d˚uvodu jeho slozˇitosti.
Jako prˇ´ıklad mu˚zˇe by´t uveden vy´voj cen akci´ı, ktery´ je ovlivneˇn nejen raciona´ln´ım,
ale i velmi neprˇedv´ıdatelny´m lidsky´m chova´n´ım znemozˇnˇuj´ıc´ım pouzˇ´ıt matematicke´
modelova´n´ı. Proces identifikace v sobeˇ zahrnuje z´ıska´n´ı dat, urcˇen´ı vhodne´ formy modelu,
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na´vrh identifikacˇn´ıho experimentu, urcˇen´ı parametr˚u modelu a oveˇrˇen´ı tohoto modelu.
Matematicke´ modely dynamicky´ch syste´mu˚ mohou by´t klasifikova´ny opeˇt z r˚uzny´ch hledisek.
V na´sleduj´ıc´ı cˇa´sti uka´zˇeme rˇadu alternativn´ıch model˚u, ktere´ jsou nejcˇasteˇji pouzˇ´ıva´ny.
– Modely s jedn´ım vstupem a s jedn´ım vy´stupem (SISO) -
modely s v´ıce vstupy v´ıce vy´stupy (MIMO)
SISO modely se pouzˇ´ıvaj´ı k popisu proces˚u, kde existuje vliv jednoho vstupu (v anglicˇtineˇ
je pouzˇ´ıva´n termı´n
”
single input“) na jeden vy´stup (v anglicˇtineˇ
”
single output“). Jestlizˇe
je pouzˇito v´ıce promeˇnny´ch, hovorˇ´ıme o modelech s v´ıce vstupy (v anglicˇtineˇ
”
multi input“)
a v´ıce vy´stupy (v anglicˇtineˇ
”
multi output“) MIMO. Veˇtsˇina teoreticky´ch vy´sledk˚u plat´ı
pro MIMO modely, acˇkoliv pro ilustraci cˇasto pouzˇ´ıva´me modely SISO. Poznamenejme,
zˇe modely s v´ıce vstupy a jedn´ım vy´stupem (MISO) jsou ve veˇtsˇineˇ prˇ´ıpad˚u snadno odvo-
ditelne´ obdobneˇ jako modely SISO, zat´ımco modely s dveˇma nebo v´ıce vy´stupy prˇina´sˇej´ı
jizˇ struktura´ln´ı proble´my.
– Linea´rn´ı modely - nelinea´rn´ı modely. Model je linea´rn´ı, jestlizˇe je naprˇ. popsa´n linea´rn´ı di-
ferencˇn´ı rovnic´ı. Azˇ na neˇktere´ vy´jimky se budeme zaby´vat v 1. d´ıle skript pouze linea´rn´ımi
modely, zat´ımco ve 2. d´ıle i nelinea´rn´ımi.
– Parametricke´ modely - neparametricke´ modely. Parametricky´ model mu˚zˇe by´t popsa´n
mnozˇinou parametr˚u. Jednoduche´ parametricke´ modely jsme pouzˇili jizˇ v kapitole 2. a
4. a na tyto modely se soustrˇed´ıme i v na´sleduj´ıc´ıch kapitola´ch. Ve 3. kapitole byly uve-
deny prˇ´ıklady neparametricky´ch model˚u, ktere´ jsou reprezentova´ny grafem.
– Cˇasoveˇ invariantn´ı modely - cˇasoveˇ variantn´ı modely. Cˇasoveˇ invariantn´ı modely jsou
urcˇiteˇ nejbeˇzˇneˇjˇs´ı. Pro cˇasoveˇ variantn´ı modely je potrˇeba pouzˇ´ıt specia´ln´ı identifikacˇn´ı
metody. V prˇ´ıpadech, kdy parametry modelu se s cˇasem meˇn´ı, mluv´ıme o sledova´n´ı pa-
rametr˚u nebo identifikaci v rea´lne´m cˇase nebo te´zˇ o filtraci, jak bude videˇt ve 2. d´ıle
skript.
– Modely v cˇasove´ oblasti - modely ve frekvencˇn´ı oblasti. Typicky´mi prˇ´ıklady model˚u
v cˇasove´ oblasti jsou diferencia´ln´ı a diferencˇn´ı rovnice, zat´ımco spektra´ln´ı a logaritmicka´
frekvencˇn´ı charakteristika jsou prˇ´ıklady model˚u ve frekvencˇn´ı oblasti. Prˇeva´zˇna´ cˇa´st skript
se zaby´va´ modely v cˇasove´ oblasti.
– Modely diskre´tn´ı v cˇase - modely spojite´ v cˇase. Model diskre´tn´ı v cˇase popisuje vztah
mezi vstupy a vy´stupy pouze v urcˇity´ch cˇasovy´ch okamzˇic´ıch. Budeme prˇedpokla´dat
ekvidistantn´ı dobu mezi teˇmito okamzˇiky a tuto dobu uvazˇujme jako cˇasovou jednotku.
Tud´ızˇ pro modely diskre´tn´ı v cˇase, ktere´ maj´ı dominantn´ı postaven´ı v teˇchto skriptech,
se uzˇ´ıva´ cˇas t=1,2,... nebo k=1,2.... Poznamenejme, zˇe modely spojite´ v cˇase ve formeˇ
diferencia´ln´ıch rovnic, mohou velmi dobrˇe vyhovovat dat˚um diskre´tn´ım v cˇase.
– Modely se soustrˇedeˇny´mi parametry - modely s rozlozˇeny´mi parametry. Modely se
soustrˇedeˇny´mi parametry jsou popsa´ny nebo zalozˇeny na konecˇne´m pocˇtu obycˇejny´ch di-
ferencia´ln´ıch nebo diferencˇn´ıch rovnic. Jestlizˇe tento pocˇet rovnic je nekonecˇny´ nebo model
je zalozˇen na parcia´ln´ıch diferencia´ln´ıch rovnic´ıch, pak mluv´ıme o modelu s rozlozˇeny´mi
parametry. V teˇchto skriptech se omez´ıme na modely se soustrˇedeˇny´mi parametry.
– Deterministicke´ modely - stochasticke´ modely. U deterministicke´ho modelu vy´stup mu˚zˇe
by´t zhruba rˇecˇeno prˇesneˇ vypocˇten, jakmile vstupn´ı signa´l je zna´my´. Naopak stochas-
ticky´ model obsahuje na´hodne´ slozˇky popisuj´ıc´ı poruchy, ktere´ znemozˇnˇuj´ı takovy´ prˇesny´
vy´pocˇet. Ve skriptech se pouzˇ´ıvaj´ı prˇeva´zˇneˇ stochasticke´ modely.
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Toto cˇleneˇn´ı jisteˇ nen´ı konecˇne´. Mohli bychom pokracˇovat v klasifikaci model˚u naprˇ. na
fenomenologicke´, tj. vstupneˇ-vy´stupn´ı, modely, ktere´ jsou pouzˇ´ıva´ny prˇeva´zˇneˇ v tomto d´ılu a
stavove´ modely, ktere´ budou prˇeva´zˇneˇ vyuzˇ´ıva´ny ve 2. d´ılu teˇchto skript.
5.2 Struktura modelu
Budeme pouzˇ´ıvat na´sleduj´ıc´ı obecnou formu struktury modelu
M(Θ) : y(t) = G(q−1; Θ)u(t) +H(q−1; Θ)e(t) (5.2. 1)
Ee(t)eT (s) = Λ(Θ)δt,s
V (5.2.1) y(t) je ny dimenziona´ln´ı vy´stup v cˇase t a u(t) je nu dimenziona´ln´ı vstup. Da´le e(t) je
b´ıly´ ne dimenziona´ln´ı sˇum, tedy posloupnost neza´visly´ch na´hodny´ch promeˇnny´ch, zde nav´ıc se
stejny´m rozlozˇen´ım a s nulovou strˇedn´ı hodnotou. V (5.2.1) je G(q−1; Θ) ny/nu dimenziona´ln´ı
a H(q−1; Θ) ny/ne dimenziona´ln´ı filtr. Argument q−1 oznacˇuje opera´tor zpeˇtne´ho posuvu,
to jest q−1u(t) = u(t − 1) atd. a δt,s = 0 pro t 6= s a δt,s = 1 pro t = s. Filtry G(q−1; Θ) a
H(q−1; Θ), stejneˇ jako kovariancˇn´ı matice sˇumu Λ(Θ), jsou funkce vektoru parametr˚u Θ, ktery´
prˇedpokla´da´me nΘ dimenziona´ln´ı. Cˇasto mus´ıme omezit Θ, aby lezˇelo v podmnozˇineˇ RnΘ. Tato
podmnozˇina je da´na
D = {Θ | H−1(q−1; Θ) a H−1(q−1; Θ)G(q−1; Θ)
jsou asymptoticky stabiln´ı, Λ(Θ) je pozitivneˇ semi-definitn´ı} (5.2. 2)
Du˚vody pro zaveden´ı teˇchto omezen´ı v definici podmnozˇiny D budou zrˇejme´ v na´sleduj´ıc´ı
kapitole, kde bude uka´za´no, zˇe pro Θ ∈ D lze naj´ıt optima´ln´ı prediktor y(t) za podmı´nky
zna´my´ch dat {y(t− 1), u(t− 1), y(t− 2), u(t− 2), . . . , y(1), u(1)}. Poznamenejme, zˇe H(q−1; Θ)
nemus´ı by´t vzˇdy uvazˇova´no jako asymptoticky stabiln´ı. Modely s nestabiln´ım H(q−1; Θ)
mohou by´t uzˇitecˇne´ pro popis naprˇ. driftu. Staciona´rn´ı poruchy lze modelovat fakticky bez
omezen´ı modelem (5.2.2), protozˇe v´ıme, zˇe podle veˇty o spektra´ln´ı faktorizaci, kazˇdy´ staciona´rn´ı
proces mu˚zˇe by´t cha´pa´n jako vy´stup syste´mu, ktery´ je reprezentova´n prˇenosovy´m opera´torem
H(q−1; θ), na jehozˇ vstupu je b´ıly´ sˇum, prˇicˇemzˇH(q−1; Θ) lze vzˇdy naj´ıt tak, aby splnˇoval (5.2.2).
V na´sleduj´ıc´ı cˇa´sti prˇedstav´ıme na prˇ´ıkladech celou rˇadu typicky´ch a cˇasto pouzˇ´ıvany´ch
struktur modelu, ktere´ jsou specia´ln´ımi prˇ´ıklady obecne´ho linea´rn´ıho modelu (5.2.1), a za´rovenˇ
pop´ıˇseme, jak G(q−1; Θ), H(q−1; Θ) a Λ(Θ) za´vis´ı na Θ.
Prˇ´ıklad 5.2.1 (ARMAX model)
Necht’ y(t) a u(t) jsou skala´rn´ı signa´ly a uvazˇujme strukturu modelu
A(q−1)y(t) = B(q−1)u(t) + C(q−1)e(t) (5.2. 3)
kde
A(q−1) = 1 + a1q−1 + ...+ anaq−na
B(q−1) = b1q−1 + ...+ bnbq−nb (5.2. 4)
C(q−1) = 1 + c1q−1 + ...+ cncq−nc
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Vektor parametr˚u je da´n
Θ = [a1, . . . , ana, b1, . . . , bnb, c1, . . . , cnc]
T (5.2. 5)
Model (5.2.3) mu˚zˇe by´t explicitneˇ zapsa´n jako diferencˇn´ı rovnice
y(t)+a1y(t−1)+...+anay(t−na) = b1u(t−1)+...+bnbu(t−nb)+e(t)+c1e(t−1)+...+cnce(t−nc)
(5.2. 6)
avsˇak vyja´drˇen´ı (5.2.3) vyuzˇ´ıvaj´ıc´ı polynomia´ln´ı formalismus je pro teoreticke´ pouzˇit´ı vhodneˇjˇs´ı.
Je mozˇne´ rozsˇ´ıˇrit vektor parametr˚u o varianci sˇumu




je novy´ vektor parametr˚u dimenze na+ nb+ nc+ 1.

















Mnozˇina D je v tomto prˇ´ıpadeˇ zrˇejmeˇ:
D = {Θ | Polynom C(q−1) ma´ vsˇechny nuly vneˇ jednotkove´ho kruhu}.
Beˇzˇneˇjˇs´ı formulace pozˇadavk˚u na Θ ∈ D je, zˇe reciproky´ polynom
C∗(q) = qnc + c1qnc−1 + ...+ cnc = qncC(q−1)
ma´ vsˇechny korˇeny uvnitrˇ jednotkove´ho kruhu.
Pozna´mka . q ma´ pro na´s zejme´na vy´znam opera´toru cˇasove´ho posunu, tj. q−1y(t) = y(t− 1) a
qy(t) = y(t+ 1). Nen´ı nutne´ jej cha´pat nezbytneˇ jako opera´tor z transformace.
Vsˇimneˇme si neˇkolika d˚ulezˇity´ch specia´ln´ıch prˇ´ıpad˚u (5.2.3).
• Pro nb = nc = 0 dostaneme autoregresn´ı model AR (z anglicke´ho
”
autoregressive“).
(Pak je modelova´na cˇista´ cˇasova´ posloupnost, cˇasova´ rˇada, kde zˇa´dny´ vstupn´ı signa´l nen´ı
uvazˇova´n). V tomto prˇ´ıpadeˇ dostaneme
A(q−1)y(t) = e(t) (5.2. 9)
Θ = [a1, . . . , ana]
T
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y(t) = C(q−1)e(t) (5.2. 10)
Θ = [c1, . . . , cnc]
T
• Pro nb = 0 dostaneme ARMA model
A(q−1)y(t) = C(q−1)e(t) (5.2. 11)
Θ = [a1, . . . , ana, c1, . . . , cnc]
T
• Dalˇs´ı specia´ln´ı prˇ´ıpad je, kdyzˇ nc = 0. Struktura modelu pak prˇejde
A(q−1)y(t) = B(q−1)u(t) + e(t) (5.2. 12)
Θ = [a1, . . . , ana, b1, . . . , bnb]
T
Tento model je neˇkdy nazy´va´n ARX (X je z anglicke´ho
”
exogenous“ a souvis´ı s pouzˇ´ıva´n´ım
exogenn´ıch promeˇnny´ch v ekonometrii, rˇ´ızeny´ autoregresn´ı model). Tato struktura mu˚zˇe by´t
v jiste´m smyslu cha´pa´na jako linea´rn´ı regrese. Model (5.2.12) lze vskutku ekvivalentneˇ zapsat
ve formeˇ
y(t) = ϕT (t)Θ + e(t) (5.2. 13)
kde
ϕ(t) = [−y(t− 1), . . . ,−y(t− na), u(t− 1), . . . , u(t− nb)]T
Nicme´neˇ poznamenejme, zˇe regresory (prvky ϕ(t)) zde nejsou deterministicke´ funkce. To
znamena´, zˇe analy´za provedena´ ve 4. kapitole pro linea´rn´ı regresn´ı modely, nemu˚zˇe by´t
aplikova´na na prˇ´ıpad (5.2.13). Du˚vodem je, zˇe Φ nen´ı deterministicka´ matice a nelze tedy
obecneˇ v d˚ukazu veˇty 4.2.1 vytknout Φ† ze cˇlenu E[Φ†e], jak bylo ilustrova´no i v podkapitole 2.5.
Prˇ´ıklad 5.2.2 (Obecna´ struktura modelu SISO)
Struktura ARMAX (5.2.3) je do urcˇite´ mı´ry obecna´. Kazˇdy´ linea´rn´ı syste´m konecˇne´ho rˇa´du se
staciona´rn´ı poruchou maj´ıc´ı raciona´ln´ı spektra´ln´ı hustotu mu˚zˇe by´t popsa´n ARMAX modelem.
(Samozrˇejmeˇ na, nb, nc i Θ a λ naby´vaj´ı urcˇity´ch hodnot, ktere´ jsou r˚uzne´ prˇ´ıpad od prˇ´ıpadu.)








e(t) E(e2(t)) = λ2 (5.2. 14)
kde A(q−1), B(q−1), C(q−1) jsou jako v (5.2.4) a
D(q−1) = 1 + d1q−1 + ...+ dndq−nd
F (q−1) = 1 + f1q−1 + ...+ fnfq−nf (5.2. 15)
Vektor parametr˚u je v tomto prˇ´ıpadeˇ
Θ = [a1, . . . , ana, b1, . . . , bnb, c1, . . . , cnc, d1, . . . , dnd, f1, . . . , fnf ]
T (5.2. 16)
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Faktem je, zˇe zrˇ´ıdka v praxi existuje d˚uvod pro pouzˇit´ı te´to struktury modelu v jeho obecne´
podobeˇ. Prˇi prakticke´m pouzˇit´ı je jeden nebo v´ıce polynomu˚ rovno jedne´. Naprˇ. ARMAX model
dostaneme pro nd = nf = 0, to jest D(q−1) = F (q−1) = 1. Vy´znam formy (5.2.14) spocˇ´ıva´
v jej´ı obecnosti, protozˇe zahrnuje rˇadu d˚ulezˇity´ch forem jako specia´ln´ı prˇ´ıpady. To znamena´,










Ukazˇme v na´sleduj´ıc´ım neˇktere´ specia´ln´ı prˇ´ıpady
• Jestlizˇe nd = nf = 0 dostaneme ARMAX model
A(q−1)y(t) = B(q−1)u(t) + C(q−1)e(t) (5.2. 18)
a jeho r˚uzne´ varianty, ktere´ jsou diskutova´ny v prˇ´ıkladu 5.1.1.




u(t) + e(t) (5.2. 19)
V tomto prˇ´ıpadeˇ H(q−1; Θ) = 1. Mu˚zˇeme take´ rˇ´ıci, zˇe v (5.2.19) jsou popsa´ny poruchy
bez dynamiky a zˇe vstupuj´ı prˇ´ımo na vy´stup. Strukturu (5.2.19) budeme neˇkdy nazy´vat
model chyby vy´stupu, protozˇe (5.2.19) implikuje, zˇe




je chyba vy´stupu, to jest rozd´ıl mezi meˇrˇitelny´m vy´stupem y(t) a
”
deterministickou
vy´stupn´ı komponentou B(q−1)/F (q−1)u(t)“.








Specia´ln´ı vlastnost´ı te´to struktury je, zˇe G(q−1; Θ) a H(q−1; Θ) nemaj´ı oproti (5.2.17)
zˇa´dne´ spolecˇne´ parametry. V urcˇity´ch prˇ´ıpadech, to mu˚zˇe mı´t pozitivn´ı vliv na vy´sledky
identifikace v urcˇity´ch prˇ´ıpadech.
Doposud jsme se zaby´vali pouze linea´rn´ımi modely. V mnohy´ch prˇ´ıpadech vsˇak mu˚zˇe vznik-
nout nelinea´rn´ı dynamika. Neˇkdy nelinearita vznikne pouze nelinea´rn´ı transformac´ı signa´l˚u
obsazˇeny´ch v modelu. Takove´ prˇ´ıpady ovsˇem mohou by´t zahrnuty do linea´rn´ıho ra´mce pouhy´m
prˇedefinova´n´ım velicˇin. Demonstrujme tuto situaci na Hammersteinoveˇ modelu.
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Prˇ´ıklad 5.2.3 (Hammerstein˚uv model)
Uvazˇujme skala´rn´ı model
A(q−1)y(t) = B1(q−1)u(t) +B2(q−1)u2(t) + ...+Bm(q−1)um(t) + e(t) (5.2. 22)










B¯(q−1) = [B1(q−1), B2(q−2), . . . , Bm(q−m)]
mu˚zˇeme zapsat model (5.2.22) takto:
A(q−1)y(t) = B¯(q−1)u¯(t) + e(t) (5.2. 23)
Model (5.2.23) je jizˇ standardn´ı linea´rn´ı model, jestlizˇe cha´peme u¯(t) jako vstupn´ı signa´l. Takzˇe
pouzˇit´ım u¯(t) jako vstupu jsme z´ıskali linea´rn´ı model. To znamena´, zˇe pro odhad parametr˚u
mu˚zˇeme vyuzˇ´ıt stejnou techniku jako pro linea´rn´ı modely.
5.3 Jednoznacˇnost
Azˇ doposud jsme se zaby´vali popisem obecne´ struktury modelu (5.2.1) pro linea´rn´ı modely.
Uka´zali jsme take´ neˇkolik typicky´ch prˇ´ıklad˚u. Veˇnujme se nyn´ı ota´zce, jak urcˇit vhodnou
strukturu modelu z dany´ch dat. V te´to chv´ıli povazˇujme za postacˇuj´ıc´ı uve´st, zˇe je v´ıce faktor˚u,
ktere´ maj´ı vliv na vy´beˇr struktury modelu. Uved’me cˇtyrˇi nejd˚ulezˇiteˇjˇs´ı:
– Flexibilita. Struktura modelu by meˇla umozˇnit u´plny´ popis dynamicke´ho chova´n´ı zkou-
mane´ho syste´mu ve vsˇech jeho pracovn´ıch mo´dech, ktere´ mohou by´t ocˇeka´va´ny prˇi beˇhu
syste´mu. Du˚lezˇity´ je jak pocˇet volny´ch parametr˚u, tak zp˚usob jak jsou vlozˇeny do modelu.
– U´spornost. Struktura modelu by meˇla by´t u´sporna´. To znamena´, zˇe model by meˇl obsa-
hovat nejmensˇ´ı pocˇet volny´ch parametr˚u, ktere´ jsou zapotrˇeb´ı k adekva´tn´ı reprezentaci
skutecˇne´ho syste´mu.
– Algoritmicka´ slozˇitost. Neˇktere´ identifikacˇn´ı metody, jako naprˇ. metoda chyby predikce
(z anglicke´ho na´zvu
”
prediction error method“, PEM) viz 6. kapitola, mohou by´t apli-
kova´ny pro r˚uzne´ struktury model˚u. Avsˇak vybrana´ forma struktury mu˚zˇe znacˇneˇ ovlivnit
mnozˇstv´ı potrˇebny´ch vy´pocˇetn´ıch operac´ı.
– Vlastnosti kriteria´ln´ı funkce. Asymptoticke´ vlastnosti odhad˚u z´ıskany´ch metodou chyby
predikce vy´znamneˇ za´vis´ı na ztra´tove´ funkci. Vy´skyt loka´ln´ıch minim i neexistence jedine´ho
globa´ln´ıho minima jsou velmi za´visle´ na pouzˇite´ strukturˇe modelu a i kriteria´ln´ı funkci.
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Meˇli bychom si vsˇimnout jedne´ ota´zky, ktera´ se vztahuje k u´spornosti a to, za jaky´ch
podmı´nek mu˚zˇe by´t dany´ syste´m adekva´tneˇ a jednoznacˇneˇ popsa´n v ra´mci urcˇite´ struktury
modelu. Abychom mohli tento proble´m formalizovat, mus´ıme zave´st na syste´m generuj´ıc´ı
data u(1), y(1), u(2), y(2), ... neˇjake´ prˇedpoklady. Ovsˇem takove´ prˇedpoklady jsou potrˇebne´
pouze pro analy´zu. Aplikace identifikacˇn´ı techniky nen´ı striktneˇ za´visla´ na platnosti takovy´ch
prˇedpoklad˚u, protozˇe je nutno vz´ıt v u´vahu rˇadu dalˇs´ıch okolnost´ı (inzˇeny´rsky´ pohled).
Prˇedpokla´dejme tedy, zˇe skutecˇny´ syste´m je linea´rn´ı, diskre´tn´ı a zˇe je rusˇen signa´lem s raciona´ln´ı
spektra´ln´ı hustotou. Takzˇe
y(t) = Gs(q
−1)u(t) +Hs(q−1)es(t) (5.3. 1)
Ees(t)e
T
s (l) = Λsδt,l
kde index s oznacˇuje
”
skutecˇny´“ syste´m a δt,l = 0 pro t 6= l a δt,l = 1 pro t = l. Zaved’me nyn´ı
mnozˇinu parametr˚u Θ
DT (S,M) = {Θ | Gs(q−1) ≡ G(q−1; Θ), Hs(q−1) ≡ H(q−1; Θ), Λs = Λ(Θ)} (5.3. 2)
Mu˚zˇeme rˇ´ıci, zˇe mnozˇina DT (S,M) se skla´da´ z takovy´ch parametr˚u, pro ktere´ struktura modelu
umozˇnˇuje dokonaly´ popis skutecˇne´ho syste´mu. Mohou vzniknout trˇi situace:
– Mnozˇina DT (S,M) je pra´zdna´. To znamena´, zˇe nemu˚zˇe by´t z´ıska´n dokonaly´ popis syste´mu
v M , bez ohledu na vy´beˇr parametr˚u. Mu˚zˇeme rˇ´ıci, zˇe struktura modelu byla vybra´na
prˇ´ıliˇs
”
mala´“ nebo ma´ prˇ´ıliˇs ma´lo parametr˚u k adekva´tn´ımu popisu syste´mu. Jako prˇ´ıklad
zde mu˚zˇeme uve´st situaci z 2. kapitoly, kdy genera´tor dat byl syste´m S2 ve strukturˇe
ARMAX s parametry Θ = {a, b, c}, avsˇak model pouzˇity´ metodou nejmensˇ´ıch cˇtverc˚u byl
ve strukturˇe ARX odpov´ıdaj´ıc´ı strukturˇe S1, tj. pouze s parametry Θ = {a, b}.
– Mnozˇina DT (S,M) obsahuje jeden bod. Oznacˇme jej Θ
∗. To je samozrˇejmeˇ idea´ln´ı situace.
Vektor Θ∗ bude skutecˇny´ vektor parametr˚u. Jako prˇ´ıklad zde mu˚zˇeme uve´st opeˇt situaci
z 2. kapitoly, kdy jak genera´tor dat, tak i model pouzˇity´ metodou nejmensˇ´ıch cˇtverc˚u, byl
ve strukturˇe ARX popisu S1. Tedy, jak genera´tor, tak i model uvazˇovaly stejny´ vektor
parametr˚u Θ = {a, b}.
– Mnozˇina DT (S,M) obsahuje neˇkolik bod˚u. Neexistuje jediny´ model v ra´mci model˚u
da´vaj´ıc´ıch dokonaly´ popis syste´mu. Prˇi hleda´n´ı odhad˚u parametr˚u mu˚zˇeme pak ocˇeka´vat
numericke´ proble´my. Takova´ situace je neˇkdy oznacˇova´na jako prˇeparametrizace. Pokud
bychom se opeˇt vra´tili k model˚um v kapitole 2, tato situace by nastala, pokud by ge-
nera´tor byl da´n syste´mem S1 s jednoduchou ARX strukturou, kdezˇto model pro metodu
nejmensˇ´ıch cˇtverc˚u by byl S2, tj. meˇl by slozˇiteˇjˇs´ı strukturu s v´ıce parametry.
Poznamenejme, zˇe v rea´lny´ch aplikac´ıch bez dostatecˇne´ho fyzika´ln´ıho na´hledu ty´kaj´ıc´ı se chova´n´ı
zkoumane´ho syste´mu, lze prostrˇedn´ı situaci povazˇovat za velmi nepravdeˇpodobnou.
5.4 Identifikovatelnost
Na za´veˇr te´to kapitoly budeme zkoumat pojem identifikovatelnost. Tento pojem mu˚zˇe by´t
zaveden r˚uzny´mi zp˚usoby, ale s ohledem na nasˇe c´ıle je vhodny´ na´sleduj´ıc´ı zp˚usob.
Pouzˇijeme-li v parametricke´m modelu strukturu M , identifikacˇn´ı metodu I a experimenta´ln´ı
podmı´nky X, vy´sledny´ odhad budeme nazy´vat Θˆ(N ;S,M, I,X). Zrˇejmeˇ odhad neza´vis´ı pouze
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na I, M , X, ale take´ na mnozˇstv´ı dat N a skutecˇne´m syste´mu S. Pak rˇ´ıka´me, zˇe syste´m S je
identifikovatelny´ syste´m za podmı´nek M, I a X, zkra´ceneˇ SI(M, I,X), jestlizˇe
Θˆ(N ;S,M, I,X)→ DT (S,M), N →∞ (5.4. 1)
Pro SI(M, I,X) je zejme´na pozˇadova´no, aby mnozˇina byla DT (S,M) nepra´zdna´. Jestlizˇe tato





‖ Θˆ(N ;S,M, I,X)−Θ ‖= 0 (5.4. 2)
Mu˚zˇeme da´le rˇ´ıkat, zˇe syste´m S je parametricky identifikovatelny´ za podmı´nky M, I a X,
zkra´ceneˇ PI(M, I,X), jestlizˇe SI(M, I,X) a DT (S,M) se skla´daj´ı prˇesneˇ z jednoho prvku. To
je idea´ln´ı prˇ´ıpad. Jestlizˇe syste´m je PI(M, I,X), pak odhad parametr˚u bude jediny´ pro velke´
N a take´ konsistentn´ı, to jest konverguje ke skutecˇne´ hodnoteˇ, jak je da´no v definici DT (S,M).
5.5 Shrnut´ı
Tato kapitola se zaby´vala r˚uzny´mi aspekty vy´beˇru struktury modelu. Nejprve jsme popsali
r˚uzne´ zp˚usoby klasifikace struktur model˚u. Pak jsme zavedli obecnou formu struktury modelu
pro linea´rn´ı syste´my a omezen´ı na parametry modelu. Na prˇ´ıkladech byla uka´za´na rˇada dobrˇe
zna´my´ch struktur, ktere´ mohou by´t cha´pa´ny jako specia´ln´ı prˇ´ıpad obecne´ formy (5.2.1).
Konecˇneˇ byly zavedeny neˇktere´ pojmy ty´kaj´ıc´ı se identifikovatelnosti.
Uceleny´ vy´klad parametrizace je da´n naprˇ. v [18]. Parametrizac´ı se zaby´vaj´ı da´le naprˇ. pra´ce




V te´to a prˇ´ıˇst´ı kapitole se budeme zaby´vat identifikacˇn´ımi metodami, ktere´ jsou aplikovatelne´
pro sˇirsˇ´ı trˇ´ıdu model˚u nezˇ tomu bylo v prˇ´ıpadeˇ metody nejmensˇ´ıch cˇtverc˚u. Nyn´ı se budeme
veˇnovat tzv. metoda´m chyby predikce, v 7. kapitole metoda´m prˇ´ıdavne´ promeˇnne´.
Metoda chyby predikce, v anglicky psane´ literaturˇe oznacˇovane´ jako “prediction error method,
PEM”, mu˚zˇe by´t v jiste´m smyslu cha´pa´na jako rozsˇ´ıˇren´ı za´kladn´ı mysˇlenky metody nejmensˇ´ıch
cˇtverc˚u pro slozˇiteˇjˇs´ı modely. Ve 2. kapitole bylo ilustrova´no, zˇe metoda nejmensˇ´ıch cˇtverc˚u
poskytuje asymptoticky nestranne´ odhady jen pro modely ve strukturˇe ARX. Pro slozˇiteˇjˇs´ı mo-
dely, naprˇ. ARMAX model obsahuj´ıc´ı korelovanou poruchu, jsou odhady poskytnute´ metodou
nejmensˇ´ıch cˇtverc˚u stranne´. Za´kladn´ı mysˇlenka v te´to kapitole prˇedstavene´ metody chyby pre-
dikce spocˇ´ıva´ v nalezen´ı optima´ln´ıho prediktoru pro uvazˇovany´ (libovolneˇ slozˇity´) model a pak
v na´sledne´m odhadu parametr˚u prediktoru vedouc´ı na minima´ln´ı hodnotu kvadra´tu chyby pre-
dikce. Tedy metodu chyby predikce mus´ıme cha´pat sp´ıˇse jako koncept, zahrnuj´ıc´ı mimo jine´ i
metodu nejmensˇ´ıch cˇtverc˚u jako specia´ln´ı prˇ´ıpad, nezˇ jako jeden konkre´tn´ı algoritmus.
6.1 Optima´ln´ı predikce
Pouzˇit´ı modelu z´ıskane´ho z identifikace je r˚uzne´. Za´lezˇ´ı na c´ıli, prˇ´ıcˇineˇ modelova´n´ı. Spolecˇna´
vlastnost mnohy´ch aplikac´ı je pouzˇit´ı modelu pro predikci. Poznamenejme, zˇe pouzˇit´ı modelu
pro predikci je cˇasto neoddeˇlitelne´ od funkce modelu jako za´kladu pro synte´zu rˇ´ıdic´ıho cˇi
estimacˇn´ıho syste´mu. V takove´m prˇ´ıpadeˇ je vy´znamne´ veˇdeˇt v cˇase t, jak bude pravdeˇpodobneˇ
vypadat vy´stup v cˇase t+ 1, abychom mohli navrhnout vhodny´ rˇ´ıdic´ı za´sah, to jest urcˇit vstup
u(t).
Intuitivneˇ ma´ tedy smysl urcˇit vektor parametr˚u Θ uvazˇovane´ho modelu tak, aby chyba predikce
(t,Θ) = y(t)− yˆ(t | t− 1; Θ) (6.1. 1)
byla mala´.
V (6.1.1) yˆ(t | t − 1; Θ) oznacˇuje optima´ln´ı predikci y(t) ve smyslu strˇedn´ı kvadraticke´ chyby
z dat azˇ do cˇasu t − 1 (to jest y(t − 1), u(t − 1), y(t − 2), u(t − 2), . . . , y(1), u(1)) zalozˇenou
na modelu s vektorem parametr˚u Θ. Ota´zka zn´ı, jak naj´ıt postup vy´pocˇtu yˆ(t | t − 1; Θ).
Pro ilustraci uved’me nejdrˇ´ıve prˇ´ıklad. Pak se budeme zaby´vat optima´ln´ı predikc´ı pro model s
obecnou linea´rn´ı strukturou.
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Prˇ´ıklad 6.1.1 (Predikce pro ARMAX model)
Uvazˇujme tuto strukturu modelu
y(t) + ay(t− 1) = bu(t− 1) + e(t) + ce(t− 1) (6.1. 2)
kde {e(t)} je b´ıly´ sˇum s nulovou strˇedn´ı hodnotou a zna´mou varianc´ı λ2. Vektor parametr˚u je
Θ = [a, b, c]T
a je takte´zˇ zna´m. Vy´stup v cˇase t pak zrˇejmeˇ splnˇuje
y(t) = [−ay(t− 1) + bu(t− 1) + ce(t− 1)] + [e(t)] (6.1. 3)
Dva cˇleny na prave´ straneˇ (6.1.3) jsou neza´visle´, jelikozˇ e(t) je b´ıly´ sˇum. Jestlizˇe y∗(t) je predikce
y(t) (zalozˇena´ na datech azˇ do cˇasu (t− 1)), dostaneme
E[y(t)− y∗(t)]2 = E[−ay(t− 1) + bu(t− 1) + ce(t− 1)− y∗(t)] + λ2 ≥ λ2 (6.1. 4)
Takzˇe zrˇejmeˇ doln´ı mez variance chyby predikce je λ2. Optima´ln´ı predikce yˆ(t | t − 1; θ) je
charakteristicka´ t´ım, zˇe variance prˇ´ıslusˇne´ chyby predikce je minima´ln´ı. Mu˚zˇeme z´ıskat tedy
rovnost v (6.1.4)? Jestlizˇe ano, pak predikce mus´ı splnˇovat
yˆ(t | t− 1; Θ) = −ay(t− 1) + bu(t− 1) + ce(t− 1) (6.1. 5)
Proble´m s predikc´ı ve formeˇ (6.1.5) je samozrˇejmeˇ v tom, zˇe velicˇina e(t − 1) nen´ı meˇrˇitelna´.
Takzˇe odsud nelze prˇ´ımo generovat yˆ(t | t − 1; Θ). Avsˇak lze prove´st rekonstrukci nemeˇrˇitelne´
poruchy e(t−1) z nameˇrˇeny´ch dat y(t−2), u(t−2), ..., y(1), u(1) jak bude uka´za´no da´le. Uzˇit´ım
(6.1.2) dostaneme
yˆ(t | t− 1; Θ) = −ay(t− 1) + bu(t− 1) + c[y(t− 1) + ay(t− 2)− bu(t− 2)− ce(t− 2)]
= (c− a)y(t− 1) + acy(t− 2) + bu(t− 1)− bcu(t− 2)
− c2[y(t− 2) + ay(t− 3)− bu(t− 3)− ce(t− 3)]
= (c− a)y(t− 1) + (ac− c2)y(t− 2)− ac2y(t− 3) + bu(t− 1)








(−c)i−1u(t− i)− (−c)te(0) (6.1. 6)
Jestlizˇe prˇedpokla´da´me, zˇe | c |< 1, cozˇ je splneˇno podle definice pro Θ ∈ D, mu˚zˇeme pro velke´ t
zanedbat posledn´ı cˇlen v (6.1.6), jehozˇ vliv s prˇiby´vaj´ıc´ım cˇasem klesa´. Zanedba´n´ım posledn´ıho
cˇlenu, naby´va´ prediktor (6.1.6) na´sleduj´ıc´ı formy
yˆ(t | t− 1; Θ) =
t−1∑
i=1
(c− a)(−c)i−1y(t− i)− a(−c)t−1y(0) + b
t∑
i=1
(−c)i−1u(t− i) (6.1. 7)
ktera´ je jizˇ realizovatelna´, tj. za´vis´ı pouze na zna´my´ch velicˇina´ch. Vy´raz (6.1.7) vsˇak nen´ı vhodny´
pro praktickou implementaci, protozˇe v kazˇde´m cˇasove´m okamzˇiku vyzˇaduje zpracova´n´ı cele´
sekvence meˇrˇeny´ch dat. Pro nalezen´ı vhodneˇjˇs´ıho algoritmu je uzˇitecˇne´ rozepsat soucˇet na prave´
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straneˇ, a pak je zrˇejme´, zˇe prˇicˇten´ım vy´razu cyˆ(t − 1 | t − 2; Θ) na obeˇ strany (6.1.7) se prava´
strana zjednodusˇ´ı a dostaneme
yˆ(t | t− 1; Θ) + cyˆ(t− 1 | t− 2; Θ) = (c− a)y(t− 1) + bu(t− 1) (6.1. 8)
cozˇ umozˇnˇuje jednoduchy´ rekurzivn´ı vy´pocˇet optima´ln´ı predikce. Chyba predikce (t,Θ), bude
popsa´na podobnou rekurz´ı. Snadno z´ıska´me
(t,Θ) + c(t− 1,Θ) = y(t) + cy(t− 1)− [(c− a)y(t− 1) + bu(t− 1)]
= y(t) + ay(t− 1)− bu(t− 1) (6.1. 9)
Rekurze (6.1.9) vyzˇaduje pouzˇ´ıt pocˇa´tecˇn´ı hodnotu (0,Θ), ktera´ je vsˇak nezna´ma´. Uvedeny´
proble´m lze vsˇak vyrˇesˇit ve veˇtsˇineˇ prˇ´ıpad˚u polozˇen´ım (0,Θ) = 0. Protozˇe podle prˇedpokladu
| c |< 1, efekt te´to neprˇesnosti bude mı´t s prˇiby´vaj´ıc´ım cˇasem klesaj´ıc´ı vy´znam.
Uved’me k prˇedchoz´ımu neˇkolik pozna´mek. Nejprve si povsˇimneˇme podobnosti mezi modelem
(6.1.2) a rovnic´ı (6.1.9) pro chybu predikce (t,Θ)! Da´le je vhodne´ uka´zat, zˇe optima´ln´ı pre-
diktor je mozˇne´ odvodit mnohem sna´ze pomoc´ı a v kompaktn´ı formeˇ pouzˇit´ım polynomia´ln´ıho
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cozˇ je jen jina´ forma (6.1.8). Poznamenejme, zˇe (6.1.10) je vlastneˇ filtr s nekonecˇnou impulsn´ı
odezvou a v takove´m prˇ´ıpadeˇ by meˇla by´t zna´ma data na nekonecˇne´m intervalu, aby statisticke´
vlastnosti chyby predikce (t,Θ) (6.1.1) nabyly usta´lene´ho stavu. Pak vliv pocˇa´tecˇn´ıch hodnot
(0,Θ) v (6.1.9) zanedbatelny´.
Prˇestozˇe polynomia´ln´ı formalismus umozˇnˇuje rychle´ a elegantn´ı odvozen´ı optima´ln´ı predikce,
pro praktickou implementaci prediktoru mu˚zˇe by´t diferencˇn´ı rovnice ve formeˇ (6.1.8) vhodneˇjˇs´ı.
Naprˇ´ıklad, pro realizaci prediktoru v prostrˇed´ı MATLAB je vhodna´ diferencˇn´ı rovnice (6.1.8),
zat´ımco pro realizaci v graficke´m prostrˇed´ı MATLAB Simulink je vhodna´ forma s prˇenosovy´mi
funkcemi (6.1.10). Samozrˇejmeˇ vy´sledek (6.1.10) mu˚zˇe by´t snadno prˇepsa´n na diferencˇn´ı rovnici
(6.1.8) a naopak.
Nyn´ı uvazˇujme obecny´ linea´rn´ı model
y(t) = G(q−1; Θ)u(t) +H(q−1; Θ)e(t)
Ee(t)eT (s) = Λ(Θ)δt,s, (6.1. 11)
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ktery´ byl zaveden v (5.2.1). Prˇedpokla´dejme, zˇe G(0; Θ) = 0, H(0; Θ) = I a necht’ H−1(q−1; Θ) a
H−1(q−1; Θ)G(q−1; Θ) jsou asymptoticky stabiln´ı, to jest Θ ∈ D, jak je definova´no v (5.2.2). Op-
tima´ln´ı predikci je pak mozˇno snadno nale´zt s vyuzˇit´ım polynomia´ln´ıho formalismu na´sleduj´ıc´ım
zp˚usobem. Model (6.1.11) lze psa´t
y(t) = G(q−1; Θ)u(t) + [H(q−1; Θ)− I]e(t) + e(t)
= {G(q−1; Θ)u(t) + [H(q−1; Θ)− I]H−1(q−1; Θ)[y(t)−G(q−1; Θ)u(t)]}+ e(t)
= {H−1(q−1; Θ)G(q−1; Θ)u(t) + [I −H−1(q−1; Θ)]y(t)}+ e(t) (6.1. 12)
Tud´ızˇ, vy´sledny´ tvar jednokrokove´ho prediktoru je
yˆ(t | t− 1; Θ) = H−1(q−1; Θ)G(q−1; Θ)u(t) + [I −H−1(q−1; Θ)]y(t) (6.1. 13)
yˆ(t | t− 1; Θ) = L1(q−1; Θ)y(t) + L2(q−1; Θ)u(t) (6.1. 14)
kde
L1(q
−1; Θ) = [I −H−1(q−1; Θ)]
L2(q
−1; Θ) = H−1(q−1; Θ)G(q−1; Θ)
Chyba predikce pak zrˇejmeˇ splnˇuje na´sleduj´ıc´ı vztah
(t,Θ) = e(t) = H−1(q−1; Θ)[y(t)−G(q−1; Θ)u(t)] (6.1. 15)
Poznamenejme, zˇe rovnost (t,Θ) = e(t) je nutne´ cha´pat jako asymptotickou, tj. kdy t → ∞,
pokud nejsou zcela shodne´ pocˇa´tecˇn´ı podmı´nky syste´mu (genera´toru dat) a prediktoru. Take´
bychom meˇli zmı´nit, zˇe pouzˇit´ı mnozˇiny D, ktera´ byla zavedena v (5.2.2) prˇesneˇ znamena´,
zˇe jsme se omezili na takove´ hodnoty Θ, zˇe predikce (6.1.13) je asymptoticky stabiln´ı. Pro








cozˇ, vzhledem k (6.1.13), vede na vy´raz



















plneˇ shodny´ se vztahem (6.1.10).
Bylo uka´za´no, jak vypocˇ´ıtat optima´ln´ı predikci a chybu predikce pro obecny´ linea´rn´ı model.
K odvozen´ı predikce bylo vyuzˇito prˇedpokladu, zˇe e(t) v (6.1.11) je b´ıly´ sˇum. Predikci (6.1.13)
mu˚zˇeme pouzˇ´ıt i tehdy, jestlizˇe tento prˇedpoklad nebude splneˇn. Pak ovsˇem samozrˇejmeˇ
nedostaneme optima´ln´ı prediktor.
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6.2 Analy´za metody nejmensˇ´ıch cˇtverc˚u
Ve 4. kapitole jsme pouzˇili metodu nejmensˇ´ıch cˇtverc˚u na linea´rn´ı staticke´ regresn´ı modely.
Odvozene´ vy´sledky za´vis´ı pouze na algebraicke´ strukturˇe. V te´to subkapitole uka´zˇeme aplikaci
metody i na dynamicke´ modely. Bude videˇt, zˇe statisticka´ analy´za ze 4. kapitoly automaticky
neplat´ı pro tento typ model˚u.
Pro aplikaci linea´rn´ı regrese na dynamicke´ modely uvazˇujme
A(q−1)y(t) = B(q−1)u(t) + (t) (6.2. 1)
kde
A(q−1) = 1 + a1q−1 + ...+ anaq−na
B(q−1) = b1q−1 + ...+ bnbq−nb
V (6.2.1) cˇlen (t) oznacˇuje chybu rovnice. Model (6.2.1) lze ekvivalentneˇ vyja´drˇit jako
y(t) = ϕT (t)Θ + (t) (6.2. 2)
kde
ϕT (t) = [−y(t− 1), . . . ,−y(t− na), u(t− 1), . . . , u(t− nb)]
Θ = [a1, . . . , ana, b1, . . . , bnb]
T
Model (6.2.2) je forma´lneˇ shodny´ s teˇmi modely, ktery´mi jsme se zaby´vali ve 4. kapitole. Vı´me



















Tato identifikacˇn´ı metoda je zna´ma pod na´zvem metoda nejmensˇ´ıch cˇtverc˚u. Neˇkdy se pouzˇ´ıva´
te´zˇ na´zev ”metoda chyby rovnice”, protozˇe se minimalizuje chyba rovnice.
Je zrˇejme´, zˇe diskuse ty´kaj´ıc´ı se algoritmu vy´pocˇtu Θˆ provedena´ ve 4. kapitole plat´ı i zde, jelikozˇ
algebraicka´ struktura odhadu je stejna´. Pro statisticke´ vlastnosti odhadu je vsˇak rozhoduj´ıc´ı, zda
ϕ(t) je prˇedem dana´, jako tomu bylo ve 4. kapitole nebo zda se jedna´ o realizaci stochasticke´ho
procesu, tak jako v (6.2.2).
Proved’me analy´zu odhadu (6.2.4) pro model (6.2.1), (6.2.2). Prˇedpokla´dejme, zˇe data splnˇuj´ı
A0(q
−1)y(t) = B0(q−1)u(t) + v(t) (6.2. 5)
nebo-li
y(t) = ϕT (t)Θ0 + v(t) (6.2. 6)
kde Θ0 je vektor skutecˇny´ch parametr˚u a {v(t)} je staciona´rn´ı stochasticky´ proces neza´visly´ na
vstupn´ım signa´lu.
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Kvalitu odhadu Θˆ jsme v kapitole 4 posuzovali prostrˇednictv´ım strannosti a konzistence odhadu.





















































Nyn´ı je zrˇejme´, zˇe odhad Θˆ je konsistentn´ı (Θˆ→ Θ0, kdyzˇ N →∞), jestlizˇe
Eϕ(t)ϕT (t) je nonsingula´rn´ı (6.2. 8)
a
Eϕ(t)v(t) = 0 (6.2. 9)
Podmı´nka (6.2.8) je splneˇna v mnoha prˇ´ıpadech. Nicme´neˇ jsou prˇ´ıpady, kdy tomu tak nen´ı:
– vstup nen´ı trvale budic´ı alesponˇ dostatecˇne´ho rˇa´du,
– vy´stup syste´mu neobsahuje sˇum (v(t) ≡ 0), poprˇ. rˇa´d modelu je vybra´n prˇ´ıliˇs vysoky´,
– vstup u(t) je generova´n linea´rn´ı zpeˇtnou vazbou od vy´stupu prˇ´ıliˇs n´ızke´ho rˇa´du.
Na rozd´ıl od podmı´nky (6.2.8), nen´ı podmı´nka (6.2.9) splneˇna ve veˇtsˇineˇ prˇ´ıpad˚u. Vy´jimkou je
ta situace, kdy porucha v(t) je b´ıly´ sˇum se strˇedn´ı hodnotou nula, pak je rovnost (6.2.9) jisteˇ
splneˇna. Avsˇak, jestlizˇe v(t) nen´ı b´ıly´ sˇum, pak bude nejsp´ıˇse korelova´n s minuly´mi vy´stupy,
protozˇe y(t) za´vis´ı podle (6.2.5) na v(s) pro s ≤ t, a tedy vztah (6.2.9) neplat´ı. Jak bylo vy´sˇe
uka´za´no, i kdyzˇ metoda nejmensˇ´ıch cˇtverc˚u je relativneˇ jednoducha´, poskytuje konsistentn´ı
parametricke´ odhady prˇi splneˇn´ı dosti tvrdy´ch podmı´nek. V neˇktery´ch prˇ´ıpadech proble´my s
konsistenc´ı odhadu mohou by´t tolerova´ny. Naprˇ´ıklad, jestlizˇe je pomeˇr signa´l sˇum velky´, bude
strannost odhadu mala´. Rovneˇzˇ prˇi synte´ze regula´toru, ktery´ je zalozˇen na identifikovane´m
modelu, mu˚zˇe by´t strannost prˇijatelna´, protozˇe dobrˇe navrzˇeny´ regula´tor by meˇl mı´t uzavrˇeny´
syste´m necitlivy´ na parametricke´ zmeˇny v otevrˇene´ smycˇce. Avsˇak v jiny´ch situac´ıch mu˚zˇe
by´t znacˇneˇ d˚ulezˇite´ pozˇadovat konsistentn´ı odhady parametr˚u. Proto jsou v te´to a na´sleduj´ıc´ı
kapitole uka´za´ny dveˇ modifikace metody nejmensˇ´ıch cˇtverc˚u, ktere´ da´vaj´ı konsistentn´ı odhad
prˇi mnohem slabsˇ´ıch omezen´ıch. O jake´ modifikace jde:
– Minimalizace chyby predikce zvolenou (detailn´ı) strukturu modelu odpov´ıdaj´ıc´ı genera´toru
dat. Tato mysˇlenka vede na metodu chyby predikce, kterou se budeme zaby´vat v te´to
kapitole.
– U´prava rovnic spojeny´ch s odhadem metodou nejmensˇ´ıch cˇtverc˚u (zejme´na pak vztah
(6.2.4)). Tato idea vede na metodu prˇ´ıdavne´ promeˇnne´, ktera´ je diskutova´na v na´sleduj´ıc´ı
kapitole.
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6.3 Popis metody chyby predikce
Princip identifikace pomoc´ı metody chyby predikce je zalozˇen na takove´m vy´beˇru vektoru
parametr˚u Θ, aby chyby predikce {(t,Θ)} byly minima´ln´ı. Formalizace takove´ mysˇlenky
mu˚zˇe by´t na´sleduj´ıc´ı. Prˇedpokla´dejme zna´ma´ nebo zmeˇrˇena´ data {u(1), y(1), . . . , u(N), y(N)}
(tedy N vzorkovac´ıch okamzˇik˚u). Aplikac´ı (6.1.15) mu˚zˇeme vypocˇ´ıtat chyby predikce






(t,Θ)T (t,Θ) (6.3. 1)
Jestlizˇe syste´m ma´ pouze jeden vy´stup (ny = 1), pak (t,Θ) je skala´r a stejneˇ tak i RN (Θ). Pak
mu˚zˇeme RN (Θ) cha´pat nejen jako ztra´tovou funkci, ale i jako vhodne´ kriterium k minimalizaci.
Pro MIMO syste´m je RN (Θ) pozitivneˇ semi-definitn´ı matice a jako kriterium mu˚zˇeme uvazˇovat
VN (Θ) = h(RN (Θ)) (6.3. 2)
kde h(·) je vhodna´ skala´rn´ı funkce splnˇuj´ıc´ı urcˇite´ podmı´nky. Funkci VN (Θ) budeme nazy´vat
ztra´tovou funkc´ı. Poznamenejme, zˇe pocˇet dat N jsme pouzˇili jako index u ztra´tove´ funkce.
Pozˇadavkem na funkci h(·) je, aby byla spojita´ a platilo
h(Q+4Q) ≥ h(Q) (6.3. 3)
kde Q a 4Q jsou pozitivneˇ semi-definitn´ı matice.
Nyn´ı v prˇ´ıkladu uka´zˇeme neˇktere´ mozˇnosti vy´beˇru h(Q).
Prˇ´ıklad 6.3.1 (Kriteria´ln´ı funkce) Jedna mozˇnost vy´beˇru h(Q) je
h1(Q) = tr(SQ) (6.3. 4)
kde S je symetricka´ pozitivneˇ definitn´ı va´hova´ matice a funkce tr(·) znacˇ´ı stopu matice. Pak
mu˚zˇeme zapsat S jako S = GGT a dosazen´ım do (6.3.3) dostaneme
h1(Q+4Q)− h1(Q) = trS4Q = trGGT4Q = trGT4QG ≥ 0
takzˇe podmı´nka (6.3.3) je vzˇdy splneˇna.
Jina´ mozˇnost vy´beˇru h(Q) je
h2(Q) = det(Q) (6.3. 5)
kde funkce det(·) znamena´ determinant.
Nyn´ı shrnˇme vsˇe co bylo doposud rˇecˇeno o metodeˇ chyby predikce. Metoda mu˚zˇe by´t
popsa´na takto:
– Vy´beˇr struktury modelu ve formeˇ (6.1.11) a formy prediktoru (6.1.13).
– Vy´beˇr ztra´tove´ funkce h(·), viz (6.3.2).
– Urcˇen´ı odhadu parametr˚u Θˆ, pro ktery´ ztra´tova´ funkce h(RN (Θ)) naby´va´ (globa´ln´ı) mini-
mum, tedy Θˆ = arg minΘ h(RN (Θ)), cozˇ znamena´ hodnotu, ktera´ minimalizuje h(RN (Θ)).
Minimalizace je ve veˇtsˇineˇ prˇ´ıpad˚u numericka´, a tak je ztra´tova´ funkce vyhodnocova´na
pro iteracˇneˇ z´ıska´vane´ odhady vektoru Θ na za´kladeˇ prˇ´ıslusˇne´ sekvence chyby predikce
{(t,Θ)}Nt=1 spocˇtene´ dle (6.1.15) a aktua´ln´ıho odhadu parametr˚u. Vy´beˇrovou kovariancˇn´ı
matici RN (Θ) pak mu˚zˇeme vypocˇ´ıtat podle (6.3.1).
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Z prˇedchoz´ıch bod˚u charakterizuj´ıc´ıch metodu chyby predikce je zrˇejme´, zˇe se jedna´ o postup,
ktery´ v sobeˇ zahrnuje mnozˇstv´ı specia´ln´ıch operac´ı definovany´ch konkre´tn´ım vy´beˇrem struktury
modelu, prediktoru, ztra´tove´ funkce a zp˚usobu minimalizace. Pra´veˇ pro takove´ konkre´tn´ı
vymezen´ı byly navrzˇeny postupy odhadu parametr˚u a jsou zna´my jako samostatne´ metody,
cozˇ vedlo k urcˇite´ roztrˇ´ıˇsteˇnosti pohledu na identifikaci jako takovou. Protozˇe vsˇak vsˇechny
tyto metody jsou zalozˇeny na vy´sˇe uvedene´m prˇ´ıstupu, je mozˇne´ je cha´pat jako jeden postup
oznacˇovany´ metoda (metody) chyby predikce.
Jako prˇ´ıklad r˚uzne´ volby ztra´tove´ funkce si uved’me pro skala´rn´ı prˇ´ıpad (naprˇ. syste´m s jedn´ım














kdy jsou explicitneˇ va´zˇeny funkc´ı β(t). Tato rozd´ılnost se pak projev´ı i v na´zvu identifikacˇn´ı
metody, jak bude videˇt pozdeˇji.
Za prˇ´ıklad volby struktury modelu na´m poslouzˇ´ı ARX struktura, pro kterou vektor regresor˚u
je da´n
ϕ(t) = [−y(t− 1),−y(t− 2), . . . ,−y(t− na), u(t− 1), . . . , u(t− nb)]T
Optima´ln´ı predikce je pak
yˆ(t | t− 1; Θ) = (1−A(q−1))y(t) +B(q−1)u(t) = ϕT (t)Θ
tedy
L1(q
−1; Θ) = 1−A(q−1), L2(q−1; Θ) = A(q−1)B(q−1)/A(q−1) = B(q−1) (6.3. 8)
a chyba predikce
(t,Θ) = y(t)− yˆ(t | t− 1; Θ) (6.3. 9)










2(t,Θ) = RN (Θ) (6.3. 10)
pak optima´ln´ı odhad parametr˚u mu˚zˇeme vypocˇ´ıtat analyticky
Θˆ = arg min
Θ











a lze konstatovat, zˇe metoda chyby predikce pouzˇita´ na tuto strukturu modelu je zna´ma te´zˇ jako






β(t)[y(t)− ϕT (t)Θ]2 (6.3. 12)
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Tento postup by´va´ oznacˇova´n jako metoda va´zˇeny´ch nejmensˇ´ıch cˇtverc˚u.
V podkapitole 6.2 bylo uka´za´no, za jaky´ch podmı´nek metoda nejmensˇ´ıch cˇtverc˚u poskytuje
konsistentn´ı odhady. V prˇ´ıpadeˇ, zˇe v(t) v (6.2.5) nen´ı b´ıly´ sˇum nelze obecneˇ zarucˇit konsistentn´ı
odhad. V na´sleduj´ıc´ım si uka´zˇeme dveˇ situace, kdy lze aplikovat metodu nejmensˇ´ıch cˇtverc˚u i
prˇesto, zˇe v(t) v (6.2.5) nen´ı b´ıly´.
Prˇ´ıklad 6.3.1. Prˇedpokla´dejme, zˇe ai, bi v (6.2.5) jsou nezna´me´ a v(t) je vy´stup ze zna´me´ho filtru,
tedy meˇjme
A(q−1)y(t) = B(q−1)u(t) + C(q−1)e(t) (6.3. 14)
A(q−1), B(q−1) jsou polynomy s nezna´my´mi koeficienty, zat´ımco C(q−1) je zna´my´ a {e(t)} je
b´ıly´ sˇum. Pak prˇestozˇe v(t) = C(q−1)e(t) nen´ı b´ıly´ proces, mu˚zˇeme pouzˇ´ıt metodu nejmensˇ´ıch
cˇtverc˚u na upraveny´ model
A(q−1)yF (t) = B(q−1)uF (t) + e(t) (6.3. 15)
kde C(q−1)yF (t) = y(t) a C(q−1)uF (t) = u(t). Poznamenejme vsˇak, zˇe toto nen´ı prˇ´ıliˇs rea´lna´
situace.
Prˇ´ıklad 6.3.2. Prˇedpokla´dejme nyn´ı v (6.2.5) v(t) ve tvaru
D(q−1)v(t) = e(t) (6.3. 16)
kde D(q−1) je stupneˇ nd. Pak




Tento vztah ale mu˚zˇeme prˇepsat na
A(q−1)D(q−1)y(t) = B(q−1)D(q−1)u(t) + e(t) (6.3. 18)
Aplikac´ı metody nejmensˇ´ıch cˇtverc˚u na odhad parametr˚u polynomu A(q−1)D(q−1) rˇa´du na+nd
a B(q−1)D(q−1) rˇa´du nb + nd dostaneme konsistentn´ı odhady A(q−1)D(q−1) a B(q−1)D(q−1)






bude odhadnuta spra´vneˇ (za prˇedpokladu t→∞).
Prˇ´ıklad 6.3.3. Volme tuto strukturu modelu
y(t) = G(q−1; Θ)u(t) + e(t) (6.3. 19)
Pak chyba predikce vypocˇtena´ podle (6.1.15) bude
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(t, θ) = y(t)−G(q−1; Θ)u(t)
to jest rozd´ıl mezi meˇrˇeny´m vy´stupem y(t) a
”
modelovany´m deterministicky´m vy´stupem“




Prˇ´ıklad 6.3.4. V prˇedchoz´ım textu prˇi popisu PEM jsme se doposud nezaby´vali vztahem PEM




K vyjasneˇn´ı te´to problematiky zaved’me dalˇs´ı prˇedpoklad na sˇum v modelu (6.1.11).
Prˇedpokla´dejme, zˇe ma´ gaussovske´ rozlozˇen´ı. Odhad Θ ve smyslu maxima´ln´ı veˇrohodnosti
z´ıska´me maximalizac´ı veˇrohodnostn´ı funkce, v tomto prˇ´ıpadeˇ hustoty pravdeˇpodobnosti pozo-
rova´n´ı podmı´neˇne´ vektorem parametr˚u Θ. Protozˇe existuje vza´jemneˇ jednoznacˇna´ transformace
mezi {y(t)} a {e(t)} dana´ (6.1.11), mu˚zˇeme rovneˇzˇ dobrˇe vyj´ıt i z hustoty pravdeˇpodobnosti








T (t,Θ)Λ−1(Θ)(t,Θ)] (6.3. 20)





T (t,Θ)Λ−1(Θ)(t, θ)− N
2
log det Λ(Θ) + konstanta (6.3. 21)
Prˇedpokla´dejme, zˇe (t,Θ) a Λ(Θ) nemaj´ı spolecˇne´ parametry. Pro zjednodusˇen´ı za´pisu
povazˇujme parametry v Λ za parametry, ktere´ jsou nav´ıc k Θ, a proto vynecha´me argument
Θ v Λ(Θ). Pro jednoduchost uvazˇujme pouze skala´rn´ı prˇ´ıpad (ny = 1, (t,Θ) a Λ jsou skala´ry).










log Λ + konstanta
= −N
2
[RN (Θ)/Λ + log Λ] + konstanta (6.3. 22)
Parcia´ln´ı derivaci podle Λ polozˇ´ıme rovnu nule.
−N
2
[−RN (Θ)/Λ2 + 1/Λ] = 0
Z prˇedchoz´ı rovnice vyply´va´, zˇe odhad Λ je
Λˆ = RN (Θ) (6.3. 23)
Poznamenejme k tomu, zˇe plat´ı ∂
2
∂Λ2
logL < 0, takzˇe se jedna´ skutecˇneˇ o maximum. Dosazen´ım
(6.3.23) do (6.3.22) dostaneme
logL(Θ, Λˆ) = −N
2
log(RN (Θ)) + jina´ konstanta
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Odhad Θˆ pak z´ıska´me maximalizac´ı − log(RN (Θ)) vzhledem k Θ. Bod, ve ktere´m RN (Θ)
naby´va´ minima´ln´ı hodnoty, je odhad Θˆ a minima´ln´ı hodnota RN (Θ) bude odhad Λˆ.
Prˇedchoz´ı analy´za demonstrovala zaj´ımavy´ vztah mezi PEM a metodou ML. Jestlizˇe
prˇedpokla´da´me, zˇe poruchy v modelu jsou gaussovske´, pak metoda ML prˇejde na metodu chyby
predikce.
6.4 Analy´za
V prˇedchoz´ı cˇa´sti kapitoly jsme se zaby´vali metodou chyby predikce. Tato metoda, cˇi sp´ıˇse
prˇ´ıstup, i dalˇs´ı parametricke´ metody identifikace, ktere´ zahrnuje, prˇedstavuje zobrazen´ı mnozˇiny
dat do vektoru parametr˚u ΘˆN ∈ D
{y(1), u(1), ..., y(N), u(N)} → ΘˆN ∈ D (6.4. 1)
Zkouma´n´ı vlastnost´ı tohoto zobrazen´ı mu˚zˇe by´t prova´deˇno v principu dveˇma zp˚usoby:
1. Generovat data se zna´my´mi charakteristikami. Prove´st zobrazen´ı (6.4.1) s vyuzˇit´ım
konkre´tn´ı identifikacˇn´ı metody a ohodnotit vlastnosti odhadnuty´ch parametr˚u ΘˆN . Tento
postup by´va´ nazy´va´n simulace.
2. Prˇedpokla´dat vlastnost dat a pokusit se odvodit jake´ vlastnosti bude mı´t odhad ΘˆN . Tento
postup se nazy´va´ analy´za.
Prˇipomenˇme si, zˇe oba postupy jsme prova´deˇli na jednoduchy´ch prˇ´ıkladech ve 2. kapitole.
Nyn´ı se budeme veˇnovat analy´ze metody chyby predikce, konkre´tneˇ odhadu parametr˚u ΘˆN ,
kdyzˇ N se bl´ızˇ´ı k nekonecˇnu. Protozˇe teoreticka´ analy´za je pomeˇrneˇ na´rocˇna´, omez´ıme se zde
pouze na vy´sledky, ktere´ poskytuje. Prˇedpokla´dejme
P1 Data {u(t), y(t)} jsou staciona´rn´ı procesy.
P2 Vstup je trvale budic´ı signa´l.
P3 V
′′
N (Θ) je nonsingula´rn´ı matice prˇinejmensˇ´ım v bl´ızkosti bodu minimalizuj´ıc´ıho VN (Θ).
P4 Filtry G(q−1; Θ) a H(q−1; Θ) jsou hladke´ (diferencovatelne´) funkce vektoru parametr˚u Θ.
P5 Mnozˇina DT (S,M) zavedena´ v 5. kapitole obsahuje prˇesneˇ jeden bod.
Prˇedpoklad P5 je potrˇebny´ jen neˇkdy. Pro N bl´ızˇ´ıc´ı se nekonecˇnu vy´beˇrove´ kovariance podle
ergodicke´ teorie konverguj´ı k odpov´ıdaj´ıc´ı strˇedn´ı hodnoteˇ. Protozˇe funkce h(·) je spojita´, lze
tvrdit, zˇe
VN (Θ) = h(RN (Θ))→ h(R∞(Θ)) 4= V∞(Θ) pro N →∞ (6.4. 2)
kde
R∞ = E(t,Θ)T (t,Θ) (6.4. 3)
Bylo doka´za´no, zˇe (6.4.2) konverguje stejnomeˇrneˇ. Pak ΘˆN konverguje k bodu minimalizuj´ıc´ımu
V∞(Θ). Oznacˇme tento bod Θ∗. Poznamenejme, zˇe pro tento vy´sledek nen´ı trˇeba prˇedpoklad
P5. Jestlizˇe totizˇ mnozˇina DT (S,M) je pra´zdna´, pak z´ıska´me ”
nejrozumneˇjˇs´ı“ aproximaci.
Vektor parametr˚u Θ je takovy´, zˇe chyba predikce (t,Θ) ma´ nejmensˇ´ı mozˇnou varianci. Da´le
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prˇedpokla´dejme, zˇe mnozˇina DT (S,M) je nepra´zdna´. Necht’ Θ0 je libovolny´ prvek DT (S,M).
To znamena´, zˇe skutecˇny´ syste´m splnˇuje
y(t) = G(q−1; Θ0)u(t) +H(q−1; Θ0)e(t) Ee(t)eT (t) = Λ(Θ0) (6.4. 4)
Kdyby DT (S,M) meˇla pouze jeden bod (P5), pak Θ0 lze povazˇovat za skutecˇny´ vektor para-
metr˚u. Zkoumejme nyn´ı minima R∞(Θ). Z (6.1.1), (6.1.12), (6.1.15) a (6.4.4) vyply´va´, zˇe
(t,Θ) = H−1(q−1; Θ)[G(q−1; Θ0)u(t) +H(q−1; Θ0)e(t)−G(q−1; Θ)u(t)]
= H−1(q−1; Θ)[G(q−1; Θ0)−G(q−1Θ)]u(t)
+ H−1(q−1; Θ)H(q−1; Θ0)e(t) (6.4. 5)
Protozˇe G(0,Θ) = 0, H(0; Θ) = H−1(0; Θ) = I pro vsˇechny Θ dostaneme
(t,Θ) = e(t) + cˇlen neza´visly´ na e(t)
Tud´ızˇ
R∞(Θ) = E(t,Θ)T (t,Θ) ≥ Ee(t)eT (t) = Λ(Θ0) (6.4. 6)
za prˇedpokladu, zˇe prˇ´ıpadna´ zpeˇtna´ vazba je kauza´ln´ı. Jelikozˇ (6.4.6) da´va´ spodn´ı mez
dosazˇitelnosti pro Θ = Θ0, mu˚zˇeme ucˇinit za´veˇr, zˇe limitn´ı odhad Θ
∗ je roven Θ0. Doka´zˇeme,
zˇe pro syste´m pracuj´ıc´ı v otevrˇene´ smycˇce jsou prvky minimalizuj´ıc´ı R∞, body Θ0 z DT . Pro
syste´m se zpeˇtnou vazbou je proble´m slozˇiteˇjˇs´ı.
Necht’ syste´m pracuje v otevrˇene´ smycˇce a u(t) a e(s) jsou neza´visle´ pro vsˇechna t a s. Pak
R∞(Θ) = Λ(Θ0) implikuje, viz (6.4.5), dva vztahy
H−1(q−1; Θ)[G(q−1; Θ0)−G(q−1; Θ)]u(t) = 0
H−1(q−1; Θ)H(q−1; Θ0) = I
Z druhe´ relace zrˇejmeˇ vyply´va´, zˇe
H(q−1; Θ) = H(q−1; Θ0)
Pokud plat´ı P2, pak lze z prvn´ı identity odvodit, zˇe
G(q−1; Θ) = G(q−1; Θ0)
Tud´ızˇ ma´me Θ ∈ DT (S,M). Prˇedchoz´ı vy´sledek pak znamena´, zˇe odhad ΘˆN ve smyslu chyby
predikce je konsistentn´ı. Poznamenejme, zˇe prˇi splneˇn´ı P1-P4 je syste´m identifikovatelny´ a
jestlizˇe je splneˇn i P5, pak syste´m je parametricky identifikovatelny´.
Po te´to analy´ze o limiteˇ ΘˆN budeme pokracˇovat ve zkouma´n´ı limity rozlozˇen´ı. Bude uka´za´no, zˇe
odhad ΘˆN ma´ asymptoticky gaussovske´ rozlozˇen´ı. Odhad ΘˆN je bod, ve ktere´m ztra´tova´ funkce
VN (Θ) naby´va´ sve´ho minima. Prˇedpokla´dejme, zˇe mnozˇina DT (S,M) ma´ prˇesneˇ jeden bod, to
jest existuje jediny´ spra´vny´ vektor Θ0 (prˇedpoklad P5). Proved’me Taylor˚uv rozvoj V
′T
N (ΘˆN )
v bodeˇ Θ0 a ponechme pouze prvn´ı dva cˇleny
V ′TN (ΘˆN ) ≈ V ′TN (Θ0) + V ′′N (Θ0)(ΘˆN −Θ0)
Jelikozˇ v bodeˇ extre´mu mus´ı by´t prvn´ı derivace nulova´, tj. V ′TN (ΘˆN ) = 0, z´ıska´me
0 ≈ V ′TN (Θ0) + V ′′∞(Θ0)(ΘˆN −Θ0) (6.4. 7)
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kde V ′′N (Θ0) bylo nahrazeno limitou V
′′∞(Θ0), ktera´ plat´ı s pravdeˇpodobnost´ı 1.
Zde V ′ oznacˇuje gradient V a V ′′ je matice druhy´ch derivac´ı. Z (6.4.7) dostaneme pro velke´ N
√
N(ΘˆN −Θ0) ≈ −[V ′′∞(Θ0)]−1[
√
NV ′TN (Θ0)] (6.4. 8)
Matice V ′′∞(Θ0) je deterministicka´. Vektor
√
N V ′TN (Θ0) je vsˇak na´hodna´ promeˇnna´, ktera´ ma´
asymptoticky gaussovske´ rozlozˇen´ı se strˇedn´ı hodnotou nula a kovariancˇn´ı matic´ı P (viz zneˇn´ı
centra´ln´ı limitn´ı veˇty). Pak mu˚zˇeme psa´t
√
N(ΘˆN −Θ0) dist−−→ N(0, P ) (6.4. 9)
kde symbol
dist−−→ znamena´ konvergenci v rozlozˇen´ı a
P = [V ′′∞(Θ0)]
−1P0[V ′′∞(Θ0)]
−1 (6.4. 10)







2(t,Θ), V∞(Θ) = E2(t,Θ) (6.4. 11)












T (t, ΘˆN )]
−1 (6.4. 13)
To znamena´, zˇe (6.4.13) poskytuje obraz o kvaliteˇ odhadu parametr˚u a lze jej vypocˇ´ıtat z dat.
Ukazˇme vy´pocˇet odhadu matice P na jednodusˇsˇ´ıch prˇ´ıkladech.
Prˇ´ıklad 6.4.1. (Linea´rn´ı regrese)
Prˇedpokla´dejme, zˇe struktura modelu je
A(q−1)y(t) = B(q−1)u(t) + e(t)
kterou zapiˇsme ve formeˇ
y(t) = ϕT (t)Θ + e(t)







Takzˇe z (6.4.12) dostaneme
P = Λ[Eϕ(t)ϕT (t)]−1 (6.4. 14)
Zaj´ımave´ je srovnat (6.4.14) s odpov´ıdaj´ıc´ım vy´sledkem pro staticky´ prˇ´ıpad ze 4. kapitoly. S nyn´ı
uvazˇovanou notac´ı a pro konecˇne´ mnozˇstv´ı dat ma´me
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i) Θˆ je nestranne´,
ii)
√




V dynamicke´m prˇ´ıpadeˇ tyto vy´sledky exaktneˇ neplat´ı pro konecˇne´ N . Mı´sto nich ma´me asympto-
ticke´ vy´sledky:
i) Θˆ je konsistentn´ı,
ii)
√
N(Θˆ−Θ0) je asymptoticky gaussovske´ rozlozˇen´ı N(0, P ), kde P = Λ[Eϕ(t)ϕT (t)]−1.
Konkre´tneˇ v prˇ´ıpadeˇ, zˇe ma´me ARX model 1. rˇa´du (a syste´m), pak
ϕ(t) = [−y(t− 1), u(t− 1)]T
a P v (6.4.14) bude
P = Λ
[
Ey2(t− 1) −Ey(t− 1)u(t− 1)
−Ey(t− 1)u(t− 1) Eu2(t− 1)
]−1
(6.4. 15)
Prˇ´ıklad 6.4.2 (ARMA proces 1. rˇa´du)
Meˇjme strukturu modelu














(t,Θ) = − 1 + aq
−1
(1 + cq−1)2







EyF (t− 1)2 −EyF (t− 1)F (t− 1)



















Nyn´ı mus´ıme vypocˇ´ıtat postupneˇ E[yF (t− 1)]2, E[yF (t− 1)F (t− 1)] a E[F (t− 1)]2. Takzˇe
E(yF (t− 1))2 = E[−ayF (t− 2) + e(t− 1)]2 = a2E(yF (t− 2))2 + Λ
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E(yF (t− 1))2 − a2E(yF (t− 1))2 = Λ
E(yF (t− 1))2 = Λ
1− a2
EyF (t− 1)F (t− 1) = E[−ayF (t− 2) + e(t− 1)][−cF (t− 2) + e(t− 1)]
= acEyF (t− 2)F (t− 2) + Λ
EyF (t− 1)F (t− 1) = Λ
1− ac
E(F (t− 1))2 = E[−cF (t− 2) + e(t− 1)]2 = c2E(F (t− 1))2 + Λ
E(F (t− 1))2 = Λ
1− c2
Vypocˇtene´ vy´razy dosad´ıme do matice P a dostaneme
P = Λ
[
Λ/(1− a2) −Λ/(1− ac)






(1− a2)(1− ac)2 (1− a2)(1− ac)(1− c2)
(1− a2)(1− ac)(1− c2) (1− ac)2(1− c2)
]
Matice P je neza´visla´ na varianci sˇumu Λ. Povsˇimneˇme si, zˇe prvky kovariancˇn´ı matice budou
velmi velke´, kdyzˇ c je bl´ızko a. Vsˇimneˇme si take´, zˇe pro c = a, kdy vy´stup skutecˇne´ho syste´mu
je b´ıly´ sˇum, je model prˇeparametrizova´n. V takove´ situaci nemu˚zˇeme ocˇeka´vat konvergenci
odhadu ΘˆN k urcˇite´mu bodu. Pro tento prˇ´ıpad nebude mı´t asymptoticka´ ztra´tova´ funkce jedine´
minimum.
6.5 Vy´pocˇetn´ı aspekty minimalizace a prˇ´ıklad implementace
V te´to cˇa´sti se budeme zaby´vat neˇktery´mi vy´pocˇetn´ımi aspekty minimalizace kriteria´ln´ı funkce
metody chyby predikce. Vyjma linea´rn´ıho regresn´ıho modelu ve strukturˇe ARX, kde (t,Θ)
za´vis´ı linea´rneˇ na Θ, mus´ı by´t cˇasto minimalizace VN (Θ) provedena numericky´m zp˚usobem.
Beˇzˇneˇ pouzˇ´ıvany´ postup hleda´n´ı extre´mu prˇedstavuje algoritmus typu Newton-Raphson, kde
iteracˇn´ı krok naby´va´ formy:
Θˆ(k+1) = Θˆ(k) − αk[V ′′N (Θˆ(k))]−1V ′TN (Θˆ(k)) (6.5. 1)
Zde Θˆ(k) prˇedstavuje odhad v k-t0 iteraci prˇi hleda´n´ı extre´mu. Skala´rn´ı velicˇina αk urcˇuje de´lku
kroku prˇi hleda´n´ı minima v (6.5.1), a t´ım ovlivnˇuje rychlost postupu. Za´kladn´ı verze algoritmu
pouzˇ´ıva´ αk = 1, avsˇak prˇi prakticke´m pouzˇit´ı je vhodna´ promeˇnna´ de´lka kroku. Du˚vodem mu˚zˇe
by´t potrˇeba zajistit, aby Θ(k+1) ∈ D pro vsˇechna k nebo zlepsˇit konvergenci (6.5.1) a vybrat αk
tak, aby




(k))− α[V ′′N (Θˆ(k))]−1V ′TN (Θˆ(k))
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(6.5. 2)





Pak, s ohledem na (6.4.11) snadno z´ıska´me prvn´ı i druhou derivaci kriteria´ln´ı funkce VN (Θ) z
(6.5.1) ve formeˇ





(t,Θ)ψT (t,Θ) (6.5. 4)














Protozˇe pro N →∞ se (t,Θ) bl´ızˇ´ı k b´ıle´mu sˇumu, lze (6.5.5) aproximovat na





ψ(t,Θ)ψT (t,Θ) (6.5. 6)
To na´m umozˇn´ı vy´razneˇ zjednodusˇit vy´pocˇet a (6.5.1) naby´va´ tvaru
Θˆ(k+1) = Θˆ(k) + αk[
N∑
t=1
ψ(t, Θˆ(k))ψT (t, Θˆ(k))]−1[
N∑
t=1
(t, Θˆ(k))ψT (t, Θˆ(k))] (6.5. 7)
Tento postup je nazy´va´n Gauss-Newton˚uv algoritmus.
Prˇ´ıklad 6.5.1. (Algoritmus metody chyby predikce pro model ve strukturˇe ARMA)
Vrat’me se nyn´ı k formulaci proble´mu v prˇ´ıkladu 6.4.2, tedy k odhadu parametr˚u ARMA
modelu metodou chyby predikce. Jak jizˇ bylo rˇecˇeno, metoda chyby predikce by meˇla by´t sp´ıˇse
cha´pa´na jako mysˇlenkovy´ koncept, ktery´ vede na mnoho r˚uzny´ch identifikacˇn´ıch metod prˇi
uvazˇova´n´ı konkre´tn´ı struktury modelu. V tomto prˇ´ıkladeˇ bude navrzˇena metoda chyby predikce
pro ARMA model formou algoritmu, ktery´ mu˚zˇe by´t pouzˇit jako za´klad pro implementaci.
Algoritmus metody chyby predikce mu˚zˇe by´t da´n na´sleduj´ıc´ımi cˇtyrˇmi kroky.
Algoritmus metody chyby predikce pro model ve strukturˇe ARMA
(i) Prˇedpokla´dejme sekvenci meˇrˇeny´ch dat {y(t)}Nt=1. Z d˚uvodu nastartova´n´ı rekurzivn´ı mini-
malizace (6.5.7) zvolme pocˇa´tecˇn´ı odhad hledany´ch parametr˚u a a c, tj., definujme vektor
Θˆ(1) = [aˆ(1), cˆ(1)]T . Nastavme k = 1 a definujme si pra´h pro ukoncˇen´ı rekurze δthr, poprˇ.
maxima´ln´ı pocˇet iterac´ı minimalizacˇn´ıho algoritmu kmax.
(ii) Abychom mohli prove´st iteracˇn´ı krok optimalizacˇn´ıho algoritmu a minimalizovat ztra´tovou
funkci (6.3.2) algoritmem (6.5.7) mus´ıme spocˇ´ıtat vektor parcia´ln´ıch derivac´ı ψ(t,Θ) (6.5.3)
pro vsˇechny cˇasove´ okamzˇiky. Vektor je formova´n, jak je uka´za´no v prˇ´ıkladu 6.4.2, filtro-
vany´mi velicˇinami yF (t) a F (t), ktere´ lze, v k-te´ iteraci rekurze, spocˇ´ıtat jako
yF (t) = −cˆ(k)yF (t) + y(t), ∀t (6.5. 8)
F (t) = −cˆ(k)F (t) + (t),∀t (6.5. 9)
kde chyba predikce, vycha´zej´ıc´ı ze vztahu (6.1.15), je da´na
(t) = −cˆ(k)(t− 1) + y(t) + aˆ(k)y(t− 1),∀t (6.5. 10)
Pocˇa´tecˇn´ı podmı´nky rekurzivn´ıch vztah˚u (6.5. 8)–(6.5. 10) mohou by´t zvoleny jako nulove´.
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(iii) Odhad parametr˚u pro na´sleduj´ıc´ı iteraci k + 1, tj. Θˆ(k+1), je da´n vztahem (6.5.7), kde
ψ(t, Θˆ(k)) = [yF (t), F (t)]T (6.5. 11)
(iv) Pokud ‖Θˆ(k+1)−Θˆ(k)‖ > δthr a k < kmax, pak algoritmus pokracˇuje krokem (ii) s k ← k+1.
Jinak algoritmus koncˇ´ı a posledn´ı Θˆ(k+1) je povazˇova´no za vy´sledny´ odhad parametr˚u
metodou chyby predikce.
Na za´veˇr poznamenejme, zˇe alternativa k (6.5.1) cˇi (6.5.7) jsou rekurzivn´ı algoritmy identifikace,
ktery´mi se budeme zaby´vat v 8. kapitole.
6.6 Shrnut´ı
C´ılem te´to kapitoly bylo prˇibl´ızˇit metodu chyby predikce. K tomu bylo zapotrˇeb´ı nejdrˇ´ıve
zvla´dnout techniku vy´pocˇtu optima´ln´ı predikce. Po analy´ze metody nejmensˇ´ıch cˇtverc˚u jsme
pak prˇistoupili k formulaci za´kladn´ıch krok˚u charakterizuj´ıc´ıch PEM. Na prˇ´ıkladech byl da´le
uka´za´n vztah k neˇktery´m identifikacˇn´ım metoda´m. Za´veˇr kapitoly byl veˇnova´n analy´ze metody
a vy´pocˇetn´ım aspekt˚um minimalizace.
Podrobna´ analy´za vlastnost´ı metod chyby predikce je uvedena naprˇ. v [15], [20], [42], [43] a




7.1 Za´kladn´ı verze metody prˇ´ıdavne´ promeˇnne´
Metoda nejmensˇ´ıch cˇtverc˚u, kterou jsme popisovali ve 2. a 4. kapitole umozˇnˇuje z´ıskat analy-
ticky´m zp˚usobem optima´ln´ı odhad parametr˚u. Prˇitazˇlivost takove´ho rˇesˇen´ı spocˇ´ıva´ na existenci
jednoho extre´mu, globa´ln´ıho minima. Nicme´neˇ tato atraktivnost rˇesˇene´ u´lohy parametricke´ iden-
tifikace byla podmı´neˇna tvrdy´mi podmı´nkami kladeny´ch na syste´m, bez jejichzˇ splneˇn´ı nelze
z´ıskat konsistentn´ı odhady. Proto byla v prˇedcha´zej´ıc´ı kapitole prˇedstavena metoda chyby pre-
dikce, ktera´ poskytuje konsistentn´ı odhad parametr˚u pro sˇirokou trˇ´ıdu model˚u. Metoda chyby
predikce, podobneˇ jako metoda nejmensˇ´ıch cˇtverc˚u, byla zalozˇena na minimalizaci kvadra´tu
chyby predikce.
Oproti tomu, metoda prˇ´ıdavne´ promeˇnne´, kterou se budeme zaby´vat v te´to kapitole, je zalozˇena
na zcela jine´ za´kladn´ı mysˇlence, kdy nehleda´me nejlepsˇ´ı odhad minimalizuj´ıc´ı neˇjakou kriteria´ln´ı
(cˇasto kvadratickou) funkci, ale snazˇ´ıme se naj´ıt jaky´koliv nestranny´ odhad parametr˚u. Tato
metoda je sva´za´na s vy´razneˇ meˇkcˇ´ımi prˇedpoklady nezˇ metoda nejmensˇ´ıch cˇtverc˚u a, oproti
metodeˇ chyby predikce, je jednora´zova´, a tud´ızˇ snadno aplikovatelna´. Je te´zˇ velmi rozpracovana´,
ale v te´to pra´ci se budeme veˇnovat pouze jej´ım za´klad˚um, ktere´ jsou vhodne´ pro prˇedstaven´ı
hlavn´ı idee tohoto prˇ´ıstupu. Pro metodu prˇ´ıdavne´ promeˇnne´ se, v anglicky psane´ literaturˇe,
vzˇilo oznacˇen´ı “instrumental variable method, IVM”.
Metoda prˇ´ıdavne´ promeˇnne´ je pouzˇ´ıva´na k odhadu dynamiky syste´mu (prˇenosu od vstupu u(t)
na vy´stup y(t)) a neumozˇnˇuje zjistit vlastnosti sˇumu. Prˇedpokla´dejme strukturu modelu, se
kterou jsme se jizˇ v´ıcekra´t setkali
y(t) = ϕT (t)Θ + (t) (7.1. 1)
kde y(t) je skala´rn´ı vy´stup v cˇase t. Vektor regresor˚u ϕ(t) obsahuje zpozˇdeˇne´ vy´stupy a vstupy,
Θ je nΘ dimenziona´ln´ı vektor parametr˚u a konecˇneˇ (t) je chyba rovnice. Z 5. kapitoly v´ıme, zˇe
model (7.1.1) mohl vzniknout z
A(q−1)y(t) = B(q−1)u(t) + (t) (7.1. 2)
kde
A(q−1) = 1 + a1q−1 + . . .+ anaq−na
B(q−1) = b1q−1 + . . .+ bnbq−nb
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Vektor parametr˚u je urcˇen
Θ = [a1, a2, . . . , ana, b1, . . . , bnb]
T (7.1. 3)
a vektor regresor˚u
ϕ(t) = [−y(t− 1), . . . ,−y(t− na), u(t− 1), ldots, u(t− nb)]T (7.1. 4)
Da´le prˇedpokla´dejme, zˇe syste´m je popsa´n
y(t) = ϕT (t)Θ0 + v(t) (7.1. 5)
kde v(t) je stochasticka´ porucha.
Nejprve se zaby´vejme odhadem parametr˚u Θ ve smyslu nejmensˇ´ıch cˇtverc˚u. Ten, jak v´ıme










































Kdyzˇ N se bl´ızˇ´ı nekonecˇnu, lze prˇedchoz´ı vztah zapsat jako
Θˆ−Θ0 = [Eϕ(t)ϕT (t)]−1Eϕ(t)v(t) (7.1. 7)
To ale znamena´, zˇe odhad (7.1.6) je obecneˇ asymptoticky stranny´ nebo-li je nekonsistentn´ı.
Vy´jimku samozrˇejmeˇ tvorˇ´ı prˇ´ıpad, kdy
Eϕ(t)v(t) = 0 (7.1. 8)
Vsˇimneˇme si vsˇak, zˇe ϕ(t) za´vis´ı na vy´stupu, a tud´ızˇ za´vis´ı implicitneˇ take´ na stary´ch hodnota´ch
v(t). To znamena´, zˇe (7.1.8) je dosti tvrdy´ pozˇadavek. Je teˇzˇke´ splnit (7.1.8) kromeˇ situace, kdy
v(t) je b´ıly´ sˇum se strˇedn´ı hodnotou nula. V prˇ´ıkladech ve druhe´ kapitole jsme podobny´ prˇ´ıpad
vysˇetrˇovali. Pra´veˇ tento moment prˇi hleda´n´ı odhadu je rozhoduj´ıc´ı pro motivaci zaveden´ı metody
prˇ´ıdavne´ promeˇnne´ (v anglicky psane´ literaturˇe oznacˇovane´ jako
”
instrumental variable“, IV).
Za´kladn´ı idea charakterizuj´ıc´ı IV odhad vektoru parametr˚u Θ0 mu˚zˇe by´t objasneˇna neˇkolika
zp˚usoby. Prˇ´ımocˇary´ a jednoduchy´ zp˚usob je tento. Prˇedpokla´dejme, zˇe ζ(t) je zna´my´ nζ dimen-
ziona´ln´ı vektor (v prˇ´ıpadeˇ, zˇe bychom uvazˇovali v´ıcerozmeˇrny´ vy´stup naprˇ. dim(y(t)) = ny, pak
ζ(t) by byla matice nζ/ny), jehozˇ prvky jsou jisteˇ nekorelovane´ s na´hodny´m procesem v(t). Tuto










ζ(t)[y(t)− ϕT (t)Θ] = 0 (7.1. 9)
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pro N →∞. Dostali jsme soustavu linea´rn´ıch rovnic pro nezna´mou Θ. Jestlizˇe nζ = nΘ (a tedy












ktery´ mu˚zˇe by´t v maticove´m za´pisu obdobne´m k metodeˇ nejmensˇ´ıch cˇtverc˚u (4.1.7) zapsa´n jako
Θˆ = (ΨTΦ)−1ΨTY (7.1. 11)
kde rˇa´dky matice Ψ jsou da´ny vektorem prˇ´ıdavne´ promeˇnne´ ζ(t) v po sobeˇ jdouc´ıch cˇasovy´ch
okamzˇic´ıch t, obdobneˇ jak je tomu u matice Φ a vektoru regresor˚u ϕ(t).
Samozrˇejmeˇ prˇedpokla´da´me, zˇe inverze existuje. Prvky vektoru prˇ´ıdavne´ promeˇnne´ ζ(t) jsou
obycˇejneˇ nazy´va´ny instrumenty. Mohou by´t vybra´ny r˚uzneˇ, jak uka´zˇeme v na´sleduj´ıc´ı podka-
pitole, ale vzˇdy s podmı´nkou na zajiˇsteˇn´ı konsistentn´ıho odhadu parametr˚u. Vektor prˇ´ıdavne´
promeˇnne´ (vektor instrument˚u) by tedy meˇl splnˇovat




ζ(t)ϕT (t) (7.1. 12)





ζ(t)v(t) = 0 (7.1. 13)
Tyto vztahy znamenaj´ı, zˇe instrumenty mus´ı by´t korelovane´ s regresory, ale nesmı´ by´t kore-
lova´ny se sˇumem.
7.2 Vy´beˇr prˇ´ıdavne´ promeˇnne´
Prˇedpokla´dejme strukturu modelu (7.1.2), tedy
A(q−1)y(t) = B(q−1)u(t) + (t) (7.2. 1)
a syste´m typu (7.1.5)
A0(q
−1)y(t) = B0(q−1)u(t) + v(t)
kde koeficienty polynomu˚ A0(q
−1) a B0(q−1) tvorˇ´ı vektor Θ0. Prˇirozena´ mozˇnost, jak generovat
instrumenty je na´sleduj´ıc´ı
ζ(t) = K(q−1)[−x(t− 1),−x(t− 2), . . . , x(t− na), u(t− 1), . . . , u(t− nb)]T (7.2. 2)
kde K(q−1) je linea´rn´ı filtr a x(t) je vy´stup linea´rn´ıho syste´mu na jehozˇ vstupu je u(t)
N(q−1)x(t) = M(q−1)u(t) (7.2. 3)
kde
N(q−1) = 1 + n1q−1 + . . .+ nnnq−nn
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M(q−1) = m0 +m1q−1 + . . .+mnmq−nm
Je zrˇejme´, zˇe ζ(t) je z´ıska´no z minuly´ch vstup˚u, ktere´ jsou linea´rneˇ filtrova´ny, cozˇ lze vyja´drˇit
jako
ζ(t) = ζ(t, u(t− 1), u(t− 2), . . .)
Jestlizˇe vstup je generova´n v otevrˇene´ smycˇce, pak neza´vis´ı na v(t) ze syste´mu a (7.1.13) plat´ı.
Protozˇe vektory ϕ a ζ jsou generova´ny ze stejne´ vstupn´ı sekvence, mu˚zˇeme ocˇeka´vat, zˇe (7.1.12)
by meˇlo te´zˇ by´t splneˇno. Uved’me nyn´ı neˇjake´ specia´ln´ı prˇ´ıpady volby filtr˚u N(q−1), M(q−1) a
K(q−1).
Prˇ´ıklad 7.2.1
Konkre´tneˇ bychom mohli postupovat naprˇ. t´ımto zp˚usobem. Nejdrˇ´ıve pouzˇ´ıt metodu nejmensˇ´ıch
cˇtverc˚u na odhad parametr˚u v A(q−1) a B(q−1) modelu (7.2.1) a tento odhad vyuzˇ´ıt pro
stanoven´ı N(q−1) a M(q−1) v (7.2.3). Da´le polozˇen´ım K(q−1) = 1 pak dostaneme z (7.2.2)
vektor instrument˚u.
Prˇ´ıklad 7.2.2
Jina´ jednoducha´ mozˇnost je na´sleduj´ıc´ı. Volme N(q−1) = 1 a M(q−1) = −q−nb. Pak po
prˇeusporˇa´da´n´ı prvk˚u v ζ dostaneme
ζ(t) = [u(t− 1), u(t− 2), . . . , u(t− na− nb)]T
Poznamenejme, zˇe prˇeusporˇa´da´n´ı vektoru instrument˚u nema´ zˇa´dny´ vliv na odhad. Zmeˇna in-
strument˚u z ζ(t) na Tζ(t), kde T je nonsingula´rn´ı matice, nezmeˇn´ı parametricky´ odhad (7.1.10).
7.3 Yule-Walkerovy rovnice
V te´to cˇa´sti se budeme zaby´vat proble´mem, jak pouzˇ´ıt metodu prˇ´ıdavne´ promeˇnne´ na odhad
parametr˚u cˇasove´ rˇady a jak souvis´ı tzv. Yule-Walkerovy rovnice s technikou prˇ´ıdavne´ promeˇnne´.
Uvazˇujme proble´m odhadu autoregresn´ıch parametr˚u skala´rn´ıho ARMA procesu definovane´ho
jizˇ v 5. kapitole jako specia´ln´ı prˇ´ıpad obecne´ struktury modelu. Necht’ tedy
A(q−1)y(t) = C(q−1)e(t) (7.3. 1)
kde
A(q−1) = 1 + a1q−1 + . . .+ anaq−na
C(q−1) = 1 + c1q−1 + . . .+ cncq−nc




= E[y(t)y(t− k)] k = 0,±1,±2, ... (7.3. 2)
Vsˇimneˇme si, zˇe pro k > nc plat´ı
E[C(q−1)e(t)y(t− k)] = 0 (7.3. 3)
cozˇ lze povazˇovat za za´kladn´ı vlastnost umozˇnˇuj´ıc´ı odvozen´ı Yule-Walkerovy´ch rovnic.
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Nyn´ı, vyna´sob´ıme-li obeˇ strany rovnice (7.3.1) velicˇinou y(t − k) a provedeme-li operaci
ustrˇedneˇn´ı, dostaneme
rk + a1rk−1 + ...+ anark−na = 0 pro k = nc+ 1, nc+ 2, ... (7.3. 4)
To je soustava linea´rn´ıch rovnic pro parametry {ai} (koeficienty autoregresn´ıho polynomu).
Rovnice (7.3.4) jsou nazy´va´ny Yule-Walkerovy rovnice. Zapiˇsme prvn´ıch m rovnic maticovy´m
zp˚usobem
Ra = −r (7.3. 5)
kde
a = [a1, a2, ..., ana]
T
r = [rnc+1, ..., rnc+m]
T
R =
 rnc · · · rnc+1−na... ...
rnc+m−1 · · · rnc+m−na

Pocˇet rovnic m vol´ıme jako cele´ cˇ´ıslo tak, aby platil vztah m ≥ na.
Lze doka´zat, zˇe matice R ma´ plnou hodnost. Prvky kovariancˇn´ı matice R a vektoru r lze od-
hadnout z mnozˇiny pozorova´n´ı {y(1), y(2), ..., y(N)}. Necht’ Rˆ a rˆ oznacˇuj´ı odhady R a r. Pak
aˆ, odhad a, dostaneme ze vztahu
Rˆaˆ = −rˆ (7.3. 6)
a bude konsistentn´ı. Poznamenejme, zˇe pro
m = na je aˆ nazy´va´n minima´ln´ı Yule-Walker˚uv odhad.
m > na je prˇeurcˇeny´ syste´m rovnic a mus´ıme hledat aˆ ve smyslu
nejmensˇ´ıch cˇtverc˚u, minimalizuj´ıc´ı ‖ Rˆaˆ + rˆ ‖2Q. V tomto
prˇ´ıpadeˇ aˆ je nazy´va´n prˇeurcˇeny´ Yule-Walker˚uv odhad. Od-
had, ktery´ minimalizuje ‖ Rˆaˆ + rˆ ‖2Q pro neˇjakou pozitivneˇ
definitn´ı matici Q 6= I, je nazy´va´n va´zˇeny´ prˇeurcˇeny´ Yule-
Walker˚uv odhad.
Zrˇejmeˇ se jedna´ o jisty´ typ korelacˇn´ı techniky, se kterou jsme se setkali v te´to kapitole pod






 y(t− nc− 1)...
y(t− nc−m)






 y(t− nc− 1)...
y(t− nc−m)
 y(t) (7.3. 8)
kde nmax = max{nc+m− 1, na+ 1}, pak odhad aˆ mu˚zˇe by´t interpretova´n jako odhad z´ıskany´
technikou prˇ´ıdavne´ promeˇnne´ pro syste´m
y(t) = −[y(t− 1), . . . , y(t− na)]a+ C(q−1)e(t)
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a vektor prˇ´ıdavne´ promeˇnne´
ζ(t) = [−y(t− nc− 1), . . . ,−y(t− nc−m)]T
Yule-Walkerovy rovnice na´m tedy umozˇnˇuj´ı nale´zt odhad vektoru a, anizˇ zna´me koeficienty
polynomu C(q−1). Podobneˇ jako u metody prˇ´ıdavne´ promeˇnne´ se nedozv´ıme jake´ jsou vlastnosti
sˇumu. To je ale pochopitelne´, protozˇe jsme uka´zali na u´zky´ vztah mezi teˇmito dveˇma prˇ´ıstupy.
Na za´veˇr te´to podkapitoly jesˇteˇ uka´zˇeme, jak budou vy´sˇe uvedene´ vztahy zjednodusˇeny pro
autoregresn´ı proces. V tomto prˇ´ıpadeˇ lze rovneˇzˇ snadno z´ıskat odhad λ2. Mu˚zˇeme totizˇ zapsat
λ2
4
= E[e2(t)] = E[e(t)A(q−1)y(t)] (7.3. 9)
protozˇe pro autoregresn´ı proces plat´ı
A(q−1)y(t) = e(t) (7.3. 10)
Protozˇe {e(t)} je b´ıly´ sˇum, tedy plat´ı E[A(q−1)y(t)e(t)] = E[y(t)e(t)], vy´raz ze (7.3.9) mu˚zˇeme
da´le upravit
E[e(t)A(q−1)y(t)] = E[e(t)y(t)] = E[A(q−1)y(t)y(t)]
= r0 + a1r1 + . . .+ anarna
= λ2 (7.3. 11)
cozˇ lze da´le psa´t
−r0 = −E[y(t)y(t)] = −E[(−a1y(t− 1)− a2y(t− 2)− . . .+ anay(t− na) + e(t))y(t)]
= a1r1 + a2r2 + . . .+ anarna − λ2
Jednokrokova´ korelace je pak, vzhledem ke skutecˇnosti E[e(t)y(t− 1)] = 0, da´na
−r1 = −E[y(t)y(t− 1)] = −E[(−a1y(t− 1)− a2y(t− 2)− . . .− anay(t− na) + e(t))y(t− 1)]
= a1r0 + a2r1 + . . .+ anarna−1
Dvoukrokova´ korelace je
−r2 = −E[y(t)y(t− 2)] = −E[(−a1y(t− 1)− a2y(t− 2)− . . .− anay(t− na) + e(t))y(t− 2)]
= a1r1 + a2r0 + . . .+ anarna−2
a tak mu˚zˇeme pokracˇovat azˇ k na-krokove´ korelaci
−rna = −E[y(t)y(t− na)] = −E[(−a1y(t− 1)− a2y(t− 2)− . . .− anay(t− na) + e(t))y(t− na)]
= a1rna−1 + a2rna−2 + . . .+ anar0
Pak konsistentn´ı odhad parametr˚u {ai} a λ2 AR procesu lze naj´ıt z na´sleduj´ıc´ı soustavy rovnic,
vycha´zej´ıc´ı z prˇedchoz´ıch rovnic pro korelaci vy´stupu, tj.
−1 r1 r2 · · · rna
0 r0 r1 · · · rna−1




















prˇicˇemzˇ ri jsou korelace, ktere´ mohou by´t snadno odhadnuty z dostupny´ch meˇrˇen´ı






y(t)y(t− i) (7.3. 13)
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7.4 Modifikovane´ verze metody prˇ´ıdavne´ promeˇnne´
Metoda prˇ´ıdavne´ promeˇnne´ zahrnuje rˇadu modifikac´ı. Za´kladn´ı verze, ktera´ byla uvedena v pod-
kapitole 7.1 mu˚zˇe by´t zobecneˇna na´sleduj´ıc´ım zp˚usobem. Prˇedpokla´dejme, zˇe nζ ≥ nΘ, F (q−1)
je neˇjaky´ asymptoticky stabiln´ı filtr a ‖x‖2Q = xTQx, kde Q je pozitivneˇ definitn´ı va´hova´
matice. Pak





ζ(t)F (q−1)ϕT (t)]θ − [
N∑
t=1
ζ(t)F (q−1)y(t)]‖2Q (7.4. 1)
je odhad podle metody rozsˇ´ıˇrene´ prˇ´ıdavne´ promeˇnne´. Jestlizˇe nζ = nΘ, F (q−1) = 1 a Q = 1
pak odhad (7.4.1) prˇejde na za´kladn´ı verzi metody z 7.1, vztah (7.1.10).
Prˇi podrobneˇjˇs´ım pohledu na (7.4.1) zjist´ıme, zˇe se jedna´ o rˇesˇen´ı prˇeurcˇene´ soustavy linea´rn´ıch
rovnic ve smyslu va´zˇeny´ch nejmensˇ´ıch cˇtverc˚u. K dispozici je nζ rovnic pro nΘ nezna´my´ch.
Explicitn´ı rˇesˇen´ı (7.4.1) lze vyja´drˇit na´sleduj´ıc´ım zp˚usobem:














ζ(t)F (q−1)y(t) (7.4. 4)
Pro prakticky´ vy´pocˇet odhadu parametr˚u se vsˇak nepouzˇ´ıva´ prˇ´ımo vy´raz (7.4.2), ale numericky
stabilneˇjˇs´ı verze.
Na za´veˇr te´to podkapitoly se jesˇteˇ kra´tce veˇnujme teoreticke´ analy´ze metody. Za pomeˇrneˇ slaby´ch
prˇedpoklad˚u je mozˇne´ doka´zat, zˇe metoda prˇ´ıdavne´ promeˇnne´ produkuje konsistentn´ı odhad (to
jest limN→∞ Θˆ = Θ0), jestlizˇe
– matice R ma´ plnou hodnost (= nΘ) a
– Eζ(t)F (q−1)v(t) = 0,
kde R = Eζ(t)F (q−1)ϕ˜T (t) = limN→∞RN = Eζ(t)F (q−1)ϕT (t). Vektor ϕ˜(t) je cˇa´st ϕ(t)
”bez sˇumu”. Jestlizˇe ϕ(t) obsahuje zpozˇdeˇne´ vstupy a vy´stupy a porucha v(·) je odecˇtena od
prvk˚u ϕ(t), pak z´ıska´me ϕ˜(t) ”bez sˇumu”. To mu˚zˇeme dokumentovat na na´sleduj´ıc´ım prˇ´ıkladu.
Uvazˇujme syste´m
A(q−1)y(t) = B(q−1)u(t) + v(t)
pro ktery´
ϕT (t) = [−y(t− 1), ...,−y(t− na), u(t− 1), ..., u(t− nb)]T
pak ϕ˜T (t) je
ϕ˜T (t) = [−x(t− 1), ...,−x(t− na), u(t− 1), ..., u(t− nb)]T
kde x(t) je cˇa´st vy´stupu
”
bez sˇumu“, ktera´ je da´na
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A(q−1)x(t) = B(q−1)u(t)
Kovariancˇn´ı matice odhadu, rˇekneˇme PIV , samozrˇejmeˇ za´vis´ı na vy´beˇru ζ(t), F (q
−1) a Q. Proto
mu˚zˇeme te´zˇ zkoumat, pro jaky´ vy´beˇr dostaneme minima´ln´ı matici PIV . K tomu na´m slouzˇ´ı tzv.
optima´ln´ı metoda prˇ´ıdavne´ promeˇnne´.
7.5 Shrnut´ı
Bylo uka´za´no, zˇe metoda prˇ´ıdavne´ promeˇnne´ je vhodny´ na´stroj pro odhad parametr˚u dy-
namicke´ho syste´mu i pro situace, kdy syste´m obsahuje barevny´ sˇum. Za´kladn´ı idea metody
prˇ´ıdavne´ promeˇnne´ je bl´ızka´ postupu, ktery´ vede na tzv. Yule-Walkerovy rovnice. Kromeˇ
za´kladn´ı metody byla v te´to kapitole naznacˇena i slozˇiteˇjˇs´ı, modifikovana´ verze a na prˇ´ıkladech
byly uka´za´ny mozˇnosti volby prˇ´ıdavne´ promeˇnne´.





Jak dobrˇe v´ıme, identifikace se zaby´va´ hleda´n´ım postup˚u k nalezen´ı modelu syste´mu z experi-
menta´ln´ıch dat. Doposud jsme v podstateˇ rozliˇsovali metody identifikace na neparametricke´ a
parametricke´. Nicme´neˇ soubor nameˇrˇeny´ch dat byl v obou prˇ´ıpadech jednora´zoveˇ zpracova´n.
Proto v takovy´ch prˇ´ıpadech mluv´ıme o jednora´zove´ identifikaci, ktera´ je charakteristicka´ t´ım, zˇe
nejdrˇ´ıve jsou nameˇrˇena vsˇechna data a pak jsou najednou zpracova´na. Neˇkdy je takovy´ postup
oznacˇova´n take´ jako off-line identifikace, tedy identifikace neprob´ıhaj´ıc´ı ”pr˚ubeˇzˇneˇ v cˇase”. Pod
pojmem rekurzivn´ı identifikace cˇi rekurzivn´ı identifikacˇn´ı metody se rozumı´ vy´pocˇet parametr˚u,
ktery´ zpracova´va´ data rekurzivneˇ. Neˇkdy je te´zˇ pouzˇ´ıva´n pojem on-line. To znamena´, zˇe jestlizˇe
odhad Θˆ(t − 1) je zalozˇen na datech azˇ do okamzˇiku t − 1, pak odhad Θˆ(t) je vypocˇ´ıta´n na
za´kladeˇ Θˆ(t − 1) a vyuzˇit´ım nove´ dalˇs´ı informace, meˇrˇen´ı v cˇase t. Cely´ 2. d´ıl teˇchto skript
bude zalozˇen na rekurzivn´ıch vy´pocˇtech, rekurzivn´ım zpracova´n´ı meˇrˇen´ı. Poznamenejme, zˇe
je samozrˇejmeˇ rozd´ıl mezi rekurzivn´ım zpracova´n´ım dat a rekurzivn´ım zpracova´n´ım dat v
rea´lne´m cˇase. Zat´ımco v prvn´ım prˇ´ıpadeˇ mu˚zˇeme mı´t na mysli postup, kdy nejprve nameˇrˇ´ıme
soubor dat, a pak provedeme rekurzivn´ı vy´pocˇet parametr˚u (data postupneˇ zpracujeme),
tak ve druhe´m prˇ´ıpadeˇ jednoznacˇneˇ pozˇadujeme v rea´lne´m cˇase z´ıskana´ data te´zˇ okamzˇiteˇ
v rea´lne´m cˇase zpracovat. Nicme´neˇ v obou prˇ´ıpadech se jedna´ o rekurzivn´ı postup. Z vy´sˇe
uvedene´ho vyply´va´, zˇe identifikacˇn´ı metody cˇi sp´ıˇse zp˚usoby zpracova´n´ı dat mu˚zˇeme te´zˇ deˇlit
na jednora´zove´ a rekurzivn´ı. V te´to kapitole se budeme veˇnovat pra´veˇ rekurzivn´ım postup˚um.
Rekurzivn´ı identifikacˇn´ı metody maj´ı na´sleduj´ıc´ı obecne´ vlastnosti:
– Prˇedstavuj´ı ja´dro (centra´ln´ı cˇa´st) adaptivn´ıch syste´mu˚ pouzˇ´ıvany´ch k automaticke´mu
rˇ´ızen´ı nebo pro zpracova´n´ı signa´l˚u, kdy rˇ´ızen´ı a filtrace je zalozˇena na aktua´ln´ım modelu
rea´lne´ho syste´mu.
– Pozˇadavky na pameˇt’ jsou vy´razneˇ mensˇ´ı nezˇ v prˇ´ıpadeˇ jednora´zove´ identifikace, protozˇe
data jsou v prˇ´ıpadeˇ on-line identifikace okamzˇiteˇ zpracova´na.
– Jsou vhodne´ pro pra´ci v rea´lne´m cˇase, naprˇ. sledova´n´ı promeˇnny´ch parametr˚u v cˇase
je zajiˇsteˇno pouhou modifikac´ı za´kladn´ıch algoritmu˚ urcˇeny´ch pro odhad konstantn´ıch
parametr˚u.
– Jsou ned´ılnou soucˇa´st´ı metod zaby´vaj´ıc´ıch se hleda´n´ım vy´znamny´ch poruch cˇi zmeˇn na
sledovane´m rea´lne´m syste´mu.
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Vrat’me se k vy´sˇe uvedeny´m bod˚um poneˇkud podrobneˇji. Veˇtsˇina adaptivn´ıch syste´mu˚ je
zalozˇena na rekurzivn´ı identifikaci, a to bud’ explicitn´ı, kdy c´ılem je z´ıskat model rea´lne´ho
syste´mu nebo implicitn´ı, kdy c´ılem je z´ıskat prˇ´ımo model regula´toru nebo procesoru (syste´mu
na zpracova´n´ı signa´lu). Pak samozrˇejmeˇ v kazˇde´m okamzˇiku mus´ı by´t dostupny´ aktua´ln´ı
model. V prˇ´ıpadeˇ, zˇe syste´m je t-variantn´ı, pak i odhadovane´ parametry regula´toru nebo
procesoru se budou v cˇase meˇnit. Informacˇn´ı tok, v tomto prˇ´ıpadeˇ rea´lny´ syste´m (proces)
→ model→ regula´tor, se bude neusta´le opakovat, a proto rˇ´ıka´me, zˇe regula´tor se adaptuje
na meˇn´ıc´ı se podmı´nky (charakteristiky) rˇ´ızene´ho procesu. Vy´raznou vlastnost´ı rekurzivn´ıch
identifikacˇn´ıch metod pracuj´ıc´ıch v rea´lne´m cˇase je, zˇe mnozˇstv´ı pameˇti pro data se s cˇasem
nezvysˇuje. Pozˇadavky na pameˇt’ jsou tedy male´ a konstantn´ı. Jestlizˇe budeme aplikovat
rekurzivn´ı algoritmy navrzˇene´ pro syste´my s konstantn´ımi parametry na syste´my s promeˇnny´mi
parametry, pak samozrˇejmeˇ Θˆ(t) nebude konvergovat pro t bl´ızˇ´ıc´ı se nekonecˇnu, tak jak
jsme doposud byli zvykl´ı u jednora´zovy´ch metod. Rovneˇzˇ vy´znamnou roli hraj´ı rekurzivn´ı
algoritmy v metoda´ch zaby´vaj´ıc´ıch se sledova´n´ım syste´mu˚, ktere´ cˇas od cˇasu vy´razneˇ meˇn´ı sve´
charakteristiky. K zjiˇsteˇn´ı takovy´ch zmeˇn, at’ jizˇ se jedna´ o zmeˇny dynamiky syste´mu nebo
zmeˇny vlastnost´ı sˇumu, se pouzˇ´ıvaj´ı algoritmy detekce chyb. Pro tyto u´cˇely je nutno rekurzivn´ı
identifikacˇn´ı metody upravit tak, aby vyhovovaly specificke´ u´loze naprˇ. detekce okamzˇiku zmeˇny.
Rekurzivn´ı identifikacˇn´ı metody lze odvodit z jednora´zovy´ch identifikacˇn´ıch metod, i kdyzˇ je
neˇkdy nutne´ pouzˇ´ıt jiste´ aproximace. V na´sleduj´ıc´ı cˇa´sti budeme te´zˇ prˇi odvozen´ı rekurzivn´ıch
algoritmu˚ vycha´zet z off-line prˇ´ıstup˚u.
8.2 Rekurzivn´ı metoda nejmensˇ´ıch cˇtverc˚u
V te´to cˇa´sti se budeme zaby´vat odvozen´ım rekurzivn´ı metody nejmensˇ´ıch cˇtverc˚u nebo zkra´ceneˇ
rekurzivn´ıch nejmensˇ´ıch cˇtverc˚u. Vyjdeme z vy´sledk˚u, ktere´ zna´me jizˇ ze 4. a 6. kapitoly. Nicme´neˇ
pro u´cˇely odvozen´ı rekurzivn´ıho algoritmu si za´kladn´ı jednora´zovy´ postup prˇipomeneme.




(y(s)− ϕT (s)Θ)2 (8.2. 1)
ktere´ je analogicke´ krite´riu ze 4. kapitoly. Zde vsˇak budeme pouzˇ´ıvat t jako oznacˇen´ı soucˇasne´ho
okamzˇiku mı´sto N , abychom si prˇipravili p˚udu pro na´vrh rekurzivn´ı verze metody nejmensˇ´ıch
cˇtverc˚u vhodne´ pro zpracova´n´ı dat i v rea´lne´m cˇase. Protozˇe nemus´ı by´t vhodne´ va´zˇit rozd´ıl





(y(s)− ϕT (s)Θ)2αs, (8.2. 2)
kde αs je va´hovy´ koeficient veˇtsˇ´ı nezˇ nula a mu˚zˇe naprˇ. odpov´ıdat inverzi variance sˇumu meˇrˇen´ı,
tj. inverzi λ2s = E[e(s)e(s)], pokud je zna´ma. U´pravou (8.2.2) dostaneme (ϕ






































S prˇedchoz´ım vztahem jsme se v principu setkali jizˇ drˇ´ıve. Jedna´ se o tzv. norma´ln´ı rovnice,
jejichzˇ rˇesˇen´ım dostaneme odhad parametr˚u jednora´zovy´m vy´pocˇtem.







T (s) (8.2. 4)





Roztrzˇen´ım R¯(t) na soucˇasnost a minulost dostaneme
R¯(t) = R¯(t− 1) + αtϕ(t)ϕT (t) (8.2. 6)







= R¯−1(t)(R¯(t− 1)Θˆ(t− 1) + αtϕ(t)y(t))
= R¯−1(t)
(
(R¯(t)− αtϕ(t)ϕT (t))Θˆ(t− 1) + αtϕ(t)y(t)
)
z cˇehozˇ vyply´va´
Θˆ(t) = Θˆ(t− 1) + αtR¯−1(t)ϕ(t)[y(t)− ϕT (t)Θˆ(t− 1)] (8.2. 7)
Z prˇedchoz´ıho vztahu je zrˇejme´, zˇe odhad parametr˚u v cˇase t, Θˆ(t) je vypocˇ´ıta´n z odhadu
parametr˚u v cˇase (t− 1), Θˆ(t− 1) a va´zˇene´ chyby predikce. Ota´zka nyn´ı je, jak se vyv´ıj´ı v cˇase























R(t) = R(t− 1) + 1
t
[αtϕ(t)ϕ
T (t)−R(t− 1)] (8.2. 8)
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Po dosazen´ı za R¯(t) do (8.2.7) dostaneme
Θˆ(t) = Θˆ(t− 1) + αt
t
R−1(t)ϕ(t)[y(t)− ϕT (t)Θˆ(t− 1)] (8.2. 9)
Posledn´ı dva vztahy (8.2.9) a (8.2.8) bychom mohli pokla´dat za rekurzivn´ı algoritmus vy´pocˇtu
odhadu parametr˚u. Avsˇak z teˇchto rovnic je rovneˇzˇ zrˇejme´, zˇe v (8.2.9) potrˇebujeme invertovat
matice R, cozˇ je neprˇ´ıjemna´ numericka´ operace. Vrat’me se proto zpeˇt k rovnici (8.2.7) a ukazˇme
alternativn´ı postup odvozen´ı vedouc´ı k odstraneˇn´ı te´to neprˇ´ıjemnosti. Zaved’me
P (t)
4




T (s)]−1 (8.2. 10)
Pak
Θˆ(t) = Θˆ(t− 1) + αtP (t)ϕ(t)[y(t)− ϕT (t)Θˆ(t− 1)] (8.2. 11)
P−1(t) = P−1(t− 1) + αtϕ(t)ϕT (t) (8.2. 12)
Vztah (8.2.12) mu˚zˇeme upravit pomoc´ı tzv. maticove´ inverzn´ı identity
[A+BCD]−1 = A−1 −A−1B[C−1 +DA−1B]−1DA−1
ze ktere´ polozˇen´ım za A = P−1(t− 1), B = ϕ(t), C = α(t), D = ϕT (t) dostaneme
P (t) = [A+BCD]−1
P (t) = P (t− 1)− P (t− 1)ϕ(t)[ 1
αt
+ ϕT (t)P (t− 1)ϕ(t)]−1ϕT (t)P (t− 1) (8.2. 13)
Protozˇe inverze se v prˇedchoz´ı rovnici ty´ka´ skala´rn´ı velicˇiny, jedna´ se zde pouze o deˇlen´ı cˇ´ıslem.
Nyn´ı jizˇ zby´va´ pouze vypocˇ´ıtat αtP (t)ϕ(t) v rovnici (8.2.11). Pro vy´pocˇet vyuzˇijeme (8.2.13).
αtP (t)ϕ(t) = αtP (t− 1)ϕ(t)− αtP (t− 1)ϕ(t)ϕT (t)P (t− 1)ϕ(t)/[1/αt + ϕT (t)P (t− 1)ϕ(t)]
= P (t− 1)ϕ(t){αt − αtϕT (t)P (t− 1)ϕ(t)/[ 1
αt
+ ϕT (t)P (t− 1)ϕ(t)]}
Odsud jizˇ po snadne´ u´praveˇ dostaneme
αtP (t)ϕ(t) = P (t− 1)ϕ(t)/[ 1
αt
+ ϕT (t)P (t− 1)ϕ(t)] (8.2. 14)
Shrnˇme nyn´ı dosazˇene´ vy´sledky. Pro strukturu modelu
y(t) = ϕT (t)Θ + v(t) (8.2. 15)
ktera´ zahrnuje naprˇ. syste´m typu ARX
A(q−1)y(t) = B(q−1)u(t) + e(t) (8.2. 16)




[y(s)− ϕT (s)Θ]2αs (8.2. 17)
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a rekurzivn´ı odhad popsa´n vztahy
Θˆ(t) = Θˆ(t− 1) + L(t)(t) (8.2. 19)





+ ϕT (t)P (t− 1)ϕ(t) (8.2. 21)
P (t) = P (t− 1)− P (t− 1)ϕ(t)ϕ
T (t)P (t− 1)
1
αt
+ ϕT (t)P (t− 1)ϕ(t) (8.2. 22)
Poznamenejme, zˇe (t) cˇasto by´va´ oznacˇova´no jako chyba predikce a vektor L(t) v (8.2.19)
je zisk ukazuj´ıc´ı, jak bude chyba predikce modifikovat jednotlive´ prvky vektoru parametr˚u.
Vsˇimneˇme si take´, zˇe matice P (t) s zvysˇuj´ıc´ım se t monoto´nneˇ klesa´ a pro t→∞ se bude bl´ızˇit
nule. Pak i zisk estima´toru L(t) bude nulovy´ a odhad parametr˚u Θˆ(t) ustane. Tato situace mu˚zˇe
nastat i v konecˇne´m cˇasove´m intervalu, a to z d˚uvodu omezene´ prˇesnosti vy´pocˇtu vy´pocˇetn´ıch
prostrˇedk˚u.
Abychom mohli prˇedchoz´ı algoritmus pouzˇ´ıt, mus´ıme stanovit pocˇa´tecˇn´ı podmı´nky. U´cˇinek
pocˇa´tecˇn´ıch podmı´nek Θ(0), P (0), na odhad Θˆ(t) bude zrˇejmy´ z na´sleduj´ıc´ı analy´zy.
Uvazˇujme algoritmus (8.2.19)-(8.2.22) s αt = 1 pro vsˇechna t. Z rovnice (8.2.12) plat´ı




Zaveden´ım pomocne´ velicˇiny x(t) ve tvaru
x(t)
4
= P−1(t)Θˆ(t) (8.2. 23)
a vyuzˇit´ım (8.2.11), (8.2.12), (8.2.20) dostaneme
x(t) = P−1(t)Θˆ(t− 1) + ϕ(t)(t)
= [P−1(t− 1) + ϕ(t)ϕT (t)]Θˆ(t− 1) + ϕ(t)[y(t)− ϕT (t)Θˆ(t− 1)]





Z (8.2.23) mu˚zˇeme vyja´drˇit Θˆ(t) jako
Θˆ(t) = P (t)x(t)
a po dosazen´ı za P (t) z (8.2.12) a x(t) z prˇedposledn´ıho vztahu z´ıska´me








ktery´ je v u´zke´m vztahu s jednora´zovou metodou nejmensˇ´ıch cˇtverc˚u. Nyn´ı je jizˇ zrˇejme´, zˇe
pro P−1(0) male´ bude odhad prˇiblizˇneˇ roven jednora´zove´mu odhadu. Odtud plyne cˇasto do-
porucˇovany´ postup volit v prˇ´ıpadeˇ, zˇe nema´me apriorn´ı informace o parametrech, volit
θˆ(0) = 0 a P (0) = ρI
kde ρ je neˇjake´
”
velke´“ cˇ´ıslo.
Na za´veˇr te´to podkapitoly se kra´tce zmı´n´ıme o jine´ mozˇnosti jednoduche´ volby va´hove´ho ko-
eficientu αs v krite´riu prˇi pozˇadavku exponencia´ln´ı rychlosti zapomı´na´n´ı stary´ch dat. Tento
pozˇadavek je motivova´n situac´ı, kdy rˇesˇitel u´lohy identifikace prˇedpokla´da´ mozˇnost pomale´
zmeˇny parametr˚u (doposud jsme vzˇdy prˇedpokla´dali konstantn´ı parametry), a proto stary´m




kde τ je tzv. faktor zapomı´na´n´ı v tomto prˇ´ıpadeˇ konstantn´ı a jeho hodnota je mensˇ´ı nebo rovna
jedne´. Cˇasto se vyb´ıra´ z intervalu 0.95-0.99. Volba faktoru zapomı´na´n´ı mu˚zˇe vycha´zet naprˇ.
z apriorn´ı znalosti o rychlosti zmeˇny (tj. o cˇasove´ konstanteˇ) hledany´ch parametr˚u. Obecneˇ se
da´ rˇ´ıci, zˇe cˇ´ım mensˇ´ı je τ , t´ım rychlejˇs´ı je zapomı´na´n´ı.
T´ım, zˇe takto zvoleny´ parametr αs explicitneˇ za´vis´ı na posledn´ım cˇasove´m okamzˇiku t, nelze
jej jednodusˇe dosadit do rekurzivn´ıho algoritmu metody nejmensˇ´ıch cˇtverc˚u (8.2.19)-(8.2.22). Je
nutne´ tedy algoritmus znovu odvodit. Nicme´neˇ, odvozen´ı rekurzivn´ı metody nejmensˇ´ıch cˇtverc˚u s
va´hovy´m koeficientem za´visly´m na t je do znacˇne´ mı´ry analogicke´ k odvozen´ı algoritmu (8.2.19)-
(8.2.22), a proto zde uvedeme jen fina´ln´ı algoritmus rekurzivn´ı metody nejmensˇ´ıch cˇtverc˚u s
exponencia´ln´ım zapomı´na´n´ım dat, ktery´ je
Θˆ(t) = Θˆ(t− 1) + L(t)(t) (8.2. 25)
(t) = y(t)− ϕT (t)Θˆ(t− 1)
L(t) = P (t)ϕ(t) = P (t− 1)ϕ(t)/[τ + ϕT (t)P (t− 1)ϕ(t)]
P (t) = {P (t− 1)− P (t− 1)ϕ(t)ϕT (t)P (t− 1)/[τ + ϕT (t)P (t− 1)ϕ(t)]}/τ
Vsˇimneˇme si, zˇe na rozd´ıl od neva´zˇene´ verze, mu˚zˇe matice P (t) i r˚ust s prˇiby´vaj´ıc´ım pocˇtem
meˇrˇen´ı.
V soucˇasnosti jsou zna´my i dalˇs´ı postupy pro odhad pomalu se meˇn´ıc´ıch parametr˚u, naprˇ. tzv.
smeˇrove´ zapomı´na´n´ı nebo Kalman˚uv filtr, ktery´ bude detailneˇ popsa´n ve 2. d´ıle skript a je
zalozˇen na odliˇsne´m popisu nezna´my´ch parametr˚u (parametry jsou uvazˇova´ny jako na´hodne´
velicˇiny).
8.3 Rekurzivn´ı metoda prˇ´ıdavne´ promeˇnne´
V kapitole 7. jsme se zaby´vali prˇedevsˇ´ım za´kladn´ı variantou metody prˇ´ıdavne´ promeˇnne´.




ζ(s)ϕT (s)]−1[ζ(s)y(s)] (8.3. 1)
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Je zrˇejme´, zˇe tento vy´raz je velmi struktura´lneˇ podobny´ s (8.2.3) pro αs = 1 a analogicky´m
postupem jako u odvozen´ı rekurzivn´ıch nejmensˇ´ıch cˇtverc˚u bychom dostali na´sleduj´ıc´ı rekurzivn´ı
algoritmus odhadu parametr˚u.
Θˆ(t) = Θˆ(t− 1) + L(t)(t) (8.3. 2)
(t) = y(t)− ϕT (t)Θˆ(t− 1)
L(t) = P (t)ζ(t) = P (t− 1)ζ(t)/[1 + ϕT (t)P (t− 1)ζ(t)]
P (t) = P (t− 1)− P (t− 1)ζ(t)ϕT (t)P (t− 1)/[1 + ϕT (t)P (t− 1)ζ(t)]
Jediny´ rozd´ıl mezi jednora´zovou i rekurzivn´ı metodou nejmensˇ´ıch cˇtverc˚u a metodou prˇ´ıdavne´
promeˇnne´ rovneˇzˇ v obou varianta´ch je v za´meˇneˇ vektoru ϕ(t) za vektor prˇ´ıdavne´ promeˇnne´ ζ(t).
Ale ϕT (t) z˚usta´va´ stejne´. Pro rekurzivn´ı algoritmus mu˚zˇeme prove´st naprˇ. na´sleduj´ıc´ı volbu
vektoru prˇ´ıdavne´ promeˇnne´
ζT (t) = [−ym(t− 1), . . . ,−ym(t− na), u(t− 1), . . . , u(t− nb)]
kde ym(t) je vy´stup deterministicke´ho syste´mu
ym(t) + aˆ1(t)y(t− 1) + . . .+ aˆna(t)ym(t− na) = bˆ1(t)u(t− 1) + . . .+ bˆnb(t)u(t− nb)
s promeˇnny´mi parametry, ktere´ generuje rekurzivn´ı algoritmus identifikace.
8.4 Rekurzivn´ı metoda chyby predikce
Metodou chyby predikce jsme se jizˇ zaby´vali v 6. kapitole. C´ılem te´to subkapitoly je z´ıskat
rekurzivn´ı algoritmus vy´pocˇtu odhadu metodou chyby predikce pro obecny´ model, s jedn´ım
vstupem a jedn´ım vy´stupem. Toto omezen´ı nen´ı samozrˇejmeˇ nutne´, ale pro zlepsˇen´ı porozumeˇn´ı







Pro λ = 1 se ztra´tova´ funkce redukuje na standardn´ı tvar se stejnou vahou pro vsˇechna data.
Takto uvazˇujeme exponencia´ln´ı zapomı´na´n´ı dat. Poznamenejme, zˇe odhad Θˆt z´ıskany´ z jed-
nora´zove´ identifikace minimalizuj´ıc´ı (8.4.1) nelze naj´ıt analyticky, kromeˇ specia´ln´ıch prˇ´ıpad˚u
zkoumany´ch jizˇ drˇ´ıve v textu. Proto mus´ı by´t prova´deˇna numericka´ optimalizace. To je rovneˇzˇ
d˚uvod, procˇ nelze odvodit rekurzivn´ı algoritmus prˇesneˇ odpov´ıdaj´ıc´ı jednora´zove´ identifikaci.
Bude potrˇeba prova´deˇt jiste´ aproximace. Prˇedpokla´dejme, zˇe Θˆ(t − 1) minimalizuje Vt−1(Θ) a
zˇe minimum Vt(Θ) je bl´ızko Θˆ(t − 1). Pak je prˇijatelne´ aproximovat Vt(Θ) Taylorovou rˇadou
okolo bodu Θˆ(t− 1). Proved’me Taylor˚uv rozvoj a ponechme pouze prvn´ı trˇi cˇleny.




(Θ− Θˆ(t− 1))TV ′′t (Θˆ(t− 1))(Θ− Θˆ(t− 1)) (8.4. 2)
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Prava´ strana (8.4.2) je kvadraticka´ funkce vzhledem k Θ. Prˇi hleda´n´ı extre´mu postupujme
standardn´ım zp˚usobem, tedy prvn´ı derivaci polozˇ´ıme rovnu nule
V
′T
t (Θˆ(t− 1)) + V
′′
t (Θˆ(t− 1))[Θ− Θˆ(t− 1)] = 0 (8.4. 3)
Novy´ optima´ln´ı odhad v cˇase t pak mu˚zˇeme stanovit z (8.4.3)
Θˆ(t) = Θˆ(t− 1)− [V ′′t (Θˆ(t− 1))]−1[V ′t (ΘˆT (t− 1))]T (8.4. 4)
Tento optimalizacˇn´ı postup odpov´ıda´ tzv. Newton-Raphson algoritmu pro hleda´n´ı extre´mu
funkce. Nicme´neˇ rekurzivn´ı vztah mus´ıme z´ıskat i pro derivace ztra´tove´ funkce Vt(Θ). Vyjdeˇme
z (8.4.1) a postupneˇ derivujme Vt(Θ)





















V ′t−1(Θˆ(t− 1)) = 0 (8.4. 5)
V
′′
t−1(Θˆ(t− 1)) = V
′′
t−1(Θˆ(t− 2)) (8.4. 6)
(t)
′′
(t) = 0 (8.4. 7)
Du˚vod pro zaveden´ı (8.4.5) je v prˇedpokladu, zˇe funkce Vt−1(Θ) naby´va´ minima´ln´ı hodnoty
v bodeˇ Θˆ(t − 1). Vztah (8.4.6) rˇ´ıka´, zˇe druha´ derivace se skoro nemeˇn´ı s Θ a konecˇneˇ (8.4.7)
podporuje skutecˇnost, zˇe pro hledane´ parametry (parametry syste´mu) bude (t) b´ıly´ sˇum (Θˆ→




V ′t (Θˆ(t− 1)) = −(t, Θˆ(t− 1))ψ(t, Θˆ(t− 1)) (8.4. 8)
V
′′
t (Θˆ(t− 1)) = λV
′′





Vztah pro odhadovane´ parametry (8.4.4) mu˚zˇeme jizˇ konkretizovat dosazen´ım z (8.4.8)-(8.4.10)
a tak dostaneme





t (Θˆ(t− 1)), pak (8.4.11) a (8.4.9) nabude tvar
Θˆ(t) = Θˆ(t− 1) + R¯−1(t)ψ(t, Θˆ(t− 1))(t, Θˆ(t− 1)) (8.4. 12)
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R¯(t) = λR¯(t− 1) + ψ(t, Θˆ(t− 1))ψT (t, Θˆ(t− 1)) (8.4. 13)
V tuto chv´ıli si mus´ıme polozˇit ota´zku, jak vypocˇ´ıta´me ψ(t, Θˆ(t−1)) a (t, Θˆ(t−1)). Pro vy´pocˇet
teˇchto velicˇin jizˇ nutneˇ potrˇebujeme zna´t konkre´tn´ı strukturu modelu. Pro neˇktere´ struktury
vyzˇaduje vy´pocˇet (t, Θˆ(t− 1)) zpracova´n´ı vsˇech dat azˇ do cˇasu t a podobneˇ pro ψ(t, Θˆ(t− 1)).
Abychom tyto velicˇiny mohli pocˇ´ıtat pouze z posledn´ıch dat, proved’me posledn´ı aproximaci
(t) ∼ (t, Θˆ(t− 1))
ψ(t) ∼ −[′(t, Θˆ(t− 1))]T
ktera´ umozˇn´ı vyhodnocen´ı velicˇin (t), ψ(t) pr˚ubeˇzˇneˇ v cˇase. Konkre´tn´ı forma a zp˚usob jejich
implementace vsˇak za´lezˇ´ı na aktua´ln´ı strukturˇe modelu, jak bude videˇt v prˇ´ıkladu 8.4.1.
Dalˇs´ı proble´m, ktery´ prˇina´sˇ´ı (8.4.12) a (8.4.13) je opeˇt nekompatibilita teˇchto rovnic vzhledem
k matici R¯(t), protozˇe v (8.4.12) je jej´ı inverze. Podobny´ jev nastal i prˇi odvozova´n´ı metody
rekurzivn´ıch nejmensˇ´ıch cˇtverc˚u. Pro odstraneˇn´ı inverze proto mu˚zˇeme pouzˇ´ıt stejny´ postup
jako v podkapitole 8.2.
Zaved’me
P (t) = [V
′′
t (Θˆ(t− 1))]−1 (8.4. 14)
pak z (8.4.9) plyne
P−1(t) = λP−1(t− 1) + ψ(t)ψT (t) (8.4. 15)
Prˇedchoz´ı vztah mu˚zˇeme pouzˇit´ım maticove´ inverzn´ı identity zapsat (podobneˇ jako z (8.2.12)
na (8.2.13))
P (t) = {P (t− 1)− P (t− 1)ψ(t)ψT (t)P (t− 1)/[λ+ ψT (t)P (t− 1)ψ(t)]}/λ (8.4. 16)
T´ım jsme odstranili nutnost prova´deˇt v kazˇde´m kroku inverzi matice dimenze nΘ/nΘ, protozˇe
v (8.4.16) je nutne´ pouze deˇlit cˇ´ıslem. Nyn´ı jizˇ lze prˇedve´st vy´sledny´ rekurzivn´ı algoritmus
metody chyby predikce:
Θˆ(t) = Θˆ(t− 1) + L(t)(t) (8.4. 17)
L(t) = P (t)ψ(t) (8.4. 18)
P (t) = {P (t− 1)− P (t− 1)ψ(t)ψT (t)P (t− 1)/[λ+ ψT (t)P (t− 1)ψ(t)]}/λ (8.4. 19)
nebo po u´praveˇ vy´pocˇtu ziskove´ho vektoru L(t) podobneˇ jako u nejmensˇ´ıch cˇtverc˚u
L(t) = P (t− 1)ψ(t)/[λ+ ψT (t)P (t− 1)ψ(t)] (8.4. 20)
Algoritmus (8.4.17)-(8.4.19) prˇ´ıpadneˇ (8.4.20) je pouzˇitelny´ na r˚uzne´ struktury model˚u.
Vy´pocˇet (t) a ψ(t) bude za´visly´ na konkre´tn´ı strukturˇe. Naprˇ´ıklad pro ARX model bude
tento algoritmus totozˇny´ s (8.2.19)-(8.2.22) pro nejmensˇ´ı cˇtverce. To znamena´, zˇe ψ(t) = ϕ(t)
a (t) = y(t) − ϕT (t)Θˆ(t − 1). Pro ARMAX model vsˇak bude vy´pocˇet teˇchto velicˇin slozˇiteˇjˇs´ı.
Veˇnujme se proto podrobneˇ aplikaci odvozene´ho algoritmu pro ARMAX model.
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Prˇ´ıklad 8.4.1 Aplikace rekurzivn´ı metody chyby predikce na ARMAX model.
Prˇedpokla´dejme ARMAX strukturu
A(q−1)y(t) = B(q−1)u(t) + C(q−1)e(t) (8.4. 21)
kde
A(q−1) = 1 + a1q−1 + ...+ anaq−na
B(q−1) = b1q−1 + ...+ bnbq−nb
C(q−1) = 1 + c1q−1 + ...+ cncq−nc
Z 6. kapitoly v´ıme, zˇe
C(q−1)(t,Θ) = A(q−1)y(t)−B(q−1)u(t) (8.4. 22)
















= −u(t− i) (8.4. 24)




= −(t− i,Θ) (8.4. 25)



















pak derivace pro vsˇechny parametry je da´na
ψ(t,Θ) = −[yF (t−1), . . . , yF (t−na),−uF (t−1), . . . ,−uF (t−nb),−F (t−1), . . . ,−F (t−nc)]T
(8.4. 29)
Kromeˇ prˇ´ıpadu, kdy C(q−1) = 1 jsou (8.4.22)-(8.4.29) filtry s nekonecˇnou impulsn´ı odezvou
(vstupem je u(·) a y(·) a vy´stupem (·) a ′(·)). Take´ je zrˇejme´, zˇe k vy´pocˇtu (t,Θ) i ′(t,Θ) pro
libovolnou hodnotou Θ je zapotrˇeb´ı zpracovat vsˇechna data azˇ do okamzˇiku t. Vhodny´ zp˚usob,
jak aproximovat vy´pocˇet teˇchto hodnot je nahradit prˇi vy´pocˇtu (t,Θ) nezna´me´ parametry jejich
odhady v okamzˇiku t− 1, tedy
(t) = y(t) + aˆ1(t− 1)y(t− 1) + ...+ aˆn(t− 1)y(t− na)
− bˆ1(t− 1)u(t− 1)− ...− bˆn(t− 1)u(t− nb)
− cˆ1(t− 1)(t− 1)− ...− cˆn(t− 1)(t− nc) (8.4. 30)
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a podobneˇ pro prvky ψ(t) s t´ım, zˇe odhad lze pouzˇ´ıt azˇ po okamzˇik t
yF (t) = y(t)− cˆ1(t)yF (t− 1)− ...− cˆnc(t)yF (t− nc) (8.4. 31)
uF (t) = u(t)− cˆ1(t)uF (t− 1)− ...− cˆnc(t)uF (t− nc) (8.4. 32)
F (t) = (t)− cˆ1(t)F (t− 1)− ...− cˆnc(t)F (t− nc) (8.4. 33)
Poznamenejme, zˇe
”
prˇesny´“ vy´pocˇet (s, ·) a ′(s, ·) by vyzˇadoval filtraci s pevny´m Θˆ(t − 1)
od t = 1 do t = s. Takto provedeme filtraci pouze jednou s inicializac´ı v kazˇde´m cˇasove´m
okamzˇiku s pouzˇit´ım aktua´ln´ıho odhadu parametr˚u Θˆ(t− 1) z prˇedchoz´ıch hodnot  a ′. Nyn´ı
jizˇ mu˚zˇeme realizovat obecny´ algoritmus (8.4.17)-(8.4.20), protozˇe velicˇiny, ktere´ souvis´ı se
strukturou modelu  a ψ jsou jizˇ zna´my.
Na za´veˇr poznamenejme, zˇe (t) z (8.4.7) bychom mohli pocˇ´ıtat
”
le´pe“ nezˇ v (8.4.30), protozˇe
pro vy´pocˇet (t − 1) v (8.4.30) mu˚zˇeme pouzˇ´ıt jizˇ odhad Θˆ(t − 1) mı´sto Θˆ(t − 2) atd. To by
umozˇnilo nale´zt modifikovany´ algoritmus s lepsˇ´ımi vlastnostmi nezˇ ma´ vy´sˇe uvedeny´.
V dalˇs´ım prˇ´ıkladu uka´zˇeme, jaky´ je vztah mezi znacˇneˇ popula´rn´ı metodou pseudolinea´rn´ı
regrese a metodou chyby predikce prˇi aplikaci na ARMAX model.
Prˇ´ıklad 8.4.2 Pseudolinea´rn´ı regrese pro ARMAX model.
Zapiˇsme ARMAX model (8.4.21) jako linea´rn´ı regresi
y(t) = ϕT (t)Θ + e(t)
kde
ϕ(t) = [−y(t− 1), . . . ,−y(t− na), u(t− 1), . . . , u(t− nb), e(t− 1), . . . , e(t− nc)]T
Θ = [a1, . . . , ana, b1, . . . , bnb, c1, . . . , cnc]
T
Samozrˇejmeˇ nelze aplikovat metodu nejmensˇ´ıch cˇtverc˚u, protozˇe regresory {e(t−1), . . . , e(t−nc)}
nejsou zna´my. Avsˇak jestlizˇe je nahrad´ıme odhadnutou chybou predikce (t), dostaneme rekur-
zivn´ı algoritmus (pro αs = 1 v krite´riu)
Θˆ(t) = Θˆ(t− 1) + L(t)(t)
(t) = y(t)− ϕT (t)Θˆ(t− 1)
L(t) = P (t− 1)ϕ(t)/[1 + ϕT (t)P (t− 1)ϕ(t)]
P (t) = P (t− 1)− P (t− 1)ϕ(t)ϕT (t)P (t− 1)/[1 + ϕT (t)P (t− 1)ϕ(t)]
ϕ(t) = [−y(t− 1)...− y(t− n)u(t− 1)...u(t− n)(t− 1)...(t− n)]T
Acˇkoliv tento algoritmus reprezentuj´ıc´ı metodu pseudolinea´rn´ı regrese je velmi podobny´
rekurzivn´ı metodeˇ chyby predikce, je zde vsˇak prˇece rozd´ıl v absenci filtru ve vektoru regresor˚u.
Rovneˇzˇ vlastnosti spojene´ s konvergenc´ı a kvalitou odhadu jsou vy´razneˇ horsˇ´ı. Pro zajiˇsteˇn´ı
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pro vsˇechny ω, cozˇ je samozrˇejmeˇ splneˇno jen pro neˇktere´ C0(q
−1). Poznamenejme, zˇe v
literaturˇe je tento algoritmus obcˇas oznacˇova´n jako metoda rozsˇ´ıˇreny´ch nejmensˇ´ıch cˇtverc˚u.
8.5 Metoda stochasticke´ aproximace
Pojem stochasticka´ aproximace byl zaveden ve statistice pro sekvencˇn´ı odhad parametr˚u.
Nejdrˇ´ıve se pokus´ıme uka´zat hlavn´ı mysˇlenku stochasticke´ aproximace a jej´ı vztah k rekurzivn´ı
identifikaci. Uvazˇujme model
y(t) = ϕT (t)Θ + v(t) (8.5. 1)
kde y(t) a ϕ(t) jsou meˇrˇene´ velicˇiny, Θ je vektor parametr˚u, ktery´ ma´ by´t urcˇen a promeˇnna´









E[y(t)− ϕT (t)Θ]2 (8.5. 2)
Protozˇe V (Θ) je kvadraticka´ v Θ lze min V (Θ) nale´zt rˇesˇen´ım
[− d
dΘ
V (Θ)]T = Eϕ(t)[y(t)− ϕT (t)Θ] = 0
Jelikozˇ nezna´me hustoty pravdeˇpodobnosti velicˇin y(t) ani ϕ(t) nelze strˇedn´ı hodnotu ohodnotit.





a pak vlastneˇ prˇej´ıt na metodu nejmensˇ´ıch cˇtverc˚u.
Nyn´ı se veˇnujme typicke´ formulaci proble´mu rˇesˇene´ho stochastickou aproximac´ı. Necht’ {e(t)}
je sekvence na´hodny´ch promeˇnny´ch se stejny´m rozlozˇen´ım. Da´le prˇedpokla´dejme, zˇe je da´na
funkce Q(x, e(t)) promeˇnny´ch e(t), x a hleda´me rˇesˇen´ı rovnice
EQ(x, e(t)) = f(x) = 0,
kde E oznacˇuje strˇedn´ı hodnotu prˇes e(t). Rˇesˇitel u´lohy nezna´ rozlozˇen´ı e(t). Rovneˇzˇ prˇesny´ tvar
funkce Q mu˚zˇe by´t nezna´my´. Avsˇak realizace Q(x, e) jsou pozorova´ny nebo mohou by´t neˇjak
zjiˇsteˇny pro vybrana´ x. Rˇecˇeno jiny´mi slovy, uzˇivatel vybere x a dostane realizaci Q(x, e(t)).
Snadno se lze prˇesveˇdcˇit, zˇe proble´m nalezen´ı parametr˚u regresn´ıho modelu je specia´ln´ım
prˇ´ıpadem te´to obecne´ u´lohy. Stacˇ´ı, pokud zavedeme
x = Θ
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e(t) = [y(t), ϕT (t)]T
Q(x, e(t)) = ϕ(t)[y(t)− ϕT (t)Θ]
V tomto prˇ´ıpadeˇ e(t) je meˇrˇeno (nebo zna´mo) a Q(x, e(t)) je zna´ma´ funkce x a e(t), ale rozlozˇen´ı
e(t) je nezna´me´. Vrat’me se vsˇak k obecne´ rovnici
EQ(x, e(t)) = f(x) = 0
Ota´zkou z˚usta´va´ jak generovat posloupnost aproximativn´ıch rˇesˇen´ı x(t) pro t = 1, 2, . . .,
na za´kladeˇ pozorovany´ch realizac´ı Q(x(t), e(t)) tak, aby byla zajiˇsteˇna konvergence k rˇesˇen´ı.
Mysˇlenkoveˇ jednoduchy´ a na proveden´ı zdlouhavy´ by byl na´sleduj´ıc´ı postup. Pouzˇ´ıt neˇjake´ x a
prove´st velky´ pocˇet pozorova´n´ı, pak odhadnout strˇedn´ı hodnotu jako pr˚umeˇr. T´ımto bychom
z´ıskali odhad hodnoty f(x) pro jedno konkre´tn´ı x a postup opakovat pro jine´ x tak dlouho, dokud
nenajdeme rˇesˇen´ı. Tato cesta je samozrˇejmeˇ velmi neefektivn´ı, protozˇe vlastneˇ nesystematicky
procha´z´ıme mozˇne´ x. Efektivneˇjˇs´ı postup navrhli Robbins a Monro ve formeˇ na´sleduj´ıc´ıho re-
kurzivn´ıho rˇesˇen´ı
xˆ(t) = xˆ(t− 1) + γ(t)Q(xˆ(t− 1), e(t)) (8.5. 3)








Teˇmto podmı´nka´m vyhovuje naprˇ. γ(t) = 1/t. Bylo doka´za´no, zˇe xˆ(t) bude konvergovat k
rˇesˇen´ı rovnice za urcˇity´ch prˇedpoklad˚u. Typicky´ prˇedpoklad je, zˇe {e(t)} je sekvence neza´visly´ch
na´hodny´ch vektor˚u, cozˇ v nasˇ´ı aplikaci na regresn´ı model nemus´ı by´t splneˇno.
Vrat’me se opeˇt k linea´rn´ı regresi (8.5.1). Algoritmus stochasticke´ aproximace zalozˇeny´ na (8.5.3)
bude pro (8.5.1)
Θˆ(t) = Θˆ(t− 1) + γ(t)ϕ(t)
(
y(t)− ϕT (t)Θˆ(t− 1)
)
(8.5. 4)
Tento algoritmus byl velmi obl´ıbeny´ v oblasti adaptivn´ıho zpracova´n´ı signa´l˚u.








V (x) = fT (x)
a da´le prˇedpokla´dejme, zˇe gradient
− ∂
∂x
H(x, e(t)) = QT (x, e(t))
lze vyja´drˇit pro vybrane´ x. Pak rˇesˇen´ı minimalizacˇn´ıho proble´mu je prˇevedeno na rˇesˇen´ı rovnice
0 = (− d
dx
V (x))T = f(x) = EQ(x, e(t))
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ve ktere´ byla provedena za´meˇna operac´ı ustrˇedneˇn´ı a derivace. Tedy nastaven´ı x je prova´deˇno
ve smeˇru negativn´ıho gradientu, a proto se neˇkdy pouzˇ´ıva´ pro algoritmy typu Robbins-Monro
oznacˇen´ı stochasticke´ gradientn´ı metody.
Stochasticke´ gradientn´ı metody lze cha´pat jako stochastickou analogii metody nejveˇtsˇ´ıho spa´du
”
steepest descent“ pro numerickou minimalizaci deterministicke´ funkce. Tato metoda pracuje
takto







kde γ(t) je vhodneˇ vybrane´ kladne´ cˇ´ıslo a x(t) oznacˇuje t-tou iteraci. Je dobrˇe zna´mo, zˇe tento
postup nen´ı prˇ´ıliˇs u´cˇinny´, kdyzˇ se iterace bl´ızˇ´ı minimu. Takzvane´ Newtonovy metody poskytuj´ı











Pak iteracˇn´ı schema bude mı´t tvar











Stochasticka´ varianta Newtonovy metody spocˇ´ıva´ v konstrukci aproximace V
′′
(x) na za´kladeˇ











kde et = [e(t), e(t− 1), ..., e(1)]. Tato iterace je za´kladem stochasticke´ho Newtonova algoritmu.




V (Θ) = Eϕ(t)ϕT (t)
Matici druhy´ch derivac´ı lze urcˇit jako rˇesˇen´ı R z
E[ϕ(t)ϕT (t)−R] = 0 (8.5. 6)
Aplikac´ı Robbins-Monro postupu na (8.5.6) dostaneme
R(t) = R(t− 1) + γ(t)(ϕ(t)ϕT (t)−R(t− 1))
Odhad d2V (Θ)/dΘ2 v cˇase t je tedy R(t). Vyuzˇit´ım tohoto odhadu z´ıska´me stochasticky´
Newton˚uv algoritmus
Θˆ(t) = Θˆ(t− 1) + γ(t)R−1(t)ϕ(t)(y(t)− ϕT (t)Θˆ(t− 1)) (8.5. 7)
ktery´ je u´zce sva´za´n s metodou rekurzivn´ıch nejmensˇ´ıch cˇtverc˚u. Pro γ((t) = 1/t a αt = 1
dostaneme rekurzivn´ı algoritmus nejmensˇ´ıch cˇtverc˚u z podkapitoly 8.2.
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8.6 Numericke´ osˇetrˇen´ı rekurzivn´ıch algoritmu˚
Na za´veˇr te´to kapitoly si vsˇimneˇme jednoho proble´mu spojene´ho s realizac´ı vsˇech, v te´to
kapitole prˇedstaveny´ch, rekurzivn´ıch algoritmu˚. Proble´m se ty´ka´ vy´pocˇtu matice P (t), ktera´
je da´na rozd´ılem dvou matic. Vlivem zaokrouhlovac´ıch chyb a prˇi delˇs´ım chodu rekurze mu˚zˇe
doj´ıt ke ztra´teˇ pozitivn´ı (semi-)definitnosti te´to matice, ktera´ je za´kladem pro stanoven´ı zisku
rekurzivn´ıch algoritmu˚, a to ve sve´m d˚usledku obra´t´ı smeˇr hleda´n´ı extre´mu, d´ıky cˇemuzˇ
algoritmus diverguje. Proto byly vyvinuty algoritmy, ktere´ toto nebezpecˇ´ı odstranˇuj´ı. Princip
algoritmu˚ bude prˇedstaven na vy´pocˇtu matice P (t) (8.4.19) v rekurzivn´ı verzi metody chyby
predikce prˇi uvazˇova´n´ı λ = 1. Pro ostatn´ı rekurzivn´ı identifikacˇn´ı metody je postup analogicky´.
Prvn´ı z mozˇnost´ı jsou odmocninove´ filtry, ktere´ se deˇl´ı na tzv. UDUT filtry a SST filtry.
Prvn´ı z nich rozkla´daj´ı matici P na soucˇin diagona´ln´ı D a troju´heln´ıkovy´ch matic U,UT ,
tedy P = UDUT . Druhy´ zp˚usob spocˇ´ıva´ v rozkladu matice P = SST , kde na formu matice
nejsou v principu kladeny zˇa´dne´ prˇedpoklady. Druhy´ zp˚usob rozkladu ma´ obdobne´ numericke´
vlastnosti, avsˇak vede na jednodusˇsˇ´ı vy´sledny´ algoritmus. Proto zde bude pro ilustraci uveden
bez detailn´ıho odvozen´ı.
Definujeme matici S(t) takto
P (t)
4
= S(t)ST (t) (8.6. 1)
Hledejme cˇasovy´ vy´voj S(t) mı´sto P (t). Prˇipomenˇme si za´kladn´ı rovnici pro vy´pocˇet P (t) prˇi
λ = 1
P (t) = P (t− 1)− P (t− 1)ψ(t)ψT (t)P (t− 1)/[1 + ψT (t)P (t− 1)ψ(t)]
Vy´pocˇet S(t) se pak skla´da´ z teˇchto vy´sledny´ch vztah˚u
f(t) = ST (t− 1)ψ(t)
β(t) = 1 + fT (t)f(t)
α(t) = 1/[β(t) +
√
β(t)]
K(t) = S(t− 1)f(t)
S(t) = S(t− 1)− α(t)K(t)fT (t)
Zisk L(t) se vypocˇ´ıta´ z K(t)
L(t) = K(t)/β(t)
Z d˚uvodu usˇetrˇen´ı numericky´ch operac´ı je pak vhodne´ vy´pocˇet parametr˚u prove´st takto
Θˆ(t) = Θˆ(t− 1) +K(t)[(t)/β(t)]
cozˇ usˇetrˇ´ı nΘ− 1 deˇlen´ı, oproti vy´pocˇtu L(t) a na´sledne´mu na´soben´ı s (t).
Druha´ mozˇnost, jak se vyporˇa´dat s mozˇnou ztra´tou pozitivn´ı semi-definitnosti matice P (t),
spocˇ´ıva´ v pouzˇit´ı tzv. Josephovy formy pro vy´pocˇet matice P (t), kterou lze zapsat ve tvaru
P (t) = (I − L(t)ψT (t))P (t− 1)(I − L(t)ψT (t))T + L(t)LT (t) (8.6. 2)
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kde I je jednotkova´ matice o rozmeˇrech nΘ/nΘ a zisk L(t) je da´n rovnic´ı (8.4.20), tedy vztahem
L(t) = P (t− 1)ψ(t)/(1 + ψT (t)P (t− 1)ψ(t))
Jednoduchy´m vy´pocˇtem lze oveˇrˇit, zˇe vztahy (8.6. 2) a (8.4.19) jsou identicke´. Rozna´soben´ım a
dosazen´ım vztahu pro vy´pocˇet zisku L(t) do (8.6. 2) lze psa´t
P (t) = P (t− 1)− P (t− 1)ψLT︸ ︷︷ ︸
a
−LψTP (t− 1)︸ ︷︷ ︸
b










= P (t− 1)− 2P (t−1)ψψTP (t−1)ζ + P (t−1)ψψ
TP (t−1)
ζ
= P (t− 1)− P (t− 1)ψ(t)ψT (t)P (t− 1)/[1 + ψT (t)P (t− 1)ψ(t)] (8.6. 3)
kde ψ = ψ(t), L = L(t) a ζ = ζ(t) = (1 + ψT (t)P (t− 1)ψ(t)).
Ze vztah˚u (8.6. 1) a (8.6. 3) je jizˇ patrne´, zˇe prˇi vy´pocˇtu matice P (t) nedocha´z´ı k odecˇtu dvou
matic a vy´sledna´ matice je tak zcela jisteˇ pozitivneˇ semi-definitn´ı.
8.7 Shrnut´ı
Rekurzivn´ı algoritmy identifikace jsou velmi vhodne´ pro nejr˚uzneˇjˇs´ı aplikace. V te´to kapitole
byly postupneˇ odvozeny nejd˚ulezˇiteˇjˇs´ı rekurzivn´ı postupy: rekurzivn´ı metoda nejmensˇ´ıch
cˇtverc˚u, rekurzivn´ı metoda prˇ´ıdavne´ promeˇnne´, rekurzivn´ı metoda chyby predikce, vcˇetneˇ apli-
kace na neˇktere´ proble´my. V za´veˇru kapitoly byla naznacˇena metoda stochasticke´ aproximace a
provedeno jedno z mozˇny´ch numericky´ch osˇetrˇen´ı rekurzivn´ıch algoritmu˚.
Rekurzivn´ı identifikacˇn´ı metody jsou velmi zaj´ımave´ nejenom z hlediska identifikace, ale i pro
adaptivn´ı syste´my rˇ´ızen´ı cˇi zpracova´n´ı signa´lu. Uved’me naprˇ. alesponˇ tyto publikace [1], [4], [7],
[10], [11], [18], [20], [48]-[51], [56]. Postupy pro numericke´ osˇetrˇen´ı algoritmu˚ jsou uvedeny v [10],
[52], [54], [57]. Aplikac´ı rekurzivn´ı identifikace v u´loze detekce chyb v syste´mu se zaby´va´ [53].
Algoritmy umozˇnˇuj´ıc´ı sledovat promeˇnlive´ parametry reprezentuje naprˇ. [55] a jsou uvedeny




Obsah tohoto d´ılu skript mu˚zˇeme cha´pat jako u´vod do problematiky identifikace syste´mu˚.
Po u´vodn´ıch motivacˇn´ıch prˇ´ıkladech byly kra´tce prˇedstaveny neparametricke´ metody. Hlavn´ı
pozornost byla veˇnova´na parametricke´ jednora´zove´ identifikaci linea´rn´ıch stochasticky´ch
syste´mu˚. Odvozene´ algoritmy jednora´zove´ identifikace pak byly prˇevedeny do v´ıce atraktivn´ıho
rekurzivn´ıho ra´mce.
Pro studium i aplikace identifikace je velmi d˚ulezˇite´ mı´t nejen teoreticke´ za´zemı´, ale i kvalitn´ı
programove´ vybaven´ı umozˇnˇuj´ıc´ı zpracova´n´ı dat, pouzˇit´ı identifikacˇn´ıch metod, graficke´
zna´zorneˇn´ı pr˚ubeˇh˚u sledovany´ch velicˇin a dalˇs´ı sluzˇby pokud mozˇno v interaktivn´ım rezˇimu.
Za takovy´ prostrˇedek mu˚zˇeme dnes povazˇovat produkt MATLAB se specia´ln´ımi programovy´mi
bal´ıky na identifikaci. Samostatne´ zkusˇenosti s realizac´ı identifikacˇn´ıch algoritmu˚ z´ıskane´ naprˇ.
prˇi laboratorn´ıch cvicˇen´ıch vy´razneˇ poma´haj´ı pochopit vlastnosti metod a vedou k z´ıska´n´ı
potrˇebne´ jistoty na poli identifikace.
Pro hlubsˇ´ı teoreticke´ pozna´n´ı identifikacˇn´ıch prˇ´ıstup˚u a jednotlivy´ch metod je nutne´ veˇnovat
mnohem veˇtsˇ´ı pozornost nezˇ v teˇchto skriptech teoreticke´ analy´ze, umozˇnˇuj´ıc´ı naj´ıt podmı´nky
konsistence odhad˚u, podmı´nky identifikovatelnosti prˇi pouzˇit´ı zpeˇtne´ vazby, rˇa´d modelu atd.
Zda´rna´ aplikace identifikacˇn´ıch prˇ´ıstup˚u vyzˇaduje testova´n´ı spra´vnosti prˇedpoklad˚u spojeny´ch
s urcˇity´m postupem. Sem patrˇ´ı test linearity, cˇasove´ invariance, existence zpeˇtne´ vazby atd.
Sta´le veˇtsˇ´ı vy´znam ma´ identifikace syste´mu˚ v oblasti zpracova´n´ı signa´l˚u, cˇasovy´ch rˇad, detekce
chyb, adaptivn´ı predikci a adaptivn´ıho rˇ´ızen´ı. Ja´drem kazˇde´ho adaptivn´ıho syste´mu at’ uzˇ
z oblasti zpracova´n´ı signa´l˚u nebo automaticke´ho rˇ´ızen´ı je pra´veˇ identifikacˇn´ı algoritmus
reprezentuj´ıc´ı nutnost kontinua´ln´ıho pozna´va´n´ı.
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V tomto d´ılu se v prˇeva´zˇne´ mı´ˇre budeme zaby´vat u´lohou estimace stochasticky´ch proces˚u, ktera´
je alternativneˇ nazy´va´na u´loha filtrace. Estimaci parametr˚u nebo te´zˇ parametrickou identifikaci
bychom mnohdy mohli cha´pat jako specia´ln´ı prˇ´ıpad u´lohy filtrace.
Vy´voj teorie filtrace mu˚zˇeme rozdeˇlit do trˇ´ı vy´vojovy´ch etap. Prvn´ı etapa je zalozˇena na
Wiener-Kolmogorovoveˇ teorii a je reprezentova´na prˇedevsˇ´ım Wienerovy´m filtrem odvozeny´m
v pra´ci [1] pro staciona´rn´ı stochasticke´ procesy. Hlavn´ımi prostrˇedky k synte´ze filtru byly
spektra´ln´ı faktorizace, Fourierova transformace a integra´ln´ı rovnice. Uvedene´ matematicke´
prostrˇedky komplikovaly jeho sˇirsˇ´ı pochopen´ı a aplikaci Wienerovy filtrace. Za´kladem pro
druhou etapu, ktera´ se zaby´va´ i nestaciona´rn´ımi stochasticky´mi procesy a uzˇ´ıva´ stavovou teorii
je Kalmanova teorie filtrace [2]. Trˇet´ı etapa se zaby´va´ teori´ı a aproximacˇn´ım rˇesˇen´ım proble´mu
nelinea´rn´ı filtrace [3],[4],[5], jej´ızˇ dalˇs´ı vy´voj podn´ıtily vy´znamnou meˇrou sympozia o nelinea´rn´ı
filtraci a jejich aplikac´ıch [6],[7].
Rostouc´ı za´jem o nelinea´rn´ı filtraci vsˇak neznamena´, zˇe prvn´ı dveˇ etapy jsou uzavrˇeny. Naprˇ.
technika synte´zy Wienerova filtru je nyn´ı zalozˇena na polynomia´ln´ım prˇ´ıstupu [8], [9] a jeho
pouzˇit´ı je velmi popula´rn´ı pro zpracova´n´ı a estimaci signa´l˚u. Rovneˇzˇ Kalman˚uv filtr, obecneˇji,
kalmanovsky´ prˇ´ıstup ma´ sˇiroke´ uplatneˇn´ı a je hluboce rozpracova´va´n [9]-[12], [84]. Tento
prˇ´ıstup pronika´ i do oblast´ı zda´nliveˇ mimo oblast automaticke´ho rˇ´ızen´ı cˇi teorie syste´mu˚ jako je
naprˇ. ekonometrie a financˇn´ı management, kde pro modelova´n´ı cˇasovy´ch rˇad se pouzˇ´ıva´ stavova´
teorie a k estimaci na´sledneˇ Kalman˚uv filtr [13]. Linearita a gaussovost, cozˇ jsou prˇedpoklady
pro exaktn´ı pouzˇit´ı tohoto prˇ´ıstupu, jsou vsˇak velmi omezuj´ıc´ı pro dalˇs´ı sˇirsˇ´ı uplatneˇn´ı. Proto
bude v te´to pra´ci veˇnova´na znacˇna´ pozornost situac´ım, ktere´ prˇekracˇuj´ı ra´mec linearity a
gaussovosti. Estimace stavu nelinea´rn´ıch a negaussovsky´ch syste´mu˚ vede na proble´m nelinea´rn´ı
estimace. Prˇ´ıstupy, ktere´ se t´ımto proble´mem zaby´vaj´ı mu˚zˇeme rozdeˇlit na loka´ln´ı a globa´ln´ı
[14], pokud sledujeme hledisko platnosti z´ıskany´ch vy´sledk˚u ve stavove´m prostoru nebo na
analyticke´ a numericke´, pokud sledujeme zp˚usob rˇesˇen´ı bayesovsky´ch rekurzivn´ıch vztah˚u [15].
V te´to pra´ci se soustrˇed´ıme jak na analyticky´, tak i numericky´ prˇ´ıstup a Kalman˚uv filtr na´m
mnohdy poslouzˇ´ı cˇasto jako za´kladn´ı stavebn´ı ka´men prˇi na´vrhu estimacˇn´ıch algoritmu˚ pro
nelinea´rn´ı a negaussovske´ syste´my. Uvedeny´ postup za´rovenˇ vytvorˇ´ı prˇ´ıznive´ podmı´nky i pro
rˇesˇen´ı u´loh identifikace, detekce chyby, odhad˚u skokoveˇ se meˇn´ıc´ıch parametr˚u, modelova´n´ı
hruby´ch chyb meˇrˇen´ı, synte´zy robustn´ıch filtr˚u a dalˇs´ıch.
C´ılem tohoto d´ılu skript je vytvorˇit uceleny´ pohled na modelova´n´ı a estimaci stavu (diskre´tn´ıch)
stochasticky´ch syste´mu˚ v ra´mci analyticke´ho prˇ´ıstupu k synte´ze estimacˇn´ıch algoritmu˚. Prˇi
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zpracova´n´ı te´matu pouzˇijeme zpravidla induktivn´ı prˇ´ıstup. Za´kladem pro synte´zu vsˇech
estimacˇn´ıch algoritmu˚ bude bayesovsky´ prˇ´ıstup. Rovneˇzˇ snaha o plynuly´ prˇirozeny´ prˇechod od
linea´rn´ı filtrace k nelinea´rn´ı filtraci bude evidentn´ı.
Tento d´ıl je cˇleneˇn do dev´ıti kapitol a jejich obsah je na´sleduj´ıc´ı. Ve druhe´ kapitole je formu-
lova´na u´loha estimace stavu pro obecny´ diskre´tn´ı stochasticky´ syste´m. Trˇet´ı kapitola se zaby´va´
odvozen´ım Kalmanova filtru z bayesovsky´ch vztah˚u, protozˇe pouzˇit´ı standardn´ıch postup˚u
vyuzˇ´ıvaj´ıc´ıch podmı´nky ortogonality nebo vyuzˇit´ı zna´my´ch vztah˚u o na´hodny´ch velicˇina´ch
nejsou z pohledu za´meˇr˚u te´to pra´ce konstruktivn´ı. Synte´za estimacˇn´ıch algoritmu˚ pro slozˇiteˇjˇs´ı
proble´my bude vyuzˇ´ıvat rˇadu vztah˚u a obrat˚u pra´veˇ z tohoto odvozen´ı. Cˇtvrta´ kapitola bude
veˇnova´na klasicky´m i modern´ım loka´ln´ım nelinea´rn´ım filtr˚um, a to postupneˇ rozsˇ´ıˇrene´mu
Kalmanovu filtru, filtru druhe´ho rˇa´du, diferencˇn´ımu filtru, unscentovane´mu filtru i iteracˇn´ımu
filtru. V pa´te´ kapitole odvod´ıme jednak globa´ln´ı filtr s v´ıcena´sobnou linearizac´ı, jednak filtr pro
negaussovsky´ syste´m. Sˇesta´ kapitola je zameˇrˇena na modelova´n´ı specificky´ch jev˚u takovy´ch,
jako jsou skokove´ zmeˇny stavu cˇi parametr˚u, modelova´n´ı hruby´ch chyb meˇrˇen´ı a na´sledneˇ pak
se zaby´va´ odhadem stavu syste´mu˚ obsahuj´ıc´ıch tyto specia´ln´ı jevy. Sedma´ kapitola je veˇnova´na
numericke´mu rˇesˇen´ı bayesovsky´ch vztah˚u a je odvozena metoda bodovy´ch mas. V osme´ kapitole
jsou uka´za´ny dalˇs´ı mozˇnosti pouzˇit´ı nelinea´rn´ı filtrace jako naprˇ. prˇi rozhodova´n´ı. Takte´zˇ je




Proble´m modelova´n´ı a estimace
C´ılem modelova´n´ı syste´mu˚ v technicky´ch i netechnicky´ch oblastech a z pohledu te´to pra´ce
prˇedevsˇ´ım dynamicky´ch syste´mu˚ je postavit model syste´mu. T´ımto u´kolem se zaby´va´ jednak
matematicke´ modelova´n´ı, ktere´ vyuzˇ´ıva´ zna´my´ch fyzika´ln´ıch, ekonomicky´ch a dalˇs´ıch za´kon˚u a
jednak identifikace syste´mu˚ zalozˇena´ na zpracova´n´ı experimenta´ln´ıch dat. Mnohdy neju´cˇelneˇjˇs´ı
by´va´ kombinace teˇchto prˇ´ıstup˚u.
Modely jsou za´kladn´ım opeˇrny´m bodem v u´loha´ch rozhodova´n´ı, estimace nebo-li odhadu a
rˇ´ızen´ı. U´speˇsˇnost a slozˇitost rˇesˇen´ı teˇchto u´loh je za´visla´ na vhodneˇ postavene´m modelu. Modely
dynamicky´ch syste´mu˚ mohou mı´t r˚uzny´ charakter podle zp˚usobu pohledu a popisu. Mu˚zˇeme
naprˇ´ıklad pouzˇ´ıvat modely verba´ln´ı (ucˇitel autosˇkoly popisuje slovneˇ chova´n´ı auta), modely
ve formeˇ graf˚u a tabulek nebo modely zalozˇene´ na matematicky´ch rovnic´ıch. Pra´veˇ posledneˇ
jmenovane´, konkre´tneˇji diferencˇn´ı stochasticke´ rovnice, budeme nejcˇasteˇji pouzˇ´ıvat v te´to pra´ci,
i kdyzˇ neˇkdy budou motivova´ny verba´ln´ım popisem sledovany´ch jev˚u.
S ohledem na zameˇrˇen´ı tohoto d´ılu se nyn´ı strucˇneˇ budeme zaby´vat vy´vojem estimacˇn´ı teorie
vcˇetneˇ model˚u, ktere´ jsou soucˇa´st´ı formulace estimacˇn´ıch u´loh.
2.1 Za´kladn´ı u´vahy
Estimac´ı parametr˚u modelu syste´mu vyuzˇit´ım pozorovany´ch dat se zaby´vali jizˇ babylo´nsˇt´ı
astronomove´ 300 let prˇed nasˇ´ım letopocˇtem. Rovneˇzˇ pozdeˇji byly astronomicke´ studie stimulem
pro rozvoj te´to discipl´ıny. Prˇipomenˇme alesponˇ jme´na Cotes, Euler, Bernoulli. Du˚lezˇity´ vy´sledek
pro estimacˇn´ı teorii a pro tuto pra´ci byl da´n Thomasem Bayesem v roce 1761, ktery´ formuloval
Bayesovo pravidlo. Za´klady nejzna´meˇjˇs´ı a nejpouzˇ´ıvaneˇjˇs´ı metody odhadu metody nejmensˇ´ıch
cˇtverc˚u polozˇil v roce 1806 Legendre a 1809 Gauss. V roce 1835 Cauchy zkoumal proble´m rˇesˇen´ı
soustavy linea´rn´ıch rovnic a uka´zal, zˇe cˇtvercovou nesymetrickou matici lze zapsat jako soucˇin
dvou troju´heln´ıkovy´ch matic. Za vy´znamny´ prˇ´ıspeˇvek do teorie odhadu lze jisteˇ pokla´dat pra´ce
Fishera, zvla´sˇteˇ pak metodu maxima´ln´ı veˇrohodnosti z roku 1911.
Vy´razny´ zlom v na´hledu na estimacˇn´ı proble´m cha´pany´ jako proble´m estimace parametr˚u
nasta´va´ ve 40ty´ch letech s prˇ´ıchodem Wiener Kolmogorovovy teorie a na´sledne´ aplikaci
v komunikacˇn´ı a vojenske´ technice. Wiener [1] cha´pe pozorovana´ data jako soucˇet signa´lu a
sˇumu a prˇedpokla´da´, zˇe signa´l i sˇum jsou staciona´rn´ı na´hodne´ procesy. Estima´tor-filtr snazˇ´ıc´ı
se oddeˇlit signa´l od sˇumu z meˇrˇeny´ch dat a generuj´ıc´ı odhadovany´ signa´l je navrhova´n pomoc´ı
Fourierovy transformace a spektra´ln´ı faktorizace. Vznik stavove´ teorie syste´mu˚ v ra´mci teorie
automaticke´ho rˇ´ızen´ı, ktera´ nastupuje po klasicke´ teorii rˇ´ızen´ı zalozˇene´ na vstupneˇ-vy´stupn´ıch
charakteristika´ch se odrazil i v estimacˇn´ı teorii. V roce 1960 publikoval Kalman cˇla´nek o
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rekurzivn´ı filtraci [2] vyuzˇ´ıvaj´ıc´ı stavovy´ popis syste´mu poskytuj´ıc´ı optima´ln´ı odhad stavu
pro t-variantn´ı linea´rn´ı gaussovske´ syste´my. Mu˚zˇeme rˇ´ıci, zˇe s me´neˇ na´rocˇny´m matematicky´m
apara´tem rˇesˇ´ı slozˇiteˇjˇs´ı proble´m nezˇ Wiener. Historicky´ vy´voj estimace i s bibliograficky´mi
u´daji je kvalitneˇ popsa´n v [16].
Po tomto strucˇne´m velmi obecne´m prˇedstaven´ı vy´voje teorie estimace se nyn´ı budeme veˇnovat
u´loze estimace a modelova´n´ı konkre´tneˇji. Uvazˇujme jako prˇirozeny´ za´klad pro diskusi o odhadu
parametr˚u a odhadu stavu na´sleduj´ıc´ı rovnici
zk = yk + vk k = 0, 1, ... (2.1. 1)
kde zk je meˇrˇen´ı na syste´mu dostupne´ v cˇase tk
yk je vy´stup syste´mu v cˇase tk
vk reprezentuje sˇum meˇrˇen´ı neboli poruchu v cˇase tk




= zk (2.1. 2)
Chyba odhadu by v tomto prˇ´ıpadeˇ byla
y˜k
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= yk − yˆk = zk − vk − zk = −vk (2.1. 3)
C´ıl estimacˇn´ı teorie je navrhnout takovy´ postup prˇi stanoven´ı odhadu, ktery´ bude redukovat
chybu odhadu na mensˇ´ı, nezˇ kterou da´va´ primitivn´ı estima´tor (2.1.2). Chyba y˜k nemu˚zˇe by´t
urcˇena explicitneˇ, protozˇe ani yk ani vk nejsou zna´my. Proto je trˇeba zna´t v´ıce o signa´lu yk.
Prˇedpokla´dejme nejdrˇ´ıve, zˇe yk = θ tj. vy´stup je konstantn´ı signa´l. Pak meˇrˇen´ı vyhovuje rovnici
zk = θ + vk k = 0, 1, 2, ..., N (2.1. 4)















zk)/(N + 1) (2.1. 5)
a chyba odhadu




Jestlizˇe vsˇak vk je take´ konstantn´ı pro vsˇechna k tj. vk = v, pak k zˇa´dne´mu zlepsˇen´ı odhadu
vzhledem k odhadu definovane´mu v (2.1.2) nedojde, prˇestozˇe jsme veˇdeˇli v´ıce o vy´stupu yk a
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pouzˇili statisticky´ prˇ´ıstup. Ukazuje se, zˇe je d˚ulezˇite´ pro zlepsˇen´ı odhadu, aby signa´l a sˇum meˇli
rozd´ılne´ charakteristiky.
Z prˇedchoz´ıho je zrˇejme´, zˇe velikost chyby odhadu mu˚zˇe by´t redukova´na pr˚umeˇrova´n´ım meˇrˇen´ı
pouze za prˇedpokladu, zˇe sˇum bude mı´t naprˇ. tu vlastnost, zˇe bude meˇnit zname´nko. Kdyby sˇum
meˇl pr˚umeˇrnou hodnotu nula a pocˇet meˇrˇen´ı by byl dostatecˇneˇ velky´, pak odhad bude bl´ızko
pr˚umeˇrne´ hodnoteˇ meˇrˇen´ı. Jiny´mi slovy, tento postup prˇi synte´ze estima´toru transformuj´ıc´ıho
meˇrˇen´ı na odhadovane´ parametry mu˚zˇe vy´znamneˇ zmensˇit chybu odhadu, redukovat vliv
sˇumu na odhad, i kdyzˇ sˇum bude zateˇzˇovat meˇrˇen´ı velmi rozd´ılny´mi hodnotami. Ukazuje se,
zˇe proble´m modelova´n´ı v souvislosti s u´lohou odhadu je vhodne´ cha´pat struktura´lneˇ, tedy z
pohledu vztah˚u mezi velicˇinami a za´rovenˇ je nutne´ veˇnovat pozornost i blizˇsˇ´ı specifikaci poruch,
naprˇ. vyuzˇit´ım teorie pravdeˇpodobnosti.
2.2 Struktura´ln´ı modelova´n´ı
Rozsˇiˇrme u´vahy z prˇedcha´zej´ıc´ı cˇa´sti, kdy vy´stup syste´mu byla konstanta a rovnice (2.1.1)
obsahovala pouze skala´rn´ı velicˇiny, na situaci popsanou rovnic´ı
yk = hk(Θ), k = 0, 1, 2, . . . (2.2. 1)
kde hk(·) je zna´ma´ vektorova´ funkce a yk, zk a vk jsou vektory. Cˇasto se rovneˇzˇ prˇedpokla´da´
specia´ln´ı prˇ´ıpad ve tvaru
yk = HkΘ, k = 0, 1, 2, . . . (2.2. 2)
kde Hk je zna´ma´ matice prˇ´ıslusˇny´ch dimenz´ı. Rovnice (2.2.1) definuje pak nelinea´rn´ı model pro
proble´m estimace parametr˚u Θ a (2.2.2) linea´rn´ı proble´m.
Mnohdy vsˇak nen´ı mozˇne´ uvazˇovat nezna´me´ jako konstantn´ı velicˇiny, protozˇe se jedna´ o
promeˇnne´ v cˇase, a tud´ızˇ vy´stupn´ı signa´l by meˇl by´t reprezentova´n sp´ıˇse takto
yk = hk(xk) (2.2. 3)
kde hk(·) je opeˇt zna´ma´ funkce a vy´voj vektorove´ promeˇnne´ xk je popsa´n diferencˇn´ı rovnic´ı
xk+1 = fk(xk) + wk (2.2. 4)
kde fk(·) je zna´ma´ vektorova´ funkce
wk je nezna´my´ vektor reprezentuj´ıc´ı sˇum v cˇase tk.
Promeˇnna´ xk je oznacˇova´na jako stav a (2.2.3), (2.2.4) definuj´ı model pro proble´m nelinea´rn´ı
estimace stavu. Poznamenejme vsˇak, zˇe takto vymezeny´ proble´m nelinea´rn´ı estimace stavu
nen´ı zcela vycˇerpa´vaj´ıc´ım zp˚usobem charakterizova´n a k te´to problematice se jesˇteˇ vra´t´ıme
po prˇesneˇjˇs´ım vymezen´ı stavu xk a sˇumu˚ {wk}, {vk}. Sˇum wk ve stavove´ rovnici reprezentuje
nezna´me´ okolnosti, neurcˇitosti ovlivnˇuj´ıc´ı dynamicky´ vy´voj stavu a z pohledu teorie rˇ´ızen´ı
ho mu˚zˇeme cha´pat jako nezna´my´, nemeˇrˇitelny´ vstupn´ı signa´l p˚usob´ıc´ı na syste´m definovany´
rovnicemi (2.2.3), (2.2.4).
Proble´m linea´rn´ı estimace stavu pak mu˚zˇe vzniknout jako specia´ln´ı prˇ´ıpad prˇedchoz´ı situace a
je zalozˇen na modelu
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xk+1 = Fkxk + wk (2.2. 5)
yk = Hkxk (2.2. 6)
kde Fk a Hk jsou zna´me´ matice prˇ´ıslusˇny´ch dimenz´ı.
Je zrˇejme´, zˇe proble´m odhadu stavu a odhadu parametr˚u spolu u´zce souvis´ı. Proble´m estimace
stavu zava´d´ı prˇ´ıdavne´ struktury pro vy´voj stavu v cˇase. Povsˇimneˇme si, zˇe pro
xk+1 = xk = Θ (2.2. 7)
prˇecha´z´ı (2.2.4) na (2.2.1). Da´le, jestlizˇe
xk+1 = fk(xk) (2.2. 8)
tedy stavovy´ sˇum je nulovy´ pro vsˇechna k, pak proble´m estimace stavu mu˚zˇe by´t rovneˇzˇ cha´pa´n
jako proble´m estimace parametr˚u. Vysveˇtlen´ı je jednoduche´. Protozˇe xk mu˚zˇe by´t forma´lneˇ
vyja´drˇeno jako funkce pocˇa´tecˇn´ıho stavu
xk = φk,0(x0) (2.2. 9)
pak parametr lze cha´pat jako pocˇa´tecˇn´ı stav zavedeny´ do (2.2.1).
Na za´veˇr te´to sekce poznamenejme, zˇe sˇum vk v rovnici meˇrˇen´ı (2.1.1) i stavovy´ sˇum wk ve
(2.2.4) p˚usob´ı aditivneˇ. Zobecneˇn´ı je jisteˇ mozˇne´, naprˇ. vy´voj stavu by byl popsa´n vztahem
xk+1 = fk(xk, wk)
kde fk(·, ·) je zna´ma´ funkce. Toto zvy´sˇen´ı obecnosti vsˇak nese i znacˇne´ zvy´sˇen´ı slozˇitosti rˇesˇen´ı
estimacˇn´ı u´lohy. Obdobneˇ rovnici meˇrˇen´ı (2.1.1) lze zobecnit na tvar
zk = hk(xk, vk)
kde hk(·, ·) je zna´ma´ funkce. S dalˇs´ım alternativn´ım vyja´drˇen´ım, ktere´ se vyuzˇ´ıva´ jako za´kladn´ı
struktura v ra´mci identifikace syste´mu˚ a zpracova´n´ı signa´l˚u se setka´me ve 3. kapitole.
Dosud jsme se veˇnovali modelova´n´ı struktury syste´mu˚, jakozˇto vy´znamne´ho aspektu mode-
lova´n´ı a konstituova´n´ı u´lohy estimace. Poznamenejme, zˇe metoda nejmensˇ´ıch cˇtverc˚u vyuzˇ´ıva´
pra´veˇ struktura´ln´ı vlastnosti, cozˇ zp˚usobuje jednoduchost prˇi aplikaci, ale za´rovenˇ vznikaj´ı
proble´my s kvalitativn´ım ohodnocen´ım prˇesnosti odhadu, jelikozˇ poruchy nejsou specifikova´ny.
V na´sleduj´ıc´ı sekci se budeme veˇnovat specifikaci vlastnost´ı poruch, tedy sˇumu meˇrˇen´ı a
stavove´ho sˇumu.
2.3 Pravdeˇpodobnostn´ı modelova´n´ı
K popisu neurcˇitosti se tradicˇneˇ pouzˇ´ıva´ pocˇtu pravdeˇpodobnosti. Alternativn´ı mozˇnost´ı je
mnozˇinovy´ prˇ´ıstup [17], [18], prˇ´ıpadneˇ jine´ techniky. V te´to pra´ci budeme vyuzˇ´ıvat vy´hradneˇ
pravdeˇpodobnostn´ı prˇ´ıstup.
Z prˇedchoz´ı sekce o struktura´ln´ım modelova´n´ı vyply´va´, zˇe bude existovat znacˇna´ za´vislost mezi
jednotlivy´mi vzorky signa´lu. Na druhe´ straneˇ by bylo zˇa´douc´ı, aby sˇum, ktery´ nyn´ı budeme
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povazˇovat za stochasticky´ proces, nevykazoval zˇa´dne´ mozˇnosti predikce. Nejle´pe, aby hustota
pravdeˇpodobnosti na´hodne´ho procesu vN = (v0, v1, ..., vN ), sˇumu meˇrˇen´ı, splnˇovala vlastnost
p(vN ) = p(v0, v1, ..., vN ) = p(v0).p(v1)...p(vN ) (2.3. 1)
Takovy´to stochasticky´ proces by´va´ oznacˇova´n jako b´ıly´ sˇum, neboli absolutneˇ neza´visly´ proces a
tedy te´zˇ nepredikovatelny´ proces. Z hlediska diskuse v sekci 2.1 ty´kaj´ıc´ı se rozd´ılny´ch vlastnost´ı
signa´lu a sˇumu pak ”idea´ln´ı”situace pro u´lohu estimace nastane v prˇ´ıpadeˇ, kdy uvazˇujeme
konstantn´ı parametry a b´ıly´ sˇum, jelikozˇ rozd´ıl mezi signa´lem a sˇumem je nejveˇtsˇ´ı. Hlavn´ı
vy´sledky estimacˇn´ı teorie jsou zalozˇeny pra´veˇ na takovy´ch prˇedpokladech.
Co se ty´cˇe popisu stavove´ho sˇumu, zde je situace jednoducha´, a to z toho d˚uvodu, zˇe pokud
cha´peme stav syste´mu v tradicˇn´ım smyslu, pak, zhruba rˇecˇeno, stav xk mus´ı obsahovat vesˇkerou
informaci o minulosti do cˇasu tk, ktera´ je potrˇebna´ pro urcˇen´ı jeho budouc´ıho vy´voje, a tud´ızˇ
stavovy´ sˇum wk nesmı´ vykazovat zˇa´dnou za´vislost do minulosti. Tud´ızˇ pozˇadujeme, aby opeˇt
hustota pravdeˇpodobnosti na´hodne´ho procesu wk splnˇovala vztah
p(wk) = p(w0, w1, ..., wk) = p(w0).p(w1)...p(wk) (2.3. 2)
neboli, aby se jednalo o b´ıly´ sˇum.
Vy´sˇe uvedena´ vlastnost stavu pak da´le implikuje i nutnost vza´jemne´ neza´vislosti stavove´ho
sˇumu, sˇumu meˇrˇen´ı a pocˇa´tecˇn´ıho stavu x0, ktery´ se v te´to pravdeˇpodobnostn´ı interpretaci
sta´va´ na´hodnou velicˇinou.
Poznamenejme, zˇe v tomto prˇ´ıpadeˇ xk pro k = 0, 1, 2, ... reprezentuje markovsky´ proces. Pokud
by tyto prˇedpoklady nebyly splneˇny je vhodneˇjˇs´ı povazˇovat za stav dvojici (xk, zk), kde xk je
nezna´ma´ slozˇka stavu a zk je zna´ma´ slozˇka stavu. K tomuto proble´mu se jesˇteˇ podrobneˇ vra´t´ıme
ve trˇet´ı kapitole. Alternativn´ım pojet´ım pojmu stav se zaby´va´ modern´ı teorie syste´mu˚, ktera´ je
prezentova´na v [19].
Z prˇedchoz´ı cˇa´sti implicitneˇ vyply´va´, zˇe teoreticky pozˇadujeme znalost hustot pravdeˇpodobnosti
stavove´ho a vy´stupn´ıho sˇumu. Z prakticke´ho hlediska je vsˇak znalost teˇchto hustot problema-
ticka´. Nicme´neˇ na tuto skutecˇnost mu˚zˇeme nahl´ızˇet na´sleduj´ıc´ım zp˚usobem: 1. Prˇedpokla´dat,
zˇe p(vk) je gaussovske´ rozlozˇen´ı s jistou strˇedn´ı hodnotou a kovarianc´ı s od˚uvodneˇn´ım, zˇe
gaussovske´ rozlozˇen´ı ma´ nejveˇtsˇ´ı entropii (mı´ra neporˇa´dku je nejveˇtsˇ´ı). 2. Neuvazˇovat zˇa´dne´
rozlozˇen´ı, ale prˇedpokla´dat pouze znalost prvn´ıch dvou moment˚u. Odhad teˇchto moment˚u sˇumu
meˇrˇen´ı lze prove´st zaveden´ım zna´me´ho, pouze pro tento odhad, signa´lu yk.
Proble´m estimace parametr˚u.
Meˇjme vektor meˇrˇen´ı zk popsany´ rovnic´ı
zk = hk(Θ) + vk k = 0, 1, 2, ..., N, (2.3. 3)
kde E[vk] = 0, E[vkv
T
l ] = Rkδkj , δkj = 1, k = j; δkj = 0, k 6= j
hk(·) je zna´ma´ vektorova´ funkce.
C´ılem je urcˇit odhad nezna´my´ch konstantn´ıch parametr˚u Θ.
Prˇi rˇesˇen´ı te´to u´lohy se neˇkdy prˇedpokla´da´, na rozd´ıl od 1. d´ılu, zˇe Θ je na´hodny´ vektor se
strˇedn´ı hodnotou Θˆ′0 a kovarianc´ı P ′0, kde Θ a vk jsou neza´visle´. K diskusi takove´ho postupu se
jesˇteˇ vra´t´ıme.
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Nyn´ı formulujeme proble´m estimace cˇasoveˇ promeˇnny´ch parametr˚u nazy´vany´ch stavove´
promeˇnne´.
Proble´m estimace stavu
Meˇjme vektor meˇrˇen´ı zk popsany´
zk = hk(xk) + vk k = 0, 1, 2, ..., N (2.3. 4)
kde E[vk] = 0, E[vkv
T
j ] = Rkδkj
hk(·) je zna´ma´ vektorova´ funkce
a vektor stavu se vyv´ıj´ı podle rovnice
xk+1 = fk(xk) + wk k = 0, 1, 2, ..., N (2.3. 5)
kde E[wk] = 0, E[wkw
T
j ] = Qkδkj
fk(·) zna´ma´ vektorova´ funkce
C´ılem je odhadnout stav xk.
Poznamenejme, zˇe pokud stavovy´ sˇum bude nulovy´, pak proble´m estimace stavu mu˚zˇeme
prˇeve´st na proble´m estimace parametr˚u, jak jizˇ bylo naznacˇeno drˇ´ıve.
V na´sleduj´ıc´ı cˇa´sti se budeme veˇnovat bayesovske´mu prˇ´ıstupu k rˇesˇen´ı estimacˇn´ıho proble´mu.
2.4 Bayesovsky´ prˇ´ıstup
Prˇedchoz´ı formulace u´lohy estimace je za´kladem pro r˚uzne´ prˇ´ıstupy k rˇesˇen´ı proble´mu estimace.
V te´to pra´ci budeme preferovat vy´hradneˇ bayesovsky´ prˇ´ıstup. K prˇibl´ızˇen´ı tohoto prˇ´ıstupu
pouzˇijeme konfrontaci s klasicky´m postupem k proble´mu odhadu.
Uvazˇujme na´hodny´ vektor z = [z1, z2, ..., zN ] s hustotou pravdeˇpodobnosti p(z; Θ), kde
Θ = [Θ1,Θ2, ...,Θl]
T je vektor parametr˚u. Prˇi klasicke´m prˇ´ıstupu k proble´mu odhadu Θ
povazˇujeme parametry za nezna´me´ konstanty a k za´veˇr˚um o Θ pouzˇijeme pouze z a tvar
rozdeˇlen´ı z. Prˇi bayesovske´m prˇ´ıstupu k za´veˇr˚um o parametru Θ, tentokra´t cha´pane´ho jako
na´hodna´ promeˇnna´ pouzˇijeme kromeˇ toho jesˇteˇ apriorn´ı informaci o parametru Θ, kterou
ma´me k dispozici neza´visle na realizaci z. Apriorn´ı informace se vyjadrˇuje prˇedpokladem, zˇe
Θ je na´hodny´ vektor s jisty´m rozlozˇen´ım. Tato informace mu˚zˇe mı´t objektivn´ı i subjektivn´ı
charakter. K objasneˇn´ı objektivn´ı i subjektivn´ı apriorn´ı informace pouzˇijeme dva hypoteticke´
prˇ´ıklady.
Prˇ´ıklad 2.4.1 Vysˇetrˇen´ım vestibula´rn´ıho u´stroj´ı se ma´ rozhodnout, zda pacient trp´ı poruchou
tohoto u´stroj´ı. Z prˇedchoz´ıch vy´zkumu˚ vyply´va´, zˇe touto chorobou trp´ı 10% populace. To je
mozˇne´ pokla´dat za objektivn´ı apriorn´ı informaci.
Prˇ´ıklad 2.4.2 Biolog ma´ odhadnout jistou konstantu Θ. Ma´ urcˇitou prˇedstavu o mozˇny´ch hod-
nota´ch Θ, ale da´va´ jim r˚uznou va´hu. Povazˇuje je za na´hodne´ velicˇiny s urcˇitou pravdeˇpodobnost´ı.
Avsˇak jiny´ biolog pro stejnou u´lohu prˇiˇrad´ı podle sve´ zkusˇenosti teˇmto hodnota´m jine´
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pravdeˇpodobnosti. Jedna´ se tedy o subjektivn´ı apriorn´ı informaci.
Pouzˇit´ım klasicke´ho a bayesovske´ho prˇ´ıstupu mu˚zˇeme dostat, jak lze tusˇit z prˇedchoz´ıho,
velmi r˚uzne´ vy´sledky odhadu. Da´le lze uka´zat, zˇe i kdyzˇ jsou oba prˇ´ıstupy odliˇsne´ v cha´pa´n´ı
nezna´my´ch parametr˚u, protozˇe v klasicke´m postupu cha´peme nezna´my´ parametr jako kon-
stantu, zat´ımco bayesovsky´ prˇ´ıstup pracuje s na´hodny´mi velicˇinami, mu˚zˇeme tyto prˇ´ıstupy
sbl´ızˇit t´ım, zˇe apriorn´ı rozdeˇlen´ı parametru bude rovnomeˇrne´ na nekonecˇne´m intervalu nebo
gaussovske´ s velkou kovarianc´ı, tedy rozlozˇen´ı nepreferuj´ıc´ı zˇa´dne´ hodnoty parametr˚u. K tomuto
proble´mu se jesˇteˇ vra´t´ıme prˇi diskusi odhad˚u ve smyslu maxima´ln´ı veˇrohodnosti a maxima´ln´ı
aposteriorn´ı pravdeˇpodobnosti v na´sleduj´ıc´ı sekci. Co se ty´cˇe vy´znamu subjektivn´ı a objektivn´ı
apriorn´ı informace u bayesovske´ho prˇ´ıstupu na aposteriorn´ı odhad poznamenejme, zˇe prˇi
opakovane´m pouzˇit´ı tohoto prˇ´ıstupu vliv te´to informace klesa´.
Z prˇedchoz´ı diskuse vyply´va´, zˇe bayesovsky´ prˇ´ıstup je vhodny´ na´stroj k rˇesˇen´ı estimacˇn´ıch
u´loh, protozˇe umozˇnˇuje pracovat s apriorn´ı informac´ı a za´rovenˇ zahrnuje v prˇ´ıpadeˇ potrˇeby i
klasicky´ postup.
Nyn´ı mu˚zˇeme prˇistoupit k formulaci obecne´ho rˇesˇen´ı proble´mu estimace parametr˚u.
Necht’ zk = [z0, z1, ..., zk] obsahuje nameˇrˇene´ hodnoty v cˇase t0, t1, ...tk. Prˇedpokla´dejme, zˇe Θ
a vk jsou spojite´ na´hodne´ velicˇiny se zna´my´mi hustotami pravdeˇpodobnosti. Pak aposteriorn´ı
hustota pravdeˇpodobnosti Θ pro dane´ zk je podle Bayesova pravidla







Za prˇedpokladu, zˇe Θ a vk = (v0, v1, ..., vk) jsou neza´visle´, p(z
k | Θ) je zna´ma z p(vk), protozˇe
vycha´z´ıme z platnosti modelu meˇrˇen´ı
zk = hk(Θ) + vk k = 0, 1, 2, ... (2.4. 2)
a tedy
p(zk | Θ) = pv(zk − h(Θ)) (2.4. 3)
kde pv() oznacˇuje hustotu pravdeˇpodobnosti sˇumu meˇrˇen´ı. Pozdeˇji tento postup budeme cˇasto
pouzˇ´ıvat i v jiny´ch situac´ıch, ale hustoty jizˇ nebudeme znacˇit specia´ln´ım symbolem.
Poznamenejme, zˇe hustota p(zk) neza´vis´ı na Θ a slouzˇ´ı jako normalizacˇn´ı konstanta. Na-
lezen´ı p(Θ | zk) umozˇn´ı zjistit efekt meˇrˇen´ı na zvy´sˇen´ı informace o Θ a poskytne u´plny´
pravdeˇpodobnostn´ı popis parametru Θ.
Po formulaci prˇ´ıstupu k rˇesˇen´ı parametricke´ho odhadu prˇejdeˇme k rˇesˇen´ı proble´mu estimace
stavu. Pro odhad stavu se parametry, nyn´ı cha´pane´ jako stavove´ promeˇnne´, meˇn´ı v cˇase. Prˇi
pouzˇit´ı bayesovsky´ch vztah˚u je proto potrˇebne´ zave´st cˇas, ve ktere´m bude prob´ıhat odhad
v za´vislosti na meˇrˇen´ı. Mı´sto pojmu˚ odhad, estimace se v tomto prˇ´ıpadeˇ cˇasto pouzˇ´ıva´ pojem
filtrace, a to v sˇirsˇ´ım slova smyslu, jakozˇto u´lohy urcˇen´ı podmı´neˇne´ hustoty pravdeˇpodobnosti
p(xk | zl) nebo odhadu xk na za´kladeˇ pozorova´n´ı zl a v uzˇsˇ´ım smyslu, pra´veˇ kdyzˇ k = l. Pokud
l > k jedna´ se o u´lohu vyhlazova´n´ı a pro k > l je zaveden pojem predikce. V te´to pra´ci se
budeme veˇnovat prˇeva´zˇneˇ u´loha´m filtrace a predikce. Protozˇe se stav v cˇase meˇn´ı, je prˇirozene´
vyzˇadovat jeho odhad take´ v kazˇde´m cˇasove´m okamzˇiku, cozˇ na´s vede k formulaci rekurzivn´ı
filtrace na´sleduj´ıc´ım zp˚usobem:
Meˇjme odhad xk−1 zalozˇeny´ na meˇrˇen´ı zk−1, rˇekneˇme xˆk−1. Urcˇeme odhad xˆk z xˆk−1 a zk. Tento
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proble´m je obecneˇ rˇesˇen uzˇit´ım Bayesova pravidla. Z´ıska´me vztahy, ktere´ jsou podobne´ (2.4.1),
ale jsou doplneˇny konvolucˇn´ı rovnic´ı, ktera´ popisuje u´cˇinek zmeˇny stavovy´ch promeˇnny´ch
v cˇase. Abychom dostali rekurzivn´ı rˇesˇen´ı, je vhodne´ vyzˇadovat, aby {vk} byl b´ıly´ sˇum na rozd´ıl
od (2.4.1), kde tato vlastnost vyzˇadova´na nebyla. Da´le prˇedpokla´dejme, zˇe b´ıle´ sˇumy {vk}, {wk}
jsou neza´visle´ a rovneˇzˇ jsou neza´visle´ na x0. Pak aposteriorn´ı hustota pravdeˇpodobnosti nebo
alternativneˇ filtracˇn´ı hustota pravdeˇpodobnosti mu˚zˇe by´t urcˇena rekurzivneˇ
p(xk | zk) = p(zk | xk).p(xk | z
k−1)
p(zk | zk−1) (2.4. 4)
kde p(zk | zk−1) =
∫
p(zk | xk)p(xk | zk−1)dxk je normalizacˇn´ı konstanta.
Hustota p(xk | zk) je ve stejne´ formeˇ jako v (2.4.1), kde p(Θ) je nahrazeno p(xk | zk−1). Hustota
p(zk | xk) je urcˇena hustotou p(vk). Rovnice (2.3.5) na´m poslouzˇ´ı k urcˇen´ı p(xk | zk−1), ktere´ je
da´no
p(xk | zk−1) =
∫
p(xk, xk−1 | zk−1)dxk−1 =
∫
p(xk | xk−1).p(xk−1 | zk−1)dxk−1 (2.4. 5)
prˇicˇemzˇ p(xk | xk−1) je urcˇeno p(wk−1). Rovnice (2.4.5) vyzˇaduje konvoluci p(xk | xk−1) a
p(xk−1 | zk−1). Rekurze (2.4.4) a (2.4.5) mu˚zˇe by´t odstartova´na aplikac´ı Bayesova pravidla a
apriorn´ıho popisu x0, tedy
p(x0 | z0) = p(z0 | x0).p(x0)
p(z0)
(2.4. 6)
Mu˚zˇeme konstatovat, zˇe t-variantn´ı stav vyzˇaduje prˇ´ıdavnou strukturu s porovna´n´ım
s proble´mem odhadu parametr˚u. Za´rovenˇ je zrˇejme´, zˇe estimace stavu dana´ rovnicemi (2.4.4)-
(2.4.6) v sobeˇ zahrnuje u´lohu estimace parametr˚u jako specia´ln´ı prˇ´ıpad. Na za´veˇr te´to kapitoly
provedeme shrnut´ı formulace a rˇesˇen´ı proble´mu estimace stavu.
Obecne´ rˇesˇen´ı proble´mu estimace stavu: shrnut´ı
Necht’ vektor stavu se vyv´ıj´ı podle na´sleduj´ıc´ıho vztahu
xk+1 = fk(xk) + wk k = 0, 1, 2, ... (2.4. 7)
kde xk je nx dimenziona´ln´ı vektor stavu syste´mu v cˇase tk,
wk je nx dimenziona´ln´ı stavovy´ sˇum p˚usob´ıc´ı na syste´m v cˇase t, kde tk ≤ t < tk+1,
fk(·) je zna´ma´ vektorova´ funkce prˇ´ıslusˇne´ dimenze.
Na´hodny´ proces {wk} je b´ıly´ sˇum se zna´mou hustotou pravdeˇpodobnosti p(wk) a rovneˇzˇ hustota
pravdeˇpodobnosti pocˇa´tecˇn´ıho stavu p(x0) je zna´ma.
Stav syste´mu je sledova´n pomoc´ı meˇrˇeny´ch hodnot zk, ktere´ jsou ve zna´me´m vztahu k xk, ale
jsou kontaminova´ny sˇumem meˇrˇen´ı
zk = hk(xk) + vk k = 0, 1, 2, ... (2.4. 8)
kde zk je nz dimenziona´ln´ı vektor zna´my´ch meˇrˇeny´ch dat v cˇase tk a vk je nz dimenziona´ln´ı
vektor sˇumu meˇrˇen´ı ovlivnˇuj´ıc´ı data v cˇase tk. Na´hodny´ proces {vk} je b´ıly´ sˇum se zna´mou
hustotou pravdeˇpodobnosti p(vk). Procesy {wk}, {vk} a na´hodna´ velicˇina x0 jsou navza´jem
neza´visle´.
C´ılem je urcˇen´ı podmı´neˇne´ hustoty pravdeˇpodobnosti p(xk | zl).
12
Protozˇe budeme cˇasto pracovat s u´lohou filtrace tedy pro l = k a jednokrokove´ predikce
l = k − 1, pak rekurzivn´ı vztahy budou mı´t tvar:
filtracˇn´ı hustota
p(xk | zk) = p(xk | z
k−1).p(zk | xk)
p(zk | zk−1) (2.4. 9)
prediktivn´ı hustota
p(xk | zk−1) =
∫ ∞
−∞
p(xk−1 | zk−1)p(xk | xk−1)dxk−1 (2.4. 10)
kde
p(zk | zk−1) =
∫ ∞
−∞
p(xk | zk−1)p(zk | xk)dxk (2.4. 11)
p(x0 | z−1) 4= p(x0)
Vztahy (2.4.9), (2.4.10) jsou zna´me´ bayesovske´ rekurzivn´ı vztahy.
Z teoreticke´ho hlediska jsou prˇedchoz´ı vztahy u´plne´ rˇesˇen´ı proble´mu estimace stavu, protozˇe
poskytuj´ı u´plny´ pravdeˇpodobnostn´ı popis na´hodny´ch stavovy´ch velicˇin ve formeˇ hustot
pravdeˇpodobnosti. Avsˇak v mnoha prˇ´ıpadech bychom potrˇebovali sp´ıˇse konkre´tn´ı cˇ´ıselneˇ
vyja´drˇene´ odhady a vy´sledek ve formeˇ funkce, hustoty pravdeˇpodobnosti, je nevhodny´. Rovneˇzˇ
rˇesˇen´ı funkciona´ln´ıch bayesovsky´ch vztah˚u (2.4.9)-(2.4.10) je obecneˇ analyticky nesch˚udne´ a
pra´veˇ situace, kdy analyticka´ rˇesˇitelnost je zachova´na, budou obsahem na´sleduj´ıc´ıch kapitol.
Posledn´ı sekce te´to kapitoly bude veˇnova´na bodovy´m odhad˚um, tedy odhad˚um, kdy vy´sledkem
estimace nen´ı funkce, ale vektor cˇ´ısel.
2.5 Bodove´ odhady
Prˇedpokla´dejme, zˇe ma´me zN meˇrˇen´ı promeˇnne´ zk a hleda´me bodovy´ odhad spojite´ nezna´me´
velicˇiny Θ. Jak jizˇ bylo rˇecˇeno v prˇedchoz´ıch sekc´ıch mohou by´t pouzˇity dva odliˇsne´ prˇ´ıstupy:
klasicky´ a bayesovsky´. Klasicky´ prˇ´ıstup bude uvazˇovat Θ jako nezna´mou deterministickou
konstantu, zat´ımco bayesovsky´ prˇ´ıstup cha´pe Θ jako stochastickou promeˇnnou. Rozd´ıl mezi
teˇmito prˇ´ıstupy je zrˇejmy´, jestlizˇe nap´ıˇseme hustotu pravdeˇpodobnosti pro zk
p(zk; Θ) a p(zk | Θ)
Tyto dveˇ funkce jsou ve skutecˇnosti nerozliˇsitelne´, acˇkoliv jejich interpretace je zcela odliˇsna´.
Prvn´ı funkce je parametricka´ hustota pro konstantn´ı parametr Θ, zat´ımco druha´ je podmı´neˇna´
hustota pravdeˇpodobnosti. V dalˇs´ı cˇa´sti budeme pouzˇ´ıvat za´pis druhy´ i pro parametrickou
hustotu.
V soucˇasne´ teorii bodovy´ch odhad˚u je navrzˇeno velke´ mnozˇstv´ı kriteri´ı, podle ktery´ch je
mozˇne´ stanovit optima´ln´ı odhad. Vsˇimneˇme si pouze neˇktery´ch cˇasto pouzˇ´ıvany´ch optima´ln´ıch
bodovy´ch odhad˚u, a to ve smyslu
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• maxima´ln´ı veˇrohodnosti, ΘˆML
ΘˆML = arg maxΘ p(z
N | Θ) (2.5. 1)
• maxima´ln´ı aposteriorn´ı pravdeˇpodobnosti, ΘˆMAP
ΘˆMAP = arg maxΘ p(Θ | zN ) (2.5. 2)




Θp(Θ | zk)dΘ (2.5. 3)
• media´n, ΘˆME ∫ ΘˆME
−∞
p(Θ | zk)dΘ =
∫ ∞
ΘˆME
p(Θ | zk)dΘ (2.5. 4)
Vy´beˇr optima´ln´ıho estima´toru
Θˆ∗ = t(zN ) (2.5. 5)
je tedy vlastneˇ da´n funkc´ı viz (2.5.1)-(2.5.5).
V u´vodu sekce (2.4) jsme cˇa´stecˇneˇ zkoumali vztah mezi odhadem podle maxima´ln´ı veˇrohodnosti
(klasicky´ prˇ´ıstup k odhadu) a maxima´ln´ı aposteriorn´ı pravdeˇpodobnosti (bayesovsky´ prˇ´ıstup).
Jejich u´zky´ vztah mu˚zˇeme nyn´ı snadno proka´zat z Bayesova pravidla
p(A,B) = p(A | B).p(B) (2.5. 6)
Pro tento prˇ´ıpad plyne






.p(zN | Θ) (2.5. 7)
Protozˇe p(zN ) mu˚zˇe by´t cha´pa´no jako konstanta prˇi odhadu Θ, pak p(Θ | zN ) a p(zN | Θ)
se odliˇsuj´ı v tomto vztahu pouze apriorn´ım rozdeˇlen´ım p(Θ). Jestlizˇe apriorn´ı rozdeˇlen´ı je
neinformativn´ı vzhledem k Θ to jest p(Θ) = C v prˇ´ıpadeˇ, zˇe Θ je diskre´tn´ı v u´rovni - naby´va´
konecˇne´ho pocˇtu hodnot nebo ma´ norma´ln´ı rozlozˇen´ı s kovarianc´ı bl´ızˇ´ıc´ı se nekonecˇnu, pak
ΘˆMAP = ΘˆML
a ΘˆML je pouze ”specia´ln´ı”prˇ´ıpad odhadu MAP . Nicme´neˇ na rozd´ılnou interpretaci teˇchto
prˇ´ıstup˚u nesmı´me zapomenout.
Prˇi generova´n´ı bodove´ho optima´ln´ıho odhadu stavu bychom mohli (2.5.2)-(2.5.4) zapsat
analogicky´m zp˚usobem. Krite´rium maxima´ln´ı veˇrohodnosti se v tomto prˇ´ıpadeˇ neda´ uplatnit,
jelikozˇ je v rozporu s prˇedpokladem na charakter odhadovane´ velicˇiny, stavu, ktery´ je cha´pa´n
jako stochasticky´ proces. Optima´ln´ı bodovy´ odhad stavu je pak ve smyslu
• a maxima´ln´ı aposteriorn´ı pravdeˇpodobnosti xˆMAPk
xˆMAPk = arg maxxk p(xk | zk) (2.5. 8)
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• media´n xˆMEk ∫ xˆME
−∞




Tyto bodove´ odhady bychom mohli pouzˇ´ıvat po prˇ´ıslusˇne´ u´praveˇ i pro diskre´tn´ı na´hodne´
velicˇiny. Pouze podmı´neˇna´ strˇedn´ı hodnota pouzˇ´ıt nelze, protozˇe odhad by nemusel patrˇit do
mnozˇiny prˇ´ıpustny´ch hodnot odhadovane´ diskre´tn´ı (v u´rovni) na´hodne´ velicˇiny.
Bodove´ odhady pro gaussovskou hustotu pravdeˇpodobnosti budou shodne´, avsˇak pro negaus-
sovske´ hustoty se mohou diametra´lneˇ liˇsit. Tento fakt si potvrd´ıme v na´sleduj´ıc´ım prˇ´ıkladu.




k , jestlizˇe filtracˇn´ı hustota
pravdeˇpodobnosti p(xk | zk) je da´na t´ımto prˇedpisem
p(xk | zk) = 0, 5− ε xk ∈< 0, 1 >
=0, 25− ε xk ∈< 1, 3 >
=1 xk ∈< 6, 6 + 3ε > pro ε→ 0
• Je zrˇejme´, zˇe xˆMAPk ∈< 6, 6 + 3ε >
• Vy´pocˇet xˆE bude slozˇiteˇjˇs´ı. Vyjdeme z definice, tud´ızˇ xˆEk =
∫ 6+3ε
0 xkp(xk | zk)dxk =∫ 1
0 (0, 5− ε)xkdxk +
∫ 3
1 (0, 25− ε)xkdxk +
∫ 6+3ε
6 xkdxk = 1, 25
• Zby´va´ vypocˇ´ıtat media´n. Mus´ı platit, zˇe ∫ xˆMEk−∞ p(xk | zk)dxk = ∫∞xˆMEk p(xk | zk)dxk Odsud
je zrˇejme´, zˇe pro uvazˇovanou p(xk | zk) dostaneme optima´ln´ı bodovy´ odhad ve smyslu
media´n v bodeˇ xˆMEk = 1.
Prˇedchoz´ı prˇ´ıklad ukazuje, zˇe bodove´ odhady prˇina´sˇej´ı vy´razneˇ jednodusˇsˇ´ı vy´sledek es-
timacˇn´ı u´lohy v porovna´n´ı s hustotou pravdeˇpodobnosti, ale v prˇ´ıpadeˇ negaussovske´
hustoty pravdeˇpodobnosti vy´razneˇ rozd´ılne´ vy´sledky a samozrˇejmeˇ neprˇedstavuj´ı u´plny´
pravdeˇpodobnostn´ı popis. Z tohoto d˚uvodu a z faktu, zˇe prˇi znalosti hustoty pravdeˇpodobnosti
mu˚zˇeme urcˇit jaky´koliv bodovy´ odhad, budeme v na´sleduj´ıc´ıch kapitola´ch preferovat v prˇeva´zˇne´




Novy´ pohled na teorii filtrace reprezentovane´ Wienerovou teori´ı [1] prˇinesl v roce 1960 Kalman
[2]. Provedl rozbor metod rˇesˇen´ı Wienerova proble´mu a formuloval limituj´ıc´ı faktory, ktere´
va´zˇneˇ ovlivnˇuj´ı praktickou pouzˇitelnost. Z teˇchto faktor˚u prˇipomenˇme alesponˇ omezen´ı na
staciona´rn´ı procesy a znacˇnou matematickou na´rocˇnost prˇi odvozen´ı zp˚usobuj´ıc´ı nepr˚uhlednost
z inzˇeny´rske´ho pohledu. Kalman˚uv prˇ´ıstup k proble´mu linea´rn´ı filtrace tyto nevy´hody elimi-
nuje. K odvozen´ı filtru vyuzˇ´ıva´ ortogona´ln´ı projekci a pracuje v cˇasove´ oblasti se stavovy´mi
velicˇinami na rozd´ıl od Wienerovy teorie zalozˇene´ na spektra´ln´ı faktorizaci a frekvencˇn´ım popisu.
Kalman˚uv filtr je cha´pa´n jako rekurzivn´ı algoritmus generuj´ıc´ı linea´rn´ı, nestranny´ odhad
ve smyslu podmı´neˇn´ı strˇedn´ı hodnoty (minima´ln´ı variance) nezna´me´ho stavu dynamicke´ho
syste´mu ze zasˇumeˇny´ch dat z´ıska´vany´ch v diskre´tn´ıch cˇasovy´ch okamzˇic´ıch [2], [4], [9]-[13],
[84]. Jeho uplatneˇn´ı najdeme prˇedevsˇ´ım v rˇ´ıdic´ıch, komunikacˇn´ıch cˇi monitorovac´ıch syste´mech
[5], [11], [20]. O rostouc´ı populariteˇ sveˇdcˇ´ı i pomaly´ pr˚unik do ekonomicky´ch cˇi ekologicky´ch
discipl´ın [21],[22].
C´ılem te´to kapitoly je prˇedevsˇ´ım odvodit Kalman˚uv filtr vyuzˇit´ım bayesovske´ho prˇ´ıstupu.
Vztahy z´ıskane´ beˇhem odvozen´ı a pohled do vnitrˇn´ıho mechanismu bayesovske´ho prˇ´ıstupu
budou nezbytne´ v dalˇs´ıch kapitola´ch pra´ce. Soucˇa´st´ı te´to kapitoly vsˇak bude i rˇada dalˇs´ıch u´loh
souvisej´ıc´ıch s analy´zou cˇi vyuzˇit´ım kalmanovske´ filtrace.
3.1 Linea´rn´ı gaussovsky´ syste´m
V te´to sekci se budeme zaby´vat linea´rn´ım syste´mem, specia´ln´ım prˇ´ıpadem (2.4.7), (2.4.8), ktery´
je definova´n na´sleduj´ıc´ımi vztahy
xk+1 = Fkxk + wk k = 0, 1, 2, ... (3.1. 1)
zk = Hkxk + vk k = 0, 1, 2, ... (3.1. 2)
kde Fk je nx/nx dimenziona´ln´ı matice
Hk je nz/nx dimenziona´ln´ı matice
Rovnice (3.1.1) prˇedstavuje stavovou rovnici popisuj´ıc´ı vy´voj stavu xk a (3.1.2) je rovnice meˇrˇen´ı
definuj´ıc´ı vztah mezi vy´stupem syste´mu yk = Hkxk, sˇumem vk a meˇrˇen´ım zk. Za nemeˇrˇitelny´
vstup syste´mu budeme povazˇovat sˇum wk. Prˇedpokla´dejme, zˇe wk a vk pro k = 0, 1, 2, ... jsou
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procesy s teˇmito vlastnostmi
1. {vk} a {wk} jsou b´ıle´ sˇumy
2. {vk} a {wk} jsou gaussovske´ s nulovou strˇedn´ı hodnotou
3. {vk} a {wk} jsou neza´visle´
kde symbol {vk} prˇedstavuje na´hodny´ proces vk pro k = 0, 1, 2....
To znamena´, zˇe z prvn´ı vlastnosti vyply´va´ kromeˇ jine´ho
E[wkw
T





l ] = E[vk]E[v
T
l ]
Z druhe´ vlastnosti dostaneme
E[wkw
T
l ] = 0 k 6= l
E[vkv
T
l ] = 0 k 6= l
a z druhe´ a trˇet´ı plyne
E[wkv
T
l ] = 0 ∀k, l
Budeme da´le prˇedpokla´dat, zˇe
E[vkv
T
l ] = Rkδk,l
E[wkw
T
l ] = Qkδk,l
kde Rk a Qk jsou symetricke´ nonnegativneˇ definitn´ı matice pro vsˇechna k a pocˇa´tecˇn´ı stav x0
je gaussovska´ na´hodna´ velicˇina neza´visla´ na {vk} a {wk} se zna´mou strˇedn´ı hodnotou x¯0 a
zna´mou kovarianc´ı Σ0
E[x0] = x¯0 E[(x0 − x¯0)(x0 − x¯0)T ] = Σ0
Signa´lovy´ model uvazˇovane´ho syste´mu je na obr. 3.1.1, kde q−1 je opera´tor zpeˇtne´ho posuvu
definovany´ q−1x(t) = x(t− 1).
Prˇipomenˇme, zˇe proble´m filtrace spocˇ´ıva´ v generova´n´ı odhadu stavu xk na za´kladeˇ pozorova´n´ı
z0, z1, ..., zk. Jesˇteˇ prˇed t´ım, nezˇ se t´ımto proble´mem budeme zaby´vat, si vsˇak vsˇimneme
samotne´ho na´hodne´ho procesu {xk} a uka´zˇeme, zˇe se jedna´ o gaussmarkovsky´ proces.
Je zrˇejme´, zˇe xk je na´hodna´ velicˇina a z (3.1.1) plyne, zˇe
















Obra´zek 3.1. 1: Signa´lovy´ model linea´rn´ıho syste´mu
kde
φk,l = Fk−1Fk−2...Fl k > l (3.1. 4)
φk,k = I (3.1. 5)
To znamena´, zˇe xk je linea´rn´ı kombinace na´hodny´ch vektor˚u x0, w0, w1, ..., wk−1 a jelikozˇ maj´ı
norma´ln´ı rozdeˇlen´ı, pak i na´hodna´ velicˇina xk je popsa´na gaussovsky´m rozdeˇlen´ım. Protozˇe
prˇedchoz´ı postup plat´ı pro kazˇde´ k, pak je zrˇejme´, zˇe {xk} je gaussovsky´ proces.
Nyn´ı uka´zˇeme, zˇe {xk} je te´zˇ markovsky´ proces.
Pro markovsky´ proces plat´ı, zˇe pro k1 < k2 < ... < km < k
p(xk | xkm, ..., xk2, xk1) = p(xk | xkm)
Z (3.1.1) vyply´va´, zˇe




Zrˇejmeˇ wl nejsou za´visle´ na xk1, xk2, ..., xkm, a tud´ızˇ znalost xk1, xk2, ..., xkm neprˇina´sˇ´ı novou
informaci o wl. To znamena´, zˇe {xk} je markovsky´ proces. Tato vlastnost je d˚usledkem kauzality
syste´mu (3.1.1.) a skutecˇnosti, zˇe {wk} je b´ıly´ sˇum.
Da´le si vsˇimneme na´hodne´ho procesu {zk}. Zrˇejmeˇ se jedna´ o gaussovsky´ proces. Ale o
markovsky´ proces nejde, jelikozˇ vy´stup syste´mu yk je v obecne´m prˇ´ıpadeˇ korelovany´ proces
s hloubkou za´vislosti veˇtsˇ´ı nezˇ jedna.
Jelikozˇ {xk} i {zk} jsou gaussovske´ procesy, pro jejich popis vystacˇ´ıme s prvn´ımi dveˇma
momenty. V na´sleduj´ıc´ı cˇa´sti se budeme zaby´vat jejich vy´pocˇtem.
Z (3.1.3) je zrˇejme´, zˇe
E[xk] = φk,0x¯0 (3.1. 7)
a z (3.1.2) vyply´va´
E[zk] = HkE[xk] (3.1. 8)
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Prˇed vy´pocˇtem kovariancˇn´ı funkce stavu si nejdrˇ´ıve oznacˇme
x¯k = E[xk] (3.1. 9)
Σk,l = E{[xk − x¯k][xl − x¯l]T } pro k > l (3.1. 10)
Vy´pocˇet je jednoduchy´. Z (3.1.3) a (3.1.7) dostaneme
Σk,l = E{[φk,0(x0 − x¯0) +
∑k−1




Protozˇe x0 − x¯0, w0, ..., wk−1 jsou neza´visle´, mu˚zˇeme prˇedchoz´ı vztah zjednodusˇit na





















Z (3.1.1) vsˇak te´zˇ vyply´va´
Σk+1,k+1 = FkΣk,kF
T
k +Qk (3.1. 13)
cozˇ umozˇnˇuje rekurzivn´ı vy´pocˇet Σk,k. Vyuzˇit´ım Σk,k a vztahu (3.1.11) pak mu˚zˇeme vyja´drˇit
matice Σk,l pro vsˇechna k, l a Σ0,0 = Σ0
Σk,l = φk,l.Σl,l k ≥ l (3.1. 14)





l,k k ≤ l (3.1. 15)
Rovnice (3.1.13)-(3.1.15) umozˇnˇuj´ı urcˇit kovarianci stavu.
Prˇejdeˇme k vy´pocˇtu kovariancˇn´ı funkce meˇrˇen´ı. Oznacˇme E[zk] = z¯k. Protozˇe
zk = Hkxk + vk
pak
E{[zk − z¯k][zl − z¯l]T } = E{Hk[xk − x¯k][xl − x¯l]THT }+ E{Hk[xk − x¯k]vTl }
+ E{vk[xl − x¯l]THTk }+ E[vkvTl ] (3.1. 16)
Protozˇe podle prˇedpoklad˚u {vk} je neza´visle´ na x0 a {wk}, pak je take´ neza´visle´ na {xk − x¯k},
a tud´ızˇ druhy´ a trˇet´ı cˇlen na prave´ straneˇ prˇedchoz´ı rovnice jsou nulove´. Kovariance po u´praveˇ
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bude urcˇena na´sleduj´ıc´ım vztahem
cov(zk, zl) = Hkφk,lΣl,lHl +Rkδk,l k ≥ l (3.1. 17)
T´ım jsme dokoncˇili popis na´hodny´ch proces˚u {xk} a {zk}. Bylo videˇt, jak prˇedpoklady na
strukturu syste´mu dane´ rovnicemi (3.1.1), (3.1.2), na pocˇa´tecˇn´ı stav a na´hodne´ procesy
{vk}, {wk} ovlivnˇuj´ı vy´pocˇet charakteristik na´hodny´ch proces˚u {xk}, {zk} a jak se prˇi vy´pocˇtu
projevuj´ı.
Poznamenejme, zˇe neˇkdy je mozˇne´ se setkat s pozˇadavkem, aby E[wkv
T
l ] = Skδk,l. Tento fakt
ovlivn´ı cov(zk, zl) a tedy (3.1.16), (3.1.17) a rovneˇzˇ zp˚usob´ı, zˇe p(xk+1 | xk, zk) 6= p(xk+1 | xk),
jak plyne ze vztah˚u (3.1.1), (3.1.2), jelikozˇ E[wkv
T
k ] = Sk. To je d˚uvod, procˇ bychom v tomto
prˇ´ıpadeˇ meˇli pod pojmem stav cha´pat dvojici [xk, zk], prˇicˇemzˇ xk cha´pat jako nezna´mou slozˇku
stavu a zk jako zna´mou slozˇku stavu. Nicme´neˇ prˇedpoklad, zˇe Sk = 0 mu˚zˇe by´t bez ztra´ty
obecnosti zaveden, jelikozˇ mu˚zˇeme prove´st na´sleduj´ıc´ı transformaci v prˇ´ıpadeˇ, zˇe Sk 6= 0.
Necht’
xk+1 = Fkxk + wk (3.1. 18)
zk = Hkxk + vk (3.1. 19)
a vsˇechny specifikace velicˇin v teˇchto vztaz´ıch jsou shodne´ s prˇedchoz´ım, pouze
cov(wk, v
T
k ) = Sk (3.1. 20)
Jestlizˇe R−1k existuje, mu˚zˇeme (3.1.18) upravit na
xk+1 = Fkxk + wk − SkR−1k [zk − zk] = Fkxk + wk − SkR−1k [Hkxk + vk − zk]
= (Fk − SkR−1k Hk)xk + SkR−1k zk + wk − SkR−1k vk
Oznacˇme
F¯k = Fk − SkR−1k Hk
w¯k = wk − SkR−1k vk
pak
xk+1 = F¯kxk + SkR
−1
k zk + w¯k (3.1. 21)
Nyn´ı vypocˇteˇme cov(w¯k, w¯k), cov(w¯k, v
T
k ) a cov(vk, w¯
T
k )







k = Qk − SkR−1k STk
cov(w¯k, vk) = E{[wk − SkR−1k vk]vTk } = Sk − SkR−1k Rk = 0
cov(vk, w¯
T
k ) = E[vk(wk − SkR−1k vk)T ] = STk −RkR−1k STk = 0
To znamena´, zˇe ”novy´”stavovy´ sˇum w¯k nen´ı za´visly´ na vk a syste´m (3.1.21), (3.1.19) je obsahoveˇ
shodny´ s (3.1.1) a (3.1.2). Odliˇsuje se pouze ve cˇlenu SkR
−1
k zk v(3.1.21), ale to je zna´ma´ velicˇina
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v cˇase k.
V te´to sekci jsme uka´zali, zˇe vlastnosti na´hodny´ch proces˚u {xk} a {zk} jsme schopni popsat
pomoc´ı strˇedn´ı hodnoty a kovariancˇn´ıch matice pro vsˇechny cˇasove´ okamzˇiky. V na´sleduj´ıc´ı
kapitole se budeme zaby´vat na´vrhem filtru poskytuj´ıc´ı odhad stavu na za´kladeˇ dostupny´ch
meˇrˇen´ı a modelu syste´mu.
3.2 Bayesovsky´ prˇ´ıstup k synte´ze filtru
V te´to sekci se soustrˇed´ıme na synte´zu filtru generuj´ıc´ı odhad stavu linea´rn´ıho gaussovske´ho
syste´mu (3.1.1), (3.1.2) v bayesovske´m ra´mci. Prˇedstav´ıme dveˇ techniky na´vrhu filtru. Zat´ımco
prvn´ı technika d˚usledneˇ vycha´z´ı z bayesovsky´ch vztah˚u (2.4.9), (2.4.10), druha´ stav´ı na
za´kladn´ıch veˇta´ch pravdeˇpodobnosti a statistiky. Kazˇdy´ z prˇ´ıstup˚u nab´ıdne jiny´ pohled na
podstatu Kalmanova filtru a umozˇn´ı, v na´sleduj´ıc´ıch kapitola´ch, odliˇsne´ prˇ´ıstupy k rozsˇ´ıˇren´ı
aplikovatelnosti mysˇlenky Kalmanova filtru pro nelinea´rn´ı syste´my.
3.2.1 Prˇ´ımy´ prˇ´ıstup k synte´ze filtru
V te´to sekci se soustrˇed´ıme na synte´zu filtru d˚usledneˇ vycha´zej´ıc´ı z bayesovsky´ch vztah˚u (2.4.9),
(2.4.10) a generuj´ıc´ı odhad stavu linea´rn´ıho gaussovske´ho syste´mu ze sekce 3.1.
Nejdrˇ´ıve budeme pocˇ´ıtat filtracˇn´ı hustotu pravdeˇpodobnosti. K tomu potrˇebujeme zna´t podle
(2.4.9) podmı´neˇnou prediktivn´ı hustotu pravdeˇpodobnosti. Zacˇneme pro k = 0. Pak prediktivn´ı
hustota p(x0 | z−1) je da´na zna´my´m apriorn´ım rozlozˇen´ım p(x0) 4= p(x0 | z−1), tj.
p(x0 | z−1) = p(x0) = N(x0 : xˆ′0, P ′0) (3.2. 1)
kde xˆ′0 = E[x0 | z−1] je apriorn´ı strˇedn´ı hodnota a P ′0 = cov[x0 | z−1] je apriorn´ı kovariancˇn´ı




0) pak oznacˇuje, zˇe na´hodna´ velicˇina x0 ma´
norma´ln´ı rozlozˇen´ı se strˇedn´ı hodnotou xˆ′0 a kovarianc´ı P ′0.
Hustotu p(zk | xk) snadno z´ıska´me z (3.1.2) a za´kladn´ıch veˇt teorie pravdeˇpodobnosti ve tvaru
p(z0 | x0) = N(z0 : H0x0, R0) (3.2. 2)
Bayes˚uv vztah obsahuje jesˇteˇ tzv. normalizacˇn´ı konstantu, hustotu pravdeˇpodobnosti p(z0 | z−1).
Z´ıska´me ji opeˇt snadno z (3.2.1) a aplikac´ı za´klad˚u teorie pravdeˇpodobnosti
p(z0 | z−1) = N(z0 : H0xˆ′0, H0P ′0HT0 +R0) (3.2. 3)
protozˇe
E[z0 | z−1] = E[H0x0 + v0 | z−1] = H0xˆ′0






Nyn´ı mu˚zˇeme dosadit do (2.4.9)
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p(x0 | z0) = p(x0 | z
−1)p(z0 | x0)
p(z0 | z−1) =





























[z0−Hxˆ′0]T [H0P ′0HT0 +R0]−1[z0−Hxˆ′0]
(3.2. 4)













Nyn´ı prˇejdeˇme k exponencia´ln´ı cˇa´sti (3.2.4). Pro jednodusˇsˇ´ı za´pis nebudeme pouzˇ´ıvat cˇasove´
indexy. Exponent pak je
− 1
2
[z −Hx]TR−1[z −Hx]− 1
2




[z −Hxˆ′]T [HP ′HT +R]−1[z −Hxˆ′] = −1
2




xT [HTR−1z + P ′−1xˆ′] +
1
2






[z −Hxˆ′]T [HP ′HT +R]−1[z −Hxˆ′]− 1
2
xˆ′TP ′−1xˆ′ (3.2. 6)
Uka´zˇeme, zˇe pravou stranu (3.2.6) lze upravit na cˇtverec
− 1
2












Protozˇe u´prava mus´ı by´t platna´ pro vsˇechna x, pak
P−1 = HTR−1H + P ′−1 (3.2. 8)
a za´rovenˇ
P−1xˆ = HTR−1z + P ′−1xˆ′ (3.2. 9)
U´pravou (3.2.9) dostaneme
xˆ = PHTR−1z + PP ′−1xˆ′ (3.2. 10)
Dosazen´ım z (3.2.8) do (3. 2.10) z´ıska´me
xˆ = PHTR−1z + P (P−1 −HTR−1H)xˆ′ = xˆ′ + PHTR−1(z −Hxˆ′) (3.2. 11)
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Aplikac´ı maticove´ho inverzn´ıho lemma
(A+BCD)−1 = A−1 −A−1B(DA−1B + C−1)−1DA−1 (3.2. 12)
na (3.2.8) dostaneme
P = P ′ − P ′HT [HP ′HT +R]−1HP ′ (3.2. 13)
To znamena´, zˇe PHTR−1 z (3.2.11) se rovna´
PHTR−1 = P ′HTR−1 − P ′HT [HP ′HT +R]−1HP ′HTR−1
= P ′HT [I − (HP ′HT +R)−1HP ′HT ]R−1
= P ′HT [(HP ′HT +R)−1(HP ′HT +R)
− (HP ′HT +R)−1HP ′HT ]R−1
= P ′HT [(HP ′HT +R)−1(HP ′HT +R−HP ′HT )]R−1
= P ′HT [HP ′HT +R]−1 (3.2. 14)
Nyn´ı je zrˇejme´, zˇe (3.2.11) mu˚zˇeme zapsat vyuzˇit´ım (3.2.14) takto
xˆ = xˆ′ + P ′HT [HP ′HT +R]−1(z −Hxˆ′) (3.2. 15)
Zby´va´ proveˇrˇit, zˇe skutecˇneˇ posledn´ı trˇi cˇleny na prave´ straneˇ (3.2.6) se rovnaj´ı posledn´ımu






[z −Hxˆ′]T [HP ′HT +R]−1[z −Hxˆ′]
− 1
2
xˆ′TP ′−1xˆ′ = −1
2
xˆTP−1xˆ (3.2. 16)
Dosad’me do prave´ strany (3.2.16) z (3.2.15) a (3.2.8). Pak
xˆTP−1xˆ = [xˆ′ + P ′HT (HP ′HT +R)−1(z −Hxˆ′)]T [HTR−1H + P ′−1]
. [xˆ′ + P ′HT (HP ′HT +R)−1(z −Hxˆ′)] (3.2. 17)
Oznacˇme
K = P ′HT (HP ′HT +R)−1 (3.2. 18)
J = HTR−1H + P ′−1





[Kz + (I −KH)xˆ′]TJ [Kz + (I −KH)xˆ′] (3.2. 19)
Upravme levou stranu (3.2.16)
− zTR−1z + [z −Hxˆ′]T [HP ′HT +R]−1[z −Hxˆ′]− xˆ′P ′−1xˆ′ =
− zT [R−1 − (HP ′HT +R)−1]z − xˆ′HT (HP ′HT +R)−1z
− zT (HP ′HT +R)−1Hxˆ+ xˆ′[HT (HP ′HT +R)−1H
− P ′−1]xˆ′ (3.2. 20)
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Nyn´ı odecˇteme kvadraticke´ cˇleny u z na pravy´ch strana´ch rovnic (3.2.19) a (3.2.20)
KTJK − [R−1 − (HP ′HT +R)−1]
= (HP ′HT +R)−1HP ′(HTR−1H + P ′−1)P ′HT (HPHT +R−1)
− R−1 + (HP ′HT +R)−1
= (HP ′HT +R)−1[HP ′(HTR−1H + P ′−1)P ′HT (HP ′HT +R)−1 − (HP ′HT +R)−1 + I]
= (HP ′HT +R)−1[HP ′HTR−1HP ′HT +HP ′P ′−1P ′HT
− (HP ′HT +R)R−1(HP ′HT +R) + (HP ′HT +R)](HP ′HT +R)−1
= (HP ′HT +R)−1[HP ′HTR−1HP ′HT +HP ′HT
+ HP ′HT +R−HP ′HTR−1HP ′HT
− HP ′HT −HP ′HT −R][HP ′HT +R]−1 = 0
Smı´ˇsene´ cˇleny se mus´ı take´ rovnat
KTJ(I −KH) − (HP ′HT +R)−1H = (HP ′HT +R)−1HP ′(HTR−1H
+ P ′−1)[I − P ′HT (HP ′HT +R)−1H]− (HP ′HT +R)−1H
= (HP ′HT +R)−1(HP ′HTR−1H +H)[I − P ′HT (HP ′HT +R)−1H]
− (HP ′HT +R)−1H = (HP ′HT +R)−1[HP ′HTR−1H +H
− HP ′HTR−1HP ′HT (HP ′HT +R)−1H
− HP ′HT (HP ′HT +R)−1H]− (HP ′HT +R)−1H
= (HP ′HT +R)−1{[HP ′HTR−1H +H
− HP ′HTR−1HP ′HT (HP ′HT +R)−1H −HP ′HT (HP ′HT
+ R)−1H]−H} = (HP ′HT +R)−1HP ′HT [R−1
− R−1HP ′HT (HP ′HT +R)−1 − (HP ′HT +R)−1]H
= (HP ′HT +R)−1[R−1 −R−1(HP ′HT +R−R)(HP ′HT +R)−1
− (HP ′HT +R)−1]H = (HP ′HT +R)−1HP ′HT [R−1
− R−1 + (HP ′HT +R)−1 − (HP ′HT +R)−1]H = 0
Konecˇneˇ, kvadraticke´ cˇleny u xˆ′ po odecˇten´ı mus´ı by´t te´zˇ rovny nule.
24
(I − HTKT )J(I −KH) +HT [HP ′HT +R]−1H − P ′−1 = J −HTKTJ
− JKH +HTKTKH +HT [HP ′HT +R]−1H − P ′−1 = HTR−1H
+ P ′−1 −HT (HP ′HT +R)−1HP ′(HTR−1H + P ′−1)
− (HTR−1H + P ′−1)P ′HT (HP ′HT +R)−1H
+ HT (HP ′HT +R)−1HP ′(HTR−1H + P ′−1)P ′HT (HP ′HT
+ R)−1H +HT [HP ′HT +R]−1H − P ′−1 = HTR−1H
− HT (HP ′HT +R)−1HP ′HTR−1H −HT (HP ′HT +R)−1H
− HTR−1HP ′HT (HP ′HT +R)−1H −HT (HP ′HT +R)−1H
+ HT (HP ′HT +R)−1HP ′HTR−1HP ′HT (HP ′HT +R)−1H
+ HT (HP ′HT +R)−1HP ′HT (HP ′HT +R)−1H
− HT [HP ′HT +R]−1H = HT [HP ′HT +R]−1[(HP ′HT +R)R−1(HP ′HT +R)
− HP ′HTR−1(HP ′HT +R)− (HP ′HT +R)− (HP ′HT
+ R)R−1HP ′HT − (HP ′HT +R) +HP ′HTR−1HP ′HT +HP ′HT
+ (HP ′HT +R)][HP ′HT +R]−1H = HT [HP ′HT
+ R]−1[(HP ′HT +R)R−1(HP ′HT +R)
− HP ′HTR−1(HP ′HT +R)− (HP ′HT +R)
− (HP ′HT +R)R−1HP ′HT +HP ′HTR−1HP ′HT
+ HP ′HT ][HP ′HT +R]−1H = HT [HP ′HT +R]−1[(HP ′HT
+ R)R−1HP ′HT +HP ′HT +R−HP ′HTR−1HP ′HT −HP ′HT − (HP ′HT +R)
− (HP ′HT +R)R−1HP ′HT +HP ′HTR−1HP ′HT +HP ′HT ][HP ′HT +R]−1HT = 0
Vy´raz (3.2.16) je splneˇn.














(detP ) = {det[P ′ − P ′HT (R+HP ′HT )−1HP ′]}
= (detP ′){det[I −HT (R+HP ′HT )−1HP ′]} (3.2. 22)
Pro dalˇs´ı u´pravu pouzˇijeme vztah
det(In +AB) = det(Ip +BA) (3.2. 23)
kde A je matice dimenze n/p a B matice dimenze p/n.
Polozˇ´ıme-li HP ′ = B (dim nz/nx) a A = −HT (R +HP ′HT )−1 (dim nx/nz) mu˚zˇeme upravit
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(3.2.22) na
detP = (detP ′){det[Inz −HP ′HT (R+HP ′HT )−1]}
= (detP ′){det[(R+HP ′HT )(R+HP ′HT )−1
− HP ′HT (R+HP ′HT )−1]}





Dosazen´ım (3.2.24) do (3.2.21) je zrˇejme´, zˇe rovnost plat´ı.
Po teˇchto vy´pocˇtech je jasne´, zˇe filtracˇn´ı hustota pravdeˇpodobnosti je norma´ln´ı rozlozˇen´ı se












−1[z0 −H0xˆ′0] (3.2. 25)
a kovarianc´ı danou rovnic´ı (3.2.13), tedy
P0 = P
′
0 − P ′0HT0 [H0P ′0HT0 +R0]−1H0P ′0 (3.2. 26)
Filtracˇn´ı hustota pravdeˇpodobnosti je pak
p(x0 | z0) = N(x0 : xˆ0, P0) (3.2. 27)
V na´sleduj´ıc´ı cˇa´sti te´to sekce se budeme veˇnovat odvozen´ı prediktivn´ı hustoty pravdeˇpodobnosti
p(x1 | z0) tedy pro k = 1.Vyjdeme ze vztahu (2.4.10). K vy´pocˇtu potrˇebujeme zna´t filtracˇn´ı
hustotu pravdeˇpodobnosti p(x0 | z0) a prˇechodovou hustotu pravdeˇpodobnosti p(x1 | x0).
Filtracˇn´ı hustotu zna´me z prˇedchoz´ıho odvozen´ı, vztah (3.2.27) a prˇechodovou hustotu snadno
vypocˇteme ze znalosti (3.1.1) a za´kladn´ıch veˇt teorie pravdeˇpodobnosti. Takzˇe prˇechodova´
hustota je stanovena na´sleduj´ıc´ım vztahem
p(x1 | x0) = N(x1 : F0x0, Q0) (3.2. 28)
kde
E[x1 | x0] = E[F0x0 + w0 | x0] = F0x0
E[(x1 − E[x1 | x0])(x1 − E[x1 | x0])T | x0] = E[(F0x0 − F0x0 + w0)(F0x0 − F0x0 + w0)T | x0]
= E[w0w
T
0 | x0] = Q0
Nyn´ı dosad´ıme do (2.4.10) z (3.2.27) a (3.2.28).
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p(x1 | z0) =
∫























{[x0−xˆ0]TP−10 [x0−xˆ0]+[x1−F0x0]TQ−10 [x1−F0x0]}dx0 (3.2. 29)
Exponent v (3.2.29) mu˚zˇeme upravit
− 1
2












xT0 [−P−10 xˆ0 − F T0 Q−10 x1]
− 1
2












{xT0 A−1x0 − xT0 b− bTx0 + c} (3.2. 30)
kde










c = xˆT0 P
−1






































Vyuzˇili jsme skutecˇnosti, zˇe integrand je gaussovske´ rozlozˇen´ı a integra´l z hustoty je roven
jedne´. Vztah (3.2.31) mu˚zˇeme dosadit do (3.2.29) a dostaneme







Nyn´ı uka´zˇeme, zˇe exponent v (3.2.32) lze upravit na cˇtverec vzhledem k x1. Dosazen´ım
z (3.2.31) dostaneme
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bTAb− c = (P−10 xˆ0 + F T0 Q−10 x1)T (P−10 + F T0 Q−10 F0)−1(P−10 xˆ0
+ F T0 Q
−1



































−1P−10 − P−10 ]xˆ0 (3.2. 33)
Pro dalˇs´ı u´pravy pouzˇijeme maticove´ inverzn´ı lemma a doka´zˇeme, zˇe plat´ı
bTAb− c = −(x1 − xˆ′1)TP ′−11 (x1 − xˆ′1) (3.2. 34)
Srovna´n´ım (3.2.34) a (3.2.33) mus´ı platit
−P ′−11 = Q−10 F0(P−10 + F T0 Q−10 F0)−1F T0 Q−10 −Q−10 = −(Q0 + F0P0F T0 )−1 (3.2. 35)
−P ′−11 xˆ′1 = −Q−10 F0(P−10 + F T0 Q−10 F0)−1P−10 xˆ0
= −Q−10 F0[P0 − P0F T0 (F0P0F T0 +Q0)−1F0P0]P−10 xˆ0
= −Q−10 [F0 − F0P0F T0 (F0P0F T0 +Q0)−1F0]xˆ0
= −Q−10 [I − F0P0F T0 (F0P0F T0 +Q0)−1]F0xˆ0
= −Q−10 [(F0P0F T0 +Q0)(F0P0F T0 +Q0)−1
− F0P0F T0 (F0P0F T0 +Q0)−1]F0xˆ0
= −Q−10 [Q0(F0P0F T0 +Q0)−1]F0xˆ0
= −(F0P0F T0 +Q0)−1F0xˆ0
= −P ′−11 F0xˆ0 (3.2. 36)
Tedy
xˆ′1 = F0xˆ0 (3.2. 37)



































0 [(Q0 + F0P0F
T )(Q0 + F0P0F
T )−1






















−1 − P−10 ]xˆ0 = xˆ′T1 P ′−11 xˆ′1
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Exponent (3.2.32) je kvadraticka´ forma
1
2
(bTAb− c) = −1
2
(x1 − xˆ′1)P ′−11 (x1 − xˆ′1) (3.2. 40)
kde xˆ′1 = F0xˆ0, P ′1 = F0P0F T0 +Q0.

































































Konecˇneˇ je odvozen´ı uzavrˇeno. Vy´raz (3.2.29) s ohledem na (3.2.13), (3.2.31), (3.2.34), (3.2.40),
(3.2.41) mu˚zˇeme zapsat takto
p(x1 | z0) = N(x1 : xˆ′1, P ′1) (3.2. 42)
kde xˆ′1 = F0xˆ0
P ′1 = F0P0F T0 +Q0
Prediktivn´ı hustota pravdeˇpodobnosti obdobneˇ jako filtracˇn´ı hustota pravdeˇpodobnosti je
gaussovska´. Je videˇt, zˇe prediktivn´ı hustota v k = 1 je opeˇt gaussovska´ jako v k = 0. To
znamena´, zˇe vy´pocˇet je platny´ forma´lneˇ pro jake´koliv k. Shrnˇme proto dosazˇeny´ vy´sledek.
Vy´pocˇet filtracˇn´ı hustoty pravdeˇpodobnosti:












−1[zk −Hkxˆ′k] (3.2. 44)
Pk = P
′
k − P ′kHTk [Rk +HkP ′kHTk ]−1HkP ′k (3.2. 45)
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Vy´pocˇet prediktivn´ı hustoty pravdeˇpodobnosti:
p(xk+1 | zk) = N(xk+1 : xˆ′k+1, P ′k+1) k = 0, 1, 2, .. (3.2. 46)
xˆ′k+1 = Fkxˆk (3.2. 47)
P ′k+1 = FkPkF
T
k +Qk (3.2. 48)
Poznamenejme, zˇe prˇedpokla´da´me
p(x0 | z−1) = p(x0) = N(x0 : xˆ′0, P ′0) (3.2. 49)
Rovnice (3.2.43)-(3.2.49) definuj´ı Kalman˚uv filtr.
Na za´veˇr poznamenejme, zˇe kdybychom uvazˇovali v rovnici (3.1.1) i vstupn´ı signa´l uk, tedy
xk+1 = Fkxk + uk + wk
zna´my´ v kroku k, cele´ odvozen´ı bude analogicke´ a jedina´ zmeˇna, ktera´ nastane ve vy´sledny´ch
vztaz´ıch (3.2.43)-(3.2.49) by nastala v (3.2.47), ktera´ by nabyla tvar
xˆ′k+1 = Fkxˆk + uk
cozˇ je prˇirozene´ s ohledem na charakter signa´lu. Analogicky bychom postupovali prˇi zmeˇneˇ
prˇedpokladu o nulove´ strˇedn´ı hodnoteˇ stavove´ho sˇumu a sˇumu meˇrˇen´ı. Pak bychom dostali
mı´sto (3.2.47)
xˆ′k+1 = Fkxˆk + wˆk












−1[zk −Hkxˆ′k − vˆk]
kde E[vk] = vˆk.
3.2.2 Neprˇ´ımy´ prˇ´ıstup k synte´ze filtru
Prˇ´ımy´ prˇ´ıstup prˇedstaveny´ v prˇedchoz´ı sekci je zalozˇen na u´praveˇ bayesovsky´ch vztah˚u pomoc´ı
za´kladn´ıch matematicky´ch operac´ı. Relativn´ı slozˇitost odvozen´ı je pak d˚usledek zvolene´ho
prˇ´ıstupu. Proto lze v literaturˇe naj´ıt i alternativn´ı, ve sve´m d˚usledku vy´razneˇ snazsˇ´ı, prˇ´ıstup
k odvozen´ı Kalmanova filtru, ktery´ vycha´z´ı ze za´kladn´ıch veˇt pravdeˇpodobnosti a statistiky.
Tedy, nezˇ prˇejdeme k vlastn´ımu odvozen´ı, prˇipomenˇme si za´kladn´ı vlastnosti velicˇin popsany´ch
gaussovskou sdruzˇenou hustotou pravdeˇpodobnosti.
Veˇta 3.2.1 Uvazˇujme neza´visle´ na´hodne´ velicˇiny x a v popsane´ gaussovsky´mi hustotami
pravdeˇpodobnosti p(x) = N(x : xˆ, Px) a p(v) = N(v : 0, R). Da´le uvazˇujme na´hodnou velicˇinu y
danou na´sleduj´ıc´ı linea´rn´ı transformac´ı
y = Gx+ v (3.2. 50)
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kde G je zna´ma´ matice vhodne´ dimenze. Pak sdruzˇena´ hustota pravdeˇpodobnosti velicˇin x a y
je da´na
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P ′x P ′xGT
GP ′x GP ′xGT +R
])
(3.2. 51)
kde pravdeˇpodobnost p(y|x), jak plyne z (3.2. 50), je
p(y|x) = pv(y −Gx) = N(y : Gx,R) (3.2. 52)
Margina´ln´ı hustota y je
p(y) =
∫
p(x, y)dx = N(y : yˆ′, P ′y)
= N(y : Gxˆ′, GP ′xG
T +R) (3.2. 53)
Veˇta 3.2.2 Uvazˇujme sdruzˇeneˇ gaussovske´ na´hodne´ velicˇiny x a y
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P ′yx P ′y
])
(3.2. 54)
kde P ′xy = (P ′yx)T . Pak podmı´neˇna´ hustota pravdeˇpodobnosti velicˇiny x prˇi zna´me´ hodnoteˇ
na´hodne´ velicˇiny y je
p(x|y) = N(x : xˆ′ + P ′xy(P ′y)−1(y − yˆ′), P ′x − P ′xy(P ′y)−1P ′yx) (3.2. 55)
Tedy, prˇedpokla´dejme danou pocˇa´tecˇn´ı prediktivn´ı hustotu pravdeˇpodobnosti
p(x0|z−1) = N(x0 : xˆ′0, P ′0) (3.2. 56)
a rovnici meˇrˇen´ı (3.1.2) vedouc´ı na gaussovskou hustotu pravdeˇpodobnosti meˇrˇen´ı
p(z0|x0) = N(z0 : Hx0, R0) (3.2. 57)
a zacˇneˇme odvozen´ım filtracˇn´ıho kroku z Bayesova vztahu (2.4.9) v cˇase k = 0









Dle (3.2. 56), (3.2. 57) a veˇty 3.2.1, sdruzˇena´ prediktivn´ı hustota pravdeˇpodobnosti stavu x0 a
meˇrˇen´ı z0 je da´na
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zˆ′0 = E[z0|z−1] (3.2. 60)




P ′z,0 = cov[z0|z−1] = E[(z0 − zˆ′0)(z0 − zˆ′0)T |z−1] (3.2. 62)
= E[(H0x0 + v0 −H0xˆ′0)(H0x0 + v0 −H0xˆ′0)T |z−1]





0 +R0 (3.2. 63)
P ′xz,0 = cov[x0, z0|z−1] = E[(x0 − xˆ′0)(z0 − zˆ′0)T |z−1] (3.2. 64)




jsou prediktivn´ı momenty odhadu meˇrˇen´ı a stavu. Ve filtracˇn´ım kroku estima´toru prˇedpokla´da´me
dostupne´ meˇrˇen´ı z0 a zaj´ıma´ na´s, jak znalost meˇrˇen´ı ovlivn´ı prediktivn´ı odhad stavu p(x0|z−1).
K tomu mu˚zˇeme vyuzˇ´ıt veˇtu 3.2.2, ktera´ vede na fina´ln´ı tvar filtracˇn´ı hustoty pravdeˇpodobnosti








−1(z0 − zˆ′0) (3.2. 66)
P0 = P
′
0 − P ′xz,0(P ′z,0)−1(P ′xz,0)T (3.2. 67)








Za prˇedpokladu gaussovske´ filtracˇn´ı hustoty pocˇa´tecˇn´ı hustotu pravdeˇpodobnosti
p(x0|z0) = N(x : xˆ0, P0) (3.2. 69)
a gaussovske´ hustoty pravdeˇpodobnosti stavu
p(x1|x0) = N(x1 : Fx0, Q0) (3.2. 70)
danou rovnic´ı dynamiky (3.1.1), prediktivn´ı hustota stavu je, dle vy´pocˇtu margina´ln´ı hustoty
pravdeˇpodobnosti ve veˇteˇ 3.2.1, opeˇt gaussovska´ p(x1|z0) = N(x1 : xˆ′1, P ′1) s momenty
xˆ′1 = E[x1|z0] (3.2. 71)
= E[F0x0 + w0|z0]
= F0xˆ0 (3.2. 72)
P ′1 = cov[x1|z0] (3.2. 73)
= E[(F0x0 + w0 − F0xˆ0)(F0x0 + w0 − F0xˆ0)T |z0]
= F0P0F
T
0 +Q0 (3.2. 74)
Prediktivn´ı hustota je opeˇt gaussovska´ a tedy vy´pocˇet filtracˇn´ıch a prediktivn´ıch hustot
pravdeˇpodobnosti prob´ıha´ analogicky pro jaky´koliv cˇasovy´ okamzˇik k.
Porovna´n´ım vztah˚u (3.2.44), (3.2.45) a (3.2. 66), (3.2. 67) a (3.2.47), (3.2.48) a (3.2. 72), (3.2. 74)
vid´ıme, zˇe oba prˇ´ıstupy k na´vrhu Kalmanova filtru vedou k stejne´mu algoritmu.
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3.3 Vlastnosti filtru
V prˇedchoz´ıch dvou sekc´ıch te´to kapitoly byl definova´n linea´rn´ı gaussovsky´ syste´m a navrzˇen
rekurzivn´ı algoritmus generuj´ıc´ı odhad nezna´me´ho stavu tohoto syste´mu. Za nejvy´znamneˇjˇs´ı
lze povazˇovat skutecˇnost, zˇe hustoty pravdeˇpodobnosti (3.2.43), (3.2.46) jsou reprodukovatelne´,
tj. prˇi uvazˇova´n´ı Gaussovske´ pocˇa´tecˇn´ı podmı´nky (3.2.1) a linea´rn´ıho Gaussovske´ho syste´mu
(3.1.1), (3.1.2) jsou vsˇechny filtracˇn´ı a prediktivn´ı podmı´neˇne´ hustoty odhadu stavu (3.2. 58),
(3.2. 68) takte´zˇ gaussovske´. Jelikozˇ se jedna´ o gaussovske´ hustoty pravdeˇpodobnosti, prvn´ı a
druhy´ moment postacˇuje k u´plne´mu popisu stavu (3.2.44), (3.2.45), (3.2.47), (3.2.48).
3.3.1 Explicitn´ı jednokrokovy´ prediktor
Bayesovsky´ prˇ´ıstup na´s prˇirozeneˇ prˇivedl k rovnic´ım reprezentuj´ıc´ım filtraci (3.2.44), (3.2.45) a












−1(zk −Hkxˆ′k)] (3.3. 1)
P ′k+1 = Fk[P
′
k − P ′kHTk (Rk +HkP ′kHTk )−1HkP ′k]F Tk +Qk (3.3. 2)
Tyto vztahy jsou cˇasto oznacˇova´ny jako rovnice Kalmanova filtru a rovnice (3.3.2) je nazy´va´na
diferencˇn´ı Riccatiho rovnic´ı. V tomto prˇ´ıpadeˇ se jedna´ o filtraci v sˇirsˇ´ım slova smyslu, nebot’






















jsou oznacˇova´ny jako Kalman˚uv zisk. Z porovna´n´ı vztah˚u (3.2.44), (3.2.45) a (3.2. 66), (3.2. 67)
plyne, zˇe zisk estima´toru Kk (3.3. 3) mu˚zˇe by´t zapsa´n jako na´sleduj´ıc´ı soucˇin kovariancˇn´ıch







Tento vztah bude uzˇitecˇny´ prˇi na´vrhu neˇktery´ch estima´tor˚u pro nelinea´rn´ı syste´my, ktere´ jsou
diskutova´ny v na´sleduj´ıc´ıch kapitola´ch.
Povsˇimneˇme si, zˇe vztah (3.3.1) mu˚zˇeme alternativneˇ vyja´drˇit na´sleduj´ıc´ım zp˚usobem
xˆ′k+1 = (Fk −K ′kHk)xˆ′k +K ′kzk (3.3. 5)
Z tohoto vztahu je v´ıce zrˇejme´, zˇe Kalman˚uv filtr je linea´rn´ı, t-variantn´ı syste´m, na
jehozˇ vstupu je proces {zk} reprezentuj´ıc´ı meˇrˇen´ı a vy´stup je optima´ln´ı odhad stavu
xˆ′k = E[xk | zk−1]. Zaj´ımave´ je, zˇe Kalman˚uv filtr bude t-variantn´ı syste´m i v prˇ´ıpadeˇ, zˇe
procesy {wk}, {vk} budou staciona´rn´ı a syste´m, jehozˇ stav je odhadova´n bude t-invariantn´ı.
Tedy Fk = F,Hk = H,Qk = Q,Rk = R pro vsˇechna k. Rozd´ıl mezi (3.3.5) a (3.3.1) je v´ıce
zrˇejmy´ z graficke´ho vyja´drˇen´ı struktury prediktor˚u na obr. 3.3.1 a 3.3.2. Povsˇimneˇme si te´zˇ, zˇe
strukturu ilustrovanou na obr. 3.3.2 mu˚zˇeme interpretovat jako zpeˇtnovazebn´ı syste´m, jehozˇ
c´ılem je regulace chyby predikce meˇrˇen´ı, tj. inovace zk − zˆ′k, do nuly.
Vrat’me se k rovnic´ım Kalmanova filtru (3.3.1), (3.3.2). Toto vyja´drˇen´ı je jisteˇ vy´hodne´


















Obra´zek 3.3. 1: Signa´lovy´ model prediktoru podle (3.3.5).
K ′k q−1 Hk
Fk
Syste´m















Obra´zek 3.3. 2: Signa´lovy´ model prediktoru podle (3.3.1) obsahuj´ıc´ı
”
kopii“ struktury syste´mu,
jehozˇ stav je odhadova´n.
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mezi okamzˇiky vzorkova´n´ı a tud´ızˇ v mnoha u´loha´ch neovlivn´ı dobu vy´pocˇtu rˇ´ıdic´ı velicˇiny.
V te´to pra´ci vsˇak budeme preferovat popis Kalmanova filtru ve formeˇ (3.2.43)-(3.2.49), protozˇe
le´pe vyjadrˇuje vnitrˇn´ı pra´ci filtru svy´m cˇleneˇn´ım na filtracˇn´ı a prediktivn´ı cˇa´st.
3.3.2 Kalman˚uv filtr jako linea´rn´ı estima´tor s minima´ln´ı varianc´ı
K odvozen´ı filtru jsme vysˇli z bayesovsky´ch rekurzivn´ıch vztah˚u (2.4.9) a (2.4.10). Doka´zali
jsme, zˇe pro filtracˇn´ı hustotu plat´ı





















N(xk : xˆk, Pk)N(xk+1 : Fkxk, Qk)dxk (3.3. 7)
Pra´veˇ tyto vztahy spolu s prˇirozeny´m cˇleneˇn´ım estimacˇn´ıch algoritmu˚ na filtracˇn´ı a prediktivn´ı
cˇa´st budeme s vy´hodou cˇasto pouzˇ´ıvat v dalˇs´ıch kapitola´ch.
Sledujme nyn´ı rovnice Kalmanova filtru z pohledu za´vislosti podmı´neˇne´ strˇedn´ı hodnoty a
kovariance stavu na meˇrˇen´ı. Snadno nahle´dneme, zˇe odvozeny´ filtr patrˇ´ı do trˇ´ıdy linea´rn´ıch
filtr˚u. Totizˇ z (3.2.44), (3.3.1) je zrˇejme´, zˇe odhady xˆk, xˆ
′
k+1 jsou linea´rn´ı funkc´ı meˇrˇen´ı a
z (3.2.43), (3.2.48) vyply´va´, zˇe vy´voj Pk, P
′
k+1 nen´ı za´visly´ na meˇrˇen´ı. Dı´ky neza´vislosti na




k jizˇ v k = 0 pro vsˇechna k.
Tyto vlastnosti jsou velmi vyj´ımecˇne´ a jsou umozˇneˇny prˇedpoklady na syste´m (sekce 3.1), tj.
prˇedpokladem linea´rn´ıho gaussovske´ho syste´mu.
Poznamenejme take´, zˇe algoritmus Kalmanova filtru mu˚zˇe by´t odvozen alternativn´ım zp˚usobem,
a to minimalizac´ı na´sleduj´ıc´ı kriteria´ln´ı funkce
V (xˆk) = E[(xk − xˆk)(xk − xˆk)T ]
Tento vztah ukazuje, zˇe je mozˇne´ cha´pat Kalman˚uv filtr jako linea´rn´ı estima´tor poskytuj´ıc´ı
odhady s minima´ln´ı varianc´ı. Je vhodne´ podotknout, zˇe odvozen´ı filtru skrze minimalizaci
kriteria nevyzˇaduje prˇedpoklad gaussovsky´ch na´hodny´ch velicˇin, tak jak je tomu u bayesovske´ho
prˇ´ıstupu. Odvozen´ı, ktere´ mu˚zˇe by´t nalezeno v [9], [10], [84], v tomto prˇ´ıpadeˇ spocˇ´ıva´ v nalezen´ı
rovnic pro rekurzivn´ı vy´pocˇet prvn´ıch dvou moment˚u odhadu stavu bez ohledu na hustotu
pravdeˇpodobnosti.
Pozna´mka . Dle zvolene´ho kriteria se, v anglicky psane´ literaturˇe, pro vy´sledny´ filtr vzˇil na´zev
”
linear minimum mean square error estimator“ (LMMSE).
3.3.3 Konvergence
Pro prakticke´ vyuzˇit´ı Kalmanova filtru je vhodne´ zna´t limitn´ı vlastnosti odhadu a podmı´nky
konvergence filtru. V te´to cˇa´sti proto uvedeme neˇkolik za´kladn´ıch vlastnost´ı odhadu Kalmanova
filtru, ktery´ je odvozen pro t-invariantn´ı linea´rn´ı gaussovsky´ syste´m. Detailneˇjˇs´ı diskuze spolu
s d˚ukazy pak mu˚zˇe by´t nalezena naprˇ. v [9].
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Uvazˇujeme-li t-invariantn´ı syste´m, tj. Fk = F,Hk = H,Qk = Q a Rk = R,∀k, pak diferencˇn´ı
Riccatiho rovnice (3.3.2), ktera´ charakterizuje chybu prediktivn´ıho odhadu xˆ′k+1, naby´va´ tvaru
P ′k+1 = F [P
′
k − P ′kHT (R+HP ′kHT )−1HP ′k]F T +Q
Definujme rozklad SQ kovariancˇn´ı matice Q tak, zˇe Q = SQS
T
Q. Lze doka´zat, zˇe pokud dvojice
(H,F ) je pozorovatelna´ a dvojice (F, SQ) je dosazˇitelna´, pak existuje jedine´ pozitivneˇ definitn´ı
rˇesˇen´ı algebraicke´ Riccatiho rovnice
P ′ = F [P ′ − P ′HT (R+HP ′HT )−1HP ′]F T +Q
kde limk→∞ P ′k = P . Da´le, pokud pocˇa´tecˇn´ı podmı´nka P
′
0 je pozitivneˇ definitn´ı, pak rˇesˇen´ı
diferencˇn´ı Riccatiho rovnice konverguje k rˇesˇen´ı algebraicke´ Riccatiho rovnice.
Prˇi splneˇn´ı vy´sˇe uvedeny´ch podmı´nek, tj. pozorovatelnost dvojice (H,F ) a dosazˇitelnost dvo-
jice (F, SQ), kovariancˇn´ı matice chyby prediktivn´ıho odhadu konverguje k usta´lene´ hodnoteˇ.
Prvn´ı z podmı´nek je vcelku prˇirozena´. Abychom mohli odhadnout stav, je nutne´, aby syste´m,
tj. stav syste´mu v kazˇde´m okamzˇiku, byl pozorovatelny´. Pokud neˇktera´ slozˇka stavu nebude
pozorovatelna´, nelze ani ocˇeka´vat, zˇe kovariancˇn´ı matice P ′k se usta´l´ı. Sp´ıˇse, odhadovana´ vari-
ance, prˇ´ıslusˇna´ nepozorovatelne´ slozˇce stavu, poroste s prˇiby´vaj´ıc´ım cˇasem. Druha´ podmı´nka
je mozˇna´ v´ıce prˇekvapuj´ıc´ı. Ta rˇ´ıka´, zˇe pozˇadujeme, aby stavovy´ sˇum ovlivnil vsˇechny slozˇky
stavu. Pokus´ıme se ilustrovat vy´znam druhe´ podmı´nky na prˇ´ıkladu. Prˇedpokla´dejme, zˇe existuje
neˇjaka´ slozˇka stavu neovlivneˇna´ stavovy´m sˇumem. Tuto slozˇku stavu pak mu˚zˇeme interpretovat
jako nezna´mou, avsˇak deterministicky popsanou, promeˇnnou (nebo-li, vyuzˇijeme-li na´zvoslov´ı
z metody nejmensˇ´ıch cˇtverc˚u, parametr). Pak lze nezna´my´ parametr odhadnout, pro k → ∞,
“naprosto” prˇesneˇ. Variance prˇ´ıslusˇna´ te´to slozˇce tedy bude konvergovat do nuly, a tak vy´sledna´
matice P ′ nebude pozitivneˇ definitn´ı, ale semi-definitn´ı.
3.3.4 Konzistence odhadu
Kalman˚uv filtr poskytuje odhady stavu ve formeˇ podmı´neˇny´ch moment˚u, a to filtracˇn´ı strˇedn´ı
hodnoty xˆk (3.2.44) a kovariancˇn´ı matice Pk (3.2.45) a prediktivn´ı strˇedn´ı hodnoty xˆ
′
k (3.2.47)
a kovariancˇn´ı matice P ′k (3.2.48). Pokud jsou splneˇny podmı´nky kladene´ na model diskutovane´
v prˇedchoz´ı cˇa´sti a model pouzˇity´ pro na´vrh Kalmanova filtru odpov´ıda´ realiteˇ, tj. genera´toru
dat, pak kovariancˇn´ı matice prˇesneˇ charakterizuje chybu odhadu strˇedn´ı hodnoty. Tato vlastnost
se obecneˇ nazy´va´ konzistenc´ı odhadu. Avsˇak z d˚uvodu vy´skytu nemodelovany´ch (na´hly´ch)
chyb v meˇrˇen´ı, naprˇ. z d˚uvodu poruchy senzoru, mu˚zˇe doj´ıt ke ztra´teˇ konzistence odhadu, cozˇ,
v mnoha aplikac´ıch, mu˚zˇe ve´st k fata´ln´ım d˚usledk˚um. V te´to cˇa´sti si prˇedstav´ıme za´kladn´ı
techniku pro monitorova´n´ı konzistence odhadu formou jednoduche´ho prˇ´ıkladu.
Motivace . Dle mezina´rodn´ıho standardu o navigacˇn´ıch syste´mech v letectv´ı [86] mu˚zˇe by´t
navigacˇn´ı syste´m zalozˇen na Kalmanoveˇ filtru. Jako prˇ´ıklad takove´ho syste´mu uved’me
inercia´ln´ı navigacˇn´ı syste´m Honeywell Laseref VI. Takovy´ navigacˇn´ı syste´m poskytuje nejen
odhad polohy, rychlosti a natocˇen´ı letadla (tzv. navigacˇn´ı informaci), ale i prˇ´ıslusˇne´ ko-
variancˇn´ı matice charakterizuj´ıc´ı chybu navigacˇn´ı informace. Navigacˇn´ı informace spolu
s kovariancˇn´ımi maticemi je pak vyuzˇita pro pla´nova´n´ı na´sledne´ trajektorie letu. Nedetekovany´
nekonzistentn´ı odhad pak mu˚zˇe ve´st nejen k neefektivn´ımu pla´nova´n´ı letu, ale i k hava´rii letadla.
Prˇ´ıklad 3.3.1 Prˇedpokla´dejme skala´rn´ı linea´rn´ı gaussovsky´ t-invariantn´ı syste´m popsany´ mo-
delem (3.1.1) a (3.1.2) generuj´ıc´ı skutecˇn´ı stav xk a prˇedpokla´dejme Kalman˚uv filtr (3.2.43)–
(3.2.49), navrzˇeny´ pro tento model, ktery´ poskytuje prediktivn´ı odhad ve formeˇ strˇedn´ı hodnoty
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xˆ′k a variance P
′
k pro k = 0, 1, . . . , T . Prˇedpokla´dejme da´le, zˇe vliv pocˇa´tecˇn´ıch podmı´nek filtru
je zanedbatelny´ a existuje usta´lene´ rˇesˇen´ı Riccatiho rovnice (3.3.2) pro prediktivn´ı varianci P ′.
Rˇ´ıka´me, zˇe prediktivn´ı odhad je konzistentn´ı pokud
P ′ = M ′







pro T →∞. Pokud plat´ı P ′ > M ′, rˇ´ıka´me, zˇe odhad je pesimisticky´, tzn. variance poskytovana´
filtrem je veˇtsˇ´ı nezˇ aktua´ln´ı chyba odhadu strˇedn´ı hodnoty, a pokud P ′ < M ′, tak odhad je
optimisticky´, tzn. filtr poskytuje varianci, ktera´ je mensˇ´ı nezˇ aktua´ln´ı chyba odhadu stavu.
Zejme´na optimisticky´ odhad tak mu˚zˇe by´t cha´pa´n jako hlavn´ı nebezpecˇ´ı prˇi vyuzˇit´ı odhadu
v aplikac´ıch se zvy´sˇeny´mi pozˇadavky na bezpecˇnost.
Za prˇedpokladu nomina´ln´ıch podmı´nek, tj. kdy model pouzˇity´ pro na´vrh filtru odpov´ıda´ ge-
nera´toru dat, bude odhad poskytovany´ Kalmanovo filtrem konzistentn´ı. Vinou nemodelovany´ch
cˇi neocˇeka´vany´ch chyb ovlivnˇuj´ıc´ıch syste´m se vsˇak mu˚zˇe odhad sta´t nekonzistentn´ım. Jako
jednu z prˇ´ıcˇin ztra´ty konzistence odhadu mu˚zˇeme uve´st nedetekovanou poruchu senzoru cˇi
na´hlou zmeˇnu pracovn´ım podmı´nek (naprˇ. okoln´ı teplotu). Pak skutecˇna´ rovnice meˇrˇen´ı mu˚zˇe
by´t zapsa´na
zk = Hxk + bk + vk (3.3. 8)
kde bk prˇedstavuje poruchu o nezna´my´ch vlastnostech. Avsˇak, Kalman˚uv filtr je navrzˇen za
prˇedpokladu platnosti rovnice (3.1.2), tj. bez veˇdomı´ prˇ´ıtomnosti poruchy bk.
Za´kladn´ı technika pro detekci nemodelovany´ch chyb v meˇrˇen´ı, a t´ım i nekonzistentn´ıho odhadu,
je zalozˇena na statisticke´m testu hypote´z. Definujme nulovou hypote´zu
• H0 : prediktivn´ı odhad stavu je konzistentn´ı a rovnice meˇrˇen´ı zk (3.1.2) je platna´, a tedy
jednokrokova´ predikce meˇrˇen´ı je, dle (3.2.3), da´na hustotou p(zk|zk−1) = N(zk : zˆ′k, P ′z,k)
se strˇedn´ı hodnotou zˆ′k = E[zk|zk−1] = Hxˆ′k a varianc´ı P ′z,k = var[zk|zk−1] = H2P ′ +R
kterou budeme testovat oproti alternativn´ı hypote´ze
• H1 : prediktivn´ı odhad stavu nen´ı konzistentn´ı a rovnice meˇrˇen´ı (3.1.2) nen´ı platna´,
prˇi dane´ hladineˇ vy´znamnosti α. Hladina vy´znamnosti, cˇi pravdeˇpodobnost chyby I. druhu,
reprezentuje pravdeˇpodobnost, kdy nulova´ hypote´za je neopra´vneˇneˇ zamı´tnuta. Vlastn´ı test
platnosti hypote´zy H0 je pak da´n na´sleduj´ıc´ım algoritmem.
Algoritmus pro detekci nemodelovany´ch chyb v meˇrˇen´ı pomoc´ı Kalmanova filtru
(i) Specifikujme hladinu vy´znamnosti α. Typicky je volena jako male´ cˇ´ıslo, naprˇ. α ∈
〈0, 0001, 0, 01〉 v za´vislosti na aplikaci.
(ii) V cˇasove´m okamzˇiku k, spocˇteˇme kvantily qk,α2
a qk,1−α2
norma´ln´ıho rozdeˇlen´ı p(zk|zk−1)
pro pravdeˇpodobnost α2 a (1 − α2 ). K vy´pocˇtu mu˚zˇe by´t pouzˇita naprˇ. funkce “norminv”
z prostrˇed´ı MATLAB.
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(iii) Porovnejme aktua´ln´ı meˇrˇen´ı s kvantily. Pokud
zk ∈ 〈qk,α2 , qk,1−α2 〉 (3.3. 9)
pak hypote´za H0 je povazˇova´na za platnou a aktua´ln´ı meˇrˇen´ı zk tedy nen´ı ovlivneˇno ne-
modelovanou chybou. Pokud vsˇak
zk 6∈ 〈qk,α2 , qk,1−α2 〉 (3.3. 10)
pak hypote´za H0 je zamı´tnuta. V te´to situaci je vystaveno varova´n´ı, zˇe meˇrˇen´ı zk je
ovlivneˇno nemodelovanou chybou a nemeˇlo by by´t pouzˇito ve filtru.
Uvazˇujeme-li T dostupny´ch meˇrˇen´ı a platnost hypote´zy H0, pak bychom meˇli pozorovat
na´sleduj´ıc´ı (ocˇeka´vany´) pocˇet varova´n´ı
Talert = α× T
ktera´ lze cha´pat jako plana´ varova´n´ı (v anglicky psane´ literaturˇe oznacˇovana´ jako “false alert”).
Pokud plat´ı hypote´za H1, tj. je zde nemodelovana´ chyba bk, budeme pozorovat veˇtsˇ´ı pocˇet
varova´n´ı nezˇ Talert.
Prˇedstavena´ metoda pro detekci chyb v rovnici meˇrˇen´ı je z podstaty vhodneˇjˇs´ı pro detekci
tzv. hruby´ch chyb v meˇrˇen´ı. Pro detekci tzv. pomalu rostouc´ıch chyb prˇi dane´m omezen´ı na
detekcˇn´ı cˇas byly navrzˇeny jine´ techniky. Sˇirsˇ´ı diskuze o detekci nekonzistentn´ıho chova´n´ı filtru
mu˚zˇe by´t nalezena naprˇ. v [87], [89].
Pozna´mka . Vsˇimneˇme si, zˇe v oblasti odhadu stavu se pouzˇ´ıva´ jina´ definice konzistence odhadu,
nezˇ tomu je u identifikacˇn´ıch metod.
3.3.5 Numericka´ stabilita a vy´pocˇetn´ı na´roky
Vyjma konzistence a konvergence odhadu je, prˇi implementaci filtru, nutne´ bra´t v potaz take´
prˇ´ıpadne´ numericke´ chyby a jejich dopad kvalitu odhadu. Zejme´na mus´ı by´t zajiˇsteˇno, aby
prˇ´ıpadne´ zaokrouhlovac´ı chyby nevedly ke ztra´teˇ symetricˇnosti a pozitivn´ı semi-definitnosti ko-
variancˇn´ıch matic chyby odhadu stavu. Z hlediska citlivosti k numericky´m chyba´m prˇi vy´pocˇtu,
nejproblematicˇteˇjˇs´ım je vy´pocˇet filtracˇn´ı kovariancˇn´ı matice Pk (3.2.45), a to z d˚uvodu odcˇ´ıta´n´ı
dvou maticovy´ch cˇlen˚u. Proto byla v literaturˇe veˇnova´na velka´ pozornost odvozen´ı numericky
stabiln´ıch verz´ı Kalmanova filtru.
Podobneˇ jak tomu bylo u rekurzivn´ıch identifikacˇn´ıch technik, i zde lze rozliˇsit dva hlavn´ı
prˇ´ıstupy. Jeden spocˇ´ıva´ v prˇ´ıme´m rekurzivn´ım vy´pocˇtu odmocnin kovariancˇn´ıch matic, tj.
namı´sto filtracˇn´ıch a prediktivn´ıch matic Pk a P
′













Vy´sledne´ kovariancˇn´ı matice jsou pak zarucˇeneˇ symetricke´ a pozitivneˇ semi-definitn´ı. Druhy´
zp˚usob zvysˇuj´ıc´ı numerickou stabilitu Kalmanova filtru je vy´pocˇet filtracˇn´ı kovariancˇn´ı matice
v tzv. Josephoveˇ formeˇ
Pk = (I −KkHk)P ′k(I −KkHk)T +KkRkKTk
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kde Kk je Kalman˚uv zisk dany´ (3.3.3).





k +Rk, ktera´ je nutna´ pro vy´pocˇet Kalmanova zisku. Inverze matice je obecneˇ na´rocˇna´ a
na numericke´ chyby citliva´ operace. Proto byly navrzˇeny verze Kalmanova filtru se sekvencˇn´ım
zpracova´n´ım d´ılcˇ´ıch meˇrˇen´ı ve vektoru zk, kde inverze matice je nahrazena sekvenc´ı pod´ıl˚u.
Detailn´ı algoritmy mohou by´t nalezeny naprˇ. v [87], [96].
3.3.6 Inovacˇn´ı forma










= zk −Hkxˆ′k (3.3. 12)
Proces {z˜k}, oznacˇovany´ jako inovacˇn´ı posloupnost, umozˇn´ı vyja´drˇit alternativn´ı popis Kalma-








k + z˜k (3.3. 14)
Tento alternativn´ı model budeme oznacˇovat pojmem inovacˇn´ı model. Inovacˇn´ı model tedy
generuje zk pomoc´ı inovace z˜k. Mu˚zˇeme vsˇak vyja´drˇit i obra´cenou za´vislost. Generovat z˜k
pomoc´ı zk, pak
xˆ′k+1 = (Fk −K ′kHk)xˆ′k +K ′kzk (3.3. 15)
z˜k = zk −Hkxˆ′k (3.3. 16)
Rovnice (3.3.15), (3.3.16) definuj´ı syste´m, jehozˇ vstup je zk a vy´stup z˜k. Vztahy (3.3.13), (3.3.14)
a (3.3.5), (3.3.16) tak lze cha´pat jako alternativn´ı zp˚usoby za´pisu optima´ln´ıho linea´rn´ıho filtru.
V te´to sekci jsme si vsˇimli neˇktery´ch d˚ulezˇity´ch vlastnost´ı Kalmanova filtru a zd˚uraznili
jeho vyj´ımecˇne´ vlastnosti, ktere´ jsou spojeny s prˇedpoklady na syste´m ty´kaj´ıc´ı se linearity a
gaussovosti. V na´sleduj´ıc´ı sekci uka´zˇeme vztah mezi stochasticky´mi fenomenologicky´mi modely
a stavovy´mi modely, ktery´ odvod´ıme vyuzˇit´ım inovacˇn´ıho modelu neboli jedne´ z alternativn´ıch
reprezentac´ı Kalmanova filtru.
3.4 Prˇevod stavove´ho modelu na fenomenologicky´ a naopak
V teorii automaticke´ho rˇ´ızen´ı se cˇasto kromeˇ stavovy´ch model˚u pouzˇ´ıvaj´ı i modely fenomenolo-
gicke´, nebo-li vstupneˇ-vy´stupn´ı, [19], [24], [25]. Rovneˇzˇ pra´ce z oblast´ı zpracova´n´ı signa´lu [26],
[27], identifikace syste´mu˚ [28] a cˇasovy´ch rˇad [21], [26], [29] vyuzˇ´ıvaj´ı fenomenologicky´ch model˚u.
Proto je uzˇitecˇne´ uka´zat, jak lze prˇej´ıt od stochasticky´ch stavovy´ch model˚u k fenomenologicky´m
a naopak.
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kde q−1 je opera´tor zpeˇtne´ho posunu (q−1zk = zk−1)
C(q−1), D(q−1) jsou polynomy
C(q−1) = 1 + c1q−1 + c2q−2 + ...+ cncq−nc
D(q−1) = 1 + d1q−1 + d2q−2 + ...+ cndq−nd
ek je b´ıly´ sˇum s nulovou strˇedn´ı hodnotou a kovarianc´ı Re.
Vztah (3.4.1) mu˚zˇeme zapsat nyn´ı te´zˇ takto
zk = G(q
−1; Θ)ek (3.4. 2)
kde Θ je vektor parametr˚u obsahuj´ıc´ı koeficienty polynomu˚ C(q−1), D(q−1) a G(q−1; Θ) je
raciona´ln´ı lomena´ funkce C(q−1)/D(q−1).
V prˇ´ıpadeˇ, zˇe meˇrˇen´ı zk a sˇum ek jsou nz dimenziona´ln´ı vektory, pak G(·; ·) je matice nz/nz,
jej´ımizˇ prvky jsou raciona´ln´ı funkce. V teorii cˇasovy´ch rˇad je proces {zk} nazy´va´n ARMA
proces, jehozˇ specia´ln´ımi prˇ´ıpady je autoregresn´ı proces AR (C(q−1) = 1) a klouzavy´ pr˚umeˇr
MA (D(q−1) = 1).
V dalˇs´ı cˇa´sti se budeme zaby´vat proble´mem jak lze prˇej´ıt od stavove´ho modelu typu (3.1.1),
(3.1.2) k fenomenologicke´mu modelu typu (3.4.2).
Uvazˇujme linea´rn´ı gaussovsky´ model (3.1.1), (3.1.2), ktery´ je t-invariantn´ı, tj.
xk+1 = Fxk + wk (3.4. 3)
zk = Hxk + vk (3.4. 4)
kde {wk}, {vk} jsou b´ıle´, vza´jemneˇ neza´visle´ sˇumy se strˇedn´ı hodnotou nula a kovariancemi
cov[wk] = Q
cov[vk] = R
cov[wk, vk] = 0
a s pocˇa´tecˇn´ım stavem x0 neza´visly´m na {wk}, {vk} se strˇedn´ı hodnotou a kovarianc´ı
E[x0 | z−1] = xˆ′0
cov[x0 | z−1] = P ′0
Prˇipomenˇme, zˇe {wk} je nx dimenziona´ln´ı proces a {vk} nz dimenziona´ln´ı proces. Z pohledu
na (3.4.2) je zrˇejme´, zˇe zde vystupuje pouze jeden na´hodny´ proces, ktery´ je nz dimenziona´ln´ı.
Je tedy prˇevod (3.4.3), (3.4.4) na (3.4.2), tj. prˇepocˇet matic stavove´ho modelu F , H, Q, a R na
vektor parametr˚u vstupneˇ-vy´stupn´ıho modelu Θ, mozˇny´? Nyn´ı uka´zˇeme, zˇe prˇevod je snadno
proveditelny´ vyuzˇit´ım inovacˇn´ıho modelu.








k + z˜k (3.4. 6)
kde
z˜k = zk −Hxˆ′k = H(xk − xˆ′k) + vk (3.4. 7)
K ′ = FPHT [R+HPHT ]−1 (3.4. 8)
P = FPF T +Q− FPHT [R+HPHT ]−1HPF T (3.4. 9)
Z (3.4.5) a (3.4.6) je zrˇejme´, zˇe v obou rovnic´ıch je jediny´ sˇum, inovace z˜k dimenze nz, a tud´ızˇ
hlavn´ı proble´m je odstraneˇn. K (3.4.9) pouze poznamenejme, zˇe se jedna´ o usta´lene´ rˇesˇen´ı
Riccatiho rovnice (3.3.2).
Nyn´ı je jizˇ snadne´ zjistit G(·; ·) v (3.4.2). Na z˜k se lze d´ıvat jako na vstupn´ı zna´my´ signa´l, a
tud´ızˇ se vlastneˇ jedna´ o standardn´ı postup transformace deterministicky´ch syste´mu˚ ze stavove´
reprezentace na vstupneˇ-vy´stupn´ı (fenomenologickou). Po kra´tky´ch u´prava´ch (3.4.5) a (3.4.6)
dostaneme
(qI − F )xˆ′k = K ′z˜k
xˆ′k = (qI − F )−1K ′z˜k
zk = H(qI − F )−1K ′z˜k + z˜k
= (I +H(qI − F )−1K ′)z˜k (3.4. 10)
Vyja´drˇen´ı pro G(q−1; Θ), ktere´ je porovna´n´ım (3.4.2) a (3.4.10), je pak
G(q−1; Θ) = I +H(qI − F )−1K ′ (3.4. 11)
Z (3.4.7) je zrˇejme´, zˇe Re = HP
′H + R. Prˇevod je t´ım ukoncˇen. Vy´stupy stavove´ho modelu
(3.4.3), (3.4.4) a fenomenologicke´ho modelu (3.4.2) s (3.4.11) maj´ı tedy shodne´ statisticke´ vlast-
nosti.
Uka´zali jsme pouzˇit´ı Kalmanova filtru na u´lohu, ktera´ zda´nliveˇ nema´ nic spolecˇne´ho s estimac´ı
stavu. Na za´veˇr poznamenejme, zˇe prˇevod t´ımto zp˚usobem lze uskutecˇnit, jestlizˇe (3.4.9) ma´
rˇesˇen´ı. S podmı´nkami rˇesˇitelnosti Riccatiho rovnice jsme se kra´tce sezna´mili v kapitole 3.3.3.
Dalˇs´ı cˇa´st te´to podkapitoly veˇnujeme opacˇne´mu proble´mu. Budeme prˇedpokla´dat model typu
(3.4.2) a chceme prˇej´ıt ke stavove´ reprezentaci. Prˇipomenˇme, zˇe stavovy´ch reprezentac´ı mu˚zˇe
by´t k jedne´ reprezentaci fenomenologicke´ nekonecˇneˇ mnoho.
V na´sleduj´ıc´ım prˇ´ıkladu uka´zˇeme prˇevod ARMA modelu 1. rˇa´du na stavovy´ model.
Prˇ´ıklad 3.4.1 Uvazˇujme ARMA proces {zk}
zk + dzk−1 = ek + cek−1 (3.4. 12)






















pak dosazen´ım (3.4.15) do (3.4.14) dostaneme
zk = xk + ek (3.4. 16)
a z (3.4.15) da´le plyne
xk+1 = −dxk + (c− d)ek (3.4. 17)
Rovnice (3.4.17) a (3.4.16) prˇedstavuj´ı stavovy´ model.
Tento stavovy´ model obsahuje za´vislost stavove´ho sˇumu (c − d)ek a sˇumu meˇrˇen´ı ek. Pokud
bychom chteˇli tuto za´vislost odstranit, mu˚zˇeme pouzˇ´ıt postup z podkapitoly 3.1 a dostaneme
xk+1 = −cxk + (c− d)zk (3.4. 18)
zk = xk + ek (3.4. 19)
Postup uvedeny´ v prˇ´ıkladu 3.4.1 mu˚zˇeme zobecnit pro ARMA model libovolne´ho rˇa´du. Pro
jednoduchost uvazˇujme pouze jednodimenziona´ln´ı zk a ek. Necht’
D(q−1)zk = C(q−1)ek (3.4. 20)
kde nd = nc Poznamenejme, zˇe prˇedpoklad stejny´ch rˇa´d˚u nen´ı omezuj´ıc´ı a byl zaveden jen pro















(c1 − d1)q−1 + . . .+ (cnc − dnd)q−nc
1 + d1q−1 + . . .+ dndq−nd
)ek
= ek +Hxk (3.4. 21)
kde H = [1, 0, . . . , 0] je matice rozmeˇru 1× nc. Pak




−d1 1 . . . . . . 0
−d2 0 1 . . . 0
...
...
. . . . . . . . . . . . 1










Tedy, vztahy (3.4.22) a (3.4.21) definuj´ı stav a stavovy´ model. Tento model lze upravit opeˇt
tak, aby stavovy´ sˇum a sˇum meˇrˇen´ı byly neza´visle´. Po u´praveˇ dostaneme
xk+1 = F¯ xk + Lzk (3.4. 23)




−c1 1 . . . . . . 0
−c2 0 1 . . . 0
...
...
. . . . . . . . . . . . 1
−cnc . . . . . . . . . 0

Prˇevody z fenomenologicke´ho popisu na stavovy´ lze nale´zt take´ v [23], [24].
V te´to sekci jsme uka´zali, zˇe prˇi prˇechodu z fenomenologicke´ reprezentace na stavovou je sp´ıˇse
proble´m forma´ln´ı souvisej´ıc´ı s volbou ba´ze stavove´ho prostoru. Opacˇny´ postup je slozˇiteˇjˇs´ı,
protozˇe mus´ıme vypocˇ´ıtat nejdrˇ´ıve inovacˇn´ı reprezentaci, tedy vlastneˇ aplikovat Kalman˚uv filtr.
3.5 U´loha predikce a vyhlazova´n´ı
Doposud jsme se zaby´vali estimacˇn´ım proble´mem zameˇrˇeny´m na u´lohu filtrace a jednokrokove´
predikce. V te´to sekci se zameˇrˇ´ıme na proble´m vyhlazova´n´ı a obecny´ proble´m predikce
pro signa´ly definovane´ v sekci 3.1 rovnicemi (3.1.1), (3.1.2). Nejdrˇ´ıve se budeme zaj´ımat o
vyhlazova´n´ı stavu predikci stavu, pak o vyhlazova´n´ı stavu.
Zacˇneˇme tedy predikc´ı stavu. Nalezen´ı odhadu xk+l vyuzˇit´ım z
k a (3.1.1), (3.1.2), kde l ≥ 1
je proble´m predikce. Prˇedpokla´dejme, zˇe syste´m je t-invariantn´ı a sˇumy staciona´rn´ı. Tedy
Fk = F,Hk = H,Qk = Q,Rk = R pro vsˇechna k. Pak ze (3.2.48) vyply´va´ podmı´neˇna´ strˇedn´ı
hodnota jako optima´ln´ı bodovy´ odhad
E[xk+l | zk] = FE[xk+l−1 | zk] (3.5. 1)
Opakovany´m vyuzˇit´ım (3.5.1) dostaneme
E[xk+l | zk] = F lE[xk | zk] (3.5. 2)
Podmı´neˇnou kovarianci z´ıska´me opeˇt lehce vyuzˇit´ım (3.2.49).
E[(xk+l − E[xk+l | zk])(xk+l − E[xk+l | zk])T | zk] (3.5. 3)




= FE[(xk+l−1 − E[xk+l−1 | zk])(xk+l−1 − E[xk+l−1 | zk])T | zk]F T +Q
Pro snazsˇ´ı za´pis definujeme pro l ≥ 1
E[xk+l | zk] 4= xˆ′k+l (3.5. 4)
E[(xk+l − E[xk+l | zk])(xk+1 − E[xk+l | zk])T | zk] 4= P ′k+l (3.5. 5)
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Opakovany´m pouzˇit´ım (3.5.3) a vyuzˇit´ım znacˇen´ı (3.5.4),(3.5.5) dostaneme





F iQ(F T )i (3.5. 6)
Mu˚zˇeme konstatovat, zˇe Kalman˚uv filtr a vztahy (3.5.2), (3.5.6) rˇesˇ´ı uvazˇovany´ proble´m predikce.
Nyn´ı se budeme veˇnovat u´loze vyhlazova´n´ı. Za stejny´ch prˇedpoklad˚u jako v prˇedchoz´ı u´loze
predikce chceme nale´zt odhad x0 na za´kladeˇ pozorova´n´ı z
k, pro k > 0 a znalosti (3.1.1), (3.1.2).
Okamzˇik, pro ktery´ pozˇadujeme odhad, je fixova´n, ale pocˇet pozorova´n´ı k se meˇn´ı. Pro rˇesˇen´ı




= [xTk , x
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0 ]












zk = [H 0]x¯k + vk (3.5. 9)
Je zrˇejme´, zˇe na odhad stavu x¯k mu˚zˇeme pouzˇ´ıt Kalman˚uv filtr, a tud´ızˇ z´ıska´me i odhad x0,
ktery´ je podle (3.5.7) cˇa´st´ı x¯k.






































































































































T +R)−1 (3.5. 12)
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takzˇe jsme vypocˇetli i E(x0 | zk). Z (3.5.14) tedy plyne
E[x0 | zk] = E[x0 | zk−1] +K2′k (zk −Hxˆ′k) (3.5. 15)
nebo po u´praveˇ





i (zi −Hxˆ′i) (3.5. 16)
Prˇi rˇesˇen´ı tohoto proble´mu jsme opeˇt pouzˇili Kalman˚uv filtr. Zaj´ımave´ je, zˇe vy´sledny´ odhad
podle (3.5.16) je vlastneˇ soucˇet apriorn´ıho odhadu a va´zˇene´ho soucˇtu inovac´ı.
Pozna´mka . V podkapitole 3.3.3 byly diskutova´ny podmı´nky, kdy rˇesˇen´ı Riccatiho rovnice
(3.5.10) konverguje k usta´lene´ pozitivneˇ definitn´ı matice. Jedna z podmı´nek rˇ´ıkala, zˇe je nutne´,
aby stavovy´ sˇum ovlivnˇoval vsˇechny slozˇky stavu. Tato podmı´nka nen´ı zcela zrˇejmeˇ splneˇna
pro rozsˇ´ıˇreny´ model (3.5.8), (3.5.9). Jako d˚usledek nelze ocˇeka´vat, zˇe vy´sledna´ prediktivn´ı
kovariancˇn´ı matice P
′
k+1 (3.5.10), pro k → ∞, bude pozitivneˇ definitn´ı. Mı´sto toho, matice
bude P
′
k+1 konvergovat k pozitivneˇ semi-definitn´ı matici, kde P
12′
k+1 = 0 a P
22′
k+1 = 0 pro k →∞.
Acˇ se takove´ chova´n´ı filtru mu˚zˇe zda´t prˇekvapive´, je zcela spra´vne´. Pocˇa´tecˇn´ı stav x0, ktery´
je odhadova´n, je v rozsˇ´ıˇrene´m modelu (3.5.8) modelova´n jako nezna´ma´ konstanta (nen´ı zde
zˇa´dna´ komponenta stavove´ho sˇumu). Konstantu je filtr schopen naprosto prˇesneˇ odhadnout,
tj. odhadnout s nulovou kovariancˇn´ı matic´ı chyby odhadu P 22
′
k+1 = 0, za podmı´nky nekonecˇneˇ
mnoha meˇrˇen´ı. Poznamenejme, zˇe podobnou
”
schopnost“ maj´ı i identifikacˇn´ı techniky, jako
naprˇ´ıklad metoda nejmensˇ´ıch cˇtverc˚u, ktere´ byly prˇedstaveny v prvn´ım d´ıle skript. Du˚vod pro,
v limitn´ım prˇ´ıpadeˇ, nulovou krˇ´ızˇovou kovariancˇn´ı matici P 12
′
k+1 lze naj´ıt v tom, zˇe pro rostouc´ı
k, klesa´ mnozˇstv´ı informace o pocˇa´tecˇn´ım stavu, ktere´ je obsazˇeno v meˇrˇen´ı. Pro k → ∞ je





k , je nulova´. Povsˇimneˇme si take´, zˇe pro P
12′
k = 0 je zisk K
2′
k umozˇnˇuj´ıc´ı filtracˇn´ı
odhad pocˇa´tecˇn´ıho stavu x0 nulovy´, a dojde tedy k zastaven´ı cˇasove´ho vy´voje odhadu pocˇa´tecˇn´ı
podmı´nky.
Vy´sˇe prˇedstaveny´ prˇ´ıstup k odhadu
”
minule´ho“ stavu je vhodny´ pokud na´s zaj´ıma´ vyhlazeny´
stav v jednom konkre´tn´ım okamzˇiku. Pokud by na´s zaj´ımal vyhlazeny´ stav ve v´ıcero cˇasovy´ch
okamzˇic´ıch, je uvedeny´ zp˚usob odhadu nevhodny´. Proto byla navrzˇena cela´ rˇada alternativn´ıch
prˇ´ıstup˚u k vyhlazova´n´ı, kde jako jeden z nejpouzˇ´ıvaneˇjˇs´ıch mu˚zˇeme uve´st tzv. Rauch-Tung-
Striebel˚uv vyhlazovacˇ. Ten je vhodny´ zejme´na pro ty u´lohy, kdy chceme vyhladit stav ve vsˇech
cˇasovy´ch okamzˇic´ıch. Je zalozˇen na prˇ´ıme´m a zpeˇtne´m chodu, prˇicˇemzˇ prˇ´ımy´ chod zajiˇst’uj´ı
rovnice Kalmanova filtru pro filtraci (3.2.44), (3.2.45) a predikci (3.2.47), (3.2.48). Zpeˇtny´ chod
je pak urcˇen na´sleduj´ıc´ımi vztahy (pro t-invariantn´ı syste´m).
Rauch-Tung-Striebel˚uv vyhlazovacˇ








k+1 − xˆ′k+1) (3.5. 19)
P vk = Pk −Kvk (P ′k+1 − P vk+1)KvTk (3.5. 20)
kde k = N−1, N−2, .... Pro meˇrˇen´ı z0, z1, ..., zN bude pocˇa´tecˇn´ı podmı´nka P vN = PN a xˆvN = xˆN ,
tj. je da´na posledn´ım dostupny´m filtracˇn´ım odhadem. Symboly s indexem v jsou vyhlazene´
velicˇiny. Tento algoritmus, dany´ vztahy (3.5.17)–(3.5.20), je vy´hodneˇjˇs´ı nezˇ rˇada dalˇs´ıch verz´ı
vyhlazovacˇ˚u prˇedevsˇ´ım z algoritmicke´ho hlediska. Lze uka´zat, zˇe pro linea´rn´ı gaussovsky´ syste´m
je i vyhlazeny´ odhad gaussovsky´.
Poznamenejme, zˇe odvozen´ı Rauch-Tung-Striebelova vyhlazovacˇe vycha´z´ı z na´sleduj´ıc´ıch vztah˚u







p(xk, xk+1|zk0 , zlk+1)dxk+1
=
∫
p(xk|xk+1, zk0 , zlk+1)p(xk+1|zl0)dxk+1
kde znacˇen´ı zlk = [z
T
k , . . . , z
T















kde p(xk|zk0 ) je filtracˇn´ı a p(xk+1|zk0 ) je prediktivn´ı hustota z Kalmanova filtru, p(xk+1|xk) je
prˇechodova´ hustota z rovnice (3.1.1) a p(xk+1|zl0) je vyhlazena´ hustota z prˇedchoz´ıho cˇasove´ho
okamzˇiku. Pocˇa´tecˇn´ı podmı´nka te´to rekurze tak je filtracˇn´ı hustota p(xl|zl0). Dalˇs´ı podrobnosti
je mozˇne´ naj´ıt v [84], [88].
Pozna´mka . Lze ocˇeka´vat, a vztah pro vy´pocˇet prediktivn´ı kovariancˇn´ı matice (3.5.6) to po-
tvrzuje, zˇe v predikci dojde k r˚ustu kovariancˇn´ı matice s rostouc´ım horizontem predikce, tj.
variance dvou krokove´ predikce P ′k+2 bude veˇtsˇ´ı nezˇ jednokrokova´ variance predikce P
′
k+1 a ta
bude veˇtsˇ´ı nezˇ variance filtracˇn´ıho odhadu Pk. Naopak, vyhlazova´n´ım stavu bude docha´zet k
poklesu kovariancˇn´ı matice, jak je i videˇt ze vztahu (3.5.20).
3.6 Kalman˚uv filtr v u´loze odhadu nelinea´rn´ıho a negaus-
sovske´ho syste´mu
Doposud jsme se veˇnovali odhadu stavu za prˇedpokladu linea´rn´ıho a Gaussovske´ho syste´mu,
pro ktery´ jsme nasˇli exaktn´ı rˇesˇen´ı u´lohy filtrace, predikce i vyhlazova´n´ı. Pokud vsˇak opust´ıme
neˇktery´ z prˇedpoklad˚u, exaktn´ı rˇesˇen´ı u´lohy odhadu stavu jizˇ nen´ı mozˇne´. Pro lepsˇ´ı prˇedstavu
o vy´znamu prˇedpoklad˚u na´m poslouzˇ´ı na´sleduj´ıc´ı dva prˇ´ıklady. V prvn´ım opust´ıme prˇedpoklad
gaussovosti a ve druhe´m linearity.
Prˇ´ıklad 3.6.1 Uvazˇujme skala´rn´ı rovnici meˇrˇen´ı v nulte´m kroku a vynechme cˇasovy´ index
z = x+ v (3.6. 21)




x ∈ (−1, 1) (3.6. 22)




v ∈ (−1, 1) (3.6. 24)
= 0 jinak (3.6. 25)
Odsud plat´ı, zˇe
E[x] = E[v] = 0 (3.6. 26)
var[x] = var[v] = 1/3 (3.6. 27)
C´ılem je spocˇ´ıtat p(x | z) a E[x | z], var[x | z]. Vyjdeme z bayesovsky´ch vztah˚u. Tedy






p(z − x) = 1
2
z ∈ (−1 + x, 1 + x) (3.6. 28)











































1p(x | z) = 0




Obra´zek 3.6. 1: Podmı´neˇna´ hustota pravdeˇpodobnosti a strˇedn´ı hodnota
Jelikozˇ rozlozˇen´ı soucˇtu dvou na´hodny´ch promeˇnny´ch s rovnomeˇrny´m rozlozˇen´ım je tzv.








z ∈ (0, 2)
= 0 jinak
Aby za´pis byl kompaktn´ı, vyuzˇijeme funkce sign.
p(z | x) = [sign(1 + z − x)− sign(−1 + z − x)]/4




[2− zsign(z)][sign(z + 2)− sign(z − 2)]
Nyn´ı jizˇ mu˚zˇeme vyja´drˇit p(x | z), tedy
p(x | z) = [sign(1 + z − x)− sign(−1 + z − x)][sign(x+ 1)− sign(x− 1)]
2[2− zsign(z)][sign(z + 2)− sign(z − 2)] (3.6. 30)
Prˇi analy´ze cˇitatele (3.6. 30) zjist´ıme, zˇe p(x | z) je nenulova´ nad oblast´ı ABCD v obr. 3.6.1.
Da´le zjist´ıme, zˇe p(x | z) je rovnomeˇrne´ rozlozˇen´ı (cˇitatel konstantn´ı, meˇn´ı se pouze jmenovatel).
Z toho vyply´va´, zˇe
E[x | z] = z/2 (3.6. 31)
a podmı´neˇna´ kovariance pro z ∈ (0, 2)
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E[(x− E[x | z])2 | z] = E[x2 | z]− z2/4
Protozˇe v´ıme, zˇe hustota je rovnomeˇrna´, snadno spocˇteme E[x2 | z]














Tud´ızˇ cov(x | z) je urcˇena
var[x | z] = 1





Analogicky mu˚zˇeme vypocˇ´ıtat podmı´neˇnou kovarianci pro z ∈ (−2, 0). Dostaneme
var[x | z] = 1
3(z + 2)




Z (3.6. 32) a (3.6. 33) vyply´va´, zˇe podmı´neˇna´ kovariance je v tomto prˇ´ıpadeˇ nelinea´rn´ı funkc´ı
meˇrˇen´ı. Da´le je vhodne´ si vsˇimnout, zˇe na rozd´ıl od linea´rn´ıho gaussovske´ho syste´mu, nedocha´z´ı
k reprodukovatelnosti hustot, tj. filtracˇn´ı hustota p(x|z) jizˇ nen´ı rovnomeˇrna´. Take´, pro u´plny´
popis filtracˇn´ı hustoty jizˇ nepostacˇuj´ı prvn´ı dva momenty.
Prˇ´ıklad 3.6.2 Uvazˇujme skala´rn´ı nelinea´rn´ı stavovou rovnici a rovnici meˇrˇen´ı
xk+1 = fkxk + gkx
2
k + wk
zk = hk(xk) + vk (3.6. 34)
kde {wk} je b´ıly´ gaussovsky´ proces s nulovou strˇedn´ı hodnotou a varianc´ı Qk. Prˇedpokla´dejme, zˇe
E[xk | zk] = xˆk
E[(xk − xˆk)2 | zk] = Pk
C´ılem je vypocˇ´ıtat
E[xk+1 | zk] = xˆ′k+1 a var[xk+1 | zk] = P ′k+1
Zacˇneme strˇedn´ı hodnotou
xˆ′k+1 = fkE[xk | zk] + gkE[x2k | zk]
= fkxˆk + gk(Pk + xˆ
2
k) (3.6. 35)
Mu˚zˇeme konstatovat, zˇe pro vy´pocˇet predikovane´ strˇedn´ı hodnoty potrˇebujeme filtracˇn´ı strˇedn´ı
hodnotu a varianci, tedy prvn´ı dva momenty.
Nyn´ı vypocˇ´ıta´me var[xk+1 | zk]. Necht’
x˜′k+1
4
= xk+1 − xˆ′k+1
x˜k
4
= xk − xˆk
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Pak, vyuzˇit´ım vztahu x2k − xˆ2k = (xk − xˆk)2 + 2xkxˆk z´ıska´me
x˜′k+1 = fkx˜k + wk − gkPk + gk(x2k − xˆ2k)
= (fk + 2gkxˆk)x˜k + gkx˜
2
k − gkPk + wk
E[x˜
′2





k | zk] + 2gk(fk + 2gkxˆk)E[x˜3k | zk]
− 2gkPk(fk + 2gkxˆk)E[x˜k | zk]
− 2g2kPkE[x˜2k | zk] = (fk + 2gkxˆk)2Pk + g2kγk
− g2kPk +Qk + 2gk(fk + 2gkxˆk)δk (3.6. 36)
kde γk
4
= E[x˜4k | zk] a δk
4
= E[x˜3k | zk].
Podmı´neˇna´ variance var[xk+1 | zk] je podle (3.6. 36) funkc´ı prvn´ıch cˇtyrˇ ”filtracˇn´ıch“ moment˚u.
Docha´z´ı tedy k jevu, ktery´ by´va´ oznacˇova´n jako zacyklenost moment˚u. Povsˇimneˇme si take´, zˇe
i prˇi uvazˇova´n´ı gaussovske´ filtracˇn´ı hustoty, prediktivn´ı hustota jizˇ nen´ı gaussovska´, tj. ani v
tomto prˇ´ıpadeˇ nedocha´z´ı k reprodukovatelnosti hustot.
Prˇedchoz´ı dva prˇ´ıklady podtrhly jedinecˇnost exaktn´ıho rˇesˇen´ı u´lohy odhadu stavu linea´rn´ıho
Gaussovske´ho syste´mu a naznacˇily, zˇe pro nelinea´rn´ı cˇi negaussovsky´ syste´m bude rˇesˇen´ı ba-
yesovsky´ch vztah˚u slozˇiteˇjˇs´ı a veˇtsˇinou se neobejde bez aproximac´ı. V na´sleduj´ıc´ıch kapitola´ch
se zameˇrˇ´ıme na u´lohu odhadu stavu nelinea´rn´ıch a negaussovsky´ch syste´mu˚. Nejprve se bu-
deme veˇnovat koncepcˇneˇ jednodusˇsˇ´ım technika´m, ktere´ stav´ı a rozsˇiˇruj´ı aplikovatelnost Kalma-
nova filtru, avsˇak poskytuj´ı omezenou kvalitu odhadu. Tyto techniky budeme souhrnneˇ nazy´vat
loka´ln´ımi filtry. Pak uprˇeme pozornost na globa´ln´ı filtry, ktere´ poskytuj´ı kvalitativneˇ lepsˇ´ı od-




V prˇedchoz´ı kapitole veˇnovane´ kalmanovske´ filtraci, nebo-li odhadu stavu linea´rn´ıho gaus-
sovske´ho syste´mu, jsme se setkali s linea´rn´ı filtrac´ı. Z rovnic Kalmanova filtru snadno
nahle´dneme, zˇe odhad stavu je zde z´ıska´n linea´rn´ı transformac´ı meˇrˇen´ı, anizˇ bychom prova´deˇli
jakoukoliv modifikaci za´kladn´ı u´lohy, nebo aproximaci rˇesˇen´ı. Tato elegantneˇ formulovana´ a
elegantneˇ rˇesˇena´ u´loha vsˇak z hlediska sˇiroke´ho uplatneˇn´ı nara´zˇ´ı na barie´ru svy´ch prˇedpoklad˚u,
a to linearity a gaussovosti. V te´to kapitole se budeme veˇnovat situaci, kdy prˇedpoklad
linearity je opusˇteˇn, ale za´kladn´ı mysˇlenkovy´ postup pro synte´zu filtru bude shodny´ s prˇedchoz´ı
kapitolou, tedy pouzˇijeme opeˇt bayesovsky´ prˇ´ıstup. Problematikou loka´ln´ıch filtr˚u se zaby´vaj´ı
naprˇ. [4], [5], [14], [35], [36], [90]-[95]. Souvislost rozsˇ´ıˇrene´ho Kalmanova filtru s parametricky´mi
metodami identifikace, zejme´na s metodou chyby predikce je uka´za´na v [28].
4.1 Rozsˇ´ıˇreny´ Kalman˚uv filtr
Jak jizˇ bylo rˇecˇeno, v te´to kapitole opust´ıme ra´mec linearity. Uvazˇujme tedy syste´m, ktery´
mu˚zˇeme cha´pat jako zobecneˇn´ı (3.1.1), (3.1.2), definovany´ na´sleduj´ıc´ımi vztahy
xk+1 = fk(xk) + wk (4.1. 1)
zk = hk(xk) + vk (4.1. 2)
kde fk(·), hk(·) jsou zna´me´ nelinea´rn´ı diferencovatelne´ vektorove´ funkce prˇ´ıslusˇny´ch dimenz´ı, b´ıle´
sˇumy {wk}, {vk} a pocˇa´tecˇn´ı stav maj´ı stejne´ vlastnosti jako v prˇedchoz´ı kapitole a jsou popsa´ny
p(x0) = N(x0 : xˆ
′
0, P0) (4.1. 3)
p(wk) = N(wk : 0, Qk) (4.1. 4)
p(vk) = N(vk : 0, Rk) (4.1. 5)
pro vsˇechna k. Filtr navrhneme opeˇt dveˇma prˇ´ıstupy, prˇ´ımy´m a neprˇ´ımy´m, ktere´ byly
prˇedstaveny prˇi na´vrhu Kalmanova filtru.
4.1.1 Prˇ´ımy´ prˇ´ıstup
Z rovnice (4.1.1) mu˚zˇeme snadno zjistit, zˇe prˇechodova´ hustota pravdeˇpodobnosti ma´ tvar
p(xk+1 | xk) = N(xk+1 : fk(xk), Qk) (4.1. 6)
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a z rovnice (4.1.2) urcˇ´ıme hustotu pravdeˇpodobnosti meˇrˇen´ı
p(zk | xk) = N(zk : hk(xk), Rk) (4.1. 7)
Nyn´ı ma´me vsˇe prˇipraveno pro aplikaci bayesovske´ho prˇ´ıstupu k vy´pocˇtu podmı´neˇny´ch fil-
tracˇn´ıch a prediktivn´ıch hustot. Prˇi odvozen´ı zacˇneme opeˇt od pocˇa´tecˇn´ıho cˇasove´ho okamzˇiku
jako v prˇedchoz´ı kapitole a budeme opeˇt dosazovat do bayesovsky´ch rekurzivn´ıch vztah˚u.
Ota´zka zn´ı, jak se zmeˇn´ı p(x0) na za´kladeˇ informace z meˇrˇen´ı z0. Tedy




0)N(z0 : h0(x0), R0)∫
N(x0 : xˆ′0, P ′0)N(z0 : h0(x0), R0)dx0
(4.1. 8)
Vy´razny´ rozd´ıl mezi (4.1.8) a (3.2.4) z pohledu explicitn´ıho nalezen´ı filtracˇn´ı hustoty je
prˇ´ıtomnost nelinearity h0(x0) v (4.1.8), ktera´ znemozˇnˇuje pouzˇ´ıt analogicky´ postup jako v
podkapitole 3.2 vedouc´ı na exaktn´ı rˇesˇen´ı. Odsud je zrˇejme´, zˇe pro explicitn´ı vy´pocˇet nebo
jiny´mi slovy pro zachova´n´ı analyticke´ho rˇesˇen´ı (4.1.8) mus´ıme prove´st jisty´ za´sah do formulace
u´lohy. Nab´ız´ı se jednoduche´ rˇesˇen´ı, linearizovat funkci h0(·) a prˇej´ıt forma´lneˇ na shodnou
u´lohu jako v podkapitole 3.2. Ota´zkou z˚usta´va´, v jake´m bodeˇ linearizaci prove´st. Protozˇe vsˇak
prˇedpokla´da´me gaussovske´ rozlozˇen´ı pocˇa´tecˇn´ıho stavu, pak za nejlepsˇ´ı odhad pocˇa´tecˇn´ıho
stavu mu˚zˇeme jisteˇ uvazˇovat hodnotu xˆ′0.
Uvazˇujme tedy Taylor˚uv rozvoj h0(x0) v okol´ı bodu xˆ
′
0 = E[x0 | z−1] a ponechme pouze prvn´ı
dva cˇleny, jelikozˇ chceme linea´rn´ı aproximaci. Dostaneme
h0(x0) = [h1,0(x0), h2,0(x0), . . . , hnz,0(x0)]

























je matice nz/nx prvn´ıch derivac´ı, tzv. Jacobia´n, vyhodnoceny´ v bodeˇ aktua´lneˇ nejlepsˇ´ıho do-






kde prvn´ı cˇlen je linea´rn´ı funkce x0 a dalˇs´ı dva cˇleny jsou zna´me´ velicˇiny v k = −1, a tud´ızˇ
nemohou prˇina´sˇet zˇa´dne´ komplikace. Dosad’me proto (4.1.9) do (4.1.8), pak dostaneme








0)(x0 − xˆ′0), R0)∫
N(x0 : xˆ′0, P ′0)N(z0 : h0(xˆ′0) +H0(xˆ′0)(x0 − xˆ′0), R0)dx0
(4.1. 10)
Oznacˇen´ı pA(·) v (4.1.10) oznacˇuje, zˇe na rozd´ıl od (4.1.8) tato hustota jizˇ bude pouze
aproximovat skutecˇnou hustotu p(x0 | z0), kterou vsˇak explicitneˇ nezna´me.
Nyn´ı mu˚zˇeme pA(x0 | z0) vypocˇ´ıtat explicitneˇ, analogicky jako v podkapitole 3.2. Odsud
dostaneme aproximacˇn´ı filtracˇn´ı hustotu pravdeˇpodobnosti maj´ıc´ı gaussovske´ rozlozˇen´ı tvaru





















0 − P ′0HT0 (xˆ′0)[H0(xˆ′0)P ′0HT0 (xˆ′0) +R0]−1H0(xˆ′0)P ′0
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Dalˇs´ım krokem synte´zy filtru je nalezen´ı prediktivn´ı hustoty pravdeˇpodobnosti p(x1 | z0). Vı´me,
zˇe
p(x1 | z0) =
∫
p(x0 | z0)p(x1 | x0)dx0 (4.1. 12)
Prˇechodovou hustotu zna´me a aproximaci filtracˇn´ı hustoty te´zˇ, tud´ızˇ dosad’me do (4.1.12)
z (4.1.11) a (4.1.6). Dostaneme
pA(x1 | z0) =
∫
N(x0 : xˆ0, P0)N(x1 : f0(x0), Q0)dx0 (4.1. 13)
Opeˇt jsme pouzˇili oznacˇen´ı pA(x1 | z0), protozˇe se jedna´ o aproximaci nezna´me´ p(x1 | z0) (z
d˚uvodu pouzˇit´ı aproximativn´ı filtracˇn´ı hustoty pA(x1 | z0)). Vy´pocˇet integra´lu na prave´ straneˇ
analogicky´m zp˚usobem jako v podkapitole 3.2 komplikuje nelinea´rn´ı funkce f0(x0). Linearizac´ı
te´to funkce, obdobneˇ jako v kroku filtrace, pak mu˚zˇeme z´ıskat stejny´m postupem jako v
podkapitole 3.2 explicitn´ı analyticke´ rˇesˇen´ı. Proved’me Taylor˚uv rozvoj funkce f0(x0) na okol´ı
xˆ0 a ponechme opeˇt jako v kroku filtrace prvn´ı dva cˇleny. Dostaneme
f0(x0) ' f0(xˆ0) + F0(xˆ0)(x0 − xˆ0) (4.1. 14)
Poznamenejme, zˇe nyn´ı jsme zvolili jako linearizacˇn´ı bod filtracˇn´ı odhad xˆ0, protozˇe obsahuje
jizˇ v´ıce informac´ı o x0 nezˇ xˆ
′





je matice nx/nx prvn´ıch derivac´ı. Dosazen´ım (4.1.14) do (4.1.13) dostaneme
pA(x1 | z0) =
∫
N(x0 : xˆ0, P0)N(x1 : f0(xˆ0) + F0(xˆ0)(x0 − xˆ0), Q0)dx0 (4.1. 15)
Vy´raz f0(xˆ0) − F0(xˆ0)xˆ0 je v okamzˇiku k = 0 zna´my´, tud´ızˇ z hlediska vy´pocˇtu integra´lu
jsme opeˇt prˇesˇli na prˇ´ıpad rˇesˇeny´ v podkapitole 3.2 zacˇ´ınaj´ıc´ı vztahem (3.2.29). Analogicky´m
vy´pocˇtem jako v te´to sekci dostaneme aproximacˇn´ı prediktivn´ı hustotu pravdeˇpodobnosti ve
tvaru
pA(x1 | z0) = N(x1 : xˆ′1, P ′1)
xˆ′1 = f0(xˆ0)
P ′1 = F0(xˆ0)P0F
T
0 (xˆ0) +Q0 (4.1. 16)
Vsˇimneˇme si, zˇe prediktivn´ı krok, tj. vy´pocˇet rovnice (4.1.12) pomoc´ı (4.1.15), je zalozˇen
na dvou po sobeˇ jdouc´ıch aproximac´ıch. Prvn´ı je da´na pouzˇit´ım aproximovane´ hustoty
filtracˇn´ı hustoty pA(x1 | z0) vedouc´ı na (4.1.13). Druha´ aproximace plyne z pouzˇit´ı linearizo-
vane´ funkce (4.1.14), a t´ım i aproximativn´ı prˇechodove´ hustoty vedouc´ı na fina´ln´ı vztah (4.1.15).
Doposud jsme provedli vy´pocˇet filtracˇn´ı hustoty pro k = 0 a prediktivn´ı hustoty pro k = 1.
Stejneˇ mu˚zˇeme pokracˇovat pro libovolne´ k, to jest mu˚zˇeme zapsat obecne´ vztahy pro pA(xk | zk)
a pA(xk+1 | zk). Shrnˇme tedy vy´sledky:
Aproximacˇn´ı filtracˇn´ı hustota pravdeˇpodobnosti:






















k − P ′kHTk (xˆ′k)[Hk(xˆ′k)P ′kHTk (xˆ′k) +Rk]−1Hk(xˆ′k)P ′k
Aproximacˇn´ı prediktivn´ı hustota pravdeˇpodobnosti:
pA(xk+1 | zk) = N(xk+1 : xˆ′k+1, P ′k+1) (4.1. 18)
xˆ′k+1 = fk(xˆk)




Neprˇ´ımy´ prˇ´ıstup vycha´z´ı z algoritmu Kalmanova filtru (3.2. 66), (3.2. 67), (3.2. 71) a (3.2. 73),
kde prediktivn´ı momenty meˇrˇen´ı a stavu jsou vypocˇteny prˇi uvazˇovan´ı linearizovany´ch funkc´ı
v rovnici meˇrˇen´ı, tj. (4.1.9), a dynamiky, tj. (4.1.14).









−1(zk − zˆ′k) (4.1. 19)
Pk = P
′
k − P ′xz,k(P ′z,k)−1(P ′xz,k)T (4.1. 20)
kde momenty predikce meˇrˇen´ı, s uvazˇova´n´ım linearizace nelinea´rn´ı funkce v rovnici meˇrˇen´ı
(4.1.9), jsou
zˆ′k = E[zk|zk−1]
= E[hk(xk)|zk−1] + E[vk|zk−1]
= E[hk(xk)|zk−1] + E[vk]




P ′z,k = cov[zk|zk−1] = E[(zk − E[zk|zk−1])(zk − E[zk|zk−1])T |zk−1]
= E[(hk(xk) + vk − E[zk|zk−1])(hk(xk) + vk − E[zk|zk−1])T |zk−1]
≈ E[(hk(xˆ′k) +Hk(xˆ′k)(xk − xˆ′k) + vk − hk(xˆ′k))(hk(xˆ′k) +Hk(xˆ′k)(xk − xˆ′k) + vk − hk(xˆ′k))T |zk−1]
= E[(Hk(xˆ
′








T +Rk (4.1. 22)
P ′xz,k = cov[xk, zk|zk−1] = E[(xk − xˆ′k)(zk − E[zk|z−1])T |zk−1]





Poznamenejme, zˇe d´ıky pouzˇity´m prˇedpoklad˚um a aproximac´ım, konkre´tneˇ
• prˇedpokladem sdruzˇeneˇ gaussovske´ prediktivn´ı hustoty p(xk, zk|zk−1), umozˇnˇuj´ıc´ı odvo-
zen´ı vztah˚u pro linea´rn´ı filtr (4.1. 19), (4.1. 20), ktery´ nen´ı obecneˇ platny´ prˇi uvazˇova´n´ı
nelinea´rn´ıho popisu syste´mu, a
• pouzˇit´ım linearizace Taylorovo rozvojem prvn´ıho rˇa´du prˇi vy´pocˇtu prediktivn´ıch moment˚u
meˇrˇen´ı (4.1. 21)–(4.1. 23)
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je vy´sledna´ filtracˇn´ı hustota pouze gaussovskou aproximac´ı skutecˇne´, obecneˇ negaussovske´,
podmı´neˇne´ hustoty.
Prediktivn´ı hustota v cˇase k+1 je aproximova´na gaussovskou hustotou pA(xk+1|zk) = N(xk+1 :
xˆ′k+1, P
′
k+1) s aproximativn´ımi prediktivn´ımi momenty stavu
xˆ′k+1 = E[xk+1|zk]
= E[fk(xk) + wk|zk]
= E[fk(xk)|zk]
≈ E[fk(xˆk) + Fk(xˆk)(xk − xˆk)|zk]
= fk(xˆk) (4.1. 24)
P ′k+1 = cov[xk+1|zk]
≈ E[(Fk(xˆk)(xk − xˆk))(Fk(xˆk)(xk − xˆk))T |zk] + E[wkwTk ]
= Fk(xˆk)Pk(Fk(xˆk))
T +Qk (4.1. 25)
4.1.3 Vlastnosti filtru a odhadu
Filtr, ktery´ byl pra´veˇ odvozen, definovany´ rovnicemi (4.1.17) a (4.1.18) je nazy´va´n rozsˇ´ıˇreny´
Kalman˚uv filtr (v anglicky psane´ literaturˇe se setka´me s pojmem
”
extended Kalman filter“
(EKF)). Jake´ jsou hlavn´ı odliˇsnosti tohoto filtru od Kalmanova filtru.
1. Kovariancˇn´ı matice Pk, P
′
k+1 nen´ı mozˇne´ pocˇ´ıtat off-line, protozˇe jsou funkcemi meˇrˇen´ı na
rozd´ıl od kovariancˇn´ıch matic generovany´ch Kalmanovy´m filtrem, ktere´ nejsou na meˇrˇen´ı
za´visle´. Prˇedpocˇ´ıta´va´n´ı tedy nen´ı mozˇne´.
2. Filtracˇn´ı a prediktivn´ı hustoty jsou pouze aproximace skutecˇny´ch hustot dany´ch
exaktn´ım rˇesˇen´ım proble´mu na rozd´ıl od hustot generovany´ch Kalmanovy´m filtrem, ktere´
prˇedstavuj´ı exaktn´ı rˇesˇen´ı proble´mu. Jelikozˇ zvolena´ aproximace je prova´deˇna v jednom
bodeˇ stavove´ho prostoru, maj´ı vy´sledky tohoto filtru pouze loka´ln´ı platnost. Proto tento
filtr mu˚zˇeme cha´pat jako loka´ln´ı. Za´rovenˇ poznamenejme, zˇe v tomto prˇ´ıpadeˇ nen´ı,
z d˚uvodu aproximac´ı, zarucˇena konvergence odhadu stavu, tak jak byla diskutova´na pro
Kalman˚uv filtr.
Rozsˇ´ıˇreny´ Kalman˚uv filtr se cˇasto vyuzˇ´ıva´ v technicky´ch aplikac´ıch, naprˇ. v u´loze navigace
a sledova´n´ı [86], [87], ale te´zˇ spolu s bayesovsky´m prˇ´ıstupem v ekonometrii, naprˇ. [37], [38].
Poznamenejme, zˇe v prˇ´ıpadeˇ vy´skytu nezna´my´ch parametr˚u v (4.1.1), (4.1.2), mu˚zˇeme rozsˇ´ıˇrit
stavovy´ vektor o tyto parametry a pak odhadovat rozsˇ´ıˇreny´ stav pomoc´ı rozsˇ´ıˇrene´ho Kalmanova
filtru.
Pozna´mka . Jak jsme v te´to kapitole videˇli, neprˇ´ımy´ prˇ´ıstup k na´vrhu rozsˇ´ıˇrene´ho Kalmanova
filtru vede opeˇt ke stejny´m vztah˚um jako prˇ´ımy´ prˇ´ıstup, avsˇak umozˇnˇuje snazsˇ´ı odvozen´ı. Proto
v na´sleduj´ıc´ıch kapitola´ch bude uvazˇova´n pouze neprˇ´ımy´ zp˚usob odvozen´ı ostatn´ıch loka´ln´ıch
filtr˚u.
4.2 Filtr druhe´ho rˇa´du
Linearizace nelinea´rn´ıch funkc´ı Taylorovo rozvojem prvn´ıho rˇa´du mu˚zˇe by´t v mnoha situac´ıch
nedostatecˇneˇ prˇesna´ a ve sve´m d˚usledku mu˚zˇe ve´st k divergenci odhadu filtru. Proto byl navrzˇen
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filtr druhe´ho rˇa´du, v anglicky psane´ literaturˇe oznacˇovany´
”
second-order (extended) Kalman
filter“, kde nelinea´rn´ı funkce jsou aproximova´ny Taylorovou rˇadou ovsˇem s ponecha´n´ım i cˇlen˚u
druhe´ho rˇa´du.
Uvazˇujme tedy na´sleduj´ıc´ı aproximaci nelinea´rn´ı funkce hk(xk) Taylorovo rozvojem druhe´ho
rˇa´du




kde xˆ′k, hk(·), Hk(·) jsou shodne´ s podkapitolou 4.1 a h¯k je vektor kvadraticky´ch cˇlen˚u
za´visej´ıc´ıch na Hessia´nu, tj. na druhy´ch derivac´ıch nelinea´rn´ı funkce v rovnici meˇrˇen´ı hk(·).




































. . . . . .
∂2hi,k
∂xnx∂xnx
 , i = 1, 2, ..., nz (4.2. 2)
h¯i,k
4










Pak mu˚zˇeme aproximaci hk(xk) zapsat na´sleduj´ıc´ım zp˚usobem




Protozˇe v (4.2.3) se vyskytuj´ı cˇleny druhe´ho rˇa´du, analyticky´ vy´pocˇet filtracˇn´ı hustoty by nebyl
mozˇny´. Kdyzˇ vsˇak nahrad´ıme kvadratickou formu v (4.2.3) jej´ı ocˇeka´vanou hodnotou, dostaneme
h¯i,k = (xk − xˆ′k)TMi,k(xk − xˆ′k) ' tr(P ′kMi,k)
4
= h¯a,i,k (4.2. 5)
Oznacˇme nyn´ı
h¯a,k = [h¯a,1,k, h¯a,2,k, ..., h¯a,nz,k]
T (4.2. 6)
a (4.2.4) lze zapsat




Z (4.2.7) je videˇt, zˇe se jedna´ o linea´rn´ı funkci xk, protozˇe vsˇechny dalˇs´ı cˇleny jsou v kroku
k − 1 zna´my. Mu˚zˇeme tedy pouzˇ´ıt opeˇt analogicky jako v kapitole trˇet´ı stejny´ zp˚usob odvozen´ı
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filtracˇn´ı hustoty pravdeˇpodobnosti a pro cˇasovy´ okamzˇik k dostaneme
























k − P ′kHTk (xˆ′k)[Hk(xˆ′k)P ′kHTk (xˆ′k) +Rk]−1H(xˆ′k)P ′k (4.2. 10)
Vid´ıme, zˇe oproti rozsˇ´ıˇrene´mu Kalmanovu filtru docha´z´ı ke zmeˇneˇ v inovacˇn´ı posloupnosti
v rovnici (4.2.9).
Pro vy´pocˇet predikce pokracˇujme v duchu prˇedchoz´ı cˇa´sti te´to podkapitoly. Vyja´drˇeme Taylor˚uv
rozvoj funkce fk(·)











































. . . . . .
∂2fi,k
∂xnx∂xnx
 , i = 1, 2, ..., nx (4.2. 13)
Odstraneˇn´ım nelinearit ustrˇedneˇn´ım (4.2.12) dostaneme
f¯a,i,k = tr(PkNi,k) (4.2. 14)
f¯a,k = [f¯a,1,k, f¯a,2,k, ..., f¯a,nx,k]
T (4.2. 15)
Nyn´ı mu˚zˇeme prˇepsat (4.2.11) na
fk(xk) ' fk(xˆk) + Fk(xˆk)(xk − xˆk) + 1
2
f¯a,k (4.2. 16)
To je opeˇt linea´rn´ı funkce xk, protozˇe vsˇechny ostatn´ı velicˇiny jsou v kroku k zna´me´. Tud´ızˇ
mu˚zˇeme dosadit do bayesovsky´ch vztah˚u a analogicky jako ve trˇet´ı kapitole odvodit prediktivn´ı
hustotu pravdeˇpodobnosti.
pA(xk+1 | zk) = N(xk+1 : xˆ′k+1, P ′k+1) (4.2. 17)





P ′k+1 = Fk(xˆk)PkF
T
k (xˆk) +Qk (4.2. 19)
Rovnice pro kovariancˇn´ı matici je forma´lneˇ shodna´ s rozsˇ´ıˇreny´m Kalmanovy´m filtrem a strˇedn´ı
hodnota je modifikova´na o cˇlen za´visej´ıc´ı na druhy´ch derivac´ıch f¯ak. Prˇipomenˇme, zˇe se jedna´
opeˇt o loka´ln´ı filtr a z´ıskane´ hustoty pravdeˇpodobnosti ve formeˇ gaussovsky´ch rozlozˇen´ı jsou
pouze aproximace skutecˇny´ch explicitneˇ nezna´my´ch hustot pravdeˇpodobnosti. Poznamenejme,
zˇe v literaturˇe lze naj´ıt i jine´ zp˚usoby odvozen´ı vedouc´ı na algoritmus, kde i kovariancˇn´ı matice
za´vis´ı na Hessia´nu nelinea´rn´ıch funkc´ı, naprˇ. [88].
4.3 Diferencˇn´ı filtr prvn´ıho rˇa´du
Doposud prˇedstavene´ loka´ln´ı filtry byly navrzˇeny v 60. cˇi 70. letech 20. stolet´ı. Na´vrh filtr˚u byl
zalozˇen na Tayloroveˇ rozvoji nelinea´rn´ıch funkc´ı v popisu syste´mu, tedy na nutnosti vy´pocˇtu
prvn´ıch, poprˇ. druhy´ch derivac´ı nelinea´rn´ıch funkc´ı. Pro neˇktere´ funkce vsˇak derivace nemus´ı
by´t definova´na cˇi jej´ı vy´pocˇet mu˚zˇe by´t zdlouhavy´ (naprˇ. pro mnohorozmeˇrne´ modely). V tom
lze spatrˇit hlavn´ı motivaci na´vrhu, tzv. bezderivacˇn´ıch loka´ln´ıch filtr˚u, ktere´ jsou od zacˇa´tku 21.
stolet´ı v literaturˇe intenzivneˇ rozv´ıjeny. Za´kladn´ı idee bezderivacˇn´ıch filtr˚u budou prˇedstaveny
v te´to a v na´sleduj´ıc´ıch kapitola´ch.
Zacˇneˇme diferencˇn´ım filtrem prvn´ıho rˇa´du [90], [93]. Tento filtr, v anglicky psane´ literaturˇe
oznacˇovany´ jako
”
divided diference filter“, je alternativou k rozsˇ´ıˇrene´mu Kalmanovu filtru, kdy
namı´sto Taylorova rozvoje je pouzˇita tzv. Stirlingova interpolace k linearizaci nelinea´rn´ıch funkc´ı.
Stirlingovu interpolaci si mu˚zˇeme prˇedstavit jako Taylor˚uv rozvoj, kde derivace jsou nahrazeny
diferencemi.
Pro odvozen´ı filtracˇn´ıho kroku prˇedpokla´dejme dostupny´ prediktivn´ı odhad stavu
p(xk|zk−1) = N(xk : xˆ′k, P ′k) (4.3. 1)





kde S′k je rozklad (nebo-li odmocnina) prediktivn´ı kovariancˇn´ı matice P
′
k takovy´, zˇe






Odmocnina mu˚zˇe by´t spocˇtena naprˇ. Choleske´ho dekompozic´ı nebo singula´rn´ım rozkladem
(v prostrˇed´ı MATLAB lze vyuzˇ´ıt funkce “chol” nebo “svd”). S ohledem na (4.3. 1) je prediktivn´ı
hustota pravdeˇpodobnosti χk (4.3. 2) da´na norma´ln´ı hustotou pravdeˇpodobnosti
p(χk|zk−1) = N(χk : χˆ′k, I) (4.3. 4)
kde χˆ′k = (S
′
k)
−1xˆ′k. Vy´znam te´to transformace spocˇ´ıva´ v tom, zˇe prvky vektoru χk jsou neza´visle´
a maj´ı jednotkovou varianci. V konecˇne´m d˚usledku na´m tato transformace umozˇn´ı odliˇsny´ a v
literaturˇe preferovany´ zp˚usob odvozen´ı, nezˇ tomu bylo u rozsˇ´ıˇrene´ho Kalmanova filtru.
S prˇihle´dnut´ım k transformaci (4.3. 2) mu˚zˇe by´t rovnice meˇrˇen´ı (4.1.2) zapsa´na ve formeˇ




= h˜k(χk) + vk (4.3. 5)
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Stirlingova interpolace prvn´ıho rˇa´du nelinea´rn´ı funkce v rovnici meˇrˇen´ı (4.3. 5) v okol´ı linea-
rizacˇn´ıho bodu χˆ′k je da´na
h˜k(χk) ≈ h˜k(χˆ′k) + H˜k(χˆ′k, κ)(χk − χˆ′k) (4.3. 6)

























a κ je tzv. sˇka´lovac´ı parametr, jehozˇ volba je diskutova´na pozdeˇji.








−1(zk − zˆ′k) (4.3. 8)
Pk = P
′
k − P ′xz,k(P ′z,k)−1(P ′xz,k)T (4.3. 9)
kde prediktivn´ı strˇedn´ı hodnota meˇrˇen´ı, s uvazˇova´n´ım Stirlingovy interpolace (4.3. 6), je
zˆ′k = E[zk|zk−1]
= E[hk(xk)|zk−1] = E[h˜k(χk)|zk−1]



















Podobneˇ vypocˇteme prediktivn´ı kovariancˇn´ı matici
P ′z,k = cov[zk|zk−1] = E[(zk − E[zk|zk−1])(zk − E[zk|zk−1])T |zk−1]












T +Rk (4.3. 12)

































a s′k,i je i-ty´ sloupec matice S
′
k. Vy´pocˇet vza´jemne´ kovariancˇn´ı matice je pak
P ′xz,k = cov[xk, zk|z−1] = E[(xk − xˆ′k)(zk − E[zk|z−1])T |zk−1]









Porovnejme vztahy pro vy´pocˇet prediktivn´ıch moment˚u rozsˇ´ıˇrene´ho Kalmanova filtru (4.1. 21)–
(4.1. 22) a diferencˇn´ıho filtru (4.3. 10)–(4.3. 14). Vid´ıme, zˇe vztahy pro vy´pocˇet strˇedn´ı hodnoty
jsou totozˇne´, zat´ımco vztahy pro vy´pocˇet kovariancˇn´ıch matic se vy´znamneˇ liˇs´ı. Kovariancˇn´ı
matice predikce meˇrˇen´ı pro rozsˇ´ıˇreny´ Kalman˚uv filtr jsou linea´rn´ı funkc´ı prediktivn´ı matice P ′k,
zat´ımco pro diferencˇn´ı loka´ln´ı filtr jsou nelinea´rn´ı.
Vyuzˇit´ım analogicke´ho prˇ´ıstupu k odvozen´ı prediktivn´ı strˇedn´ı hodnoty meˇrˇen´ı (4.3. 11) a ko-
variancˇn´ı matice meˇrˇen´ı (4.3. 12), jsou momenty prediktivn´ı hustoty stavu pro cˇasovy´ okamzˇik
k+1, tj., pA(xk+1|zk) = N(xk+1 : xˆ′k+1, P ′k+1), zalozˇeny na aproximaci nelinea´rn´ı funkce v rovnici
dynamiky (4.3.1) pomoc´ı Stirlingovy interpolace prvn´ıho rˇa´du v okol´ı bodu χˆk = (Sk)
−1xˆk
f˜k(χk) ≈ f˜k(χˆk) + F˜k(χˆk, κ)(χk − χˆk) (4.3. 15)
kde χk = (Sk)
−1xk, Sk je odmocnina matice Pk takova´, zˇe Pk = Sk(Sk)T , p(χk|zk−1) = N(χk :
χˆk, I) s χˆk = (Sk)
















Prediktivn´ı strˇedn´ı hodnotu a kovariancˇn´ı matici lze spocˇ´ıtat na´sleduj´ıc´ım zp˚usobem
xˆ′k+1 = E[xk+1|zk]
= E[fk(xk)|zk] = E[f˜k(χk)|zk]
≈ E[f˜k(χˆk) + F˜k(χˆk, κ)(χk − χˆk)|zk]
= f˜k(χˆk)
= fk(xˆk) (4.3. 17)
P ′k+1 = cov[xk+1|zk−1] = E[(xk+1 − E[xk+1|zk])(xk+1 − E[xk+1|zk])T |zk]
≈ E[(F˜k(χˆk, κ)(χk − χˆk))(F˜k(χˆk, κ)(χk − χˆk))T |zk] + E[wkwTk ]
= F˜k(χˆk, κ)I(F˜k(χˆk, κ))
T +Qk
= Fk(xˆk, κ)(Fk(xˆk, κ))
















a sk,i je i-ty´ sloupec matice Sk.
Vztahy (4.3. 8)–(4.3. 14), (4.3. 17) a (4.3. 18) tak prˇedstavuj´ı algoritmus diferencˇn´ıho filtru. Pro
jeho implementaci je nutne´ specifikovat sˇka´lovac´ı parametr κ. Lze uka´zat, zˇe vhodnou volbou
parametru je κ =
√
3 [90]. Detailn´ı diskuze k volbeˇ parametru spolu s doporucˇen´ımi volby mu˚zˇe
by´t nalezena naprˇ. v [94].
Za´veˇrem poznamenejme, zˇe v publikaci [90] byl odvozen i diferencˇn´ı filtr druhe´ho rˇa´du, ktery´
je zalozˇen na Stirlingoveˇ interpolaci druhe´ho rˇa´du a poskytuje v mnoha prˇ´ıpadech lepsˇ´ı kvalitu
odhadu.
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4.4 Unscentovany´ Kalman˚uv filtr
Unscentovany´ Kalman˚uv filtr, pro ktery´ se v anglicky psane´ literaturˇe vzˇil pojmem
”
unscented
Kalman filter“, je dalˇs´ım za´stupcem bezderivacˇn´ıch filtr˚u. Unscentovany´ filtr je vsˇak zalozˇen na
odliˇsne´ mysˇlence od rozsˇ´ıˇrene´ho Kalmanova filtru a diferencˇn´ıho filtru; prˇi na´vrhu filtru nen´ı
aproximova´na nelinea´rn´ı funkce, ale je aproximova´n popis odhadu stavu mnozˇinou determinis-
ticky voleny´ch bod˚u [91], [93], [94], [88], [96], [97].
Filtracˇn´ı krok unscentovane´ho filtru spocˇ´ıva´ opeˇt ve vy´pocˇtu moment˚u aproximativn´ı filtracˇn´ı








−1(zk − zˆ′k) (4.4. 1)
Pk = P
′
k − P ′xz,k(P ′z,k)−1(P ′xz,k)T (4.4. 2)
Vy´pocˇet prediktivn´ıch moment˚u odhadu meˇrˇen´ı vycha´z´ı z aproximace prediktivn´ı hustoty
pravdeˇpodobnosti pA(xk|zk−1) = N(xk : xˆ′k, P ′k) mnozˇinou deterministicky voleny´ch va´zˇeny´ch
bod˚u, tzv. sigma-bod˚u, a jejich transformace prˇes nezmeˇneˇnou nelinea´rn´ı funkci v rovnici meˇrˇen´ı.
Tedy, meˇjme prediktivn´ı hustotu pravdeˇpodobnosti stavu a definujme mnozˇinu (2nx+1) sigma-
bod˚u dle na´sleduj´ıc´ıch vztah˚u
X ′k,0 = xˆ′k (4.4. 3)
X ′k,i = xˆ′k +
√
nx+ κs′k,i, i = 1, . . . , nx (4.4. 4)
X ′k,j = xˆ′k −
√
nx+ κs′k,j−nx, j = nx+ 1, . . . , 2nx (4.4. 5)
kde s′k,i je i-ty´ sloupec matice S
′





T = P ′k a κ je opeˇt sˇka´lovac´ı parametr,






, i = 1, . . . , 2nx (4.4. 7)
Vsˇimneˇme si kl´ıcˇove´ vlastnosti mnozˇiny va´zˇeny´ch sigma-bod˚u {X ′k,i,Wi}2nxi=0 , kterou je zachova´n´ı
prvn´ıch dvou moment˚u prediktivn´ı hustoty pravdeˇpodobnosti pA(xk|zk−1) = N(xk : xˆ′k, P ′k), tj.
strˇedn´ı hodnota a kovariancˇn´ı matice mnozˇiny bod˚u je
2nx∑
i=0
WiX ′k,i = xˆ′k
2nx∑
i=0
Wi(X ′k,i − xˆ′k)(X ′k,i − xˆ′k)T = P ′k
Pak, jsou sigma-body transformova´ny prˇes nezmeˇneˇnou nelinea´rn´ı funkci v rovnici meˇrˇen´ı (4.1.2)
Z ′k,i = hk(X ′k,i), i = 0, 1, . . . , 2nx (4.4. 8)












Wi(X ′k,i − xˆ′k)(Z ′k,i − zˆ′k)T (4.4. 11)
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Prediktivn´ı charakteristiky meˇrˇen´ı (4.4. 9)–(4.4. 11) jsou pouzˇity ve vztaz´ıch (4.4. 1), (4.4. 2) a
t´ım koncˇ´ı filtracˇn´ı krok unscentovane´ho filtru.
Vy´pocˇet moment˚u prediktivn´ı hustoty pravdeˇpodobnosti pA(xk+1|zk) = N(xk : xˆ′k+1, P ′k+1)
startuje vy´pocˇtem filtracˇn´ı mnozˇiny sigma-bod˚u na za´kladeˇ filtracˇn´ıch moment˚u dle
Xk,0 = xˆk (4.4. 12)
Xk,i = xˆk +
√
nx+ κsk,i, i = 1, . . . , nx (4.4. 13)
Xk,j = xˆk −
√
nx+ κsk,j−nx, j = nx+ 1, . . . , 2nx (4.4. 14)
kde sk,i je i-ty´ sloupec matice Sk splnˇuj´ıc´ı rovnost SkS
T
k = Pk. Poznamenejme, zˇe va´hy jsou
funkc´ı dimenze stavu a konstantn´ıho sˇka´lovac´ıho parametru, proto je stacˇ´ı vypocˇ´ıtat jen jednou.
Filtracˇn´ı sigma-body jsou transformova´ny prˇes nezmeˇneˇnou nelinea´rn´ı funkci v rovnici dynamiky
(4.1.1)
X ′k+1,i = fk(Xk,i),∀i (4.4. 15)








Wi(X ′k+1,i − xˆ′k+1)(X ′k+1,i − xˆ′k+1)T +Qk (4.4. 17)
Vztahy (4.4. 1)–(4.4. 11) a (4.4. 12)-(4.4. 17) reprezentuj´ı algoritmus unscentovane´ho Kalma-
nova filtru. Sˇka´lovac´ı parametr nutny´ pro vy´pocˇet sigma-bod˚u a vah lze, dle analy´zy v [91],
[94], zvolit κ = 3 − nx, pokud nx ≤ 3, nebo κ = 0, pokud nx > 3. Za´veˇrem poznamenejme, zˇe
kvalitou odhadu je unscentovany´ filtr srovnatelny´ s filtrem druhe´ho rˇa´du.
Pozna´mka . Unscentovany´ filtr lze povazˇovat za za´stupce sˇirsˇ´ı trˇ´ıdy loka´ln´ıch filtr˚u oznacˇovany´ch
jako sigma-bodove´ filtry. Ty jsou zalozˇeny na aproximaci integra´lu nelinea´rn´ı funkce s gaussov-
skou va´hou, ktere´ se vyskytuj´ı prˇi na´vrhu loka´ln´ıch filtr˚u. Naprˇ. vy´pocˇet prediktivn´ı strˇedn´ı
hodnoty stavu lze zapsat






fk(xk)N(xk : xˆk, Pk)dxk (4.4. 20)
Rˇesˇen´ı tohoto typu integra´lu bylo v literaturˇe veˇnova´no mnoho u´sil´ı jizˇ od 19. stolet´ı a bylo
navrzˇeno velke´ mnozˇstv´ı tzv. kvadraturn´ıch cˇi kubaturn´ıch integracˇn´ıch pravidel. Vsˇechna inte-
gracˇn´ı pravidla lze zapsat ve tvaru∫




kde {χk,i, ωi}mi=1 je mnozˇina kvadraturn´ıch cˇi kubaturn´ıch bod˚u s prˇ´ıslusˇny´mi va´hami. Pra´veˇ
vy´pocˇet bod˚u a vah je to, co odliˇsuje jednotliva´ integracˇn´ı pravidla. Poznamenejme take´, zˇe
pro urcˇity´ typ nelinea´rn´ıch funkc´ı fk(·), poskytuj´ı kvadraturn´ı cˇi kubaturn´ı pravidla prˇesne´
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vy´sledky. Vı´ce o pouzˇit´ı integracˇn´ıch pravidel v na´vrhu loka´ln´ıch filtr˚u a jejich prˇesnosti lze
naj´ıt naprˇ. v [92], [95].
Pozna´mka . Acˇkoliv za´kladn´ı idee unscentovane´ho a diferencˇn´ıho filtru (druhe´ho rˇa´du) jsou
odliˇsne´ a stejneˇ tak i zp˚usob jejich odvozen´ı je odliˇsny´, je pozoruhodne´, zˇe vy´sledne´ algoritmy
jsou, za urcˇity´ch podmı´nek, totozˇne´ [93].
4.5 Iteracˇn´ı filtr
Pouzˇ´ıvany´ bayesovsky´ prˇ´ıstup umozˇnˇuje sledovat oddeˇleneˇ proble´m filtrace a jednokrokove´
predikce. Da´le umozˇnˇuje sledovat, jak nova´ informace ve formeˇ meˇrˇen´ı ovlivnˇuje filtracˇn´ı
hustotu. Rovneˇzˇ je zrˇejme´, jaky´m zp˚usobem se projev´ı linearizace v bodeˇ nejlepsˇ´ıho odhadu
ve smyslu strˇedn´ı hodnoty prˇi synte´ze filtru. Pod´ıvejme se bl´ızˇe na vztahy definuj´ıc´ı filtracˇn´ı


















−1[zk − hk(xˆ′k)] (4.5. 1)
Pk = P
′
k − P ′kHTk (xˆ′k)[Hk(xˆ′k)P ′kHTk (xˆ′k) +Rk]−1Hk(xˆ′k)P ′k (4.5. 2)
Je zrˇejme´, zˇe xˆk obsahuje v´ıce informace o xk nezˇ xˆ
′
k. Ale linearizace byla provedena v xˆ
′
k.
Toho mu˚zˇeme vyuzˇ´ıt a, obrazneˇ rˇecˇeno, prove´st linearizaci v kroku k znovu, ale v bodeˇ xˆk.
T´ım bychom dostali novou hodnotu odhad˚u a tento postup bychom mohli opakovat tak dlouho,
dokud by rozd´ıl na´sleduj´ıc´ıch dvou odhad˚u nebyl mensˇ´ı nezˇ prˇedem dane´ .
V literaturˇe lze nale´zt mnoho prˇ´ıstup˚u realizuj´ıc´ıch zmı´neˇny´ koncept. Zde uvedeme pouze
vy´sledny´ algoritmus prˇ´ıstupu, ktery´ hleda´ optima´ln´ı odhad stavu ve smyslu maxima´ln´ı
veˇrohodnosti pomoc´ı Newton-Raphsonova iteracˇn´ıho optimalizacˇn´ıho algoritmu. Odvozen´ı, ktere´
je mimo rozsah teˇchto skript, a dalˇs´ı mozˇne´ prˇ´ıstupy lze nale´zt naprˇ. v [4], [12], [96], [97].



















−1[zk − hk(xˆ′k)−Hk(xˆik)(xˆ′k − xˆik)] (4.5. 3)
P i+1k = P
′
k − P ′kHTk (xˆik)[Hk(xˆik)P ′kHTk (xˆik) +Rk]−1Hk(xˆik)P ′k (4.5. 4)




Iterace bude ukoncˇena, kdyzˇ
‖xˆi+1k − xˆik‖2 < ,  > 0 (4.5. 6)
a hodnota i + 1, kdy dosˇlo k ukoncˇen´ı iterace, bude znacˇena imax. Tyto rovnice tak definuj´ı
filtracˇn´ı krok iteracˇn´ıho filtru. Je velmi zaj´ımave´, zˇe i kdyzˇ se jedna´ o odliˇsny´ prˇ´ıstup k na´vrhu
filtru, filtracˇn´ı krok iteracˇn´ıho filtru v sobeˇ zahrnuje filtracˇn´ı krok rozsˇ´ıˇrene´ho Kalmanova filtru
jako specia´ln´ı prˇ´ıpad, kdyzˇ i = 1.
Podobnou u´vahu nelze aplikovat pro predikci, protozˇe predikce neoperuje s zˇa´dnou informac´ı z
reality. To znamena´, zˇe vztahy pro predikci budou shodne´ se vztahy u rozsˇ´ıˇrene´ho Kalmanova
filtru. Tedy
xˆ′k+1 = fk(xˆk) (4.5. 7)
P ′k+1 = Fk(xˆk)PkF
T









Vztahy (4.5. 1)–(4.5. 10) definuj´ı iteracˇn´ı filtr, v anglicky psane´ literaturˇe oznacˇovane´ho jako
”
iterated extended Kalman filter“. Tento filtr je jisty´m vylepsˇen´ım rozsˇ´ıˇrene´ho Kalmanova
filtru, jelikozˇ zprˇesnˇuje loka´ln´ı aproximaci prˇi vy´pocˇtu filtracˇn´ıho odhadu. Nicme´neˇ jedna´ se
opeˇt o loka´ln´ı aproximaci a rovneˇzˇ konvergence odhadu opeˇt nen´ı zarucˇena. Poznamenejme, zˇe
v literaturˇe mu˚zˇeme nale´zt i iteracˇn´ı filtr vyuzˇ´ıvaj´ıc´ı jine´ aproximace nezˇ je Taylor˚uv rozvoj
prvn´ıho rˇa´du, jako naprˇ´ıklad unscentovanou transformaci.
64
Kapitola 5
Nelinea´rn´ı filtrace s danou
strukturou hustot pravdeˇpodobnosti
V te´to kapitole bude zachova´n za´kladn´ı ra´mec u´lohy estimace vyuzˇ´ıvaj´ıc´ı bayesovsky´ prˇ´ıstup
a zd˚uraznˇuj´ıc´ı analyticke´ rˇesˇen´ı proble´mu. Za´rovenˇ vsˇak na rozd´ıl od prˇedchoz´ı kapitoly
budeme kla´st veˇtsˇ´ı d˚uraz na kvalitu odhadu a proto prˇejdeme od loka´ln´ıch filtr˚u k filtr˚um
globa´ln´ım [6], [7], [14], [36], [42], [43], [44], [45], [46], [47]. Linearizace v jednom bodeˇ stavove´ho
prostoru vedouc´ı na loka´ln´ı filtry bude nahrazena v´ıcena´sobnou linearizac´ı pokry´vaj´ıc´ı veˇtsˇ´ı
cˇa´st stavove´ho prostoru. Odhad stavu, at’ uzˇ ve smyslu z´ıska´n´ı hustoty pravdeˇpodobnosti cˇi
bodove´ho odhadu, bude prova´deˇn jak pro nelinea´rn´ı syste´my, tak pro linea´rn´ı negaussovske´
syste´my, jelikozˇ i v teˇchto prˇ´ıpadech nelze vystacˇit se standardn´ı linea´rn´ı filtrac´ı. Za´kladn´ım
stavebn´ım kamenem navrhovany´ch filtr˚u bude Kalman˚uv filtr a rozsˇ´ıˇreny´ Kalman˚uv filtr.
Za´kladn´ım prˇedpokladem pro popis na´hodny´ch velicˇin bude mozˇnost zaveden´ı hustoty ve tvaru
soucˇtu norma´ln´ıch rozdeˇlen´ı [39], [40], [41], [42].
5.1 Za´kladn´ı formulace u´lohy
Vrat’me se k syste´mu popsane´mu vztahy (4.1.1), (4.1.2) (nelinea´rn´ı dynamika, nelinea´rn´ı
meˇrˇen´ı) se stavovy´m sˇumem (4.1.4) a sˇumem meˇrˇen´ı (4.1.5), tedy k u´loze, ktera´ je formulovana´
v u´vodu podkapitoly 4.1. Na rozd´ıl od u´lohy v 4.1 prˇedpokla´dejme, zˇe pocˇa´tecˇn´ı stav je popsa´n
hustotou pravdeˇpodobnosti ve tvaru soucˇtu norma´ln´ıch rozdeˇlen´ı. Takovy´ typ rozdeˇlen´ı zacˇal
pouzˇ´ıvat na poli estimace [41] a pozdeˇji [48], [39].
Uvazˇujme, zna´mou hustotu pravdeˇpodobnosti pocˇa´tecˇn´ıho stavu ve formeˇ smeˇsi norma´ln´ıch
rozdeˇlen´ı








kde α′0i jsou va´hove´ koeficienty, pro ktere´ plat´ı
ξ′0∑
i=1
α′0i = 1 α
′
0i > 0
Hustotu pravdeˇpodobnosti (5.1.1) lze cha´pat bud’ jako
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• exaktneˇ danou hustotu (naprˇ. pro modelova´n´ı odlehly´ch chyb meˇrˇen´ı, jak je diskutova´no
v podkapitole 6.5) nebo
• aproximaci skutecˇne´ negaussovske´ hustoty charakterizuj´ıc´ı pocˇa´tecˇn´ı stav syste´mu (jak je
diskutova´no v podkapitole 6.4 a prac´ıch [40], [35], [49], [115]).
Prˇedpoklad pocˇa´tecˇn´ı podmı´nky ve formeˇ smeˇsi norma´ln´ıch rozlozˇen´ı na´m umozˇn´ı plynuly´
prˇechod od loka´ln´ıch filtr˚u, prˇedevsˇ´ım reprezentovany´ch rozsˇ´ıˇreny´m Kalmanovy´m filtrem k
filtr˚um kvalitativneˇ vysˇsˇ´ıho typu.
Pro odvozen´ı filtracˇn´ı a prediktivn´ı hustoty pravdeˇpodobnosti uzˇijeme opeˇt bayesovske´ vztahy
a vy´sledky trˇet´ı a cˇtvrte´ kapitoly. Zacˇneme filtracˇn´ı hustotou pro k = 0.
Hustotu pravdeˇpodobnosti meˇrˇen´ı mu˚zˇeme snadno urcˇit
p(z0 | x0) = N(z0 : h0(x0), R0) (5.1. 2)
Zkusˇenosti z´ıskane´ ve 4. kapitole na´m vsˇak rˇ´ıkaj´ı, zˇe nelinea´rn´ı funkce h0(·) znemozˇnˇuje ana-
lyticke´ rˇesˇen´ı bayesovsky´ch vztah˚u. Abychom zajistili rˇesˇitelnost teˇchto vztah˚u, je trˇeba tuto
funkci vhodneˇ aproximovat [85]. Kl´ıcˇovou ota´zkou aproximace je, jak vybrat linearizacˇn´ı bod za
prˇedpokladu pocˇa´tecˇn´ı podmı´nky ve formeˇ smeˇsi norma´ln´ıch hustot. Odpoveˇd’ na tuto ota´zku
nalezneme v na´sleduj´ıc´ı cˇa´sti.
5.2 Filtr s v´ıcena´sobnou linearizac´ı
Vyjdeˇme z formulace u´lohy provedene´ v prˇedchoz´ı podkapitole 5.1. Podle bayesovske´ho vztahu
a pro danou formulaci u´lohy dostaneme filtracˇn´ı hustotu

















0i)N(z0 : h0(x0), R0)dx0︸ ︷︷ ︸
p(z0|z−1)
(5.2. 1)
kterou mu˚zˇeme prˇepsat do formy










0i)N(z0 : h0(x0), R0)
)
p(z0|z−1)
ze ktere´ lze sna´ze videˇt, zˇe bayesovsky´ vztah (5.2.1) je va´zˇeny´ soucˇet ξ′0 bayesovsky´ch vztah˚u
pouzˇity´ch prˇi odvozen´ı rozsˇ´ıˇrene´ho Kalmanova filtru, tj. vztahu (4.1.8). Kazˇdy´ d´ılcˇ´ı vztah je





Abychom zajistili analytickou rˇesˇitelnost tohoto vztahu, lze ξ′0-kra´t pouzˇ´ıt mysˇlenku rozsˇ´ıˇrene´ho
Kalmanova filtru. To znamena´, zˇe provedeme linearizaci funkce h0(x0) pro kazˇdy´ gaussovsky´
cˇlen prediktivn´ı hustoty pravdeˇpodobnosti (5.1.1) neza´visle na ostatn´ıch a tedy Funkci
h0(x0) linearizujeme ve vsˇech bodech xˆ
′
0i, pro i = 1, 2, ..., ξ
′
0. Tento postup je oznacˇova´n jako
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v´ıcena´sobna´ linearizace [51]. Vy´raz (5.2.1) se pak zmeˇn´ı na























0i)(x0 − xˆ′0i), R0)dx0
(5.2. 2)









0i)(x0 − xˆ′0i), R0)
ktere´ jsou shodne´ azˇ na va´hovy´ koeficient α′0i se cˇlenem pouzˇity´m prˇi odvozen´ı rozsˇ´ıˇrene´ho Kal-
manova filtru ve vztahu (4.1.10). To znamena´, zˇe (5.2.2) mu˚zˇeme rˇesˇit ξ′0-kra´t aplikac´ı odvozen´ı
rozsˇ´ıˇrene´ho Kalmanova filtru. Pro i-ty´ rozsˇ´ıˇreny´ Kalman˚uv filtr bude, s ohledem na (4.1.8),
platit pi(x0 | z0)pi(z0 | z−1) = pi(x0 | z−1)pi(z0 | x0), tedy
















0i)(x0 − xˆ′0i), R0) (5.2. 3)
Pro zjednodusˇen´ı za´pisu definujme
ζ0i
4












Pak filtracˇn´ı hustotu mu˚zˇeme zapsat t´ımto zp˚usobem
pA(x0 | z0) =
∑ξ0





α0iN(x0 : xˆ0i, P0i) (5.2. 6)








T´ım je ukoncˇen vy´pocˇet aproximacˇn´ı filtracˇn´ı hustoty pravdeˇpodobnosti. Prˇejdeˇme nyn´ı
k prediktivn´ı hustoteˇ pravdeˇpodobnosti pro k = 1.
Vyjdeˇme z bayesovsky´ch rekurzivn´ıch vztah˚u. Pro prediktivn´ı hustotu plat´ı
p(x1 | z0) =
∫
p(x0 | z0)p(x1 | x0)dx0 (5.2. 9)
Dosazen´ım z (5.2.6) a (4.1.6) dostaneme
pA(x1 | z0) =
∫ ξ1∑
i=1
α0iN(x0 : xˆ0i, P0i)N(x1 : f0(x0), Q0)dx0 (5.2. 10)
67
kde ξ1 = ξ0. Analogickou u´vahou jako prˇi stanoven´ı filtracˇn´ı hustoty (5.2.6), to jest realizac´ı
v´ıcena´sobne´ linearizace f0(x0) dostaneme
pA(x1 | z0) =
∫ ξ1∑
i=1
α0iN(x0 : xˆ0i, P0i)N(x1 : f0(xˆ0i)
+ F (xˆ′0i)(x0 − xˆ′0i), Q0)dx0 (5.2. 11)
Funkce f0(x0) byla ξ
′
1-kra´t linearizova´na v bodech xˆ0i, tedy
f0(x0) ' f0(xˆ0i) + F (xˆ′0i)(x0 − xˆ′0i), i = 1, 2, ..., ξ1
Ve vztahu (5.2.11) mu˚zˇeme zameˇnit porˇad´ı integrace a sumace a za integra´lem dostaneme pro
i stejny´ vy´raz jako prˇi odvozen´ı prediktivn´ı hustoty v podkapitole 4.1. Vy´raz (5.2.11) mu˚zˇeme
rovnou upravit na





N(x0 : xˆ0i, P
′
0i)N(x1 : f0(xˆ0i) + F (xˆ
′

















1i se z´ıskaj´ı z forma´lneˇ shodny´ch vztah˚u jako v podkapitole 4.1 u
rozsˇ´ıˇrene´ho Kalmanova filtru.
Mu˚zˇeme uzavrˇ´ıt, zˇe jak (5.2.6), tak (5.2.12) jsou hustoty pravdeˇpodobnosti stejne´ struktury
jako hustota pravdeˇpodobnosti pocˇa´tecˇn´ıho stavu, a to va´zˇeny´ soucˇet norma´ln´ıch rozlozˇen´ı.
Prˇedchoz´ı postup tedy opeˇt mu˚zˇeme zobecnit pro jaky´koliv cˇasovy´ okamzˇik k. Shrnˇme dosazˇene´
vy´sledky a pouzˇijme jizˇ cˇasovy´ index k.
Aproximacˇn´ı filtracˇn´ı hustota pravdeˇpodobnosti:
pk(xk | zk) =
ξk∑
i=1












−1[zk − hk(xˆ′ki)] (5.2. 14)
Pki = P
′
ki − P ′kiHT (xˆ′ki)[H(xˆ′ki)P ′kiHT (xˆ′ki) +Rk]−1H(xˆ′ki)P ′ki (5.2. 15)

















































Obra´zek 5.2. 1: Filtr s v´ıcena´sobnou linearizac´ı
Aproximacˇn´ı prediktivn´ı hustota pravdeˇpodobnosti:








xˆ′k+1,i = fk(xˆki) (5.2. 20)
P ′k+1,i = F (xˆki)PkiF
T (xˆki) +Qk (5.2. 21)
α′k+1,i = αki (5.2. 22)
ξ′k+1 = ξk (5.2. 23)
Vztahy (5.2.13)-(5.2.23) definuj´ı filtr, jehozˇ blokove´ schema je na obr. 5.2.1, kde je zrˇejme´, zˇe
informacˇn´ı tok je jednosmeˇrny´, a to od loka´ln´ıch filtr˚u reprezentovany´ch rozsˇ´ıˇreny´mi Kalma-
novy´mi filtry smeˇrem ke globa´ln´ımu filtru generuj´ıc´ıho podmı´neˇne´ hustoty pravdeˇpodobnosti
(5.2.13) a (5.2.19). Poznamenejme, zˇe kazˇdy´ Kalman˚uv filtr vznikl linearizac´ı nelinearit okolo
jine´ho bodu. To je motivace pro na´zev filtr s v´ıcena´sobnou linearizac´ı. Poznamenejme, zˇe tento
filtr byl publikova´n bez odvozen´ı v [39] a v anglicky psane´ literaturˇe se mu˚zˇeme setkat s na´zvy
”
Gaussian sum filter“ nebo
”
Gaussian mixture filter“. V literaturˇe se lze take´ setkat s prˇ´ıstupy
k na´vrhu filtru s v´ıcena´sobnou linearizac´ı vyuzˇ´ıvaj´ıc´ı jine´ aproximacˇn´ı techniky pouzˇ´ıvane´
v loka´ln´ıch filtrech, jako naprˇ. Stirlingovu interpolaci [93].
Prˇedstaveny´ filtr s v´ıcena´sobnou linearizac´ı implicitneˇ poskytuje odhady ve formeˇ podmı´neˇny´ch
hustot pravdeˇpodobnosti. Pro na´sledne´ vyuzˇit´ı odhad˚u je vsˇak cˇasto nutne´ vypocˇ´ıtat bodove´





k+1, tedy globa´ln´ı strˇedn´ı hodnoty a kovariance, lze prove´st na´sleduj´ıc´ım
zp˚usobem.
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Pk = E[(xk − xˆk)(xk − xˆk)T | zk] =
∫



























xTkN(xk : xˆki, Pki)dxk
−
∫
















αki[Pki + (xˆk − xˆki)(xˆk − xˆki)T ] (5.2. 26)








k+1 − xˆ′k+1,i)(xˆ′k+1 − xˆ′k+1,i)T ] (5.2. 27)
Na za´veˇr te´to sekce proved’me zhodnocen´ı odvozene´ho filtru:
1. Zvolene´ aproximace nelinea´rn´ıch funkc´ı hk(·), fk(·) umozˇnˇuj´ı explicitn´ı rˇesˇitelnost u´lohy.
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2. Loka´ln´ı filtry jsou navza´jem neza´visle´. Avsˇak poznamenejme, zˇe v literaturˇe lze naj´ıt verze
filtru s v´ıcena´sobnou linearizac´ı, kde globa´ln´ı odhad je propagova´n zpeˇt k loka´ln´ım filtr˚um
a tedy, loka´ln´ı filtry jizˇ nejsou navza´jem neza´visle´ [87]. V tomto prˇ´ıpadeˇ se mu˚zˇeme, v an-
glicky psane´ literaturˇe, setkat s pojmem
”
interacting multiple models“.
3. Jestlizˇe hk(·), fk(·) jsou linea´rn´ı funkce, pak filtracˇn´ı i prediktivn´ı hustoty jsou vypocˇteny
exaktneˇ (bez jaky´chkoliv aproximac´ı), i kdyzˇ apriorn´ı hustota pravdeˇpodobnosti je negaus-
sovska´ (soucˇet norma´ln´ıch rozlozˇen´ı).
4. Aproximacˇn´ı filtracˇn´ı a prediktivn´ı hustoty pravdeˇpodobnosti maj´ı vlastnost reproduko-
vatelnosti, to jest v kazˇde´m cˇasove´m okamzˇiku k = 0, 1, 2, . . . jsou da´ny va´zˇeny´m soucˇtem
norma´ln´ıch rozlozˇen´ı.
5. Jestlizˇe hustota pravdeˇpodobnosti pocˇa´tecˇn´ıho stavu je gaussovska´, pak filtr zdegeneruje
na rozsˇ´ıˇreny´ Kalman˚uv filtr.




k+1,i) pro i = 1, 2, ..., ξk mohou by´t reali-
zova´ny se´rioveˇ, ale i paralelneˇ.
7. Kv˚uli linearizaci nelinea´rn´ıch funkc´ı jsou kovariance Pki a P
′
k+1,i funkcemi meˇrˇen´ı.
8. Va´hovy´ koeficient αki je nelinea´rn´ı funkc´ı meˇrˇen´ı, nebot’ ζki je nelinea´rn´ı funkc´ı meˇrˇen´ı.
Jako d˚usledek, pak, na rozd´ıl od loka´ln´ıch filtr˚u, je odhad stavu poskytovany´ filtrem
s v´ıcena´sobnou linearizac´ı nelinea´rn´ı vzhledem k aktua´ln´ımu meˇrˇen´ı.
5.3 Synte´za filtru pro linea´rn´ı negaussovsky´ syste´m
Vyjdeˇme z prˇedpokladu, zˇe za´kladn´ı prostrˇedek pro popis apriorn´ıch charakteristik na´hodny´ch
promeˇnny´ch je hustota pravdeˇpodobnosti dana´ va´hovy´m soucˇtem norma´ln´ıch rozlozˇen´ı. Na
rozd´ıl od prˇedchoz´ıch dvou sekc´ı, kde jsme va´zˇeny´ soucˇet norma´ln´ıch rozlozˇen´ı pouzˇili pro
popis pocˇa´tecˇn´ıho stavu, nyn´ı ho pouzˇijeme i pro popis stavove´ho sˇumu a sˇumu meˇrˇen´ı, tedy
vsˇech na´hodny´ch velicˇin vystupuj´ıc´ıch v modelu syste´mu. Va´zˇeny´ soucˇet norma´ln´ıch rozlozˇen´ı
budeme opeˇt cha´pat bud’ jako exaktneˇ danou nebo jako pevnou strukturu s volny´mi parametry
(va´ha, strˇedn´ı hodnota, kovariance) umozˇnˇuj´ıc´ı aproximaci libovolne´ hustoty pravdeˇpodobnosti.
Co se ty´cˇe funkc´ı fk(·), hk(·), budeme v te´to sekci budeme prˇedpokla´dat, zˇe jsou linea´rn´ı. Na
druhe´ straneˇ vsˇak v porovna´n´ı s podkapitolou 5.2 zde uvazˇovany´ proble´m je obecneˇjˇs´ı z pohledu
prˇedpoklad˚u na sˇumy.
Definujme linea´rn´ı negaussovsky´ syste´m na´sleduj´ıc´ımi vztahy a vlastnostmi:
xk+1 = Fkxk + wk (5.3. 1)
zk = Hkxk + vk (5.3. 2)
p(x0 | z−1) =
ξ′0∑
i=1











γkmN(vk : vˆkm, Rkm) (5.3. 5)
Opeˇt prˇedpokla´da´me, zˇe {wk} a {vk} jsou b´ıle´ sˇumy, vza´jemneˇ neza´visle´ a neza´visle´ rovneˇzˇ na x0.
Pro estimaci stavu pouzˇijeme opeˇt bayesovsky´ prˇ´ıstup. C´ılem je urcˇit podmı´neˇne´ hustoty
pravdeˇpodobnosti stavu. Zacˇneme opeˇt, jako ve vsˇech prˇedchoz´ıch odvozen´ıch, v okamzˇiku
k = 0 vy´pocˇtem filtracˇn´ı hustoty, ktera´ vznikne z apriorn´ı p(x0 | z−1) a zpracova´n´ım meˇrˇen´ı z0.
Pro vy´pocˇet filtracˇn´ı hustoty potrˇebujeme nejdrˇ´ıve vyja´drˇit hustotu pravdeˇpodobnosti meˇrˇen´ı.
Tu mu˚zˇeme v tomto prˇ´ıpadeˇ snadno vyja´drˇit
p(z0 | x0) =
rk∑
m=1
γkmN(z0 : H0x0 + vˆ0m, R0m) (5.3. 6)
Dosazen´ım (5.3.3) a (5.3.6) do vztahu pro filtracˇn´ı hustotu a rozna´soben´ım dostaneme









































0i)N(z0 : H0x0 + vˆ0r0 , R0r0)
p(z0 | z−1) (5.3. 7)
Kazˇdy´ z teˇchto r0 zlomk˚u v (5.3.7) je forma´lneˇ a obsahoveˇ shodny´ s vy´razy v (3.2.4) uvazˇovany´ch
prˇi synte´ze Kalmanova filtru. Proto mu˚zˇeme prˇevz´ıt vy´sledky z podkapitoly 3.2 pro vyja´drˇen´ı
zlomk˚u v prˇedchoz´ım vztahu, cˇ´ımzˇ z´ıska´me































0i + vˆ0r0 , H0P
′
0iH0 +R0r0)N(x0 : xˆ0[i+ξ′0(r0−1)], P0[i+ξ′0(r0−1)])
p(z0 | z−1)
(5.3. 8)
kde p(z0 | z−1) prˇedstavuje normalizacˇn´ı konstantu.
Ze vztahu (5.3.8) vyply´va´, zˇe p(x0 | z0) je opeˇt va´zˇeny´ soucˇet norma´ln´ıch rozdeˇlen´ı a pocˇet
cˇlen˚u v tomto soucˇtu je da´n soucˇinem pocˇtu cˇlen˚u v apriorn´ı hustoteˇ pravdeˇpodobnosti a pocˇtu
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cˇlen˚u figuruj´ıc´ıch v hustoteˇ pravdeˇpodobnosti meˇrˇen´ı. Tedy
ξ0
4
= ξ′0r0 (5.3. 9)
Kv˚uli ujednodusˇen´ı za´pisu (5.3.8) definujme
ζ0j
4

















kde indexy i a m jsou v na´sleduj´ıc´ım vztahu k j
i = j − IFIX(j − 1
ξ′0
)ξ′0, i = 1, 2, ..., ξ
′
0 (5.3. 12)
m = 1 + IFIX(
j − 1
ξ′0
), m = 1, 2, ..., r0 (5.3. 13)
kde funkce IFIX ponecha´va´ celou cˇa´st cˇ´ısla v za´vorce. Platnost (5.3.12) a (5.3.13) je dostatecˇneˇ
zrˇejma´ ze vztah˚u (5.3.7) a (5.3.8).
Nyn´ı jizˇ mu˚zˇeme (5.3.8) zapsat prˇehledny´m zp˚usobem, a to
p(x0 | z0) =
ξ0∑
j=1
α0jN(x0 : xˆ0j , P0j) (5.3. 14)
kde ξ0 je da´no (5.3.9), α0j (5.3.11) a strˇedn´ı hodnoty xˆ0j a kovariance P0j jsou analogie vztah˚u












−1[z0 −H0xˆ0i − vˆ0m] (5.3. 15)
P0j = P
′
0i − P ′0iHT0 [H0P ′0iHT0 +R0m]−1H0P0i (5.3. 16)
a indexy se meˇn´ı podle (5.3.12), (5.3.13).
T´ım je vy´pocˇet filtracˇn´ı hustoty pravdeˇpodobnosti ukoncˇen. Mu˚zˇeme konstatovat, zˇe filtracˇn´ı
hustota ma´ stejnou strukturu jako apriorn´ı hustota pravdeˇpodobnosti.
Da´le pokracˇujme v synte´ze estima´toru vy´pocˇtem prediktivn´ı hustoty pravdeˇpodobnosti
p(x1 | z0). Potrˇebujeme zna´t prˇechodovou hustotu pravdeˇpodobnosti. Z (5.3.1) a (5.3.4) je vsˇak
zrˇejme´, zˇe
p(x1 | x0) =
q0∑
n=1
β0nN(x1 : F0x0 + vˆ0n, Q0n) (5.3. 17)
Dosazen´ım (5.3.17) a (5.3.14) do (3.2.29) dostaneme
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α0jN(x0 : xˆ0j , P0j)][
q0∑
n=1
β0nN(x1 : F0x0 + wˆ0n, Q0n]dx0 (5.3. 18)
Tento vy´raz mu˚zˇe by´t rozepsa´n


















N(x0 : xˆ0j , P0j)N(x1 : F0x0 + wˆ0q0 , Q0q0)dx0 (5.3. 19)
Kazˇdy´ z teˇchto q0 soucˇt˚u je obsahoveˇ shodny´ s (3.2.29) vedouc´ı k (3.2.43), a proto (5.3.19)
mu˚zˇeme prˇ´ımo upravit na tvar

























To znamena´, zˇe prediktivn´ı hustota pravdeˇpodobnosti ma´ stejnou strukturu jako filtracˇn´ı
hustota, protozˇe se jedna´ opeˇt o va´zˇeny´ soucˇet norma´ln´ıch rozlozˇen´ı. Vy´raz (5.3.20) mu˚zˇeme
zrˇejmeˇ prˇepsat na tvar









ξ′1 = ξ0q0 (5.3. 22)
α′1i = α0jβ0n (5.3. 23)
xˆ′1i = F0xˆ0j + wˆ0n (5.3. 24)
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P ′1i = F0P0jF
T
0 +Q0n (5.3. 25)
Indexy j, n jsou v na´sleduj´ıc´ım vztahu k indexu i
j = i− IFIX( i− 1
ξ0
)ξ0, j = 1, 2, ..., ξ0 (5.3. 26)
n = 1 + IFIX(
i− 1
ξ0
), n = 1, 2, ..., q0 (5.3. 27)
Vy´pocˇet prediktivn´ı hustoty pravdeˇpodobnosti je t´ımto ukoncˇen. Filtracˇn´ı a prediktivn´ı hustoty
byly vypocˇteny bez jaky´chkoliv aproximac´ı a patrˇ´ı do stejne´ trˇ´ıdy jako apriorn´ı hustota. Z toho
vyply´va´, zˇe dosazˇene´ vy´sledky mu˚zˇeme forma´lneˇ zobecnit pro libovolne´ k. Pro prˇehlednost opeˇt
shrnˇme vy´sledny´ algoritmus estimace a zapiˇsme ho jizˇ pro cˇasovy´ okamzˇik k.
Filtracˇn´ı hustota pravdeˇpodobnosti p(xk | zk) pro k = 0, 1, ...
p(xk | zk) =
ξk∑
j=1












−1[zk −Hkxˆki − vˆkm] (5.3. 29)
Pkj = P
′
ki − P ′kiHTk [HkP ′kiHTk +Rkm]−1HkP ′ki (5.3. 30)
i = j − IFIX(j − 1
ξ′k
)ξ′k, i = 1, 2, ..., ξ
′
k (5.3. 31)
m = 1 + IFIX(
j − 1
ξ′k
), m = 1, 1, ..., rk (5.3. 32)
ζkj = N(zk : Hkxˆ
′























je pro k = 0 zna´ma´ apriorn´ı hustota p(x0 | z−1) a pro k > 0 bude vypocˇtena, a tud´ızˇ rovneˇzˇ
zna´ma´.
Prediktivn´ı hustota pravdeˇpodobnosti p(xk+1 | zk) pro k = 0, 1, 2, ...









xˆ′k+1,i = Fkxˆkj + wˆkn (5.3. 37)
P ′k+1,i = FkPkjF
T
k +Qkn (5.3. 38)
j = i− IFIX( i− 1
ξk
)ξk, j = 1, 2, ..., ξk (5.3. 39)
n = 1 + IFIX(
i− 1
ξk
), n = 1, 2, ..., qk (5.3. 40)
α′k+1,i = αkjβkn (5.3. 41)
ξ′k+1 = ξkqk (5.3. 42)
prˇicˇemzˇ p(xk | zk) =
∑ξk
j=1 αkjN(xk : xˆkj , Pkj) je vypocˇtena´ hustota. V okamzˇiku vy´pocˇtu
prediktivn´ı hustoty je zna´ma´.
Jake´ jsou za´kladn´ı vlastnosti tohoto nelinea´rn´ıho estima´toru (5.3.28)-(5.3.42).
1. Vy´pocˇet hustot pravdeˇpodobnosti je exaktn´ı, neprova´d´ı se zˇa´dna´ aproximace.
2. Pro qk = rk = ξ
′
0 = 1 pro vsˇechna k estima´tor prˇejde na Kalman˚uv filtr.
3. Estima´tor je teoreticky´m a prakticky´m mostem mezi linea´rn´ı a nelinea´rn´ı filtrac´ı.
Umozˇnˇuje vnitrˇn´ı detailn´ı pohled na vztah mezi formulac´ı u´lohy a jej´ım rˇesˇen´ım.
4. Vytva´rˇ´ı teoreticky´ za´klad pro rˇesˇen´ı nejenom linea´rn´ıho negaussovske´ho proble´mu, ale i
pro dalˇs´ı u´lohy, ktere´ budou soucˇa´st´ı sˇeste´ a sedme´ kapitoly.
5. V obecne´m prˇ´ıpadeˇ, tj. pro r > 1 a q > 1, pocˇet cˇlen˚u ve va´zˇene´m soucˇtu norma´ln´ıch
rozlozˇen´ı definuj´ıc´ı hustoty pravdeˇpodobnosti roste. Redukc´ı pocˇtu cˇlen˚u se zaby´va´ naprˇ.
[49], [52].
5.4 Synte´za filtru pro nelinea´rn´ı negaussovsky´ syste´m
V te´to sekci se zameˇrˇ´ıme na synte´zu filtru pro syste´m, ktery´ na rozd´ıl od podkapitoly 5.3,
obsahuje nelinearity ve stavove´ rovnici prˇ´ıpadneˇ v rovnici meˇrˇen´ı. Prˇedchoz´ı podkapitoly pak
mohou by´t cha´pa´ny jako specia´ln´ı prˇ´ıpady te´to u´lohy.
Pro synte´zu filtru pouzˇijeme postup obdobny´ jako prˇi na´vrhu nelinea´rn´ıho filtru z (5.2) a (5.3).
Uvazˇujme tedy na´sleduj´ıc´ı nelinea´rn´ı negaussovsky´ syste´m.
xk+1 = fk(xk) + wk (5.4. 1)
zk = hk(xk) + vk (5.4. 2)
p(x0 | z−1) =
ξ′0∑
i=1











γkmN(vk : vˆkm, Rkm) (5.4. 5)
Na´hodne´ procesy {wk} a {vk} jsou b´ıle´, vza´jemneˇ neza´visle´ a neza´visle´ na pocˇa´tecˇn´ım stavu x0.
Protozˇe jsme provedli v sekci 5.2 odvozen´ı filtru pro nelinea´rn´ı gaussovsky´ syste´m a v 5.3 pro
linea´rn´ı negaussovsky´ syste´m, nebudeme zde jizˇ odvozovat filtr pro syste´m (5.4.1)-(5.4.5) a
pouze provedeme kombinaci vy´sledk˚u z 5.2 a 5.3. Rovnou pak dostaneme filtracˇn´ı aproximacˇn´ı
hustotu pro krok k.
Filtracˇn´ı aproximacˇn´ı hustota pravdeˇpodobnosti pA(xk | zk) pro k = 0, 1, 2, ...
pA(xk | zk) =
ξk∑
j=1
















−1[zk − hk(xˆ′ki)− vˆkm] (5.4. 7)
Pkj = P
′
ki − P ′kiHTk (xˆ′ki)[Hk(xˆ′ki)P ′kiHTk (xˆki) +Rkm]−1Hk(xˆ′ki)P ′ki (5.4. 8)
kde kombinace index˚u je stejna´ jako v prˇedchoz´ı sekci. Rovneˇzˇ Hk(·) je definova´no stejneˇ jako
v podkapitole 4.1.
Prediktivn´ı hustota pravdeˇpodobnosti pA(xk+1 | zk) pro k = 0, 1, 2, ...








xˆ′k+1,i = fk(xˆkj) + wˆ
′
kn (5.4. 10)
P ′k+1,i = Fk(xˆkj)PkjF
T
k (xˆkj) +Qkn (5.4. 11)
kde kombinace index˚u je stejna´ jako v prˇedchoz´ı sekci. Rovneˇzˇ Fk(·) je definova´no stejneˇ jako
v (4.1.14).
Podkapitola 5.4 uzav´ıra´ vy´klad a analyticke´ odvozen´ı nelinea´rn´ıch filtr˚u jak pro linea´rn´ı ne-
gaussovske´ syste´my, tak pro nelinea´rn´ı negaussovske´ syste´my, kde hustota pravdeˇpodobnosti
pocˇa´tecˇn´ı podmı´nky a poruch je ve specia´ln´ı strukturˇe smeˇsi norma´ln´ıch rozdeˇlen´ı. Tvorbeˇ mo-
delu smeˇsovy´ch hustot pravdeˇpodobnosti a prˇ´ıklad˚um pouzˇit´ı je veˇnova´na na´sleduj´ıc´ı kapitola.
Uvazˇovany´ popis umozˇnˇuje navrhnout estimacˇn´ı algoritmy jejichzˇ cˇinnost je pr˚uhledna´ a dobrˇe
interpretovatelna´. Vy´znamnou prˇednost´ı je mozˇnost plynule´ho prˇechodu od jednotlivy´ch u´loh
estimace spojeny´ch s odhadem stavu linea´rn´ıch gaussovsky´ch syste´mu˚ azˇ k u´loha´m estimace
stavu nelinea´rn´ıch negaussovsky´ch syste´mu˚, ktere´ jsou soucˇa´st´ı proble´mu nelinea´rn´ı filtrace.
Technika a za´kladn´ı mysˇlenky na´vrhu nelinea´rn´ıch filtr˚u mohou by´t pouzˇity i prˇi synte´ze
dua´ln´ıch regula´tor˚u [53], optima´ln´ıho rˇ´ızen´ı [54], [55] a predikce [57]. Alternativn´ı obecne´
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postupy k aproximaci Bayesova pravidla a k rekurzivn´ı nelinea´rn´ı estimaci jsou prezentova´ny
naprˇ. [57], [58], [59], [60].
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Kapitola 6
Modelova´n´ı specificky´ch jev˚u a
estimace stavu
Prˇedchoz´ı kapitoly obsahuj´ı mnozˇstv´ı algoritmu˚ estimace pro situace, kdy je potrˇebne´ prˇekrocˇit
prˇi modelova´n´ı syste´mu˚ cˇi proces˚u ra´mec linearity a gaussovosti. V te´to kapitole se zameˇrˇ´ıme
na neˇkolik mozˇny´ch aplikac´ı negaussovsky´ch model˚u pro formulaci a rˇesˇen´ı u´loh vy´znamny´ch
z prakticke´ho hlediska.
Prˇedevsˇ´ım se budeme veˇnovat proble´mu˚m spojeny´ch s odhadem skokoveˇ (hrubeˇ) se meˇn´ıc´ıch
parametr˚u cˇi stavu [52], [61], [63] a synte´zou robustn´ıch estima´tor˚u s ohledem na hrube´, avsˇak
rˇ´ıdce se vyskytuj´ıc´ı chyby meˇrˇen´ı [62], [63], [64], [65].
Bude uka´za´no, zˇe prˇedcha´zej´ıc´ı kapitoly obsahuj´ı nejenom vhodny´ apara´t pro popis takovy´ch
jev˚u, ale za´rovenˇ prˇedkla´daj´ı i analyticke´ rˇesˇen´ı estimacˇn´ıch u´loh, ktere´ je i z inzˇeny´rske´ho
hlediska pro tyto i dalˇs´ı situace prˇijatelne´.
6.1 Modelova´n´ı skokovy´ch zmeˇn stavu





βknN(wk : wˆkn, Qkn) (6.1. 1)
Na rozd´ıl od [39] prˇedpokla´dejme, zˇe hustota pravdeˇpodobnosti (6.1.1) nen´ı aproximace neˇjake´
jine´, zna´me´ hustoty (naprˇ. rovnomeˇrne´ho rozlozˇen´ı), ale zˇe tato funkce je vytvorˇena takovy´m
zp˚usobem, zˇe umozˇn´ı popsat hrube´ zmeˇny stavu. Konkretizujme tuto mysˇlenku.
Prˇedpokla´dejme, zˇe skala´ry βk1, βk2 vyjadrˇuj´ı pravdeˇpodobnost, zˇe nastane urcˇity´ jev bk1,





p(wk | bkn)Pr(bkn) (6.1. 2)
kde Pr(bkn) znamena´ pravdeˇpodobnost jev˚u bkn a p(wk | bkn) je prˇ´ıslusˇna´ podmı´neˇna´ hustota
pravdeˇpodobnosti.
79
Vztah (6.1.1) mu˚zˇeme tedy cha´pat jako marginalizaci hustoty pravdeˇpodobnosti pro spojitou
na´hodnou velicˇinu wk a diskre´tn´ı na´hodnou velicˇinu bk. Alternativneˇ vyja´drˇeno, z (6.1.2) a
(6.1.1) vyply´va´, zˇe wk je popsa´na norma´ln´ım rozlozˇen´ım N(wk : wˆk1, Qk1) s pravdeˇpodobnost´ı
Pr(b1) = βk1 a rozlozˇen´ım N(wk : wˆk2, Qk2) s pravdeˇpodobnost´ı Pr(b2) = βk2. Tedy wk je
na´hodna´ velicˇina, ktere´ prˇ´ıslusˇ´ı jiste´ rozlozˇen´ı s jistou pravdeˇpodobnost´ı:
wk → N(wk : wˆk1, Qk1) s pravdeˇpodobnost´ı βk1
wk → N(wk : wˆk2, Qk2) s pravdeˇpodobnost´ı βk2.
βk1 + βk2 = 1
Tato interpretace (6.1.1) na´m nyn´ı snadno umozˇn´ı postavit model sˇumu reprezentuj´ıc´ı skokove´
zmeˇny stavu.
Definujme βk1 jako pravdeˇpodobnost standardn´ı ”
male´“ nejistoty ovlivnˇuj´ıc´ı vy´voj stavu a βk2
jako pravdeˇpodobnost vy´skytu
”
velky´ch“ poruch p˚usob´ıc´ıch na´sledneˇ vy´razne´ zmeˇny stavu.
To znamena´, zˇe trojice βk1, wˆk1 a Q1 by meˇla reprezentovat mı´rne´ poruchy (βk1 → 1, Qk1
je
”
mala´ kovariance“), zat´ımco trojice βk2, wˆk1, Qk2 odpov´ıda´ potencia´lneˇ vy´razny´m zmeˇna´m
(βk2 → 0, Qk2 je ”velka´“ kovariance) prˇi wˆk1 = wˆk2.
Samozrˇejmeˇ, pocˇet cˇlen˚u v sumeˇ (6.1.1) mu˚zˇe by´t zvy´sˇen na 3, 4, . . . podle situace a interpretace
se prˇ´ıslusˇneˇ zmeˇn´ı.
Zaveden´ı diskre´tn´ı na´hodne´ velicˇiny na´m umozˇnilo konstruovat model poruchy s prˇirozenou
interpretac´ı a vyuzˇ´ıt ho pro modelova´n´ı skokovy´ch zmeˇn stavu.
6.2 Modelova´n´ı hruby´ch chyb meˇrˇen´ı
V te´to sekci se budeme zaby´vat modelova´n´ım hruby´ch chyb meˇrˇen´ı. Postup bude forma´lneˇ
analogicky´ jako v podkapitole 6.1.




γkmN(vk : vˆkm, Rkm) (6.2. 1)
Na´vrha´rˇ tohoto modelu mu˚zˇe definovat γk1 jako pravdeˇpodobnost beˇzˇne´ poruchy meˇrˇen´ı
s malou neurcˇitost´ı vyja´drˇenou kovarianc´ı Rk1 a γk2 jako pravdeˇpodobnost zrˇ´ıdka se vyskytuj´ıc´ı
”
velke´“ poruchy (v anglicky psane´ literaturˇe oznacˇovane´ jako
”
outliers“) vyja´drˇenou kovarianc´ı




p(vk | cm)Pr(cm) (6.2. 2)
kde Pr(cm) = γkm je pravdeˇpodobnost vzniku jevu cm a p(vk | cm) = N(vk : vˆkm, Rkm) je
prˇ´ıslusˇna´ podmı´neˇna´ hustota pravdeˇpodobnosti.
Trojice γk1, vˆk1, Rk1 a γk2, vˆk2, Rk2 pak modeluj´ı beˇzˇne´ poruchy meˇrˇen´ı a zrˇ´ıdka se vyskytuj´ıc´ı
hrube´ chyby. Samozrˇejmeˇ pocˇet cˇlen˚u v sumeˇ se mu˚zˇe zveˇtsˇit na 3, 4, . . . V takove´m prˇ´ıpadeˇ by
se zmeˇnila i odpov´ıdaj´ıc´ım zp˚usobem interpretace.
Poznamenejme, zˇe tento zp˚usob modelova´n´ı poruchy meˇrˇen´ı zahrnuje i dalˇs´ı mozˇnosti kromeˇ
modelova´n´ı hruby´ch chyb. Vsˇimneˇme si naprˇ. mozˇnosti zave´st strˇedn´ı hodnoty vˆkm = vˆm,
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kde vˆm mu˚zˇe naby´vat konecˇne´ho pocˇtu hodnot a Rkm = Rm = R = 0 pro vsˇechna k. T´ımto
zp˚usobem bychom vlastneˇ modelovali prˇ´ıtomnost nezna´me´ho konstantn´ıho signa´lu (o konecˇne´m
pocˇtu u´rovn´ı) v meˇrˇen´ı. Podobneˇ i v podkapitole 6.1 lze vyuzˇ´ıt v (6.1.1) strˇedn´ı hodnoty
stavove´ho sˇumu pro modelova´n´ı r˚uzneˇ veliky´ch skok˚u.
6.3 Popis pocˇa´tecˇn´ıho stavu










kde opeˇt p(x0) nen´ı aproximace neˇjake´ zna´me´ hustoty pocˇa´tecˇn´ıho stavu, ale α
′
01 je












Tuto skutecˇnost bychom prˇesneˇji mohli zapsat takto
p(x0) = p(x0 | z−1) =
2∑
i=1
p(x0 | ai, z−1)Pr(ai | z−1) (6.3. 2)
kde Pr(ai | z−1) je podmı´neˇna´ pravdeˇpodobnost vy´skytu jevu ai,
p(x0 | ai, z−1) je podmı´neˇna´ hustota pravdeˇpodobnosti x0.
Poznamenejme, zˇe pocˇet cˇlen˚u v sumeˇ z (6.3.1) mu˚zˇe by´t zveˇtsˇen na 3,4,... a interpretova´n





Nyn´ı je zrˇejme´, zˇe hustoty pravdeˇpodobnosti v (6.1.1), (6.2.1) i v (6.3.1) maj´ı stejnou
forma´ln´ı strukturu a umozˇnˇuj´ı velmi flexibiln´ı interpretaci pro r˚uzne´ typy u´loh. Naprˇ. jevy
ai, i = 1, 2, ..., ξ
′
0 mohou by´t spojeny s prˇedpoklady o syste´mu reprezentovane´m modely Mi jak
bude uka´za´no v sedme´ kapitole.
6.4 Aproximace hustoty pravdeˇpodobnosti smeˇs´ı norma´ln´ıch
rozdeˇlen´ı
V prˇedchoz´ıch sekc´ıch byla pozornost uprˇena na situace, kdy lze poruchu ve stavu cˇi meˇrˇen´ı
nebo pocˇa´tecˇn´ı podmı´nku prˇesneˇ modelovat smeˇs´ı norma´ln´ıch rozlozˇen´ı. Mnohdy vsˇak hus-
tota pravdeˇpodobnosti poruch cˇi pocˇa´tecˇn´ı podmı´nky je popsa´na jinou specifickou hustotou
pravdeˇpodobnosti. Jak prˇ´ıklad mu˚zˇeme uve´st Studentovo rozdeˇlen´ı cˇi sˇikme´ Studentovo rozdeˇlen´ı
vyskytuj´ıc´ı se u´loha´ch sledova´n´ı [114]. V teˇchto situac´ıch vsˇak mu˚zˇeme aproximovat obecnou
hustotu pravdeˇpodobnosti smeˇs´ı norma´ln´ıch rozlozˇen´ı, tj. naprˇ. prˇi uvazˇova´n´ı obecne´ hustoty




βknN(wk : wˆkn, Qkn) (6.4. 1)
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kde hledane´ parametry jsou va´hy βkn, d´ılcˇ´ı strˇedn´ı hodnoty wˆkn a d´ılcˇ´ı kovariancˇn´ı matice Qkn.
V literaturˇe lze naj´ıt spoustu prˇ´ıstup˚u a metod k vy´pocˇtu hledany´ch parametr˚u smeˇsi
norma´ln´ıch rozdeˇlen´ı. Mezi vsˇemi lze zmı´nit prˇ´ıstup zalozˇeny´ na tzv. EM algoritmu (z ang-
licke´ho
”
expectation-maximization“) [115], ktery´ hleda´ optima´ln´ı odhad, ve smyslu maxima´ln´ı
veˇrohodnosti, parametr˚u smeˇsove´ hustoty na za´kladeˇ na´hodneˇ generovany´ch vzork˚u z p˚uvodn´ı
aproximovane´ hustoty. Pro tento prˇ´ıstup je dostupny´ i toolbox pro prostrˇed´ı MATLAB. Jako al-
ternativu mu˚zˇeme uve´st funkci
”
fit“ prˇ´ımo z programove´ho prostrˇed´ı MATLAB. Poznamenejme
za´veˇrem, zˇe odhad parametr˚u smeˇsove´ hustoty (6.4. 1) se neobejde bez specifikace pocˇtu cˇlen˚u
Nw smeˇsove´ hustoty a mnohdy i pocˇa´tecˇn´ıch odhad˚u d´ılcˇ´ıch strˇedn´ıch hodnot a kovariancˇn´ıch
matic. Za zmı´nku takte´zˇ stoj´ı fakt, zˇe obecnou hustotu pravdeˇpodobnosti je mozˇne´ aproximovat
smeˇs´ı norma´ln´ıch rozdeˇlen´ı s libovolnou prˇesnost´ı.
6.5 Modelova´n´ı dalˇs´ıch specificky´ch jev˚u
Doposud jsme se v te´to kapitole zaby´vali alternativn´ımi mozˇnostmi interpretace forma´ln´ıho
apara´tu slouzˇ´ıc´ıho jak pro popis stochasticky´ch syste´mu˚, tak pro analyticky´ na´vrh estimacˇn´ıch
algoritmu˚, ktery´ byl detailneˇ formulova´n a pouzˇ´ıva´n v prˇedchoz´ıch kapitola´ch.
Jak vyply´va´ ze podkapitol 6.1–6.4 ty´kaj´ıc´ıch se modelova´n´ı skokovy´ch zmeˇn stavu, hruby´ch
chyb meˇrˇen´ı a dalˇs´ıch u´loh, je mozˇne´ vyuzˇ´ıt takove´ postupy, ktere´ jsou specia´ln´ım prˇ´ıpadem
u´lohy modelova´n´ı a synte´zy filtru pro linea´rn´ı negaussovsky´ syste´m (5.3.1)–(5.3.5) formulovane´
a rˇesˇene´ v 5.3. Ukazˇme si, jak by mohli by´t v ra´mci podkapitoly 5.3 tyto specia´ln´ı prˇ´ıpady
formulova´ny.
Odhad (sledova´n´ı) skokoveˇ se meˇn´ıc´ıho stavu.
Uvazˇujme (5.3.1)–(5.3.5) naprˇ. s teˇmito specifikacemi pro k = 0, 1, 2, . . .
Fk = 1, Hk = 1 (6.5. 1)
rk = 1 (6.5. 2)
qk = 2 (6.5. 3)
βk1 = 0.98, βk2 = 0.02 (6.5. 4)
Qk1 = 10
−4, Qk2 = 0.5 (6.5. 5)
wˆk1 = 0, wˆk2 = 0 (6.5. 6)
vˆk = 0, Rk = 10
−4 (6.5. 7)
xˆ′0 = 0, P
′
0 = 100 (6.5. 8)
Pak estimacˇn´ı algoritmus (5.3.28)–(5.3.42) umozˇnˇuje z´ıskat odhad stavu. Jestlizˇe budeme
redukovat v kazˇde´m estimacˇn´ım kroku pocˇet cˇlen˚u v (5.3.28) na ξk = 1, naprˇ. podle maxima´ln´ı
hodnoty αkj , bude algoritmus velmi jednoduchy´, ale prˇesto rychle reaguj´ıc´ı na prudke´ zmeˇny
stavu. Prˇipomenˇme, zˇe αkj zde reprezentuje pravdeˇpodobnost jevu aj a prˇ´ıslusˇ´ı vy´skytu
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na´hodne´ velicˇiny xk s rozlozˇen´ım N(xk : xˆkj , Pkj).
Hrube´ chyby meˇrˇen´ı. Uvazˇujme (5.3.1)–(5.3.5) naprˇ. s t´ım, zˇe pro k = 0, 1, 2, . . . je da´no
Fk = 1, Hk = 1 (6.5. 9)
rk = 2 (6.5. 10)
qk = 1 (6.5. 11)
γk1 = 0.98, γk2 = 0.02 (6.5. 12)
Rk1 = 10
−4, Rk2 = 1 (6.5. 13)
vˆk1 = 0, vˆk2 = 0 (6.5. 14)
wˆk = 0, Qk = 10
−4 (6.5. 15)
xˆ′0 = 0, qquadP
′
0 = 100 (6.5. 16)
Pak estimacˇn´ı algoritmus (5.3.28)–(5.3.42) umozˇnˇuje z´ıskat odhad stavu. Je opeˇt vy´hodne´
prova´deˇt redukci pocˇtu cˇlen˚u v (5.3.28) na ξk = 1 podle maxima´ln´ı αkj se stejnou interpretac´ı
jako v prˇedchoz´ı u´loze. Poznamenejme, zˇe v tomto prˇ´ıpadeˇ estima´tor je robustn´ı, necitlivy´ na
hrube´ chyby meˇrˇen´ı, jelikozˇ v prˇ´ıpadeˇ, zˇe detekuje hrubou poruchu, zisk estima´toru se zmensˇ´ı,
a tud´ızˇ meˇrˇena´ velicˇina obsahuj´ıc´ı mylnou informaci nen´ı bra´na algoritmem ”v u´vahu”.
Ru˚zna´ cˇetnost a charakter skokovy´ch (hruby´ch) zmeˇn stavu.
Uvazˇujme (5.3.1)–(5.3.5) s t´ım, zˇe chceme specifikovat parametry tohoto modelu tak, aby bylo
mozˇne´ vyja´drˇit hrube´ zmeˇny pro kazˇdou stavovou promeˇnnou individua´lneˇ, a to jak s ohledem
na cˇetnost takovy´ch zmeˇn, tak na velikost teˇchto zmeˇn. Jak postavit v tomto prˇ´ıpadeˇ model?
Rˇesˇen´ı je jednoduche´. Prˇedpokla´dejme, zˇe
xk
4
= [xk1, xk2, ..., xks]
T




βknN(wk : wˆkn, Qkn)
mus´ı obsahovat takovy´ pocˇet cˇlen˚u v soucˇtu, aby platilo
qk ≥ s+ 1
prˇicˇemzˇ rovnost by nastala v situaci, kdy jeden cˇlen odpov´ıda´ standardn´ım porucha´m a dalˇs´ı
pak prˇ´ıslusˇ´ı jednotlivy´m stavovy´m promeˇnny´m. Ukazˇme si tuto situaci na prˇ´ıkladu.
83
Necht’ s = 2. Na stav p˚usob´ı stavovy´ sˇum s teˇmito vlastnostmi (∀k)
1. Stav xk je ovlivneˇn veˇtsˇinou ”maly´m”sˇumem naprˇ.
βk1 = 0.95, N(wk : wˆk1, Qk1) Qk1 = 10
−4I
wˆk1 = [0, 0]
T
2. Stav xk1 je obcˇas pod vlivem silneˇjˇs´ı poruchy naprˇ.






wˆk2 = [0, 0]
T
3. Stav xk2 je zcela vyj´ımecˇneˇ pod vlivem hrube´ poruchy naprˇ.






wˆk3 = [0 0]
T
Hustota pravdeˇpodobnosti sˇumu wk pro qk = 3 a s = 2 pak je da´na
p(wk) = 0.95N(wk : wˆk1, Qk1) + 0.04N(wk : wˆk2, Qk2)
+ 0.01N(wk : wˆk3, Qk3) (6.5. 17)
Povsˇimneˇme si, zˇe v tomto prˇ´ıpadeˇ modelujeme skokove´ zmeˇny, ktere´ maj´ı znacˇny´ rozptyl
kolem nulove´ hodnoty. Kdybychom chteˇli vyja´drˇit situaci, kdy porucha naby´va´ neˇjake´ konkre´tn´ı
nenulove´ hodnoty, pak mu˚zˇeme vyuzˇ´ıt strˇedn´ı hodnoty a kovarianci volit velmi malou. Naprˇ.
wˆk1 = [0, 0]
T , Qk1 = 10
−4I
wˆk2 = [1, 0]
T , Qk2 = 10
−4I
wˆk3 = [0,−4]T , Qk3 = 10−4I
by reprezentovalo nasˇi apriorn´ı prˇedstavu o tom, zˇe stav xk1 se obcˇas skokoveˇ meˇn´ı vlivem
poruchy +1 a stav xk2 se vyj´ımecˇneˇ meˇn´ı vlivem poruchy -4. Nicme´neˇ standardneˇ jsou obeˇ
slozˇky stavu pod vlivem slabe´
”
oboustranne´“ poruchy.
Ru˚zna´ cˇetnost a charakter hruby´ch chyb meˇrˇen´ı. Analogicky s prˇedchoz´ım vy´kladem mu˚zˇeme
specifikovat stochasticky´ model pro r˚uznou cˇetnost a charakter hruby´ch chyb meˇrˇen´ı.
Uvazˇujme opeˇt (5.3.1)–(5.3.5) a prˇedpokla´dejme, zˇe vektor meˇrˇen´ı je da´n
zk = [zk1, zk2, ..., zkd]
T




γkmN(vk : vˆkm, Rkm)
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mus´ı obsahovat takovy´ pocˇet cˇlen˚u rk, aby platilo
rk ≥ d+ 1
prˇicˇemzˇ rovnost by nastala v situaci, kdy jeden cˇlen odpov´ıda´ standardn´ım porucha´m a dalˇs´ı
pak prˇ´ıslusˇ´ı jednotlivy´m meˇrˇen´ım z vektoru meˇrˇen´ı. Demonstrujme tuto situaci na prˇ´ıkladu.
Necht’ d = 2. Meˇrˇen´ı je pro vsˇechny cˇasove´ okamzˇiky kontaminova´no sˇumem na´sleduj´ıc´ıch
vlastnost´ı
1. Meˇrˇen´ı (cely´ vektor) je nejcˇasteˇji pod vlivem ”male´ho”sˇumu naprˇ.
γk1 = 0.95 N(vk : vˆk1, Rk1) R1 = 10
−4I
vˆk1 = [0, 0]
T
2. Prvn´ı slozˇka vektoru meˇrˇen´ı je zcela zrˇ´ıdka pod vlivem hrube´ poruchy, naprˇ.






wˆk2 = [0 0]
T
3. Druha´ slozˇka vektoru meˇrˇen´ı je obcˇas pod vlivem teˇzˇke´ poruchy, naprˇ.






vˆk3 = [0, 0]
Hustota pravdeˇpodobnosti vk pak bude mı´t tvar
p(vk) = 0.95N(vk : vˆk1, Rk1) + 0.005N(vk : vˆk2, Rk2)
+ 0.045N(vk : vˆk3, Rk3) (6.5. 18)
Poznamenejme, zˇe mu˚zˇeme lehce vytvorˇit i poruchy, ktere´ maj´ı stranny´ charakter. Vyuzˇit´ım
strˇedn´ı hodnoty a kovariancˇn´ı matice obdobneˇ jako u skokovy´ch zmeˇn stavu. Hustota (6.5.18)
by pak mohla mı´t naprˇ. tyto parametry
Rk1 = Rk2 = Rk3 = 10
−4I




vˆk3 = [0, 5]
T
s touto interpretac´ı. Vektor meˇrˇen´ı je nejcˇasteˇji pod mı´rnou poruchou, velmi zrˇ´ıdka je prvn´ı
slozˇka vektoru meˇrˇen´ı ovlivneˇna silnou poruchou o hodnoteˇ
”
zhruba“ 1 a obcˇas je druha´ slozˇka




6.6 Realizovatelne´ estimacˇn´ı algoritmy pro specia´ln´ı negaus-
sovske´ syste´my
Jak jizˇ bylo rˇecˇeno v prˇedchoz´ı cˇa´sti te´to kapitoly, uvedene´ modely mu˚zˇeme cha´pat jako specia´ln´ı
prˇ´ıpady model˚u reprezentovany´ch linea´rn´ım negaussovsky´m syste´mem v (5.3.1)-(5.3.5). Protozˇe
v 5.3 byl pro linea´rn´ı negaussovsky´ syste´m uveden i estimacˇn´ı algoritmus, bude tento algoritmus
prˇedstavovat obecny´ algoritmus estimace i pro modely uvedene´ v te´to kapitole. Hlavn´ım
proble´mem obecne´ho algoritmu estimace z 5.3 je r˚ust pocˇtu cˇlen˚u v sˇumu definuj´ıc´ı podmı´neˇne´
hustoty pravdeˇpodobnosti v prˇ´ıpadeˇ, zˇe rk nebo qk je veˇtsˇ´ı nezˇ jedna. Nicme´neˇ tento obecny´
algoritmus mu˚zˇeme upravit pro r˚uzne´ specia´ln´ı prˇ´ıpady a postupy umozˇnˇuj´ıc´ı algoritmickou
u´nosnost a kvalitn´ı vy´sledky odhadu.
Pro prˇedstavu si podrobneˇ pop´ıˇseme dva specia´ln´ı algoritmy pro prˇ´ıpad, kdy Fk = F a Hk = H
pro vsˇechna k.
Algoritmus A1 (linea´rn´ı negaussovsky´ syste´m, hrube´ chyby meˇrˇen´ı - outliers)
Apriorn´ı hustota pravdeˇpodobnosti a hustota pravdeˇpodobnosti sˇumu˚





p(wk) = N(wk : 0, Q) (6.6. 2)
p(vk) = γ1N(vk : vˆ1, R1) + γ2N(vk : vˆ2, R2) (6.6. 3)
Pak filtracˇn´ı hustota pravdeˇpodobnosti pro k = 0 je
p(x0 | z0) = α01N(x0 : xˆ01, P01) + α02N(x0 : xˆ02, P02) (6.6. 4)
kde




, α02 = 1− α01 (6.6. 5)









0 −K0jHP ′0 (6.6. 8)
ζ0j = N(z0 : Hxˆ
′
0 + vˆj , HP
′
0H
T +Rj) (6.6. 9)
Nejjednodusˇsˇ´ı algoritmus redukce pocˇtu cˇlen˚u filtracˇn´ı hustoty pravdeˇpodobnosti (6.6.4) je
vybrat ve vsˇech cˇasovy´ch okamzˇic´ıch k pouze cˇlen s nejvysˇsˇ´ı pravdeˇpodobnost´ı nebo dva nejv´ıce
pravdeˇpodobne´ cˇleny atd. Pro strucˇnost ve vyjadrˇova´n´ı mu˚zˇeme pak mluvit o redukci na jeden
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cˇlen, dva cˇleny atd. V tomto prˇ´ıpadeˇ proved’me redukci na jeden cˇlen. Nejdrˇ´ıve vypocˇteme α01
a α02 a pak provedeme aproximaci exaktneˇ vypocˇtene´ hustoty p(x0 | z0) v (6.6.4) tak, zˇe cˇlen
s mensˇ´ı pravdeˇpodobnost´ı vypust´ıme. Tedy naprˇ. necht’ α02 > α01 pak
pA(x0 | z0) 4= N(x0 : xˆ02, P02) ∼ p(x0 | z0) (6.6. 10)
pA(x0 | z0) 4= N(x0 : xˆ0, P0) (6.6. 11)
Prediktivn´ı hustotu pravdeˇpodobnosti pro k = 1 mu˚zˇeme nyn´ı lehce z´ıskat
pA(x1 | z0) = N(x1 : xˆ′1, P ′1) (6.6. 12)
xˆ′1 = Fxˆ0, P
′
1 = FP0F
T +Q (6.6. 13)
Pro kroky k = 1, 2, . . . bychom postupovali analogicky. Poznamenejme, zˇe tento algoritmus mu˚zˇe
by´t pouzˇit pro eliminaci hruby´ch chyb meˇrˇen´ı. Detekuje tyto poruchy a prˇep´ına´ na vhodny´
Kalman˚uv filtr. Algoritmus je z numericke´ho hlediska nepatrneˇ na´rocˇneˇjˇs´ı nezˇ Kalman˚uv filtr,
ale oproti neˇmu je robustn´ı v˚ucˇi hruby´m chyba´m v meˇrˇen´ı.
Algoritmus A2 (linea´rn´ı negaussovsky´ syste´m, skokove´ zmeˇny stavu)
Apriorn´ı hustoty pravdeˇpodobnosti a hustoty pravdeˇpodobnosti sˇumu˚





p(wk) = β1N(wk : wˆ1, Q1) + β2N(wk : wˆ2, Q2)
p(vk) = N(vk : 0, R)
Pak filtracˇn´ı hustota pro k = 0 je pak da´na













Prediktivn´ı hustota pro k = 1 je pak
p(x1 | z0) = α′11N(x1 : xˆ′11, P ′11) + α′12N(x1 : xˆ′12, P ′12)
kde
α′11 = β1, α
′
12 = β2




xˆ′12 = Fxˆ0 + wˆ
′
2
P ′11 = FP0F
T +Q1
P ′12 = FP0F
T +Q2
Nyn´ı mu˚zˇeme pokracˇovat jako v algoritmu A1. Nevypocˇ´ıta´me p(x1 | z1), ale pouze α11 a α12 a
pak cˇlen s mensˇ´ı pravdeˇpodobnost´ı da´le nebudeme uvazˇovat. Naprˇ´ıklad pro α11 > α12 pak
pA(x1 | z1) 4= N(x1 : xˆ11, P11) ∼ p(x1 | z1)
pA(x1 | z1) = N(x1 : xˆ1, P1)
a dalˇs´ı pokracˇova´n´ı pro k = 2, 3, ... je zrˇejme´.
Poznamenejme, zˇe algoritmus mu˚zˇe by´t pouzˇit pro hrube´ nebo skokove´ zmeˇny stavu. Opeˇt
detekuje zmeˇnu a prˇepne na vhodny´ Kalman˚uv filtr. Vlastneˇ dojde k zveˇtsˇen´ı kovariancˇn´ı
matice a na´sledkem toho i Kalmanova zisku. Pocˇet numericky´ch operac´ı je zhruba stejny´ jako
prˇi pouzˇit´ı Kalmanova filtru, ale rychlost sledova´n´ı stavu se zveˇtsˇ´ı.
Na za´veˇr te´to podkapitoly poznamenejme, zˇe prˇi redukci pocˇtu cˇlen˚u ne na jeden cˇlen jako
v prˇedchoz´ıch algoritmech, ale naprˇ. na trˇi cˇleny mu˚zˇeme vypocˇ´ıtat strˇedn´ı hodnotu stavu i
kovarianci stavu, jelikozˇ ma´me k dispozici hustoty pravdeˇpodobnosti, a graficky vyja´drˇit pr˚ubeˇh
odhadu. S vysˇsˇ´ım pocˇtem cˇlen˚u lze ocˇeka´vat lepsˇ´ı kvalitu odhadu.
6.7 Zhodnocen´ı uvedeny´ch algoritmu˚ estimace
Prˇ´ıstup uvedeny´ v te´to kapitole vynika´ prˇedevsˇ´ım t´ım, zˇe umozˇnˇuje jednotne´ a soucˇasne´
modelova´n´ı vy´sˇe uvedeny´ch jev˚u, ktere´ mohou by´t cha´pa´ny jako specia´ln´ı prˇ´ıpady obecne´ho
proble´mu modelova´n´ı a estimace rˇesˇene´ho v kapitola´ch prˇedchoz´ıch. Poznamenejme rovneˇzˇ,
zˇe vy´sledny´ estimacˇn´ı algoritmus obsahuje jako vedlejˇs´ı produkt rozhodovac´ı mechanismy,
detekuj´ıc´ı vy´skyt sledovany´ch specificky´ch jev˚u.
Du˚lezˇitou vlastnost´ı uvedeny´ch algoritmu˚ je jejich prˇirozena´ fyzika´ln´ı interpretace. Nab´ız´ı se
srovna´n´ı s parametricky´mi metodami identifikace z 1. d´ılu skript, ktere´ prˇi pouzˇit´ı na odhad
meˇn´ıc´ıch se parametr˚u vyuzˇ´ıvaj´ı r˚uzne´ typy zapomı´na´n´ı dat [64], [68], [69], [70], [74]. Para-
metricke´ metody identifikace z 1. d´ılu nepotrˇebuj´ı nutneˇ tolik apriorn´ı informace k definova´n´ı
u´lohy, na druhe´ straneˇ vsˇak nepokry´vaj´ı tolik
”
situac´ı“ jako postupy uvedene´ zde a neumozˇnˇuj´ı





V prˇedchoz´ıch kapitola´ch jsme se veˇnovali na´vrhu estima´tor˚u pro nelinea´rn´ı poprˇ. negaussovsky´
syste´m, ktery´ byl zalozˇen na pouzˇit´ı aproximac´ı umozˇnˇuj´ıc´ıch analyticke´ rˇesˇen´ı, v principu in-
tegra´ln´ıch, bayesovsky´ch rekurzivn´ıch vztah˚u (2.4.9), (2.4.10). V te´to kapitole se soustrˇed´ıme na
zcela jiny´ prˇ´ıstup k na´vrhu estima´toru, a to na prˇ´ıstup zalozˇeny´ na numericke´m rˇesˇen´ı teˇchto
vztah˚u.
Za´kladn´ı idea numericke´ho rˇesˇen´ı bayesovsky´ch vztah˚u spocˇ´ıva´ v aproximaci spojite´ho sta-
vove´ho prostoru konecˇnou (diskre´tn´ı) mnozˇinou bod˚u, ve ktery´ch je podmı´neˇna´ hustota
pravdeˇpodobnosti stavu vycˇ´ıslena. Tomuto prˇ´ıstupu byla veˇnova´na pozornost jizˇ od 70. let mi-
nule´ho stolet´ı [98]. Vy´znamny´ rozvoj vsˇak nastal v 90. letech s rozvojem vy´pocˇetn´ı techniky, kdy
se numericke´ rˇesˇen´ı bayesovsky´ch vztah˚u uplatnilo v na´vrhu navigacˇn´ıch syste´mu˚ urcˇuj´ıc´ıch hori-
zonta´ln´ı polohu dopravn´ıho prostrˇedku na za´kladeˇ meˇrˇen´ı nadmorˇske´ vy´sˇky, tj. vertika´ln´ı pozice,
a tere´nn´ı mapy [99], [100], [103]. Poznamenejme jesˇteˇ, zˇe prˇ´ıstup vedouc´ı na na´vrh estima´toru
zalozˇene´ho na numericke´m rˇesˇen´ı bayesovsky´ch vztah˚u je cˇasto oznacˇova´n metoda bodovy´ch





7.1 Popis syste´mu a formulace proble´mu
V te´to kapitole budeme uvazˇovat syste´m popsany´ obecneˇ nelinea´rn´ım negaussovsky´m stavovy´m
modelem
xk+1 = fk(xk) + wk (7.1. 1)
zk = fk(xk) + vk (7.1. 2)
kde promeˇnne´ jsou definova´ny v souladu s prˇedchoz´ımi zvyklostmi, tj. k znacˇ´ı cˇasovy´ okamzˇik, xk
je hledany´ stav dimenze nx, zk je dostupne´ meˇrˇen´ı dimenze nz, fk(·), hk(·) jsou zna´me´ nelinea´rn´ı
funkce a wk a vk jsou nezna´me´ poruchy popsane´ zna´my´mi hustotami p(wk) a p(vk). Zna´ma´ je i
hustota pravdeˇpodobnosti pocˇa´tecˇn´ıho stavu p(x0). Uvazˇovane´ hustoty pravdeˇpodobnosti mohou
by´t libovolne´, avsˇak pro jednoduchost, jsou v te´to kapitole uvazˇova´ny jako gaussovske´, tj.,
p(wk) = N(wk : 0, Qk) (7.1. 3)
p(vk) = N(vk : 0, Rk) (7.1. 4)






C´ılem je nale´zt odhad stavu ve formeˇ podmı´neˇne´ hustoty stavu p(xk|zl), kde l = k pro filtracˇn´ı
a l = k − 1 pro prediktivn´ı hustotu, na za´kladeˇ numericke´ho rˇesˇen´ı bayesovsky´ch vztah˚u, tj.
navrhnout metodu bodovy´ch mas.
7.2 Aproximace spojite´ hustoty po cˇa´stech konstantn´ı hustotou
Kl´ıcˇovy´m rozhodnut´ım pro na´vrh metody bodovy´ch mas je zp˚usob aproximace spojite´ho pro-
storu stavu s´ıt´ı zvoleny´ch bod˚u a interpretac´ı vy´sledne´ aproximativn´ı hustoty pravdeˇpodobnosti.
V te´to kapitole uvazˇujeme aproximaci podmı´neˇne´ hustoty odhadu stavu smeˇs´ı rovnomeˇrny´ch
rozdeˇlen´ı definovany´ch v ekvidistantn´ı mrˇ´ızˇce, ktera´ pokry´va´ vy´znamnou cˇa´st stavove´ho
prostoru.
Prˇedpokla´dejme tedy podmı´neˇnou hustotu pravdeˇpodobnosti p(xk|zl), kde prostor stavu je Rnx,
a mnozˇinu N ekvidistantneˇ rozlozˇeny´ch bod˚u {ξ(i)k }Ni=1, tzv. s´ıt´ı bod˚u. Pak, po cˇa´stech konstantn´ı




Pk|l(ξ(i)k )S{xk : ξ(i)k ,∆k} (7.2. 1)
kde, pro nx = 2, plat´ı
• Pk|l(ξ(i)k ) = c−1k P˜k|l(ξ(i)k ); P˜k|l(ξ(i)k ) = p(ξ(i)k |zl) je hodnota aproximovane´ pravdeˇpodobnosti
v bodeˇ ξ
(i)
k a ck je normalizacˇn´ı konstanta definovana´ vza´peˇt´ı,
• ∆k = [∆k,1,∆k,2]T definuje obde´ln´ıkove´ okol´ı bodu ξ(i)k , ve ktere´m je hodnota
pravdeˇpodobnosti Pk|l(ξ(i)k ) povazˇova´na za konstantn´ı,
• S{xk; ξ(i)k ,∆k} je vy´beˇrova´ funkce, ktera´ naby´va´ jednotkovy´ch hodnot jen a pouze v okol´ı
∆k bodu ξ
(i)
k , jinak je nulova´, a je definova´na jako
S{xk : ξ(i)k ,∆k} =

















Vy´beˇrovou funkci mu˚zˇeme tedy cha´pat jako nenormalizovane´ rovnomeˇrne´ rozlozˇen´ı
v obde´ln´ıkove´m okol´ı uvazˇovane´ho bodu, jej´ızˇ integra´l je∫
S{xk; ξ(i)k ,∆k}dxk = ∆k,1∆k,2 = δk (7.2. 3)













































Obra´zek 7.1: Ilustrace aproximace spojite´ hustoty hustotou po cˇa´stech konstantn´ı.
Poznamenejme, zˇe okol´ı ∆k jednotlivy´ch bod˚u jsou navrzˇena tak, aby se neprˇekry´vala a teˇsneˇ
na sebe navazovala. Take´ je vhodne´ zmı´nit, zˇe pro vhodneˇ navrzˇenou mrˇ´ızˇku bude normalizacˇn´ı
konstanta bl´ızka´ jednicˇce.
Aproximace hustoty pravdeˇpodobnosti p(xk|zl) hustotou po cˇa´stech konstantn´ı pˆ(xk|zl) je
ilustrova´na na obra´zku 7.1. Poznamenejme, zˇe aproximace hustoty byla definova´na a ilustrova´na
pro dimenzi stavu nx = 2 zejme´na z d˚uvodu na´zornosti. Obecneˇ lze aproximovat hustotu
pravdeˇpodobnosti stavu libovolne´ dimenze.
Pozna´mka . Volba mnozˇiny bod˚u aproximuj´ıc´ı stavovy´ prostor je kl´ıcˇova´ u´loha prˇi na´vrhu
metody bodovy´ch mas; cˇ´ım uvazˇujeme v´ıce bod˚u, hustsˇ´ı s´ıt’ a veˇtsˇ´ı cˇa´st stavove´ho prostoru
pokrytou body, t´ım mu˚zˇeme ocˇeka´vat prˇesneˇjˇs´ı vy´sledky ovsˇem za cenu nezanedbatelneˇ ros-
touc´ıch vy´pocˇetn´ıch na´rok˚u. Obecneˇ lze doporucˇit, zˇe mnozˇina bod˚u by meˇla pokry´vat takovou
cˇa´st stavove´ho prostoru, kde lezˇ´ı vy´znamna´ cˇa´st aproximovane´ hustoty pravdeˇpodobnosti.
Na´vrh mnozˇiny je tak ovlivneˇn nejen vlastnostmi sˇumu˚ a dynamikou syste´mu ale i t´ım, zda
prˇedpokla´da´me, zˇe aproximovana´ hustota pravdeˇpodobnosti je cˇi nen´ı multimoda´ln´ı.
Pozna´mka . Poloha a tvar prediktivn´ı i filtracˇn´ı hustoty pravdeˇpodobnosti ve stavove´m prostoru
se v cˇase vyv´ıj´ı. Proto se mus´ı meˇnit i poloha mnozˇiny bod˚u, tj. poloha mrˇ´ızˇky bod˚u, ve stavove´m
prostoru. Dynamika mrˇ´ızˇky je detailneˇji diskutova´na prˇi na´vrhu prediktivn´ıho kroku metody
bodovy´ch mas.
7.3 Metoda bodovy´ch mas
Algoritmus metody bodovy´ch mas je da´n, podobneˇ jako ostatn´ı drˇ´ıve prˇedstavene´ estimacˇn´ı




Inicializace algoritmu zacˇ´ına´ definic´ı prediktivn´ı hustoty pravdeˇpodobnosti v cˇase k = 0, ktera´
je rovna pocˇa´tecˇn´ı podmı´nce syste´mu, tj.
p(x0|z−1) = p(x0) (7.3. 1)
a definic´ı vhodne´ mnozˇiny bod˚u {ξ(i)0 }Ni=1. Pak pocˇa´tecˇn´ı spojita´ prediktivn´ı hustota je aproxi-




P0|−1(ξ(i)0 )S{x0 : ξ(i)0 ,∆0} (7.3. 2)
7.3.2 Filtrace
Vy´pocˇet filtracˇn´ı hustoty v cˇasove´m okamzˇiku k vycha´z´ı z Bayesova vztahu (2.4.9) a dostupne´ho








p(zk|xk)p(xk|zk−1)dxk je normalizacˇn´ı konstanta,
• p(zk|xk) je hustota pravdeˇpodobnosti meˇrˇen´ı, ktera´ dle (7.1. 2), (7.1. 4) a diskuze v kapitole
2.4, je da´na
p(zk|xk) = pvk(zk − hk(xk)) = N(zk : hk(xk), Rk) (7.3. 4)
• p(xk|zk−1) je prediktivn´ı hustota pravdeˇpodobnosti.





Pk|k−1(ξ(i)k )S{xk : ξ(i)k ,∆k} (7.3. 5)
ktera´ je zna´ma´ bud’ z prˇedchoz´ıho kroku algoritmu nebo je da´na pocˇa´tecˇn´ı podmı´nkou (7.3. 2).
Dosazen´ım te´to aproximativn´ı hustoty do Bayesova vztahu (7.3. 3) lze odvodit vztah pro vy´pocˇet
diskre´tn´ı aproximace filtracˇn´ı hustoty p(xk|zk) ve tvaru




Pk|k−1(ξ(i)k )S{xk : ξ(i)k ,∆k} (7.3. 6)
Vzhledem k po cˇa´stech konstantn´ı aproximaci prediktivn´ı hustoty pravdeˇpodobnosti, nen´ı nutne´
hustotu pravdeˇpodobnosti meˇrˇen´ı vyhodnocovat v kazˇde´m bodeˇ xk stavove´ho prostoru. Stacˇ´ı ji
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pˆ(zk|xk = ξ(i)k )Pk|k−1(ξ(i)k )S{xk : ξ(i)k ,∆k} (7.3. 7)
kde ˆ˜ck je aproximace normalizacˇn´ı konstanty c˜k a aproximativn´ı (po cˇa´stech konstantn´ı)
pravdeˇpodobnost meˇrˇen´ı pˆ(zk|xk = ξ(i)k ) je, dle (7.3. 4),













Pravdeˇpodobnost meˇrˇen´ı (7.3. 8) je mozˇne´ cha´pat jako veˇrohodnost aktua´ln´ıho meˇrˇen´ı zk vzhle-
dem k i-te´mu bodu mrˇ´ızˇky ξ
(i)
k . Jiny´mi slovy (7.3. 8) rˇ´ıka´, jaka´ je pravdeˇpodobnost, zˇe skutecˇny´
stav xk, na jehozˇ za´kladeˇ bylo realizova´no dostupne´ aktua´ln´ı meˇrˇen´ı zk, je v okol´ı i-te´ho bodu
ξ
(i)




Pk|k(ξ(i)k )S{xk : ξ(i)k ,∆k} (7.3. 9)
kde filtracˇn´ı pravdeˇpodobnost i-te´ho bodu je da´na soucˇinem apriorn´ı pravdeˇpodobnosti a
veˇrohodnosti meˇrˇen´ı, tj.
Pk|k(ξ(i)k ) = ˆ˜c−1k p(zk|xk = ξ(i)k )Pk|k−1(ξ(i)k ) (7.3. 10)














Pk|k(ξ(i)k )δk (7.3. 11)
filtracˇn´ı krok metody bodovy´ch mas koncˇ´ı.
Vsˇimneˇme si, zˇe ve filtracˇn´ım kroku metody bodovy´ch mas nedocha´z´ı ke zmeˇneˇ polohy bod˚u
mrˇ´ızˇky. Meˇn´ı se pouze pravdeˇpodobnost asociovana´ s kazˇdy´m bodem. Poloha filtracˇn´ı hustoty
ve stavove´m prostoru se vsˇak mu˚zˇe liˇsit od polohy prediktivn´ı hustoty a tento fakt mus´ıme vz´ıt
v potaz uzˇ prˇi na´vrhu mrˇ´ızˇky pro prediktivn´ı hustotu (7.3. 5). Poznamenejme take´, zˇe metoda
bodovy´ch mas poskytuje odhad ve formeˇ po cˇa´stech konstantn´ı hustoty pravdeˇpodobnosti. Na
za´kladeˇ te´to hustoty, mu˚zˇeme vypocˇ´ıtat libovolny´ filtracˇn´ı moment, naprˇ. strˇedn´ı hodnotu cˇi
kovariancˇn´ı matici. Zp˚usob vy´pocˇtu moment˚u z aproximativn´ıch po cˇa´stech konstantn´ıch hustot
je ilustrova´n pozdeˇji. Vsˇimneˇme si, zˇe znalost moment˚u nen´ı vsˇak pro beˇh filtru nutna´.
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7.3.3 Predikce






• p(xk+1|xk) je prˇechodova´ hustota pravdeˇpodobnosti stavu, ktera´ je, dle (7.1. 1), (7.1. 3) a
diskuze v kapitole 2.4, da´na
p(xk+1|xk) = pwk(xk+1 − fk(xk)) = N(xk+1 : fk(xk), Qk) (7.3. 13)
• p(xk|zk) je filtracˇn´ı hustota pravdeˇpodobnosti.
Skutecˇna´ filtracˇn´ı hustota nen´ı zna´ma´, k dipozici je vsˇak jej´ı aproximace pomoc´ı bodovy´ch mas






Pk|k(ξ(i)k )S{xk : ξ(i)k ,∆k}dxk (7.3. 14)
ktery´ nelze jednoduchy´m zp˚usobem da´le upravit d´ıky za´vislosti stavu xk+1 na xk, prˇes ktery´ inte-
grujeme. Abychom tedy mohli vyrˇesˇit vy´sˇe uvedeny´ integra´ln´ı vztah v duchu bodovy´ch mas (tj.
bez nutnosti integrace), mus´ıme navrhnout novou mrˇ´ızˇku bod˚u {ξ(i)k+1}Ni=1 vhodneˇ aproximuj´ıc´ı
tu cˇa´st stavove´ho prostoru, kde ocˇeka´va´me pocˇ´ıtanou prediktivn´ı hustotu.
Definujme si tedy novou mrˇ´ızˇku bod˚u {ξ(j)k+1}Nj=1. Pak mu˚zˇeme aproximovat hustotu p(xk+1|xk)
na´sleduj´ıc´ı po cˇa´stech konstantn´ı hustotou





k+1|xk)S{xk+1 : ξ(j)k+1,∆k+1} (7.3. 15)
kde p(ξ
(j)





Dosazen´ım (7.3. 15) do (7.3. 14) lze odvodit fina´ln´ı aproximativn´ı vztah pro vy´pocˇet Chapman-
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Pk|k(ξ(i)k )p(ξ(j)k+1|xk = ξ(i)k )S{xk+1 : ξ(j)k+1,∆k+1}
∫













Pk+1|k(ξ(j)k+1)S{xk+1 : ξ(j)k+1,∆k+1} (7.3. 16)






k+1|xk = ξ(i)k )Pk|k(ξ(i)k )δk,∀j (7.3. 17)
lze interpretovat jako pravdeˇpodobnost, zˇe skutecˇny´ stav v cˇase k + 1, tj. xk+1, lezˇ´ı v okol´ı
bodu j-te´ho budu nove´ mrˇ´ızˇky ξ
(j)
k+1, za prˇedpokladu, zˇe skutecˇny´ stav xk lezˇel v okol´ı prvn´ıho
bodu p˚uvodn´ı mrˇ´ızˇky ξ
(1)
k s pravdeˇpodobnost´ı Pk|k(ξ(1)k ), druhe´ho bodu ξ(2)k s pravdeˇpodobnost´ı
Pk|k(ξ(2)k ) azˇ N -te´ho bodu ξ(N)k s pravdeˇpodobnost´ı Pk|k(ξ(N)k ). Prediktivn´ı pravdeˇpodobnost
(7.3. 17) je tedy nutno vypocˇ´ıtat pro kazˇdy´ bod nove´ mrˇ´ızˇky.
Vztah (7.3. 16), ktery´ ve sve´ podstateˇ realizuje konvoluci, je vy´pocˇetneˇ nejna´rocˇneˇjˇs´ı operac´ı
filtru. Vy´pocˇetn´ı na´rocˇnost konvoluce roste kvadraticky s pocˇtem bod˚u mrˇ´ızˇky. Proto, lze
v literaturˇe naj´ıt aproximativn´ı prˇ´ıstupy k vy´pocˇetneˇ u´sporne´mu rˇesˇen´ı konvoluce [99].
Alternativou je pouzˇit´ı prostrˇedk˚u pro paraleln´ı vy´pocˇet konvoluce, ktery´ mu˚zˇe by´t efektivneˇ
realizova´n naprˇ. pomoc´ı modern´ıch graficky´ch karet (vy´pocˇet Pk+1|k(ξ(j)k+1) (7.3. 17) je neza´visly´
pro jednotlive´ body ξ
(j)
k+1). Poznamenejme, zˇe nejnoveˇjˇs´ı verze programu MATLAB umozˇnˇuj´ı
uzˇivatelsky prˇ´ıveˇtivou kompilaci programu pro paraleln´ı zpracova´n´ı dat na graficky´ch karta´ch.
Pozna´mka . Definice nove´ s´ıteˇ bod˚u je d˚ulezˇitou operac´ı prediktivn´ıho kroku filtru. Nova´ mrˇ´ızˇka
typicky vycha´z´ı z p˚uvodn´ı mrˇ´ızˇky, ktera´ je propagova´na do na´sleduj´ıc´ıho cˇasove´ho okamzˇiku
za pomoci rovnice dynamiky (7.1. 1), kde mus´ıme vz´ıt v potaz i vliv stavove´ho sˇumu, zejme´na
jeho variance. Vsˇimneˇme si, zˇe nova´ mrˇ´ızˇka mu˚zˇe mı´t odliˇsny´ pocˇet bod˚u od p˚uvodn´ı mrˇ´ızˇky.
Avsˇak z hlediska konstantn´ı vy´pocˇetn´ı na´rocˇnosti algoritmu filtru, je vhodne´ uvazˇovat pocˇet
bod˚u konstantn´ı. Na´vrh mrˇ´ızˇky je detailneˇ diskutova´n naprˇ. v [99], [102].
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7.3.4 Vy´pocˇet moment˚u
Metoda bodovy´ch mas poskytuje odhad stavu ve formeˇ hustoty pravdeˇpodobnosti vypocˇtene´
v diskre´tn´ı mrˇ´ızˇce bod˚u. Pro interpretaci a na´sledne´ vyuzˇit´ı odhadu je vsˇak vhodne´ mı´ti k dis-
pozici bodovy´ odhad stavu poprˇ. prˇ´ıslusˇnou kovariancˇn´ı matici.
Uvazˇujme filtracˇn´ı hustotu pravdeˇpodobnosti pˆ(xk|zk) (7.3. 9), pak odhad ve smyslu maxima´ln´ı




kde iMAP = arg maxi P(i)k|k je index bodu mrˇ´ızˇky, kde hodnota filtracˇn´ı hustoty naby´va´ maxima.



















xkS{xk : ξ(i)k ,∆k}dxk (7.3. 19)




Pk|k(ξ(i)k )ξ(i)k δk (7.3. 20)
Tedy, strˇedn´ı hodnota je da´na va´zˇeny´m soucˇtem bod˚u mrˇ´ızˇky. Kovariancˇn´ı matice chyby fil-




(xk − xˆk)(xk − xˆk)T p(xk|zk)dxk
≈
∫










Pk|k(ξ(i)k )(ξ(i)k − xˆk)(ξ(i)k − xˆk)T δk + P unifk (7.3. 21)
kde matice P unifk =
δ2k
12I[∆k,1,∆k,2, . . . ,∆k,nx] plyne z interpretace aproximativn´ı hustoty jako
soucˇtu rovnomeˇrny´ch rozdeˇlen´ı. Odvozen´ı matice pro v´ıce-dimenziona´ln´ı syste´m mu˚zˇe by´t na-
lezeno naprˇ. v [101]. Poznamenejme, zˇe pro dostatecˇneˇ hustou s´ıt’ bod˚u, kde okol´ı bodu je
dostatecˇneˇ male´, lze matici P unifk zanedbat.
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7.4 Shrnut´ı algoritmu a za´veˇrecˇne´ pozna´mky
Odvozen´ı metody bodovy´ch mas ilustruje obecny´ prˇ´ıstup k numericke´mu rˇesˇen´ı integra´ln´ıch
funkciona´ln´ıch vztah˚u, v tomto prˇ´ıpadeˇ bayesovsky´ch rekurzivn´ıch vztah˚u. I prˇes slozˇiteˇjˇs´ı
odvozen´ı, vy´sledny´ algoritmus metody bodovy´ch mas je relativneˇ jednoduchy´ a je shrnut
v na´sleduj´ıc´ıch kroc´ıch.
Algoritmus metody bodovy´ch mas
(i) Definujme pocˇa´tecˇn´ı (prediktivn´ı) hustotu pravdeˇpodobnosti p(x0|z−1) a mrˇ´ızˇku bod˚u
{ξ(i)0 }Ni=1. Spocˇteˇme aproximativn´ı prediktivn´ı hustotu pravdeˇpodobnosti pˆ(x0|z−1)
(7.3. 2). Stanovme pocˇa´tecˇn´ı cˇasovy´ okamzˇik k = 0.
(ii) Po prˇ´ıchodu meˇrˇen´ı zk, spocˇteˇme filtracˇn´ı hustotu pravdeˇpodobnosti pˆ(xk|zk) dle (7.3. 9)
ve vsˇech bodech mrˇ´ızˇky s prˇihle´dnut´ım ke vztah˚um (7.3. 8), (7.3. 10) a (7.3. 11).
(iii) Nadefinujme novou mrˇ´ızˇku pro cˇasovy´ okamzˇik k+ 1, tj. {ξ(i)k+1}Ni=1 a spocˇteˇme prediktivn´ı
hustotu pravdeˇpodobnosti pˆ(xk+1|zk) dle konvoluce (7.3. 16) a (7.3. 17).
Pro k = k + 1, algoritmus pokracˇuje krokem (ii).
Poznamenejme, zˇe prˇi beˇhu metody bodovy´ch mas je nutne´ kontinua´lneˇ kontrolovat, zda od-
hadovane´ hustoty pravdeˇpodobnosti jsou v oblasti stavove´ho prostoru, ktery´ je aproximova´n
mrˇ´ızˇkou, poprˇ. vlastnosti mrˇ´ızˇky upravit [104].
I prˇes vy´razny´ pokrok ve vy´konu osobn´ıch i pr˚umyslovy´ch pocˇ´ıtacˇ˚u je metoda bodovy´ch mas
realizovatelna´ do dimenze stavu nx = 3. V prˇ´ıpadeˇ neˇktery´ch v´ıce-dimenziona´ln´ıch syste´mu˚,
kdy cˇa´st stavovy´ch velicˇin se vyv´ıj´ı dle nelinea´rn´ıho modelu a cˇa´st dle linea´rn´ıho, se nab´ız´ı
mozˇnost pouzˇit´ı tzv. marginalizace cˇi Rao-Blackwellizace, prˇi na´vrhu metody bodovy´ch mas.
Tento postup ve sve´m d˚usledku vede k estimacˇn´ımu algoritmu, kde
”
nelinea´rneˇ modelovana´“ cˇa´st
stavu je odhadova´na vy´pocˇetneˇ na´rocˇnou metodou bodovy´ch mas a zbyla´
”
linea´rneˇ modelovana´“





C´ılem te´to kapitoly je naznacˇit, zˇe diskutovany´ prˇ´ıstup k modelova´n´ı a estimaci lze pouzˇ´ıt
s u´speˇchem na rˇadu dalˇs´ıch u´loh. Uka´zˇeme si take´ vztah mezi identifikac´ı a estimac´ı.
8.1 Vyuzˇit´ı Kalmanova filtru prˇi identifikaci
V te´to sekci se budeme zaby´vat vyuzˇit´ım Kalmanova filtru prˇi identifikaci [31], [10], [28],
[32], [33], [34]. Identifikace syste´mu˚ vedle matematicke´ho modelova´n´ı slouzˇ´ı k postaven´ı
matematicke´ho modelu reprezentuj´ıc´ıho zkoumany´ syste´m. Uvazˇujme pro jednoduchost jedno-
dimenziona´ln´ı ARX model s promeˇnny´mi koeficienty
Ak(q
−1)zk = Bk(q−1)uk + vk (8.1. 1)
kde
Ak(q
−1) = 1 + ak1q−1 + ak2q−2 + ...+ aknaq−na
Bk(q
−1) = bk1q−1 + bk2q−2 + ...+ bknbq−nb
a zk je meˇrˇeny´ vy´stup, uk vstup syste´mu a {vk} b´ıly´ gaussovsky´ sˇum s nulovou strˇedn´ı hodnotou
a kovarianc´ı Rk, tedy
p(vk) = N(vk : 0, Rk) (8.1. 2)
Parametry syste´mu neboli koeficienty polynomu˚ Ak(q
−1), Bk(q−1) se vyv´ıj´ı v cˇase a jsou
nezna´me´. Definujme vektor Θk slozˇeny´ z teˇchto parametr˚u
Θk
4
= [ak1, ak2, ..., akna, bk1, bk2, ..., bknb]
T (8.1. 3)
Prˇedpokla´dejme, zˇe vektor parametr˚u Θk je pod vlivem gaussovske´ho b´ıle´ho sˇumu {wk} a vyv´ıj´ı
se podle na´sleduj´ıc´ıho vztahu
Θk+1 = Θk + wk (8.1. 4)
kde hustota pravdeˇpodobnosti stavove´ho sˇumu je da´na
p(wk) = N(wk : 0, Qk) (8.1. 5)
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Jestlizˇe shroma´zˇd´ıme meˇrˇene´ velicˇiny do vektoru regresor˚u ϕk
ϕk
4
= [zk−1, zk−2, ..., zk−na, uk−1, uk−2, ..., uk−nb]T (8.1. 6)
pak (8.1.1) mu˚zˇeme zapsat takto
zk = ϕ
T







= ϕTk (8.1. 8)
a budeme-li prˇedpokla´dat, zˇe na´hodna´ velicˇina xkmin (pocˇa´tecˇn´ı stav) je neza´visla´ na {wk} a
{vk}, ktere´ jsou vza´jemneˇ neza´visle´, a ma´ gaussovske´ rozlozˇen´ı





kde kmin = max{na, nb} je prvn´ı cˇasovy´ okamzˇik umozˇnˇuj´ıc´ı vytvorˇen´ı vektoru regresor˚u
(8.1.6), dostaneme se forma´lneˇ ke shodne´ formulaci u´lohy kalmanovske´ filtrace. Tud´ızˇ pro odhad
parametr˚u ARX modelu (8.1.1) mu˚zˇeme pouzˇ´ıt Kalman˚uv filtr cˇi prediktor. Povsˇimneˇme si, zˇe
v tomto prˇ´ıpadeˇ nelze prˇedpocˇ´ıta´vat kovariancˇn´ı matici nebo Kalman˚uv zisk, protozˇe vektor
regresor˚u nen´ı zna´m do budoucnosti. Na rozd´ıl od 1. d´ılu, kdy parametry byly konstanty, zde
jsou cha´pa´ny jako na´hodne´ velicˇiny, a proto mu˚zˇeme nyn´ı u´lohu odhadu parametr˚u pojmout
obecneˇji, a to ve smyslu sledova´n´ı meˇn´ıc´ıch se parametr˚u (stavu).
Pozna´mka . Vhodny´m vy´beˇrem hustoty pravdeˇpodobnosti p(vk) mu˚zˇeme opeˇt postavit model
pro hrube´ chyby meˇrˇen´ı (rovnice) a stanoven´ım hustoty p(wk) tvarovat skokove´ zmeˇny para-
metr˚u. Pak lze pouzˇ´ıt pro odhad parametr˚u filtr s v´ıcena´sobnou linearizac´ı. Simulacˇn´ı oveˇrˇen´ı
bylo provedeno v [52], [66], [67].
Pozna´mka . Volba modelu dynamiky vy´voje odhadovany´ch parametr˚u (8.1. 4) je kl´ıcˇova´ pro
spra´vnou funkcionalitu estima´toru. V neˇktery´ch situac´ıch mu˚zˇe by´t vy´hodneˇjˇs´ı uvazˇovat gauss-
markovsky´ model, ktery´ vede na omezenou varianci odhadu, na mı´sto modelu na´hodne´
procha´zky, ktery´ principia´lneˇ umozˇnˇuje nekonecˇneˇ velkou varianci odhadu. Vsˇimneˇme si take´,
zˇe prˇ´ıpadna´ znalost o rychlosti a povaze zmeˇn element˚u vektoru Θk mu˚zˇe by´t reflektova´na ve
volbeˇ matice Qk cˇi v dynamice vy´voje odhadovany´ch parametr˚u, jej´ızˇ volba je plneˇ v ruka´ch
na´vrha´rˇe.
8.2 Odhad vlastnost´ı poruch pomoc´ı linea´rn´ıho prediktoru
Metody odhadu stavu lze nale´zt i v jiny´ch, zda´nliveˇ prˇekvapivy´ch, u´loha´ch identifikace pa-
rametr˚u. Jednou z teˇchto u´loh je i odhad vlastnost´ı poruch stochasticky´ch dynamicky´ch syste´mu˚.
Jak jsme si mohli v prˇedchoz´ıch kapitola´ch vsˇimnout, vsˇechny doposud zmı´neˇne´ metody odhadu
stavu jsou zalozˇeny na zna´me´m stavove´m modelu uvazˇovane´ho syste´mu. Podobneˇ, zna´my´ sta-
vovy´ model je kl´ıcˇovy´m prˇedpokladem i pro mnohe´ techniky pro na´vrh regula´toru cˇi detekce
poruch. Konstrukce stavove´ho modelu stochasticke´ho dynamicke´ho syste´mu, cˇi neˇktery´ch jeho
cˇa´st´ı, vsˇak mu˚zˇe by´t v mnoha prˇ´ıpadech slozˇita´.
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Zat´ımco model deterministicke´ cˇa´sti stavove´ho modelu, tj. funkce fk(·), hk(·) v rovnici dynamiky
a meˇrˇen´ı (7.1. 1), (7.1. 2), typicky vycha´z´ı z r˚uzny´ch fyzika´ln´ıch, chemicky´ch, biologicky´ch cˇi
matematicky´ch za´kon˚u, model stochasticke´ cˇa´sti, tj. popis stavove´ho sˇumu wk a sˇumu v rovnici
meˇrˇen´ı vk, mus´ı by´t mnohdy nalezen vyuzˇit´ım nameˇrˇeny´ch dat.
Jako prˇ´ıklad zde mu˚zˇeme opeˇt zmı´nit navigacˇn´ı syste´m letadla. Ten je zalozˇen na stavove´m
modelu. Jeho deterministicka´ cˇa´st popisuje teoreticky´ vztah mezi pozic´ı, rychlost´ı a orientac´ı
letadla v za´vislosti na zrychlen´ı a u´hlove´ rychlosti letadla. Je tak, prˇi uvazˇovany´ch podmı´nka´ch,
dokonale zna´ma´. Stochasticka´ cˇa´st modelu pak bere v potaz jednak chyby ovlivnˇuj´ıc´ı dostupne´
meˇrˇen´ı, tak i nemodelovane´ s´ıly p˚usob´ıc´ı na letadlo, jejichzˇ model by byl prˇ´ıliˇs slozˇity´. Popis
poruch nelze typicky naj´ıt analyticky´m zp˚usobem, a tedy mus´ıme jej identifikovat.
Proto, od 70. let minule´ho stolet´ı, byla veˇnova´na znacˇna´ pozornost metoda´m odhaduj´ıc´ı popis po-
ruch ve stavove´m modelu na za´kladeˇ zna´me´ deterministicke´ cˇa´sti modelu a mnozˇiny nameˇrˇeny´ch
dat. V literaturˇe lze naj´ıt sˇiroke´ spektrum identifikacˇn´ıch metod pro linea´rn´ı i nelinea´rn´ı, cˇasoveˇ
variantn´ı i invariantn´ı syste´my [108], [109], mnohdy zalozˇene´ na vyuzˇit´ı metod odhadu stavu.
V te´to kapitole prˇedstav´ıme modern´ı metodu odhadu kovariancˇn´ıch matic poruch stavove´ho mo-
delu, ktera´ je zalozˇena na specificke´m vyuzˇit´ı linea´rn´ıho, avsˇak neoptima´ln´ıho, estima´toru stavu
[110]. Metodu, v anglicky psane´ literaturˇe oznacˇovanou
”
autocovariance least-squares method“,
budeme da´le nazy´vat jako autokovariancˇn´ı metodu.
8.2.1 Popis syste´mu a formulace proble´mu
Uvazˇujme syste´m popsany´ linea´rn´ım cˇasoveˇ invariantn´ım stavovy´m modelem
xk+1 = Fxk + wk (8.2. 1)
zk = Hxk + vk (8.2. 2)
kde promeˇnne´ jsou definova´ny v souladu s definic´ı modelu pro Kalman˚uv filtr, tj. k znacˇ´ı cˇasovy´
okamzˇik, xk je nezna´my´ stav dimenze nx, zk je dostupne´ meˇrˇen´ı dimenze nz, F , H jsou zna´me´
matice. Prˇedpokla´da´me, podobneˇ jako u Kalmanova filtru, zˇe dvojice F a H je pozorovatelna´.
Vektory wk a vk reprezentuj´ı stavovy´ sˇum a sˇum v rovnici meˇrˇen´ı. Oproti Kalmanoveˇ filtru
vsˇak popis poruch wk a vk nen´ı zna´m. Pouze prˇedpokla´da´me, zˇe se jedna´ o staciona´rn´ı procesy s
nulovou strˇedn´ı hodnotou, ktere´ jsou neza´visle´ na pocˇa´tecˇn´ıho stavu x0. Nen´ı da´le prˇedpokla´dana´
znalost hodnoty ani moment˚u pocˇa´tecˇn´ıho stavu.
C´ılem je nale´zt odhad kovariancˇn´ıch matic poruch, tj. Q = cov[wk], R = cov[vk], ∀k, za
prˇedpokladu zna´my´ch matic F a H a dostupne´ sekvence meˇrˇen´ı zN = [z0, . . . , zN ].
8.2.2 Predikce stavu a meˇrˇen´ı
Uvazˇujme linea´rn´ı syste´m (8.2. 1), (8.2. 2). Prˇi neznalosti kovariancˇn´ıch matic poruch Q a R
nelze navrhnout optima´ln´ı prediktor (3.3.11) poskytuj´ıc´ı odhad s minima´ln´ı varianc´ı chyby od-
hadu. Avsˇak lze navrhnout neoptima´ln´ı prediktor stavu ve formeˇ
xˆ′k+1 = Fxˆ
′
k + FK(zk −Hxˆ′k)
= Fxˆ′k + FKz˜k (8.2. 3)
kde
z˜k = zk −Hxˆ′k (8.2. 4)
je chyba predikce meˇrˇen´ı a K je zisk prediktoru. Zisk K a pocˇa´tecˇn´ı podmı´nka prediktoru xˆ′0
jsou v tomto prˇ´ıpadeˇ cha´pa´ny jako uzˇivatelem volene´ parametry. Pocˇa´tecˇn´ı podmı´nka mu˚zˇe by´t
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zvolena jako libovolny´ rea´lny´ vektor, avsˇak za vhodnou volbu lze povazˇovat xˆ′0 = 0. Zisk mu˚zˇe
by´t zvolen jako rea´lna´ matice splnˇuj´ıc´ı podmı´nku, zˇe n´ızˇe definovana´ matice
F¯ = F − FKH (8.2. 5)
je stabiln´ı, tj. vsˇechna vlastn´ı cˇ´ısla matice F¯ jsou uvnitrˇ jednotkove´ho kruhu. Volba zisku je
detailneˇji diskutova´na pozdeˇji. Pak chyba predikce stavu, definova´na vztahem
εk+1 = xk+1 − xˆ′k+1
= Fxk + wk − Fxˆ′k − FK(zk −Hxˆ′k)
= Fxk + wk − Fxˆ′k − FK(Hxk + vk −Hxˆ′k)
= F (xk − xˆ′k)− FK(H(xk − xˆk) + vk)− wk
= (F − FKH)εk − FKvk + wk (8.2. 6)
je stabiln´ı proces, cozˇ znamena´, zˇe kovariancˇn´ı variance chyby odhadu stavu konverguje ke
konecˇne´ hodnoteˇ a tedy z˚usta´va´ omezena´ (i kdyzˇ vy´sledna´ kovariancˇn´ı matice chyby odhadu
nen´ı minima´ln´ı, tak jak je tomu pro optima´ln´ı Kalman˚uv prediktor).
S prˇihle´dnut´ım k (8.2. 4), (8.2. 6) lze definovat chybovy´ model predikce stavu
εk+1 =
F¯︷ ︸︸ ︷







= F¯ εk +Gζk (8.2. 7)
z˜k = Hxk + vk −Hxˆk
= Hεk + vk (8.2. 8)
ktery´ bude za´kladem odvozen´ı autokovariancˇn´ı metody. Vsˇimneˇme si, zˇe matice F¯ a G v chy-
bove´m modelu jsou zna´me´ a ζk je na´hodna´ velicˇina s nulovou strˇedn´ı hodnotou a kovariancˇn´ı
matic´ı






8.2.3 Autokovariancˇn´ı metoda pro odhad vlastnost´ı poruch
Autokovariancˇn´ı metoda je zalozˇena na statisticke´ analy´ze chybove´ho modelu (8.2. 7), (8.2. 8)
linea´rn´ıho prediktoru (8.2. 3). Vlastnosti chyby predikce stavu a meˇrˇen´ı v usta´lene´m stavu,
tj. pro k → ∞, kdy vliv pocˇa´tecˇn´ı podmı´nky xˆ′0 odezneˇl, jsou sumarizova´ny v na´sleduj´ıc´ıch
odstavc´ıch.
Chyba predikce stavu εk (8.2. 7) je, v usta´lene´m stavu, stochasticky´ proces s nulovou strˇedn´ı
hodnotou, tj.
E[ε] = E[εk+1] = E[εk]
= F¯E[ε] +GE[ζk]
= GI−FE[ζk]
= 0 (8.2. 10)
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a kovariancˇn´ı matic´ı
P ′ = cov[ε] = cov[εk+1] = cov[εk]
= F¯ cov[ε]F¯ T +Gcov[ζk]G
T
= F¯P ′F¯ T +GΣGT (8.2. 11)
Elegantn´ı rˇesˇen´ı vy´sˇe uvedene´ maticove´ (Lyapunovovy) linea´rn´ı rovnice (8.2. 11) je zalozˇeno na
Kroneckeroveˇ algebrˇe [112], zejme´na na vztaz´ıch
(ABC)s = (C
T ⊗A)Bs (8.2. 12)
(A+B)s = As +Bs (8.2. 13)
kde A,B,C jsou matice vhodny´ch dimenz´ı, ⊗ znacˇ´ı Kronecker˚uv soucˇin a As = (A)s znacˇ´ı
vektor, ktery´ je da´n sloupci matice A naskla´dany´ch pod sebe. Vyuzˇit´ım vztah˚u (8.2. 12) a
(8.2. 13) v (8.2. 11) mu˚zˇeme z´ıskat fina´ln´ı vztah pro usta´lenou kovariancˇn´ı matici chyby predikce
stavu
P ′s = (I − F¯ ⊗ F¯ )−1(G⊗G)Σs (8.2. 14)
ktera´ je linea´rn´ı funkc´ı hledany´ch kovariancˇn´ıch matic poruch Q a R tvorˇ´ıc´ıch vektor Σs.
Chyba predikce meˇrˇen´ı z˜k (8.2. 8) je, v usta´lene´m stavu, take´ stochasticky´ proces s nulovou
strˇedn´ı hodnotou, tj.
E[z˜k] = E[Hεk + vk]
= HE[εk] + E[vk]
= 0 (8.2. 15)
a kovariancˇn´ı matic´ı
C0 = E[(Hεk + vk)(Hεk + vk)
T ]
= HP ′HT +R (8.2. 16)
kterou lze s ohledem na (8.2. 12)–(8.2. 14) upravit do tvaru
(C0)s = (H ⊗H)P ′s +Rs







T´ım, zˇe prediktor (8.2. 3) nen´ı optima´ln´ı, inovacˇn´ı posloupnost z˜k (8.2. 8) nen´ı b´ıla´, jak tomu
bylo u Kalmanova filtru, a tedy, ma´ nenulove´ na´sleduj´ıc´ı kovariancˇn´ı matice
Cp = E[(Hεk + vk)(Hεk+p + vk+p)
T ]
= E[(Hεk + vk)
(
H(F¯ pεk + F¯





T ] + E[vk(HF¯
p−1Gζk)T ]
= HP ′(F¯ p)THT −RKTF T (F¯ p−1)THT (8.2. 18)
kde p = 1, 2, . . . , P , charakterizuj´ıc´ı za´vislost inovace mezi dveˇma cˇasovy´mi okamzˇiky. Vyuzˇit´ım
(8.2. 12)–(8.2. 14) lze da´le psa´t
(Cp)s =
(
(HF¯ p)⊗H)P ′s − ((HF¯ p−1FK)⊗ I)Rs
=
(










Vztahy (8.2. 17), (8.2. 19), definuj´ıc´ı autokovariancˇn´ı funkci inovacˇn´ı posloupnosti, jsou linea´rn´ı
funkc´ı hledany´ch prvk˚u kovariancˇn´ıch matic poruch Q a R, ktere´ formuj´ı vektory Σs a Rs. Na
jejich za´kladeˇ mu˚zˇeme tedy definovat soustavu linea´rn´ıch rovnic ve formeˇ
(C0)s = [(H ⊗H)(I − F¯ ⊗ F¯ )−1(G⊗G) +M ]M︸ ︷︷ ︸
ϕT (0)
Θ (8.2. 20)




(CP )s = [((HF¯
P )⊗H)(I − F¯ ⊗ F¯ )−1(G⊗G) + ((HF¯P−1FK)⊗ I)M ]M︸ ︷︷ ︸
ϕT (P )
Θ (8.2. 23)
kde Θ je vektor obsahuj´ıc´ı unika´tn´ı prvky odhadovany´ch matic Q a R a M a M jsou zna´me´
vy´beˇrove´ matice, tvorˇene´ jednicˇkami a nulami, pro ktere´ plat´ı Rs = MΣs a Σs =MΘ. Pozna-
menejme, zˇe tvorba vy´beˇrovy´ch matic je ilustrova´na da´le.
Soustavu rovnic (8.2. 20)–(8.2. 23) mu˚zˇeme zapsat v kompaktn´ı formeˇ pouzˇ´ıvane´ v metodeˇ
nejmensˇ´ıch cˇtverc˚u
Y = ΦΘ (8.2. 24)
kde Y = [((C0)s)
T , ((C1)s)
T , . . . , ((CP )s)






 je zna´ma´ matice.
Pokud bychom znali autokovariancˇn´ı funkci Cp, ∀p, definovanou (8.2. 16), (8.2. 18), mu˚zˇeme
snadno zkonstruovat vektor Y v (8.2. 24) a odhadnout vektor nezna´my´ch parametr˚u Θ. Nicme´neˇ,
autokovariancˇn´ı funkce zna´ma nen´ı. Mu˚zˇeme ji vsˇak odhadnout na za´kladeˇ meˇrˇeny´ch dat.
Pokud ma´me sekvenci meˇrˇen´ı zk, mu˚zˇeme vypocˇ´ıtat predikci stavu xˆ′k,∀k, pomoc´ı (8.2. 3) a t´ım i
inovacˇn´ı posloupnost z˜k, ∀k, pomoc´ı (8.2. 4). Pak asymptoticky nestranny´ odhad autokovariancˇn´ı

















Odhad autokovariancˇn´ı funkce pouzˇijeme pro specifikaci vektoru
Yˆ = [((Cˆ0)s)
T , ((Cˆ1)s)
T , . . . , ((CˆP )s)
T ]T (8.2. 27)
ktery´ reprezentuje odhad vektoru Y v (8.2. 24), a na´sledneˇ pro odhad parametr˚u, tj. prvk˚u
kovariancˇn´ıch matic poruch dle
Θˆ = Θˆ(Q,R) = (ΦTΦ)−1ΦT Yˆ
= Φ†Yˆ (8.2. 28)
Z prvk˚u vektoru Θˆ pak na´sledneˇ sestav´ıme odhady kovariancˇn´ıch matic Qˆ a Rˆ.
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Prˇ´ıklad 8.2.1. Ilustrujme vy´znam a tvorbu vy´beˇrovy´ch matic M a M. Prˇedpokla´dejme skala´rn´ı
syste´m, tj. nx = nz = 1. Pak kovariancˇn´ı matice poruch Q a R jsou (skala´rn´ı) variance a
tedy Q = Qs a R = Rs. Hledany´ vektor unika´tn´ıch prvk˚u varianc´ı poruch je definova´n Θ =













. Vy´beˇrova´ matice M v (8.2. 20)–
(8.2. 23) je pak
M = [0, 0, 0, 1] (8.2. 29)



























Pozna´mka . Zisk prediktoru K v rovnici (8.2. 3) mus´ı by´t volen tak, aby matice F¯ (8.2. 5) byla
stabiln´ı. Jednou z mozˇnost´ı je definovat stabiln´ı matici F¯ a pak dopocˇ´ıtat prvky zisku K. Druhou
mozˇnost´ı, ktera´ vzˇdy povede na stabiln´ı matici F¯ , je definovat dveˇ libovolne´ pozitivneˇ definitn´ı
matice QA a RA prˇ´ıslusˇny´ch dimenz´ı, vypocˇ´ıtat rˇesˇen´ı na´sleduj´ıc´ı algebraicke´ Riccatiho rovnice
P ′A = F [P
′
A − P ′AHT (HP ′HT +RA)−1HP ′A]F T +QA (8.2. 31)
a stanovit zisk prediktoru dle




Pozna´mka . Prediktor (8.2. 3) nen´ı optima´ln´ı z hlediska strˇedn´ı kvadraticke´ chyby, tj. lze uka´zat
zˇe kovariancˇn´ı matice chyby odhadu stavu (8.2. 11) bude veˇtsˇ´ı nezˇ usta´lena´ kovariancˇn´ı matice
prediktivn´ı chyby odhadu stavu Kalmanova filtru, resp. prediktoru (3.3.11). Avsˇak, jak ukazuje
(8.2. 10), prediktor (8.2. 3) poskytuje nestranny´ odhad stavu i pro neoptima´ln´ı zisk K.
8.2.4 Shrnut´ı algoritmu a za´veˇrecˇne´ pozna´mky
Autokovariancˇn´ı metoda pro odhad vlastnost´ı poruch mu˚zˇe by´t definova´na na´sleduj´ıc´ım algo-
ritmem.
Algoritmus autokovariancˇn´ı metody pro odhad kovariancˇn´ıch matic poruch
(i) Definujme zisk prediktoru K v (8.2. 3) tak, aby matice F¯ = F − FKH byla stabiln´ı.
Definujme pocˇet rovnic P autokovariancˇn´ı funkce (8.2. 20)–(8.2. 23), tak aby pocˇet rovnic
byl veˇtsˇ´ı nezˇ pocˇet odhadovany´ch parametr˚u vektoru Θ.
(ii) Na za´kladeˇ sekvence meˇrˇen´ı zk, vypocˇteˇme predikci stavu xˆ′k, ∀k (8.2. 3) a t´ım i inovacˇn´ı
posloupnost z˜k, ∀k (8.2. 4).
(iii) Odhadneˇme autokovariancˇn´ı funkci inovace dle (8.2. 25) a (8.2. 26) a stanovme matici Φ
v (8.2. 24) dle (8.2. 20)–(8.2. 23).
104
(iv) Odhadneˇme vektor parametr˚u Θ, obsahuj´ıc´ı prvky hledany´ch matic Q a R, pomoc´ı metody
nejmensˇ´ıch cˇtverc˚u (8.2. 28).
Prˇedstavena´ autokovariancˇn´ı metoda poskytuje asymptoticky nestranny´ odhad kovariancˇn´ıch
matic poruch Q a R [110]. Metoda umozˇnˇuje odhad vsˇech prvk˚u matice R, avsˇak ne v´ıce nezˇ
nx · nz prvk˚u matice Q.
Na´vrh metody je podmı´neˇn specifikac´ı dvou uzˇivatelsky´ch parametr˚u, a to ziskem prediktoru
K a pocˇtem rovnic P . Obeˇ volby maj´ı podstatny´ vliv na kvalitu odhadu a doporucˇen´ı k jejich
volbeˇ je diskutova´no naprˇ. v [113]. Poznamenejme, zˇe vysˇsˇ´ı pocˇet rovnic P nevede automaticky k
lepsˇ´ım odhad˚um, protozˇe nepouzˇ´ıva´me va´zˇenou metodu nejmensˇ´ıch cˇtverc˚u, tj. nema´me nejlepsˇ´ı
nestranny´ linea´rn´ı estima´tor (tzv. BLUE).
Autokovariancˇn´ı metoda patrˇ´ı do sˇiroke´ trˇ´ıdy tzv. korelacˇn´ıch metod, ktere´ jsou zalozˇeny na
analy´ze vlastnost´ı chyby predikce meˇrˇen´ı. Korelacˇn´ı metody byly navrzˇeny i pro linea´rn´ı cˇasoveˇ
variantn´ı nebo dokonce i nelinea´rn´ı modely [109], [111].
8.3 Vı´cemodelovy´ prˇ´ıstup v u´loze rozhodova´n´ı
V te´to sekci budeme uvazˇovat situaci, kdy ma´me rozhodnout, jaky´ vektor parametr˚u z dane´
mnozˇiny mozˇny´ch prˇ´ıslusˇ´ı zkoumane´mu syste´mu. Jedna´ se tedy o rozhodnut´ı, ktery´ z konecˇne´
mnozˇiny model˚u je spra´vny´. V takove´m prˇ´ıpadeˇ bychom mohli postupovat, prˇi vyuzˇit´ı technik
odhadu stavu, na´sleduj´ıc´ım zp˚usobem.
Prˇedpokla´dejme, zˇe vektor parametr˚u Θ je prvek mnozˇiny ΘD
Θ ∈ ΘD = {Θ1,Θ2, ...,ΘN}. (8.3. 1)
Da´le prˇedpokla´dejme, zˇe stavovy´ model s vektorem parametr˚u Θ je definova´n
xk+1 = Fk(Θ)xk + wk (8.3. 2)
zk = Hk(Θ)xk + vk (8.3. 3)
Model (8.3. 2), (8.3. 3) je specia´ln´ı prˇ´ıpad (5.3.1), (5.3.2), jelikozˇ prˇedpokla´da´me, zˇe {wk}, {vk}
jsou b´ıle´, vza´jemneˇ neza´visle´ procesy s gaussovsky´m rozlozˇen´ım
p(wk) = N(wk : 0, Qk(Θ)) (8.3. 4)




= p(x0 | z−1) =
N∑
i=1




Pr(Θi | z−1)p(x0 | Θi, z−1) (8.3. 6)
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kde Pr(Θi | z−1) je podmı´neˇna´ pravdeˇpodobnost, zˇe Θ = Θi za podmı´nky z−1.
Filtr pro uvazˇovany´ syste´m lze snadno naj´ıt, protozˇe se jedna´ o specia´ln´ı prˇ´ıpad u´lohy rˇesˇene´ v
podkapitole 5.3. Z (5.3.28)-(5.3.42) pak dostaneme
p(xk | zk) =
N∑
j=1




Pr(Θj | zk)N(xk : xˆkj , Pkj)
p(xk | Θj , zk−1) = N(xk : xˆ′kj , P ′kj)
xˆkj = xˆ
′











xˆ′kj = Fk−1(Θj)xˆk−1,j (8.3. 9)
Pkj = P
′
kj −KkjHk(Θj)P ′kj (8.3. 10)
P ′kj = Fk−1(Θj)Pk−1,jF
T
k−1(Θj) +Qk−1(Θj) (8.3. 11)
Zby´va´ urcˇit aposteriorn´ı pravdeˇpodobnost parametr˚u Θj . Analogicky jako v 5.3 mu˚zˇeme z´ıskat
Pr(Θj | zk). Tedy
Pr(Θj | zk) = Pr(Θj | z
k−1)ζkj∑N
j=1 Pr(Θj | zk−1)ζkj
(8.3. 12)
kde






kjH(Θj) +Rk(Θj)) (8.3. 13)
j = 1, 2, ...N
Nyn´ı jizˇ je zrˇejme´, zˇe rozhodnut´ı, ktery´ parametr z dane´ mnozˇiny je spra´vny´ z´ıska´me jako vedlejˇs´ı
produkt u´lohy nelinea´rn´ı filtrace. Rovneˇzˇ je zrˇejme´, zˇe v te´to u´loze nen´ı trˇeba zˇa´dna´ aproximace,
jelikozˇ qk = 1 a rk = 1, a tud´ızˇ pocˇet cˇlen˚u ve filtracˇn´ı hustoteˇ stavu je konstantn´ı. Je roven
pra´veˇ N nebo-li pocˇtu model˚u odpov´ıdaj´ıc´ıch parametr˚um Θj , kde j = 1, 2, ..., N . Rozsa´hle´
testova´n´ı tohoto prˇ´ıstupu je provedeno v [75]. Podobna´ technika je pouzˇ´ıva´na i v [76].
S prˇiby´vaj´ıc´ım pocˇtem meˇrˇen´ı se bude jedna z aposteriorn´ıch pravdeˇpodobnost´ı Pr(Θj | zk)
bl´ızˇit jedne´. U´lohu rovneˇzˇ mu˚zˇeme interpretovat jako rozhodnut´ı, ktery´ z N model˚u, z nichzˇ
kazˇdy´ prˇedstavuje syste´m s jiny´m vektorem parametr˚u z prˇedkla´dane´ mnozˇiny je adekva´tn´ı
realiteˇ. Algoritmus rozhodova´n´ı je pak vlastneˇ zalozˇen na mozˇne´ paraleln´ı cˇinnosti N Kalma-
novy´ch filtr˚u, jejichzˇ d˚uveˇryhodnost je meˇrˇena pravdeˇpodobnost´ı z (8.3. 12). Poznamenejme,
zˇe apriorn´ı pravdeˇpodobnosti Pr(Θj | z−1) pro j = 1, 2, ..., N mohou by´t shodne´, ale mohou
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rovneˇzˇ reprezentovat r˚uznou d˚uveˇru v jednotlive´ parametry a v prˇenesene´m smyslu v jednotlive´
modely. Specia´ln´ı prˇ´ıpad pak nastane, kdyzˇ ma´me rozhodnout pouze mezi dveˇma modely nebo
rozhodnout zda dany´ model jesˇteˇ plat´ı.
Povsˇimneˇme si, zˇe hlavn´ım vy´sledkem algoritmu z te´to sekce je pravdeˇpodobnost prˇ´ıslusˇej´ıc´ı
k dane´mu parametru (modelu) a vedlejˇs´ım produktem je odhad stavu. Naopak algoritmy v ka-
pitole pa´te´ produkuj´ı jako hlavn´ı vy´sledek odhad stavu a vedlejˇs´ım produktem je veˇrohodnost
jednotlivy´ch ”model˚u”.
Poznamenejme, zˇe metoda prˇedstavena´ v te´to kapitole mu˚zˇe by´t cha´pa´na jako alternativa k
autokovariancˇn´ı metodeˇ pro odhad kovariancˇn´ıch matic poruch syste´mu. Vı´cemodelovy´ prˇ´ıstup
pro odhad matic Q a R byl navrzˇen a diskutova´n naprˇ. v [116].
8.4 Testova´n´ı hypote´z
V te´to podkapitole naznacˇ´ıme vyuzˇit´ı v´ıcemodelove´ho prˇ´ıstupu k testova´n´ı hypote´z. Jizˇ z
prˇedchoz´ı podkapitoly je zrˇejme´, zˇe v´ıcemodelovy´ prˇ´ıstup vedouc´ı na proble´m nelinea´rn´ı filtrace
se specia´ln´ı strukturou filtru umozˇnˇuje snadne´ rˇesˇen´ı u´loh i z oblasti zpracova´n´ı a detekce
signa´l˚u. Nebudeme se tomuto proble´mu veˇnovat detailneˇ, ale uved’me alesponˇ za´kladn´ı ideu pro
testova´n´ı hypote´z. Uvazˇujme dveˇ hypote´zy na signa´l
H0: signa´l se rovna´ nule
H1: signa´l se rovna´ peˇti.
Meˇrˇen´ı zk obsahuje signa´l s aditivn´ım korelovany´m sˇumem a aditivn´ım b´ıly´m sˇumem. Necht’
korelovany´ sˇum rˇekneˇme {xk} je reprezentova´n gauss-markovsky´m procesem se zna´mou
korelacˇn´ı funkc´ı. Prˇedpokla´dejme, zˇe je vyja´drˇen pomoc´ı skala´rn´ı diferencˇn´ı rovnice
xk+1 = Fkxk + wk (8.4. 1)
kde Fk je zna´mo, {wk} je b´ıly´ gaussovsky´ sˇum se strˇedn´ı hodnotou nula a zna´mou varianc´ı.
Pak hypote´zy bychom mohli sp´ıˇse popsat takto:
H0 : xk+1 = Fkxk + wk
zk = 0 + xk + vk
H1 : xk+1 = Fkxk + wk
zk = 5 + xk + vk
kde {vk} je b´ıly´ gaussovsky´ sˇum N(vk : 0, vˆk) neza´visly´ na {wk}.
Jestlizˇe budeme cha´pat H1 tak, zˇe proces {vk} ma´ strˇedn´ı hodnotu peˇt mı´sto nula, pak mu˚zˇeme
zcela vyuzˇ´ıt metodologii z prˇedchoz´ı podkapitoly, protozˇe stacˇ´ı pouzˇ´ıt dva Kalmanovy filtry
a veˇrohodnost hypote´zy bude da´na vztahem (8.3. 12) [75]. Povsˇimneˇme si podobnosti tohoto
prˇ´ıstupu s monitorova´n´ım konzistentn´ıho odhadu Kalmanova filtru diskutovane´ho v kapitole
3.3.4.
Poznamenejme opeˇt jako v prˇedchoz´ı podkapitole, zˇe hlavn´ım vy´sledkem je potvrzen´ı nebo
vyvra´cen´ı hypote´zy a vedlejˇs´ım produktem je odhad stavu.
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8.5 Adaptivn´ı syste´my
Adaptivn´ı syste´my jsou cha´pa´ny jako syste´my, ktere´ jsou schopny samostatne´ho ladeˇn´ı
(adaptace) a jejich c´ılem je bud’ rˇ´ızen´ı rea´lny´ch proces˚u nebo zpracova´n´ı signa´l˚u [30], [76], [78],
[79], [27]. Ja´drem kazˇde´ho adaptivn´ıho syste´mu je estimacˇn´ı algoritmus zajiˇst’uj´ıc´ı pozna´va´n´ı
rˇ´ızene´ho procesu nebo syste´mu generuj´ıc´ıho zpracova´vany´ signa´l. Prˇ´ıstup k modelova´n´ı a
estimaci popisovany´ v tomto d´ıle umozˇnˇuje, zvla´dnout i takove´ situace, ktere´ prˇesahuj´ı ra´mec
linearity a gaussovosti. Du˚sledkem toho pak adaptivn´ı rˇ´ızen´ı cˇi adaptivn´ı zpracova´n´ı signa´l˚u
vytva´rˇ´ı prˇedpoklady pro synte´zu adaptivn´ıch syste´mu˚ s lepsˇ´ımi vyhl´ıdkami na kvalitu rˇ´ızen´ı
cˇi zpracova´n´ı signa´lu [53], [56], [80], [81]. Podobneˇ mu˚zˇeme argumentovat i v souvislosti se




U´loha odhadu stavu na za´kladeˇ dostupny´ch meˇrˇen´ı a dalˇs´ıch informac´ı obsazˇeny´ch v modelu
syste´mu je vy´znamna´ nejen pro zjiˇst’ova´n´ı nezna´my´ch velicˇin, rozhodova´n´ı, monitorova´n´ı, ale
rovneˇzˇ tvorˇ´ı cˇasto ja´dro synte´zy rˇ´ıdic´ıch syste´mu˚. U´speˇsˇnost, ale i slozˇitost rˇesˇen´ı estimacˇn´ı
u´lohy jsou vy´razneˇ urcˇeny matematicky´m modelem syste´mu, a proto modelova´n´ı a estimace
jsou tak teˇsneˇ spojeny.
Charakteristicky´m rysem tohoto d´ılu skript je snaha o uceleny´ vy´klad proble´mu mode-
lova´n´ı a odhadu stavu stochasticky´ch syste´mu˚. Za´kladn´ım omezen´ım u´lohy estimace bylo u´zke´
propojen´ı stavby modelu a zp˚usobu rˇesˇen´ı s c´ılem zajistit nejen analyticke´, ale i numericke´ rˇesˇen´ı.
Opeˇrny´m bodem pro synte´zu analyticky´ch estimacˇn´ıch algoritmu˚ byla kalmanovska´ filtrace. Jej´ı
detailn´ı popis pro linea´rn´ı gaussovsky´ prˇ´ıpad zahrnuj´ıc´ı odvozen´ı a propojen´ı z bayesovsky´m
prˇ´ıstupem byl s vy´hodou vyuzˇit i pro slozˇiteˇjˇs´ı u´lohy nelinea´rn´ı filtrace prˇekracˇuj´ıc´ı p˚uvodn´ı
ra´mec linearity a gaussovosti.
Druhy´m opeˇrny´m bodem byla Magilova mysˇlenka [41] o konecˇne´m pocˇtu mozˇny´ch hodnot pa-
rametr˚u pouzˇita´ v adaptivn´ım rˇ´ızen´ı a idea aproximovat hustoty pravdeˇpodobnosti na´hodny´ch
velicˇin soucˇtem norma´ln´ıch rozlozˇen´ı [48], [39]. Na tomto za´kladeˇ byla prova´deˇna postupneˇ
synte´za algoritmu˚ nelinea´rn´ı estimace pro rˇadu specia´ln´ıch prˇ´ıpad˚u azˇ po nelinea´rn´ı negaus-
sovske´ prˇ´ıpady. Velmi zaj´ımave´ uplatneˇn´ı estimacˇn´ıch algoritmu˚ bylo uvedeno pro linea´rn´ı
negaussovske´ syste´my, ktere´ umozˇnˇuj´ı prˇirozeneˇ modelovat prakticky vy´znamne´ jevy jako hrube´
chyby meˇrˇen´ı nebo skokove´ zmeˇny parametr˚u cˇi stavu a vytva´rˇej´ı prˇirozenou za´kladnu pro
rˇesˇen´ı cele´ sˇka´ly dalˇs´ıch specia´ln´ıch u´loh. Nejmarkantneˇji se mozˇnosti tohoto typu modelova´n´ı
a estimace projevuje v oblasti rozhodova´n´ı, detekce chyb, testova´n´ı hypote´z a dalˇs´ıch oblastech
naprˇ. prˇi adaptivn´ım zpracova´n´ı signa´l˚u a adaptivn´ım rˇ´ızen´ı.
Jako alternativa k analyticke´mu na´vrh bayesovske´ho filtru, bylo prˇedstaveno numericke´ rˇesˇen´ı
Bayesovy´ch rekurzivn´ıch vztah˚u. To vedlo na metodu bodovy´ch mas, jej´ızˇ za´kladn´ı mysˇlenka
spocˇ´ıva´ v aproximaci hustot pravdeˇpodobnosti po cˇa´stech konstantn´ımi hustotami.
Pozoruhodnou skutecˇnost´ı prˇedkla´dany´ch algoritmu˚ nelinea´rn´ı filtrace je jejich prˇirozena´
mozˇnost paraleln´ı implementace, cozˇ je, v soucˇasne´ dobeˇ, velmi rozv´ıjena´ oblast jak po stra´nce
softwarove´, tak i hardwarove´.
109
Literatura
[1] Wiener, N.: The Extrapolation, Interpolation and Smoothing of Stationary Time Series. New
York, John Wiley, 1949.
[2] Kalman, R.E.: New Results in Linear Filtering and Prediction Theory. Trans. ASME, J.
Basic Eng. 83D, 1960 s. 35-45.
[3] Kushner, H.J.: Approximation to optimal non-linear filters. IEEE Trans. on Automatic Con-
trol, 12, 1967, s. 546-556.
[4] Jazwinski, A.H.: Stochastic processes and filtering theory, New York, Academic Press 1970,
376 s.
[5] Sage, A.P.-Melsa, J.L.: Estimation Theory with Applications to Communications and Con-
trol. New York, Mc Graw - Hill 1971, 529 s.
[6] Proceedings of First Symposium on Nonlinear Estimation Theory and Its Applications. San
Diego, 1970.
[7] Proceedings of Second Symposium on Nonlinear Estimation Theory and Its Applications.
San Diego, 1971.
[8] Ahle´n, A.-Sternad, M.: Wiener Filter Design Using Polynomial Equation. Uppsala University,
UPTEC 90057R, 1990.
[9] Havlena,V.-Sˇtecha, J.:Modern´ı teorie rˇ´ızen´ı. Skriptum CˇVUT Praha, 1994, 289s.
[10] Anderson, B.-Moore J.: Optimal Filtering. Prentice Hall, 1979, 354s.
[11] Chui, C.K.-Chen, G.: Kalman Filtering with Real-Time Applications. Second Edition, Sprin-
ger Verlag, 1990, 192s.
[12] So¨derstro¨m, T.: Discrete-time stochastic systems: Estimation & Control. Prentice Hall, Lon-
don, 1994, 333s.
[13] Aoki, M.: State Space Modeling of Time Series. Springer Verlag, Berlin, Heidelberg, 1987,
311s.
[14] Sorenson, H.W.: On the development of practical nonlinear filters. In: D.G. Lainiotis (Ed.),
Estimation Theory. American Elsevier, New York, 1974.
[15] Sˇimandl, M.-Mosˇna, J.: Analyticky´ prˇ´ıstup k rˇesˇen´ı bayesovsky´ch vztah˚u. In: Sborn´ık se-
mina´rˇe kateder kybernetiky a automatizace CˇSSR, CˇSVTS Plzenˇ, 1988.
[16] Sorenson, H.W.: Parameter Estimation. Marcel Dekker, New York, 1980, 382s.
110
[17] Schweppe, F.C.: Uncertain Dynamic Systems. Prentice Hall, Engelwood Cliffs, NJ, 1968.
[18] Milanese, M.-Vicino, A.: Optimal Estimation Theory for Dynamic Systems with Set Members
Ship Uncertainty. Automatica, Vol. 27, 1991, 997-1009.
[19] Zˇampa, P.: Teorie kauza´ln´ıch syste´mu˚, GR 140, KKY, ZCˇU v Plzni, 1992.
[20] Pr˚ucha, J.-Sˇimandl, M.-Sˇkarda, Z.: The Kalman Filter Approach to Improve of Surface
Temperature Diagnostic for Plasma Sprayed Particles. In: Acta Technica CˇSAV, Academia,
1991.
[21] Brockwell, P.J.-Davis, R.A.: Time Series: Theory and Methods. Springer Verlag, 1991, 577s.
[22] Ng, C.N.-Young, P.C.: Recursive Estimation and Forecasting of Non-stationary Time Series.
Journal of Forecasting, Vol. 9, 1990, 173-204.
[23] Strejc, V.: Stavova´ teorie linea´rn´ıho diskre´tn´ıho rˇ´ızen´ı, Academia, Praha 1978, 374s.
[24] Astro¨m, K.J.: Introduction to Stochastic Control Theory. Academic Press 1970, 299s.
[25] Kub´ık, S.-Kotek, Z.-Strejc, V.-Sˇtecha, J.: Teorie automaticke´ho rˇ´ızen´ı I. SNTL, Praha, 1982,
522s.
[26] Box, G.-Jenkins, G.: The Series Analysis Forecasting and Control. Holden-Day, San Fran-
cisco, 533s.
[27] Widrow, B.-Stearns, S.D.: Adaptive Signal Processing. Prentice Hall, London, 474s.
[28] Ljung, L.-So¨derstro¨m, T.: Theory and Practice of Recursive Identification. MIT Press,
Cambridge, 1983.
[29] Spall, J.C.: Bayesian Analysis of Time Series and Dynamic Models. Marcel Dekker, New
York, 1988.
[30] Sˇimandl, M.: Adaptivn´ı syste´my. ZCˇU v Plzni. Skripta, 1993, 138s.
[31] Sˇimandl, M.: Vyuzˇit´ı neˇktery´ch identifikacˇn´ıch metod v praxi. In: Technicka´ kybernetika a
biokybernetika. CˇSVTS-FEL-CˇVUT, Temesˇva´r, 1991, 18-28.
[32] Benesˇ, J.-Zˇampa, P.: Stochaticke´ syste´my a jejich rˇ´ızen´ı. CˇVUT Praha, Skripta, 1976, 201s.
[33] Hrusˇa´k, J.-Mosˇna, J.-Janecˇek, E.-Sˇimandl, M.: A New Adaptive Controller for Cold Rol-
ling Mills. In: Proc. of IFAC/IFIP Symposium on Real Time Digital Control Application,
Guadalajara, Mexico, 1983, Oxford, England: Pergamon, 1984, 69-74.
[34] Hrusˇa´k, J.-Mosˇna, J.-Janecˇek, E.-Sˇimandl, M.: Strip-Thickness Adaptive Control for Cold-
Rolling Mills. Problems of Control and Information Theory, 11, No 6, 1982, 455-464.
[35] Sˇimandl, M.: Teorie a aproximacˇn´ı algoritmy bayesovske´ filtrace. KKY, VSˇSE v Plzni, 1982,
71s.
[36] Krebs, V.: Nichtlienare Filtering. Oldenbourg, Mu¨nchen, 1980.
[37] Sˇtecha, J.: Parameter Estimation in Nonlinear Economic Models. In: Modern Control Theory.
International Summer School ’92. UTIA Prague and Czech Technical University, Prague
1992.
111
[38] Zellner, A.: Bayesian econometrics. Econometrica. Vol. 53, No. 2, March 1985, 253-269.
[39] Alspach, D.L.-Sorenson, H.W.: Approximation of Density Function by a Sum of Gaussians
for Nonlinear Bayesian Estimation. In: Proceedings of the 1st Symposium on Nonlinear
Estimation Theory, San Diego, 1970.
[40] Sorenson, H.W.-Alspach, D.L.: Recursive Bayesian Using Gaussian Sums. Automatica, Vol.
7, 1971, 465-479.
[41] Magil, D.T.: Optimal adaptive estimation of sampled stochastic processes. IEEE Trans.
Automatic Control, Vol. AC-10, Oct. 1965, 434-439.
[42] Lainiotis, D.G.: Partioning - A Unifying Framework for Adaptive Systems, In: Estimation.
Proc. of the IEEE, 64, No. 8, 1976, 1126-1143.
[43] Sorenson, H.W.: An Overview of Filtering and Stochastic Control in Dynamic Systems.
Advances in Theory and Applications. C.T. Leondes, New York, Academic Press, 1976, 1-
61.
[44] Sˇimandl, M.: Nonlinear Filtering: Set Approach. Uppsala University, Uppsala, UPTEC
8458R, 1984.
[45] Hrusˇa´k, J.-Mosˇna, J.- Sˇimandl M.: Nonlinear Filtering: System Set Reprezentation. In: Pre-
prints of 10th World Congress IFAC, Mu¨nchen, 1987.
[46] Mosˇna, J.-Sˇimandl, M.: Cˇ´ıslicove´ monitorovac´ı syste´my a bayesovska´ filtrace. In: Sborn´ık
semina´rˇe kateder kybernetiky a automatizace CˇSSR, CˇSVTS Plzenˇ, 1988.
[47] Mosˇna, J.-Sˇimandl, M.: Bayesovska´ filtrace a mnozˇinova´ reprezentace syste´mu. Automati-
zace, SNTL Praha, 37, cˇ. 7, 1989, 182–184.
[48] Lo, J.T.: Finite - dimensional sensor orbits and optimal nonlinear filtering. IEEE Trans.
Inform. Theory, IT18, 1972.
[49] Bultas, M.: Aproximacˇn´ı metody nelinea´rn´ı filtrace. Diplomova´ pra´ce. KKY VSˇSE v Plzni
1983.
[50] Sˇimandl, M.-Prantner, V.: Zobecneˇny´ rozsˇ´ıˇreny´ Kalman˚uv filtr. Rukopis VZ, KKY, VSˇSE
v Plzni. 1988.
[51] Alspach, D.L.-Sorenson, H.W.: Nonlinear Bayesian Estimation Using Gaussian Sum Appro-
ximations. Trans. on Automatic Control, Vol. AC-17, No. 4, August 1972.
[52] Sˇimandl, M.: Synte´za algoritmu˚ nelinea´rn´ı estimace pro aplikace v rea´lne´m cˇase. Kand. dis.
pra´ce, KKY, VSˇSE v Plzni, 1986.
[53] Alspach, D.L.: Dual Control on Approximate Aposteriori Density Functions. IEEE Trans.
on Automatic Control, October 1972.
[54] Dajani, M.Z.-Campion, G.: Closed loop control design for nonlinear nonquadratic systems.
In: Proc. of the IEEE Conference on Decision and Control. San Diego, 1973, 82–87.
[55] Namera, T.-Stubberund, A.: Gaussian Sum Approximation for Nonlinear Fixed Point Pre-
diction. Int. J. Control, Vol. 38, No. 5, 1983, 1047-1053.
112
[56] Lainiotis, D.G.: Partitioning: A Unifying Framework for Adaptive Systems II. Control. Pro-
ceedings of the IEEE 64, 1976, 1182–1198.
[57] Ka´rny´, M.-Hangos, K.H.: Approximation of the Bayes rule. In: Preprints of the 7th
IFAC/IFORS Symposium on Identification and System Parameter Estimation, York, En-
gland, Vol. 1, 1985, 785–990.
[58] Kulhavy´, R.: A Bayes-closed approximation of recursive nonlinear estimation. Int. J. Adap-
tive Control and Signal Processing, 4, 1990, 271–285.
[59] Kulhavy´, R.: Differential geometry of recursive nonlinear estimation. In: Preprints of the
11th IFAC World Congress, Tallin, Estonia, Vol. 3, 1990, 113-118.
[60] Kulhavy´, R.: Recursive nonlinear estimation: geometry of a space of posterior densities.
Automatica, 28, 1992, 313-323.
[61] Sˇimandl, M.-Mosˇna, J.: Nelinea´rn´ı estima´tor pro linea´rn´ı negaussovsky´ syste´m. In: Automa-
ticka´ regulace a logicke´ rˇ´ızen´ı 87. CˇSVTS Sˇkoda Plzenˇ, Zˇinkovy. 1987.
[62] Sˇimandl, M.-Mosˇna, J.: Detekce chyby a nelinea´rn´ı filtrace. In: Automaticka´ regulace a lo-
gicke´ rˇ´ızen´ı 89. CˇSVTS Sˇkoda Plzenˇ, Zˇinkovy, 1989.
[63] Sˇimandl, M.: State Estimation for Nongaussian models. VZ, KKY, ZCˇU v Plzni, 1992.
[64] Ka´rny´, M.: Loka´ln´ı filtr necitlivy´ k hruby´m chyba´m meˇrˇen´ı. In: ASzˇ TP ’90 Automatiza´cia
a syste´my riadenia technologicky´ch procesov. CˇSVTS, U´stav racionalizace pr˚umyslu, Zˇilina,
1990, 141-144.
[65] Tanaka, M.-Kalayana, T.: Identification and Smoothing for Linear System with Outliers and
Missing Data. In: Preprints of World Congress IFAC, Vol. 3, Tallin, 1990.
[66] Sˇrubarˇ, P.: Negaussovske´ modelova´n´ı a odhad stavu. Dipl. pra´ce, KKY, ZCˇU v Plzni, 1992.
[67] Sˇonka, M.: Zapomı´na´n´ı prˇi odhadu cˇasoveˇ promeˇnny´ch parametr˚u. Dipl. pra´ce. KKY ZCˇU
v Plzni. 1992.
[68] Kulhavy´, R.-Ka´rny´, M.: Tracking of Slowly varying Parameters by Directional Forgetting.
In: Preprints of 9th World Congress IFAC, Budapest, 1984, 687–692.
[69] Parkum, J.E.-Poulsen, N.K.-Holst, J.: Selective Forgetting in Adaptive Procedures. In: Pre-
prints of 11th World Congress IFAC, Tallin, 1991, 180–186.
[70] Lo¨hnberg, P.-Stienstta, A.: Time Varying Parameter Estimation Combining Directional and
Uniform Forgetting. In: Preprints of 11th World Congress IFAC, Tallin, 1991, 232-237.
[71] Benveniste, A.-Basseville, M.-Moustakides, G.: Modelling and Monitoring of Changes in
Dynamical Systems. In: Proceedings of 25th Conference on Decision and Control. Athens,
Grece, December 1986, 776–782.
[72] Campo, L.-Bar-Shalom, Y.: A New Controller for Discrete-Time Stochastic Systems with
Markovian Jump Parameters. In: Preprints of World Congress IFAC, Vol. 3, Tallin, 1990.
[73] Ljung, L.: Optimal and ad hoc Adaption Mechanismus. In: Proceedings ECC 91, European
Control Conference, Grenoble, France, July 1-5, 1991, 2013–2020.
113
[74] Ha¨gglund, T.: New Estimation Techniques for Adaptive Control. Dissertation, Lund Univer-
sity, 1983.
[75] Chra´stecky´: Detekce poruch v dynamicky´ch syste´mech. Dipl. pra´ce, KKY, ZCˇU v Plzni,
1992.
[76] Zhang, X.J.: Auxiliary Signal Design in Fault Detection and Diagnosis. Springer Verlag,
Berlin, 1989.
[77] Astro¨m, K.J.-Wittenmark, B.: Adaptive Control. Addison-Wesley. New York, 1989.
[78] Astro¨m, K.J.: Intelligent Control. In: Proceedings of ECC 91, European Control Conference,
Grenoble, France, July 2-5, 1991, 2328-2339.
[79] Ka´rny´, M.-Halouskova´, A.-Bo¨hm, J.-Kulhavy´, R.-Nedoma, P.: Design of linear quadratic
adaptive control: theory and algorithms for practice. Kybernetika, Prˇ´ıloha k cˇ´ısl˚um 3,4,5,6,
Vol. 21, 1985.
[80] Wenk, C.J.-Bar-Shalom, Y.: A Multiple Model Adaptive Dual Control Algorithm for Sto-
chastic Systems with Unknown Parameters. IEEE Transactions on Automatic Control, Vol.
AC-25, No. 4, Aug. 1980.
[81] Qi, Xiao-Jiang: A multi-model adaptive predictor for stochastic processes with Markov swit-
ching parameters. Int. J. Control, Vol. 43, No. 5, 1986, 1453–1463.
[82] Chizech, H.J.-Wilski, A.S.-Castanon, D.: Discrete time markovian-jump linear quadratic
optimal control, Int. J. Control, Vol. 43, No. 1, 1986, 213-231.
[83] Kucˇera, V.: Algebraicka´ teorie diskre´tn´ıho rˇ´ızen´ı. Academia, Praha, 1978.
[84] Lewis, F.L.: Optimal Estimation. John Wiley, New York, 1986.
[85] Sˇimandl, M.: Kauza´ln´ı stochasticke´ syste´my a odhad stavu. Vy´zkumna´ zpra´va, ZCˇU KKY,
1993.
[86] Minimum operational performance standard for global positioning system / wide area
augmentation system airborne equipment. Radio Technical Commission for Aeronautics
(RTCA), Standard, Dec. 2016.
[87] Bar-Shalom, Y.-Li, X.R.-Kirubarajan, T.: Estimation with Applications to Tracking and
Navigation: Theory, Algorithms and Software. John Wiley, 2001.
[88] Sa¨rkka¨, S.: Bayesian Filtering and Smoothing. Cambridge University Press, 2013.
[89] Puncˇocha´rˇ, I.: Za´klady identifikace syste´mu˚ a detekce chyb, Ucˇebn´ı text k prˇedmeˇtu Za´klady
identifikace syste´mu˚ a detekce chyb, ZCˇU v Plzni, 2016.
[90] Nørgaard, M.-Poulsen, N.K.-Ravn, O.: New developments in state estimation for nonlinear
systems, Automatica, vol. 36, no. 11, 2000, 1627–1638.
[91] Julier,S.J.-Uhlmann, J.K.: Unscented filtering and nonlinear estimation, IEEE Proceedings,
vol. 92, no. 3, 2004, 401–421.
[92] Arasaratnam, I.-Haykin, S.: Cubature Kalman filters, IEEE Transactions on Automatic Con-
trol, vol. 54, no. 6, 2009, 1254–1269.
114
[93] Sˇimandl, M.-Dun´ık, J.: Derivative-free estimation methods: New results and performance
analysis, Automatica, vol. 45, no. 7, 2009, 1749–1757.
[94] Dun´ık, J.-Sˇimandl, M.-Straka, O.: Unscented Kalman filter: Aspects and adaptive setting of
scaling parameter, IEEE Transactions on Automatic Control, vol. 57, no. 9, 2012, 2411–2416.
[95] Dun´ık, J.-Straka, O.-Sˇimandl, M.-Blasch, E.: Random-point-based filters: Analysis and com-
parison in target tracking, IEEE Transactions on Aerospace and Electronic Systems, vol. 51,
no. 2, 2015, 303–308.
[96] Simon, D.: Optimal State Estimation: Kalman, H-infinity, and Nonlinear Approaches, CRC
Press, 2012.
[97] Gibbs, B.: Advanced Kalman Filtering, Least-Squares and Modelling, Wiley, 2011.
[98] Bucy, R.S.-Senne, K.D.: Digital synthesis of nonlinear filters. Automatica, vol. 7, 1971, 287–
298.
[99] Bergman, N.: Recursive Bayesian estimation: Navigation and tracking applications, Di-
sertacˇn´ı pra´ce, Linko¨ping University, Sweden, 1999.
[100] Kra´lovec, J.: Metoda bodovy´ch mas v u´loze nelinea´rn´ı filtrace, Disertacˇn´ı pra´ce, Za´padocˇeska´
univerzita v Plzni, 2002.
[101] Sirola, N.: Nonlinear filtering with piecewise probability densities, Disertacˇn´ı pra´ce, Tampere
University of Technology, Finland, 2007.
[102] Sˇimandl, M.-Kra´lovec, J.-So¨derstro¨m, T.: Anticipative grid design in point-mass approach
to nonlinear state estimation, IEEE Transactions on Automatic Control, vol. 47, no. 4, 2002,
699–702.
[103] Groves, P.D.: Principles of GNSS, Inertial, and Multisensor Integrated Navigation Systems.
Artech House, 2008.
[104] Dun´ık, J.-Sota´k, M.-Vesely´, M.-Hawkinson, W. J.: Apparatus and method for data-based
referenced navigation, Patent Application US 15/373,999, 09 12, 2016.
[105] Scho¨n, T.-Gustafsson, F.-Nordlund, P.: Marginalized particle filters for mixed li-
near/nonlinear state-space models, IEEE Transactions on Signal Processing, vol. 53, no.
7, 2005, 2279—2289.
[106] Sˇmı´dl, V.-Gasˇperin, M.: Rao-Blackwellized point mass filter for reliable state estimation, in
Proceedings of the 16th International Conference on Information Fusion, Istanbul, Turkey,
2013.
[107] Lindfors, M.-Hendeby, G.-Gustafsson, F.-Karlsson, R.: Vehicle speed tracking using chassis
vibrations, in Proceedings of the 2016 IEEE Intelligent Vehicles Symposium, Gothenburg,
Sweden, Jun. 2016.
[108] Mehra, R.K.: On the identification of variances and adaptive filtering, IEEE Transactions
on Automatic Control, vol. 15, no. 2, 1970, 175—184.
[109] Dun´ık, J.-Straka, O.-Kost, O.-Havl´ık, J.: Noise covariance matrices in state-space models:
A survey and comparison - part I, International Journal of Adaptive Control and Signal
Processing, vol. 31, no. 11, 2017, 1505–1543.
115
[110] Odelson, B.J.-Rajamani, M.R.-Rawlings, J.B.: A new autocovariance least-squares method
for estimating noise covariances, Automatica, vol. 42, no. 2, 2006, 303—308.
[111] Dun´ık, J.-Kost, O.-Straka, O.: Design of measurement difference autocovariance method for
estimation of process and measurement noise covariances, Accepted for Automatica, 2017.
[112] Brewer, J.W.: Kronecker products and matrix calculus in system theory, IEEE Transactions
on Circuits and Systems, vol. 25, no. 9, 1978, 772—781.
[113] Dun´ık, J.-Straka, O.-Sˇimandl, M.: On autocovariance least-squares method for noise cova-
riance matrices estimation, IEEE Transactions on Automatic Control, vol. 62, no. 2, 2017,
967—972.
[114] Nurminen, H.-Ardeshiri, T.-Piche´, R.-Gustafsson, F.: Robust inference for state-space models
with skewed measurement noise, IEEE Signal Processing Letters, vol. 22, no. 11, 2015, 1898–
1902.
[115] Couvreur, C.: The EM algorithm: A guided tour, in Proceedings of the Second IEEE Euro-
pean Workshop on Computer-Intensive Methods in Control and Signal Processing (CMP’96),
1996, pp. 115-–120.
[116] Lainiotis, D.G.: Optimal adaptive estimation: Structure and parameters adaptation, IEEE
Transactions on Automatic Control, vol. 16, no. 2, 1971, 160–170.
116
