Abstract. We explore the derivation of the SVD and its role in digital image processing. By using MATLAB, we will demonstrate how the SVD is used to minimize the size needed to store an image.
Introduction
The singular value decomposition is a highlight of linear algebra. It plays an interesting, fundamental role in many different applications, namely in digital image processing. The beauty of the SVD within its digital applications is that it provides a robust method of storing large images as smaller, more manageable square ones. This is accomplished by reproducing the original image with each succeeding nonzero singular value. Furthermore, to reduce storage size even further, one may approximate a "good enough" image with using even fewer singular values.
What is the Singular Value Decomposition?
The singular value decomposition of a matrix factors an m x n matrix A into the form
where U is an m x m orthogonal matrix; V an n x n orthogonal matrix, and F an m x n matrix containing the singular values of A a 1 ³ a 2 ³`³ a n ³ 0 along its main diagonal.
A similar technique, known as the eigenvalue decomposition, diagonalizes matrix A, but with this case, A must be a square matrix. The EVD diagonalizes A as
where D is a diagonal matrix comprised of the eigenvalues, and V is a matrix whose columns contain the corresponding eigenvectors.
Unfortunately, the EVD is not always possible. What do we do then? The answer is simple: apply the SVD.
How do we know the SVD works?
Let us begin by showing that the SVD of A is always possible, unlike that of the EVD. Let A be an m x n matrix. The matrix A T A is symmetric and can be diagonalized. Working with the symmetric matrix A T A, we know two things to be true: 1. The eigenvalues of A T A will be real and nonnegative. 2. The eigenvectors will be orthogonal.
How do we find two orthogonal matrices U and V that diagonalize a m x n matrix A? First, if the intent is to factor A as A = UFV T then the following must be true.
Note that this implies that F 2 contains the eigenvalues of A T A and V contains the corresponding eigenvectors.We now know how to find the V of the singular value decomposition A = UFV T . Next, rearrange the eigenvalues of A T A in order of decreasing magnitude.
Note that some eigenvalues are equal to zero. Define the singular values of A as the square root of the corresponding eigenvalues of the matrix A T A; that is,
Rearrange the eigenvectors of A T A in the same order as their respective eigenvalues to produce the matrix
Theorem (1) Let the rank of A be equal to r. Then r is also the rank of A T A which is also equal to the number of nonzero eigenvalues. (Proof lies in the appendix.)
Let a j = V j V = ßv 1,... v rà be the set of eigenvectors associated with the non-zero eigenvalues and V 2 = ßv r+1 , ..., v n à be the set of eigenvectors associated with zero eigenvalues.
It follows that:
., 0Þ
AV 2 = 0 where this zero is the zero matrix (4) How do we find the matrix F? Earlier we defined the matrix F to be the diagonal matrix with the singular values of A along its main diagonal. From equation (3), each zero eigenvalue will result in a singular value equal to zero. Let F 1 be a square r x r matrix containing the nonzero singular values áa 1 , a 2 , ...a r â of A along its main diagonal. Therefore matrix F may be represented by: Therefore,
Examining equation (5), let us remember that a j is a scalar and that v j , and u j are column vectors and that matrix vector multiplication results in another vector. Therefore, the vector resulting from the multiplication of Av j is equal to the vector u j multiplied by the scalar a j . We can look at the vector Av j as lying in the direction of the unit vector u j with absolute length a j . Av j can be calculated because we previously found matrix V. Therefore, the unit vector u j , is a result of dividing the vector Av j by its magnitude, a j .
Equation (6) is restricted to the first r nonzero singular values. (We will explain the case for singular values equal to zero later.) This allows us to find the column vectors of U so long as there is no division by zero. Therefore we see that this method allows us to find only part of the matrix U. How do we find the other part where the singular values of A are equal to zero? As we saw before in the matrix V, the matrix U may be defined as: 
Before we proceed to find the matrix U 2 , let us pause for a minute. Referring to the illustration of the four fundamental subspaces (see appendix) we remember that the nullspace NÝAÞ, of a matrix A, denotes the set of all nontrivial ( non-zero) solutions to equation Ax = 0. Using equation (4) AV 2 = 0 where zero represents the zero matrix it follows that V 2 forms a basis for the NÝAÞ. Also because Av j = 0u j where j = r + 1, r + 2, ..., n Av j = 0 v j 5 NÝAÞ
We know that the orthogonal complement to the NÝAÞ is the RÝA .., u m à which form the matrix U 2 . Now that we have the matrix V, the matrix F, and the matrix U, the singular value decomposition has been found for any matrix A. Lets see if UFV T actually does diagonalize and equal the matrix A.
From equation (7) The singular value decomposition really does diagonalize A!
MATLAB'S Contribution to the Singular Value Decomposition
MATLAB plays an important role in allowing students the opportunity to better understand and visualize how the SVD works. The SVD by hand would be awkward and tedious for anything other than very small matrices. But with MATLAB, students are able to deal with any size image and may even write their own programs to see the SVD in action. To understand how the SVD is used to approximate an image or obtain an exact representation, let us first take another look at how the SVD breaks down the matrix A into three separate matrices.
..a n = are all equal to zeros This m-file was created to approximate the 500 x 337 image by using the first 100 singular values in steps of ten. For example, the first singular value provides a rough approximation by
The next rough, but much better approximation, (keeping in mind the m-file is incremented in steps of ten) is given by
T And on and on, until finally we see that we don't need even need to go up to the 100th singular value because a "good enough" approximation to the original image may be given by the 70th singular value such that: To explain why the rank r is equal to the number of nonzero eigenvalues first look at the illustration of the four fundamental subspaces. Remember that ßv 1 , ..., v r à are the eigenvectors corresponding to the nonzero eigenvalues of A, and that the remaining column vectors of V correlate with the eigenvalues equal to zero. So there exists r nonzero singular values. Thus r is equal to the number of nonzero eigenvalues.
