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We propose how topologically non-trivial states can dynamically organize in a fermionic quantum
gas which is confined to a two-dimensional optical lattice potential and coupled to the field of an
optical cavity. The spontaneously emerging cavity field induces together with coherent pump laser
fields a dynamical gauge field for the atoms. Upon adiabatic elimination of the cavity degree of
freedom, the system is described by an effective Hofstadter model with a self-consistency condition
which determines the tunneling amplitude along the cavity direction. The fermions are found to self-
organize into topologically non-trivial states which carry an extended edge state for a finite system
size. Due to the dissipative nature of the cavity field, the topological steady states are protected
from external perturbations.
The interest in topologically non-trivial quantum
phases has revived recently with the discovery of topolog-
ical insulators [1]. In such materials extended edge states
exist which are linked to the topological characteristics
of the bulk by the bulk-edge correspondence [2, 3]. Since
these edge states are non-local they are well protected
against many environmental perturbations and therefore
might be utilized for quantum computation [4].
The preparation and observation of topologically gen-
erated edge states by static gauge fields has been achieved
by now in several different systems. These reach
from quantum Hall systems [5–7] over the more recent
experiments in hybrid superconductor-semiconductor
nanowires [8] or ferromagnetic atomic chains on a su-
perconductor [9] and photonic materials [10] to ultracold
neutral quantum gases [11].
A novel approach for realizing edge states in dissipative
systems has been proposed in Refs. [12–15] by means of
engineering a tailored coupling to an environment. The
dissipation results in an attractor dynamics [16] which
drives the system towards a steady state with the desired
properties such as the existence of extended edge states.
By the dissipative dynamics the state can be stabilized
from destructive influences of its environment.
A natural dissipation channel is realized in ultracold
quantum gases by coupling the atomic motion to the
field of an optical cavity [17]. In the past, various self-
organization phenomena in such systems have been inves-
tigated both theoretically and experimentally such as the
Dicke phase transition [18–21] or more complex quantum
phases reaching from phases in extended Bose-Hubbard
models [22–28] over fermionic phases [29–33], magnetic
phases [34], phases in multimode cavities[35, 36] and dis-
ordered structures [37–39] to phases with spin-orbit cou-
pling [40–43]. More recently, the generation of a chiral
current in ladder structures [44–46] and a transient cur-
rent in a one-dimensional chain [47] via the coupling of
the tunneling dynamics to a cavity have been studied. In
this paper we propose a scheme for the self-organization
of an edge state in a two-dimensional ultracold Fermi gas
loaded into a tilted optical lattice potential and coupled
to the field of an optical cavity. The atoms are driven
by coherent pump laser fields and scatter photons into
the cavity field conditioned on a tunneling event between
neighboring lattice sites. Above a critical pump strength
a coherent cavity field emerges and the fermionic atoms
experience a dynamical artificial gauge field in which they
aquire topologically non-trivial properties. The dynami-
cal gauge field realized in this work by the coupling to the
cavity field has to be contrasted with the static artificial
gauge fields, which have been induced recently in optical
lattices thereby realizing the Hofstadter model [48–52]
and the Haldane model [53].
In our proposal we consider ultracold spin-polarized
fermionic atoms confined to two spatial dimensions by
a strong optical lattice potential along the z-direction
(see Fig. 1a). Within the x-y-plane an additional op-
tical square lattice potential is created using standing-
wave laser beams with wavelength λx and λy along the
x-and y-direction, respectively. Along the x-direction
a magnetic field gradient introduces a potential offset
∆ between neighboring lattice sites thereby suppress-
ing tunneling along this direction [54]. The fermions
are placed into a high-finesse optical standing-wave cav-
ity oriented along the x-direction and driven by two
far-detuned, running-wave pump laser fields counter-
propagating transversally to the cavity direction. Cavity-
assisted tunneling processes along the x-direction are in-
duced by photon exchange between either of the pump
fields with frequencies ωp1,2 and a near-resonant cav-
ity mode with resonance frequency ω˜c ≈ ωp1 + ∆/~ ≈
ωp2 −∆/~, see Fig. 1b. In order to selectively drive the
indicated Raman transitions, the linewidth of the cavity
is assumed to be on the order of the potential offset ∆/~.
We assume the frequencies of the cavity and pump
fields to be far detuned from the atomic transition fre-
quency ωe, such that the electronically excited state |e〉
of the atoms is only weakly occupied and can be adia-
batically eliminated. This allows an effective description
of the system dynamics in terms of the dynamical cav-
ity field and the atomic ground state |g〉, expanded in
the Wannier basis of the optical lattice potential using
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FIG. 1. (color online) Scheme for generating a dynamical
version of the Hofstadter model in a 2D optical lattice. (a)
Fermionic atoms are loaded into a square optical lattice po-
tential and coupled to the dynamical field of an optical cav-
ity. Tunneling along the x-direction is strongly suppressed by
a potential offset ∆ between neighboring lattice sites. (b)
Cavity-assisted Raman processes induced by two running-
wave pump beams restore tunneling along the cavity direction
and imprint a phase ϕ onto the atomic wavefunction when
tunneling around a plaquette. (c) The single-particle energy
bands for the Hofstadter model of size Lx = 159, Ly = 1000
with periodic boundary condition in y-direction and open
boundary condition in x-direction. The flux is chosen as
ϕ = 2pi 1
8
. The solid (black) line shows the energy bands
for Jx/Jy = 0.1 and the (red) dashed lines correspond to de-
coupled chains with Jx = 0. (d) Zoom into the first energy
gap where the edge state (blue line) between two bulk bands
for Jx/Jy = 0.1 becomes visible.
the tight-binding approximation [17, 23]. Neglecting the
AC-Stark shift induced by the intra-cavity photons and
off-resonant two-photon transitions, the Hamiltonian be-
comes
Hy= −Jy
∑
j,m
(
c†m,jcm,j+1 + H.c.
)
, Hc = ~δcpa†a,
and Hac = −~Ω˜(a† + a)
∑
m,j
(
eiϕjc†m,jcm+1,j + H.c.
)
.
Here, cm,j (c
†
m,j) are the annihilation (creation) operators
of an atom on lattice site (m, j), where m (j) enumerates
the lattice sites along the x (y)-direction, respectively.
The term Hy describes tunneling of the atoms along the
y-direction with amplitude Jy. The term Hc captures
the bare dynamics of the dispersively shifted cavity field
in a frame rotating at frequency ωp where we denoted
the average pump-cavity detuning by δcp = (ω˜c − ωp)
with ωp =
1
2 (ωp1 + ωp2). The operator a (a
†) denotes
the annihilation (creation) operator of a cavity photon.
The cavity-assisted tunneling processes of atoms along
the x-direction are described by the term Hac. The
coupling strength between the atomic tunneling opera-
tor and the cavity field is given by ~Ω˜ = ~Ωp1g0ωe−ωp1φ‖φ⊥,
where Ωp1 denotes the Rabi frequency of the first pump
beam and g0 the vacuum-Rabi frequency of the cavity.
The Rabi frequency of the second pump beam is chosen
as Ωp2 =
Ωp1(ωe−ωp2)
(ωe−ωp1) in order to balance the strength of
the two Raman channels. The wave length of the cav-
ity is chosen λc =
λx
2 . The overlap integrals φ‖ and φ⊥
are effective parameters depending on the Wannier states
and can be tuned via the geometry of the optical lattice
and the cavity mode [44].
The running-wave character of the transverse pump
fields is utilized to imprint during a cavity-assisted tun-
neling event the phase factor exp(ikpy/ay) onto the
atomic wavefunction. Here, kp = 2piay/λp denotes the
unit-less pump wave vector with λp ≈ λp1 ≈ λp2. ay is
the lattice constant in y-direction. Correspondingly, if
atoms tunnel around a plaquette of the square lattice,
they collect a total phase of ϕ = piλy/λp[55]. This cor-
responds for the atoms to the presence of a (dynamical)
artificial magnetic field oriented along the z-direction. Its
magnitude can be tuned by changing the y-component of
the pump wavevector.
The loss of intracavity photons through the imperfect
cavity mirrors can be theoretically described in terms of
a Lindblad equation ∂∂tρ = −i/~[H, ρ] + D(ρ) where ρ
denotes the density matrix of the combined atoms-cavity
system. The dissipation of cavity photons is captured by
the term D(ρ) = κ (2aρa† − (a†aρ+ ρa†a)) with cavity
decay rate κ. Solving the above model exactly is very
complicated. Therefore we concentrate on finding the
steady states of the system using adiabatic elimination
of the cavity field. Based on our earlier work [44, 46]
we expect this method to cover most of the important
physical properties of the steady states.
After solving the equations of motion for the cavity
field expectation value α = 〈a〉 = Ω˜(δcp−iκ) 〈Kx +K†x〉 and
substituting it on a mean-field level into the equations of
motion of the atomic operators one arrives at the follow-
ing effective Hamiltonian
HF = Hy − (JxKx + H.c.) (1)
together with the self-consistency condition Jx =
A〈Kx + K†x〉/2 where A = 4~Ω˜
2δcp
δ2cp+κ
2 . Here, Kx =∑
m,j e
iϕjc†m,jcm+1,j denotes the directed atomic tunnel-
ing operator along the x-direction. The Z2-symmetry,
corresponding to the system’s invariance under the trans-
formation a→ −a and cm,j → (−1)mcm,j , is reflected in
the freedom of the sign of the cavity field expectation
value α and of the expectation value of the tunneling
along the x-direction 〈Kx + K†x〉. In an experiment this
symmetry will be spontaneously broken by the cavity dis-
sipation and in what follows we choose 〈Kx + K†x〉 > 0.
Since for the ground state of HF the expectation value
3of the directed tunneling 〈Kx+K†x〉 has the same sign as
Jx, a non-trivial solution of the self-consistency condition
only exists for a positive pump-cavity detuning δcp > 0.
A solution of the effective model with Jx > 0 corresponds
to a finite expectation value of the cavity field operator
given by α = Jx(δcp + iκ)/(2~Ω˜δcp).
We numerically solve the self-consistent problem of
the effective Hamiltonian HF taking into account peri-
odic boundary conditions in the y-direction with number
of sites Ly and open boundary conditions along the x-
direction with number of sites Lx. We choose the flux
to be ϕ = 2pi pq where p and q are mutually prime. The
number of sites along the x-direction is taken to be com-
mensurate with the flux, i.e. as Lx = lq − 1 with l being
an integer. In this geometry the total number of plaque-
ttes is Np = Ly(Lx−1) and two edges arise at m = 1 and
m = Lx. In order to diagonalize the Hamiltonian HF we
use the gauge transformation cm,j = c˜m,je
−iϕmj and de-
couple different momenta along the y-direction using the
momentum representation c˜m,ky =
1
Ly
∑
j e
−ikyj c˜m,j to
determine the single-particle eigenenergies of the Hamil-
tonian for each momentum ky independently.
In Figs. 2, we show the steady-state cavity
field amplitude Re(α)/
√
Np versus the filling n =
1
LxLy
∑
m,j〈c†m,jcm,j〉 and pump strength A for two dif-
ferent values of the flux. Since the behavior of the sys-
tem is symmetric around half-filling, we only show fill-
ings below n ≤ 1/2. For both fluxes we find over a large
range of fillings a critical value of the pump strength Ac
above which a finite cavity field amplitude builds up. In
a certain parameter regime we find the coexistence of two
steady-state solutions as shown in Fig. 2 (a) and (b) for
ϕ = 2pi 18 . For flux ϕ = 2pi
2
7 there is a very small region
of parameters within that the second steady-state solu-
tion exists (Fig. 2 (d)). To decide on the stability of the
second solution, which we found in a finite system to be
unstable, a stability analysis should be performed. In the
following we concentrate on the first solutions shown in
Fig. 2 (a) and (c).
A special situation arises for the filling n = pq where
the Fermi energy lies at the crossing point of the en-
ergy bands of uncoupled (Jx = 0) neighbouring chains
(chains are taken along the y-direction). In this situ-
ation, the cavity-assisted tunneling process of an atom
between neighboring chains is a resonant process. Due
to this resonance condition it is favourable for the cav-
ity field to become occupied even for an infinitesimally
small intensity of the pump beams. Thus, in this case, the
critical pump strength vanishes and a continuous rise of
the field amplitude with increasing pump strength is ob-
served. A logarithmic onset of the tunneling expectation
value 〈Kx +K†x〉 along the x-direction in the Hofstadter
model HF as a function of the tunneling amplitude Jx is
found, i.e. 〈Kx + K†x〉 ∝ −Jx log(Jx) (see Appendix A).
Also around other fillings (marked with dashed lines in
Fig. 2) where the Fermi energy hits the crossing point
between energy bands of more distant chains, a higher-
FIG. 2. (color online) Steady-state amplitude of the cavity
field Re(α)/
√
Np (color code) for flux ϕ = 2pi
1
8
(a,b) and
ϕ = 2pi 2
7
(c,d) as a function of filling n and pump strength
ANp/Jy. Shown are the first (left panels) and the second
(right panels) solution of the effective model Eq.1 using adi-
abatic elimination of the cavity field. White regions indicate
the trivial empty cavity solution. The dashed-dotted, red lines
correspond to the filling where the Fermi energy lies inside
the gap with 2pin = ϕ. The dashed, black lines indicate the
fillings where the Fermi energy lies inside higher-order gaps.
Here, Lx = 159, Ly = 1000, ~δcp = Jy and ~κ = 0.05Jy.
order resonant tunneling process couples these chains.
Correspondingly, characteristic dips of the critical pump
strength occur at these fillings, however, compared to
the dip at filling n = pq , they are typically much less pro-
nounced and in some cases even invisible in the Fig. 2.
At the boundaries of topologically non-trivial phases
(as they occur e.g. in the static Hofstadter model) and
topologically trivial phases (as the vacuum) an edge state
forms. The energy of the edge state lies in between the
bulk energy bands (see Fig. 1 (c) and (d)). In the con-
sidered setup we find the dynamic organization of chi-
ral edge states. They form for fillings where the Fermi
energy lies inside the gap of the energy bands, either
above a critical pump strength or at infinitesimally small
pump strength for the filling n = p/q. This is exem-
plified in Fig. 3 where we show the dependence of the
fermionic density profile nm =
1
Ly
∑
j〈c†m,jcm,j〉 on the
pump strength A for two different fillings, one of them
corresponding to the filling n ≈ p/q (Fig. 3 (a)). The for-
mation of an edge mode which is localized to a few lattice
sites is clearly visible in a sharp rise of the atomic density
at the boundary of the system size. Thus, by the atom-
cavity coupling an edge mode is dynamically stabilized
by the feedback mechanism with the cavity field.
Topologically non-trivial phases are often connected to
their chiral edge current. The current along the legs is
4FIG. 3. (color online) Atomic density profile along the cavity
direction in the steady state plotted versus pump strength
ANp/Jy for a flux value of ϕ = 2pi
1
8
. A clear formation of
an edge state is visible. The filling is chosen to yield a Fermi
energy (a) inside the first gap with n = 0.126 or (b) inside
the second gap with n = 0.251.
given by
Jm =
−iJy
Ly
∑
j
(c†m,jcm,j+1 − c†m,j+1cm,j).
In Fig. 4 we show the current Jm versus the pump
strength A for fillings where the Fermi energy lies be-
low (a) and above (b) the energy gap in order to make
the contribution of the edge state visible. The current is
localized at or close to the edges and can oscillate with
the distance from the boundary. Its direction changes in
between the two fillings displayed in Fig. 4. We introduce
the orbital current [56] defined as
Jorbital =
2
Lx − 1
Lx∑
m=1
(
Lx + 1
2
−m
)
Jm.
This quantity measures the chiral current weighted by
the distance from the center such that the current at the
boundary is the most important one. The orbital current
has been shown in Ref. [56] to be a useful measure for the
edge current. In Fig. 4 (c) the dependence of the orbital
current on filling and pump strength is shown for a flux
of ϕ = 2pi 18 . While the orbital current vanishes below
the critical pump strength (cf. Fig. 2), it typically takes
a finite value above the critical pump strength. Around
the fillings where the Fermi energy lies within an energy
gap, a jump signals the large contribution of the edge
state which is another signature for the presence of the
edge state.
An experimental detection of the edge modes could
be indirectly performed by observing a non-zero cavity
output field. Additionally, a more direct observation of
the edge state via the fermionic density profile could be
performed using high-resolution imaging techniques [57–
62].
FIG. 4. (color online) The local current Jm along the cavity
direction in the steady state plotted versus pump strength
ANp/Jy for a flux value of ϕ = 2pi
1
8
. The direction of the
current is different for the fillings where the Fermi energy lies
(a) below the first gap with n = 0.11 and (b) above the first
gap with n = 0.14. (c) The orbital current in the steady state
versus filling n and pump strength ANp/Jy for the same flux.
The orbital current jumps whenever the Fermi energy crosses
a gap in the energy spectrum. The dashed-dotted, red line
corresponds to the filling where the Fermi energy lies inside
the gap with 2pin = ϕ. The dashed (black) lines indicate the
fillings where the Fermi energy lies inside higher-order gaps.
The arrows indicate the fillings chosen in (a) and (b).
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Appendix A: Expectation value of the tunneling
along x direction
In this section we calculate the expectation value
〈Kx +K†x〉 of the tunneling along x-direction in the Hof-
stadter Hamiltonian HF (Eq. 1) for very small tunneling
amplitudes Jx  Jy at filling n = pq . The knowledge
about the behaviour of the tunneling expectation value
〈Kx + K†x〉 is required to solve the self-consistency con-
dition and in particular in order to determine whether
the continuous onset of the occupation of the cavity field
is present at this filling. The filling n = pq is particular,
since at this filling for Jx = 0 the Fermi energy lies at
the crossing point of different energy bands and the split-
ting of these bands generate a logarithmic increase of the
tunneling at small values of Jx.
In order to determine the main contribution of the bulk
of the system to the tunneling expectation value 〈Kx +
5K†x〉, we use the infinite Hofstadter model of Eq. 1 in the
momentum representation,
HF =
∑
kx,k0y
HF (kx, k
0
y)
HF (kx, k
0
y) = −Jx
q−1∑
r=0
(
eikxc†kx,k0y−rϕckx,k0y−(r+1)ϕ + H.c.
)
− 2Jy
q−1∑
r=0
cos(k0y − rϕ)c†kx,k0y−rϕckx,k0y−rϕ
where ckx,ky =
1
LxLy
∑
j,m e
−i(kxm+kyj)cm,j and kx ∈
[−pi, pi) and k0y ∈ [−piq , piq ).
From this form of the Hamiltonian (Eq. A1) one sees
that always q states are coupled. For q = 3, for example,
the Hamiltonian is given by
HF
Jy
=
−2 cos(k0y + ϕ2 ) −J˜ −J˜e−iqkx−J˜ −2 cos(k0y − ϕ2 ) −J˜
−J˜e+iqkx −J˜ −2 cos(k0y − 3ϕ2 )

where we shifted the momentum along y-direction by
k0y → k0y + ϕ2 and J˜ ≡ JxJy . For J˜ = 0 , the energy of
the first two eigenstates is degenerate at k0y = 0 (for the
considered shift) and the Fermi level at filling n = 13 lies
at this energy.
We consider three cases, (i): k0y  J˜  1, (ii): J˜ 
k0y  1 and (iii): J˜  1 & k0y  1. For case (i) the
Hamiltonian is,
HF
Jy
=
 λ −J˜ −J˜e−iqkx−J˜ λ −J˜
−J˜e+iqkx −J˜ λ3

where λ = −2 cos(ϕ2 ) and λ3 = −2 cos( 3ϕ2 ). The eigenval-
ues are λ′ = λ± J˜ , λ′3 = λ3 + 2J˜
2
λ3−λ and the eigenvectors
are 1√
2
(1, 1, 0), 1√
2
(1,−1, 0) and (0, 0, 1) up to the first
order of magnitude in J˜ . If only the lowest band is filled
(which corresponds to n = 13 ) the directed tunneling is
Kx(k
0
y  J˜) ≈ 12 .
For case (ii) the Hamiltonian is:
HF
Jy
=
 λ− ηk0y −J˜ −J˜e−iqkx−J˜ λ+ ηk0y −J˜
−J˜e+iqkx −J˜ λ3

where η = 2 sin(ϕ2 ). The eigenvalues are λ
′ = λ ±
(ηk0y +
J˜2
2ηk0y
) and λ′3 = λ3 +
2J˜2
λ3−λ . The eigenvectors are
(1, J˜2ηk0y
, J˜e
iqkx
λ3−λ ), (
−J˜
2ηk0y
, 1, J˜λ3−λ ) and (
−J˜e−iqkx
λ3−λ ,
−J˜
λ3−λ , 1).
For this regime the directed tunneling is calculated as
Kx(J˜  k0y  1) ≈ J˜2ηk0y +
J˜
λ3−λ which can be very large
for very small momentum k0y. The directed tunneling in
case (iii) is very small compared to the other cases. The
same result is calculated for 〈K†x〉.
Integrating the total directed tunneling over the Bril-
louin zone by dividing it into the three cases, results in a
logarithmic behaviour of the tunneling along x-direction
〈Kx + K†x〉 ∝ −J˜ log(J˜) at small tunneling. We verified
numerically that this behavior persists in the evaluation
of integrals. Similar arguments can be repeated for dif-
ferent values of q, where subblocks of the matrices have
a similar structure as the one discussed for q = 3. Addi-
tionally, the behaviour of the edge states can be analyzed
and leads to the same logarithmic dependence of the rung
tunneling on the tunneling amplitudes. We tested numer-
ically that up to large values of q, the described behaviour
can be found both in the bulk and edge states. The con-
sequence is that at filling n = pq an infinitesimally small
pump strength is enough to stabilize the finite occupation
of the cavity mode.
[1] D. Xiao, M.-C. Chang, and Q. Niu, Rev. Mod. Phys. 82,
1959 (2010).
[2] Y. Hatsugai, Phys. Rev. Lett. 71, 3697 (1993).
[3] X.-G. Wen, Y.-S. Wu, and Y. Hatsugai, Nuclear Physics
B 422, 476 (1994).
[4] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and
S. Das Sarma, Rev. Mod. Phys. 80, 1083 (2008).
[5] T. Ando, Y. Matsumoto, and Y. Uemura, Jour-
nal of the Physical Society of Japan 39, 279 (1975),
http://dx.doi.org/10.1143/JPSJ.39.279.
[6] D. J. Thouless, Phys. Rev. B 27, 6083 (1983).
[7] J. ichi Wakabayashi and S. Kawaji, Journal of the Phys-
ical Society of Japan 44, 1839 (1978),.
[8] V. Mourik, K. Zuo, S. M. Frolov, S. R. Plissard, E. P.
A. M. Bakkers, and L. P. Kouwenhoven, Science 336,
1003 (2012),.
[9] S. Nadj-Perge, I. K. Drozdov, J. Li, H. Chen, S. Jeon,
J. Seo, A. H. MacDonald, B. A. Bernevig, and A. Yaz-
dani, Science 346, 602 (2014),.
[10] M. Hafezi, S. Mittal, J. Fan, A. Migdall, and J. M.
Taylor, Nat. Photon 7, 1001 (2013), article.
[11] M. Leder, C. Grossert, L. Sitta, M. Genske, A. Rosch,
and M. Weitz, ArXiv e-prints (2016), arXiv:1604.02060.
[12] S. Diehl, E. Rico, M. A. Baranov, and P. Zoller, Nat
Phys 7, 971 (2011).
[13] C.-E. Bardyn and A. I˙mamogˇlu, Phys. Rev. Lett. 109,
253606 (2012).
[14] C.-E. Bardyn, M. A. Baranov, E. Rico, A. I˙mamog˘lu,
P. Zoller, and S. Diehl, Phys. Rev. Lett. 109, 130402
(2012).
[15] F. Iemini, D. Rossini, R. Fazio, S. Diehl, and L. Mazza,
Phys. Rev. B 93, 115113 (2016).
[16] M. Mu¨ller, S. Diehl, G. Pupillo, and P. Zoller, Advances
in Atomic, Molecular, and Optical Physics, Advances In
6Atomic, Molecular, and Optical Physics, 61, 1 (2012).
[17] H. Ritsch, P. Domokos, F. Brennecke, and T. Esslinger,
Rev. Mod. Phys. 85, 553 (2013).
[18] P. Domokos and H. Ritsch, Phys. Rev. Lett. 89, 253003
(2002).
[19] D. Nagy, G. Ko´nya, G. Szirmai, and P. Domokos, Phys-
ical Review Letters 104, 1 (2010).
[20] K. Baumann, C. Guerlin, F. Brennecke, and
T. Esslinger, Nature 464, 1301 (2010).
[21] F. Piazza, P. Strack, and W. Zwerger, Annals of Physics
339, 135 (2013).
[22] J. Larson, B. Damski, G. Morigi, and M. Lewenstein,
Phys. Rev. Lett. 100, 050401 (2008).
[23] C. Maschler, I. B. Mekhov, and H. Ritsch, The European
Physical Journal D 46, 545 (2008).
[24] R. Landig, L. Hruby, N. Dogra, M. Landini, R. Mottl,
T. Donner, and T. Esslinger, Nature advance online
publication (2016), letter.
[25] J. Klinder, H. Keßler, M. R. Bakhtiari, M. Thorwart,
and A. Hemmerich, Phys. Rev. Lett. 115, 230403 (2015).
[26] Y. Chen, Z. Yu, and H. Zhai, Phys. Rev. A 93, 041601
(2016).
[27] N. Dogra, F. Brennecke, S. D. Huber, and T. Donner,
arXiv preprint , 1604.00865 (2016),.
[28] S. F. Caballero-Benitez, G. Mazzucchi, and I. B.
Mekhov, Physical Review A - Atomic, Molecu-
lar, and Optical Physics 93 (2016), 10.1103/Phys-
RevA.93.063632,.
[29] J. Larson, G. Morigi, and M. Lewenstein, Phys. Rev. A
78, 023815 (2008).
[30] M. Mu¨ller, P. Strack, and S. Sachdev, Phys. Rev. A 86,
023604 (2012).
[31] F. Piazza and P. Strack, Phys. Rev. Lett. 112, 143003
(2014).
[32] J. Keeling, J. Bhaseen, M., and D. Simons, B., Phys.
Rev. Lett. 112, 143002 (2014).
[33] Y. Chen, Z. Yu, and H. Zhai, Phys. Rev. Lett. 112,
143004 (2014).
[34] J. Gelhausen, M. Buchhold, A. Rosch, and P. Strack,
ArXiv e-prints (2016), arXiv:1608.01319.
[35] S. Gopalakrishnan, B. L. Lev, and P. M. Goldbart, Na-
ture Physics 5, 845 (2009), arXiv:0903.2254.
[36] A. J. Kolla´r, A. T. Papageorge, V. D. Vaidya, Y. Guo,
J. Keeling, and B. L. Lev, , 1 (2016), arXiv:1606.04127.
[37] P. Strack and S. Sachdev, Phys. Rev. Lett. 107, 277202
(2011).
[38] S. Gopalakrishnan, B. L. Lev, and P. M. Goldbart, Phys.
Rev. Lett. 107, 277201 (2011).
[39] H. Habibian, A. Winter, S. Paganelli, H. Rieger, and
G. Morigi, Phys. Rev. Lett. 110, 075304 (2013).
[40] Y. Deng, J. Cheng, H. Jing, and S. Yi, Phys. Rev. Lett.
112, 143007 (2014).
[41] L. Dong, L. Zhou, B. Wu, B. Ramachandhran, and
H. Pu, Phys. Rev. A 89, 011602 (2014).
[42] J.-S. Pan, X.-J. Liu, W. Zhang, W. Yi, and G.-C. Guo,
Phys. Rev. Lett. 115, 045303 (2015).
[43] B. Padhi and S. Ghosh, Phys. Rev. A 90, 023627 (2014).
[44] C. Kollath, A. Sheikhan, S. Wolff, and F. Brennecke,
Phys. Rev. Lett. 116, 060401 (2016).
[45] A. Sheikhan, F. Brennecke, and C. Kollath, Phys. Rev.
A 93, 043609 (2016).
[46] S. Wolff, A. Sheikhan, and C. Kollath, ArXiv e-prints
(2016), arXiv:1605.05672.
[47] W. Zheng and N. R. Cooper, ArXiv e-prints (2016),
arXiv:1604.06630.
[48] D. Jaksch and P. Zoller, New Journal of Physics 5, 56
(2003).
[49] M. Aidelsburger, M. Atala, M. Lohse, J. T. Barreiro,
B. Paredes, and I. Bloch, Phys. Rev. Lett. 111, 185301
(2013).
[50] H. Miyake, G. A. Siviloglou, C. J. Kennedy, W. C. Bur-
ton, and W. Ketterle, Phys. Rev. Lett. 111, 199903
(2013).
[51] M. Aidelsburger, M. Lohse, C. Schweizer, M. Atala, J. T.
Barreiro, S. Nascimbene, N. R. Cooper, I. Bloch, and
N. Goldman, Nat Phys 11, 162 (2015), letter.
[52] M. Atala, M. Aidelsburger, M. Lohse, J. T. Barreiro,
B. Paredes, and I. Bloch, Nat. Phys. 10, 588 (2014).
[53] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, Nature , 237
(2014).
[54] An alternative route is to use a superlattice structure as
realized in Ref. [51].
[55] Other contributions to the phase factor exist. However,
since these do not contribute to the phase collected while
tunneling around a plaquette, they are not detailed here.
[56] M. D. Caio, N. R. Cooper, and M. J. Bhaseen, Phys.
Rev. Lett. 115, 236403 (2015).
[57] M. F. Parsons, F. Huber, A. Mazurenko, C. S.
Chiu, W. Setiawan, K. Wooley-Brown, S. Blatt, and
M. Greiner, Phys. Rev. Lett. 114, 213002 (2015).
[58] L. W. Cheuk, M. A. Nichols, M. Okan, T. Gersdorf, V. V.
Ramasesh, W. S. Bakr, T. Lompe, and M. W. Zwierlein,
Phys. Rev. Lett. 114, 193001 (2015).
[59] E. Haller, J. Hudson, A. Kelly, D. A. Cotta, B. Peaude-
cerf, G. D. Bruce, and S. Kuhr, Nat Phys 11, 738 (2015),.
[60] A. Omran, M. Boll, T. A. Hilker, K. Kleinlein, G. Sa-
lomon, I. Bloch, and C. Gross, Phys. Rev. Lett. 115,
263001 (2015).
[61] M. Boll, T. A. Hilker, G. Salomon, A. Omran, I. Bloch,
and C. Gross, ArXiv e-prints (2016), arXiv:1605.05661.
[62] E. Cocchi, L. A. Miller, J. H. Drewes, M. Koschorreck,
D. Pertot, F. Brennecke, and M. Ko¨hl, Phys. Rev. Lett.
116, 175301 (2016).
