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We show that the phenomenon of quantum contextuality can be used to certify lower bounds on
the dimension accessed by the measurement devices. To prove this, we derive bounds for different
dimensions and scenarios of the simplest noncontextuality inequalities. The resulting dimension
witnesses work independently of the prepared quantum state. Our constructions are robust against
noise and imperfections, and we show that a recent experiment can be viewed as an implementation
of a state-independent quantum dimension witness.
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I. INTRODUCTION
The recent progress in the experimental control and
manipulation of physical systems at the quantum level
opens new possibilities (e.g., quantum communication,
computation, and simulation), but, at the same time,
demands the development of novel theoretical tools of
analysis. There are already tools which allow us to rec-
ognize quantum entanglement and certify the usefulness
of quantum states for quantum information processing
tasks [1, 2]. However, on a more fundamental level, there
are still several problems which have to be addressed.
For example, how can one efficiently test whether mea-
surements actually access all the desired energy levels
of an ion? How to certify that the different paths of
photons in an interferometer can be used to simulate a
given multi-dimensional quantum system? Similar ques-
tions arise in the analysis of experiments with orbital an-
gular momentum, where high-dimensional entanglement
can be produced [3, 4], or in experiments with electron
spins at nitrogen-vacancy centers in diamond, where the
quantumness of the measurements should be certified [5].
The challenge is to provide lower bounds on the di-
mension of a quantum system only from the statistics
of measurements performed on it. More precisely, one
certifies lower bounds on the dimension of the underly-
ing Hilbert space, where the measurement operators act
on. Such bounds can be viewed as lower bounds on the
complexity and the number of levels accessed by the mea-
surement devices: If the measurement operators act non-
trivially only on a small subspace, then all measurements
results can be modeled by using a low-dimensional quan-
tum system only. Note that this is not directly related
to the rank of a density matrix. In fact, a pure quan-
tum state acting on a one-dimensional subspace only can
still give rise to measurement results, which can only be
explained assuming a higher-dimensional Hilbert space.
The problem of estimating the Hilbert space dimension
has been considered in different scenarios, and slightly
different notions of dimension were involved. Brunner
and coworkers introduced the concept of quantum “di-
mension witnesses” by providing lower bounds on the di-
mension of composite systems from the violation of Bell
inequalities [6, 7]. The nonlocal properties of the correla-
tions produced are clearly the resource used for this task.
As a consequence, even if the experimenter is able to ac-
cess and manipulate many levels of her systems locally,
but she is not able to entangle those levels, the above test
fails to certify such a dimension. Such a task can there-
fore be interpreted as a test of the type of entanglement
and correlations produced, namely, how many levels or
degrees of freedom the experimenter is able to entangle.
In a complementary scenario, several different states of
a single particle are prepared and different measurements
are carried out [8–10]. This approach has also recently
been implemented using photons [11, 12]. In this situa-
tion, the dimension of the system can be interpreted as
the dimension of the set of states the experimenter is able
to prepare.
As a third possibility, also the continuous time evolu-
tion can be used to bound the dimension of a quantum
system [13]. In this case, the relevant notion of dimen-
sion is that of the set of states generated by the dynamical
evolution of the system.
In this paper we focus on sequential measurements on
a single system, a type of measurements used in tests of
quantum contextuality, and we show how they can be
used for bounding the dimension of quantum systems.
Quantum contextuality is a genuine quantum effect lead-
ing to the Kochen-Specker theorem, which states that
quantum mechanics is in contradiction to non-contextual
hidden variable (NCHV) models [14–18]. In fact, already
in the first formulation of the theorem the dimension
plays a central role [14].
We derive bounds for the several important noncon-
textuality (NC) inequalities for different dimensions and
scenarios. The experimental violation of these bounds
automatically provides a lower bound on the dimension
of the system, showing that NC inequalities can indeed
be used as dimension witnesses. Remarkably, contextual-
ity can be used as a resource for bounding the dimension
of quantum systems in a state-independent way.
2This illustrates clearly the difference with the exist-
ing schemes: Dimension witnesses derived according to
Refs. [9, 10] certify the minimum classical or quantum
dimension spanned by a set of preparations. They distin-
guish between classical and quantum dimension d, but, in
general, not between quantum dimension d and classical
dimension d+1. They require at least d+1 preparations
to certify a dimension d. On the other side, dimension
witnesses based on Bell’s theorem or contextuality cer-
tify the minimum quantum dimension accessed by the
measurement devices acting on a system prepared in the
a single state. Contrary to the Bell scenario [6, 7], in
our approach the initial state and its nonlocal properties
play no role and the result of our test can directly be
interpreted as the minimal number of levels accessed and
manipulated by the measurement apparatus.
The paper is organized as follows. In Sec. I, we
discuss the case of state-dependent noncontextuality in-
equalities, specifically, Klyachko, Can, Biniciog˘lu, and
Shumovsky (KCBS) inequality [19]. In Sec. II, we
discuss what happens when the sequences of measure-
ments contain non-compatible measurements. In Sec. IV
and Sec. V, we apply the same analysis to the case of
state-independent noncontextuality inequalities, specifi-
cally, the Peres-Mermin (PM) inequality [20–22]. In Sec.
VI, we discuss the case of imperfect measurements, then
in Sec. VII we show how a recent experimental test of
contextuality can be viewed as an implementation of our
dimension witness.
II. THE KCBS INEQUALITY
We first turn to the state-dependent case. The simplest
system showing quantum contextuality is a quantum sys-
tem of dimension three [14]. The simplest NC inequality
in three dimensions is the one introduced by Klyachko,
Can, Biniciog˘lu, and Shumovsky (KCBS) [19]. For that,
one considers
〈χKCBS〉 = 〈AB〉+ 〈BC〉+ 〈CD〉+ 〈DE〉+ 〈EA〉, (1)
where A,B,C,D, and E are measurements with out-
comes−1 and 1, and the measurements in the same mean
value 〈. . .〉 are compatible [23], i.e., are represented in
quantum mechanics by commuting operators. The mean
value itself is defined via a sequential measurement: For
determining 〈AB〉, one first measures A and then B on
the same system, multiplies the two results, and finally
averages over many repetitions of the experiment.
The KCBS inequality states that
〈χKCBS〉
NCHV≥ −3, (2)
where the notation “
NCHV≥ −3” indicates that −3 is the
minimum value for any NCHV theory. Here, noncontex-
tuality means that the theory assigns to any observable
(say, B) a value independent of which other compatible
observable (here, A or C) is measured jointly with it.
In quantum mechanics, a value of 〈χKCBS〉 = 5−4
√
5 ≈
−3.94 can be reached on a three-dimensional system, if
the observables and the initial state are appropriately
chosen. This quantum violation of the NCHV bound does
not increase in higher-dimensional systems [18, 24], and
the violation of the KCBS inequality has been observed
in recent experiments with photons [25, 26].
Given the fact that quantum contextuality requires
a three-dimensional Hilbert space, it is natural to ask
whether a violation of Eq. (2) implies already that the
system is not two-dimensional. The following observation
shows that this is the case:
Observation 1. Consider the KCBS inequality where
the measurements act on a two-dimensional quantum sys-
tem and are commuting, i.e., [A,B] = [B,C] = [C,D] =
[D,E] = [E,A] = 0. Then, the classical bound holds:
〈χKCBS〉
2D,com.
≥ −3. (3)
Proof of Observation 1. First, if two observables A
and B are compatible, then |〈A〉 ± 〈AB〉| ≤ 1 ± 〈B〉.
This follows from the fact that A and B have common
eigenspaces and the relation holds separately on each
eigenspace. Second, in two dimensions, if [A,B] = 0 =
[B,C], then either B = ±1 or [A,C] = 0. The reason
is that, if B is not the identity, then it has two one-
dimensional eigenspaces. These are shared with A and
C, so A and C must be simultaneously diagonalizable.
Considering the KCBS operator χKCBS, the claim is
trivial if A, . . . , E are all compatible, because then the
relation holds separately on each eigenspace. It is only
possible that not all of them commute if there are two
groups in the sequence {A,B,C,D,E} of operators sep-
arated by identity operators. Without loss of generality,
we assume that the groups of commuting operators are
{E,A} and {C} so thatB = b1 = ±1 andD = d1 = ±1 .
This gives
〈χKCBS〉 = b〈A〉+ b〈C〉+ d〈C〉+ d
(〈E〉+ d〈EA〉)
≥ b〈A〉+ b〈C〉+ d〈C〉 − 1− d〈A〉
= (b− d)〈A〉 + (b+ d)〈C〉 − 1 ≥ −3 (4)
and proves the claim. In this argumentation, setting ob-
servables proportional to the identity does not change the
threshold, but in general it is important to consider this
case, as this often results in higher values. 
It should be added that Observation 1 can also be
proved using a different strategy: Given two observables
on a two-dimensional system, one can directly see that
if they commute, then either one of them is proportional
to the identity, or their product is proportional to the
identity. In both cases, one has a classical assignment
for some terms in the KCBS inequality and then one can
check by exhaustive search that the classical bound holds.
Details are given in the Appendix A1.
Furthermore, Observation 1 can be extended to gen-
eralizations of the KCBS inequality with more than five
3observables [24]: For that, one considers
〈χN 〉 =
N−1∑
i=1
〈AiAi+1〉+ s〈ANA1〉, (5)
where s = +1 if N is odd and s = −1 if N is even. For
this expression, the classical bound for NCHV theories
is given by 〈χN 〉 ≥ −(N − 2). In fact, the experiment in
Ref. [25] can also be viewed as measurement of 〈χ6〉.
The discussion of the possible mean values 〈χN 〉 in
quantum mechanics differs for even and odd N . If N is
odd, the maximal possible quantum mechanical value is
〈χN 〉 = ΩN ≡ −[3N cos(π/N) − N ]/[1 + cos(π/N)] and
this value can already be attained in a three-dimensional
system [18, 24]. The proof of Observation 1 can be gen-
eralized in this case, implying that for two-dimensional
systems the classical bound 〈χN 〉 ≥ −(N − 2) holds. So,
for oddN , the generalized KCBS inequalities can be used
for testing the quantum dimension.
If N is even, the scenario becomes richer: First, quan-
tum mechanics allows to obtain values of 〈χN 〉 = ΩN ≡
−N cos(π/N), but this time this value requires a four-
dimensional system [24]. For two-dimensional quantum
systems, the classical bound 〈χN 〉 ≥ −(N−2) holds. For
three-dimensional systems, one can show that if the ob-
servables Ai in a joint context are different (Ai 6= ±Ai+1)
and not proportional to the identity, then still the classi-
cal bound holds (for details see Appendix A2). However,
if two observables are the same, e.g. A1 = −A2, then
〈A1A2〉 = −1 and 〈χN 〉 = −1+ 〈χN−1〉. In summary, for
even N , we have the following hierarchy of bounds
〈χN 〉
2D,com.
≥ −(N − 2)
3D,com.
≥ −1 + ΩN−1
4D,com.
≥ ΩN .
(6)
Here, the notation
2D,com.
≥ etc. means that this bound
holds for commuting observables in two dimensions. All
these bounds are sharp. This shows that extended KCBS
inequalities are even more sensitive to the dimension than
the original inequality.
III. THE KCBS INEQUALITY WITH
INCOMPATIBLE OBSERVABLES
In order to apply Observation 1 the observables must
be compatible. Since this condition is not easy to guaran-
tee in experiments [31], we should ask whether it is pos-
sible to obtain a two-dimensional bound for the KCBS
inequality when the observables are not necessarily com-
patible. We can state:
Observation 2. If the observables A, . . . , E are di-
chotomic observables but not necessarily commuting,
then, for any two-dimensional quantum system,
〈χKCBS〉
2D≥ −5
4
(1 +
√
5) ≈ −4.04. (7)
This bound is sharp and can be attained for suitably
chosen measurements.
The strategy of proving this bound is the following: If
the observables are not proportional to the identity, one
can write A = |A+〉〈A+|−|A−〉〈A−| and B = |B+〉〈B+|−
|B−〉〈B−|, and express |A+〉〈A+| and |B+〉〈B+| in terms
of their Bloch vectors |a〉 and |b〉. Then, one finds that
〈AB〉 = 2|〈A+|B+〉|2 − 1 = 〈a|b〉. (8)
This property holds for all projective measurements on
two-dimensional systems and is, together with a general-
ization below [see Eq. (15)] a key idea for deriving dimen-
sion witnesses. Note that it implies that the sequential
mean value 〈AB〉 is independent of the initial quantum
state and also of the temporal order of the measurements
[27]. Eq. (8) allows us to transform the KCBS inequality
into a geometric inequality for three-dimensional Bloch
vectors. Additional details of the proof are given in Ap-
pendix A3.
Observation 2 shows that the bound for NCHV theo-
ries can be violated already by two-dimensional systems,
if the observables are incompatible. This demonstrates
that experiments, which aim at a violation of Eq. (2) also
have to test the compatibility of the measured observ-
ables, otherwise the violation can be explained without
contextuality.
It must be added that Observation 2 cannot be used
to witness the quantum dimension, since one can show
that Eq. (7) holds for all dimensions [32]. As we see
below, this difficulty can be surmounted by considering
NC inequalities in which quantum mechanics reaches the
algebraic maximum.
IV. THE PERES-MERMIN INEQUALITY
In order to derive the state-independent quantum di-
mension witnesses, let us consider the sequential mean
value [20],
〈χPM〉 =〈ABC〉+ 〈bca〉+ 〈γαβ〉+ 〈Aαa〉+ 〈bBβ〉
− 〈γcC〉, (9)
where the measurements in each of the six sequences are
compatible. Then, for NCHV theories the bound
〈χPM〉
NCHV≤ 4 (10)
holds. In a four-dimensional quantum system, however,
one can take the following square of observables, known
as the Peres-Mermin square [21, 22]
A = σz ⊗ 1 , B = 1 ⊗ σz, C = σz ⊗ σz ,
a = 1 ⊗ σx, b = σx ⊗ 1 , c = σx ⊗ σx,
α = σz ⊗ σx, β = σx ⊗ σz , γ = σy ⊗ σy.
(11)
These observables lead for any quantum state to a value
of 〈χPM〉 = 6, demonstrating state-independent contex-
tuality. The quantum violation has been observed in sev-
eral recent experiments [28–30]. Note that the sequences
4in Eq. (9) are defined such that each observable occurs
either always in the first or always in the second or al-
ways in the third place of a measurement a sequence.
This difference to the standard version does not matter
at this point (since the observables in any row or column
commute), but it will become important below.
The PM inequality is of special interest for our program
since it is violated up to the algebraic maximum with
four-dimensional quantum systems and the violation is
state-independent. Therefore, this inequality is a good
candidate for dimension witnesses without assumptions
on the measurements. First, we can state:
Observation 3. If the measurements in the PM in-
equality are dichotomic observables on a two-dimensional
quantum system and if the measurements in each mean
value are commuting, then one cannot violate the classi-
cal bound,
〈χPM〉
2D, com.
≤ 4. (12)
If one considers the same situation on a three-dimensional
system, then the violation is bounded by
〈χPM〉
3D, com.
≤ 4(
√
5− 1) ≈ 4.94. (13)
These bounds are sharp.
The idea for proving this statement is the follow-
ing: If one considers the three commuting observables in
each mean value and assumes that they act on a three-
dimensional system, then three cases are possible: (a) one
of the three observables is proportional to the identity,
or (b) the product of two observables is proportional to
the identity, or (c) the product of all three observables is
proportional to the identity. One can directly show that
if case (c) occurs in some mean value, then the classical
bound 〈χPM〉 ≤ 4 holds. For the cases (a) and (b), one
can simplify the inequality and finds that it always re-
duces to a KCBS-type inequality, for which we discussed
already the maximal quantum values in different dimen-
sions [see Eq. 6]. Details are given in Appendix A4.
V. THE PM INEQUALITY WITH
INCOMPATIBLE OBSERVABLES
Let us now discuss the PM inequality, where the ob-
servables are not necessarily compatible. Our results al-
low us to obtain directly a bound:
Observation 4. Consider the PM operator in Eq. (9),
where the measurements are not necessarily commuting
projective measurements on a two-dimensional system.
Then we have
〈χPM〉
2D≤ 3
√
3 ≈ 5.20. (14)
Proof. One can directly calculate as in the proof of Ob-
servation 2 that for sequences of three measurements on
a two-dimensional system
〈ABC〉 = 〈A〉〈BC〉 (15)
holds. Here, 〈A〉 = tr(̺A) is the usual expectation value,
and 〈BC〉 is the state-independent sequential expectation
value given in Eq. (8). With this, we can write:
〈χPM〉 =〈A〉(〈BC〉+ 〈αa〉) + 〈b〉(〈ca〉+ 〈Bβ〉)
+ 〈γ〉(〈αβ〉 − 〈cC〉). (16)
Clearly, this is maximal for some combination of 〈A〉 =
±1, 〈b〉 = ±1, and 〈γ〉 = ±1. But for any of these choices,
we arrive at an inequality that is discussed in Lemma 7
in Appendix A3. Note that due to Eq. (15) the order
of the measurements matters in the definition of 〈χPM〉
in Eq. (9). This motivates our choice; in fact, for some
other orders (e.g., 〈χ˜PM〉 = 〈ABC〉 + 〈bca〉 + 〈βγα〉 +
〈Aαa〉+ 〈βbB〉 − 〈γcC〉) Eq. (14) does not hold, and one
can reach 〈χ˜PM〉 = 1 +
√
9 + 6
√
3 ≈ 5.404. 
The question arises whether a high violation of the PM
inequality also implies that the system cannot be three-
dimensional and whether a similar bound as Eq. (14)
can be derived. While the computation of a bound is
not straightforward, a simple argument shows already
that measurements on a three-dimensional systems can-
not reach the algebraic maximum 〈χPM〉 = 6 for any
quantum state: Reaching the algebraic maximum im-
plies that 〈ABC〉 = 1. This implies that the value of C
is predetermined by the values of A and B and the value
A of determines the product BC. As this holds for any
quantum state, it directly follows that A,B,C (and all
the other observables in the PM square) are diagonal in
the same basis and commute, so the bound in Observa-
tion 3 holds. From continuity arguments it follows that
there must be a finite gap between the maximal value of
〈χPM〉 in three dimensions and the algebraic maximum.
VI. IMPERFECT MEASUREMENTS
In actual experimental implementations the measure-
ments may not be perfectly projective. It is therefore im-
portant to discuss the robustness of our method against
imperfections.
Notice that, since we are considering sequential mea-
surements, another possibility for maximal violation of
the above inequalities is the use of a classical device
with memory, able to keep track of the measurement per-
formed and adjust the outcomes of the subsequent mea-
surements accordingly in order to obtain perfect correla-
tions or anti-correlations. However, as proved in Ref. [27]
and also discussed in Ref. [32], such a classical device
cannot be simulated in quantum mechanics via projec-
tive measurements, more general positive operator valued
measures (POVMs) are necessary.
We therefore limit our analysis to some physically
motivated noise models. A noisy projective measure-
ment A may be modelled by a POVM with two ef-
fects of the type E+ = (1 − p)1 /2 + p|A+〉〈A+| and
E− = (1−p)1 /2+p|A−〉〈A−|. Then, the probabilities of
the POVM can be interpreted as coming from the follow-
ing procedure: With a probability of p one performs the
5projective measurement and with a probability of (1−p)
one assigns a random outcome. For this measurement
model, one can show that Observation 4 is still valid.
Details and a more general POVM are discussed in Ap-
pendix A5. We add that the proof strongly depends on
the chosen measurement order in 〈χPM〉 and that in any
case assumptions about the measurement are made, so
the dimension witnesses are not completely independent
of the measurement device.
The above discussion shows that it is extremely im-
portant to test the extent to which the measurements
are projective and whether they are compatible. This
can be achieved by performing additional tests. For in-
stance, one can measure observable A several times in
a sequence 〈AAA〉 to test whether the measurement is
indeed projective. In addition, one may measure the se-
quence 〈ABA〉 and compare the results of the two mea-
surements of A, to test whether A and B are compatible.
For NC inequalities it is known how this information can
be used to derive correction terms for the thresholds [31],
and similar methods can also be applied here.
VII. EXPERIMENTAL RESULTS
To stress the experimental relevance of our findings,
let us discuss a recent ion-trap experiment [28]. There,
the PM inequality has been measured with the aim to
demonstrate state-independent contextuality. For our
purpose, it is important that in this experiment also all
permutations of the terms in the PM inequality have
been measured. This allows also to evaluate our 〈χPM〉
with the order given in Eq. (9). Experimentally, a
value 〈χPM〉 = 5.36 ± 0.05 has been found. In view
of Observation 3, this shows that the data cannot be
explained by commuting projective measurements on a
three-dimensional system. Furthermore, Observation 4
and the discussion above prove that, even if the mea-
surements are noisy and noncommuting, the data cannot
come from a two-dimensional quantum system.
VIII. GENERALIZATIONS
Generalizations of our results to other inequalities
are straightforward: Consider a general noncontextual-
ity inequality invoking measurement sequences of length
two and three. For estimating the maximal value for
two-dimensional systems (as in Observations 2 and 4)
one transforms all sequential measurements via Eqs. (8)
and (15) into expressions with three-dimensional Bloch-
vectors, which can be estimated. Also noise robust-
ness for the discussed noise model can be proven, as
this follows also from the properties of the Bloch vec-
tors (cf. Proposition 12 in the Appendix). In addition,
if a statement as in Observation 3 is desired, one can
use the same ideas as the ones presented here, since
they rely on general properties of commuting observ-
ables in three-dimensional space. Consequently, our
methods allow to transform most of the known state-
independent NC inequalities (for instance, the ones pre-
sented in Refs. [20, 33–35]) into witnesses for the quan-
tum dimension.
IX. DISCUSSION AND CONCLUSION
We have shown that the two main noncontextuality
inequalities - the KCBS inequality (Observation 1) and
the Peres-Mermin inequality (Observation 3 and 4) - can
be used as dimension witnesses. In particular, Observa-
tion 4 shows that the the Peres-Mermin inequality can
be used to certify the dimension of a Hilbert space inde-
pendently of the state preparation and in a noise robust
way. Our methods allow the application of other inequal-
ities, showing that contextuality can be used as a resource
for dimension tests of quantum systems. Our tests are
state-independent, in contrast to the existing tests. This
can be advantageous in experimental implementations,
moreover it shows that one can bound the dimension of
quantum systems without using about the properties of
the quantum state. We hope that our results stimulate
further research to answer a central open question: For
which tasks in quantum information processing is quan-
tum contextuality a useful resource?
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Appendix
A1: Alternative proof of Observation 1
For an alternative proof of Observation 1, we need the
following Lemma:
Lemma 5. If two dichotomic measurements on a two-
dimensional quantum system commute [Ai, Ai+1] = 0,
then either
(a) one of the observables is proportional to the iden-
tity, Ai = ±1 or Ai+1 = ±1 or,
(b) the product of the two observables is proportional
to the identity, AiAi+1 = ±1 .
Proof of Lemma 5. This fact can easily be checked: the
observables Ai and Ai+1 are diagonal in the same basis
and the entries on the diagonal can only be ±1. Then,
only the two cases outlined above are possible. 
6Alternative proof of Observation 1. With the help of
Lemma 5 one can consider each term of the KCBS in-
equality and make there six possible replacements. For
instance, the term 〈AB〉 may be replaced by 〈AB〉 7→
±〈B〉 (if one sets A 7→ ±1 ) or 〈AB〉 7→ ±〈A〉 (if one sets
B 7→ ±1 ) or 〈AB〉 7→ ±1. This results in a finite set of
65 = 7776 possible replacements. Some of them are con-
tradictory and can be disregarded, e.g., if one sets B 7→ 1
from the term 〈AB〉 and C 7→ 1 from the term 〈CD〉,
then one cannot set 〈BC〉 7→ −1 anymore. For the re-
maining replacements, one can directly check with a com-
puter that the 〈χKCBS〉 reduces to the classical bound. 
A2: Detailed discussion of the generalized KCBS
inequalities
First, we prove the following statement:
Lemma 6. Consider the generalized KCBS operator
〈χN 〉 =
N−1∑
i=1
〈AiAi+1〉 − 〈ANA1〉 (17)
for N even, where the Ai are dichotomic observables on a
three-dimensional system, which are not proportional to
the identity. Furthermore, the commuting pairs should
not be equal, that is Ai 6= Ai+1. Then, the bound
〈χN 〉 ≥ −(N − 2) (18)
holds.
Proof of Lemma 6. From the conditions, it follows
that the observables have to be of the form Ai = ±(1 −
2|ai〉〈ai|) with 〈ai|ai+1〉 = 0. This implies that the se-
quential measurements can be rephrased via AiAi+1 =
±(1 − 2|ai〉〈ai| − 2|ai+1〉〈ai+1|). Let us first assume that
the signs in front of the Ai are alternating, that is,
Ai = +(1 − 2|ai〉〈ai|) for odd i and Ai = −(1 − 2|ai〉〈ai|)
for even i. Then, a direct calculation leads to
〈χN 〉 = −(N − 2) + 4〈
N−1∑
k=2
|ak〉〈ak|〉. (19)
From this, 〈χN 〉 ≥ −(N − 2) follows, since the operator
in the sum is positive semidefinite.
A general distribution of signs for the Ai results in
a certain distribution of signs for the AiAi+1. If I de-
notes the set of index pairs (k, k + 1), where AkAk+1 =
+(1 − 2|ak〉〈ak| − 2|ak+1〉〈ak+1|), then I has always an
odd number of elements. We can then write:
〈χN 〉 = −(N − 2) + 2(|I| − 1) + 4〈
N∑
k=1
αk|ak〉〈ak|〉 (20)
where αk = 1 if both (k, k + 1) /∈ I and (k − 1, k) /∈ I,
αk = 0 if either (k, k+1) ∈ I, (k−1, k) /∈ I or (k, k+1) /∈
I, (k − 1, k) ∈ I, and αk = −1 if both (k, k + 1) ∈ I and
(k − 1, k) ∈ I.
It remains to show that the last two terms are non-
negative. The main idea to prove this is to use the fact
that an operator like X = 1 − |ai〉〈ai| − |ai+1〉〈ai+1| is
positive semidefinite, since |ai〉 and |ai+1〉 are orthogonal.
More explicitly, let us first consider the case where the
index pairs in I are connected and distinguish different
cases for the number of elements in I. If |I| = 1, there are
no k with αk = −1, so 2(|I|−1)+4〈
∑N
k=1 αk|ak〉〈ak|〉 ≥ 0.
If |I| = 2, then I = {(i − 1, i), (i, i + 1)} and there
is a single αi = −1. In this case, one has 2|I| +
4〈∑Nk=1 αk|ak〉〈ak|〉 ≥ 0. This is not yet the desired
bound, but it will be useful later.
If |I| = 3, then I = {(i − 1, i), (i, i+ 1), (i + 1, i + 2)}
and we have αi = αi+1 = −1. But now, the fact that
X = 1 − |ai〉〈ai| − |ai+1〉〈ai+1| ≥ 0 directly implies that
2(|I| − 1) + 4〈∑Nk=1 αk|ak〉〈ak|〉 ≥ 0. If |I| = 4 there are
three αk = −1 and we can use X ≥ 0 two times, showing
that again 2|I| + 4〈∑Nk=1 αk|ak〉〈ak|〉 ≥ 0. All this can
be iterated, resulting in two different bounds, for |I| odd
and |I| even.
To complete the proof, we have to consider a general I
which does not necessarily form a single block. One can
then consider the different blocks and, since |I| is odd, at
least one of the blocks contains an odd number of index
pairs. Then, summing up the bound for the single blocks
leads to 2(|I| − 1) + 4〈∑Nk=1 αk|ak〉〈ak|〉 ≥ 0. 
Finally, in order to justify Eq. (6) in the main text
for the three-dimensional case, we have to discuss what
happens if one of the observables is proportional to the
identity. However, then the mean value 〈χN 〉 reduces to
inequalities which will be discussed later (see Lemma 9
in Appendix A4).
A3: Detailed proof of Observation 2
For computing the minimal value in two-dimensional
systems, we need the following Lemma. Note that the
resulting value has been reported before [36], so the main
task is to prove rigorously that this is indeed optimal.
Lemma 7. Let |ai〉 ∈ R3 be normalized real three-
dimensional vectors and define
χN =
N∑
i=1
〈ai|ai+1〉 for N odd, (21a)
χN = −〈a1|a2〉+
N∑
i=2
〈ai|ai+1〉 for N even. (21b)
Then we have
χN ≥ −N cos( π
N
). (22)
Proof of Lemma 7. We write |ai〉 =
{cos(αi), sin(αi) cos(βi), sin(αi) sin(βi)} and then
7we have
χN =
N∑
i=1
[±]
[
cos(αi) cos(αi+1)
+ cos(βi − βi+1) sin(αi) sin(αi+1)
]
, (23)
where the symbol [±] denotes the possibly changing sign
of the term with i = 1. Let us first explain why the
minimum of this expression can be obtained by setting all
the βi = 0.Without losing generality, we can assume that
|a1〉 points in the x-direction, i.e., α1 = 0 and sin(α1) =
0. Then, only N − 2 terms of the type sin(αi) sin(αi+1)
remain and all of them have a positive prefactor. For
given values of βi we can choose the signs of α2, . . . , αN−1
such that all these terms are negative, while the other
parts of the expression are not affected by this. Then,
it is clearly optimal to choose β2 = β3 = . . . = βN = 0.
This means that all the vectors lie in the x-y-plane.
Having set all βi = 0, the expression is simplified
to χN =
∑N
i=1[±] cos(αi − αi+1). We use the notation
δi = αi − αi+1 and minimize
∑N
i=1[±] cos(δi) under the
constraint
∑N
i=1 δi = 0. Using Lagrange multipliers, it
follows that [±] sin(δi) = λ for all i.
If N is odd, this means that we can express any δi as
δi = π/2 ± ϑ + 2πki with ϑ ≥ 0. From cos(π/2 + ϑ +
2πki) = − cos(π/2 − ϑ + 2πki), it follows that the sign
in front of the ϑ should be identical for all δi, otherwise,
the expression is not minimized. Let us first consider
the case that all signs a positive. From the condition∑N
i=1 δi = 0, it follows that N(π/2) + Nϑ + 2πK = 0,
with K =
∑N
i=1 ki. Since we wish to minimize χN , the
angles δi should be as close as possible to π, which means
that |ϑ−π/2| should be minimal. This leads to the result
that one has to choose K = −(N ± 1)/2. Computing the
corresponding ϑ leads to ϑ = π/2 ± π/N, which results
in Eq. (22). If the signs in front of all ϑ are negative,
one can make a similar argument, but this time has to
minimize |δi + π| or |ϑ − 3π/2|. This leads to the same
solutions.
If N is even, one has for i = 2, . . . , N again δi = π/2±
ϑ+ 2πki and the first δ1 can be written as δ1 = −π/2±
ϑ + 2πk1. One can directly see that if the signs in front
of ϑ is positive (negative) for all i = 2, . . . , N it has to be
positive (negative) also for i = 1. A direct calculation as
before leads to ϑ = π/2 ± π/N and, again, to the same
bound of Eq. (22). 
Proof of Observation 2. Let us first assume that none
of the observables is proportional to the identity, and
consider a single sequential measurement 〈AB〉 of two
dichotomic noncommuting observables A = |A+〉〈A+| −
|A−〉〈A−| = PA+ − PA− and B = |B+〉〈B+| − |B−〉〈B−| =
PB+ − PB− . We can also express |A+〉〈A+| and |B+〉〈B+|
in terms of their Bloch vectors |a〉 and |b〉. Then, we have
that
〈AB〉 = 2|〈A+|B+〉|2 − 1 = 〈a|b〉. (24)
Note that this means that the mean value
〈AB〉 is independent of the initial quan-
tum state. To see this relation, we write
〈AB〉 = tr(PB+ PA+ ̺PA+PB+ ) − tr(PB− PA+ ̺PA+PB− ) −
tr(PB+ P
A
− ̺P
A
−P
B
+ ) + tr(P
B
− P
A
− ̺P
A
−P
B
− ). Us-
ing the fact that in a two-dimensional system
|〈A+|B+〉|2 = |〈A−|B−〉|2 and |〈A−|B+〉|2 = |〈A+|B−〉|2
holds, and tr(̺) = 1, this can directly be simplified to
the above expression. Using the above expression, we
can write 〈χKCBS〉 =
∑5
i=1〈ai|ai+1〉. Then, Lemma 7
proves the desired bound.
It remains to discuss the case where one or more ob-
servables in the KCBS inequality are proportional to the
identity. Let us first assume that only one observable,
say A1 is proportional to the identity. Then, if the Bloch
vector of ̺ is denoted by |r〉 a direct calculation shows
that the KCBS operator reads
〈χKCBS〉 = 〈r|a2〉+
4∑
i=2
〈ai|ai+1〉+ 〈a5|r〉, (25)
and Lemma 7 proves again the claim. If two observ-
ables Ai and Aj are proportional to the identity, the
same rewriting can be applied, if Ai and Aj do not oc-
cur jointly in one correlation term. This is the case if
j 6= i± 1. In the other case (say, A1 = 1 and A2 = −1 ),
one has 〈A1A2〉 = −1 and can rewrite
〈χKCBS〉 = −1− 〈r|a2〉+
4∑
i=3
〈ai|ai+1〉+ 〈a4|r〉, (26)
and Lemma 7 implies that 〈χKCBS〉 ≥ −4 cos(π/4)− 1 =
−2√2 − 1 > −5 cos(π/5) = −5(1 + √5)/4. If more
than two observables are proportional to the identity, the
bound can be proven similarly. 
A4: Proof of Observation 3
We need a whole sequence of Lemmata:
Lemma 8. If one has three dichotomic measurements
Ai, i = 1, 2, 3 on a three-dimensional quantum system
which commute pairwise [Ai, Aj ] = 0, then either
(a) one of the observables is proportional to the iden-
tity, Ai = ±1 for some i or,
(b) the product of two observables of the three observ-
ables is proportional to the identity, AiAj = ±1
for some pair i, j or,
(c) The product of all three observables is proportional
to the identity, A1A1A3 = ±1 .
Note that these cases are not exclusive and that for a
triple of observables several of these cases may apply at
the same time.
Proof of Lemma 8. This can be proven in the same
way as Lemma 5, since all Ai are diagonal in the same
basis. 
8Lemma 9. For sequences of dichotomic measurements
the following inequalities hold:
ηN ≡ 〈A1〉+
N−1∑
i=1
〈AiAi+1〉 − 〈AN 〉 ≤ N − 1. (27)
Here, it is always assumed that two observables which
occur in the same sequence commute. Moreover, if we
define
ζN ≡
N∑
i=1
〈AiAi+1〉 − 〈ANA1〉, (28)
then we have
ζN ≤ N − 2 (29)
in two-dimensional systems, while for three-dimensional
systems.
ζ3 ≤ 1; ζ4 ≤ 2, (30)
ζ5 ≤
√
5(4 −
√
5), ζ6 ≤ 1 +
√
5(4−
√
5) = 4(
√
5− 1),
holds.
Proof of Lemma 9. If we consider ηN for N = 2 both
observables commute and the claim 〈A1〉 + 〈A1A2〉 −
〈A2〉 ≤ 1 is clear, as it holds for any eigenvector. The
bounds for general ηN follow by induction, where in each
step of the induction 〈ANAN+1〉 − 〈AN+1〉 ≤ 1 − 〈AN 〉
is used, but this is nothing but the bound for N = 2.
The bounds for ζN are just the ones derived for the
generalized KCBS inequalities, see Eq. (6) in the main
text and Appendix A2. 
Lemma 10. Consider the PM square with dichotomic
observables on a three-dimensional system, where for one
column and one row only the case (c) in Lemma 8 applies.
Then, one cannot violate the classical bound and one has
〈χPM〉 ≤ 4.
Proof of Lemma 10. Let us consider the case that the
condition holds for the first column and the first row,
the other cases are analogous. Then, none of the observ-
ables A,B,C, a, α is proportional to the identity since,
otherwise, case (a) in Lemma 8 would apply. These ob-
servables can all be written as
A = ±(1 − 2|A〉〈A|), (31)
with some vector |A〉, and the vector |A〉 characterizes
the observable A up to the total sign uniquely. In this
notation, two observables X and Y commute if and only
if the corresponding vectors |X〉 and |Y 〉 are the same or
orthogonal. For our situation, it follows that the vectors
|A〉, |B〉, and |C〉 form an orthonormal basis of the three-
dimensional space, since if two of them were the same,
then for the first row also the case (b) in Lemma 8 would
apply. Similarly, the vectors |A〉, |a〉 and |α〉 form another
orthonormal basis of the three-dimensional space. We
can distinguish two cases:
Case 1: The vector |B〉 is neither orthogonal nor par-
allel to |a〉. From this, it follows that |B〉 is also neither
orthogonal nor parallel to |α〉 and similarly, |C〉 is neither
orthogonal nor parallel to |a〉 and |α〉 and vice versa.
Let us consider the observable b in the PM square.
This observable can be proportional to the identity, but
if this is not the case, the corresponding vector |b〉 has
to be parallel or orthogonal to |B〉 and |a〉. Since |B〉
and |a〉 are neither orthogonal nor parallel, it has to be
orthogonal to both, which means that it is parallel to
|A〉. Consequently, the observable b is either proportional
to the identity or proportional to A. Similarly, all the
other observables β, c, and γ are either proportional to
the identity or proportional to A.
Let us now consider the expectation value of the PM
operator 〈χPM〉 for some quantum state ̺. We denote
this expectation value as 〈χPM〉̺ in order to stress the
dependence on ̺. The observableA can be written asA =
P+ − P−, where P+ and P− are the projectors onto the
positive or negative eigenspace. One of these projectors is
one-dimensional and equals |A〉〈A|, the other other one
is two-dimensional. For definiteness, let us take P+ =
|A〉〈A| and P− = 1 − |A〉〈A|.
Instead of ̺, we may consider the depolarized state
σ = p+̺+ + p−̺−, with ̺± = P±̺P±/p± and p± =
tr(P±̺P±). Our first claim is that, in our situation,
〈χPM〉̺=〈χPM〉σ = p+〈χPM〉̺+ + p−〈χPM〉̺− . (32)
It suffices to prove this for all rows and columns sep-
arately. Since the observables in each column or row
commute, we can first measure observables which might
be proportional to A. For the first column and the first
row the statement is clear: We first measure A and the
result is the same for ̺ and σ. After the measurement
of A, however, the state ̺ is projected either onto ̺+
or ̺−. Therefore, for the following measurements it does
not matter whether the initial state was ̺ or σ. As an
example for the other rows and columns, we consider the
second column. Here, we can first measure β and then b
and finally B. If β or b are proportional to A, then the
statement is again clear. If both β and b are proportional
to the identity, then the measurement of 〈βbB〉̺ equals
±〈B〉̺. Then, however, one can directly calculate that
〈B〉̺ = 〈B〉σ, since B and A commute.
Having established the validity of Eq. (32), we proceed
by showing that for for each term 〈χPM〉̺+ and 〈χPM〉̺−
separately the classical bound holds. For 〈χPM〉̺+ this is
clear: Since P+ = |A〉〈A|, we have that ̺+ = |A〉〈A| and
|A〉 is an eigenvector of all observables occurring in the
PM square. Therefore, the results obtained in 〈χPM〉̺+
correspond to a classical assignment of ±1 to all observ-
ables, and 〈χPM〉̺+ ≤ 4 follows. For the other term
〈χPM〉̺
−
, the problem is effectively a two-dimensional
one, and we can consider the restriction of the observ-
ables to the two-dimensional space, e.g., A¯ = P−AP−,
etc. In this restricted space we have that A¯, b¯, β¯, c¯, and
γ¯ are all of them proportional to the identity and, there-
fore, result in a classical assignment ±1 independent of
9̺−. Let us denote these assignments by Aˆ, bˆ, βˆ, cˆ, and γˆ.
Then, it remains to be shown that
Z = Aˆ[〈B¯C¯〉̺
−
+ 〈α¯a¯〉̺
−
]
+ bˆcˆ〈a¯〉̺
−
+βˆγˆ〈α¯〉̺
−
+ bˆβˆ〈B¯〉̺
−
− cˆγˆ〈C¯〉̺
−
≤ 4 (33)
for all classical assignments and for all states ̺−. For
observables B¯ and C¯ we have furthermore that B¯C¯ = ±1
(see Lemma 5), hence B¯ = ±C¯ and similarly a¯ = ±α¯. If
one wishes to maximize Z for the case Aˆ = +1, one has
to choose B¯ = C¯ and a¯ = α¯. Then, the product of the
four last terms in Z equals −1, and Z ≤ 4 holds. For the
case Aˆ = −1 one chooses B¯ = −C¯ and a¯ = −α¯, but still
the product of the four last terms in Z equals −1, and
Z ≤ 4. This finishes the proof of the first case.
Case 2: The bases |A〉, |B〉, |C〉 and |A〉, |a〉, |α〉 are (up
to some permutations or signs) the same. For instance,
we can have the case in which |B〉 = |a〉 and |C〉 = |α〉;
the other possibilities can be treated similarly.
In this case, since |B〉 and |α〉 are orthogonal, the ob-
servable β has to be either proportional to the identity
or proportional to A. For the same reason, c has to be
either proportional to the identity or to A.
Let us first consider the case in which one of the ob-
servables β and c is proportional to A, say β = ±A for
definiteness. Then, since |β〉 = |A〉 and |B〉 are orthog-
onal, b can only be the identity or proportional to C.
Similarly, γ can only be the identity or proportional to
C. It follows that all nine observables in the PM square
are diagonal in the basis |A〉, |B〉, |C〉, and all observables
commute. Then, 〈χPM〉 ≤ 4 follows, as this inequality
holds in any eigenspace.
Second, let us consider the case in which β and c are
both proportional to the identity. This results in fixed
assignments βˆ and cˆ for them. Moreover, B and a differ
only by a sign µˆ (that is, a = µˆB) and C and α differ
only by a sign νˆ (i.e., α = νˆC). So we have to consider
X = 〈ABC〉+ µˆνˆ〈ABC〉+ βˆ〈Bb〉
+µˆcˆ〈Bb〉+ νˆβˆ〈Cγ〉 − cˆ〈Cγ〉. (34)
In order to achieve X > 4 one has to choose µˆ = νˆ,
βˆ = µˆcˆ, and cˆ = −νˆβˆ. However, the later is equivalent to
βˆ = −νˆcˆ, showing that this assignment is not possible.
Therefore, X ≤ 4 has to hold. This finishes the proof of
the second case. 
Lemma 11. Consider the PM square with dichotomic
observables on a three-dimensional system, where for one
column (or one row) only the case (c) in Lemma 8 applies.
Then, one cannot violate the classical bound and one has
〈χPM〉 ≤ 4.
Proof of Lemma 11. We assume that the condition
holds for the first column. Then, none of the observables
A, a, and α are proportional to the identity, and the cor-
responding vectors |A〉, |a〉, and |α〉 form an orthonormal
basis of the three-dimensional space.
The idea of our proof is to consider possible other ob-
servables in the PM square, which are not proportional
to the identity, but also not proportional to A, a, or α.
We will see that there are not many possibilities for the
observables, and in all cases the bound 〈χPM〉 ≤ 4 can
be proved explicitly.
First, consider the case that there all nontrivial ob-
servables in the PM square are proportional to A, a, or
α. This means that all observables in the PM square are
diagonal in the basis defined by |A〉, |a〉, and |α〉, and all
observables commute. But then the bound 〈χPM〉 ≤ 4 is
clear.
Second, consider the case that there are several non-
trivial observables, which are not proportional to A, a,
or α. Without losing generality, we can assume that the
first of these observables is B. This implies that |B〉 is or-
thogonal to |A〉 and lies in the plane spanned by |a〉 and
|α〉, but |a〉 6= |B〉 6= |α〉. It follows for the observables b
and β that they can only be proportional to the identity
or to A (see Case 1 in Lemma 10). We denote this as
b = bˆ[A], where [A] = A or 1 , and bˆ denotes the proper
sign, i.e., b = bˆA or b = bˆ1 . Similarly, we write β = βˆ[A].
Let us assume that there is a second nontrivial observ-
able which is not proportional to A, a, or α (but it might
be proportional to B). We can distinguish three cases:
(i) First, this observable can be given by C and C is
not proportional to B. Then, this is exactly the situation
of Case 1 in Lemma 10, and 〈χPM〉 ≤ 4 follows.
(ii) Second, this observable can be given by C. How-
ever, C is proportional to B. Then, c = cˆ[A] and γ = γˆ[A]
follows. Now the proof can proceed as in Case 1 of
Lemma 10. One arrives to the same Eq. (33), with the
extra condition that B¯ = ±C¯, which was deduced after
Eq. (33) anyway. Therefore, 〈χPM〉 ≤ 4 has to hold.
(iii) Third, this observable can be given by c. Then, it
cannot be proportional to B, since |B〉 is not orthogonal
to |a〉. It first follows that C = Cˆ[a] and γ = γˆ[a]. Com-
bined with the properties of B, one finds that C = Cˆ1
and b = bˆ1 has to hold. Then, the PM inequality reads
Y = 〈Aαa〉+ 〈B(ACˆ + bˆβˆ[A])〉
+βˆγˆ〈α[A][a]〉+ 〈c(bˆa− Cˆγˆ[a])〉. (35)
In this expression, the observables B and c occur only
in a single term and a single context. Therefore, for any
quantum state, we can obtain an upper bound on Y by
replacing B 7→ ±1 and c 7→ ±1 with appropriately cho-
sen signs. However, with this replacement, all observ-
ables occurring in Y are diagonal in the basis defined by
|A〉, |a〉, and |α〉, and Y = 〈χPM〉 ≤ 4 follows.
In summary, the discussion of the cases (i), (ii), and
(iii) has shown the following: It is not possible to have
three nontrivial observables in the PM square, which are
all of them not proportional to A, a, or α. If one has two
of such observables, then the classical bound has been
proven.
It remains to be discussed what happen if one has only
one observable (say, B), which is not proportional to A, a,
or α. However, then the PM inequality can be written
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similarly as in Eq. (35), and B occurs in a single context.
We can set again B 7→ ±1 and the claim follows. 
Finally, we can prove our Observation 3:
Proof of Observation 3. Lemma 10 and Lemma 11
solve the problem, if case (c) in one column or row hap-
pens. Therefore, we can assume that in all columns and
all rows only the cases (a) or (b) from Lemma 8 apply.
However, in these cases, we obtain a simple replacement
rule: For case (a), one of the observables has to be re-
placed with a classical value ±1 and, for case (b), one of
the observables can be replaced by a different one from
the same row or column. In both cases, the PM inequal-
ity is simplified.
For case (a), there are six possible replacement rules,
as one of the three observables must be replaced by ±1.
Similarly, for case (b), there are six replacement rules.
Therefore, one obtains a finite number, namely (6 + 6)6
possible replacements. As in the case of the KCBS in-
equality (see the alternative proof of Observation 1 in
Appendix A1), some of them lead to contradictions (e.g.,
one may try to set A = +1 from the first column, but
A = −1 holds due to the rule from the first row). Tak-
ing this into account, one can perform an exhaustive
search of all possibilities, preferably by computer. For
all cases, either the classical bound holds trivially (e.g.,
because the assignments require already, that one row is
−1) or the PM inequality can be reduced, up to some
constant, to one of the inequalities in Lemma 8. In most
cases, one obtains the classical bound. However, in some
cases, the PM inequality is reduced to 〈χPM〉 = ζ5 +1 or
〈χPM〉 = ζ6. To give an example, one may consider the
square


A B C
a b c
α β γ

 =


A 1 C
a b 1
1 β γ

 , (36)
which results in 〈χPM〉 = ζ6 for appropriately chosen Ai.
Therefore, from Lemma 9 follows that in three dimen-
sions 〈χPM〉 = 4(
√
5− 1) ≈ 4.94 holds and can indeed be
reached. 
A5: Imperfect measurements
In this section we discuss the noise robustness of Ob-
servation 4. In the first subsection, we prove that Obser-
vation 4 also holds for the model of noisy measurements
explained in the main text. In the second subsection, we
discuss a noise model that reproduces the probabilities
of the most general POVM.
A5.1: Noisy measurements
In order to explain the probabilities from a noisy mea-
surement, we first consider the following measurement
model: Instead of performing the projective measure-
ment A, one of two possible actions are taken:
(a) with a probability pA the projective measurement
is performed, or
(b) with a probability 1−pA a completely random out-
come ±1 is assigned independently of the initial
state. Here, the results +1 and −1 occur with equal
probability.
In case (b), after the assignment the physical system is
left in one of two possible states ̺+ or ̺−, depending on
the assignment. We will not make any assumptions on
̺±.
Before formulating and proving a bound on 〈χPM〉 in
this scenario, it is useful to discuss the structure of 〈χPM〉
for the measurement model. A single measurement se-
quence 〈ABC〉 is split into eight terms: With a prefactor
pApBpC one has the value, which is obtained, if all mea-
surements are projective; with a prefactor pApB(1− pC)
one has the value, where A and B are projective, and C is
a random assignment, etc. It follows that the total mean
value 〈χPM〉 is an affine function in the probability pA (if
all other parameters are fixed) and also in all other prob-
abilities pX for the other measurements. Consequently,
the maximum of 〈χPM〉 is attained either at pA = 1 or
pA = 0, and similarly for all the measurements. There-
fore, for maximizing 〈χPM〉 it suffices to consider the fi-
nite set of cases where, for each observable, either always
possibility (a) or always possibility (b) is taken. We can
formulate:
Proposition 12. Consider noisy measurements as de-
scribed above. Then, the bound from Observation 4
〈χPM〉 ≤ 3
√
3 (37)
holds.
Proof. As discussed above, we only have to discuss
a finite number of cases. Let us consider a single term
〈ABC〉. If C is a random assignment, then 〈ABC〉 = 0,
independently how A and B are realized. It follows that
if C, β or a are random assignments, then 〈χPM〉 ≤ 4.
On the other hand, if A is a random assignment, then
〈ABC〉 = 0 as well: (i) If B and C are projective, then
the measurement of B and C results in the state indepen-
dent mean value 〈BC〉 [see Eq. (8) in the main text]. This
value is independent of the state ̺± remaining after the
assignment of A, hence 〈ABC〉 = 〈AB〉 − 〈AB〉 = 0. (ii)
If B is a random assignment, one can also directly calcu-
late that 〈ABC〉 = 0 and the case that (iii) C is a random
assignment has been discussed already. Consequently, if
A, b, or γ are random assignments, then 〈χPM〉 ≤ 4.
It remains to discuss the case that B, c, or α are ran-
dom assignments while all other measurements are pro-
jective. First, one can directly calculate that if A,C are
projective, and B is a random assignment, then
〈ABC〉 = tr(̺A)tr(CX), (38)
with X = (̺+ − ̺−)/2. If X is expressed in terms of
Pauli matrices, then the length of its Bloch vector does
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not exceed one, since the Bloch vectors of ̺± are subnor-
malized.
The estimate of 〈χPM〉 can now proceed as in the
proof of Observation 4, and one arrives at the situa-
tion of Lemma 7 in Appendix A3, where now the vec-
tors are subnormalized, and not necessarily normalized.
But still the bound from Lemma 7 is valid: If the small-
est vector in χ6 has a length ω, one can directly see that
χ6 ≥ ω[−N cos(π/N)]−(1−ω)4. This proves Proposition
12. 
A5.2: More general POVMs
Now we consider a general dichotomic positive oper-
ator valued measure (POVM) on a qubit system. This
is characterized by two effects E+ and E−, where E+ +
E− = 1 and the probabilities of the measurement results
are p+ = tr(̺E+) and p− = tr(̺E−).
These effects have to commute and one can write
E+ = α|0〉〈0| + β|1〉〈1| and E− = γ|0〉〈0| + δ|1〉〈1| in
an appropriate basis. We can assume that α ≥ β and
consequently δ ≥ γ. Furthermore, it is no restriction to
choose β ≤ γ. Then, the effects can be written as E+ =
β1 +(α−β)|0〉〈0| and E− = β1 +(γ−β)1 +(α−β)|1〉〈1|.
This means that one can interpret the probabilities of the
POVM as coming from the following procedure: With a
probability of 2β one assigns a random outcome, with a
probability of γ − β one assigns the fixed value −1, and
with a probability of (α−β) one performs the projective
measurement.
This motivates the following measurement model: In-
stead of performing the projective measurement A, one
of three possible actions are taken:
(i) with a probability pA1 the projective measurement
is performed, or
(ii) with a probability pA2 a fixed outcome ±1 is as-
signed independently of the initial state. After this
announcement, the state is left in the correspond-
ing eigenstate of A, or
(iii) with a probability pA3 a completely random out-
come ±1 is assigned independently of the initial
state.
As above, in case (iii), the physical system is left in one
of two possible states ̺+ or ̺−, but we will not make
any assumptions on ̺±. For this measurement model,
we have:
Proposition 13. In the noise model described above,
the PM operator is bounded by
〈χPM〉 ≤ 1 +
√
9 + 6
√
3 ≈ 5.404. (39)
Proof. As in the proof of Proposition 12, we only have
to consider a finite set of cases. Let us first discuss the
situation, where for each measurement only the possibil-
ities (i) and (ii) are taken.
First, we have to derive some formulas for sequential
measurements. The reason is that, if the option (ii) is
chosen, then the original formula for sequential measure-
ments, Eq. (15) in the main text, is not appropriate any-
more and different formulas have to be used.
In the following, we write A = (±)A if A is a fixed
assignment as described in possibility (ii) above. If not
explicitly stated otherwise, the observables are measured
as projective measurements. Then one can directly cal-
culate that
〈ABC〉 = (±)A〈BC〉 if A = (±)A, (40a)
〈ABC〉 = tr(̺A)〈BC〉 if B = (±)B, (40b)
〈ABC〉 = (±)C〈AB〉 if C = (±)C , (40c)
Note that in Eq. (40b) there is no deviation from the
usual formula Eq. (15) in the main text. Furthermore,
we have
〈ABC〉 = (±)A(±)Btr(C|B±〉〈B±|) = (±)A〈BC〉
if A = (±)A and B = (±)B , (41a)
〈ABC〉 = (±)A(±)Ctr(B|A±〉〈A±|) = (±)C〈AB〉
if A = (±)A and C = (±)C , (41b)
〈ABC〉 = (±)B(±)Ctr(̺A)
if B = (±)B and C = (±)C . (41c)
In Eqs. (41a) and (41b), |B±〉 and |A±〉 denote the eigen-
states of B and A, which are left after the fixed assign-
ment.
Equipped with these rules, we can discuss the different
cases. First, from Eqs. (40a), (40b), and (41a) it follows
that the proof of Observation 4 does not change, if fixed
assignments are made only on the observables which are
measured at first or second position of a sequence (i.e.,
the observables A, b, γ, B, c, and α).
However, the structure of the inequality changes if one
of the last measurements is a fixed assignment. To give
an example, consider the case that the measurement β is
a fixed assignment [case (ii) above], while all other mea-
surements are projective [case (i) above]. Using Eq. (40c)
we have to estimate
X = 〈A〉〈BC〉+ 〈A〉〈αa〉+ 〈b〉〈ca〉
+ 〈bB〉(±)β + 〈γα〉(±)β − 〈γ〉〈cC〉. (42)
On can directly see that it suffices to estimate
X ′ = 〈B|C〉+ 〈α|a〉+ 〈̺|b〉〈c|a〉
+ 〈b|B〉+ 〈γ|α〉 − 〈̺|γ〉〈c|C〉, (43)
where all expressions should be understood as scalar
products of the corresponding Bloch vectors. Then, a
direct optimization over the three-dimensional Bloch vec-
tors proves that here
X ′ ≤ 1 +
√
9 + 6
√
3 ≈ 5.404 (44)
holds. In general, the observables β,C, or a are the possi-
ble third measurements in a sequence. One can directly
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check that, if one or several of them are fixed assign-
ments, then an expression analogue to Eq. (42) arises
and the bound of Eq. (44) holds. Finally, if some of the
β,C, or a are fixed assignments and, in addition, some
of the A, b, γ, B, c, and α are fixed assignments, then the
comparison between Eq. (40c) and Eqs. (41b) and (41c)
shows that no novel types of expressions occur.
It remains to discuss the case where not only the pos-
sibilities (i) and (ii) occur, but for one or more mea-
surements also a random assignment [possibility (iii)] is
realized. As in the proof of Proposition 12, one finds that
only the cases where the second measurements (B, c, and
α) are random are interesting. In addition to Eq. (38)
one finds that 〈ABC〉 = (±A)tr(CX) if B is random and
A is a fixed assignment, and 〈ABC〉 = 0 if B is random
and C is a fixed assignment. This shows that no new
expressions occur, and proves the claim. 
Finally, we would like to add two remarks. First,
it should be stressed that the presented noise model
still makes assumptions about the measurement, espe-
cially about the post measurement state. Therefore, it
is not the most general measurement, and we do not
claim that the resulting dimension witnesses are device-
independent.
Second, we would like to emphasize that the chosen
order of the measurements in the definition in Eq. (9) in
the main text is important for the proof of the bounds
for noisy measurements: For other orders, it is not clear
whether the dimension witnesses are robust against im-
perfections. In fact, for some choices one finds that
the resulting inequalities are not robust against imper-
fections: Consider, for instance, a measurement order,
where one observable (say, γ for definiteness) is the sec-
ond observable in one context and the third observable in
the other context. Furthermore, assume that γ is an as-
signment [case (iii) above], while all other measurements
are projective. Then, we have to use Eq. (40b) for the
first context of γ, and Eq. (40c) for the second context.
In Eq. (40b) there is no difference to the usual formula,
especially the formula does not depend on the value as-
signed to γ. Eq. (40c), however, depends on this value.
This means that, for one term in the PM inequality, the
sign can be changed arbitrarily and so 〈χPM〉 = 6 can be
reached.
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