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We formulate a generalization of the so-called Random Sharkovskiı˘ Theorem from paper
by Jan Andres, which is the randomized version of the classical Sharkovskiı˘ Theorem. We
use the method of transformation to deterministic case involving the Kuratowski–Ryll-
Nardzewski selection theorem, which allows us to omit the assumption of completeness of
the incorporated measurable space. Moreover, we formulate an analogue of the Sharkovskiı˘
Theorem for spaces of measurable functions and for Lp-spaces.
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1. Introduction
Oleksandr Sharkovskiı˘ formulated his theorem classifying continuous real functions according to periods of periodic
points which they possess in the paper [12] in the year 1964 (translated into English in [13]). This classiﬁcation is based on
the so-called “Sharkovskiı˘ ordering” on natural numbers deﬁned as follows:
3  5  7  9  . . .
2 · 3  2 · 5  2 · 7  2 · 9  . . .
22 · 3  22 · 5  22 · 7  22 · 9  . . .
...
. . .  23  22  2  1
The theorem can be generalized in numerous directions. The deterministic generalizations refer to the assumptions about
i.a. function [15], space of points [11,8,14], or allow multifunctions instead of functions [3]. In this paper we state a random
generalization of the theorem. There are few generalizations of this kind: [4,9,2].
The idea of investigating the existence of random ﬁxed points in a deterministic way comes from F.S. DeBlasi,
L. Górniewicz and G. Pianigiani (see [5, Chapter III.31]), and was developed in case of random orbits of a given period
by J. Andres (see [2]). Our main theorem (Theorem 4.2) is a generalization of Theorem 1 from [2], actually we omit the
assumption of measure space completeness in the random version of the Sharkovskiı˘ Theorem. We also state a version of
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P. Barbarski / J. Math. Anal. Appl. 373 (2011) 414–421 415the Random Sharkovskiı˘ Theorem for orbits belonging to an Lp-space (Theorem 4.4). Moreover, we formulate an analogue
of the Sharkovskiı˘ Theorem for spaces of measurable functions (Corollary 4.3) and for Lp-spaces (Corollary 4.5). To obtain
our results we use the method of transformation to deterministic case based on selection theorems for measurable mul-
tifunctions, but we incorporate the selection theorem from paper [10] by K. Kuratowski and C. Ryll-Nardzewski instead of
the theorem of J. von Neumann and R. Aumann used in [2]. This forces us to use some more sophisticated facts about
measurable multifunctions.
2. Preliminaries
By N, R, I we denote the set of natural numbers: 1,2,3, . . . , the set of real numbers, and the interval [0,1], respectively.
For a ﬁnite set A ⊂ N, the symbol LCM(A) denotes the lowest common multiple of elements of A. The pair (Ω,Σ) always
denotes a measurable space, i.e. a set Ω with a σ -algebra Σ , I always denotes a σ -ideal on a set Ω such that Ω /∈ I , and
the pair (X,d) always denotes a Polish space, i.e. complete separable metric space. We say that a measurable space (Ω,Σ)
is complete when there exists a complete measure on it. For Y ⊂ X by Y we mean the closure of Y in X . For X = Rk or
X = Ik , the symbol ‖ · ‖ denotes the Euclidean norm on X , and the symbol d denotes the Euclidean metric. For a closed set
B ⊂ X we use the standard notation: d(x, B) = inf{d(x, y): y ∈ B}.
For σ -algebras Σ1 and Σ2 by Σ1 ⊗ Σ2 we mean the product σ -algebra. The symbol B(X) denotes the σ -algebra of
Borel sets in X , and symbols L(Rk), L(Ik), N (Rk), and N (Ik) denote the σ -algebras of Lebesgue measurable sets and the
σ -ideals of Lebesgue measure zero sets in a given space, respectively.
Let ξ ∼ ζ hold for measurable ξ, ζ :Ω → X if and only if {ω ∈ Ω: ξ(ω) 	= ζ(ω)} ∈ I . We denote the set of equivalence
classes of this relation by:
M(Ω,Σ),I,(X,d) = {ξ :Ω → X: ξ is measurable}/∼.
We will write M instead of M(Ω,Σ),I,(X,d) when Ω , Σ , I , X , and d are clear from the context. When Ω = Rr or Ω = Ir ,
Σ = L(Ω), I = N (Ω), and X = Rk or X = Ik , we also use the standard notation:
Lp(Ω, X) =
{
ξ :Ω → X: ξ is measurable∧
∫
Ω
∥∥ξ(ω)∥∥p dω < +∞}/∼
for p ∈ [1,+∞) and
L+∞(Ω, X) = {ξ : Ω → X: ξ is measurable and bounded}/∼.
The symbol [ξ ] stands for the class of equivalence of ξ .
We naturally identify a relation ϕ ⊂ A× B with a function ϕ : A → P(B). Furthermore, if ϕ ⊂ (A× B)×C , i.e. ϕ : A× B →
P(C), then for any x ∈ A we deﬁne the relation ϕx = ϕ(x, ·). A multifunction ϕ : A B is a relation with nonempty values,
i.e. ϕ : A → P(B) \ {∅}, we identify a function f : A → B with the multifunction with one-element values fulﬁlling the
condition ϕ(x) = { f (x)} for every x ∈ A.
By a superposition of a function f : B → C with a relation ϕ ⊂ A × B we mean the relation f ◦ ϕ ⊂ A × C deﬁned
by f ◦ ϕ(a) = f (ϕ(a)) for a ∈ A. By a product of relations Fi ⊂ A × B for i ∈ I we mean the relation ∏i∈I F i deﬁned by
(
∏
i∈I F i)(a) =
∏
i∈I F i(a) for a ∈ A.
The notion of measurability is naturally expanded on relations. We denote by
ϕ−(B) = {ω ∈ Ω: ϕ(ω) ∩ B 	= ∅}
the large preimage of the set B ⊂ X under the relation ϕ ⊂ Ω × X .
Deﬁnition 2.1. A relation ϕ ⊂ Ω× X is called measurable if ϕ−(F ) ∈ Σ for every closed F ⊂ X . It is called weakly measurable
if ϕ−(G) ∈ Σ for every open G ⊂ X .
The paper [6] contains a thorough analysis of the notion of a measurable relation. We shall state here a few facts
from this paper. Every measurable relation is weakly measurable (see Proposition 2.1). The product of at most countably
many weakly measurable relations is weakly measurable (see Proposition 2.3(ii)). For a weakly measurable multifunction ϕ :
XR the function deﬁned by f (x) = infϕ(x) for x ∈ X is measurable (see Theorem 5.8). The superposition of a continuous
function with a weakly measurable relation is weakly measurable (it is clear from the deﬁnition).
Another useful fact is a simple modiﬁcation of Theorem 6.4 in [6] and its proof is analogical to the original proof.
Proposition 2.2. Assume that X is σ -compact, Y is a metric space, and f : Ω × X → Y is measurable with respect to σ -algebra
Σ ⊗ B(X) and such that fω is continuous for each ω ∈ Ω . Then for every closed set B ⊂ Y the relation F ⊂ Ω × X deﬁned by
F (ω) = f −1ω (B) is measurable.
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f −1ω (Un). Clearly B =
⋂
n Un and B =
⋂
n Bn . Since Un is open for each n, the relation Fn is weakly measurable for each
n by [6, Theorem 6.2], and by [6, Proposition 2.6] so is the relation Fn , deﬁned by Fn(ω) = Fn(ω). Since Fn(ω) ⊂ Fn(ω) ⊂
f −1ω (Un) ⊂ f −1ω (Bn) for all ω ∈ Ω , F =
⋂
n Fn , and therefore the relation F is measurable by [6, Corollary 4.2]. 
To formulate the selection theorems we use the standard notion of a selector of a multifunction.
Deﬁnition 2.3. We call a function f : Ω → X a selector of a multifunction ϕ : Ω X and write f ⊂ ϕ if f (ω) ∈ ϕ(ω) for
each ω ∈ Ω .
We formulate the selection theorem of Kuratowski and Ryll-Nardzewski from [10] as follows:
Theorem 2.4 (Kuratowski and Ryll-Nardzewski). If a multifunction ϕ : Ω X is weakly measurable and has closed values, then it
has a measurable selector f ⊂ ϕ .
A selection theorem concerning selectors from an Lp-space follows strictly from Lemma 2.3.2 in [7]:
Theorem 2.5. Suppose that p ∈ [1,+∞], Ω = Rr or Ω = Ir , X = Rk or X = Ik. If a multifunction ϕ : Ω  X is such that ϕ ∈
L(Ω) ⊗ B(X) and there is h ∈ Lp(Ω,R) such that infx∈ϕ(ω) ‖x‖  h(ω) for each ω ∈ Ω , then ϕ has a measurable selector f ⊂ ϕ
such that f ∈ Lp(Ω, X).
We recall that the notion of continuity can be expanded on relations in the following manner:
Deﬁnition 2.6. Let Y be a metric space. A relation ϕ ⊂ X × Y is called upper semicontinuous (u.s.c.) if ϕ−(F ) is closed for
every closed F ⊂ X . It is called lower semicontinuous (l.s.c.) if ϕ−(G) is open for every open G ⊂ X . If ϕ is both l.s.c. and
u.s.c., then it is called continuous.
In case of relations with one-element values (i.e. functions) the notions of a lower and upper continuity coincide. An
extended analysis of the notion of continuity of relations can be found in Chapter 1 of the book [7]. We shall state here
some useful facts from this book. The product of l.s.c. multifunctions is l.s.c. (see Proposition 2.57) and the product of u.s.c.
multifunctions with compact values is u.s.c. (see Proposition 2.58). For a continuous multifunction ϕ : X X with compact
values and a continuous function u : X× X → R the function deﬁned by v(x) = inf{u(x, y): y ∈ ϕ(x)} for x ∈ X is continuous.
The latter is a trivial consequence of Berge’s Maximum Theorem, since inf{u(x, y): y ∈ ϕ(x)} = − sup{−u(x, y): y ∈ ϕ(x)}
(see Theorem 3.4 in [7, Chapter 1]).
We introduce the notion of a measurable operator as a generalization of the notion of a random operator.
Deﬁnition 2.7. A multifunction ϕ : Ω × X X with closed values is called a measurable operator if it is weakly measurable
with respect to σ -algebra Σ ⊗ B(X). If (Ω,Σ) is complete, then ϕ is called a random operator. A measurable operator ϕ is
called u.s.c. if ϕω is u.s.c. for each ω ∈ Ω , it is called l.s.c. if ϕω is l.s.c. for each ω ∈ Ω , and it is called continuous if ϕω is
continuous for each ω ∈ Ω .
In description of discrete dynamics of multifunctions it is convenient to use the notion of a periodic orbit instead of the
notion of a periodic point.
Deﬁnition 2.8. Assume that ϕ : A A. A sequence (xi)ki=1 ∈ Ak is called a k-orbit of the multifunction ϕ , if xi+1 ∈ ϕ(xi) for
i  k − 1, x1 ∈ ϕ(xk), and there is no m < k such that m | k and x(s−1)m+i = xi for i m and s km .
A theorem analogical to the classical Sharkovskiı˘ Theorem holds for the l.s.c. multifunctions. Here we state it in a form
which is a special case of Theorem 6 in [3].
Theorem 2.9. Suppose that X = R or X = I, and ϕ : X X is a l.s.c. multifunction with compact connected values. Then if ϕ has an
n-orbit, then it has a k-orbit for each k  n.
We shall also need the following theorem which is a simple modiﬁcation of the classical Sharkovskiı˘ Theorem (see
Remark 2.1.3 in [1]).
Theorem 2.10. Assume that X = R or X = I, f : X → X is a continuous function, k,n ∈ N, and k n. If (xi)ni=1 is an n-orbit of f , then
f has a k-orbit (x′)k ⊂ [minin xi,maxin xi].i i=1
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operators.
Deﬁnition 2.11. Let ϕ : Ω × X X be a measurable operator. A sequence of measurable functions (ξi)ki=1 where ξi : Ω → X
for i  k is called a (Σ,I)-measurable k-orbit of the operator ϕ , if
Ω \ {ω ∈ Ω: ∀ik−1ξi+1(ω) ∈ ϕ(ω,ξi(ω))∧ ξ1(ω) ∈ ϕ(ω,ξk(ω))} ∈ I,
and there is no m < k such that m | k and
Ω \ {ω ∈ Ω: ∀s km ∀imξ(s−1)m+i(ω) = ξi(ω)} ∈ I.
We will write shortly “measurable k-orbit” when Σ and I are ﬁxed. If ϕ is a random operator and I is the σ -ideal of null
sets, then (ξi)ki=1 is called a random k-orbit.
3. Transformation to the deterministic case
The method of transformation to the deterministic case is based on theorems characterizing measurable operators
possesing measurable orbits of a given period. An example of such a theorem in case of random operators is given in
Proposition 2 in [2]. We give here a theorem for measurable operators mapping into a σ -compact space X .
Firstly, we introduce some useful notation. For a measurable operator ϕ : Ω × X X , k,m ∈ N such that m | k, S = {p <
m: p |m}, and s = |S| we deﬁne the function dϕ,k,m : Ω × Xk → [0,+∞) as follows:
dϕ,k,m
(
ω, (xi)
k
i=1
)= d((xi)ki=1,ϕ(ω, xm) × ϕ(ω, x1) × · · · × ϕ(ω, xm−1)({x1} × {x2} × · · · × {xm}) km−1),
and the function Dϕ,k,m : Ω × Xk → [0,+∞)1+s as follows:
Dϕ,k,m =
(
dϕ,k,m, (dϕ,k,p)p∈S
);
moreover for ω ∈ Ω we denote dϕ,k,m,ω = dϕ,k,m(ω, ·) and Dϕ,k,m,ω = Dϕ,k,m(ω, ·) = (dϕ,k,m,ω, (dϕ,k,p,ω)p∈S ). Furthermore,
we deﬁne the relation Oϕ,k,m ⊂ Ω × Xk as follows:
Oϕ,k,m(ω) =
{
(xi)
k
i=1 ∈ Xk: (xi)mi=1 is anm-orbit of ϕω ∧ ∀ s km
im
x(s−1)m+i = xi
}
.
Now we state some simple lemmas about those functions and relations.
Lemma 3.1. Let ϕ : Ω × X X be a measurable operator and let k,m ∈ N be such that m | k. Then
Oϕ,k,m(ω) =
{
(xi)
k
i=1 ∈ Xk: dϕ,k,m,ω
(
(xi)
k
i=1
)= 0∧ ∀ p<m
p|m
dϕ,k,p,ω
(
(xi)
k
i=1
)
> 0
}
for all ω ∈ Ω .
Proof. For every p m, such that p |m, dϕ,k,p,ω((xi)ki=1) = 0 if and only if xi+1 ∈ ϕ(ω, xi) for i  p − 1, x1 ∈ ϕ(ω, xp), and
x(s−1)p+i = xi for i  p and s  kp , since the set ϕ(ω, xp) × ϕ(ω, x1) × · · · × ϕ(ω, xp−1) × ({x1} × {x2} × · · · × {xp})
k
p −1 is
closed. The lemma is an immediate consequence of this remark. 
Lemma 3.2. Let ϕ : Ω × X  X be a measurable operator. Then for every k,m ∈ N such that m | k the function dϕ,k,m (and as
a result Dϕ,k,m) is measurable with respect to σ -algebra Σ ⊗ B(Xk). If ϕ is a continuous measurable operator with compact values,
then dϕ,k,m,ω (and as a result Dϕ,k,m,ω) is continuous for each ω ∈ Ω .
Proof. Measurability. For each i m the relation ϕ i deﬁned by ϕ i(ω, (xi)ki=1) = ϕ(ω, xi) is clearly weakly measurable with
respect to σ -algebra Σ ⊗ B(Xk), since ϕ is weakly measurable. The relation P i deﬁned by P i(ω, (xi)ki=1) = {xi} is weakly
measurable for each i  k. Therefore the relation ϕk,m =∏ki=1 P i ×ϕm ×ϕ1 × · · ·×ϕm−1 × (∏mi=1 P i) km −1 is weakly measur-
able. Since dϕ,k,m(ω, (xi)ki=1) = infd ◦ ϕk,m(ω, (xi)ki=1) and d is continuous, dϕ,k,m is measurable.
Continuity. For each i m the relation ϕ iω is clearly l.s.c., since ϕω is l.s.c. Also P iω is l.s.c., and therefore the relation
ϕω,k,m = ϕmω ×ϕ1ω ×· · ·×ϕm−1ω × (
∏m
i=1 P iω)
k
m −1 is l.s.c. By an analogical reasoning ϕω,k,m is also u.s.c. Thus it is continuous.
Since dϕ,k,m,ω((xi)ki=1) = inf{d((xi)ki=1, (yi)ki=1): (yi)ki=1 ∈ ϕω,k,m((xi)ki=1)}, dϕ,k,m,ω is continuous. 
We shall need also the following lemma:
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following splitting of Ω exists:
Ω = Ω0 ∪
l⋃
j=1
Ωi j ,
where:
• Ωm ∈ Σ for m = 0, i1, i2, . . . , il ,
• Ω0 ∈ I and Ωi j /∈ I for j  l,• LCM{i j: j  l} = k,
• ϕω has an i j-orbit for each ω ∈ Ωi j , where j  l,• ξ(ω) ∈ Oϕ,k,i j (ω) for each ω ∈ Ωi j , where j  l.
Proof. The proof is a simple modiﬁcation of the “Only if” part of the proof of Proposition 2 in [2]. The only difference is that
we use measurable orbits instead of random orbits and we write Ωm ∈ I and Ωm /∈ I instead of μ(Ωm) = 0 and μ(Ωm) > 0
respectively. (In fact μ(Ωm) = 0 is equivalent to Ωm ∈ N (Rk) or Ωm ∈ N (Ik).) 
Now we are ready to formulate the characterization.
Theorem 3.4. Suppose that X is σ -compact, ϕ : Ω × X X is a continuous measurable operator with compact values, and k ∈ N.
ϕ has a measurable k-orbit if and only if the following splitting of Ω exists:
Ω = Ω0 ∪
l⋃
j=1
Ωi j ,
where:
• Ωm ∈ Σ for m = 0, i1, i2, . . . , il ,
• Ω0 ∈ I and Ωi j /∈ I for j  l,• LCM{i j: j  l} = k,
• ϕω has an i j-orbit for each ω ∈ Ωi j , where j  l.
Proof. By Lemma 3.3 it is enough to show the implication to the left. Fix j  l and t ∈ N, and denote m = i j , S = {p <m:
p |m}, and s = |S|. We deﬁne the relation Oϕ,k,m,t : Ω Xk as follows:
Oϕ,k,m,t(ω) = D−1ϕ,k,m,ω
(
{0} ×
[
1
t
,+∞
)s)
.
Since the set {0}× [ 1t ,+∞)s is closed in the metric space Y = [0,+∞)1+s , and by virtue of Lemma 3.2 and Proposition 2.2,
the relation Oϕ,k,m,t is measurable.
By Lemma 3.1 Oϕ,k,m =⋃t Oϕ,k,m,t . Since ϕω has m-orbit for each ω ∈ Ωm , Oϕ,k,m(ω) is nonempty for each ω ∈ Ωm .
Hence for each ω ∈ Ωm there is t such that Oϕ,k,m,t(ω) is nonempty. Let tω be the least such t . We denote Ωm,t = {ω ∈
Ωm: tω = t}. The family {Ωm,t : t ∈ N} is disjoint and Ωm =⋃t Ωm,t . Moreover,
Ωm,t =
{
ω ∈ Ωm: Oϕ,k,m,t(ω) 	= ∅ ∧ ∀t′<tOϕ,k,m,t′(ω) = ∅
}
= O−ϕ,k,m,t
(
Xk
) \⋃
t′<t
O−ϕ,k,m,t′
(
Xk
) ∈ Σ.
We deﬁne the multifunction Oϕ,k : Ω Xk as follows:
Oϕ,k(ω) =
{
Xk for ω ∈ Ω0,
Oϕ,k,i j,t(ω) for ω ∈ Ωi j ,t for some j  l and t ∈ N.
The relation Oϕ,k is clearly measurable, and consequently also weakly measurable. Furthermore, it has closed values. Hence
by virtue of Theorem 2.4 it has a measurable selector (ξi)ki=1 : Ω → Xk .
For every j  l and ω ∈ Ωi j there is t ∈ N such that ω ∈ Ωi j ,t , and consequently (ξi(ω))ki=1 ∈ Oϕ,k,i j (ω). Hence (ξi(ω))
i j
i=1
is an i j-orbit of ϕω . Since Ω0 ∈ I , Ωi j /∈ I for j  l, and LCM{i j: j  l} = k, (ξi)ki=1 is a measurable k-orbit of the opera-
tor ϕ . 
We may also formulate an analogous theorem for orbits from an Lp-space.
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surable operator, k ∈ N, and p ∈ [1,+∞]. ϕ has a measurable k-orbit ξ = (ξi)ki=1 ∈ Lp(Ω, Xk) if and only of there is a function
h ∈ Lp(Ω,R) and the following splitting of Ω:
Ω = Ω0 ∪
l⋃
j=1
Ωi j ,
where:
• Ωm ∈ Σ for m = 0, i1, i2, . . . , il ,
• Ω0 ∈ I and Ωi j /∈ I for j  l,• LCM{i j: j  l} = k,
• ϕω has an i j -orbit for each ω ∈ Ωi j , where j  l,
• inf
(xi)
k
i=1∈Oϕ,k,i j (ω) ‖(xi)
k
i=1‖ h(ω) for each ω ∈ Ωi j , where j  l.
Proof. “⇐”. This is a slight modiﬁcation of the “If” part of the proof of [2, Proposition 2]. It is clear that Oϕ,k,i j (ω) 	= ∅ for
each ω ∈ Ωi j . We deﬁne the multifunction Oϕ,k : Ω Xk as follows:
Oϕ,k(ω) =
{
Xk for ω ∈ Ω0,
Oϕ,k,i j (ω) for ω ∈ Ωi j for some j  l.
Fix j  l and denote m = i j , S = {t <m: t |m}, and s = |S|. Since Oϕ,k,m = D−1ϕ,k,m({0} × (0,+∞)s), by virtue of Lemma 3.2
Oϕ,k,m ∈ L(Ω)⊗B(Xk). Moreover Ω0 × Xk ∈ L(Ω)⊗B(Xk), and consequently Oϕ,k ∈ L(Ω)⊗B(Xk). Hence by Theorem 2.5
the multifunction Oϕ,k has a measurable selector (ξi)ki=1 : Ω → Xk such that (ξi)ki=1 ∈ Lp(Ω, Xk).
For every j  l and ω ∈ Ωi j , (ξi(ω))ki=1 ∈ Oϕ,k,i j (ω). Hence (ξi(ω))
i j
i=1 is an i j-orbit of ϕω . Since Ω0 ∈ I , Ωi j /∈ I for j  l,
and LCM{i j: j  l} = k, (ξi)ki=1 is a measurable k-orbit of the operator ϕ .
“⇒”. By Lemma 3.3 it is enough to show that there is a function h ∈ Lp(Ω,R) such that inf
(xi)
k
i=1∈Oϕ,k,i j (ω) ‖(xi)
k
i=1‖ 
h(ω) for each ω ∈ Ωi j .
We deﬁne the function h by equality h(ω) = ‖ξ(ω)‖. ξ ∈ Lp(Ω, Xk), thus h ∈ Lp(Ω,R). Fix j  l and ω ∈ Ωi j . Then
inf
(xi)
k
i=1∈Oϕ,k,i j (ω) ‖(xi)
k
i=1‖ h(ω), since ξ(ω) ∈ Oϕ,k,i j (ω). 
4. The Sharkovskiı˘ Theorem
In this section we give the main results of the paper. We shall use the theorems from the previous section and a version
of the Sharkovskiı˘ Theorem stated in form of Theorem 2.9.
Before we state the main theorems, we state a simple lemma.
Lemma 4.1. If LCM{i j: j  l} = n and k  n, then there is j′  l such that k  i j′ .
Proof. If n = 2q for some q ∈ N, then there is j′  l such that i j′ = n, thus k  i j′ .
If n = p · 2q for some q ∈ N and odd p > 1, then for each j  l there is q j  q and odd p j  p such that i j = p j · 2q j .
Clearly there is j′  l such that p j′ > 1. Then k  n  i j′ . 
We state here the theorem which we may call the Measurable Sharkovskiı˘ Theorem for continuous measurable oper-
ators. It is a generalization of the Random Sharkovskiı˘ Theorem (Theorem 1 from [2]). Here we omit the assumption of
completeness of the measurable space (Ω,Σ), which is present in Andres’s version.
Theorem 4.2 (Measurable Sharkovskiı˘ Theorem). Assume that (Ω,Σ) is a measurable space, I is a σ -ideal on Ω such that Ω /∈
I , X = R or X = I, and ϕ : Ω × X  X is a continuous measurable operator with compact and connected values. Then if ϕ has
a measurable n-orbit, then it has a measurable k-orbit for each k  n.
Proof. The proof is analogical to that of Theorem 1 in [2], but we paraphrase it for completeness. Suppose that ϕ has
a measurable n-orbit. There is a splitting of Ω as in Theorem 3.4. Fix k  n. By Lemma 4.1 there is j′  l such that k  i j′ .
Moreover, 1  i j for each j  l and j 	= j′ . Since ϕω has an i j-orbit for each ω ∈ Ωi j and every j  l, by Theorem 2.9 ϕω
has a k-orbit for each ω ∈ Ωi ′ and a 1-orbit for each ω ∈ Ωi and every j  l and j 	= j′ . Put Ω ′ = Ωi ′ , Ω ′ =
⋃{Ωi : j j j k j 1 j
420 P. Barbarski / J. Math. Anal. Appl. 373 (2011) 414–421l ∧ j 	= j′}, and Ω ′0 = Ω0. As a result we get the following splitting of Ω: Ω = Ω ′0 ∪ Ω ′k if l = 1, or Ω = Ω ′0 ∪ Ω ′k ∪ Ω ′1 if
l > 1. By Theorem 3.4 ϕ has a measurable k-orbit. 
The Measurable Sharkovskiı˘ Theorem in the case of multifunctions with one-element values (i.e. functions) can be refor-
mulated so that it will have a structure analogical to the structure of the classical Sharkovskiı˘ Theorem where in place of the
space R or I we put a space of measurable functions and in place of continuous function we put a continuous measurable
operator.
Corollary 4.3. Assume that (Ω,Σ) is a measurable space, I is a σ -ideal on Ω such that Ω /∈ I , and X = R or X = I. Let the function
f : M → M be given by the formula f(ξ)(ω) = f (ω, ξ(ω)) for everyω ∈ Ω and for all [ξ ] ∈ M, where f : Ω × X → X is a continuous
measurable operator. Then if f has an n-orbit, then it has a k-orbit for each k  n.
We also state a version of the Random Sharkovskiı˘ Theorem for orbits from an Lp-space.
Theorem4.4. Assume thatΩ = Rr orΩ = Ir for some r ∈ N,Σ = L(Ω), I = N (Ω), X = R or X = I, f : Ω× X → X is a continuous
measurable operator, and p ∈ [1,+∞]. Then if f has a measurable n-orbit belonging to the space Lp(Ω, Xn), then it has a measurable
k-orbit belonging to the space Lp(Ω, Xk) for each k  n.
Proof. Suppose that f has a measurable n-orbit belonging to the space Lp(Ω, Xn). There is a function h ∈ Lp(Ω,R) and
a splitting of Ω as in Theorem 3.5. Fix k  n. By Lemma 4.1 there is j′  l such that k  i j′ . We get a splitting of Ω as in the
proof of Theorem 4.2 Ω = Ω ′0 ∪ Ω ′k if l = 1, or Ω = Ω ′0 ∪ Ω ′k ∪ Ω ′1 if l > 1.
Let h′ : Ω → R be such that h′(ω) = √k · h(ω) for each ω ∈ Ω . Then h′ ∈ Lp(Ω,R). Fix ω ∈ Ω ′k . Then ω ∈ Ωi j′ . Hence
inf(xi)ni=1∈O f ,n,i j′ (ω) ‖(xi)
n
i=1‖ h(ω). Fix ε > 0. Let (x′i)ni=1 ∈ O f ,n,i j′ (ω) be such that ‖(x′i)ni=1‖ < h(ω)+ ε√k . Then (x′i)
i j′
i=1 is an
i j′ -orbit of fω . Since k i j′ , by Theorem 2.10 there is a k-orbit (x′′i )ki=1 of fω such that (x′′i )ki=1 ⊂ [minii j′ x′i,maxii j′ x′i]. Then
(x′′i )
k
i=1 ∈ O f ,k,k(ω). Hence inf(xi)ki=1∈O f ,k,k(ω) ‖(xi)
k
i=1‖ ‖(x′′i )ki=1‖
√
k · maxii j′ ‖x′i‖
√
k · ‖(x′i)ni=1‖ <
√
k · h(ω) + ε, and
consequently inf
(xi)
k
i=1∈O f ,k,k(ω) ‖(xi)
k
i=1‖
√
k · h(ω) = h′(ω). Analogically for ω ∈ Ω ′1 we have inf(xi)ki=1∈O f ,k,1(ω) ‖(xi)
k
i=1‖
h′(ω).
By Theorem 3.5 f has a measurable k-orbit belonging to the space Lp(Ω, Xk). 
This version can be also reformulated so that it will have a form of Sharkovskiı˘ Theorem for Lp-spaces.
Corollary 4.5. Assume that Ω = Rr or Ω = Ir for some r ∈ N, Σ = L(Ω), I = N (Ω), X = R or X = I, and p ∈ [1,+∞]. Let the
function f : Lp(Ω, X) → Lp(Ω, X) be given by the formula f(ξ)(ω) = f (ω, ξ(ω)) for every ω ∈ Ω and for each [ξ ] ∈ Lp(Ω, X),
where f : Ω × X → X is a continuous measurable operator. Then if f has an n-orbit, then has a k-orbit for each k  n.
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