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1. INTRODUCTION 
1.1. General 
Chemical vapour deposition (CVD) is a technique for preparing solid materials, 
particularly in the form of thin layers. The terms 'chemical' and 'vapour' indicate 
that a chemical reaction is involved to produce the solid from gaseous reactants. 
CVD is distinguished from related deposition techniques, such as vacuum 
evaporation and sputtering, in that the composition of the deposit and that of the 
reactive vapour in CVD are different. 
The chemical reaction usually occurs at or near the heated deposition surface. In 
most cases a well adhering dense deposit is desired and a heterogeneous reaction is 
favoured, which includes the nucleation and subsequent growth of the material on 
the substrate. This contrasts to a homogeneous reaction in the gas phase, which 
usually results in a less densely packed, snow-like deposit. 
The temperature and the nature of the substrate on which the chemical reaction 
proceeds determine whether amorphous, poly crystalline or monocrystalline 
materia] is deposited. 
CVD processes have been studied extensively during the past decades and numerous 
applications have been found. Comprehensive reviews of CVD processes are given in 
references 1-7. In the following we will concentrate on the morphological aspects of 
CVD layers. 
The description of the morphology, which deals with the evolution of the solid 
surface, requires an expression of the local mass flux at the interface in terms of the 
process parameters, since this flux determines the growth rate of each interface 
element. We, therefore, will discuss the mass transport phenomena occurring in 
CVD processes. 
Let us consider the growth on a flat interface. 
The driving force for the deposition is the Gibbs free energy change of the chemical 
reaction, the actual growth rate being limited by a number of barriers, such as 
diffusion of reactants towards the interface and surface reactions. 
This means that the mass transport proceeds in two steps, viz.. by mass transfer at 
the reactive surface and by volume diffusion in the gas phase. These process steps 
are coupled in series and either of them may be rate-limiting: CVD processes can be 
carried out in the diffusion-limited or in the surface-controlled mode. 
The transfer process at the reactive surface includes adsorption, chemical reaction, 
surface diffusion and subsequent desorption of reaction products. 
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Volume diffusion in the gas phase is strongly influenced by the momentum and 
heat flows. Since boundary conditions in practice are very complicated, analytical 
solutions for the mass, momentum and heat flow cannot in general be obtained. 
Therefore two alternative ways are available to tackle the underlying problem: 
either a numerical analysis of the three flows can be performed (8) or simplified 
models can be derived. The first approach makes it possible to describe transient 
effects, but allows no clear insight into the physics of the process. The second 
approach yields analytical solutions of more or less idealized systems, which are 
more informative. The latter approach is more widely used; a number of models 
has been published (9-16), based on different assumptions about the temperature 
distribution and gas velocity profile. Most models aim at describing the stationary 
situation. 
Bloem has made a comparison (7) of the various models, which describe the growth 
rate in horizontal open tube reactors. He showed that there exist only minor 
differences in the growth rate expressions and for that reason it is not well possible 
to prove on the basis of growth experiments what model is correct. 
Although good agreement has been obtained between theory and experiments, one 
should realize that the conceptions developed concerning the momentum field in 
particular are highly idealized (17-20). In practice an unstable gas flow is fed over a 
heated susceptor at high flow rates and quite often the gas passes the hot zone 
within a few seconds. 
It can be appreciated, therefore, that a stationary flow pattern will not always be 
established in CVD reactors of usual length (21). This fact together with the fact 
that homogeneous gas phase decomposition cannot be excluded, might be con-
sidered as the main weaknesses of the models. 
Since the publication of the stagnant layer model by Eversteijn et al. (12) (see 
chapter 2 of this thesis) a number of studies (22-26) on mass, momentum and heat 
flows have been made based on in-situ measurements. 
The existence of momentum and thermal boundary layers has been established. It 
has been found for air cooled reactors that the gas phase can be divided into three 
parts: a central core of unstable flow, which is separated from the upper wall of the 
reactor tube and from the hot susceptor by laminar boundary layers, in which the 
flow velocity increases parabolically from the wall into the direction of the central 
core. The temperature and partial vapour pressure profiles are approximately linear 
in the lower boundary layer and are constant within the core region. 
In general it is inferred from these studies that the stagnant layer model can be used 
with some confidence to describe and calculate actual growth rates in connection 
with a study of the morphology. 
The morphology of CVD layers deals with the general description of the exterior 
surface shape and surface appearance. The overall shape of crystals is called the 
habit and we will use this crystallographic concept for polycrystalline films as well. 
The habit is concerned with the presence of depressions, protrusions, facets and 
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their relative shape. The occurrence of crystal faults, such as stacking faults, twins, 
spikes, etc. which are connected with some 'accident' in the growth process, will 
not be discussed. 
The habit of CVD layers is determined by the experimental deposition conditions 
and the initial shape of the substrate surface. This can be concluded from experi-
mental work of Chu et al. (27), who reported on the growth of polycrystalline 
silicon layers on graphite substrates, and of Runyan et al. (28), who studied the 
influence of large-scale surface perturbations on the morphology of epitaxial 
silicon layers. 
They observed that variations in the layer thickness may either grow (unstable 
growth) or decay (stable growth). 
A similar behavior has been found and theoretically explained by Mullins and 
Sekerka (29) in the solidification of binary alloys. A detailed stability analysis for 
vapour growth, which has not been published, will be the subject of the present 
study. 
1.2. Scope of the thesis 
During chemical vapour deposition often unstable growth is observed, such as 
enhanced growth near surface irregularities. 
It is the purpose of the present study to investigate this phenomenon both 
experimentally and theoretically. 
Experimental evidence is presented showing dramatic differences in the habit of the 
solid layer depending on the process conditions, such as deposition temperature and 
input concentration of the reactant. 
An analysis of the problem is made based upon the stagnant layer model and the 
concept of a dimensionless group, which characterizes the state of the mass 
transport. 
Using this approach a theoretical description of the morphological stability of CVD 
layers has been made by means of a first -order perturbation calculus. 
It is shown that the experimental evidence very satisfactorily can be explained and 
that predictions on the stability can be made in terms of the process conditions. 
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2. A STAGNANT LAYER MODEL FOR THE EPITAXIAL GROWTH OF 
SILICON FROM SILANE IN A HORIZONTAL REACTOR 
F.C. Eversteijn, P.J.W. Severin, C.H.J, van den Brekel and H.L. Peek 
Abstrcict 
Flow patterns have been made visible in a horizontal water-cooled epitaxial reactor by injection 
of Ti02 particles into the gas flow. From these experiments, a stagnant layer model has been 
developed with which the epitaxial growth of silicon from silane can be described. In the case 
of a nontilted susceptor, the model predicts an appreciable nonuniformity in thickness along 
the susceptor, whereas a small angle of tilting of the susceptor should yield a much better 
uniformity in thickness (2% over a length of 22 cm). Experiments agree very well with the 
theoretical predictions of the model. 
Silane as source for the epitaxial growth of silicon has several advantages over SÌCI4 
and SÌHCI3 : lower deposition temperature, less autodoping from substrate, less 
outdiffusion,and no back etching. On the other hand,silane is rather unstable and 
will decompose also on the hot reactor wall. This means that, as far as the 
construction is concerned, reactors for SÌH4 and SÌCI4 or SiHCU will be different. 
For the time being, the most popular type is the horizontal reactor. The construc-
tion is rather simple. A large number of slices can be grown in one charge and the 
reactor is easy to load and unload. For SÌH4 , a water-cooled reactor is preferable, 
because otherwise silicon would be deposited on the reactor wall, which would 
make measurement of the temperature of the substrates with an optical pyrometer 
impossible. 
In the past, several authors have described the process of epitaxial growth, though 
mostly in vertical reactors. Bradshaw (1) developed a boundary layer model with 
which he was able to explain the growth experiments in a vertical reactor. Here the 
deposition efficiency is low, so that the decrease in concentration of the silicon 
coumpound along the susceptor can be neglected. Shepherd (2) described the 
epitaxial growth of silicon from SÌCI4 in a small horizontal reactor, assuming a 
parabolic gas flow in the reactor and omitting the decrease in SiCU concentration 
in the length direction of the reactor. For large horizontal reactors, the deposition 
efficiency is found to be about 35%. This means that the decrease in concentration 
of the silicon compound along the reactor cannot be neglected. Taking this into 
account, Rundle (3) investigated the epitaxial growth of silicon from SiCU and 
SÌHCI3, assuming that the gas flow in the reactor has a velocity component only 
along the axis of the reactor and that the whole system is at a constant tempera-
ture, ignoring temperature gradients. 
In this paper, it is shown that these assumptions cannot be justified. From gas flow 
pattern experiments, it is seen that there is a thermal convection in the reactor 
vertically overturning the main gas flow and resulting in complete mixing of the gas. 
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Directly above the heated susceptor, the temperature then drops over a thin 
stagnant layer which is excluded from the main gas flow. These experiments are 
discussed and a model derived for the epitaxial growth in a horizontal reactor is 
analyzed. The rate of epitaxial growth is calculated in the case of a nontilted and 
tilted susceptor. It is shown that there is close agreement between the predictions 
derived from the model and the experiments. 
2.1. Investigation of the flow pattern 
Experimental arrangement 
To make the flow pattern in the reactor visible, ТІО2 particles are injected into the 
gas stream by means of the equipment shown schematically in Fig. 1 (4). The 
horizontal reactor used for these experiments is the same as is considered later for 
the epitaxial deposition of silicon from silane. It consists of a water-cooled quartz 
tube with a rectangular cross section ( 5 x 4 cm) and a graphite susceptor, 30 cm 
long, 4 cm wide, 8 mm thick, positioned in a quartz boat which fits in the reactor. 
In our case, the free space between a side wall of the reactor and the quartz boat is 
about 0.5 mm. The quartz boat rests on the floor of the reactor. The free height 
above the susceptor is 2 cm. Dry hydrogen and hydrogen containing water vapor 
flow into the reactor where the temperature of the susceptor is 1050UC. By 
switching two electromagnetic valves, the dry hydrogen can be passed over ТІСІ4. 
Mixing of the water vapor-loaded and the ТіСЦ -loaded hydrogen causes the 
formation of ТІО2 particles, resulting in a white haze. The flow pattern in the 
reactor can then be observed. Photographs of the gas flow patterns have been made 
through the window on the right-hand end of the reactor (see Fig. 1) and are 
discussed below. 
Experimental results 
In Fig. 2, the streamline pattern is given for the water-cooled reactor with the 
susceptor at room temperature. It is seen from this photograph that, although the 
vertical temperature gradient is very small (ΔΤ « 10oC over about 2 cm), a con-
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Fig. 1. Schematic view of the equipment to make gas flow patterns in the reactor visible. 
Fig. 2. Streamline pattern above the nonheated susceptor (Ts « 20 0C) with water-cooling 
around the tube (wall temperature approximately 10 0C). Convective flow is visible under the 
influence of a small vertical temperature gradient. Rotation speed: about 1 rps. 
vection flow already exists which,combined with the net gas flow, results in a 
double screw flow pattern. When the susceptor is heated up, the vertical 
temperature gradient increases. Due to a buoyancy force, increased in this way, a 
higher rotation velocity of the spirals results and the separate streamlines mix. 
This is shown in Fig. 3 where hydrogen with different gas velocities flows through 
V=15cm/s V = ¿.5cm/s 
6=065cm 
V = 65cm/s 
δ = 060 cm 
V = 125cm/s 
6 = 05^cm 
V = 18Ûcm/s 
δ = CU6 cm 
Fig. 3. Streamhne patterns with Ti0 2 at different gas velocities of hydrogen (conected for 
heating up). Susceptor temperature 1050 °C. Stagnant layer thickness decreases with increasing 
gas velocity. 
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the reactor in which the susceptor is at 1050 0 C. In the case of low gas velocity the 
convection flow lines can be seen separately, but at higher velocity the streamline 
pattern is restricted to a region separated from the substrate by a dark layer. 
The latter is indicative of a region where the gas velocity is zero and the incoming 
Ti02 particles will flow only in a region separated from the susceptor by a stagnant 
layer. The thickness of the stagnant layer depends on the gas velocity, as can be 
seen from Fig. 4. When the linear velocity in the reactor is increased, the stagnant 
layer thickness tends to decrease. 
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Fig. 4. Dependence of the stagnant layer thickness on the mean velocity of hydrogen in the 
reactor. Susceptor temperature, 1050 "C. 
2.2. Epitaxial growth with a nontilted susceptor 
Calculations on the model 
From the experiments described above, a model has been developed with which the 
epitaxial growth in a horizontal reactor can be physically described and mathemati­
cally analyzed. 
In Fig. 5, a schematic diagram of a horizontal reactor with a nontilted susceptor is 
drawn with the assumptions implied in the model for epitaxial growth. 
They are mainly based on the gas flow pattern experiments with ТІО2 and explicit­
ly given below: 
1. Due to vertical overturning caused by buoyancy forces in the gas (thermal con­
vection), the velocity, щ, and the temperature,Тщ,are constant over the height 
(b — δ) of the reactor tube. 
2. The temperature of the gas (T
m
) is taken to be constant in the length direction 
of the reactor. This assumption is valid for a water-cooled reactor. 
3. In the stagnant layer, the gas velocity is zero and the temperature increases 
linearly with у from T
m
 to the susceptor temperature T
s
: T(y) = T
s
 - (T
s
 — T
m
) 
( b - y ) / e . 
9 
^. 
λ 
Cf\ . Cs¡Hi = 0 
- ι ^ 1 , . Ν , , , , Λ > . ,
ν
Λ , ^ ••y\ 
1/ г 
Quartz Graphite susceptor Quartz 
Fig. 5. Stagnant layer model for a horizontal reactor with a no η til ted susceptor. 
4. SÍH4 diffuses through the stagnant layer to the susceptor. At the surface of the 
susceptor, the SÍH4 concentration is assumed to be zero since the unstable SÍH4 
reaching the susceptor decomposes immediately at the temperature considered 
(1050 0C). Thus, the deposition rate of silicon is diffusion controlled. 
With these assumptions, the rate of epitaxial growth in a horizontal reactor has 
been calculated and turns out to be described by the following expression (see 
Appendix A): 
G(x) = 7.23x10* ^ e x p (- ^ \
 ( 1 ] 
RTo'S F \ Tov0bôy l 
where G is the growth rate of silicon (μπι/min); D 0 , the diffusion coefficient at 
300 0K of silane in hydrogen (D 0 = 0.2 cm2/s); T s, the susceptor temperature ("К); 
TQ = 300 °K; Po, the partial pressure of silane (dynes/cm2 « 10"6 atm) at the inlet 
of the reactor; VQ, the mean velocity (cm/s) of the gas as calculated from the 
incoming gas flow and the free cross section of the tube; R is the gas constant 
(8.31 χ 107 erg/0K). The free height above the susceptor is indicated by b (cm). 
The only unknown variable is δ, the thickness of the stagnant layer. 
Experimental results 
Experiments were carried out on the epitaxial growth of silicon from silane in an 
atmosphere of hydrogen. Figure 6 shows an outline of the apparatus used for these 
experiments. Substrates were 0.01 ohm-cm (N- and P-type), polished slices of 
silicon single crystals. After etching the slices at 1200oC with HCl, the temperature 
of the susceptor is lowered to 1050':>C, at which temperature the epitaxial growth is 
initiated by admitting a flow of hydrogen containing SÌH4. The temperature has been 
measured with an optical pyrometer and corrected for the emissivity of the silicon. 
The growth rate, G, is obtained by measuring both the time of growth and the 
thickness of the deposited silicon layer. It has been verified that the growth rate, 
G, is a constant over the time of growth. The accuracy in the growth rate is 
affected by the accuracy with which the time of switching can be measured and by 
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Fig. 6. Outline of the epitaxial growth equipment 
the accuracy of the thickness measurement method. The accuracy in time measure­
ment amounts to ± 0.2%. The thickness has been measured by infrared multiple 
interference with a Hitachi EPI-G2 spectrophotometer. The data obtained allow for 
a final accuracy in thickness of ± 0.5%. The evaluation technique used has been 
described by Severin (5). 
According to eq. [1 ] , the growth rate is linearly dependent on the concentration 
of SÌH4 in the carrier gas. This was verified up to 10"1 vol % SÌH4 in a series of 
growth experiments. In each experiment, the slice was positioned at the same place 
in the reactor. The results of these experiments are given in Fig. 7. It is clear from 
this figure that growth rate varies linearly with the SÌH4 concentration. 
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Another senes of experiments has been carried out to study the dependence of 
growth rate, G, on position χ along the axis of the reactor A typical result of these 
experiments is given in Fig 8 It can be seen that, as required by eq [1] derived 
from the model, log G indeed decreases linearly with χ 
1.0 
0.5 
с 
о 
1 
ε 
0.2 
0.1 
0.05 
I 
,δ ι 
5 Ю 15 20 25 30 
—* · Fbsitian ж along the susceptor m cm 
Fig 8 Growth rate vs position along the susceptor for V0 = 17 5 cm/s Substrate temperature, 
1050 "С 
Calculated and experimental values for the thickness of the stagnant layer 
From the slope of the line in Fig 8 as well as from the value of G at χ = 0 the thick­
ness of the stagnant layer,δ,can be calculated 
In Fig 9, these values are given for gas flow rates (Vj) between 50 and 500 cm/s 
corresponding to VQ between 20 and 200 cm/s This figure also shows the thickness 
of the stagnant layer as found by direct observation in gas flow pattern experiments 
with T1O2 as shown in Fig 3 Good agreement exists between these measured 
<U 
С 
I 
^vj 'in (cm/s) '2 
Fig 9 Dependence of the stagnant layer thickness on the mean gas velocity in the reactor 
(corrected tor heating up) Δ, from flow pattern experiments using Ti0 2 , + from the slope of 
the log G(x)-x curve, · , from the growth rate at χ = 0 
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values of the stagnant layer thickness and the values of δ derived from G(0). The 
values obtained from the slope turn out to be at variance. In order to proceed with 
the theory, a simple formal relation between δ and the velocity, V, is needed. A 
number of relationships have been tried but the relation: 
δ = 
v V j - В [2] 
with A = 7 cm 3 ' 2 s"1'2 and В = 0.2 cm appears to be the best compromise. 
Theoretically and experimentally, the growth rate, G, decreases with increasing 
values of the position parameter, x. The magnitude of this effect depends on the 
gas flow rate. When eq, [2] is inserted into eq. [1], it follows that the slope of the 
log G vs. χ curve as a function of V0 shows a rather flat minimum. This can be seen 
in Fig. 10. Some experimental data regarding this effect are also presented in this 
figure. It appears that the same trend is found in the experimental and in the 
calculated course of the slope of the log G vs. χ curve as a function of the mean 
velocity, VQ. The differences in actual value of d log G/dx are due to the inaccu­
racies introduced by eq. [2]. 
Increasing the gas flow rate from 9 to 34 cm/s results in a decrease of the slope of 
the log G vs. χ curve. However, a further increase of the gas flow rate has no 
influence on the slope of the growth curve. 
From these experiments and calculations, it is clear that it is impossible to get the 
same deposition rate in all positions on the susceptor. A smaller gradient in the 
U.U·* 
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'ε 
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Fig. 10. Calculated values of the slope of the log G(x)-x curve from Fq. [1] and eq. [2] at 
different values of the gas velocity (V0). Some experimental values are also inserted into this 
figure (dotted line). 
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thickness of deposited silicon should be obtainable with a stagnant layer thickness 
decreasing in the length direction of the reactor to compensate the effect of de­
creasing partial pressure of S1H4 A gradually decreasing stagnant layer can be 
achieved by tilting the susceptor, as is dealt with below 
Reactor efficiency 
At this stage, it is interesting to consider the reactor efficiency, η, defined as the 
fraction of the incoming S1H4 decomposed on the hot susceptor The reactor 
efficiency, 77, can be expressed by 
с /o LJ
v
(x)dx 
η = _ _
y w
 · 100% 
n0V0bd 
[3] 
where L is the length of the susceptor, с the width of the susceptor, d the width 
of the reactor, Jy(x) the molecular flux in the y-direction as a function of x, and 
no = Po/kTo 
Integrating eq [3] yields 
η = —- j 1 - exp 
\ Ъ о 5 Т 0 Д 
100% [4] 
From eq [2] and eq. [4], the dependence of the reactor efficiency, η, on the gas 
flow rate can be calculated This is shown in Fig 11 At low VQ, the efficiency, 7?, 
decreases with increasing VQ and flattens up to the upper limit of the range of 
100 
•& 
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4) 
80 
У 60 \-* 
I 40 
ι 
1_ 
V - · 
• · ^ I 
20 
0 50 100 150 200 
*• Mean velocity V0 (crq/s) 
Fig 11 Dependence of the reactor efficiency, TJ, on the mean gas velocity (V0). 
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validity of eq. [2]. Figure 11 also gives the experimental values of η, measured by 
gas chromatographic analysis of the incoming and outgoing gas. The experimental 
values are close to the calculated ones. As predicted, η decreases with increasing V0 
and tends to be constant at the right value of about 35%. 
2.3. Epitaxial growth of silicon in a horizontal reactor with a tilted susceptor 
Calculations on the model 
In Fig. 12, a schematic view is given of a horizontal reactor with a tilted susceptor. 
The assumptions for this model are the same as used for the nontilted susceptor. 
However, the decrease in stagnant layer thickness along the axis due to increasing 
gas velocity is taken into account. For this we use eq. [2], which was found as a 
result of the experiments in a horizontal reactor with a non-tilted susceptor. In the 
case of a tilted susceptor, the gas velocity is a function of χ because of decreasing 
cross section of the free space above the susceptor 
VT(x) = 
V o b T
m 
(b - χ tan φ) TQ [5a] 
Of course, it has been avoided that the gas streams around and under the susceptor 
by filling up the space under and adjacent to the susceptor. The stagnant layer 
thickness, δ, and the temperature decay in the stagnant layer are supposed to be 
determined by the local velocity only and, hence, eq. [2] and assumption 3 are 
modified to be a function of χ 
«00 
т(х) - 0.2 [5b] 
and 
T(x,y) = T
s
 + 
(Ts-Tm) ( y - b + x t a n ^ ) 
δ ( χ ) [5c] 
y* ¡b-xtan V-6(x)_ 
l^Til---^^-^- Quartz_ 
Graphite susceptor 
0 V(xiTMT^Ts 
Quartz 
Fig. 12. Stagnant layer model for a horizontal reactor with a tilted susceptor. 
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With these relations, the growth rate (/яп/тіп) in a horizontal reactor with a tilted 
susceptor is found to be 
G(x) = 7.23 x l O 6 
\ 2 D 0 T s T m 
DQTSPO 
exp R V ô ( x ) 
) - δ(χ) + ο.: (
δ
( ο )
δ
( χ )
 + 0 , 1 η ) ^ | [6] I 49 To2 tan φ 
This formula is derived in Appendix B. 
Experimental results 
With eq. [6], calculations have been carried out for a fixed angle of tilting of 2.9° 
and different gas velocities of 10 - 70 cm/s. This is shown in Fig. 13. It is seen that 
at low gas velocity (V0 = 10 cm/s) the growth rate decreases in the length direction, 
while at a high gas velocity (V0 > 40 cm/s) even an increase in growth rate is found. 
.с 
6 
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ёО.1 
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= 
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1 1 
Ю 20 JO 
• fbstiion χ along the susceptor in cm 
Fig. 13. Calculated values of the growth rate vs. position along the susceptor at different gas 
velocities for an angle of tilting of 2.9° T
m
 = 700 0K, T
s
 = 1350 "K, b = 2.05 cm, p 0 = 10
3 
dynes/cm2, D 0 = 0.2 cm
J
 /s. 
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Between these two values, a region should exist where the growth rate is nearly 
independent of position x. Experiments carried out under the same conditions as 
those for which these curves have been calculated show a very good agreement with 
calculations, as can be seen in Fig. 14. With a gas velocity VQ = 18 cm/s a decrease 
in growth rate along the axis is found, while at 48.7 cm/s an increase in growth rate 
is obtained. With a gas velocity of 34 cm/s, the growth rate is constant within 2% 
over a region of 22 cm («* 80% of the susceptor length). Not only the predicted 
trends in the deposition rates are found experimentally,but also the experimental 
value of the growth rate in the case of nearly even deposition is close to the 
calculated value. As can be seen from Fig. 13, we obtain for po = 1000 dynes/cm2 
and V0 = 34 cm/s a growth rate G = 0.43 μτη/νηίη. This implies for po = 639 dynes/ 
cm
2
 that G = 0.27 μιη/πιίη which agrees well with the experimental value G = 
0.26 дт/тіп given in Fig. 14. 
The decrease in growth rate at the end of the susceptor, as observed experimentally, 
is due to geometrical properties of the system where the now and the temperature 
should match boundary conditions. 
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Fig. 14. Growth rate vs. position along the susceptor for an angle of tilting of 2.9° and V0
 : 
18, 34 and 48.7 cm/s, b = 2.05 cm, T
s
 = 1350 "K. 
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The uniformity in growth rate across the susceptor depends on how well the 
susceptor fits into the reactor. Variations in growth rate across the susceptor 
smaller than 5% have been found. 
2.4. Discussion 
From the experiments described in this paper, it is clear that the epitaxial growth 
of silicon from silane in a horizontal reactor can be adequately explained with a 
stagnant layer model. According to this model, above the heated susceptor a layer 
of stagnant gas is present in which the temperature gradient is very high 
(> 100 0C/mm). Above the stagnant layer the gas is vertically mixed by the high 
convection. When the vertical temperature gradient is small, the streamlines have 
been seen individually with a haze of Ti02 and the rotation speed of the con­
vection flow increases with the vertical temperature gradient. The experiment to 
which Fig. 2 refers yields for 5 0C/cm a rotation speed of about 1 rps.as has also 
been calculated using an elementary theory in Appendix С However, in the case of 
a heated susceptor, this temperature gradient is rather high resulting in so high a 
rotation speed that separate streamlines mix and that only a very small temperature 
gradient is left in the convective layer. 
In fact, we assume the temperature is uniform within this upper layer. This justifies 
the model as a whole. 
The interpretation of the results presented in the sections on the experiments are 
based only on the equations of conservation of mass, which is expressed in the 
upper, convective, layer by the equation of continuity and in the lower, stagnant, 
layer by equating the silane diffusion flow to the growth rate of the silicon epitaxial 
layer, as shown in Appendices A and B. The reactive species involved is supposed to 
be SÌH4. 
We realize that a number of simplifying assumptions have been made in deriving the 
above results, particularly as regards the diffusion process. The diffusion of silane to 
the susceptor is rather complicated because several effects combine, which results 
in an effective diffusion coefficient of silane in hydrogen of 0.2 cm2/s at room 
temperature. In general, the temperature dependence of the diffusion coefficient is 
given by D = D0(T/T0)m with 1.75 < m < 2. For mathematical convenience (see 
Appendix A), a value of m = 2 is used. However, a value of m = 1.75 would have 
been more reasonable because most gases diffuse in hydrogen with this m value (6). 
To obtain the same diffusion coefficient at high temperature (~1000 0C), it is clear 
that the D0 value must be higher when m = 1.75 is used instead of m = 2. 
Normally, thermal diffusion is neglected. In the case of a stagnant layer with a 
temperature gradient above 100 "C/mm, this diffusion should be taken into 
account, as has been found by Bloem (7). Thermal diffusion results in a mass 
transport from the susceptor to the main gas flow and this diffusion flow is to be 
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subtracted from the diffusion flow to the susceptor caused by a concentration 
gradient. The diffusion coefficient of silane in hydrogen due to a concentration 
gradient is not known, but on the basis of molecular weight a value of D 0 = 
0.6 cm2/s seems reasonable (2). The value of D 0 = 0.2 cm2/s, with which the 
results described in this paper can be explained, should be considered as incorpo­
rating a correction for neglected thermal diffusion and the mathematically sim­
plified temperature dependence of D. 
2.5. Appendix A 
As can be seen from Fig. 5, the space above the susceptor is divided into a con-
vective and a stagnant layer. The derivation involves the equation of continuity in 
the convective layer and the diffusion equation in the stagnant layer. The solutions 
are coupled at the common boundary. 
In an arbitrarily chosen point in the convective layer the equation of continuity 
should be satisfied, which reads, since only the stationary state is being considered 
and no decomposition of silane in the gas phase is assumed 
aJx(x) aJyix.y) 
Эх 3y 
Here, Jx is not a function of у, because due to convection all parameters concerned 
— temperature, T; density, η ¡partial pressure of silane, ρ ; velocity, V — are uni­
form over the convective part of the cross section of the tube. 
The second pertinent equation describes the diffusion process in the stagnant layer 
from the top surface to the substrate surface 
Jy(x) = - D ^ i M l [ A 2 ] 
3y 
According to elementary transport theory, D ~ T'^/n (T) and a relation D ~ T 3 / 2 
would be a reasonable assumption. Experimental evidence, however, is in favor of a 
D ~ T m relationship with 1.75 < m < 2. We shall use here m = 2 for mathematical 
convenience so that D = D 0 T
2 /To 2 . 
Finally, we need the equation of state which, for the highly diluted silane, can be 
given by 
p = nkT [A3] 
where the temperature lapse rate in the stagnant layer is given by 
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Τ = T
s
- ( T
s
- T
m
) ( b - y ) / 5 [A4] 
and Τ = Тщ in the convective part of the tube. 
By straightforward calculation,it can be shown that eq. [A2], [A3], and [A4] can 
be combined to give 
d ^ 
J y (x)To 2 k6/D 0 (T s -T m ) = - T 2 — j L - [A5] 
which can be integrated between ρ = p(x, b — δ), Τ = T
m
 and p(x,b) = 0, Τ = T
s 
to give 
p(x) = Jy(x)kT02Ô/D0Ts [A6] 
An alternative relation between p(x) and Jy(x) can be obtained by integrating 
eq. [Al ] over the cross section 0 < y < (b -δ) and unit width, which yields, 
because Jy has a finite value only at the convective layer bottom surface and V and 
Τ are constant 
W • τ τ ^ 1 W Ρ « I«) 
When V, which is related to the inside parameters (b — δ) and Tm, is expressed in 
the corresponding outside parameters b and TQ as 
V = V 0 b T m / ( b - 6 ) T 0 [A8] 
eq. [A7] can be written as 
J
v« - HT ÏT1·« W 
Eliminating p(x) from the two solutions [A6] and [A9], we find 
Э DoT
s
Jy(x) 
J
v
(x) + = 0 
Эх
 y
 Ь оТ0б 
which, with the boundary condition derived from [A6] 
Jy(0) kTo26 
P(0)= y K ' [AIO] 
uOlS 
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has the solution 
J y ( x ) = S?exp [- ^ -] [A111 / DpTsX \ \ bV06To/ 
Using the density of silicon (2.33 g/cm3) and the gas constant R instead of k, the 
growth rate of silicon in microns per minute can now easily be found to be 
/ D0Tsx \ 
\ bV05T0 ) 
G(x) = 7.23 - 10' i g ^ exp [ - - ^ £ - ) [A12] 
2.6. Appendix В 
As has been made clear in the text, tilting the susceptor over a small angle, ψ, can 
be helpful to produce uniform thickness along the length of the reactor. As shown 
schematically in Fig. 12, the cross section varies both because of the tilting and 
because of the x-dependent stagnant layer thickness, δ(x). Equation [A8] should 
be written now as 
Vob T
m V(x) = • — [Bl] 
b — δ(χ) — χ tan φ Τ 0 
where V(x) is the velocity at high temperature in the reactor. From the experiments 
with a nontilted susceptor, the thickness of the stagnant layer, δ has been found 
and plotted in Fig. 9 as a function of Υχ where now 
VobT
m 
VT(x) = . °
 м т
 [B2] 
(b — χ tan ψ) T 0 
and assuming a quasi-stationary state 
A 
тОО 
The temperature in the stagnant layer can be written as 
TY л - τ * ( T s - T
m
) ( y - b + x t a n ^ ) 
T(x,y) = Ts + — [B4] 
δ(χ) 
It can easily be verified that, apart from Τ being a function of χ and у instead of 
у only, eq. [A2], when combined with eq. [A3] and [B4], yields the same eq. 
[A5] and the same solution [A6] 
J y (x)S(x)kTo a P(x) = У
 n T [B5] 
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Under the actual conditions of the experiments, there is no decomposition on the 
wall. This means that the equation of continuity over the convective part of the 
cross section of the tube can be written as 
Jy(x, b — χ tan ψ - δ(χ)) = — — (b - δ(χ) - χ tan φ) J
x 
dx 
which yields for Eq. [B6] applying eq. [A3] 
d (p(x)V(x) (b - δ(χ) - χ tan ψ) 
Jy(x,b - x t a n ^ - ô ( x ) ) 
dx kTm 
or applying eq. [Bl] 
V0b dp(x) 
Jv(x) = y
 kTo dx 
Eliminating Jy(x) from eq. [B5] and [B7a], it is found that 
dp(x)
 = _ DoTsp(x) 
dx _ T0Vobô(x) 
which has the solution 
p(x) =p(0)exp DoTs 
ToV0b J o δ(χ) Я
dx 
Hence, in terms of Jy(x) from eq. [B5] 
)oT
s
 çx dx 
VVob -Ό "δοο 
D
o
T
s
p(0) 
J y( x ) = .„,.*,, e x P kTo2Ö(x) 
Dp s
Tn 
[B6] 
[B7] 
[B7a] 
[B8] 
[B9] 
[BIO] 
It can easily be verified that for constant δ eq. [BIO] is equal to eq. [Al l ] , as it 
should be. 
Integrating the exponent in Eq. [BIO] with eq. [B2] and [B3] yields the following 
rather cumbersome expression 
J
v
(x) DQTSPO 
kT0
26(x) exp 
2DoT
s
T
m 
A2 TQ 2 tan φ 
ί
δ ( ο ) \ 
ад - ад
 t в h , — \ [Bil] 
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Using the density of silicon (2 33 g/cm3) and the gas constant R instead of k, the 
growth rate of silicon in microns per minute can now easily be found to be 
. DnTcPo 
G(x) = 7 23 · ΙΟ6 , exp 
RT0
25(x) 
δ ί ο ί \ 
[B12] 
Γ 2D 0 T s T m / ( ) \ 
- ,
0
 ì δ(ο) - δ(χ) + В In — ^ [ Л2То2 tan φ у ' δ(χ) / 
2.7. AppendixC 
In the experiments with small vertical temperature gradient (see Fig 2), the T1O2 
particles were visibly moving upward along streamlines This is a basic phenomenon 
in meteorology (8) The velocity of the rising lump of gas can be assessed in the 
following way 
Denoting the vertical coordinate by у and the acceleration of gravity by g, the force 
experienced by a given parcel of gas, pruned if not in equilibrium with the 
environment, increases with the deviation from hydrostatic equilibrium This yields 
in a first order of approximation a force proportional to this deviation, or, since the 
unpnmed quantities refer to equilibrium. 
ρ - ρ' ΔΤ 
у = g = - ε ^ fen 
Integrating this equation, it is found that 
gATt2 
Уо-У = - ^ г - [C2] 
which yields, when the height of the tube is b and the characteristic time to traverse 
this distance is τ 
( 2bT \ V 1А [СЗ] 
Numerically, this fits well b = 2 cm, ΔΤ « 10οΚ, Τ = 300οΚ, g « IO3 cm/sec2 
yields г « 1/3 sec, which means, taking into account the lateral and downward 
motion, 1 rps This has been observed experimentally 
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2.8. Nomenclature 
χ, position on the susceptor 
y, position above the susceptor 
G(x), growth rate at position χ on the susceptor, μπι min'1 
Jx(x>y)> molecular flux of SÌH4 in the x-direction as a function of χ and y, cm"2 
s"
1 
Jy(x>y). molecular flux of SiH, in the y-direction as a function of χ and y, cm"2 
s"
1 
δ stagnant layer thickness, cm 
δ(χ), stagnant layer thickness at position χ on the susceptor, cm 
δ(ο), stagnant layer thickness at χ = 0, cm 
c, width o f the susceptor, cm 
d, width of the reactor, cm 
b, free height of the reactor at χ = 0, cm 
L, length of the susceptor, cm 
T
m
, temperature of the gas in the convective part of the reactor, 0K 
T
s
, susceptor temperature, "K 
T(x, y), temperature of the gas in the stagnant layer as a function of χ and у 
To, 300 0K 
p(x), partial pressure of silane at the position x, dynes cm"2 
p 0 , partial pressure of silane at the inlet of the reactor, dynes cm"
2 
V (x, y), linear gas velocity in the reactor as a function of χ and у, cm s'1 
VQ, mean gas velocity in the case of a nonheated susceptor, cm s"1 
V
m
 linear gas velocity in convective part of the reactor, cm s"1 
Vx(x), mean gas velocity in reactor as a function of χ (corrected for heating 
up), cm s'1 
R, gas constant (=831 χ IO7 erg "К"1) 
к, Boltzmann constant (= 13 χ IO"16 erg ""К"1 ) 
ρ, gas density,g cm"3 
η, number of silane molecules per unit volume, cm*3 
DQ, diffusion coefficient for silane at 300 0K (corrected value for thermo­
diffusion: 0.2 cm2 s*1) 
η deposition efficiency, % 
t, time, s 
φ, angle of tilting of the susceptor 
g, acceleration of gravity, cm s"2 
τ characteristic time for convective flow, s. 
Manuscript sybmitted Dec. 8,1969;revised manuscript received ca. April 1,1970. 
This was a Recent News Paper presented at the New York Meeting, May 4-9,1969. 
Any discussion of this paper will appear in a Discussion Section to be published in 
the June 1971 Journal. 
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Fpitdxidl (іігпь have been grown on t y l i n d r K j l Si single trvst ils using (he réduction o l silicon tetra i h londe by 
hydrogen Observations οΓ the Гаесі areas on the samples rcvcaled lhat the habit o f sjlieon is ( 1 11 ) ( I M ) 
MIO) (ΙϋΟ) (112) A dctrcasing tendency o f f a e c t l i n g «.uh increasing <lisloeation density has been found At 
high dislOwJlion densities (he (112) and (100) faecis were not present even after prolonged growth The growth 
rale for the 110 /one lias been determined Smear and shift phenomena of shallow depressions can be 
salisfaetorily understood on the basis of that relation 
1. Introduction 
It hds been the subject of the present work to deter­
mine in ilel.ul (he growhl rute ol silicon <ι<> a function of 
c r y s u l l o g r j p h i c orientation It was anticipateci that 
from such a detailed knowledge certain phenomena of 
cryslallographic ntiiurc occurring during epitaxy I r o n 
the gas phase, could be understood Historically the 
subject has been studied intensively WulIT') first 
predicted the equil ibrium form of crystals He intro­
duced the well-known surface energy plot Stranski2) 
could estimate the equil ibrium form of single crvstals b> 
removing those corner atoms horn a 'halfcrystal 
which are less tightly bounded on the bulk By repeating 
this procedure the equil ibrium form ulttmatel> appears 
Later Hartman and Perdok3) Lacmann 4 ) and Wolf f 
el al * 6 ) extended the Stranski method Hartman 
introduced the periodic bond chain (PBC) vector He 
divided the crvstal faces into three classes depending on 
their positions with respect to the PBC vectors Class fr­
or flat faces, containing two or more coplanar PBC vec­
tors class S or stepped faces contamng one PBC vector 
and class К or kinked faces containing no PBC vector 
In this way he was able to predict the equil ibrium form 
from its crystal structure By this method the surface of 
the crystal is changed of constant crystal volume until 
a minimal value of the cnergv is reached 
Studies on the frequency of occurrence of crystal faces 
o f minerals have shown that the face development in a 
zone often obeys the law of Donnav and Marker 7 "J 
According to this law the importance of face (//Α/) ι с 
the frequency o f occurrence the relative area, etc 
decreases with decreasing mterplanar distance dhk, 
Sometimes this law is violated In many cases this is due 
to pscudo symmetric features in the crystal structure 
which can lead to extra halving thirding or quatermg of 
dhkl Taking the corrected d hkt = (I n)t/hk, where/nsan 
integer the law agreesagam 
Various authors 4 n ) have investigated the amso-
tropy of the growth rale for diamond-iype lattice 
materials I or silicon crvstals,Tung' 3 ) has reported the 
growth rate for ( O i l ) (001) and in the immediate 
vicimtv of ( 111 ) , 4 ) Howevei the whole region between 
(011) and (001) including (111) was not investigated 
In 1964 Mendelson' ' ) gave a more complete but not 
detailed picture The growth rate curve shows maxima 
and minima The minima arc found for those low index 
The habit o f s i l i t o n according to various investigators the impor 
lance of the facets decreases in the downward direction 
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planes, which generall) represent themselves as facets 
When grown rapidly, silicon crystals form (111) faces 
only This is the case for Si crystals grown from the melt 
(ref 14)and f rom solutions in Ga, In and Sn In epitaxial 
g r o w t h f r o n i a S i H 4 b e a m i n U H V , ( l l l ) a n d ( l 13)facets 
have been observed by J o y c e " ) WolIT el al have 
reported on the crystal morphology of s i l i c o n " l 6 '*) 
They made a study of the natural faces and the habits o f 
silicon and germanium 
In table I the results o f t h e above mentioned theories 
about the habit of silicon are condensed and compared 
with the experimental data of WolfT' 6 ) and ourselves 
2. Experimental 
The apparatus used to deposit silicon epitaxial layers 
by the hydrogen reduction o( S iCI 4 was basically similar 
to that employed by Theuerer 2 0 ) Thequartz reactor was 
a cylindrical bell jar , approximately 5 cm diameter and 
15 cm high 
From a dislocation-free float-zoned n-type (001) 
silicon crystal cylinders were cut The cylinder axis 
coincided with the [011] direction so the top and bottom 
plane were within or very near (011) and on the wall the 
complete [011] zone was present The sample height 
was 10 mm and the diameter was 15 mm 
The cylinder wall was mechanically lapped and 
polished To remove surface damage the samples were 
non-preferentially etched2 ' ) The substrates were placed 
on a quartz pedestal covered with polycrystallmc 
silicon, which could rotate with a rate ot about 60 rpm 
The silicon sample axis and the r f coil were carefully 
centred The substrates were heated by direct coupling 
with the r f f ie ld The sample temperature was monitored 
by an Ггсоп pyrometer Prior to deposition the samples 
were in situ etched in a mixture of I " „ HCl m H2 during 
5 mm After another 5 mm the hydrogen flow of about 
I l/min was loaded with SiCI¿ vapor (0 I v o l 0 ) Simul-
taneously a spark doping system was started for intro-
duction of boron or antimony 
3. Results 
') 
The experiments were carried out at 1200 С At that 
growth temperature the epitaxial deposition of silicon 
f rom S1CI4 is mass-transport controlled Mass-trans­
port controlled growth on separate substrates of 
different orientations shows no anisotropic growth 
rates In this paper, experiments with single substrates 
200 
10c и эі iiooi m i nisi 1 is 
0 20 LO ω во юс 120 и с 160 mo' 
Fig I Epitdxidl Idyer thickness Гог the (110) 7onc dl 1200 С 
The dislocdlion density oCthc sdmplc wdsaboul 103 
containing a range of orientations are described Here 
amsotropy can be observed, although the deposition is 
diffusion limited Due to a differing surface diffusion 
behaviour o f t h e various orientations, a competit ion of 
capture takes place leading to different growth rates 
over the substrate surface Cylindrical samples with an 
alternated ρ and η type doped epitaxial film of about 
350 ц т have been cross-sectioned After polishing the 
epilayer has been revealed by staining By measuring the 
thickness o f t h e epilayer all around the growth rates lor 
[ O i l ] zone were estimated The result is displayed in 
fig I 
It is seen that cusps are found for (111) (011), and 
( 113), and a very small one for (001 ) The ( 111 ) and ( 113) 
cusps are asymmetric whereas the (Oi l ) and (001 ) are 
symmetric Theslopeatthcnearest(00l)s ideofthc( l 11) 
cusp is larger than the opposite one This agrees with 
what one expects for the growth rate i f the crvslal struc­
ture is taken into account A surface oriented off ( 111 ) 
to the nearest [110] direction, has linear steps whereas a 
surface t i l led towards the nearest [100] possesses knur­
led steps, where nucleation can take place more easily 
The greater the misonentation, the more steps there are 
present and the higher the growth rate wil l be The 
growth rate upon low index planes increases in the 
sequence ( I I I ) ( O i l ) (113) and (001) This roughly 
corresponds to (he faceting order Only (113) and (011) 
are permut.ited 
During film deposition a number of longitudinal 
facets were formed on the cylindrical crystal wall and 
tiny facets on the r im o f t h e top plane Identil ication o f 
both types has been carried out with an optical gonio­
meter The top facets which were shown to be ( 111 ) and 
(113) facets, have not been examined further and wi l l be 
left out of discussion 
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Fig. 2. Facet width, h. over epitaxial layer thickness, d, versus 
dislocation density 
The longitudinal facets were flat narrow bands 
extending from the top to the bottom of the cylinder. 
We always observed a set of four longitudinal (111), 
four (113). two ( O i l ) , and. depending on the growth 
conditions, rarely two (001 ) and four (112) facets. The 
identification wascontirmed with the observation of the 
stacking fault figures on the facets, revealed upon Sirtl-
etching 2 4 ). Thesurfaceareaof each type of facet was not 
equal. The mean value of the widths of each set of facets 
were found to decrease in the sequence: 
( I I I ) , { I 1 3 ) . ( 0 1 I ) , ( O O I ) , ( I I 2 ) . 
The absolute value of the growth rate upon these low 
index planes depends on the dislocation density. Highly 
dislocated substrate material, as expected, shows a 
higher growth rate than dislocation free silicon. This ts 
due to the extra contribution of the growth at ledges of 
the growth spirals, besides the creation of ledges by 
nucleation. 
The experiments showed that the facet area for the 
different orientations was dependent on the dislocation 
density as can be expected from Frank's t h e o r y 2 5 ) . The 
lower the density, the wider the facet. Low dislocation 
densities (up to 10* c m - 2 ) were achieved by heating up 
and cooling down the samples not faster than 10 deg/ 
min. In lig. 2 the facet width is plotted versus dislocation 
density Only the low dislocation density crystals ex­
hibit the (001) and (112) faces. The (111 ), ( 113) and 
(01 I) facets were present on each sample, though their 
width did depend on the actual situation. After the 
samples had been Sirtl-etched, an examination of the 
facets revealed some growth figures, which are shown in 
Fig. 3 Phase contrast pictures o f g r o w l h figures on (111) facets. 
fig. 3. In some of these figures one of the partial screw 
dislocations connected at a stacking fault seems to be the 
source of the spiral growth pattern-
In fig. 4a, a Franck Reed source is shown. The 
central dislocations were found to be on the t o p o f a hi l l . 
This is illustrated in fig. 4b. By scanning the surface with 
a Talvstepapparatus. the differences in height have been 
displayed 20000 times enlarged. The circles on the 
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picture show to be grooves situated on a hill, with the 
source on the top. 
4. Discussion 
The width of a facet is determined by the geometry of 
the sample and by the growth rate of the particular low 
index orientation The maximum width after epitaxial 
deposition on a cylindrical single crystal can be cal-
culated as follows. Let us assume for the moment, as Is 
done in the BCF theory20), that on a low index plane 
Fig 4 (a) A hranck R 
step measurements along n 
Fig. S. A cross section of a cylindrical single 
growlh (B | aller epitaxial g rou lh 
slal ( A l before 
nudcation and growth can be excluded In fig. 5. A and 
В mark the surface before and after layer deposition 
The width of the facet./', is given by 
\h2 + Rz = (/? + Í/)2. (1) 
where R is the sample radius and i/is the layer thickness. 
Since ί/2 <ξ Ru. it follows that 
b1 = 
h и •-
HR(/. 
•• iZRi/)' 
(2) 
(3) 
Eq. (3) shows that b d decreases with increasing laver 
thickness. 
The calculated value of table 2 m the case </ = 50 μπι 
can be compared with the extrapolated values of fig 2. 
Since the surface area of the largest facets on the samples 
was 0 I cm2, an extrapolation of the lines in fig. 2 to a 
dislocation density, ε. of I cm 2 suffices The extra-
T A B I E 2 
Calculated />/i/values from eq. (3) for /f 14 mm 
.4] source ОП a ( I I I ) facet, (b) Taly 
.•iraeksindiealedon IhepKlure 
tl 
(μπυ 
10 
so 
100 
200 
h 
(mm) 
0.75 
1.67 
2.Л8 
-V15 
Mil 
75.0 
33.4 
2.1.8 
16.7 
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polatcd values for the different low index pljnes are 
given in table 3 The experimental values arc smaller 
than the calculated one, being 33 4 This has two rea­
sons First, nucleationeven on a (111) facet may not be 
neglected in epitaxial growth 2 7 2 e ) Secondly, the 
I1C 5 C, ep'cwy 120C С 
T A B U 
Lxlrdpoldtetl bid' 
thkh 
( I I I ) 
d i n 
( i io i 
(001) 
• 1 
values Tor ε 1 
(Λ rf), - , 
21 
9 
7 
1 Я 
Fig 6 Taly step strdi.ks ihrough a burned layer depression dfler 
deposition of 0 2 Sand 10 pm cpilaycr rcspcaivcl> The samplu 
was misonentcd I ofTl 1111 towards Ihe nearest [110] 
cylinder axis of the samples did nol coinude exactly 
with the [110] axis In fact the misonentation was 
about I Por this reason, on the low index planes ledges 
were present, along which lateral growth could proceed 
The degree of agreement between the experimental 
values of table 3 and the calculated value of table 2 for 
50 ц т decreases in the sequence as given before. 
indicating that the (III) plane approximates the BCT 
theory nearest 
A (III) Si face has the highest energy barrier for 
nuclcation, because a stable nucleus consists of at least 
three atoms On a ( 110) facet the nucleation only needs 
a single atom whereafter a complete /ig-7ag string of 
atoms can be deposited on the crystal surface without 
creating a net increase in free bonds For (001) the 
situation is still easier, here no nucleation barrier is 
present 
In spite of this the growth rate on exact (001) will still 
be lower than the growth rale on a vicinal plane which 
is slightly misonented off (001) and has long one-
atomic ledges on its surface For this reason minor 
faceting for (001) is seen upon low dislocation density 
material 
The (113) plane contains (001) treads and (111) risers 
Atoms can be bound to the surface without a net 
increase of free unsaturated bonds This face has the 
nuclcalion properties of the (001) face and these do­
minate over those of the (111) The surface packing of 
(113) is intermediate between that of (001) and (III) 
The considerations of the atomic arrangement do 
qu.ilit.Hively agree with the experimental faceting 
tendency as given before, with exception of the be­
haviour of the ( 113) plane from which it is difficult to 
predict, because one does not know the importance of 
the nucleation barrier relative to the surface pakmg 
5. Explanation of smear and shift 
The knowledge on the growth rate curve can be used 
asa basis for better understanding of Ihe morphological 
phenomena of the pattern "smear and shill "of shallow 
depressions In the 1С technology on p-type Si sub­
strates often n~-buried layers are diffused to lower the 
series collector resistance of the device This diffusion 
procedure creates a shallow depression ( и р 1 о 0 2 5 ц т ) 
During epitaxial growth on such substrates the walls of 
the depression arc smeared out and or shifted laterally 
Because the mask for the isolation diffusion is aligned 
with the shifted pattern on the epilayer shorting with 
the buried layer may occur When the boundancs are 
smeared out alignment of the mask becomes very 
difficult Therefore relatively large т а , к tolerances arc 
required depending on the epilayer thickness2 '*) 
The magnitude of smear and shift is known to depend 
on the substrate orientation the growth temperature 
and the depth of the depression It is not influenced bv 
the SiCl4 concentration These observations strongly 
suggest a primary influence of the surface encrgv on both 
effects Boss and Doo 1 0 ) and previously Benjamin and 
P a u n e r " ) reported that the pattern distortion is 
reduced by using a slice orientation at least 3 -5 off 
[III] 
í I SMIAR 
Smear manifestâtes itself in two ways First, the for-
mation ol a facet which makes a smaller angle with the 
substrate than the original step ol the depression 
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(b) 
Fig 7 Smear on л he m isphcrK.il sample w-uh circular depres­
sions The bunds on the ( I I I » facet were elevated 0 . 2 p m with 
rcspeU lo the s.i m pie surface Λ Ι Л the p.iiicrn has disappeared A t 
В step broademng al one side is caused b> facetting. 
leads t o a disappearance ot the boundary contours. This 
is seen at the left-hand side of the depression in fig- 6 
Secondly the slope of the depression gradually de­
creases during growth, which causes lading of the con­
tours This is seen at the right-hand side of the depression 
m tig 6 
We wil l treat the smear, which is caused by faceting. 
first Drum and ( l a r k 2 ' l 2 ) and Enomoto et al . 5 3 ) 
reported a \er\ strong pattern distortion b\ growth and 
vapour phase etching on substrates with low index 
planes such as { I I I ) and ( 110) We did some growth 
experiments on hemispherical single crystal substrates. 
having the central ( 111 )orientation on the apex, which 
lead to the same result. The depression patterns, on 
these samples, after deposition ot an epilayer ot 10 μτη 
had completely disappeared locally where the (111) 
facet had developed. Fig 7 shows that the smear effect 
disappears drastically with increasing misonentation 
Outside the central facet, only local faceting occurred 
at edges of elevated regions. Lauvray 3 4 ) also, in his 
study on smear and shift, came to the conclusion thai 
smear is caused by faceting He defined the smear as the 
facet width {σ) around ( I I I ) , and found 
σ = h tan ï . 
where h is the height ot the step, and y is the angle of 
misonentation from [ I I I ] Our experiments on hemi-
spherical crystals confirmed this mathematical relation 
These samples covered the misonentations up to 12 off 
[ I I l ]and in one epitaxial experiment the effect could be 
measured over the whole region (0 < χ < 12 ). 
Drum and C l a r k 2 4 , 2 ) reported that the smear on 
near ( I I I ) is more severe than on near (001) oriented 
substrales. This result can be explained on the basis of 
faceting Since the (001) cusp is less deep than the (I I I) 
cusp, we expect a less pronounced smear on near (001 ) 
slices as compared to near ( I I I ) The same holds for the 
influence of growth temperature on theeffecl As growth 
rate curves lor lower temperatures generally have a 
more pronounced shape of the cusps, faceting is ex­
pected to increase with decreasing temperature. This 
has been reported for growth on neai ( 100) by Drum and 
C l a r k 1 2 ) 
The second form of smear is determined b> theamso-
tropy of the growth rate for the various orientations 
The amsotropy also causes the shift Both phenomena 
occur simultaneously, therefore we wil l treat this in the 
next section. 
5 2. S u m 
Shift denotes the lateral displacement o f the edge of a 
surface depression during epitaxial growth The magni­
tude appears to be highlv affected b> the orientation of 
the substrate m those regions where the growth rate 
varies stronglv with orientation (tig 9) 
Our model assumed that the anisotrop) is the major 
cause of the shift, and other effects such as growth rate 
variation due to gas phase depletion at steps, and 
different surface diffusion behaviour in and outside 
depressions, are neglected, being of second order 
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The shape of a typicdl depression hds been measured 
by scanning the pattern with a Tal> step (fig 6) Such 
depressions have small angle inclined walls A typical 
value for the angle, φ, is about 6 Thus a step includes 
all orientations up t i l l six degrees out of the sample 
orientation For convenience we wil l consider the step 
as being flat, having an inclination of 6 (see fig 8) In 
thissimplihcd case we have to consider the set of growth 
rales for the substrate orientation and six degrees off 
s 
^ ^ ? в 
Τ л. 
Fig 8 SthLfTidtiL representation o f ihe shifl оГ a wall оГ a 
(кргсччюп in ihccdst of isotropi!, grovuh ç? mean angl i between 
the * d l l and t h i substrate d ihickmss o f Ihe ip i tax ia l layer 
High shift values may be expected i f there is a large 
difference between the growth rates for the substrate 
orientation (ΛΑ/) and six degrees off This is the case 
where (ΛΑ/) is e g (111) H g I shows that with in­
creasing substrate nusorientation out of (111) a de­
creasing diflcrencc between the growth rate for (/iA/) and 
that for the step is seen This should lead lo a decreasing 
shift b ig 9 gives the results of the shift values versus 
substrate nmonental ion which shows qualitative 
agreement with the model Addit ional evidence sup­
porting this view is the experimental obsenal ion that 
the shift for one substrate orientation increases with de-
[Mh ψ ». 1С ι 
f i g 4 Shift on SIILCS m i s o n c n d d from ( H I ) towards the 
nearest f 110] 
creasing growth temperature This has been shown for 
S t H C l j epitaxy b> Schäfer3s) Since at lower temper-
atures the growth rale curve wi l l have deeper cusps, a 
larger difference in growth rate for the step o f a depres-
sion and the substrate orientation wil l play a role 
The smallest shift wi l l be found if a substrate orien-
tation is selected in an interval with a small growth rate 
variation Such an interval is found around (115) 
Where the growth rate is approximate isotropic the 
shift, i , wil l approach d sin φ, where d is the epilayer 
thickness For d — 15 μπι, s = I 5 μτη (see fig 8) To 
check this calculated value of τ we have grown 15 μ η 
epilayer on (115) oriented substrates with buried layer 
depressions The lateral shift of the sides of the depres­
sions as revealed by angle lapping, mechanical polishing 
and staining has been measured with the aid of an 
interference microscope The accuracy was 0 5 μπι The 
left and right hand side steps showed to be translated 
over I and 2 μπι respectively These shift values ap­
proach the value as calculated for the isotropic case A n 
additional advantage of the use of (115) over ( I I I ) 
substrates is the fact that (1 l'i) has no faceting tendency, 
so the boundaries remain sharp 
6. Conclusion 
The growth and morphologv of epitaxial silicon from 
S1CI4 has been described The results have been used to 
explain the rather special phenomena smear and shift 
With regard 10 these eflects the most favourable sub­
strate orientation for integrated circuit device technolo­
gy is( l IS) Cr> stal growth from the melt wi l l not present 
particular diITìculties, and besides this it has been found 
that (115) slices have a more homogeneous radial dope 
distr ibut ion3 6) than (111) or (100) slices Sawing, lap-
ping and polishing of ( 115) slice·, is quite as easy as for 
( M l ) and ( 100) substrates The same holds for scribing 
and breaking into chips The breaking wil l be inter-
mediate between (1 11) and (100) The number of surface 
stales on (115) is close to the low value for (100) as 
published bv Arnold^ 7 ) 
Except for (115) the growth rate has another " f l a t " 
part in between (113) and (111) For orientations in this 
region a similar behaviour as described for (115) is 
likely to be found To avoid faceting it is necessary to 
exclude m the [110] zone 6 o u t o f ( 0 0 l ) , 6 о и і о Г О І З ) 
towards both sides and 16 out of (111) towards the 
nearest ( 113) as safe substrate orientations 
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CHARACTERIZATION OF CHEMICAL 
VAPOUR-DEPOSITION PROCESSES 
PARTI 
by С. H. J. van den BREKEL 
Abstract 
A model on mass transport in chemical deposition processes, based on 
diffusion in the gas phase and mass transfer at the vapour-solid inter­
face, is presented. From the model emerges the dimensionless CVD 
number which characterizes the state of the deposition process. In 
relation to the geometrical shape of the substrate the CVD number gives 
a criterion for uniform coverage. This criterion should permit a proper 
selection of process variables. The model is shown to be in qualitative 
agreement with the observed morphology of polycrystallme silicon 
layers grown from S1HCI3 m H2. 
1. Introduction 
In chemical vapour-deposition (CVD) processes a carrier-gas flow, which is 
mixed with a reactive vapour, passes over a heated substrate on which a chem­
ical decomposition reaction proceeds, resulting in the deposition of a film of 
some solid material. In the electronic industry the chemical vapour deposition 
of silicon and related compounds is of major importance for the realization of 
thin layers on various substrates used for the fabrication of a variety of devices, 
such as diodes, transistors and integrated circuits. 
Moreover, CVD techniques are increasingly applied to other materials of 
growing importance, such as B, W, SiC, oxides and nitrides. 
Though CVD processes have been investigated extensively ^ 2 ) and a great 
number of models have been developed, less work has been done on character­
ization and knowledge on fundamental backgrounds is still lacking. The models 
are applicable to processes, which are either diffusion-limited or surface-con­
trolled. A general model covering the whole range has not been published. 
/05 G 
kineticclly 
-1 n ,.•_,•«, / controlled 
diffusion limited 
• l/T UT 
Fig. 1. Typical growth-rate curve of a chemical vapour-deposition process. 
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The growth rate in a CVD process depends in general on the temperature as 
is shown in fig. 1. Two temperature regions can be distinguished: a high-
temperature region (T > T') with a weak temperature dependence and a 
low-temperature region (Γ < Τ') with a strong temperature dependence. In 
the low-temperature region the growth rate is determined by the slow surface 
reaction rate and a high activation energy is found. The growth rate (G) 
increases with temperature according to the Arrhenius equation 
G = C 7 0 e x p ( - ^ ) , 
where G0 is a pre-exponential factor, ΔΕ the apparent activation energy, к the 
Boltzmann constant and T
s
 the substrate temperature. 
The value of the activation energy is used as an indication which type of 
surface reaction in a postulated reaction scheme is the slowest and therefore the 
rate-determining step. 
At temperatures above the transition temperature T' the growth rate should 
increase as indicated in fig. 1 by the dotted line, if the surface reaction rate was 
still the only limiting factor. However, a slower increase in growth rate is 
observed. This is due to the fact that the supply of the gaseous compound by 
diffusion is not sufficient to transport such an amount of mass towards the 
growing interface as could be decomposed at that high temperature. As a 
consequence a lower growth rate than expected is measured. The process now 
becomes diffusion-limited. Further increase in temperature in the diffusion-
limited region results in a slight increase in growth rate because the diffusion 
coefficient varies slowly with temperature T. 
2. Theory 
CVD processes are carried out in hot-walled (resistance heated) or cold-
walled (induction heated) reactor vessels. The gas flow is forced to stream 
along the heated surface which may be stagnant or rotating. In both types a 
boundary layer 3 · 4 · 5 · 6 ) of thickness δ adjacent to that surface will develop. The 
model on mass transport in vapour growth processes is based on the following 
assumptions: 
(1) mass transport of reactive species takes place by (i) diffusion in the gas 
phase across the boundary layer towards the vapour-solid interface 5) and 
by (ii) mass transfer at the growing interface; 
(2) the transport of reaction products away from the surface towards the bulk 
gas stream is neglected; 
(3) the possibility of homogeneous reactions is excluded; 
(4) the surface reaction mechanism is assumed to follow linear kinetics. 
In the steady state the partial vapour-pressure profile in a stagnant layer 5) is 
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given in fig. 2. Figure 2 also indicates both the temperature and linear flow-
rate profiles. 
Outside the boundary layer the bulk partial vapour pressure pb is constant. 
convecttve 
layer 
Рь — 
boundary 
layer 
/////////mLv/X y////m '// 
substrate 
Fig. 2. Profiles оГ temperature and partial vapour pressure across the stagnant boundary layer. 
Across the dilTusion layer the partial vapour pressure drops towards the surface 
pressure p
s
. A third vapour-pressure value which has to be taken into account 
is pC9, the thermodynamical equilibrium vapour-pressure value. 
As is shown in appendix A, the absolute value of the diffusion flux (Jd) in 
the boundary layer is given by 
Л = 
ßo Т
ш Рь- (1) 
δ V к In (TJTb) 
where D0 is the diffusion coefficient at room temperature, T, and Tb are the 
susceptor and mean gas temperatures respectively, δ the boundary-layer 
thickness, and pb and ps the bulk and surface partial pressure respectively, and 
к is Boltzmann's constant. 
The mass-transfer flux / l r is defined
 7) by 
APs—Peqh JU 
к П 
(2) 
where ^ D is the mass-transfer coefficient. 
The difference p^ —/>
cq is the supersaturation for the chemical reaction and 
maintains the transfer process. 
The factor AD is temperature-dependent in case the chemical reaction is of 
first order. When the decomposition reaction is of higher order kD depends 
besides on temperature also on the partial vapour pressure of the reactive 
species. 
In the steady state the diffusion flux and the transfer flux are equal, hence 
Рь — Ρ* kD δ TQ
2
 In (TJTb) 
D0 (Т - Гь) Ts 
= CVD. (3a) 
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The right-hand side of eq. (3a) is the ratio of the resistances of the diffusion flux 
and the transfer flux (cf. eqs 1 and 2). This ratio is a dimcnsionlcss number 
(CVD) and is characteristic for the state of the CVD process. Therefore we 
propose to call it the CVD number. This number is related to the Nusselt 
number for mass transport *) JVM. For the limit Tb —>- 7*s eq. (За) becomes 
A; — Pc DTS 
The right-hand side of eq. (3b) equals the Nusselt number. 
Combining eqs (3a) and (3b) with eq (A2) yields 
CVD = — I n f s ) № < - / ( Г „ Г
ь
)Лгм. (Зс) 
T
s
-Tb \TJ 
Values of the function ƒ {Ts,Tb) are listed in table I for a number of combinations 
of Ts and Tb. 
TABLE I 
Values of the function f(T„Tb) for 
various combinations of 7^  and Tb 
TS со 
1200 
1100 
1000 
1200 
1100 
1000 
1200 
1100 
1000 
т
ь
 со 
500 
500 
500 
700 
600 
500 
900 
800 
700 
ƒ (τ;, rb) 
1.36 
1.31 
1.27 
1.22 
1.24 
1.27 
1.12 
1.13 
1.14 
Г
ь
 depends on the nature of the carrier gas (e.g. H 2 or N 2 ), the total gas flow 
and the type and dimensions of the reactor (e.g. air-cooled or water-cooled). 
*) In American literature denoted by the Sherwood number By convention in the Nusselt 
number the value of the three paramclers at the interface temperature is to be inserted 
As the CVD number in addition depends on the temperature profile across the boundary 
layer, it is essentially a different number. 
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From cq. (3a) it can be appreciated that the vapour-pressure profile depends 
on the value of the CVD number. For small values (CVD < 1) p
s
 ъ р
ь
: inside 
and outside the boundary layer the partial vapour pressure is constant. The 
total partial vapour-pressure diflcrence is found at the interface: i.e. the process 
is surface-controlled. If CVD » 1 then p
s
 % р
С9, which represents the case of 
maximum gradient in partial vapour pressure across the boundary layer: i.e. 
the process is diffusionlimitcd. If CVD has a finite value p
s
 has a value inter­
mediate in between pb and /?eq. 
The value of p
s
 can be calculated from eq. (3a), which leads to 
Ръ + С Ор
€
Ч 
ρ, = . (4) 
1 - CVD 
The value p
c q can be calculated from thermodynamic data. The driving force for 
the surface reaction, being (p
s
 — /?
eq), can therefore be calculated provided the 
value of CVD is known. 
Elimination of p
s
 from cq. (1) and cq. (2), realizing that in the steady state 
Λ = Λη yields the general expression for the mass-transport flux / 
J = {Рь-P*Ù — — ^ — ~ — + ~ΊΓ) • ( 5 ) 
\ £>0 Γ, — r b A:D / 
The flux is proportional to the driving force for the mass transport: р
ъ
 — /7
eq. 
The proportionality factor is the total resistance (/?) for the mass flow 
Ò V к In (Γ,/Τ;) к T
s 
R = + = Л, + R2 (6) 
D0(Ts~Tb) kD 
and appears to be the sum of the resistance of the diffusion process R1 and the 
resistance of the transfer process R2. Either of these terms can be dominant, 
depending on the experimental conditions. To illustrate this we shall consider 
the temperature dependence of the parameters involved. 
Jones and Shaw 2) have shown that the resistance of the diffusion flux 
depends on temperature as 
Ri ~ (777Ό)-" (7) 
with и яа 0.25 to 0.45. 
The mass-transfer coefficient on the other hand, as shown in appendix B, is 
proportional to the rate constant k1 of the chemical decomposition reaction, 
hence 
А2=(1/Аг0)ехр(Д£/*Г.), (8) 
where k0 is a pre-exponential factor and ΔΕ is the activation energy of the rate-
limiting reaction. 
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From eqs (7) and (8) it can be appreciated that at low temperatures the 
CVD process is surface-controlled, because then /?, is much smaller than Λ2, 
and for high temperatures the process is difTusion-Hmited because in that case 
R2 may be ignored with respect to /?( in the denominator of eq. (5). 
Transition from surface-limited to diflusion-controlled growth will be found 
at that temperature at which Ä, = Ä2 
Ô T02 к In (TJTb) к Ts 
= or CVD=\. (9) 
D0(TS-Tb) kD 
Summarizing we may say that the CVD process is diffusion-controlled if 
CVD > 1, and it is surface reaction-limited if CVD < 1. From this it can be 
concluded that the state in which a CVD process proceeds is characterized by 
the value of its dimensionless CVD number, because it indicates the ratio be­
tween the resistances of tHe diffusion flux and the transfer flux. 
From the work of Eversteijn et al.5) it follows that the thickness of the stag­
nant layer depends on the nature of the carrier gas, the total gas-flow rate, the 
temperature distribution in the reactor and the dimensions of the cross-section 
of the reactor. The factor D0 depends on the combination reactive compound 
and carrier gas. The factor kD depends on the kind of the chemical surface 
reaction and on the temperature at which the reaction proceeds. 
Since the CVD number combines the three essential experimental parameters 
in the right way, this number can be a powerful tool in relation to optimiza­
tion of process conditions. This means that, for a fixed value of the CVD num­
ber, identical results of CVD processes should be found independently on 
whether they are obtained in reactors with different dimensions and even of 
various types. 
. divfD grad p)=0 
1
 ,, d 
1 1 
gas phase ' 
Ι ι 
77777 
7777777777'Ъ"* ~ 
777777 
\aVÎ*h 
substrate 
Fig. 3. Gas-phase area in which the continuity equation div (Ogradp) — 0 is solved. 
d is the groove opening, Л is the height. 
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In the above the attention was focussed on the deposition process, which is 
characterized by the CVD number. Another aspect of great importance in 
vapour growth is the geometrical shape of the substrate. As will be demon­
strated the CVD number and the dimension of a substrate discontinuity appear 
to be the determining factors with respect to uniform coverage in chemical 
vapour deposition on profiled substrates. 
Uniform coverage is 'obtained if the transfer flux of reactive components is 
independent on location. On a micro scale this is easily achieved on a flat 
surface, where the parallel di(Tusion-flux lines are perpendicular to the surface. 
In the case of surface discontinuities the parallel pattern is disturbed more or 
less. In order to investigate the degree of disturbance we made a detailed 
analysis of the mass flow pattern near surface discontinuities. Grooves with 
a geometry as given in fig. 3 were selected as discontinuity {d ^ 0). 
The concentration pattern in the gas phase is found by solving the differential 
equation 
div(£>Tgrad/7) = 0 (10) 
in the area indicated by the dotted lines in fig. 3. 
Equation (10) is subject to the boundary conditions 
— the partial vapour pressure pt at the upper boundary of the two dimensional 
area is constant, 
— the vapour-pressure gradient along both sides of the area is zero, 
— at the interface: kO (ps—peq) =Z)rò/j/ò«,whereò/7/òw is the vapour-pressure 
gradient normal to the substrate surface. 
The last condition is based on continuity of mass. It is here that the physical 
parameters kD and Z)r enter into the calculations. 
Because no exact solution of the differential equation exists for such a 
geometry, eq. (10) was solved numerically by computer. For this purpose the 
program TEMCON was developed. 
When the groove opening is small with respect to the thickness of the bound-
ary layer, the relevant length parameter in the characteristic CVD number is 
some dimension of the surface depression. Choosing arbitrarily the groove 
opening d as length dimension, the micro-CVD number (CVDmiQIO) depends 
on the CVD number as 
CVDmim=-CVD. (11) 
о 
The solution of eq. (10) yields the vapour-pressure field including the surface 
vapour-pressure values. As an illustration two extreme cases are displayed in 
fig. 4. It is seen that the disturbance of the parallel pattern near the discon­
tinuity extends over an area of about the same order of magnitude as the 
geometry of the depression. 
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pg/pb.001375 
CVDm;ctù = 10000 
a) 
p^/p^ 0 00003 
P
€q/Pb =0 00002 
ρ/р
ь
 =0 98978 
-. 0.9896Λ 
P
eq/Pb=0 0°°°2 
Fig. 4. Calculated two-dimensional partial vapour-pressure field near a triangular surface 
depression represented by isoconcentration lines. p
e
, pb, ps and pC4 are the vapour pressure 
at the upper boundary of the considered area, the input, the value at the surface and the 
equilibrium value respectively. 
(a) Diffusion-controlled: C K D
m
i
c r o
 = 103, 
(b) Surface-controlled: CVD
mU,0 = I O
-
* . 
From the calculated two-dimensional vapour-pressure field the transfer flux 
at a number of positions on the surface was calculated for a range of micro-
CVD numbers. This is demonstrated in fig. 5, where the transfer flux in arbitrary 
units is plotted versus the position along the surface with the micro-CVD num­
ber as parameter. 
It is seen that for small micro-CVD numbers ( < 0.01) the transfer flux is 
almost constant at any location on the substrate surface. The transfer rate at 
the groove walls decreases with increasing micro-CVD number. Increase of the 
micro-CVD number results in an enhanced transfer rate at the rim of the surface 
depression and in a continuing decrease of the rate in the groove. 
3. Experimental 
The chemical vapour deposition of polycrystalline silicon from SiHClj will 
be used as an example to verify the theory. A conventional horizontal air-cooled 
Radio Frequency heated epitaxial reactor employed an 80 cm long silica tube of 
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Fig. 5. Calculated transfer flux У
х
 at position χ relative to the flux Гаг away from the surface 
depression У 4 0 vs the position χ along the surface with CVDmic,a as parameter. 
O : C r a
m l c r o - 0 . 0 1 ; U : CVDmiCT0 - 0.1 ; Д : CVDmi„a - 1.0; · : CVDmi„0=\Q·, 
v : r r a
n ) l c r o 100. 
(a) triangular surface depression, dlh — |/2. 
(b) trapezoidal surface depression, dlh — 2 γ2. 
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rectangular cross-section (6x2.5 cm2), in which a Si-coated graphite susceptor 
was placed (6 χ 20 χ 1 cm3). The total hydrogen-gas flow was kept constant at 
40 1/min, giving a stagnant-layer thickness of 0.3 cm and a mean gas tem­
perature of about 700 К for a susceptor temperature of about 1500 K. 
The exhaust gas left the system via a water-cooled heat exchanger. The flow 
rate of hydrogen, HCl and dopant gases were controlled by calibrated flow 
meters, and the concentration of SiHClj in the main gas stream was measured 
by a calibrated thermal conductivity detector. 
Three thermally oxidized monocrystalline silicon slices of (100) orientation, 
in which grooves were made by preferential etching in a hot alkaline-iso-
propanol mixture 9 ) , were placed in a row on the susceptor. The walls of the 
grooves made an angle of about 54° with the substrate surface. Both triangular 
and trapezoidal grooves were present on the sample. 
Prior to polycrystalline growth the samples were heated in hydrogen at the 
desired temperature for 10 min. The temperature of the samples was measured 
Fig. 6. Vertical cross-section of a polycrystalline silicon layer grown in a kinetically-controlled 
process (CKO < 1). Г, = 1010 0 C . 
-Lì 
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with an optical pyrometer and the values were corrected for the emissivity of 
silicon and the adsorption of the silica wall 1 0 ) . 
In situ cleaning was achieved by a 5 min HCl etching step (2 vol. %). 
In some experiments the growing interface was marked with p/n junctions at 
several stages of the experiment by adding alternatively diborane and phosphine 
to the gas mixture. The p/n junctions were revealed on vertical cross-sections 
of the samples by means of a HF-CrOj etch 1 2 ) . 
4. Results and discussion 
Figure 6 gives the result of a growth experiment carried out at a temperature 
at which the process is kinetically-controlled (CVD < 1). A uniform step 
coverage is observed. The growing interface was stable and remained parallel 
to the substrate geometry during the experiment. 
The CVD number and consequently also the micro-CVD number were 
obviously small enough to obtain complete groove filling. It has to be noticed 
that during the deposition process the groove opening reduced steadily, so the 
micro-CVD number decreased in time. Since the micro-CVD number is the 
parameter, which determines the mass flow pattern near grooves, the stability 
of the growth process increased gradually. 
Fig. 7. Vertical cross-section of a polycrystalline silicon layer grown on a substrate containing 
large and small grooves. In contrast to the large one the small grooves have been filled up 
completely. r
s
 = 1 100 "C. 
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The existence of a critical micro-CVD number is demonstrated in an exper­
iment in which a layer is grown on a substrate containing large (d = 115 μιτι) 
and small (d = 35 μιη) grooves (see figure 7). The layer was deposited at 
1100 0C. The CVD process was slightly diffusion-controlled (CVD яь 1-5). In 
contrast to the large one the small grooves are filled up completely. The dif­
ferences in morphology can only be attributed to different micro-CVD number 
values for the grooves. Since the CVD number is independent on the size of the 
depression and should have resulted in the same morphology for the different 
grooves. 
The result of a typical diffusion-limited experiment (CVD > 1) is given in 
fig. 8, which clearly shows large local variations in the growth rate. 
Fig. 8. Vertical cross-section of a polycrystalline silicon layer grown in a difTiision-limiteû 
process (CVD » 1). Г = 1180 "С. 
As was expected, from the computer calculations of the mass-transport 
phenomena, the grooves are accompanied by large protrusions. On the bottom 
of the large central flat bottom groove a relatively thin layer has been deposited, 
indicating a small supply in the groove as compared to the flux outside the 
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groove. The thickness of this lensshaped layer is smaller at both corners of the 
grooves and larger in the centre of the groove. 
The growth-rate variations along the walls of the groove are qualitatively in 
agreement with the results of the calculations. It has to be noticed that in the 
case where the local growth rate varies, the geometry of the surface discon­
tinuity changes rapidly during an experiment; a protrusion will show enhanced 
growth, a depression will remain behind with respect to its surroundings. The 
larger the micro-CVD number is, the less uniform the layer will be. 
This is illustrated in fig. 8. At A, where the interface between two grooves had 
remained flat during the first stage of the experiment, for some reason a small 
protrusion was nucleated which subsequently grew out rapidly, resulting in the 
formation of a cone. These observations indicate that the growing interface 
was unstable; the interface tends to break up. 
A similar morphological effect was found by Shaw 1 2 ) . He observed that 
holes etched in GaAs through windows in a protective silica mask are generally 
deeper near the edges of the mask than at the center of the hole. Shaw explained 
this phenomenon by assuming a surface diffusion of adsorbed molecules along 
the protective mask, which effectively results in a greater flux of etchant at the 
mask edges. 
With an etching solution, in which the etching is limited by the rate of the 
chemical reaction rather than by the diffusion rate, no enhanced etch rate was 
observed. 
In this case also a two-step process (diffusion vs surface reaction) can be 
visualized, depending on the composition of the etching solution. The charac­
teristic number is either larger than unity, causing enhanced etch rates, or 
smaller than unity, resulting in an etch rate independent on location. 
5. Conclusions 
Both the results of the experiments and the computer calculations support 
the classical model for mass transport in С VD processes. A criterion for uniform 
step coverage and stability based on the value of the micro-CVD number for 
the vapour growth process, is: a stable interface and homogeneous coverage 
will occur if the value of the micro-CVD number is less than unity. 
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Appendix A 
The diffusion flux (Jd) in the stagnant layer according to 1st Pick's law 
neglecting thermodifiusion is 1 3) 
DT dp 
''—ITO/ ( Λ Ι ) 
where DT is the diffusion constant at temperature Τ, ρ the partial pressure, к 
Boltzmann's constant, and у the coordinate perpendicular to the surface. The 
temperature dependence of the diffusion constant with temperature is generally 
accepted as 
DT = D0 (TjToy. (A2) 
The temperature distribution in the stagnant layer is assumed to be 5) 
(A3) 
το>) = 
Eqs (Al), (A2) and (A3) combined 
л - ^ 
τ, 
with ρ = 
,T(Tt-
kT* 
- т
ъ 
6 У-
-- пкТ yield 
Т
ь
) ар 
άτ' 
(Л4) 
Integration of eq. (A4) over the stagnant layer between the limits />
s
, 7^  and 
р
ъ
, Т
ь
 results in 
Do (Tt - Tb) 
J
* = Т Т ^ Т Т ^ Г Т Т Т (Рь - Л)· (A5) 
δ к T0
2
 In (ТУТ;) 
Appendix В 
Assuming the rate-determing step in the surface reaction to be the chemical 
decomposition of gaseous species AB into solid A and gaseous В : 
к^ 
ΑΒ(ι) <—- "(j) + B ( g ) , 
* - . 
where ki and k-! are the rate constants of the forward and reverse reaction 
respectively, then the rate ν of heterogeneous decomposition of AB per surface 
unit at any moment at temperature r
s
 is given by 
v=kip™-k_lp», (Bl) 
where p
s
AB
 and p
s
0
 are the surface partial pressures of AB and В respectively. 
Equation (Bl) combined with the equilibrium constant Kp = kjk- ι yields 
•-"•['•"-(¿И· (B2) 
The transfer flux through the surface unit is given by 
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y , r
 - т ^ г ( л А В - л , л в ) . (B3) 
where AD is the mass-transfer constant. The equilibrium constant on the other 
hand is given by 
tfp = / > C Q > e 4
A B
. (B4) 
where /'eqAB and p^* are the equilibrium partial pressures of AB and В respec­
tively. Equations (B3) and (B4) can be combined to give 
•
/
. г - 7 - ° : ( л л в - — A - ' ) · (B5) 
кТЛ KB J 
In case the back flow is not rate-limiting/7
eq
B
 «w /7S
B
 and (B5) becomes 
J
« = 7^(p™--!rP*\ ( B 6 ) 
ЛТД Kp } 
As the expressions for the rate and the transfer flux refer to the same process, it 
follows from eqs (B2) and (B6) that 
kD=k1k Г.. (B7) 
Since the rate constant к{ varies exponentially with temperature expression 
(B7) can be written as 
&F\ 
kD--k0kTte\p[—-^), (B8) 'Ы) 
where k0 is a constant and AE the activation energy of the chemical decom­
position. 
List of used symbols 
CVD, CVD
 m i c r o CVD numbers 
d groove opening, cm 
Df, Df. diffusion coefficient at temperature Tand room temperature 
respectively, cm2 s~1 
AE apparent activation energy, kcal mol 
G growth rate at temperature Τ, μτη min" ' 
•Л -Ль Лг mass flux, diffusion flux and transfer flux respectively, 
c m
- 2
 s
_ I 
kD mass-transfer coefficient, cm s
- 1 
к ι, k_, rate constant of the forward and reverse reaction respectively, 
d y n e - 1 s - 1 
к Boltzmann's constant, erg К - 1 
Kp chemical-equilibrium constant 
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η number of molecules per unit volume, cm - 3 
Nu Nusselt number 
ρ partial vapour pressure, dyne cm" 2 
Pb, ps partial vapour pressure in the input gas flow and at the 
gas-solid interface respectively, dyne c m - 2 
p
e9 equilibrium partial vapour pressure, dyne cm"
 2 
R mass-transport resistance, dyne s 
Τ, Т
ь
, r
s
, Τ' temperature, temperature in the bulk gas, at the surface and 
transition temperature respectively, К 
T0 room temperature, 300 К 
ν rate of chemical reaction, s _ 1 c m - 2 
χ horizontal coordinate 
у vertical coordinate 
δ thickness of the thermal boundary layer, cm 
k0 pre-exponential factor, s~
,
 dyne" ' 
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CHARACTERIZATION OF CHEMICAL 
VAPOUR-DEPOSITION PROCESSES 
PART II 
by С H. J. van den BREKEL and J. BLOEM 
Abstract 
Mass transport and growth in chemical vapour-deposition processes 
can be characterized by the dimensionless CVD number as discussed in 
part I. It is shown here that the same formalism can be applied whether 
the rate limitation is the mass transport of rcactant towards the inter­
face or diffusion of reaction products away from the interface. An 
important conclusion is that the CVD number not only depends on the 
deposition temperature but also on the reaclant concentration in many 
cases where reversible reactions are present. This means that increasing 
the input concentration also changes the value of the CVD number even 
at temperatures were diffusion-limited reactions are active with all the 
consequences for the morphology of the resulting layers. Experiments 
with the growth of polycryslalline silicon from S1HCI3 in hydrogen 
conform the predictions, also morphological observations published by 
a number of authors can be explained using the model given. 
1. Introduction 
In part I ') it is shown that the state of a chemical vapour-deposition process 
can be characterized by the value of its CVD number. The expression of this 
dimensionless number {CVD) in the simplest form, i.e. for vapour growth in an 
isothermal environment reads 
k0ò 
CVD = , 
Z)T 
where k0 is the mass-transfer coefficient, δ is the boundary-layer thickness in 
the gas phase and DT is the diffusion coefficient of the reactant in the gas phase 
at temperature T. In the presented model supply of mass by diffusion and mass 
transfer at the vapour-solid interface are considered; diffusion of reaction 
products away from the surface was neglected. In many vapour growth proces­
ses, however, the magnitude of the mass-transport flux of reaction products 
towards the bulk gas is of comparable magnitude. In this paper the model will 
be extended by taking into account both the supply of the reactant and the 
backflow of the reaction products. It will be shown that the mass-transfer 
coefficient in general not only depends on temperature but also on the input 
partial vapour pressure. 
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2. Theory 
Mass-transport systems can be treated in much the same way as heat-transport 
systems. Similar flux expressions are used. The flux is proportional to the dif­
ference between the bulk and equilibrium partial vapour pressure, which con­
stitutes the driving force for the process. A complication, however, is that in 
heat transport the current densities refer to phouons, whereas in mass-transport 
systems the nature of the transporting species changes at each interface crossing, 
due to chemical reactions. This means that, when also transport of reaction 
products towards the bulk gas is taken into account, one needs an additional 
independent relation between the partial vapour pressures of the reactive com­
pound and of the reaction products. The expression of the equilibrium constant 
can be used as the required relation between the equilibrium partial vapour 
pressures. If this relation is linear in pCQ, which is the case for a first-order sur­
face reaction, it can be used to obtain the explicit expression of the mass flux. 
The total resistance (R) for the decomposition of the gaseous compound AB in 
the carrier gas С into solid A and gaseous ВС 
AB ( i ) + C ( g ) *± A,,, + BC ( 1„ (1) 
as discussed in appendix A *), shows to be the sum of diffusion and transfer 
terms (cf. eq. (A. 10)) 
/ δ Ι Ι δ 1 1 1 1 \ 
R = l· Η Η kT, (2) 
\D™ KP />eq
c
 D»c kD™ Kp pj kDacJ 
where Kp is the equilibrium constant for the considered reaction and к is 
Boltzmann's constant. 
Both diffusion and transfer terms may be taken together and each be replaced 
by a single term. With 
δ 
D 
and 
1 1 1 1 1 
— =-- — -4 (3b) 
h h ΛΒ χ-
 п
 С h ВС 
eq. (AIO) is converted into 
4-A'-ihVc) 
*) In the derivation of the formulae it is supposed for mathematical convenience that no 
temperature gradients are present in the system. 
D* K
n 
Da 
(3a) 
\D ' kj J 
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Expression (4) is formally identical with eq. (5) used in the previous paper. 
This demonstrates that a deposition process involving a first-order surface reac­
tion can be characterized by the ratio of the total resistances. The same implica­
tions on morphology, as given before '), will be found independently on 
whether the supply or the back flow is diffusion-limited. 
If the heterogeneous reaction is of higher order than unity, the relation be­
tween the equilibrium partial vapour pressure of the reactive compound and 
the reaction products is not linear. So, a simple explicit expression in J cannot 
be found. In that case one can proceed, regardless the surface reaction mech­
anism, by introducing an elTective mass-transfer coefficient k
e(U which is 
defined by 
• / .
Γ
= ^ ( Λ Α Β - Λ 4 Α Β ) · (5) 
kl 
In using the phenomcnological expression (5) one supposes that the mass 
transfer can be described by a simple first-order decomposition of AB into 
solid A. Since the real mechanism is more complex, kM in general will depend 
for a fixed surface temperature on the specific surface concentrations. This 
phenomcnological treatment offers a way to describe the morphological 
behaviour of such chemical vapour-deposition processes. An example of a 
deposition process with a complicated surface reaction is the deposition of 
polycrystalline silicon from SiHClj in H 2 . In order to study the dependency of 
A:
efr for this process the transfer step is considered in detail. 
A realistic decomposition scheme at high temperatures where the process is 
diffusion-limited might be 
SiHClj + H 2 *± Si + 3HCI, (6) 
A-i 
кг 
Si + 2HC1 ->- SiCl2 + H 2, (7) 
where £,, A_, and к
г
 are the rate constants of the reactions (6) and (7). The 
HCl formed by reaction (6) can give rise to the formation of volatile SiCl2, 
which decreases the growth rate. Especially at high temperatures reaction (7) 
becomes important in the case of large HCl production. 
The rate of formation (r) of silicon atoms in the steady state can be expressed 
by 
ν = *,
 Л
* " С ' 3
 л
н
а
 _
 к г
 (рису _k_i ip»ci)3_ ( 8 ) 
At sufficiently high surface temperatures SiHClj will be converted completely 
into HCl, hence p"" ъ 3/\ s"K І 3. Because kl » Ä_ ι (see ref. 2) expression (8) 
can be approximated by 
52 
CHARACTERIZATION OF CHEMICAL VAPOUR-DEPOSITION PROCESSES 137 
V = k1 Л
5 І Н С 1 3 р
ь
Н2 _ 9 к
г
 ( А 5 1 Н С 1 3 ) 2 
, s.»« Г ( Л Н 1 ) 2 - Р ( * 2 / А , ) Л 8 , Н С , ' ] 2 1 
Since/>
s
"
2
 »/>
s
s l H C l 3
 and A:2/A:, » 1 (see ref. 2) expression (9) is converted into 
ky A " 2 Л М І І С І 3 A PsSiHCl3 
1 + k2 л
5 , н с , 3/*і A"2 1 + Ä A5'"0'3 
(10) 
where /4 and В are constants for a fixed temperature *). 
The rate of formation ν is the net result of production of silicon by the decom­
position of SÌHCI3 and etching of silicon by HCl. As the effective transfer flux 
equals the rate of formation v, it follows from expression (5) and (10), for the 
caseÁs'HC,3 » A q s l H C l 3 t h a t 
AkT ku 
* . „ = - = . (Π) 
1 + Bpt
SMCl
* 1 + 5 A S , H C ' 3 
kD is the mass-transfer coefficient for small values of Bps
Si
"
cl3
 i.e. when reaction 
(7) may be ignored. kD depends only on temperature as discussed in part I. 
Expression (11) shows that for a fixed surface temperature к
сП
 depends on the 
surface partial pressure. 
Elimination of A S i H C l 3 from eq. (Al) and eq. (5) yields the mass-transport 
expression related to SiHClj 
S 1 H C 1 3 
J = · (12) 
ôjD + !/*,„ 
From expression (12) it is clear that the transport process can be characterized 
by the ratio between the resistances of the diffusion step (ô/D) and that of the 
surface step (1/A:eff). The ratio equals the effective CVD number 
kt„ δ CVD 
CVD
etf = —— = — — - · (13) 
D 1 + £p
s
s l H C 1 3 
For low input vapour pressures, where В psslHClì < 1, the diffusion-limited 
growth rate varies linearly with pbSIHC13 a n ( i the CVD number is independent 
О П А
8 1 Н С І 3
· For high input vapour pressure, where 5 A S I H C l 3 > 1, the growth rate 
increases less rapidly, because the etching reaction has become important. The 
effective CVD number decreases simultaneously. Consequently, the deposition 
process behaves as if it is changed from diffusion-limited into surface-controlled. 
In fact the supply of SÌHCI3 remains diffusion-limited with respect to the 
decomposition process of SiHClj (6). 
*) A similar expression is found for adsorption-limited growth (see ref. 3). 
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3. Apparatus 
The experimental arrangement used for the deposition studies of poly-
crystalline silicon has been described in part I in some detail. 
4. Results and discussion 
The theory has been derived for the special case of negligibly small equilib­
rium partial vapour pressure of SiHClj. So, only experimental results obtained 
if the reduction process is carried out at a relative high temperature may be used 
to verify the theory. This condition is satisfied at about 1200 CC 2 ) . The growth 
rate as measured in the air-cooled horizontal reactor at 1180 °C as a function 
of SÌHCI3 input partial vapour pressure is given in fig. 1. The growth-rate 
20 
15 
С 
(μ m/m ι η) 
/0 
5 
ο ; 2 3 ά s ε 
pk (vol %) 
Fig. 1. Growth rate or polycrystalline silicon versus SÌHCI3 input partial vapour pressure 
at 1180oC. 
curve deviates from linearity for input partial vapour pressure higher than 
104 dyne/cm2 ( = 1 vol.%). 
The Arrhenius plot of the deposition rate of polycrystalline silicon is depicted 
in fig. 2. From the small slope of the curves it is concluded that the deposition 
process is diffusion-limited in the considered temperature region. As shown in 
appendix B, the growth rate (G) is expressed by 
/ Msi \ 1 CVDe(t 
G = ( — ^ ) —
Λ
8 1 Η α
' , 04) 
\θ,
ι
Ν/Λ
ι
 l+CVDcfí 
where М
 і
 and QSI are the molecular weight and the specific density of Si 
/ / 
// 
j 
1 1 
ι 
^ 
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G 
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-»• юоо/т (K) 
Fig. 2. Growth rate curves versus deposition temperature. O: S1HCI3 partial vapour pres­
sure 2 · 10* (dyne/cm2), · : S1HCI3 partial vapour pressure 3 · 10* (dyne/cm2). 
respectively, TV is the Avogadro number, Ry is the resistance for the diffusion 
process (see eq. (6) of the previous paper) and CKD
e f r is the effective CVD 
number. Since both the diffusion constant and the thickness of the boundary 
layer in first approximation may be considered to be independent of the input 
partial vapour pressure, we assume that Λ, is only affected by the nature of the 
reactant and a function of the temperature profile across the boundary layer and 
the linear velocity of the carrier gas. The slope of the growth rate curve of 
fig. 1 decreases with increasing input partial vapour pressure. For the CVD 
number to account for this effect, it has to depend on the input partial vapour 
pressure. The starting slope of the growth-rate curve is given by 
d<7 M
s 1 CVD (15) 
where CVD is the CVD number at low partial input pressure. An estimation of 
the value of ƒ?! is found by inserting reasonable values for the various 
parameters in eq. (6) of the previous paper, being 
Ô V к In (7;/Г
ь
) 
Ai (16) 
Do(Tt - Tb) 
with δ = 0.3 (cm), D0 = 0.1 (cm2/s), Γ5 = 1180 (0C) and Ts - Tb = 500 0C 4 ) 
we obtain Αι = 2.60 · 10" , 4 (dyne s). By combining the value of Ry with the 
value of the starting slope of fig. 1, (dG/d/>b)0=7.6 ' Ю - 1 0 (cm3/s dyne), in 
eq. (15) we obtain CVD = 300. This high value confirms that the deposition 
process in the case of low input vapour pressures at 1180 CC is diffusion-limited. 
The effective CVD numbers for increased input partial vapour pressures are 
140 С Н J van den BRfcKEL and J BLOLM 
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calculated using eq. (14). The result is given in table I, where it is seen that 
CVDçff for the considered range decreases over two decades. 
TABLE I 
Experimental data, calculated CVD numbers and observed morphology of the 
grown layers. For CVDm¡<.ro and V see text, for d (groove opening) see fig. 5 of 
part I. 
Рь 
(dyne/cm2) 
0 
0.5 · 10* 
1.0· 10* 
2.0 · 10* 
3.0 · 10* 
4.0 · 10* 
5.0· 10* 
G (cm/s) 
0 
3.8· IO" 6 
7.4· IO-6 
1.5· IO" 5 
1.6· ю - 5 
1.9· IO" 5 
2.1 · IO-5 
¿(μπι) 
300*) 
100*) 
100*) 
85**) 
85**) 
85**) 
CVDC[Ì 
300 
249 
34.4 
4.26 
2.38 
1.64 
1.28 
CVDmiCT0 
24.9 
1.16 
0.142 
0.070 
0.046 
0.036 
V 
7.50 
1.50 
1.10 
1.08 
1.05 
1.04 
morphology 
large thick-
ness variations 
persistent 
grooves 
buried holes 
uniform 
coverage 
uniform 
coverage 
uniform 
coverage 
*) trapc/oidal groove **) triangular groove 
Once the CVD number is known, the surface partial vapour pressures for the 
considered range of input pressures can be calculated using eq. (4) given in 
part I. The data thus obtained are listed in table II, which also includes the 
TABLE II 
Bulk, surface and equilibrium 2) partial vapour 
pressure (dyne/cm2) of Si HCl3 at 1180 0C 
Рь 
0.5· 10* 
1.0· 10* 
2.0 · 10* 
3.0· 10* 
4.0 · 10* 
5.0 · 10* 
Λ 
2.0· 10' 
2.8 • 102 
3.8 · IO3 
8.8· IO3 
1.5 · 10* 
2.2 · 10* 
Pe, 
2.0· 10-' 
8.5 · 10° 
5.0· 10' 
1.3· IO2 
pJPs 
5.3· IO" 5 
9.7-10-* 
3.3· 10-3 
5.9· IO-3 
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corresponding equilibrium partial vapour pressures 2 ) . The small ratio between 
the equilibrium and surface partial vapour pressures may be considered as a 
justification of the assumptions made in the section on theory. 
The large change in the effective CVD number should have a noticeable effect 
on the morphology of layers grown on profiled substrates. Figure 3 shows vertical 
а) Ы 
c) d) 
Fig. 3.Vertical cross-sections of polycrystalline silicon layers grown at 1180 0C. Input vapour 
pressure of SÌHCI3: 
(a) 0.6 • 104 (dyne/cm2) = 0.6 vol.%, (c) 2 · 10* (dyne/cm2), 
(b) 1 · 10* (dyne/cm2), (d) 3 • 104 (dyne/cm2). 
cross-sections of layers grown at various input partial vapour pressures. The 
uniformity of the coverage of the layers is seen to increase with increasing input 
partial vapour pressure. At 6 · 103 (dyne/cm2) a very inhomogeneous growth is 
found ; at 10* (dyne/cm2) the groove is filled up incompletely ; at 2 · 104 (dyne/cm2) 
void formation is observed and at 3 · 104 (dyne/cm2) and more the deposited 
layer covers the discontinuity completely. It is seen that a small CVD number 
favours uniform coverage and stable growth. 
It has been discussed in part I that the local growth-rate distribution in 
grooves depends on the micro-CVD number. With the computer program 
TEMCON ') the characteristic ratio (V) between the maximum mass ñux, 
which is found at the edge of the groove, and the minimum flux, which is found 
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at the bottom of the groove, has been calculated for a range of micro-CVD 
numbers both for triangular and trapezoidal grooves The result is given in 
fig 4 One should bear in mind that these curves refer to the steady state of the 
woo 
100 
V 
t» 
" ' 00/ 01 1 ю too 
·- CVD„ „ 
Fig 4 Calculated ratio (V) between maximum and minimum transfer flux for surface de­
pressions (a) Triangular groove (6) Trapezoidal groove 
mass-transport process This means that with TEMCON the local growth-rate 
distribution at the beginning of the deposition is calculated So, the mophology 
after prolonged growth must be extrapolated It will be clear that when V is unity 
the groove will be filled up completely, otherwise the deposited layer will vary 
in thickness The variations will be greater the larger the value of V 
The values of ^corresponding to the calculated micro-CVD numbers for the 
applied input partial vapour pressures of S1HCI3 are given in the sixth column 
of table I From this it can be concluded that the observed morphology (column 
seven) agrees with what is expected on the basis of the calculations in TEMCON 
Obviously a 10% difference between the maximum and minimum growth rate 
is permitted for the realization of complete groove filling with this geometry. 
Additional evidence for the theory is found in the experimental observations 
of Chu et al 5 ), of Smeltzcr 6) and of Runyan et a l 7 ) Chu et al 5) have grown 
polysilicon layers from S1HCI3 on graphite substrates Depending on the 
deposition temperature, they found thickness variations of up to 50 μιτι in the 
deposited silicon layer At 1000 0C a homogeneous layer was grown, while at 
1250 0C a very rough layer was deposited Although the authors did not give 
a curve of growth rate versus reciprocal deposition temperature, it is very 
reasonable to assume that the process was diffusion-limited at 1250 0 C and 
surface-controlled at 1000 0C So, the CVD number was higher than unity at 
1250 0C, resulting in a non-uniform layer, and smaller than unity at 1000 0 C 
resulting in a homogeneous coverage The microstructure of the silicon layers 
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grown by Chu et al. at 1250 "С improved with increasing growth rate. Since an 
increased growth rate is realized by increasing the input concentration, the 
change in morphology is caused by the same effect on the effective CVD num­
ber as discussed above. 
Smeltzer6) was succesfull in refilling deep grooves with monocrystalline 
silicon from mixtures of SiHCl3 and HCl in H 2 by choosing the critical depo­
sition conditions. In figure 5 of his paper the author presented a curve, which 
divided the area of experimental conditions into a region, where surface 
etching occurs and a region where voids are formed. The data of his fig. 5 
indicate that the experiments were carried out under conditions very near to 
the point of transition from growth to etching 2 ), where the curve of the 
growth rate versus input concentration has a negative slope. By choosing the 
critical condition for which the growth rate at the sample interface was zero, 
the effective mass-transfer coefficient and therefore also the CVD number was 
zero. In the groove, however, the reactant concentration will be somewhat 
lower resulting in a positive growth rate. Consequently complete groove filling 
should be possible independent on the size and geometry of the surface depres­
sion. 
Runyan et al.7) studied the behaviour of large-scale surface perturbations 
during silicon epitaxial growth from SiCI* and SiH4 in H 2. For a mole fraction 
of 0.006 SiCl4 in H2 they observed unstable growth at 1270
 0C. Upon increasing 
the mole fraction to 0.06 SiCl4 in H 2 they found that the amplitude of the 
perturbation decreased; depressions were filled up and protrusions were levelled 
out. The curve of the growth rate versus mole fraction in the carrier gas as given 
by Runyan et al. is in qualitative agreement with our results as given in fig. 2. 
Therefore, the growth behaviour at the surface discontinuities reported by 
Runyan and our observed morphology can be explained along the same lines. 
In the three examples mentioned above it is found that homogeneous coverage 
can be realized by increasing the input concentration sufficiently. 
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Appendix A 
Mass transport in CVD systems takes place by gas-phase diffusion in the 
boundary layer and mass transfer at the growing interface. The latter process 
involves a chemical decomposition, which is represented by 
AB<g) ~r C(g)5=t AM -¡- BC(B), (Al) 
The diffusion flux (/dAB) of molecules AB towards the surface in the case of an 
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isothermal system at temperature Τ is given by 
£> A B PbAB-PsAH 
Г A B _ S JA . 
Ô kT 
(A2) 
where £>AB is the diffusion constant of AB, р
ь
АВ
 the bulk-gas partial vapour 
pressure of AB, />5
AB
 the surface partial vapour pressure of AB, ò the boundary-
layer thickness and к is Boltzmann's constant. The transfer flux (JitAB) of 
molecules AB is given by 
к
 AB 
Λ Γ
Α 8
= - ^ - ( Α Α Β - Λ 4 Α Β ) , (A3) 
kT 
where к0
лв
 is the mass-transfer coefficient of AB and />
cq
AB
 the equilibrium 
partial pressure. Elimination of p^AB from eqs (A2) and (A3) and recognizing 
that in the steady state У[1
АВ
 — У,
Г
АВ
 yields 
_ AB _ _ AB 
. . „ Рь —Рсч 
JAB = . (A4) 
kT(ò/DAB + l/kDAB) 
The transfer flux (/IrBC) of molecules ВС is given by 
к
 BC 
•/ l r
B C
=-f-r(/'
e i l
B C
-AB C)- ^ (A5) 
К1 
Molecules of the reaction product ВС diffuse towards the bulk gas 
Dac p»c-pb
BC 
JU
BC
 = — . (A6) Ò kT 
Elimination of pBC from eqs (A5) and (A6) and recognizing that in the steady 
state ydBC = yirBC yields 
ВС _ ВС 
Р«Г—Ръ (A7) 
kT(ô/DBC+ \lkDBC) 
The equilibrium constant (Kp) of the decomposition reaction (Al) is 
PcqBC 1 
Combining eqs (A7) and (A8) yields 
_ С L·· _ AB „ В С 
JBC = P1,J(1P^_-rP_1_ 
kT(t)¡Dac • 1Д 0 В С) 
Elimination of /?<.q
AB
 from eqs (A4) and (A9) yields 
„ A B
 n BC/n С jf 
J- Pb_ZP1J_PrLJcp 
kT[<\/DAB | ( І / / Г
р Л ч
с ) ( д / О в с ) + \/kDAB + (\¡Kppe¡ic) (\/kDBC) 
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Appendix В 
The mass-transport flux for the deposition of silicon from SiHClj in a non-
isothermal system is given by 
J = , (Bl) 
where Ä, and Ä2 are the resistances of the diffusion and the transfer process 
respectively. With the definition of the CVDeff number 
CVDtSf = RJR, (B2) 
and recognizing иш/?,.,5 '"0 1 3 is negligibly small with respect to/?b
S I H C 1 : }
, eq. (Bl) 
is converted into 
1 CVD
ci( 
J = ;>
ь
5 т С 1
э. (B3) 
R, 1 +- CVD
e(( 
The growth rate then is given by 
MSI CVDeU 
G = /V^ 1 3 , (B4) 
Qsi N 1 + CK£>crr 
where Mst and gSi are the molecular weight and the density of the deposited 
silicon respectively and JV is Avogadro's number. 
List of symbols 
A constant (dyne" ' s~ ') 
В constant (cm2 dyne - 1 ) 
CVD chemical vapour-deposition number 
DT
AB
 gas-phase diffusion constant of component AB at temperature Τ 
(cm2 s"1) 
G growth rate (cm s~ ') 
J, Já, Jlr mass flux, diffusion flux, transfer flux respectively (cm -2 s_ ') 
Κ
ρ
 equilibrium constant 
k Boltzmann's constant (erg K.- ' ) 
kD
AB
 mass-transfer constant of component AB (dyne- ' s - 1 ) 
kt(f effective mass-transfer coefficient ( s - ' dyne - ') 
k, rate constant of the /th forward reaction 
k_, rate constant of the ίth reverse reaction 
MA molecular weight of compound A (g mol - ^ 
N Avogradro's number (mol - 1 ) 
P,Pb>Ps'Pe9 partial vapour pressure, bulk-gas partial pressure, surface partial 
pressure and equilibrium partial pressure respectively (dyne cm - 2) 
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6. MEASUREMENT OFTHECVDNUMBEROF THE DEPOSITION 
PROCESS OF SILICON FROM SILANE 
By C.HJ. van den Brekel and C.F.W. Flinsenberg 
Abstract 
An extended version of the stagnant layer model has been developed with which 
the chemical vapour deposition of silicon from silane can be described. The model 
is used to calculate the CVD number, which characterizes the mass transport state 
of the deposition process. The CVD number is found to vary between 0.015 and 
4.6 over the deposition temperature range from 960 К tot 1320 K. 
6.1. Introduction 
Recently the use of the dimensionless CVD number, CVD, has been introduced to 
characterize the mass transport state of chemical vapour deposition processes (1). 
It was shown that CVD > 1 when the deposition process is diffusion-limited, and 
that CVD < 1 when the process is surface-controlled. 
The CVD number equals the ratio of the resistances of the volume diffusion process 
and the mass transfer process. Because the resistances depend upon the deposition 
temperature, their value can (and thus the CVD number) be determined experi­
mentally with the aid of 1) a growth rate expression, which contains the resistance 
as parameter, and ii) experiments at different deposition temperatures. 
The necessary growth rate expression is obtained from the generalized version of 
the stagnant layer model (2). 
It is the purpose of this paper to present a method to calculate the CVD number. 
The method developed will be demonstrated by means of the chemical vapour 
deposition process of silicon from silane in hydrogen. 
6.2. Theory 
In 1970 Eversteijn et al. (2) published the stagnant layer model with which the 
dependence of the growth rate on position along the axis of the reactor in 
horizontal water-cooled CVD reactors can be described. 
The model is based upon the hydrodynamic assumption that the highly convective 
bulk gas flow, in which differences in concentration and temperature in the vertical 
direction are levelled out, is separated from the susceptor by a stagnant boundary 
layer of constant thickness, in which the temperature changes linearly. The 
transport of the reactive compound takes place by the diffusion across this 
boundary layer. 
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R,R1,R2 mass-transport resistance, diffusion resistance, transfer resistance 
respectively (dyne s) 
Т,Т
Ъ
,Т
Ь
 temperature, surface temperature, bulk-gas temperature respec­
tively {K) 
V ratio between the maximum and minimum transfer flux 
ν rate of formation ( s - 1 c m - 2 ) 
ò boundary-layer thickness (cm) 
ρ specific density (g cm" 3) 
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Though the original model was developed for diffusion-limited growth, it can easily 
be modified by which it is equaly applicable to other growth modes. 
Postulating that the mass transport in CVD reactores takes place by gas phase 
diffusion and by mass transfer at the gas-solid interface, and retaining the original 
hydrodynamic concept, the expression of the local growth rate of silicon, G(x), 
from silane is given by (see appendix) 
G(X) = 8.68.10- - P b ( 0 ) - e x P (- — L * V [1] 
T s i R . + R , ) У \ VoTsbiR, + R 2 ) / 
where pb(0) is the bulk partial pressure at the inlet of the reactor, Τ8 the susceptor 
temperature, V0 the mean velocity of the gas as calculated from the incoming gas 
flow and the free cross-section of the reactor tube, and b is the free height above 
the susceptor. R, and R2 are the diffusion and transfer resistance respectively; they 
are given by (see appendix) 
5T2oln(Ts/Tb) 
R, = 2a 
D o T
s
( T
s
- T b ) 
and 
R2 = — - , [2b] 
where δ is the stagnant boundary layer thickness, DQ the diffusivity at room 
temperature TQ, Tfo the bulk gas temperature and kß the mass transfer coefficient. 
6.3. Experimental results 
Experiments were carried out on the growth of polycrystalline silicon from silane in 
an atmosphere of hydrogen. An outline of the watercooled equipment has been 
given elsewhere (2). The free cross section of the reactor was 7 χ 1.5 cm 2. Mono-
crystalline silicon slices, covered with a layer of 1500 Â SÌ3 N4, were used as 
substrates. Substrate temperatures above 1100 К were measured using an optical 
pyrometer and corrected for emissivity of silicon. 
At low deposition temperature (Ts < 1100 K) the temperature of the susceptor 
was measured using a thermocouple fitted in a hole in the susceptor such that the 
thermocouple was in thermal contact with the centre of the susceptor. The actual 
substrate temperature could be 30 degrees cooler than that measured by the 
thermocouple. The correction was made by means of a calibration based on 
observation of the melting of alloys of known melting point. This was done because 
a direct measurement of the interface temperature with a pyrometer was difficult. 
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The deposited layer thickness was measured by means of the infrared multiple 
interference method (3). 
Bulk gas temperatures were measured by means of a thermocouple positioned 1 cm 
above the rear end of the susceptor. The result is given in Fig. 1. 
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Fig. 1. Measured bulk gas temperatures vs. susceptor temperatures. 
A linear relation between the bulk and the susceptor temperature is found : 
Tb = 0.42 T
s
+ 173 . [3] 
A series of experiments at constant input concentration of 0.1 vol % has been 
carried out to study the dependence of the growth rate, G, on the position χ along 
the axis of the susceptor for a range of deposition temperatures. A typical result of 
a set of experiments is given in Fig. 2. It can be seen that in accordance with 
expression [1 ] the growth rate decreases exponentially with increasing x. 
Both the growth rate at the inlet of the reactor and the slope of the lines in Fig. 2 
decrease with decreasing deposition temperature. This is due to the fact that the 
total mass transport resistance, Ri + R 2, which appears in the pre-exponential as 
well as in the argument of the exponent of expression [1], increases with de­
creasing temperature. 
Total resistance values at deposition temperatures between 1318 К and 1123 K, 
and a mean gas velocity VQ = 63 cm/s calculated from the value of G at χ = 0 and 
1 
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Fig. 2. Growth rate vs. position along thesusceptor for V0 = 18 cm/s,b = 1.5 cm: · , substrate 
temperature T
s
 = 1045°C, x, Ts = 980°C, o, Ts = 89ГС and •, T
s
 = 85ГС. 
and from the slope, dare given in Table I. Good agreement exists between the 
calculated values both from the argument and the pre-exponential. The slope at 
temperatures below 1100 K, where the deposition process is surface-controlled, has 
not been tabulated because the slope could not be measured with great accuracy, 
due to the fact that small temperature variations strongly affect the local growth 
rate. 
TABLE I 
Total resistance values, R, + R2 calculated using eq. [1] from the growth rate at 
the inlet of the reactor (4th column) and from the slope (tan a) of the lines in 
Fig. 2 (5th column). V0 = 63 cm/s and pb (0) = 1000 dyne/cm2. 
Ts(K) 
1328 
1264 
1189 
1157 
1075 
1037 
1000 
960 
G(O)0^m/min) 
0395 
0.350 
0.260 
0.192 
0.070 
0.038 
0.020 
0.009 
tan α 
1.50.Ю-2 
1.36.IO-2 
0.97 .ΙΟ-2 
0.78.IO"2 
— 
— 
— 
— 
R, + R 2 (s/cm) 
0.17 
0.20 
0.29 
0.40 
1.18 
2.26 
4.46 
10.31 
R, + R 2 (s/cm) 
0.16 
0.19 
0.27 
0.35 
— 
— 
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6.4. Calculation of the CVD number 
The separate values of Rj and R2 in the investigated temperature range can be 
calculated from experimental data using expressions [1 ] and the temperature 
dependence of the resistances. 
The boundary layer thickness, δ, varies with some power law of the temperature (4), 
while the mass transfer coefficient, kp varies exponentially with temperature (1), 
hence 
[4a] 
and 
34 
kD = аз .exp ( - —— ) , 
Ts 
[4b] 
where a!, a 2 , аз and 34 are constants. 
After substitution of eqs. [4] in the pre-exponential factor of expression [1], the 
value of the four unknown constants can be estimated by means of a curve-fitting 
procedure (least squares). 
The result of this procedure is given in Fig. 3 by the solid curve (x = 0). The curves 
for χ = 20 cm, calculated using the full equation [1 ] , are also given together with 
1.0 r 
в 
(fm/mni 
0.1 
0Л1 
0.001 
Ξ
 N C/D 
1 ! ζ 
^ X = 0 1 '-
"^tó?* : 
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-
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Хеш N 
\ , 
-
1 : 1 1 1 1 1 
\ -
1 1 1 1 1 1 
Ю 
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t 
1 
10.1 
7.2 9.0 9.0 
10" 
/0.0 
0.0/ 
Fig. 3. Growth rate vs. deposition temperature at three positions in the reactor: о at χ = 0 cm, 
D at χ = 20 cm, Δ at χ = 30 cm. Solid line χ = 0 is a fitted curve. Curves χ = 20 and χ = 30 were 
calculated using expression [ 1 ] . The corresponding value for the CVD number is given by the 
straight line. V 0 = 63 cm/s, p 0 = 1000 dyne/cm
2
 and b = 1.5 cm. 
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the experimental growth rate values measured at these positions on the susceptor. 
Good agreement is found between the calculated curves and the measurements. 
The four constants allow the calculation of R, and R2 in this temperature region, 
using eqs. [2] and [4]. In this way the CVD number, which is defined as (1) 
CVD R. /R
a [5] 
is readily obtained. The result is indicated in Fig. 3. It is found that the CVD 
number of the decomposition of silane in the temperature range considered varies 
from 4.6 to 0.015. 
The state of the CVD process changes from slightly diffusion-limited at Ts= 1320 К 
into completely surface-controlled at Ts = 960 K. 
Once the CVD number is known, we can calculate the boundary layer thickness 
using expressions [Al6] and [A8a]. Values obtained from G(0) measurements 
and from the argument of the exponent are given in Fig. 4. Good agreement 
between both values is found. It is seen that the δ values decrease with decreasing 
deposition temperature. The same tendency has been observed by Ban (5). 
The quotient CVD/(1 + CVD), appearing in expression [Al7], changes from 0.82 
to 0.015. This means that Eversteijn's assumption about the surface concentration 
at 1320 K, viz. p
s
 = p
e
q =s 0, introduced an error in the driving force for the 
0.6 
(cm) 
0.5 
0.4 
0.3 
0.2 
0.1 
1 _ # — 
900 Ю00 //00 /200 
-Ts (K) 
1300 
Fig. 4. Boundary layer thickness vs. deposition temperature: 
Solid line: δ calculated from G(0) values, Δ from the slope of the growth rate vs. x-curve, · and 
+ calculated values from the work of Eversteijn (2). 
V 0 = 63 cm/s, p 0 = 1000 dyne/cm
1
 and b = 1.5 cm. 
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diffusion flux, pb - Ps, of 18 percent For this reason, our calculated value at 
1320 К is accordingly smaller 
The activation energy of the silane decomposition process, ΔΕ, calculated from the 
constant d4 was found to be 40 kcal/mole 
This figure is in good agreement with reported values (see Table II) 
TABLE II 
Reported activation energy of the deposition of silane 
Joyce (6) 
Eversteijn (7) 
Kroon (8) 
Kamins (9) 
Seto (10) 
Ford (11) 
ΔΕ (Kcal/mole) 
37 
37 
34 
39 
23 
27 
6 5. Conclusions 
It is clear from the experiments that the deposition of polycrystalline silicon from 
silane in a horizontal reactor can be adequately explained with the modified 
stagnant layer model This model enables the CVD number to be calculated From 
eq [A16] it follows that the growth rate decrease along the length direction of the 
susceptor depends upon the value of CVD/(1 + CVD) This factor approximates 
unity at sufficiently high deposition temperatures, and CVD at low deposition 
temperatures 
In our equipment and the experimental conditions used this factor was limited to 
0 82 because at higher deposition temperatures homogeneous gas phase decom­
position occurred (12) 
A uniform deposition rate can be realized at temperatures where the CVD number 
is sufficiently small It should be noted, however, that at such low temperatures the 
growth rate is very sensitive to small temperature variations on the susceptor and to 
thermal contact between the substrate and susceptor Especially at susceptor 
temperatures below 1000 K, where heat transport by radiation becomes negligibly 
small with respect to heat conduction, differences of up to 30 К between interface 
and susceptor temperature can occur This means that radio frequency heated 
susceptors are not very well suited for the growth of uniform layers at relatively 
low deposition temperatures For this reason Eversteijn developed for the growth 
of polycrystalline silicon the heat-pipe reactor (7), in which a high temperature 
uniformity is guaranteed 
Eindhoven, Februari 1978 
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6.6. Appendix 
Let us consider a rectangular coordinate system XYin the horizontal reactor. The 
susceptor surface, which extends from χ = 0 up to X = L, coincides with the line 
y = b. The stagnant boundary layer edge is situated at y = b — δ. The gas 
temperature drops from Τ = Ts at the susceptor surface linearly to the bulk gas 
temperature Τ = Tb, hence 
T(y) = T
s
-
T s
^ - ( b - y ) . [Al] 
The diffusion flux, Jy, in the stagnant layer according to Pick's first law, disre­
garding thermodiffusion (13), is 
kT Эу 
where Οχ is the diffusion constant at temperature Τ, ρ is the partial pressure, and 
к Boltzmann's constant. The temperature dependence of the diffusivity is generally 
accepted as 
"ЧЙ 
DT = D 0 —
 2
 · [АЗ] 
Combiningeqs. [ΑΙ], [A2] and [A3] yields 
_ D 0 T ( T S - T b ) Эр(х) 
JyO) = . . _
 a
 — · [A4] 
Э кТо Э Τ 
Integration of eq. [A4] over the stagnant layer between the limits p
s
, Ύ$ and 
Pb, Tb results in 
-Do(T 5 -Tb) 
6kT0Mn(T s/Tb) 
J y W = s J 2 i rr m л ( p b ( x ) -Ρ^ χ ) ) · t A 5 í 
The mass transfer flux Jy is defined by 
Jy(x) =
 k y (Ps(x) - PeqW). [A6] 
where kp is the mass transfer coefficient. Elimination of ps from eqs. [A5] and 
[A6] yields the steady state flux 
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Jy(x) 
Pb(x) - peq(x) 
kTc 
•_δ To 2ln(T
s
/Tb) 
Do T S ( T S - T b ) k D i
[A7] 
The term between brackets in the denominator of eq. [A7] equals the sum of the 
resistance of the diffusion process 
Ri = 
δ To2 In (Tg/Tb) 
Do T
s
 (T
s
 - Tb) 
and the resistance of the surface process 
1 
R2 = — 
kD 
The mean flow velocity, Υχ, in the convective part is given by 
Tb b 
[A8a] 
[A8b] 
VT = V 0 T 0 ( b - S ) 
[A9] 
where VQ IS the flow velocity at room temperature 
Continuity of mass with respect to the reactive compound within an element of 
length dx in the convective part of the gas phase prescribes 
(b - δ) [ J
x
(x) - Jx (x + dx)] = J y (x) . dx , [AIO] 
where Jx and Jy are the components of the mass flux 
Since the vapour pressure in the bulk gas is independent of the vertical position, eq. 
[AIO] is converted into 
Vob _ .. 
— [pb (x + dx) - pb (x) J = Jy(x)dx . 
Substitution of [A7] in [Al 1], using [A8], and rearranging yields 
d _ T
o [Pb (x) - Peq to] 
Pb to := — • — - — — - · 
dx F D W VobTs (R, + R 2 ) 
After integration along the x-direction we obtain 
[AH] 
[A12] 
Pbto - Peqto = [Pb(0) - Peq(0) ] exp - 0 
[_ V 0 Dl s ^Ki + Kj ) J 
[A13] 
71 
Combining [A13] and [A7] and using the density of silicon 2.33 g/cm3 and the 
molecular weight of silicon 28>peq(0)i=s 0 (ref. 14), the growth rate, G(x), in 
microns per minute is given by 
G(x) = 8.68.10" Pb(0) exp 
-Tox 
VobTsiR, + R 2 ) TS(R, + R 2 ) 
Eq. [Al 4] can be rewritten using the definition of the CVD number 
CVD = R J R ! 
as 
G(x) = 8.68.10" Pb(0) CVD exp 
- T Q CVDx 
VobTsRi (1 + CVD) T s R, (1 + CVD) 
which, for the case of diffusion-limited growth (CVD ^> 1) gives 
-DoT
s
F χ , Do T
s
pb(0) F 
G(x) = 8.68.10"2 — , ' exp 
оЬбТо 
where 
Tb 
T
s
ln(T
s
/Tb) 
[Al 4] 
[AIS] 
[A16] 
[ΑΠ] 
[A18] 
Expression [A17] is identical with Eversteijn's growth rate formula, except for the 
correction factor F. This factor originates from the use of the correct expression of 
Pick's law (15). The factor varies from 0.75 to 0.78 between Ts = 1320 and 
1000 K. 
For a good comparison the values for δ as published by Eversteijn must therefore 
be corrected by the factor F. 
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MORPHOLOGICAL STABILITY ANALYSIS IN CHEMICAL VAPOUR DEPOSITION PROCESSES I 
C H J VANDfcNBRbKbLandAK JANS1 N * 
Philips Raeanh laboratories huidhovin The \etherlancls 
Rciuvtd 4 Marth 1977 manusLnpt rccciVLd in final form 23 October 1977 
The stability of a prouing planar tas solid intcrfaLC during chemical vapour deposition processes is investigated using first 
ordtr perturbation Lalculus It is shoun that vapour growth is an essentially unstable process while by contrast vapour etching is 
an Lsscntully stable process The rclasation time of the evolution of suffice perturbations is expressed in terms of the experimcn 
tal paramclers Qualitative atrccincnt between the theoretically expected morphology based on calculated relaxation times and 
experimental observations is lound 
I Intrnductiun 
С hcnueal vapour deposition is a technique in 
which a rcacltvc compound possibly mixed with a 
carrier gas flows over a hciled substrate where the 
reactive component decomposes resulting in the 
deposition of a solid layer In the gas a diffusion 
boundjr> layer [ 11 in which the concentration drops 
from the bulk value to the surface concentration is 
present next to Ihe substrate Mass transport of the 
reaclive compound takes place by diffusion across the 
boundary layer and by mass transfer at the gas solid 
interface | 2 | The transfer step includes adsorption 
and heterogeneous chemical decomposition of the 
reactive compound incorporation of the adaloms 
which are produced on the solid suri ace dil fusion 
and desorplion of volatile reaction products 
One ol the most important goals of the deposition 
process is to achieve uniform coverage regardless of 
substrate shape This means that the process variables 
arc to be adjusted in such a way that a smooth sur 
face is obtained The growing interface is considered 
to be stable when an arbitrary perturbation decays 
with tunc and the interface returns to Us initial lorm 
When Ihe perturbation increases with time the inter 
tace is regarded as unstable 
Small random irregularities on an initially flat sur 
face can crow due to the higher supersaturation at the 
*Temporar> at Si^neties Research and Development Depart 
meni Sunnvvalc ( alifornu 94ПВ6 USA 
tops On the other hand the surface free energy tends 
to cause such irrcgularuies to disappear The result of 
the competition will be a rough or a smooth surface, 
depending on the growth parameters and the size of 
the perturbation 
During chemical vapour deposition the substrate 
temperature is either equal or different from the 
nutncnl gas temperature In the first case the process 
proceeds in an isothermal environment in the latter 
rase there is a thermal gradient in the boundary layer 
This gradient can amount up to I000dcg/cm In 
this paper the isothermal case will be considered The 
non isothermal case is to be dealt with m part II It is 
shown there that fortunately the results differ less 
than an order of magnitude and are qualitative com 
parable 
Morphological stability analyses of mass transport 
systems have been published by a number of authors 
Mullms and Sekerka (3-51 l'ave extensively studied 
the systems of solidification of binary alloys Delves 
[6] reported on stability in the growth from the melt 
Chernov (7) presented a study on stabüity criteria of 
facetted shapes of crystals Birman | 8 | and Hurle [9] 
and later Coriell et al (10] studied the stability of a 
solid liquid interface during solidification of a dilute 
alloy in the case the melt is stirred They found that a 
decrease of the boundary layer results in a decreased 
stability Reed et al (29 30] showed that in chemical 
transport processes at low temperatures where radia 
tion is negligibly small instabilities may occur due to 
constitutional supercooling 
364 
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Shewmon studied the interracial stability in solid -
solid transformations [11] Since mass transport in 
chemical vapour deposition processes, except for the 
presence of a boundary layer, is quite analogous to 
the system as was desenbed by Shewmon We will fol 
low this treatment 
In contrast to the work of Shewmon, who derived 
expressions for both diffusion-limited and surface-
controlled mass transport, we prefer to give more gen­
eral formulae, which include both extreme experi­
mental situations as special cases Shewmon indicated 
that these two limiting cases are present if his dimen-
sionless parameter β > 10 or β < 0 1 The analogon of 
Shewmons (3 for chemical vapour deposition processes 
is the dimensionless Nusselt number for mass trans­
port (Nu) For many CVD processes it is not clear 
what range Nu spans in practice As an example the 
Nu number for the growth of Si from SiH4 can be 
varied roughly from 0 015 to 5 over temperature 
range 700- 1050°C [12] 
2 Theory 
To simplify the mathematical treatment of the 
steady state mass transport the following assumptions 
are made 
(i) Homogeneous gas phase reactions during the diflu-
sion are excluded, so the divergence of the diffusion 
flux equals 7ero 
(n) The interface temperature is independent of the 
surface reaction rate Since the usual growth rate in 
CVD processes is small ( I O - 6 cm/sec), the tempera 
ture field is not seriously influenced by the surface 
reaction enthalpy 
(in) The concentration field is assumed not to be 
affected by the small growth velocity of the interface 
This means that we may use a static coordinate sys 
t»m 
(iv)The surface parameters, viz surface tension and 
mass transfer coefficient, are independent of crystal-
lographic orientation This implies that the applicabil 
ity of the theory is limited to the vapour growth of 
amorphous and polycrystallme materials 
(v) The gas in the diffusion boundary of thickness b is 
assumed to be stagnant Though this is less true for 
the isothermal case, the assumption is acceptable 
since deviations in the parallel mass flux line pattern 
are limited to the immediate vicinity of the perturbed 
interface [2] where the horizontal velocity compo 
nents are negligibly small with respect to the diffu­
sion rale Since 6 vanes only slowly with the position 
in the reactor [13] and we will consider typical inter 
tace dimensions of the order of 1 cm, δ is assumed to 
be independent of the position on the interface 
(vi)The surface reaction is assumed to be propor­
tional to the supcrsaturalion 
We consider a rectangular coordinate system XZ, 
where the X axis coincides with the gas solid inter 
face, the positive Ζ axis pointing into the gas phase 
The shape of a randomly perturbed interface can be 
Fourier analysed, so it is sufficient to assume that the 
interface has the form * 
ζ = e sin ω ι , (Ι) 
where e is the amplitude of the periodic perturbation 
and the parameter ω is the spatial frequency of the 
perturbation The amplitude is assumed to be small 
compared to the wavelength λ = 277/ω ι с с < λ For 
this two-dimensional case the continuity equation 
reads V2c = 0, where с is the reaclant concentration 
The boundary conditions are the concentration at 
the boundary edge is fixed by the input concentra­
tion Cb, so 
for ζ = δ, cOr, 5) = c h (2d) 
and continuity of mass flux at the interface ι e 
k
n
\c(x, ζ) fr
eil] = O erad f л = J{x) (2b) 
ka is the mass transfer coefficient, ¡?éq the equilib-
rium concentration at an interface with radius of 
curvature r, D the diffusion coefficient of the reac-
tant in the gas phase, η the unit normal to the gas 
solid interface and J(x) the local flux at the interface 
In writing boundary condition (2a) it is supposed that 
the upper edge of the boundary layer is parallel to the 
Jf-axis This assumption is not true anymore if the 
wavelength ot the surface perturbation (1) is larger 
than the boundary layer thickness So the outcome of 
the theory is restricted to this range of wavelengths 
(λ < δ) A modification of the model for long wave­
lengths is given in the appendix 
The Oibbs Thomson relation provides the depen­
dence of the equilibrium concentration on Ihe curva 
ture and the surface tension [14,15] 
с :
ч
 = с2ч 17/· (За) 
* Cf List of symbols at the end of Ihis paper 
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with 
(3b) 
where Г is the capillarity constant, 7 and u
m
 arc the 
isotropic surface tension and the molar volume of the 
solid respectively к is Boltzmann's constant and Τ is 
the interface temperature 
A solution of the Laplace equation V2c = 0 is 
obtained as the superposition of a two dimensional 
perturbation onto the unperturbed, one dimensional 
solution 
c(jt, z) = Az + С ( 0 ) + /^ІПІІШ(5 - г) e sin ωχ. (4) 
where Λ is the concentration gradient in the gas phase 
and c(0) the concentration at the unperturbed inter­
face The perturbation in the concentration field (4) 
is proportional to the interface perturbation 2 = e sin 
ων and vanishes at the boundary edge 2 = 6, which is 
consistent with the boundary condition (2a) 
Using boundary conditions (2a) and (2b) for a flat 
interface yields 
Nu <„ с ^ c h + Nuc24 d2) = 
1 +N11 I +Nu 
(5) 
where Nu = k^b/D is the Nusselt number for mass 
transport The non dimensional Nusselt number 
characterizes [2] the state of the mass transport sys 
tern Small Nu values indicate surface-controlled 
growth (dc/dz ^ 0), while large Nu values indicate 
diffusion lllllllcd growth (c(0) ^Ceq) 
The constant Ρ in (4) can be determined b> apply­
ing boundary condition (2b) and using first order 
perturbation calculus As a result of this calculus one 
finds 
p = _ ΜΓωΙ/Ι) { 6 ) 
k
n
 sinh ωδ + £>ω cosh ωδ 
For the next step in the stability analysis we calculate 
the local growth rate in order to determine whether 
the amplitude of the perturbation will grow or decay 
with lime The local growth rate 
V(,x)= P + fde'dOsmux (7) 
where V is the growth rate for a flat interface, can be 
readily obtained from the local Πιιχ7(χ) according to 
V(x) = -{MIPlf)J(x) (8) 
M and ρ are the molecular weight and the specific 
density of the deposited solid material and N is the 
Avogadro number The flux J(x) follows from the 
concentration field (4) and the right hand member of 
(2b), which combined with (6), (7) and (8) yields 
de M 
-
r
 = c—-Ατ,,Οω 
df βΝ 
{A - Γω ) cosh ωδ 
*[> sinh ωδ + Οω cosh ωδ (9) 
This expression is converted into eq (15a) of Shew-
mons paper [11] for infinite δ From (9) it follows 
that the perturbation amplitude e evolves with time 
as 
e = e 0cxp|/(cj)f] (10) 
where the stability function/(ω) is introduced as 
(A - Γω2) 
Nu(ianli ωδ)/ωδ ( И ) 
Whether the amplitude of the surface perturbation 
will grow or decay depends on the sign of the stabil­
ity function (cf eq (10)) If Λω) > 0 the amplitude 
will grow, while if Д о ) < 0 it will decay 
The sign of the stability function /(ω) is deter­
mined by the difference A - Γω2 in the numerator 
of expression (11) The term Γω2 arises from capillar 
ity and has always a stabilizing influence, while the 
concentration gradient A in the boundary layer 
always causes instability Typical plots of Дш) as a 
function of the spatial frequency on a log scale are 
shown in fig 1 The maximum in До;) is found at 
ω = ω „ „ 
A critical frequency ω 0 exisits for which the 
stability function Λω) Ла5 a zero point From expres­
sion (11) it follows that 
ωο = (/1/Γ)"2 (12) 
The concentration gradient A is related, by way of 
the flux J, to the growth rate V, hence the following 
relations of the critical frequency ω 0 and the related 
critical wavelength λ 0 
ω 0 = (ΚρΛ,ΟΛίΓ)1/2, 
λ0 = 2ιτ(ΟΛ/Γ/ΡρΛ')ι/2, 
(13a) 
(13b) 
clearly show their dependence on growth rate (V). 
diffusivity (D) and capillarity constant (Γ) 
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I Iß 1 Stability runction-fTtqucncy curves for the deposi 
lion of polycrvstallmc silicon with the Nussclt number as 
parameter The values of the process parameters arc as given 
in the tc\t 
3 Discussion 
Fourier Iransformalion of an arbitrary non periodic 
perturbation of a flat interface yields a continuous 
frequency spectrum The amplitude of each wave 
may either increase or decrease depending on the 
sign of the stability function Дш) for the particular 
frequency Since both A and Г have finite values it 
can be concluded from expression (11) and fig 1 that 
waves always exist which will have the tendency to 
grow, viz those with frequencies ω < ωο Trom this 
we conclude that the in'erface during CVD in an iso 
thermal environment is essentially unstable 
The deposition processes of polycrystallinc silicon 
by the reduction of SiHCli by H^ has been selected 
to test the results of the stability analyses Though 
the experiments were carried out under non iso­
thermal conditions, the relatively simple expressions 
of the isothermal case will be used here, since as is 
shown m part II the necessary correction factor for the 
stabihtv function values is less than three 
The grain si/e of our greyish polycrystalline Si was 
of the order of a few tenths of a micron [16] The 
roughness of the layers resulting from the grain size 
was of the same order of magnitude since the grains 
will be bounded by randomly distributed facets Tins 
roughness corresponds to an inherent ficquency 
"grain*" Ό c m - 1 Because the relevant frequency 
r a n g e i b ^ l O ' 10 scm 'jas far as morphology iscon 
cerned (see fig 1) is smaller than ω
νύ%„ the material 
can in this respect be considered as isotropic and the 
surface is smooth on a scale of 2T¡(±¡m¡¡% In order to 
make a numerical estimate of the stability function 
for the deposition of polycrystallinc silicon the fol 
lowing values of the parameters [2) are used p-
2 33g/cm3 Λ/=28, υ
η 1 = 2 X I O "
2 1
 cm
3
 7 S | = 
500erg/cm3 [17) Сь = 5 Х І 0 1 6 с т 3 с?
ч
 = 5Х 
10 I S c m " 3 [18], δ = 0 3 cm, Τ= 1500 Κ, and ί> = 
3cm2/scc [19 20] 
By substitution in (3b) the capillar constant I is 
found to be V = 2 X 10е cm 2 The value of the enti 
cal frequency ω 0 depends on the growth rate (cf eq 
(13a)), which can be chosen experimentally In table 
1 the critical frequencies and the corresponding enti 
cal wavelengths arc listed for a number of deposition 
rates of polycrystallinc silicon The data illustrate 
that an increase in growth rate results in a decreased 
critical wavelength Moreover λ0 appears to be much 
smaller than the boundary layer thickness, which may 
be considered as a justification for the use of bound 
any condition (2a) 
Mullms [15] studied the change of surtace shape 
а о by surface diffusion during annealing These 
effects on geometrical changes are negligibly small 
compared to the effects discussed in this paper and so 
may be ignored 
It depends on the relaxation time - whether a 
change in morpholog\ from a Hat to a rough interface 
will be observed experimentally This τ follows from 
expression (10) 
τ = Ι / / ( ω ) (14) 
From expressions (11) and (14) it is clear that the 
Tabic 1 
Calculated Ultlcal frequencies (ωρ) and critical ujvckn(_ths 
(λ0) for a ranj-L of growth rate values ol pol>cT>sulhnc sili 
con с f expressions < 1 За) and (libi 
— 1 
( р т / т ш ) 
001 
0 1 
1 0 
100 
w 0 
(em ' ) 
1 IO 3 
3 IO3 
1 IO 4 
3 IO 4 
*0 
Імпі) 
60 
19 
6 
2 
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relaxation lime depends on the characteristic Nusselt 
number In table 2 the relaxation times for a range of 
experimental conditions are listed The shortest 
relaxation time of the spectrum (14) is the interest-
ing one 1 he frequency for which /{ω) has ils maxi­
mum value cannot be calculated analytically We 
therefore have listed relaxation times (τ) for ω = IO3 
cm ' It is clear Irom Tig 1 that /Τω) approaches its 
maximum value for this frequency 
In our laboratory unstable growth during the 
deposition of thick polycryslalline silicon layers from 
SiHCI} and from S1II2CI2 has been observed in the 
case of dil fusion-limited processes hence for Nu > 1 
These layers (250 ^m thick) were deposited in about 
10 mm Thus only surface waves with relaxation 
times much shorter than 30 mm should exhibit un 
stable growth during these experiments 
According to the calculated relaxation times (table 
2) unstable growth is expected under these conditions 
when the Nu number exceeds unity, which agrees 
with the cxpernncnlal observations 
( ross sections of thick polycrystallmc Si layers are 
displayed m figs 6 and 8 of a previous paper [2] 
Inctcasmg roughness of the interface during growth is 
observed Though (he interface structure of fig 6 is 
not purely smussoidally the dominant wavelength 
may be lound from the mean distance between two 
ripples This distance amounts roughly to 20 μηι, 
which corresponds to a spatial frequency of 3 Χ 10 3 
cm
 l
 (the grooves in the sample were 35 jum deep) 
This Irequcncy is in good agreement with the theory, 
silice the frequency of the most rapidly growing 
harmonic is about lO'cm ' (cf fig I) 
Τ ML 1 
( i k u l i u d r d i x i l i n n nines l o r t h c deposit ion of p o l y t n s u l 
line siliLtm lor j rin-L ol Nu nunibcrs lisina L s p r c s i o n (14) 
Irom I ν 1 π ipp k irs Mill lor ω = I O
3
 c m
- 1
 tile sljbilit> 
l i m u i o n RJ1I11.S i s і п і м ш і ш jnd Illcrclorc Ihc listed τ 
ν ducs ire MK niimin il г е і а х л ю п times 
N11 Kelasjt ion time (set ) 
10 2 IX H ) 7 
111 ' 1X11) ' · 
10° 6 X 11) ' 
111' 3 X 1 ( ) 2 
III 2 4 x K)1 
III ' IX i n ' 
The evaluation of experimental observations on 
morphology of vapour deposited layers as published 
in the literature must in general be qualitative, since 
the growth conditions are often given m such a way 
that an accurate estimation of the Nusselt number is 
not possible So the evidence can only be used to find 
trends in the magnitude of the instability 
Chu et al [21] Smeltzer [22] and Runyan et 
al [23] have reported on this layer morphology 
Their work has been discussed elsewhere [24] and 
therefore we only will mention here the conclusions 
It was found that growth changed from stable into 
unstable when the Nusselt number was increased suf 
fkiemly In many deposition processes the input con 
ccntration of the reactive component is much lower 
than given above (10 1 S versus 5 X 1 0 І 6 с п Г 3 ) Con­
sequently, the relaxation times for this thin film 
growth are up to 50 times larger than the τ values of 
table 2 In thin film growth, therefore, where the 
deposition times are of the order of minutes, unstable 
growth should not occur, not even at very high Nu 
numbers This explains why, e g , the growth of 
smooth epitaxial layers can be realized notwithstand­
ing the fact that the process is basically unstable 
The stability theory here developed for vapour 
growth is also applicable to gas phase etching, since 
both processes are essentially similar as far as mass 
transport is concerned only the mass flux is reversed 
The concentration gradient A is now a negative quan­
tity and from expression (11) it is clear that the 
stability function /(ω) is negative for any frequency 
(see fig 2) This means that gas phase etching, under 
the assumptions of the theory, is essentially a stable 
process [25] 
As the gas phase transport favours enhancement of 
surface protrusions during vapour growth because A 
is positive, during etching, where A is negative, the 
same transport phenomenon favours levelling Since 
capillarity additionally favours the reduction of sur­
face irregularities during gas phase etching, both 
phenomena co operate 
It must be stressed that this conclusion strictly 
holds for vapour etching of non-crystalline materials, 
because of the assumption of an isotropic etch rate 
Etching of monocrystalline materials especially in 
the surface-controlled mode, is complicated by facet 
formation [26,27], which is the origin of the occur 
rence of pitted surfaces [28] m etching experiments 
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f [« ) 
0 
- .00) 
-.004 
^ \ 
0 1 2 3 1 5 6 
log ω 
1 ip 2 Stability function -frcqucm.y curve for cti-hint: of 
polycrystdllme silicon, Nu=l , £?
eq = 5 x IO
1 6
 cm"
3
 and 
q, = 5 x 10' 5 c m - 3 
The same restriclion must be made with respect 
to monocrystallme growth However, the theory 
might be applied if the surface tension and the mass 
transfer coefficient are approximately isotropic This 
can be realized when the interface orientation 
deviates sufficiently from low index planes or at large 
supersaturations A further analysis which includes 
anisotropic surface parameters is under study 
Appendix 
In the case where the wavelength of the perturba­
tion is small, the boundary layer thickness will be un­
affected by the surface harmonic However, if λ > δ 
it is to be expected that the edge of the boundary 
layer will be perturbed with the same frequency as 
that of the interface shape The amplitude of the 
modulation will be proportional t o e The edge of the 
boundary layer must then be represented by 
z(x) = S + Ce sin ωχ ( A I ) 
where ξ is a damping factor, which depends on the 
wavelength 2π/ω A detailed study of gas dynamics 
should be able to reveal the dependence of £ on the 
gas velocity profile in the boundary layer and the 
physical parameters viscosity and density of the gas 
bor the moment, however, we propose arbitrarily 
that ξ varies exponentially with ω and that the 
modulation becomes effective for, δ « λ , hence 
ί = οχρ(-ωδ/2π) (Λ 2) 
ξ varies from zero for δ/λ > 1 to unity for small 
δ/λ <ί 1 Boundary condition (2a) now reads 
lorz(jr) = 6 + Çesm(ajjr), C(JC, г) = с
ь
 (Л 1) 
The stability function Дш) derived along the same 
lines, subject to boundary conditions (A 3) and (2b), 
is found to be 
wk
n
D[(A Γω 2 Ηο5ΐ ιωδ AU M 
j[cj)— — (A4) 
^І) sinli ωδ + Dui cosh ωδ p,V 
For small ωδ expression (A 4) is converted into 
„
 ч
 M , A(\ - f ) 
^ - р Л ? * » i T Ñ u " < А , > 
Since ξ « 1 if λ > δ the stability function approxi­
mates /ero in this range A typical plot of the stabil 
ity function Дш) of expression (A 4) is given in fig 3, 
where it is seen that Да>) is zero for frequencies 
roughly up to 2n/S Consequently, this range of fre­
quencies need not to be taken into account m the 
f l u ) 
1.2 
ΐζζ 
log ь 
I ip 3 Stability function frequency tun-cs for Nu = 1 U) 
usinp expression (17) (b) usmp expression (A4) The same 
set paidmetcrs as m the te\t lus bien inserted 
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stability consideration because the amplitude of 
these waves will neither grow nor decay with time 
List of symbols 
Concentration gradient 
Concentration 
Bulk concentration 
1-quilibrium concentration al a flat and 
curved interface respectively 
Gas phase diffusivity 
Stability function 
Mass flux 
Boltzimnn's constant 
Mass transfer coefficient 
Molecular weight 
Avogadro number 
Nusselt number 
Radius of interface curvature 
Absolute temperature 
Tunc 
Growth rate for a flat interface 
Local growth rate 
Molar volume 
Horizontal and vertical coordinate 
Surface energy 
Capillarity constant 
Amplitude of an interface wave 
Wavelength 
Critical wavelength 
Spatial frequency 
Critical frequency 
Spcciik density 
Damping factor 
Relaxation time 
ι
0
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D 
Λω) 
J 
к 
*ι> 
M 
V 
Nu 
г 
Τ 
ι 
V 
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A first-order morphological 4tabllltv analysis for chemical vapour deposition (C VI» m non isotfurmal processes is prcstntcd 
It is shown that the essential instability as tound in isothermal С VD is qualitatively not alteeted by the presence of a tliermal 
gradient in the stagnant boundary layer 
I Introduction 
The previous paper [1] showed that isothermal 
chemical vapour deposition processes arc essentially 
unstable within linear approximation Associated 
time constants however can be loneer than practical 
deposition times by an order of magnitude or more 
which explains why unstable growth is not always ob 
served experimentally 
This paper deals with non isothermal CVD pro 
cesses which proceed at relatively high temperatures 
It will be shown that qualitatitch the presence of a 
thermal gradient in the gas phase will neither change 
the essential instability of the mass transport mecha 
nism nor the stahili/ing influence of the surface free 
energy The quantitative mathematical treatment of 
linear morphological stability theory however is 
much more complicated by the temperature depen 
dencc of the gas phase diffusion coefficient 
An analytical description of combined momen 
turn mass and heat transport in open tube horizontal 
reactors is very complicated Uptill now a number of 
models has been developed [2] Among these (he 
revised version [3] of the stagnant boundary layer 
model published by Evcrsteijn et al [4] has been 
selected as a basis for the linear perturbation theory 
of non isothermal CVD In this model it is assumed 
that a stagnant boundary layer separates the gas-
solid interface from the convective bulk gas flow 
* Temporary at Sipncties Research and Development Depart 
ment Sunnyvale С allfornia 940B6 LSA 
Mass transport by diffusion lakes place across this 
thermal boundary layer by which к is implicitly 
assumed that the diffusion and thermal boundary 
layers coincide This has been verified experimentally 
by Ban [5] 
2 Theory 
To simpufy the mathematical treatment some 
additional assumptions arc required besides the six 
assumptions (i \i) made in the previous paper 
(ι) In correspondence with experimental observations 
(6 7] the temperature gradient in the stagnant bound 
ary layer [4| is assumed to be constant which means 
that the temperature profile is linear 
(il) hor mathematical convenience the gas phase dif 
fusion coefficient is assumed to be quadratically 
dependent on the absolute temperature although 
theory and experiments indicale a somewhat smaller 
temperature dependence [4] 
(ill) The suri ace reaction is assumed to take place on 
an isothermal surlace This assumption is justified 
because of the relatively large thermal conductivity of 
the solid and the levelling effect of radiation 
(iv) The deposition proceeds in an open lube reactor 
so the total gas pressure is I aim 
2 / Heat ( omluc turn m ilu gas phase 
The differential equation in the steady state for 
the temperature field in a rectangular coordinate sys 
tem X7 where the A1 axis coincides with the gas 
371 
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solid interface, the positive Z-axis pointing into the 
gas phase, reads 
div(\gradr) = 0, (1) 
where λ is the heat conductivity of the carrier gas and 
Fi s the temperature If the assumption ofa tempera­
ture independent λ is made, the temperature field 
7"0(z) in the case ol a flat interface can be written as 
7'0(г) = 7 ' , - ( Г , - Г ь ) г / 8 , (2) 
where δ is the thickness of the stagnant boundary 
layer [4 | , Γ, the surface temperature and Th the tem­
perature at the stagnant layer edge 
Гог an infinitesimal small perturbed interface 
z = fsinwjir. (3) 
where e is the amplitude and ω the spatial frequency 
of the periodic perturbation, the two-dimensional dif­
ferential équation (I) should be solved subject to the 
boundary conditions 
T=TS at z = esinujr, (4) 
7-=rh at z = » (5) 
The solution can be written as the superposition ot 
the unperturbed temperature field (2) and a perturba-
tion proportional to the surface perturbation 
71(τ.ζ) = Γο(ζ) + 0(Γ)θ5ΐηωΛ· (6) 
The function 0(:) can be determined by substituting 
(6) in (1) and solving with the aid of boundary con­
ditions (4) and (5) This yields, using first-order cal­
culus 
fl<;> 
Δ7" sinh ω( ί ζ) 
h sinh ωδ 
(7) 
where Λ7 is the temperature difference Т Th over 
the boundary layer 
2 2 Dif/iimc'inas^ transport and i hemical surface 
rcat turn 
The diflercntial equation governing diffusive mass 
transport in the gas phase when transient effects and 
thermal diffusion arc disregarded [H] reads 
div((/?,47-)gradp) = 0. (8) 
where ρ is the partial vapour pressure of the reactive 
compound, D its diffusivity and к Bollzmann's con­
stant Inserting m eq (8) the temperature dependence 
of the diffusivity 
ο = ΰ 0 ( 7 · / 3 0 0 ) 2 , (9) 
where D 0 is the diffusivity at room temperature, 
yields 
а\ч{Т grad p) = 0 (10) 
The boundary conditions for the mass diffusion prob­
lem are 
•\p 
ρ = Pb at ζ = δ 
Pcq] = 7 ^ r g r a d p η at ζ = e sin ω * , (11) 
(12) 
where k
a
 is the mass transfer coefficient and я the 
unit normal vector to the interface The equilibrium 
vapour pressure р'щ for arbitrarily shaped surfaces 
reads 
PL4=PÜq 0 » M·,, (13) 
where /?!?q is the equilibrium vapour pressure for a flat 
interface, Г the capillarity constant and r the radius 
of curvature of the interface 
The unperturbed, one-dimensional solution po( z) 
of equation (10), can be found as 
Po(z)= -A\n[T0{i)ITt]+B, (14) 
where the constants A and В are determined from the 
boundary conditions (11) and (12) 
CVD p b - p% (15) 
(16) 
1 + CVD 1П(7УГЬ) 
Рь + CVDpä, 
1 +CVD 
Mere the dimensionless CVD number [9] appears 
С О = М 7 У Д Г ) 1 П ( 7 У Г
Ь
) , (17) 
which corrects the Nu number for mass transport for 
the temperature difference ΔΤ", since in the number 
itself Nu = kfíb/D for i p and Ds the values at the sur-
face temperature must be inserted It can easily be 
shown that the CVD number (17) approaches the Nu 
number in the limiting case of vanishing temperature 
difference ΔΤ 
The CVD number characterizes the stale of the 
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non-isothermal mass transpurt and plays the same 
role as the Nu number in the isothermal case For 
very small CVD values the partial pressure ρ becomes 
independent of Τ and thus also independent of the 
coordinate 2, since the constant A (IS) approaches 
zero as the CVD number approaches zero (surface-
controlled growth) At very large CVD values the 
partial pressure at the surface р(Т
ъ
) approaches the 
equilibrium pressure p^, (diffusion limited growth), 
which follows from (14)- (17) after some algebraical 
manipulation 
The vapour pressure field in the two-dimensional 
case is again assumed to be modulated as the result 
of the surface perturbation The solution of eq (10) 
is then written as 
p(x, z) = p0(z) + Π(ζ) с sin tjx. (18) 
Now the perturbed temperature field (6) and pres­
sure field (18) can be inserted in the differential equa 
tion (10), which yields an equation for the function 
Π(ζ), since T0(z), 0(z) and Po(z) a r e known func­
tions 
(19) 
It is convenient to change the independent variable ζ 
into the unperturbed temperature 7Ό Lq (19) then 
becomes 
d2n 
d ? + 
dfl 
~dz 
d7-0 
dz 
dz 
dll 
dz 
- β 
Т0с 
d2Po 
Tzr 
d 2 n 1 dll 
- U ' l l ^ T O ) , (20) 
where β = ωδ/Δ7" and 
НУ.'о) --+2 ~Γ~ 
l g Ù 
v ¡β cosh [ΑΤΌ - T"b)l smh[0(7O - r b ) ] ] 
smh(ßAT) T0 smh(ßAT) (20 
The general solution of the modified Bessel equation 
(20) reads 
ΙΙ(Γο) = Ρ /oWTo) + б Κ0(βΤ0) + ν(7Ό), (22) 
where / and Κ are modified Bessel functions, its sub­
scripts denoting the order With the help of Hankel 
transforms [10] or Lagrange's method of variation of 
constants the particular solution .»(TO) is found to 
be 
Г
0 
AT0)°-KMT0)J Tg(r)l0Wr)dT 
Гь 
-WW f Tg<r)K0(ßT)dT 
To 
(23) 
The constants Ρ and Q in (22) are determined by the 
boundary conditions (11) and (12) to be 
Q = 
c/
o
(07b) + fl>(Tb) 
b k
n
 + a D
s
a) 
where 
a = ІМТъЖтд + 'itfTO KoißTb), 
b = WTJ K0(ßTb) - WTb) K0(ßT%), 
Γ Λ ΔΤ 
+ ΛΓ,Γω2 - (Т
ъ
)\ 
AT , D
s
 у- y\T,ì 
(24) 
(2'i) 
(26) 
(27) 
v'(7") indicates differentiation of the function ν to its 
argument 
The first order perturbation of the mass flux 
' ' ~ kT
s
 δ 
X [ Я}/|(0Т-,) + <?0А',(0Л)-і ' '(П)]е5іпшг. 
(28) 
and the perturbation of the local growth rate, 
^ = (de/d/)sinajAr, (29) 
are directly related by 
V = (-MlpN)l, (30) 
where M and ρ are molecular weight and specific 
density of the deposited material and Λ' is Avogadro's 
number The amplitude e of the surface perturbation 
will thus show an exponential time dependence since 
its time derivative is proportional to the amplitude 
itself 
f = eo εχρΙΛω) / ] , e 0 = amplitude at t = 0 (31) 
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From expressions (28)-(30) the stability function 
Дш) is obtained as 
Λω) 
--ßae- кпИТъЩ 
- v'(7-
s
) (32) 
The terms in expression (32) containing the particular 
solution represent the influence of the gas phase tem­
perature modulation on the diffusive mass transport 
For, if 0(z) = 0 [eq (7)] the Besscl equation (19) is 
homogeneous and thus ν and y' in (32) vanish In 
order to analyse this influence it is useful to separate 
in eq (32) the terms containing ι 
/ М =** п ^М^/Г 1 в -*7-,Г«Ч 
P'V " * Г , І Ысп+вО,из 
+ ыа (Гч) -ATb)\Ts)IB ATy^VST, 
6*ιι + <7£)5ω 
(33) 
Fig 1 shows the result of this analysis a typical 
stability function is depicted with and without the 
temperature modulation influence It clearly shows 
that the effect is of no importance for higher spatial 
frequencies, which can also be proved from expres­
sion (33), using (23) (27) The difference for lower 
frequencies is of more importance, an approximation 
for the relative correction (Λ) in this frequency range 
is derived in the appendix which shows that the 
influence of gas phase temperature modulation on the 
diffusive mass transport increases for growing tempe­
rature difference ΔΤ" From cqs (6) and (7) it follows 
that for not to small ші the modulation in the tem­
perature field decreases with г as 
9(г) = (ДГ/«)сехр(-шг) (34) 
Hence, the main effect of this modulation onto the 
diffusion process is limited within a layer of thickness 
λ/2π This explains why the correction of the stabil­
ity function (fig 1) increases with decreasing spatial 
frequency 
It should be noted that the frequency range where 
the temperature modulation influences the stability 
function noticeably corresponds to wavelengths of 
the order of magnitude as the stagnant layer thick­
ness In this range the model is less valid since the up­
per boundary layer edge will be influenced by the 
io 
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Plijsiul pjrjfiiLtcrs of the deposition process of polycryslaf 
hue silicon from SJIICII in llj .ire inserted into the expres­
sions Δ Γ - 5 0 0 Κ 7",= 1500 к N u - 1 I - 2 X 10 в ілп - 2 , 
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^ 
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^ 
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1 iß 2 Stability function versus frequency curves for the 
deposition of poly cry stalline silicon with the temperature 
difference o\cr the boundary layer Δ7*= 7"S - T^ as param 
eter 7*5 = 1500 К and Nu = 1 The process parameters are as 
given in part 1(1] 
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interface perturbation This effect causes a decrease 
m stability function values, as is pointed out in ref 
[1] 
In conclusion we may say that the stability fune 
tion for non-isothermal CVD is sufficiently accurate 
given by the first term of cq (33) This form is more 
complicated than the equivalent isothermal expres 
Sion [see eq (11) of the previous paper), but the 
relevant Besscl functions are well tabulated [11] and 
are often available as standard functions in scientific 
computers 
The qualitative form of the non-isothermal stabil 
ity function (32) does not differ appreciably form 
the isothermal one, as is shown in fig 2, where stabil 
ity functions Дш) are plotted for different tempera 
ture differences over the boundary layer logethcr 
with the isothermal stability function, which is of 
course the limiting function for vanishing tempera 
ture difference 
An approximation of expression (33) for the tech 
nologically relevant frequency range, where λ < δ is 
obtained by using approximations for large arguments 
of the Bessel functions [ 12] This yields 
pN "Li +CVD kTJ J 
3 Discussion 
As already mentioned, there are no major differ 
enees between isothermal and non-isothermal stabil­
ity functions Quantitative differences arc shown in 
table 1, where relaxation times (i e inverse values ot 
the stability function) are calculated for isothermal 
and non-isothermal conditions Over a wide range of 
experimental conditions (Nu = IO - 2 -IO 3 ) relaxation 
limes at a temperature difference of 500°C are larger 
than isothermal relaxation times by a factor of two or 
less From fig 2 it can be seen that for actual tempe­
rature differences between 500 and 1000oC quantita­
tive differences are generally not larger than a factor 
of three The critical frequency, where the stability 
function becomes negative, shifts less than a factor of 
two 
This effect may be explained on the following 
physical basis The essential difference between iso­
thermal (Tb = Тъ) and non isothermal C.VD (Гь < Т ) 
Tabic 1 
CjlLUlatcd relaxation t imes for the deposit ion оГроІ>і.гуяІа1-
hnc silicon for a range Ol Nu numbers process parameters arc 
aspivcn in part t 
Nn Relaxation time (sec) 
ω = IO 3 c m - ' ω - 1 0 " c m " 1 
I O " 2 
ю-
1 
10° 
io' 
IO2 
IO3 
S X IO 7 
5 χ IO' 
1 X IO 4 
6 X IO 2 
Я X IO1 
2 X IO' 
thermal 
3 x IO 7 
3 X IO 5 
6 χ IO 3 
3 X 1 0 2 
4 X 1 0 ' 
1 X IO 2 
. 
7 X 1 0 s 
1 X IO 4 
6 X IO 2 
6 X IO1 
8 X 1(1° 
thermal 
4 Χ ΙΟ' 
6 x io3 
3 Χ IO 2 
3X i n ' 
4 χ 11)0 
affects solely the gas phase diffusion in the sequence 
of mass transport steps and will therefore be most 
dominant it the process is diffusion limited Decreas­
ing 7Ί,, with constant T", and δ, results in a lower con­
centration gradient From eqs (1 1), (14) and (15) it 
follows that, when Pt,>pl:4 and Nu > I, the non-iso­
thermal mass gradient with respect to the isothermal 
gradient is changed by a factor of 
7-b(7-,-7-h)/[7\2ln(7-,/7b)] 
Since the value of the stability function for ω = IO3 
cm
- 1
, where Ρω 2 < A, is proportional to the concen­
tration gradient (cf cq (5) of part 1) it will change 
by this factor For 7", = 1500 К and 7"b = 1000 K, this 
gives a factor of about 0 55, which shifts the maxi­
mum of the stability curve in to the right direction 
This rough correction is a little larger than the 
detailed cjlculations indicate (fig 2) 
Non-isothermal deposition processes ( Δ 7 ' > 0 ) are 
thus always in favour of isothermal ones as far as 
morphological stability is concerned, but the appar­
ent advantage is cancelled by a lower growth rate 
It must be stressed that within the assumptions 
of the model, the essential instability cannot be 
changed by increasing the (negative) gas phase tem­
perature gradient This may be shown by the follow­
ing reasoning Due to the constant surface tempera­
ture assumption the present perturbation analysis for 
CVD has become a special case of the Mullins and 
Sekcrka treatment [ 13), in which now the sum of the 
conductivity weighted temperature gradients C + C' 
8e; 
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in both pluses is negligibly smjl l * 
In llie Mullins j n d Sekerka theory the local growth 
rate is moduldled due to Ihc variation of the interlace 
(cmpcralurc This stabilizing сГГесі ( for a positive 
temperature gradient in the l iquid) together with 
capillarity competes with the destabilizing prefcren 
tial mass transport towards interface protrusions as is 
evidenced in their stability function δ/δ in which the 
numerator consists ol three terms F o r C V D as a con 
sequence of assumption (in) the second term in δ'δ 
vanishes and also Mullins criterion for absolute stabil 
i ty cannot be ful l l i l led for reasonable conccnlrotion 
gradient values Hence (he т а м т ш п of the stability 
function (12) may approach /ero for sulficientlv 
large Λ/ but H never becomes negative within the 
assumptions of the model 
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Appendix 
The relative influence Δ of the temperature 
modulation on the diffusive mass transport is given 
by the quotient of the second and the lirst term 
within braces in expression (33) this yields 
ω β ι ί Λ ) Δ7-Λι'(7-,)δ Δ7 ι(7·|,)'Γ4δ Δ = (Λ Ι ) 
ωαΛ Δ 7 7",,δ 
where a leni i A7'sl ω
2
 in the denominator is omitted 
since onl\ a low frequency approximation is sought 
With help of the l imit ing value of ç(7"o) lor vanish 
mg laquency 
Inn ¡¿Т^^ЛТъЪТІ (A 2) 
and usine the approximation of Ihc Bcsscl functions 
^ I or ( V I ) processes ( λ 4 η | ^ λ « ^ ) procccctin Ί Ι l i i r h sub 
s t r i l e l u n p c л и г е where ll ie heal l l u s due to (he chemi 
e j l reaction m ly be lunored Wil l i respeel 10 the heat Лич in 
the solid (λ//, ,) llie term f» + G is of the order o l the 
therm il radient in the solid which is псеІі?іЬІ\ small 
for small arguments [ 111 the values of the particular 
solution і ( Г
ь
) ι (Γ, ) and i 'íTs) in ( A l ) can be 
approximated as 
і(7-ь) 
'In 07· 
Λ ΓΔΓ 7 "
Ч 
ύΤ 
in зт; 
i(7-4)-^ 7-hln07-s f t ^ - l t - ^ ^ s 
Tb 
δ Γ, 
Т І - „ M W
 ί τ
^ - Ί Δ 7 · 
' ^ - %„(07-,) , (n)^rí 
Together with the limiting values 
hm u a -
w i - 0 δ75, 
and 
lim b = Ιη(Γ,;7Ί,) 
ωβ о 
( A l ) 
(Λ 4) 
( A S ) 
(A 6) 
(A 7) 
the relative temperature modulation influence (A 1) 
at low spatial frequencies can be approximated as 
Л = ( Г
ь
Л Г ) І п ( 7
ч
, 7 -
ь
) I (A 8) 
Table 2 shows some values of the relative correction 
(A 8) for a few practical temperatures the tempera 
turc modulation correction is about 45^? for a very 
large temperature difference ol 1000 К but decreases 
rapidly for smaller temperature differences 
Table 2 
Reíanse correct ion (Δ) due lo the t e m p e n t u r e modulat ion 
i h u t lor low trcqucnucs prneess p i r j i n e t e r s lor the depo 
situ η ul polvere si i l l im sduon I rom S i i t e l i are j s ^iven m 
part t Su I 
Г
ч
( к ) 7"ь(К) 
150(1 
1500 
I 500 
150(1 
1500 
1500 
500 
750 
1000 
1250 
1400 
1500 
0 45 
011 
0 19 
0 09 
0 03 
0 
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MORPHOLOGICAL-STABILITY ANALYSIS OF 
GROWTH FROM THE VAPOUR 
by С H. J. van den BREKEL 
Abstract 
Morphological stability of vapour growth processes has been studied 
by means of a first-order perturbation analysis. A criterion for absolutely 
stable growth is given. From this criterion, experimental data can be 
analysed and a conclusive test of the stability theory can be made. 
1. Introduction 
Studies on the morphological stability of chemical vapour-deposition (CVD) 
processes have been published recently ^ 2 ) . It was found that the growth of 
CVD layers is essentially unstable. Relevant time constants, however, are often 
much longer than practical times of experiments, which explains why an appar­
ent stability is observed. 
The analysis given in a previous study (ref. 2) rested upon the assumption 
that the temperature of the perturbed interface during deposition is uniform. 
This assumption was reasoned from three arguments: (1) the relatively high 
heat conductivity of the solid, (2) the fact that the reaction heat flux is small 
as compared to the heat flux in the system and (3) the fact that the radiation 
of heat levels out possible differences in temperature. The two latter premises, 
however, do not apply for CVD processes carried out at low interface tem­
peratures. In that case the constant interface temperature assumption may cer­
tainly not be made a priori. 
In this paper we therefore develop a first-order perturbation stability analysis 
in which the coupling between heat and mass transport is taken into account. 
The result obtained will be compared with the stability analysis of the solidifica­
tion of binary alloys developed by Mullins and Sekcrka 3 ) , hereafter referred 
to as MS treatment. 
1.1. First-order perturbation analysis 
Mass transport of reactive compound ЛВ in vapour growth processes is 
assumed to take place by diffusion over a boundary layer of thickness δ and 
by mass transfer at the substrate interface 4 · 5 ) . This boundary layer coincides 
with the thermal and the stagnant momentum boundary layers 6 ) . Further, 
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the same assumptions as made in a previous paper 2) are made here vi? no 
homogeneous gas-phase decomposition of compound AB, negligibly small 
interface velocity as compared to the diffusion rale, the surface parameters 
are isotropic and the surface reaction rate is proportional to the supersaturation 
To avoid unnecessarily complicated expressions the diffusivity is assumed to 
be independent of the gas-phase temperature As shown before 2 ), even for 
relatively large thermal gradients in the gas phase, such an assumption can be 
made without changing the accuracy of the result by more than a factor of 
three 
We consider a rectangular coordinate system Λ'Ζ, where the X axis coincides 
with the gas-solid interface, the positive Ζ axis pointing into the gas phase 
The stagnant boundary layer extends from ζ — 0 to ζ = δ The substrate of 
thickness d is positioned between ζ — 0 and ζ = — d. 
As an arbitrarily perturbed interface can be Fourier analysed, it is sufficient 
to consider a sinusoidally perturbed interface z(/) — f(/) sin ωχ, where the 
parameter t relates to time, ε and «> are the amplitude and spatial frequency 
respectively 
In order to calculate how the perturbations amplitude, e{t), changes with 
time, we must find the velocity of each element of the interface in terms of 
the local thermal and diffusion gradients This requires the determination of 
the thermal and diffusion fields 
The steady-state differential equations for mass transport and heat transport 
read 
V2 с = 0 (la) 
V2 Г
е
 = 0 (lb) 
V2 T
s
 = 0, (1c) 
where с is the concentration of reactive compound AB and Т
я
 and Г, the tem­
peratures in the gas phase and solid phase respectively The set of Laplace 
equations (la) to (1c) must be solved subject to following boundary con­
ditions. 
(1) conservation of mass at the interface ') 
£D (C — c^) = —ƒ·/! , (2a) 
where kD is the mass-transfer coefficient, c<.¿ the equilibrium concentration 
at a curved interface with radius of curvature r, J the mass flux and η the 
unit normal vector which points into the gas phase 
(2) conservation of heat at the interface, 
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AH 
/ я - ( K
e
 V Г, + К, V Г,) л Ь ястГ4, (2Ь) 
Л' 
where ДЯ is the reaction enthalpy per mol (ЛЯ < 0 for an exothermal 
reaction), N the Avogadro number, К the heat conductivity, the sub­
scripts g and s refering to gas and solid phase, a the emission coefficient, 
σ— 1.35ХІ0 - 1 2 cal/K* s cm2 the Stefan-Boltzmann radiation constant 
and Γ the interface temperature; 
(3) continuity of temperature at the interface 
T
s
 (χ,ζ — ε sin o)\) — T
e
 (ν,ζ = ε sin м ); (2с) 
(4) at the upper edge of the stagnant boundary layer we require 
Г, (x,z = Ô) = Tb (2d) 
and 
с (χ,ζ = ò) =• £·„, (2e) 
where Т
ь
 and с
ь
 are the temperature and concentration of the bulk gas; 
(5) at the back-side of the substrate the temperature equals Tl 
T
s
 {x,z - -d) = TV (2f) 
When «(О «c 27i/w, the solutions of the Laplace equations (la) to (1c) can 
be written as the superposition of the unperturbed solution and a perturbation 
term. This yields 
c{xiz) = c0 -\- Gc ζ \- (AQ exp ωζ Bc exp — ωζ) ε sin ωχ (За) 
Τ^ν,ζ) — Τ0 |- Gg ζ -t- (/4g exp ωζ Y 5 g exp — ωζ) ε sin ωχ (3b) 
Γ^ν,ζ) — 7 0 -1- Gs ζ I (/4S exp ωζ + Β% exp —ωζ) ε sin ωχ, (Зс) 
where c0 and Т^ are the interface concentration and temperature respectively 
at a planar interface, G
c
 the concentration gradient, Gt the thermal gradient 
in the gas phase, C
s
 the thermal gradient in the solid phase at an unperturbed 
interface and Л
с
, А
г
, Л
ч
, Л
с
, 5
α
 and 5S are constants. The unperturbed solu­
tions arc linear functions of z. The perturbation terms are proportional to the 
surface perturbation itself. They arc the first-order corrections to the unperturbed 
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fields corresponding to the surface harmonic. The form of eqs (3) may be 
regarded as justified by the self consistant values to be obtained for the sets 
of coefficients A and B. By inspection it can be verified that (3a) to (3c) are 
indeed solutions of (la) to (lb). 
The interface temperature is modulated (cf. expressions (3b) and (3c)); the 
modulation (ΑΓ) is proportional to the interface perturbation: 
ΔΓ = T(x, ε sin ω,γ) — T0 = (Gs + As -| Α,) ε sin ωχ. (4) 
This means that the temperature dependence of k0 and ce^ must be taken 
into account. The mass transfer coefficient A-D is the rate constant of the hetero­
geneous decomposition reaction and varies exponentially with the interface 
temperature Τ 
f Δ£\ 
kD = к0 ехр , (5) \ лгу 
where fc0 is a pre-exponential factor, ΔΕ the apparent activation energy and 
R the gas constant. Expanding expression (5) in a Taylor series around T0 and 
truncating after the first-order term in ε yields 
Δ £ 
к»(Т) = kD(T0) I 1 + — — ΔΓ ). (6) if I + - Δ Λ 
The equilibrium constant, K,,, of the decomposition reaction 
Α Β ^ Α , + Β,, (7) 
(subscripts g and s refer to volatile and solid molecules respectively) is given by 
Δσ 
where AG = AH — T0 AS is the change of the Gibbs free energy and Δ5 the 
entropy change involved with reaction (7). From eq. (8) it follows for a slightly 
varying interface temperature that in first-order approximation the equilibrium 
concentration of AB at the interface is given by 
fl — Δ Λ 
V Л / 
Се,
АВ(П = f , q A B (r 0 ) 1 - —  Γ . (9) 
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Expression (9) has been derived under the assumption that Δ// and AS are 
temperature-independent within the considered temperature range. The equi­
librium concentration, f
cq
r
, at a curved interface depends not only on the 
temperature but also on the interface curvature as given by the Gibbs-Thomson 
equation 7 ) ; hence (the index ΛΒ is now omitted) 
-)(i - Δ Γ Υ (10) 
r J \ ΑΓ( 2 
О 
where c1.q
!n
 is the equilibrium concentration at a planar interface at temperature 
TQ and У1 the capillarity constant. 
The six constants A
c
, A%, A„ Д., 5 g and Bs appearing in eqs (3) can now 
be determined using boundary conditions (2a) to (2f), and eqs (4), (6) and (10). 
The local (lux can then be calculated from the known concentration field eq. 
(3a). The relation 
M 
V = ——J, (11) 
nN 
where V is the local advance rate of the interface, M the molecular weight and 
ρ the specific density of the solid material, combined with 
K = V0 + 'ε sin ωχ, (12) 
where V0 is the constant unperturbed growth rate and è = de/df, yields 
' ο
ω
 . (13) 
IK(tanhωό -f o,o¡Nu)Cc -f / ( # „ G g - K , G S - σ α Τ 0 * ) ] 
where 
К = Kg' + Ks' -|- Kt, (14a) 
4aT0
3 
К
ъ
' = KJtanh cod, K
s
' - KJtanh ωδ. К, = , (14b) 
(15) 
and 
/ = 
АН АЕ 
Nu =• k0 ô/D. (16) 
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Integration of (13) gives *) 
f(t) -
 f(0) exp [ƒ(«) / ] , (17) 
where F(0) is the value of f at time / — 0 and Дт) the stability function as 
explicitely given by the right hand side of eq. (13). 
From eq. (17) it follows that Fourier components whose corresponding /(ω) 
is positive will increase exponentially with time, while those whose corrcspond-
ing/(w) is negative will decay exponentially with time. We will therefore eval­
uate the frequency dependence of the stability function in the next section. 
2. Discussion 
First it should be noted that the present model is only realistic when 
δ > 2π/ω, since otherwise the upper boundary edge will be perturbed (see 
appendix of ref. 1). This means that our result eq. (13) is valid when од » 2-π, 
hence tanh ωό ^ 1 in the relevant frequency range. Because the boundary-
layer thickness is of the order of millimeters, the relevant frequency range is 
ω > 100 c m - 1 . This means that for not too thin substrates (e.g. i/ > 250 μιη) 
also the term tanh o>d can be approximated by unity. Using the definitions 
for the conductivity-weighted temperature gradients 
(18) 
(18b) 
(18c) 
and 
expression (13) 
ε 
ε 
G 
G' 
G' 
is simplified into 
=-" Vo 
- 2G 
(0 — 
.2(1 | 
С 
_ 2 АГ, С, 
_
 К 
_ 2 K
s
 C
s 
К 
ι
 _ 2 ασ V 
_
 К 
2 c
e q * y W 
ο,ο,ΙΝιι) G
c
 -г 
1 
» 
' 
- l {G I 
/ (С - G' 
G') 
-G' '). 
(19) 
The effect of heat radiation on eje, which is absent in the MS treatment, is 
evidenced in two ways: viz. by the factors Af
r
 and G". A finite value of the 
parameter KT, which depends on the spatial frequency of the considered per-
*) d is supposed to be so large that tanh OK/ — I. 
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turbation, contributes to the decrease of the absolute value of the conductivity-
weighted gradients. For most CVD processes, however, this effect is negligibly 
small, since Κ
τ
 is only of importance in К at exceptionally high interface tem­
peratures. The parameter KT becomes of the order of K%, which is the main 
term in K, when Г 0
3
 > o)KJ4aa. So, with A^  = 5 χ I O - 2 cal/K cm2 s and 
a--=0.5 we obtain for the frequency range of interest (ω > IO2 c m - 1 ) 
T0 > 12000 K. 
The parameter G" is of the order of G at substrate temperatures roughly 
above 900 K. (for H 2, Ke «s 5x 10"* cal/K cm2 s and Св ъ IO3 K/cm). The 
effect of G" on stability depends on the sign of /, but since G" only figures 
in the denominator of eq. (19) the effect is small. 
Apart from the radiation term, the expression of eq. (19) for infinite Nu 
number (diffusion-limited growth) shows a striking resemblance with the ôjô 
expression as derived in the MS treatment (see formula 15.43 in ref. 3). Com-
parison reveals that the MS parameters m and TM play the same role and have 
the same dimensions as 1// and ceJl, respectively, for vapour growth. / and 
Ceq00 contain thermodynamical and experimental parameters of the process. 
The characteristic process parameter / (eq. (15)) is the key in the translation 
of the thermal gradient effect into the mass gradient effect. The parameter / 
consists of an equilibrium term, containing the reaction enthalpy difference, 
and a kinetic term, containing the activation energy of the process. Both terms 
are the product of the relevant interface concentration and a Van 't Hoff con-
stant; the reciprocal terms are analogous to such expressions as the ebullioscopic 
constant. The Van 't Hoff constants express the temperature dependence of 
the chemical equilibrium (ò log KJòT) and of the reaction rate (ò log WjòT) 
respectively. The second term of (15) only contributes to / when the deposition 
process is kinetically-controlled, because the supersaturation c0 — Ceq vanishes 
at large Nu numbers. For diffusion-limited growth the equilibrium term 
remains; it is the CVD analog of the liquidus slope (m) in the MS treatment. 
In order to study the frequency dependence of 'ε/ε we first notice that, as 
shown in the appendix, the denominator of 'ε/ε is positive, as it should be 
for physical reasons. For, a negative denominator reverses the sign of the 
capillarity term, which implies that under such circumstances capillarity would 
favour unstable growth. 
Equation (19) shows that έ/ε is composed of three terms: a positive term 
proportional to G
c
, which represents the mass-gradient effect favouring growth 
of the perturbation; a negative term proportional to Γ, which represents the 
capillarity effect favouring decay of the perturbation; and a term proportional 
to / (G + C), which represents the effect of heat transport. 
The mass-gradient effect is present when Γ and G 4 G' vanish. If the de-
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position process is diffusion-limited (Mv > 1) the iso-concentration lines in 
the gas phase follow the interface shape, but they are bunched together above 
the protrusions and rarified above the recessions 4 ) . This results in growth of 
the perturbation amplitude due to preferential supply at protrusions. 
If the deposition process is surface-controlled (Nu < 1), the curvature of 
the iso-concentration lines is reversed. This pattern just compensates for the 
effect of interface geometry on mass transport, in that the interface flux at 
protrusions equals the flux in the deep valleys. In first approximation, therefore, 
the amplitude of the harmonic remains unaffected during growth, which also 
follows from the value of the stability function, since G
c
 approximates zero for 
vanishing Nw. 
The capillarity effect influences the local equilibrium concentration; it de­
creases the supersaturation at protrusions, whereas it increases the super-
saturation in the valleys, which results in a decreasing perturbation amplitude. 
This stabilizing effect originates from the surface tension, which tries to minimize 
the interface surface. 
The size of the thermal gradients term depends on the nature of the surface 
process (AH and Δ£) and on the experimental conditions (Nu), among them 
the sign of (G + G'). The sign of the latter parameter can be chosen arbitrarily 
by the operator. 
Again, two growth modes can be distinguished : diffusion-limited and surface-
controlled growth. Let us first consider a diffusion-limited process, hence 
/ = c
e q AH/RTQ2. When (G + G') is negative (substrate warm with respect to 
the gas phase), the protrusions of the surface harmonic are slightly cooler than 
the valleys. The Van 't Hoff theorem states that when AH > 0 the equilibrium 
concentration in the valleys is slightly lower than at the protrusion. The 
surface amplitude will decay because of the lower growth rate at the protrusions 
as compared to that in the valleys. This conclusion is consistent with the 
negative sign of I (G + G') in eq. (19), which indicates a stabilizing effect. 
When on the other hand the decomposition reaction is exothermal (AH < 0) 
and (G -i- G') is still negative, the protrusions will show enhanced growth, 
because the supersaturation at the cooler peaks is greater than at the hotter 
valleys. This destabilizing effect is evidenced by the positive sign of the / (G -| G') 
term in this case. By the same reasoning a positive G + G' predicts stability 
for endothermal reactions and instability for exothermal reactions. 
We will now briefly discuss the case where the deposition process is not 
purely diffusion-limited. From eq. (15) it follows that, because AE is positive, 
/ is positive in the case of an endothermal reaction, whereas in the case of an 
exothermal reaction the sign of / depends on the supersaturation, thus on the 
value of Nu. In the latter case no general conclusions on stability can be drawn. 
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The sign of ρ/ε is therefore determined by the sign of the numerator of (20). 
Inspection reveals that ε/ε is negative for any frequency, hence the deposition 
process is absolutely stable when 
2 G
c
 < -I (C + G'). (20) 
Criterion (20) is similar to the modified constitutional super cooling stability 
criterion as found in the MS treatment. It should be noted that (G + G') in 
the MS treatment is a positive term, whereas in vapour growth processes it 
may either be positive or negative. 
Condition (20) can in principle be satisfied by reducing G,. sufficiently, 
provided the sign of l(G — G') is negative. Reduction of G
c
 is realized by 
either lowering cb or by decreasing T0, hence the Nu number. Both methods 
affect G
c
 and / in a complex way. It is therefore interesting to investigate 
whether the criterion is fulfilled in an important deposition process: the de­
position of Si from SiHClj in a hydrogen atmosphere. 
2.1. Chemical vapour deposition of silicon 
Since the deposition process of Si at high temperatures (T0 > 1300 K) is 
difTusion-limited, / may be calculated from thermodynamical data. Table I 
gives values of AH, partial pressure and / for T0 = 1400-1600 K. The sum of 
the conductivity-weighted thermal gradients in this temperature range has been 
estimated with the aid of data given by Bloem B) to be G -r G' як —200 K/cm. 
For cb = O.t vol.%, Ò - 0.3 cm and Tb = 1000 К we obtain Gc *** 2.5 X 1016 
c m
- 4
. Thus, for absolute stability / must be larger than 2.5X 1014 c m - 3 K - 2 . 
The calculated / values (table I) are seen to be smaller by seven orders of 
magnitude, which shows that absolute stability is impossible under these con-
TABLE I 
Reaction enthalpies of the decomposition of SiHClj, partial vapour pressures 
of SiHClj and / values valculated using eq. (15) 
Τ Δ # * ) Λα**) / 
(К) (cal/mol) (dyne/cm2) (cm" 3 К " 1 ) 
1400 43815 2.2ХІ0- 4 І .ЗхЮ 7 
1500 43651 7.0ХІ0- 5 3 .4xl0 6 
1600 43490 2.6ХІ0- 5 l.OxlO 6 
*) Calculated from Janaf Tables 1 0 ) 
**) Data given by P. van der Putte il), based on Cl/H - 1.5 χ I O " 2 . 
96 
ditions. This is in agreement with experimental observations ') . Moreover, it 
is clear that the stabilizing thermal gradient cfTect, though present, is negligibly 
small as compared to the destabilizing mass-gradient effect. This shows that 
έ/ε is described accurately enough by the previously given stability function 
expression ') . 
At lower surface temperatures, where the deposition process is kinetically-
controlled, / cannot be approximated by the first term of eq. (15) alone; upon 
decreasing T0 the second term becomes important. The activation energy ΔΕ 
of the deposition process of Si is found to be 40 kcal 9 ) , which roughly equals 
the reaction enthalpy of the reduction of SÌHCI3. Thus, for vanishing Nu, 
(c0 я» cb), / may be approximated by 
Δ £ 
' ^ ь - - - ( 2 1 ) 
RT20 
which, with cb = 0.1 v o l . % a n d r 0 = 1000 K, yields / - 1.5χ 10
14
 cm"
3
 К "
1
. 
The term G — G' at this temperature is estimated 8) to be (G — G') — —60 K/ 
cm. The measurements reported by Kroon 9) give a growth rate K = 0.004 am/ 
min at 7000C, hence with D = 1 cm2/s and using eq 11 we find G
c
 = 3.3 χ 1014 
cm"
4
, which shows that under the given conditions the process could be 
absolutely stable, since the stability condition is satisfied. 
Due to the use of expression (21) the calculated value of / is a rough 
approximation, so it is not certain that the conclusion above is correct for 
TQ - 1000 К. Nevertheless, it will be clear that absolute stability can be realized 
at sufficiently low temperatures, because G
c
 decreases exponentially with Г0, 
while / is proportional to l/7"0
2
. 
In a previous paper l) based on a simpler theory the absence of unstable 
growth in experiments in this temperature range was attributed to an apparent 
stability. This conclusion was justified by the calculated relaxation time, which 
for Nu = 0.1 was found to be 3 x 105 s = 83 hours. A decisive experiment on 
absolute stability should therefore last for more than four days. 
Appendix 
The denominator of the stability function contains a number of materials 
constants and process parameters. Since they can have different values, it 
cannot be reasoned as such that the denominator is always positive. Substitu­
tion of reasonable values, however, shows that in general this is the case. With 
the aid of the zeroest order boundary condition 2 and using the definition of/ 
we obtain for the denominator of eq. (20) 
(AH DT AH ΔΕ Ί / ωδ\] 
I« *b" Sv '•"·'•e-">-ïvi + 1V ^ Г" <AI) 
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The term containing the supersaluration c0 — i c q
a
 depends on the Nu number 
and can be rev\ntlcn using (2a). (II) and (16) After rearrangement expression 
(ΛΙ) is then converted into 
2 1 / 1 - 1 (5 w) — I G
e
, (A2) ' 1 e, 
Nu] 
where 
c* D IH2 Vn Δ//ΛΑ 
A - and В - — : 
2 NK RT0
2
 2 MK RT0
2 
The term A of expression (A2) is usually small with respect to unity This may 
by shown by substitution ot typical values (referring to the deposition of Si 
from SiHClj) D 3 cm2's, К = 5 5 χ IO"2 cal/s К cm2, АН = 4χ ΙΟ4 cal, 
which at T0 „ 500Kandí c q - 0 1 vol % - IO
16
 cm"3, yields A < 1 6 χ IO" 3 
Expression (A2) is positive under difTusion-hmitcd growth conditions 
(/Vw—»- oc and G
c
 > 0), where the last terms vanish For finite values of NM 
the term (B — <>) must be considered in detail, because В is positive or nega­
tive, depending on whether the surface reaction is endothermal (AH > 0) or 
exothermal (AH < 0) 
It is clear that the factor В and thus expression (A2) is positive when AH is 
positive Substitution of typical values for a case where ЛЯ is negative, e g 
ЛЯ-= 4 x l 0 4 cal and К - 1 um/min, Л/ 30, о - 2 g/cm3, АЕ = 4 х IO4 
cal/mol, yields В — 2χ ΙΟ4 Γ0
2
 This shows that even at room temperature 
the factor В may be ignored with respect to w, since the relevant frequency 
range for CVD processes ') compnses ω > IO2 c m - 1 In conclusion we may 
say that the denominator of expression (19) is positive 
Philips Reseauh Laboiatones £mdho\en, January 1978 
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10. INTERFACE MORPHOLOGY IN CHEMICAL VAPOUR DEPOSITION ON 
PROFILED SUBSTRATES 
C.H.J. van den Brekel and A.K. Jansen * 
Philips Research Laboratories, Eindhoven, The Netherlands 
Abstract 
A method for calculating interface development during vapour deposition on 
profiled substrates is presented. Calculation is accomplished by applying the results 
of a first order perturbation calculus of the mass transport system to the Fourier 
components of the original profiled substrate shape. Subsequent synthesis yields 
the new substrate shape. The combined effect of interface geometry and 
experimental conditions on the morphology is discussed with reference to some 
examples. Three growth habits which can be distinguished theoretically, were 
observed experimentally. 
10.1. Introduction 
Chemical vapour deposition processes have been studied extensively and a number 
of models have been published (1). The emphasis in these studies referring to the 
growth on flat substrates is on finding expressions for the growth rate as a function 
of the position in the reactor. Solutions te reduce the thickness spread in the 
reactor have been reported (2). 
Experimental observations of growth on profiled substrates were reported by 
Runyan et al. (3), Chu et al. (4) and Smeltzer (5). A qualitative understanding of 
uniform coverage of profiled substrates was presented recently (6, 7). Steady state 
calculations of mass transport near interface discontinuities revealed that the local 
growth rate can very considerably, depending on the experimental conditions. 
The state of the deposition process is characterized by the Nusselt number for mass 
transport Nu (6,7), which is defined by 
Nu = koô/D 
kp is the mass transfer coefficient, δ is the distance over which the reactive 
compound diffuses and D its gasphase diffusion coefficient. 
It was found that if the process is surface-controlled (Nu -С 1) a homogeneous 
coverage is obtained, while diffusion-limited growth (Nu ^» 1) can give rise to large 
* Temporary at Signetics Research and Development Department, Sunnyvale 
(Ca. 94086), USA. 
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variations in the local growth rate, resulting in an inhomogeneous layer. The larger 
the Nu number the greater the thickness differences will be. 
So far the evolution of the geometrical shape during deposition has not been given. 
The purpose of the present paper is to provide a detailed description of change of 
the interface with time. 
10.2. Theory 
Let us assume that the initial profiled interface shape is represented by the periodic 
function z(x,0) with period ρ where the second variable relates to time. 
When z(x,0) can be Fourier-analysed yielding 
z(jc,0) = ub
o
 + Σ 
n=l 
2ττη 2m 
a„(0)sin x+b
n
(0)cos x\, [I] 
Ρ Ρ 
·]· 
the Fourier coefficients a
n
(0) and b
n
(0) are given by 
2 Ρ 2m 
α
ηΦ) ~ — ƒ z(x >0) s ' n χ d* > 
Ρ ο Ρ 
2 Ρ 2m 
MO) = — ƒ φ:,0) cos χ ùx. [2] 
Ρ ο Ρ 
The evolution of the profiled interface can be found by considering the develop­
ment of each component of the Fourier spectrum [1 ] . 
The evolution of a small sinusoidal interface perturbation during chemical vapour 
deposition was studied in a morphological stability analysis (8,9) and it was found 
that the amplitude of the perturbation changes with time exponentially as 
e(t) = e(0)exp[/(oj)f], [3] 
where e(t) is the amplitude at time t, Дсо) the stability function and ω the spatial 
frequency of the wave considered. Morphological stability depends on the sign of 
the argument of the exponent in expression [3 ] . Thus, if Дш) is negative the initial 
perturbation will decay, while if Дсо) is positive the perturbation will grow; Дсо) is 
zero at the critical frequency co
c r
. 
The stability function depends on a number of deposition parameters. In the case 
of deposition in an isothermal environment Дсо) reads (8) 
100 
Αω) Μ Α ; ο 0 4 - Γ ω
2 ) 
ρΝ 1+Nu(tanhM6)/cuô [4] 
where Μ and ρ are the molecular weight and the specific density of the deposited 
layer respectively, N the Avogradro number and the factor Л the concentration 
gradient in the gas phase The capillarity constant is defined as 
Г = у^щ т/кТ.. [S] 
where γ is the surface tension of the deposited material, c 0
e
q the equilibrium 
concentration of the reactive compound at a flat interface, v
m
 the molar volume of 
the solid and к Boltzmann's constant 
The sign of the stability function is determined by the difference A - Γω2 in the 
numerator of expression [4] The term Γω 2 arises from capillarity and has a 
stabilizing influence, while the concentration gradient A in the boundary layer 
always causes instability This means that waves w:th small spatial frequencies will 
grow and waves with large spatial frequencies will decay 
The mass transfer coefficient kj) is the most important experimental parameter 
occurring in the stability function since it vanes exponentially with the interface 
temperature (8) The absolute magnitude of π ω ) and the value of the critical 
frequency ы
с г
 as well decrease with decreasing fcQ (fig 1) Another striking effect 
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Tig 1 A set of stability functions using eq [30] of ref (9) plotted versus the frequency with 
k]} (cm/sec) as parameter referring to the CVD of polycrystalhne silicon grown trom SiHCl, in 
H2 (D = 3 (cm2 /sec), 6 = 0 3 cm further data of this process are given in ref (8) 
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of the value of kf) on /{ω) is manifested in the shape of the stability function The 
difference between the maximum and minimum level of the curve m the frequency 
range where Χω) is positive, is proportional to &[) for diffusion-limited growth 
(Nu ^ 1 ) For surface-controlled growth (Nu <C 1) the difference approaches of 
zero. This is illustrated in fig 1, which shows a set of stability curves as a function 
of the frequency with fco as parameter. 
The stability theory has been derived under the condition, that the amplitude e(f) 
of the harmonic is small compared to its wavelength λ, hence 
e ( 0 « : X = 2π/ω [6] 
Because the amplitude of the wave with frequency co
m
 corresponding to the 
maximum in the stability function /max m^ a t first exceed condition [6], the 
perturbation theory may be applied as long as 
'<7"min. [7] 
where т
шп
 = (/max)"1 1S the minimum relaxation time of the CVD process. It will 
be clear that condition [7] must be applied only when the discrete Founer 
spectrum [1] contains œm 
The amplitude of the Fourier waves [1 ] change with time as, cf eq. [3], 
an(t) = an(0) exp 
К-т-> 
[8] 
Ы 0 = *и(0)ехр / I it 
The interface shape at time t is now obtained by Fourier synthesis 
ζ(χ, г) = 
n=l\ 
2πη 2πη 
a
n
(t) sin χ + b
n
{t) cos 
litn \ 
-r'l [9] 
All Fourier components [8] should satisfy condition [6] at any time, hence 
"niO.bniO «;2π/ω„ [Ю] 
When the ratio of the vertical extension of the original discontinuity to the period 
is small, condition [10] is automatically satisfied by applying condition [7] to the 
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calculation of the time-dependent Fourier coefficients (eq. [8]). In the calculations 
we adopt the convention that if a
n
(t) and b
n
(t) are smaller than 2π/ω
η
 by an order 
of magnitude condition [10] is satisfied. This is allowed because qualitative results 
are sought. 
10.3. Discussion 
The morphology of the deposited layer depends on the shape and the dimensions 
of the discontinuity and on the growth conditions, i.e. the shape of the stability 
function. To illustrate this a flat-bottomed groove is taken as an arbitrary example. 
The chemical vapour deposition of polycrystalline silicon layers was selected as the 
process for studying the development of the growth on the symmetrical groove 
(a
n
(0) = 0) with groove opening d. The same set of physical parameters given 
previously (8,9) was used to calculate the stability function for the case Nu = 100. 
This function is plotted versus log ω in the left-hand graphs of figs. 2 and 3. 
The Fourier analysis of the initial profile was performed numerically by means of a 
computer. The discrete Fourier spectrum of the considered groove is indicated in 
the left-hand side graphs of fig. 2 by means of crosses. The coordinates of the 
crosses are given by the frequency ω
η
 and the magnitude of the corresponding 
Fourier coefficient b
n
(0). The absolute magnitude of the Fourier coefficients 
decreases rapidly with increasing n, as can be seen in fig. 2. It therefore generally 
suffces to consider the lower part of the Fourier spectrum. 
The time-dependent Fourier coefficients b
n
(t) are calculated in the computer 
programme, using expression [8]. Subsequent Fourier synthesis (eq. [9] ) yields the 
new interface shape at time t. The right-hand side plots in figs. 2a—с display the 
calculated interface shape at t = 0.1 Tm¡n , 0.5 r m j n and Tmin, respectively, for 
growth on a small, a medium and a large groove (d = 0.37, 7.5 and 300 μιτι). 
Formally condition [7] is violated for t = 7
m
in, but for illustrative reasons we have 
given the results of the calculations. 
The stability function can be divided into three parts. In the frequency range, in 
which the function is positive, there are two regions in which the function is nearly 
frequency-independent. The lower level including the transition to the maximum 
comprises region I, while the relatively flat maximum up to the critical frequency 
cocr forms region II. The frequency range above the critical frequency a>cr is 
denoted region III. 
The value of the basic frequency ωι = Ίπ/ρ determines the position of the Fourier 
spectrum on the frequency axis. Depending on the region to which ωι belongs, 
three growth habits can be distinguished. The different interface appearances will 
be discussed successively. 
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Tig 2. Calculated interface shapes during deposition of polycrystalline silicon on flat-bottomed 
grooves of different sizes (d = groove opening) The stability function (Nu = 100) and the 
Fourier spectrum of the groove, indicated by the magnitude of the Fourier coefficients, ¿>„(0), 
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If the basic frequency ωι exceeds the critical frequency ы
С
г (region III), each 
component of the Fourier spectrum decays with time. The amplitude of the higher-
order waves decrease most rapidly. Thus, after a short time, small details disappear, 
a process observable from the rounding of sharp edges. With prolonged growth all 
harmonics, except the basic wave, fade away. Finally, the latter dies away and the 
groove is filled up completely. This interface appearance, which is denoted habit III, 
is displayed in fig. 2a. 
Let us now consider the case, where the basic frequency belongs to region II. The 
amplitudes of the lowest order waves grow equally fast, while a number of the 
higher order amplitudes (ω
η
 < cocr) grow slowly and the rest (ω
η
 > co
cr
) decay 
during deposition. This results in an increase of the vertical extension of the groove 
and loss of sharp details. The groove deepens, the walls steepen and the corners are 
rounded off. This surface shape, called habit II, is shown in fig. 2b. 
When the basic frequency ωι is located in region I, the amplitude of the lower-
order waves grow relatively slowly, while the higher-order amplitudes grow much 
faster. After Fourier synthesis, therefore, the groove again appears to be increased 
in depth, but the protruding corners have risen sharply above the surroundings and 
the recesses are deepened. This interface evolution is denoted habit I and is shown 
in fig. 2c. 
Fig. 1 demonstrates that the characteristic shape of the stability curve depends on 
the Nu number. The jump from the lower to the maximum level decreases with 
decreasing Nu number, which means that the distinction between region I and II 
then gradually fades. Consequently, only two growth habits are possible for surface-
controlled processes (viz. habits II and III) where Nu < 1. 
The magnitude of the Fourier coefficients and the value of the basic frequency ω! 
depend on the shape and size of the discontinuity and on the repetition period p. 
The basic frequency ω
ι
, which shifts over the frequency axis as period ρ is varied, 
determines the growth habit. The relative magnitude of the Fourier coefficients 
and the value of their corresponding frequencies ω
η
 determine the detailed 
appearance of the deposited layer. 
From the above one might conclude that the period ρ plays the decisive role in 
relation to the morphology in CVD processes. It should be noted, however, that in 
figs. 2a—с the case was considered of constant ratio between the horizontal 
extension of the groove 6? and the penodp,d/p being 0.75. Under that condition 
the absolute magnitude of the Fourier coefficients b
n
(0) decrease rapidly with 
increasing η and it is sufficient as a first approximation to consider only the very 
first waves of the Fourier spectrum. 
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On the other hand when the period is increased, and the size of the discontinuity is 
kept constant, the dominant role of the basic wave diminishes gradually because 
the ratio b
n
(0)/b
n
+](0) decreases, e g for с?<Ср this ratio approximates unity This 
means that the higher-order Fourier components increase in importance and must 
be taken into account The computer programme was used to investigate the effect 
of the periodicity of the surface discontinuity on the morphology The result is 
shown in fig За—с It is found that congruent interface shapes are formed for 
constant d but variable ρ, showing that the size of the groove is the decisive 
parameter for interface shape development and not the repetition period 
A minor effect of the period on the morphology is noticeable when the basic 
frequency shifts into neighbouring frequency range by the increase of the period 
In that case the interface shape changes for example from habit III to habit II via 
a form intermediate between the two It will be clear that if the period ρ exceeds 
the boundary layer thickness δ the basic wave remains unaffected (see appendix A 
of ref (5)) In that case the grooves are so far apart that they cannot influence 
each other 
Whether the growth habits as described above will be observed experimentally 
withm observation time t depends on the dimensionless Deborah number (10) JVQ 
of the relevant Fourier components The Deborah number is defined as 
Ν
Ό
(ω) = τ(ω)Ιί, [11] 
where τ(ω) = І/Дсо) is the relaxation time corresponding to the harmonic with 
frequency ω 
ND = 1 represents the case where the wave depending on the sign of the stability 
function Дсо) is grown or decayed by a factor of e li Nu ^> 1 the wave remains 
unaffected If vVp <C 1 and the function Дсо) is positive, dendritic growth occurs 
Because of condition [6], the theory may not be applied to this case 
The relaxation time of the waves with ω > co
cr
 decreases rapidly with increasing 
spatial frequency (fig 1) The corresponding Deborah numbers will therefore be 
small, irrespective of the Nu number 
In contrast to this the relaxation time for waves with ω < cocr depends largely on 
the value of the Nu number of the deposition process (8,9) For diffusion-limited 
growth the relaxation times (ω < cocr) a r e often of the same order of magnitude as 
experimental growth times Thus, the Deborah numbers can approach or even fall 
below unity, which means that the morphology as indicated above should be 
observed experimentally The relaxation times at surface-controlled growth 
conditions (Nu < 1) however, are much longer and can be larger than 1000 min In 
that case, therefore, the theoretically predicted habit II will not be observed within 
practical experimental times Apart from minor edge rounding the shape will be 
preserved 
107 
Fig. 4. Vertical cross-sections of polycrystalline silicon layers grown from SÌH2CI2 in H2 at 
several stages of the experiment, showing growth habit II. Diffusion-limited conditions 
(Nu > 1) : (a) 3 min, (b) 6 min, (с) 9 min, (d) 12 min. 
In fact, it is only for thin layer growth that the interface development in surface-
controlled processes is described correctly by the present theory, because lateral 
growth is ignored in the first-order perturbation analysis (8,9). Since the growth 
rate, apart from capilarity effects for Nu < 1 is independent of location, grooves 
are filled up even for small Nj) values. This will be observed when the deposited 
layer thickness is of the same order as the horizontal extension of the discontinuity. 
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10.4. Experimental observations 
Experimental observation of interface development in chemical vapour deposition 
on profiled substrates has been presented previously (6). These will now be inter-
preted in terms of the presented theory. 
Fig. 4 shows a vertical cross-section of a polycrystalline silicon layer grown from 
SÌHCI3 in H2. The deposition process was diffusion-limited. The morphology near 
the central flat-bottomed groove is typical for growth habit I, which is manifested 
by the lens-shaped deposit in the groove. The formation of the large protrusions 
had occurred at a thickness, at which the minimal ND approached unity (6) and 
unstable growth started. 
Habit II is illustrated in fig. 5, where vertical crossections of polycrystalline silicon 
layers grown from 8іН2СІ2 in Hj on V-shaped grooves are displayed. The 
successive stages in the deposition clearly show the increasing groove depth and a 
decreasing opening angle. Typical edge rounding completes the picture. The effect 
of the width of the groove on the morphology can be seen in fig. 6. In the 
deposition process, where Nu «= 1, the small grooves were filled up (habit III), while 
the large one exhibited habit II initially, before void formation took place. 
The morphology of a surface-controlled deposition process is given in fig. 7. The 
absence of dendritic growth indicates the т
п
-ц
П
 was much larger than the 
experimental growth time. The grooves are filled up by the simultaneous action 
of bottom displacement and translation of the walls. 
Thus we see that the evolutions of the geometrical shape that are observed during 
CVD processes can be explained using the morphological stability analysis 
developed before (8). 
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SUMMARY 
This thesis presents the results of an investigation of the morphology of chemical 
vapour-deposited layers. Mass transport phenomena occurring in vapour growth are 
described by means of a model. 
This model (chapters 2 and 6) is based on certain simplifying assumptions on the 
temperature distribution and the flow velocity profile in the gas phase and on the 
conception of the dimensionless CVD number. 
Typical morphological phenomena occurring during epitaxal growth of silicon are 
reported in chapter 3. The observations are explained on the basis of the measured 
growth rate anisotropy. 
In chapter 4 the CVD number is introduced to characterize the mass transport 
process. The relationship between the morphology of CVD layers grown on profiled 
substrates and the value of the CVD number is indicated. This number is not only 
dependent on the deposition temperature (chapter 4) but can also be a function of 
the reactant concentration (chapter 5). 
The morphological stability of CVD layers against infinitesimal small perturbations 
of the interface is analysed by means of a first-order perturbation calculus. 
In chapter 7 the stability of an interface growing in an isothermal environment is 
described. It is found that the growing interface is basically unstable. The relaxation 
time of the evolution of the surface perturbations is expressed in terms of the 
experimental parameters. 
Chapters 8 and 9 deal with the morphological stability during growth in non-iso-
thermal reactors. A criterion for absolute stability is formulated. 
In chapter 10 a method is presented for calculating the interface evolution during 
CVD on a profiled interface. The combined effect of process conditions and of the 
initial shape and magnitude of the surface discontinuities on the ultimate 
morphology is calculated using the perturbation analysis. Three different habits can 
be distinguished theoretically, and are observed experimentally. 
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SAMENVATTING 
In dit proefschrift worden de resultaten weergegeven van een onderzoek naar de 
massa transport verschijnselen die plaatsvinden bij gasfase depositie (CVD) proces-
sen, en naar de morfologie van met deze techniek gegroeide lagen. 
In de hoofdstukken 2 en 6 wordt een model ontwikkeld dat gebaseerd is op zekere 
aannames met betrekking tot de tcmperatuur-verdeling en het snelheisprofiel van 
het gas, alsmede op de conceptie van een dimensieloos CVD getal. 
Typische morfologische verschijnselen die optreden tijdens de epitaxiale groei van 
silicium worden beschreven in hoofdstuk 3. De waarnemingen worden verklaard 
met behulp van de gemeten anisotropie van de groeisnelheid. 
Het dimensieloze CVD-getal wordt geïntroduceerd in hoofdstuk 4. Dit getal karak-
teriseert de toestand van het massa transport proces. Het verband tussen de morfo-
logie van lagen gegroeid op geprofileerde substraten en de waarde van het CVD getal 
wordt aangegeven. 
Dit getal blijkt niet enkel afhankelijk te zijn van de depositie-temperatuur maar het 
kan ook een functie zijn van de concentratie van de reactieve component (hoofd-
stuk 5). 
De morfologische stabiliteit van CVD-lagen tegen zeer kleine verstoringen van het 
grensvlak wordt geanalyseerd met behulp van een eerste-orde storingsrekening. 
De stabiliteit van een grensvlak dat aangroeit in een isotherme omgeving wordt 
beschreven in hoofdstuk 7. Het blijkt dat het grensvlak onder zulke omstandighe-
den instabiel uitgroeit. De snelheid waarmee verstoringen uitgroeien wordt ge-
karakteriseerd door de relaxatietijd welke een functie is van de proces parameters. 
De hoofdstukken 8 en 9 gaan over de stabiliteit van de groei in niet-isotherme 
reactoren. Een criterium voor absolute stabiliteit wordt afgeleid. 
In hoofdstuk 10 wordt een methode beschreven waarmee de vormverandering van 
het grensvlak tijdens de groei op een geprofileerd oppervlak kan worden berekend. 
Het gecombineerde effect van de proces-omstandigheden en van de oorspronkelijke 
vorm en grootte van de grensvlak-verstoringen op de uiteindelijke morfologie wordt 
geanalyseerd met behulp van de storingsrekening. Afhankelijk van de experimentele 
omstandigheden kunnen drie verschillende habitus onderscheiden worden. Deze 
habitus zijn experimenteel waargenomen. 
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