In this paper, we investigate properties of the solution u = u 1 , · · · , u k of the following generalized parabolic system
Introduction and Main Results
In recent years there has been a lot of attentions on the mathematical modelling of non-Newtonian fluids, which are described by a set of equations having a stress tensor determined by the symmetric part of the gradient of the velocity. One of the well known examples of such models is the modified Navier-Stokes equations considered by Ladyzhenskaya in the mid 1960s, [La1, La2] :
where v = v 1 , v 2 , v 3 denotes the velocity, D (v) is the symmetric part of ∇v, p is the pressure and A is a monotone vector field such that
species in a closed system. Since the system is closed, it is natural to expect that the diffusion of population of each species is governed by some quantity depending only on the populations of all species in that system. Thus, the next two parabolic systems would be the considerable mathematical modellings which formulate the evolution of population density of each species in a closed system.
and
To obtain the improved techniques on the study of degenerate or singular parabolic system, we consider the generalized parabolic system of the porous medium type in this paper. More precisely, for k ∈ N let u = u 1 , · · · , u k be a solution of the generalized parabolic system
with the relation
in R n × (0, ∞) where m, λ i and β i are constants such that m > n − 2 n , and λ i > 0, β i ≥ 0.
The aim of this paper is to provide the regularity theory of the diffusion coefficient U m−1 and components of the solution u = u 1 , · · · , u k of the system (GPS) when the vectors A and B are assumed to be measurable in (x, t) ∈ R n × [0, ∞) and continuous with respect to u and ∇u for almost all (x, t).
To make our methods work well in the regularity theory, suitable structural assumptions are needed to be imposed on the function U and vector fields A and B. In this point of view, we consider that the function U = U u 1 , · · · , u k satisfies the conditions
and the vectors A and B are assumed to get the following structures
and, for any positive function u ≥ 0
A (∇u, u, x, t) · ∇u ≥ c |∇u| 2 − C 2 u 2 ,
|A (∇u, u, x, t) 
where 0 < c ≤ 1 ≤ C i < ∞ (i = 1, 2, 3, 4, 5) and 1 < q < m 1 + 1 + m mn − 1 min 1≤i≤k β i + 1.
(1.4)
(1.1) and (1.2) are one of the simplest examples of the parabolic systems in the form of (GPS) which satisfies the conditions (1.3), (A1)-(A6) and large number of literatures on them can be found. The mathematical theory of the systems (1.1) and (1.2) with the range of exponents m > 1 was investigated by S. Kim and Ki-Ahm Lee who considered the local Hölder continuity and asymptotic large time behaviour of the parabolic systems in [KL2, KL3] .
The result of local Hölder continuity was also guaranteed for the fast diffusion type parabolic system, i.e., the case of 0 < m < 1. In [KMV] , authors proved the existence of a unique weak solution and derived regularity estimates of the parabolic system (1.1) under some assumptions.
Compare to the divergence type parabolic system, there are also many studies on the non-divergence type parabolic system. We refer the reader to the paper [ST] for the boundedness on the degenerate parabolic system u t = △ |u| m−1 u , m > 1, u = u 1 , · · · , u k .
(1.5)
In [ST] , they studied the sharp estimate of |u| L ∞ for the decay in time and finite speed of propagation of the solution u.
As the time evolves, the solutions of parabolic systems lose the information given by the initial data, and diffuse only under the laws governed by the systems. Hence, the evolution of the solutions are determined by the diffusion coefficients and external forcing terms after the large time. Therefore, it is crucial to understand the influence of the diffusion coefficients to find out long time behaviour of solutions.
Let us consider the case m > 1. Then, by (1.3) the diffusion coefficient U m−1 is bounded from below by
. This allows us to consider the component u i as a weak subsolution of the equation which is ob- u, x, t) in the weak sense.
(1.6) Unfortunately, only a part of the information about the solution can be obtained from (1.6). Hence, we need better control of the diffusion coefficient to improve the regularity theories for the solution u = u 1 , · · · , u k of (GPS).
The first part of the paper is about a priori estimates of the function U which determines the diffusion coefficient of the parabolic system (GPS). The statement is as follow.
Theorem 1.1 (Uniform L ∞ boundedness of U). Let n ≥ 2, m > n−2 n+2 and let q be given by (1.4). Let u = u 1 , · · · , u k is a solution of (GPS) satisfying conditions (A2)-(A6). If U = U u 1 , · · · , u k be a function such that (A1) holds and U ∈ L ∞ 0, T ; L 1+m R n and U m ∈ L 2 0, T ; H 1 R n , then there exists a constant M(T ) > 0 such that
Moreover, if the constant C 5 in the structure (A6) is zero, then the range of exponents m is independent of q, i.e.,
(1.7) holds for all m > n−2 n+2 .
The concept of L 1 mass conservation appears widely in many fields, such as mechanics and fluid dynamics. In the theory of partial differential equations, it also plays an important role in the study of the asymptotic behaviour of solutions. Although the law of mass conservation is considered as a part of a series of assumptions in various studies based on the classical mechanics, but in general, mass is not always preserved in systems. Thus, it is very important to check that a solution or a component of a solution maintains its mass for all time by the rules governed by the parabolic system.
In the second part of this paper, we are going to show that the L 1 mass conservation of each components u i , (i = 1, · · · , k), is preserved under structural assumptions (A1)-(A6). In the study of parabolic equations, this result is only known for the case that the constants C 2 , C 4 and C 5 in the structures (A3)-(A6) are all zeros and m = 1, but not for general constants C 2 , C 4 , C 5 and m. We refer the reader to the paper [FDV] for the mass conservation of solutions to a class of singular parabolic equations.
As an improvement of previous papers on the mass conservation, we only assume that the constant C 5 in the structure (A6) is zero (i.e., the vector B = 0) in the second part of this paper. The first result of the second part is the L 1 mass conservation of component u i , (i = 1, · · · , k), in nondegenerate case.
Theorem 1.2 (L 1 Mass Conservation of Components in Nondegenerate Case). Let n ≥ 2 and m = 1. For each
, be a weak solution to the singular parabolic system (GPS) with conditions (1.3), (A1)-(A6) in R n × [0, ∞). Suppose that u i 0 ∈ L 1 R n ∩ L p R n for some constant p > 1 and C 5 = 0 in the structure (A6). Then for any t > 0
Let S be a class of parabolic systems. One of the best ways to find out common properties of parabolic systems in the class S may be to investigate a simplest parabolic system in that class. Thus, to figure out the basic properties of solution u = u 1 , · · · , u k of the parabolic system (GPS), we consider the case that
, which is one of the simplest examples of the vector A satisfying the structures (A3)-(A5). Since, by (1.3),
it may be reasonable to consider the function U as a main controller of the diffusion governed by the parabolic system (GPS). For example, if the component u i is compatible with some power of the function U, i.e. for some constants 0 < λ 1 , · · · , λ k < ∞,
, then the parabolic system (GPS) can be expressed in the form of
This becomes degenerate when U = 0 in the range of exponents m − 1 + 1 β i > 1. Hence we need to keep in mind the both ranges
for the study of parabolic system (GPS) with the degenerate diffusion coefficients. Under this expectation, we are going to state the second result of the second part: L 1 mass conservation of component u i , (i = 1, · · · , k), of solution to the degenerate parabolic system. 
where M(t) is given by Theorem 1.1. Then for any t > 0
In the singular case (m < 1), the diffusion coefficient of the parabolic system (GPS) is bounded from above by
Hence, the main controller of the diffusion governed by the parabolic system (GPS) will be the component u i itself in the singular case. For example, if A(∇u i , u i , x, t) = ∇u i and if the function U is compatible with some power of component u i , i.e. for for some constants 0 < λ 1 , · · · , λ k < ∞ and β 1 , · · · , β k > 0,
Hence we have to consider the range β i (m − 1) + 1 = m ′ < 1 as well as the range m < 1 for the study of parabolic system (GPS) with the singular diffusion coefficients. The last result of the second part is as follows.
Theorem 1.4 (L 1 Mass Conservation of Components in Supercritical range). Let n ≥ 2 and 0 < m < 1. For each 1 ≤ i ≤ k, let u i 0 be a positive function which has compact support in R n . Let u = u 1 , · · · , u k , (u i ≥ 0 is locally bounded for all 1 ≤ i ≤ k), be a weak solution to the singular parabolic system (GPS) with conditions (1.3),
and C 5 = 0 in the structure (A6). Then for any t > 0
(1.10)
Moreover, if the constants C 2 and C 4 in the structures (A3)-(A5) are all zeros, then L 1 -mass conservation (1.10)
At the end of this paper, we are going to give an explanation about the local continuity of the component u i , need to take care of the difficulties coming from the diffusion coefficient and ratio between the diffusion coefficient and component u i . To overcome it, we use the well known technique called intrinsic scaling whose parameters are determined by the size of oscillation of u. The statement of the last result is as follow.
Theorem 1.5. Any weak solution of (GPS) is locally continuous in R n × (0, ∞).
Remark 1.6. The local continuity of Theorem 1.5 can be extended to the fast diffusion type system, i.e., Theorem 1.5 also holds for the range of exponents 0 < m < 1 (See Remarks 4.4 and 4.12).
We end up this section by introducing the definition of weak solution of (GPS). We say that u = u 1 , · · · , u k is a weak solution of (GPS) in R n × (0, ∞) if u is a locally integrable function satisfying, for any T > 0 1. u i belongs to function space:
2. u satisfies the identity:
holds for any test function ϕ ∈ H 1 0, T : L 2 (R n ) ∩ L 2 0, T : H 1 0 (R n ) which has a compact support in R n and vanishes for t = T .
A brief outline of the paper is as follows. In Section 2, we will give an explanation about L ∞ boundedness of the function U which is a main controller of the diffusion governed by the parabolic system (GPS). Section 3 is devoted to the proofs of L 1 mass conservation in nondegenerate case (Theorem 1.2), in degenerate case (Theorem 1.3) and singular case (Theorem 1.4). Lastly, we investigate the regularity properties of weak solution of (GPS) in Section 4. Especially, we deal with the local continuity of components u i , (1 ≤ i ≤ k) with intrinsic scaling technique developed by [Di] and [HU] .
Uniform Boundedness of the function U
In this section, we aim at providing the proof of the local boundedness of the function U.
Proof of Theorem 1.1. We will use a modification of the proof of Theorem 1 of [CV] . Let
Multiplying (GPS) by U u i and summing it over i = 1, · · · , k, we have
where U u i is the derivative of U with respect to u i . Multiply (2.2) by U m j and integrate it over R n . Then, by (A2) we have
Integrating (2.4) over (s, t) and (s, ∞),
Taking the mean value in s on T j−1 , T j , we have
(2.6) By Proposition 3.1 of Chap. I of [Di] , there exist constant C 1 > 0 such that
(2.7)
By (2.5), (2.6) and (2.7),
Choose the constant M > 0 so large that
Then, by Lemma 4.1 of Chap. I of [Di] we have
and the theorem follows.
Law of Mass Conservation
This section will be devoted to prove the L 1 mass conservation of the parabolic system (GPS) under the assumption that
i.e., we consider the law of mass conservation when the solution u = u 1 , · · · , u k satisfies the parabolic system
with the structural conditions (1.3), (A1)-(A5). We divide this section into three subsections with respect to the range of the exponents m in the diffusion coefficient. The first one is about the L 1 mass conservation on the nondegenerate parabolic systems.
Nondegenerate Case: m = 1
Let 0 < q < 1. We first multiply (3.1) by u i q and integrate it over R n . Then we have
Integrating over (0, t) with respect to time variable in (3.2), we can get
Applying above arguments on (t 0 , 2t 0 ), we can get
Continuing in this manner, we finally get
for any t > 0 where n ′ is the natural number satisfying
Letting q → 0 in (3.4),
(3.6)
Let 0 < q < 1 be a constant satisfying
where the constant p is given in Theorem 1.2. Then, by (A5) and (3.6) we have
(3.8)
Thus, by (3.5), (3.7) and (3.9), the right hand side of (3.8) converges to zero as R → ∞. Therefore,
Degenerate Case
For the mass conservation of solution of (3.1), we first multiply (2.2) by U q and integrate it over R n .
(3.10)
Integrating over (0, t) with respect to time variable in (3.10), we can get
for some constant C 1 > 0 depending on m, q, c and C 2 .
Let 1 ≤ i ≤ k be fixed and suppose that
where β 1 , · · · , β k be given by (1.3). For a constant 0 < θ < 1, we multiply (3.1) by u i θ and integrate it over R n × (0, t). Then, by the structures (A4), (A5) and a similar argument as above we also have
for some constant C 2 > 0 depending on m, β i , c and C 2 .
To control last terms in (3.11) and (3.13), we suppose that the bound M(t) in the Theorem 1.1 satisfies the
Then there exists a constant t 0 > 0 such that
.
( 3.14) By (3.11), (3.13) and (3.14), we have
Observe that the constants C 1 and C 2 in (3.11) and (3.13) are all independent of t and
Hence, applying above arguments on (t 0 , 2t 0 ) we also have
Proof of Theorem 1.3. For R > 1, let ζ R ∈ C ∞ (R n ) be a cut-off function given in the proof of Theorem 1.2.
Multiply the equation (3.1) by ζ R and integrate it over R n × (0, t). Then, we have
(3.17)
Let 0 < θ < 1 be a constant satisfying
Then, by (A5) and (3.17) we have
Thus, by (1.9), (3.16), (3.18) and (3.20) the right hand side of (3.19) converges to zero as R → ∞. Therefore
Singular
, be a weak solution to the
Then there exists a positive constant γ depending on the data m, N, (λ i ) 1−m , c and C 3 such that for all cylinder
Proof. We will use a modification of the proof of Proposition B.1.1 of [DGV] to prove the lemma. Without loss of generality we let (y, s) = (0, 0). Consider a nonnegative, piecewise smooth cut off function ξ(x) such that
We multiply the equation in (3.1) by u i + ǫ α ξ 2 and integrate it over B (1+σ)ρ × (0, t]. Then, letting ǫ → 0, we have
(3.23) By Hölder inequality,
(3.25) By (3.23), (3.24) and (3.25), (3.21) holds and the lemma follows.
Then, there exists a positive constant γ depending on the data m, N, (λ i ) 1−m , c and C 3 such that for all cylinder
Proof. We will use a modification of the proof of Proposition B.1.1 of [DGV] to prove the lemma. Without loss of generality we let (y, s) = (0, 0). For each j ∈ N, set
We also consider a nonnegative, piecewise smooth cut off function ξ j (x) such that
Multiplying the equation in (3.1) by ξ j and integrating it over B j × (τ 1 , τ 2 ), we have
where the constant α is given by (3.22). By Lemma 3.1 and (3.27),
We now choose τ 1 such that
By Young's inequality,
for any ǫ ∈ (0, 1). By iteration,
(3.28)
Now we choose the constant ǫ 0 so small that the last term is bounded by a convergence series. Then, letting j → ∞ in (3.28) we have the inequality (3.35) and the lemma follows.
Lemma 3.3. Let T > 0 and 0 < m < 1. Let u = u 1 , · · · , u k , (u i ≥ 0 for all 1 ≤ i ≤ k), be a weak solution to the
Then, there exists a positive constant γ depending on the data m, N, c and C such that for all cylinder B 2ρ (y) ×
(3.29)
Proof. We wil use a modification of the proof of Proposition B.4.1 of [DGV] to prove the lemma. Without loss of generality we let (y, s) = (0, 0). For fixed σ ∈ (0, 1) and each j ∈ N, set
Then we first observe that
Then ξ j equals one on O j+1 . Consider the increasing sequence
where k > 0 will be determined later. Let
Multiply the equation in (3.1) by u i m ′ − k m j+1 + ξ 2 j and integrating it over Q j , we have
(3.30) By direct computation,
(3.33) By (3.30), (3.31), (3.32) and (3.33), there exists a constant γ > 0 depending m, λ i , β i , c, C 3 and C 4 such that
(3.34)
The inequality (3.34) has the almost same form as the inequality (B.4.2) in [DGV] . Therefore by an argument similar to the one presented in the proof of Proposition B.4.1 of [DGV] , the inequality (3.35) holds for u i + . By the same argument as above, we can also get the inequality (3.35) for u i − and the lemma follows.
As a conseqeuence of Lemma 3.2 and Lemma 3.3, we can get the following result.
Lemma 3.4. Let T > 0 and 0 < m < 1. Let u = u 1 , · · · , u k , (u i ≥ 0 for all 1 ≤ i ≤ k), be a weak solution to the
Then, there exists a positive constant γ depending on the data m, N, c and C such that for all cylinder B 4ρ (y) ×
(3.35)
Proof of Theorem 1.4. We will use a modification of the proof of Theorem 1.1 of [FDV] to prove the theorem. By (3.1) and divergence theorem,
for any R > 0 where ν is the unit outward normal vector on ∂B R . Let m ′ = β i (m − 1) + 1. Then, by (A5) and (3.36)
we have
(3.37)
Let R 0 > 1 be fixed such that
Multiplying the first equation in (3.1) by u i m ′ ξ 2 and integrating it over
(3.39) By (A4), (A5), (3.38) and (3.39),
(3.40) By Lemma 3.4, there exists a constant C 2 > 0 such that
(3.41) By (3.40) and (3.41),
By (3.42) and Mean Value Theorem for Integrals, there exists R 0 2 ≤ R 1 ≤ 2R 0 such that
Combining this with (3.37), we have
for some constants C 3 and C 4 . Since
the right hand side of (3.43) converges to zero as R 1 → ∞. Therefore, letting R 1 → ∞ in (3.43) we have
for any T > 0 and the theorem follows.
Remark 3.5. If the constants C 2 and C 4 in the structures (A3)-(A5) are all zeros, then the constant C 4 and C 5 in (3.43) are also zeros. Hence L 1 -mass conservation (1.10) holds for n−2 n < m ′ = β(m − 1) + 1 < 1.
Local Continuity
In Section 2, we discussed the L ∞ boundedness of the function U which makes the diffusion coefficient under control. It is a very useful tool for investigating the regularity theories of solutions to the parabolic systems. With this observation, we are going to prove the local continuity of the parabolic system (GPS) under the structural assumptions (1.3)-(1.4). We start by stating well-known result, Sobolev-type inequality, which play an important role for the local continuity.
Lemma 4.1 (cf. Lemma 3.1 of [KL1] ). Let η(x, t) be a cut-off function compactly supported in B r and let u be a function defined in R n × (t 1 , t 2 ) for any t 2 > t 1 > 0. Then u satisfies the following Sobolev inequalities:
and η u 2 L 2 (t 1 ,t 2 ;L 2 (R n )) ≤ C sup
for some C > 0.
For the local continuity of the parabolic system (GPS), we use a modification of the technique introduced in [Di] , [KL1] , [HU] . Choose a point (x 0 , t 0 ) ∈ R n × (0, ∞) and a constant R 0 > 0 such that
where ǫ > 0 is a small number which is determined by (4.19) . After translation, we may assume without loss of generality that (x 0 , t 0 ) = (0, 0). By Theorem 1.1, there exists a constant 0 < Λ < ∞ such that
Thus we can set, for each 1 ≤ i ≤ k,
then the equation is uniformly parabolic in Q R 0 , R 2−ǫ 0 . By standard regularity theory for the parabolic equation [LSU] , the local Hölder continuity follows. Hence from now on, we assume that
If µ i + = 0 for some 1 ≤ i ≤ k, then
This immediately implies the local continuity of solution u i . Hence we also assume that
For the intrinsic scaling technique, let
and construct the cylinder
where β i is given by (1.3). We will assume that the radius 0 < R < R 0 is sufficiently small that
(4.5)
By (4.4) and (4.5),
To overcome the regularity problem in u i t , we introduce the Lebesgue-Steklov average u i h of the function u i , for h > 0:
is well-defined and it converges to u i as h → 0 in L p for all p ≥ 1. In addition, it is differentiable in time for all h > 0 and its derivative is
Fix t ∈ (0, T ) and let h be a small positive number such that 0 < t < t + h < T . Then for every compact subset K ⊂ R n the following formulation is equivalent to (GPS).
for any ϕ ∈ H 1 0 (K).
The First Alternative
We now start by stating the first alternative.
Lemma 4.2. There exists a positive number ρ 0 depending on m, q, λ, Λ and Λ θ β i such that if
then,
(4.8)
Proof. For j ∈ N, we set
for the convenience and take ϕ = u h − l j − η 2 j in the weak formulation (4.6). Then
(4.9)
Letting h → 0 in (4.9), we have (4.10) and, by Young's inequality
(4.11)
To figure out the difficulties from the diffusion coefficients U m−1 , we consider the function u ω = max u,
which is introduced in [HU] . Then
(4.12)
Let q 1 , q 2 ≥ 1 and 0 < κ 1 < 1 be constants satisfying
By an argument similar to the proof of Lemma 3.3 of [KL1] , there exists a constant C 1 > 0 such that
where A − l,r (t) = {x ∈ B r : (u − l) − > 0}. By (4.9), (4.10), (4.11), (4.12) and (4.14), we have
for some constant C 2 depending on C 1 , m, λ, C 2 , C 3 , C 4 and C 5 . We now take the change of variables z = θ α 0 t (4.16) and set the new functions
Then, by (4.15) and (4.16) we have
By Lemma 4.1 and (4.17),
for some constant C 3 > 0. Choose the number ǫ > 0 sufficiently small that
Then, by an argument similar to the one presented in the proof of Lemma 3.5 of [KL1] there exists a constant C 4 > 0 such that
By (4.20) and (4.21), there exist a constant C 5 > 0 such that
and κ = min κ, 2 n+2 . If we take the constant ρ 0 > 0 in (4.7) sufficiently small that
and the lemma follows.
Remark 4.3. Let the constants λ i , β i be given by (1.3). If U is equivalent to λ i u i β i , i.e., there exists some constants
then the constant ρ 0 in (4.7) is independent of U and ω 1 , · · · , ω k .
Remark 4.4. The first alternative can be extend to the fast diffusion type system, i.e., the lemma is still true for max 0, 1 − 1 β i < m < 1. To explain it, we let ǫ > 0 and 0 < a < 1 be constants such that
Consider the quantity a u i + ǫ a−1 u i a − l a i − η 2 j as a test function in the proof of Lemma 4.2. Then, letting ǫ → 0 we can get the following energy type inequality
for some constant C > 0. Therefore, by an argument similar to the one presented in the proof of Lemma 4.2 we can get a desired conclusion.
By Lemma 4.5, (4.25), (4.26), (4.27), (4.28), (4.29) and (4.30),
holds for all t ∈ (t * , 0) with some constant C > 0 depending m, q, λ, β, c, C 3 and C 4 . Let
Then the left hand side of (4.31) is bounded below by
Observe that
(4.33)
By (4.31), (4.32) and (4.33),
To complete the proof, we choose ν so small that nν ≤ 3 8 ρ 2 0 and then s 2 so large that s 2 s 2 − 1 2 ≤ 1 − 1 2 ρ 0 (1 + ρ 0 ) and C s 2 ν 2 (s 2 − 1) 2 log 2
With such ν and s 2 , we choose the radius R sufficiently small that C Λ m−1 + Λ 2(b−1) 4 s 2 +1 R 2−ǫ s 2 (s 2 − 1) 2 log 2 ≤ 3 8 ρ 2 0 .
(4.34)
Then (4.23) holds for s 1 = s 2 + 1 and the lemma follows.
Since t * ∈ −θ −α 0 R 2 , − ρ 0 2 θ −α 0 R 2 , the previous lemma implies the following result.
Corollary 4.7. There exists a positive integer s 1 > s 0 such that for all t ∈ − ρ 0 2 θ −α 0 R 2 , 0
To make the region where u i is close to its supremum to be arbitrary small, we review the following lemma.
Lemma 4.8 (De Giorgi[De] ). If f ∈ W 1,1 (B r ) (B r ⊂ R n ) and l, k ∈ R, k < l, then
where C depends only on n.
By Corollary 4.7 and Lemma 4.8, we have the following lemma.
Lemma 4.9. If (4.7) is violated, for every ν * ∈ (0, 1) there exists a natural number s * > s 1 > 1 depending on Λ θ β such that
(4.36)
Proof. We will use a modification of the proof of Lemma 8.1 of Section III of [Di] to prove the lemma. Let k = 1 − 1 2 s ω M for s ≥ s 1 and let η(x, t) ∈ C ∞ Q 2R, ρ 0 θ −α 0 R 2 be a cut-off function such that
Let u = u i , λ = λ i , β = β i for the convenience and put ϕ = (u h − k) + ξ 2 in the weak formula (4.6), Integrate it over −ρ 0 θ −α 0 R 2 , t for t ∈ −ρ 0 θ −α 0 R 2 , 0 and take the limit as h → 0. Then, by an argument simlar to the proof of Energy type inequality (4.15) we have
for some constant C > 0 depending on m, λ and Λ. Let
Then, by Corollary 4.7, Lemma 4.8 and (4.37) we have ω 2 s+1 |A s+1 (t)| ≤ CR ρ 2 0 (1− 1 2 s )ω<u< 1− 1 2 s+1 ω |∇u| dx ∀s = s 1 , · · · , s * − 1
Thus if we choose s * ∈ N sufficiently large that C ρ 5 0 (s * − s 1 )
and then R sufficiently small that 2 2s * R nκ−ǫ 2− 1 q 2 ≤ 1, (4.38) then (4.36) holds and the lemma follows.
Remark 4.10. Let the constants λ i , β i be given by (1.3). If U is equivalent to λ i u i β i , i.e., there exists some constants 0 < c ≤ C < ∞ such that
then the constant s * is independent of U and ω 1 , · · · , ω k .
By Lemma 4.9, we have a similar assumption to the one in Lemma 4.2 for sufficiently small number ν * > 0.
Therefore, by an argument similar to the proof of Lemma 4.2, we can have the following result.
Lemma 4.11. The number ν * ∈ (0, 1) can be chosen (and hence s * ) such that
Remark 4.12. Throughout the second alternative, the function U satisfies
Thus the diffusion coefficient U m−1 will still be nondegenerate when 0 < m < 1. Therefore the second alternative can be extended to the fast diffusion type system, i.e., the Lemma 4.11 holds for 1 − 1 β i < m < 1.
