The classical learning technique such as the back-propagation algorithm minimizes the expectation of the squared error that arise between the actual output and the desired output of supervised neural networks. The network trained by such a technique, however, does not behave in the desired way, when it is embedded in the system that deals with non-Gaussian signals. As the least absolute estimation is known to be robust for noisy signals or a certain type of non-Gaussian signals, the network trained with this criterion might be less sensitive to the type of signals. This paper discusses the least absolute m o r criterion for the error minimization in supervised neural networks. We especially pay attention to its efficiency for the h e a r prediction of speech. The computational loads of the conventional approaches to this estimation have been much heavier than the usual least squares estimator. But the proposed approach can significantly improve the analysis performance, since the method is based on the simple gradient descent algorithm.
INTRODUCTION
The back-propagation (BPI algorithm has been a basic but successful training method for a lot of applications in neural networks. The traditional BP method minimizes the expectation of the squared error that arises between the actual output and the desired output of neural networks. This is because BP algorithm regards the error in neural networks is a Gaussian signal. As a matter of fact, this assumption is acceptable for many cases, hence the criterion for the emor minimization adopted in the BP algorithm may be the most appropriate one. But in some applications of neural networks for signal processing, the signal to be handled is frequently a non-Gaussian signal. The original BP algorithm intrinsically has no capability to deal with such a process.
As for the speech signal processing, it is known that the maximum-likelihood estimator is asymptotically efficient in the linear prediction of speech. since its distribution of the prediction errors nearly follows a double exponential Laplace distribution [l]. In other words, the linear prediction of speech fails at interval, so that large emrs much arise over the whole within the voiced part.
The voiced speech contains several excitation signals corresponding to the pitch of speech. Consequently, the distribution of speech signals seems to be more sharp rather than the Gaussian dismbution.
The least absolute (L1) estimator is known as one of the robust estimators. Even if the desired signals are corrupted by the unknown process, it tends to be impervious to the unexpected large noises such as a spike signal [2]. The traditional least squares (L2) estimator is rather sensitive to such large noises. The reason for that, needless to say, is its Gaussian error assumption mentioned above. Moreover, the L1 estimator is also known to be able to produce approximately the maximum-likelihood estimation, accordingly it can do robust and effective linear prediction of speech.
This paper discusses the implementational aspects of L1 criteria in neural networks, and its capability of the robust linear prediction of speech. Although lots of researchers have pointed out the importance of L1 criteria in the linear prediction of speech, their issues have been theoretical, and those computational loads are far from the practical nalization compand with the least squares method. Because our idea is to simply expand the absolute expression, and take a stochastic gradient descent approach like the BP method, the analysis performance can be significantly improved. Simulation results for both of synthesized speech and practical speech are presented in the later section.
LEAST ABSOLUTE ESTIMATOR

. 1 . Traditional Approach
Linear prediction technique is widely used in a wide variety of fields. With this technique, the signal can be represented by a few parameters that possess the important feature of the linear process. The well known L2 Criterion for the linear prediction is defined as r where /u(i)J is the unknown coefficient but a ( O ) = I , and /J( n )I is the signal at each n . Because this equation can be differentiated by the unknown coefficient la( i )} , the solution is easily derived from a matrix equation. Neural-like stochastic gradient method also works well. On the other hand, the L1
Criterion defined by
As this expression cannot be differentiated, another approach must be devised.
Traditional approaches to solve this problem are mainly based on the "linear programming" theory. This theory has been developed for the optimization of production plans, economical surveys, and mathematical problems, in which an objective function should be minimized or maximized under the constraint that is formed by some linear expressions. Because arbitrary expressions are allowable for the constraints unless they are linear, the least absolute minimization problem can be renuned to the following linear programrmng problem.
Objective function to be minimized:
Under the linear constraints:
where,
Although this approach is comprehensive, and generally Certify the unique solution (except for the case that the solutions inherently form a hyper-plane), the highly complexity in computation is a serious disadvantage.
Neural Networks Based Approach
Let us define the neural network as shown in Fig.1 . In this network, the outputs of the hidden-layer {Hj(n)} and the output-layer /O( n )} are expressed respectively as follows.
where /Wij} and /vi} are the coupling d c i e n t between the input-layer and hidden-layer, and between the hidden-layer and output-layer respectively. f(.) represents a cutain linear or nonlinear function. The L1 criterion in this nuwork leaming is formulated by
n=O n=O
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We rewrite above expression as, By assuming the error never becomes zero, the partial derivatives with regard to each coupling coefficient can be obtained.
where f f x ) means df(x)/rk. Fig.3 ). In the case of non-linear activations (e.g. the si,poidal functions), however, the increase of the leaming coefficients might be occasionally required in order to avoid settling down a local minimum of the criterion.
SIMULATION RESULTS
Because the primary purpose of this paper is to examine the efficiency of L1 criteria for the linear prediction of speech, only the case of the linear network is simulated in this papa. Non -1' i n w cases are still under research.
A Synthesized Signal Case
The first experiment analyzes the 256points synthesized signal. Three impulses with appropriate pitch drive a given ARMA model that is shown in Table 1 . The network consists of 12 input-nodes. 2 hidden-nodes, and 1 output-node. The rule for decreasing the values of the leaming coefficients is arranged as follows.
else if cLl/pLl>l.OOOl and lnle-8 then lr=lrx0.8
The estimated results by both the general LPC a t h o d as the most popularL2 estimator, and the proposed network an shown in Table  2 . The analysis is performed as if the system is an AR model that consists of 8 poles. As they an shown, the L2 method fails to estimate the origmal poles precisely, and besides, the additional poles locate somewhat close to the unit circle, so they cannot be disregarded. On the contrary, the proposed network with the L1 criterion successes to precisely estimate the original poles. The additional poles, moreover, locate nearly at the center of the unit circle, thus they can be omitted. The difference between two methods is more clear in the prediction residuals that are shown in Fig.4 . Fig.4(a) is the residual of the E, and Fig.*) is the residual of the proposed method. The residual of the proposed method perfectly matches the input signal of three impulses, and the zeros of the ARMA model. But in the LPC residual. the odd signal lasts aftcr each of excitation impulses. This is the most critical problem of the L2 estimator in the linear prediction of speech. The L2 estimator definitely mes to minimize the excitations as possible it can, because the L2 estimation is a weighted estimation on the llarger error. As a result, the odd ~o r s exist in the residual. 
A Practical Speech Case
The second experiment analyzes the 256-points practical speech signal that is the Japanese vowel /a/. We have presented an appach to the linear prediction of speech with the L1 criterion that is based on a neural network Mmt from the traditional approach using the linear prog"ing
