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Abstract. We announce the following result: Every orthonormal wavelet of L 2 (R) is associated with a multiresolution analysis such that for the subspace V 0 the integral translates of a countable at most family of functions is a tight frame.
Orthonormal wavelets are square-integrable functions ψ such that the set
is an orthonormal basis of L 2 (R). Let W j be the closed linear span of the set {2 j/2 ψ(2 j x − k) : k ∈ Z}. An orthonormal wavelet ψ is associated with a multiresolution analysis (MRA) {V j } j if the set {ψ(x−k) : k ∈ Z} is an orthonormal basis of V 1 ∩V ⊥ 0 . For a complete, rigorous and comprehensive introduction to wavelet analysis, the appropriate definitions and a complete proof of the previous theorem the reader may refer to [5] .
Theorem 1. If a function ψ in L 2 (R) is an orthonormal wavelet, then we have
Journé gave the first example of an orthonormal wavelet not associated with an MRA. On the other hand Auscher proved (see [1] ) that orthonormal wavelets (or simply wavelets) whose Fourier transforms satisfy a mild smoothness condition and a weak decay condition at ∞ are associated with an MRA.
Let We generalize the previous theorem by proving that every orthonormal wavelet can be associated with a more general type of MRA generated by frames of integral translates of a countable at most family of functions. This new family of MRAs defined below generalizes the frame MRA introduced by Benedetto and Li ( [2] ). Let D be the unitary operator called the Dilation operator defined by
. In order to clarify our notation, we define the Fourier transform f of f ∈ L 1 (R) by the following formula:
Definition 3.
A generalized frame multiresolution analysis (GFMRA) {V j } j is an increasing chain of closed subspaces of L 2 (R) such that:
1. For every integer j we have that
We announce the following result: 
The fact that the dimension function gives the dimension of a certain type of subspaces (see Lemma 5) motivated us to prove this result. Next we state two necessary lemmas for the proof of this theorem. We close with an application of the previous theorem to Journé's example.
Let L 2 (T, l 2 ) be the Hilbert space of l 2 (Z)-valued measurable functions defined on the torus with the inner product given by the equation
It is easy to check that the following equations are true for every orthonormal wavelet ψ:
Therefore D ψ (ξ) is finite a.e.
Lemma 5 ([1]). For every
The previous lemma is an immediate consequence of a more general result (see Proposition 5.2 in [1] or Lemma 3.7 in [5] ). Because of this lemma, the function D ψ was called the dimension function and takes only integer values; therefore its range is at most countable. The second lemma we need is the following: This lemma suggests that if we have a set of l linearly independent vectors of l 2 (Z), by adding a new vector, the new set of l + 1 vectors is linearly independent if and only if one of the (l + 1)× (l + 1) determinants produced by choosing arbitrarily (l + 1) rows from the ∞ × (l + 1) matrix produced by the l + 1 vectors is non-zero. The proof of this linear algebra lemma is not difficult and will be omited.
Proof of Theorem 4.
Assume that the range of D ψ is the set of non-negative inte-
, then if at least one of the values of D ψ is greater than 1, we have 0 ∈ R. Otherwise D ψ (ξ) = 1 a.e., thus ψ is associated with an MRA, so in this case the theorem is proved.
Therefore, assume a 0 = 0 and
+ by the following formula:
Lemma 5 shows that such an integer j exists for every ξ ∈ I 1 , since a 1 ≥ 1. Now let I 1,j := f −1 1 ({j}). Since Ψ j are measurable functions, the family {I 1,j : j ≥ 1} is a measurable a.e. partition of I 1 , i.e. I 1 \ ∞ j=1 I 1,j is null. Notice that some of I 1,j may be empty or null. Assume for the moment that a 1 > 1. Now, let
Then we have that if I 1,j1,j is non-null, then ξ belongs to I 1,j1,j if and only if Ψ j1 (ξ) and Ψ j (ξ) are linearly independent and the set {Ψ j1 (ξ), Ψ l (ξ) : j 1 ≤ l < j} is linearly dependent. We claim that I 1,j1,j is measurable.
Proof of the claim. Due to the definition of I 1,j1,j we have that Ψ j1 (ξ) (ξ ∈ I 1,j1,j ) is non-zero and {Ψ j1 (ξ), Ψ j (ξ)} is a linearly independent set of vectors. Therefore by Lemma 6 there exists a 2 × 2 submatrix of the ∞ × 2 matrix with columns the vectors Ψ j1 (ξ) and Ψ j (ξ) with non-zero determinant. On the other hand for every integer l such that j 1 ≤ l < j and ξ ∈ I 1,j1,j that set of vectors {Ψ j1 (ξ), Ψ l (ξ)} is linearly dependent; thus the determinants of all 2 × 2 submatrices of the ∞ × 2 matrix with columns the vectors Ψ j1 (ξ) and Ψ l (ξ) vanish. The previous argument and the fact that determinants of measurable functions are measurable themselves imply that I 1,j1,j is measurable.
It is not hard to see that the family {I 1,j1,j : j > j 1 } is an a.e. partition of I 1,j1 . Repeating this process we can define a measurable a.e. partition {I 1,j : j ∈ (Z + ) a1 } of I 1 , such that for every ξ in a non-null I 1,j , where j = (j 1 , j 2 , ..., j a1 ), we have that the set {Ψ j1 (ξ), Ψ j2 (ξ), ..., Ψ ja 1 (ξ)} is a linearly independent set.
Since for every such ξ the dimension of the subspace [Ψ j (ξ) :
− is equal to a 1 we obtain that the previous set is a linear basis of the subspace [Ψ j (ξ) : Claim. For every i ∈ L the set {e in. Φ i,k : k = 1, 2, ..., a i , n ∈ Z} is a tight frame of its closed linear span with frame bound equal to 2π contained in the subspace
Proof of the claim. Let L 2 (I i ) be the closed subspace of L 2 (T) containing all functions supported on I i and A i,k be the bounded operator defined by
It is not hard to verify that A i,k is an isometry, since Φ i,k (ξ) = 1 for a.e. ξ ∈ I i . Let χ Ii be the characteristic function of I i . It is also easy to check that the set {
χ Ii e in. : n ∈ Z} is a tight frame for L 2 (I i ) with frame constant 1 (this is a partial case of a more general result studied in [4] ). This proves the claim. Since for a.e. ξ ∈ I i the set 
− we get that for every j ∈ Z + we have
where
Due to Eq. (3), by multiplying both sides of the previous equation by e −i2
we get that every element of the orthonormal basis {e
To complete the proof we must establish the converse inclusion. For every ξ in a non-null I i,j we can write each Φ i,k (ξ) as a finite linear combination of the basis elements Ψ j1 (ξ), Ψ j2 (ξ), ..., Ψ ja i (ξ), where j = (j 1 , j 2 , . .., j ai ). Therefore there exist measurable functions µ i k,p vanishing outside I i,j such that
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We extend µ i k,p 2π periodicaly on the real line and define φ i,k := X −1 (Φ i,k ). Now the previous equation yields
Next we prove that all φ i,k are perpendicular to ψ j,l for all j ≥ 0 and l ∈ Z: Indeed,
Due to the definition of φ i,k we have that
Combining this fact with Eq. (1) we obtain that the sum
converges absolutely a.e. In view of Eqs. (2) and (4) we get
Therefore all φ i,k belong to j≥1 W −j . Now it is easy to see that the integral translations of φ i,k i ∈ L, k = 1, 2, ..., a i , form a tight frame with frame constant 1 for the subspace
is not hard to verify that we get a GFMRA of L 2 (R) and that ψ is an orthonormal wavelet associated with this type of multiresolution structure, in the sense that {ψ(x − k) : k ∈ Z} is an orthonormal basis for the subspace
An interesting application of the previous proof is the following corollary: Corollary 7. Let ψ be an orthonormal wavelet and P 0 be the orthogonal projection
where P (ξ) is the orthogonal projection defined onto the subspace [Ψ j (ξ) :
Proof. Due to polarization identity it is enough to prove the previous identity for f = g. Since the integral translations of φ i,k , i ∈ L, k = 1, 2, ..., a i , form a tight frame with frame constant 1 for the subspace V 0 := j≥1 W −j , we have that
This completes the proof.
We close with an application of the techniques of the previous proof on Journé's example. Let
. It can be proved that χ K is the Fourier transform of an orthonormal wavelet. For this particular wavelet the dimension function is given by
Set I 1 = {ξ : 2π/7 ≤ |ξ| < 4π/7 or 6π/7 ≤ |ξ| < π} and I 2 = [−2π/7, 2π/7). Following the proof of the announced result we have I 2,1 = [−2π/7, 2π/7) and . Following [4] the sets of the integral translates of φ 2,1 and φ 2,2 are tight frames but not disjoint, because [0, 2π/7) + 2π = [2π, 16π/7). Notice that the intervals whose union is the set E are not translates by integral multiples of 2π of any other of these intervals or the intervals used in the formulas giving φ 2,1 and φ 2,2 .
This result was produced during the author's visit in College Station, Texas, for the Linear Analysis and Probability Workshop organised by the Department of Mathematics of Texas A&M University during August 1997. It was announced first to Professor D.R. Larson and his PhD. student D. Han and a few days later the proof was completed and the result was presented to Professor G. Weiss of Washington University in St. Louis. Finally we must mention that our proof was inspired by Wang's proof of Theorem 2.
