Abstract-Principal curves are smooth parametric curves passing through the "middle" of a non-elliptical multivariate data set. We model the probability distribution of this kind of data as a mixture of simple nonlinear models and use MCMC techniques to fit the mixture model.
I. INTRODUCTION
Principal curves were introduced by [1] as smooth parametric curves passing through the "middle" of a multidimensional data set. Several works on principal curves have appeared since then (see [2] , [3] , [4] and the references in there for a broader view to the principal curves literature).
A fruitful way to model principal curves is the mixture of multivariate normal random variables: [5] estimates a mixture of normals with as many components as observed data; [6] suggest a mixture with a fixed number of components and each of them is fitted by using principal component analysis; [7] generalize the work of [6] allowing the model noise to be orthogonal to the principal curve. A common feature of these papers is that they use the EM algorithm for parameter estimation.
We propose to model p-dimensional distributions around a curve as mixtures of simple nonlinear models. The main advantage of our proposal is that the number of required components is lower than when normal models are used in the mixture: a single nonlinear component may well produce a similar fitting than that given by the mixture of three or four normal components.
In Section II we introduce the simple model (that we call single arch model) and we propose to take a Bayesian approach to fit it. The Gibbs sampler algorithm is used to obtain samples from posterior distributions of the parameters given the data. A mixture model with nonlinear components is estimated using latent component indicator variables (see [8] , for instance). This is developed in Section III, which finishes with an illustrative example. The paper ends with a list of open problems requiring additional attention.
II. PRELIMINARIES. THE SINGLE ARCH MODEL
The simple model we put forward is that followed by random points Xi scattered around an arch of circumference with radius p. [9] for the details): the vector a"(s) is orthogonal to a'(s), the norm of the vector a"(s) is the curvature of a at a(s), one over the curvature is the radius of curvature (the radius of a circumference contained in the plane defined by the point a(s) and the vectors a'(s) and a"(s), passing by a(s) and having the same first and second derivatives as a at a(s); given that the curve we are considering here is a circumference, the radius of curvature is constant and equal to p), the second vector of A(s), a2(s) can be chosen proportional to a" (s) and pointing at the center of curvature (defined as the center of the previously mentioned circumference; in our case the center of curvature is the center of the circumference 0).
We consider the function X defined by [1] We consider the six parameters to be independent a priori. There are a location parameter (0) and a scale parameter (p). Using Jeffreys priors (see [10] , for instance) their joint contribution to the prior distribution is proportional to I/p.
The two unit vectors w and v belongs to the compact set SP-,. We take there a flat prior. We deal with parameters u7s and cry as if they really were scale parameters and, using again Jeffreys priors, they contribute to the prior with 1/uJS and 1/uy, respectively. In summary, we take the prior 7(O,p, w, v,u os,u 0y) XC (u7su7yp) 1.
C. Posterior andfull conditional distributions The posterior distribution can not be explicitly written, because the likelihood function (2) depends on the parameters in a very complicated way (through the inverse function X-1)
Nevertheless two of the full conditional distributions are easily derived. First, The remaining full conditional distributions are not so easily derived. We propose to use a Metropolis-Hastings algorithm to approach 7 (O, p, w, vi os, ouy, x) . We take a random walk (2) 3) Use the Metropolis-Hastings algorithm described in (4) to generate 0(t), p(t), g(t), y(t) 7r(0, p~bjg Vl(t) C(t) X)
Observe that in Step 3 it is enough to do only one iteration of the Metropolis-Hastings algorithm (4). The reason is that only one iteration of Step 3 is required to prove that the joint posterior distribution of parameters is the stationary distribution of the previous MCMC algorithm.
III. MAIN RESULTS. THE MIXTURE MODEL
Consider now a p-dimensional data set distributed around a one-dimensional curve. We propose to model these data as a mixture a k single arch models as those described in Section II. That is, we assume that the data come from a random variable X with density j=1 where pj > 0 and Z pj = 1. Let p = (P1,... ,Pk). In our analysis we follow the Section 6.4 in [8] . In particular, we assume that the number k of mixture components is known. Observe that we do not need to specify parameters v, and v2 because the plane II is just the plane R2. Figure 3 (upper panel) shows the data and the generating model. The Gibbs sampling algorithm described above was used to simulate from the posterior distribution. A Matlab (Version 7) code was written for this purpose. The algorithm is left to run 6000 iterations. It takes 1 minute and 35 seconds in a Pentium 4 (CPU 2.8 GHz). Table I shows some posterior statistics calculated from the last third of simulated posterior values. Similar results were obtained using WinBUGS. The Gibbs sampling algorithm development is summarized at Figure 2 , where the evolution of the cumulative mean for simulated parameters values is shown. Figure 3 compares the true model with the estimated model (under quadratic loss).
V. CONCLUSIONS AND FURTHER RESEARCH
We have presented a Bayesian framework for modelling data distributed around a principal curve. This approach reduces the required number of mixture components (compare with fitting a mixture of normal distributions). Moreover it allows us to face interesting statistical questions beyond the determination of point scores over the curve. The following aspects require additional attention: to the image of this set. As X is continuous and it is defined on a compact set, it follows that x(Support(S, Y)) = Support(x(S, Y)). Then X is a homeomorfism because it is a 1-1 continuous function defined from a compact set to a metric space.
Remember that x(s, y) = a(s) + A(s) (0, yt)t, where the frame matrix A(s) is an orthonormal matrix, it is differentiable as a function of s, and its first column is a'(s). Moreover, A(s) can be chosen so that the corresponding Cartan matrix C(A) = A-1A' = ALA' is skew-symmetric (C' = _C) having elements cij (s) = 0 for i j 1, where A' is the matrix whose elements are the derivatives of the elements of matrix A (for details see, for instance, [9] , pp. 158-160). As X is 1-1, we call (s(x),y(x)) = X-1(x), for a given x C Support(X), where X = x(X).
Applying change of variable standard techniques, the density function of X at a given x can be computed as fx(x) = f(s,y)(s(x),y(x))(det(Jx(s(x),y(x)))- 1, where Jx (s(x), y(x)) is the Jacobian of X at x, that is to say the 
