The optimization problems arising from an information theoretic formulation of the Surprise Examination (or Unexpected Hanging) Paradox are examined and solved. They provide a nice application of both the Kuhn-Tucker Theorem and the Jensen inequality.
Introduction
In this paper, we study the optimization problems arising from an entropic approach to the so-called Surprise Examination (or Unexpected Hanging) Paradox. The idea of such an approach was proposed by Karl Narveson and presented in a recent article by Timothy Y. Chow 1] . (We shall not discuss here the di erent approaches to the resolution of the paradox itself; the reader interested in these aspects is invited to consult 1].) An event (such as a test given by a teacher or a surprise tax audit) occurs once every m days, with probability p i on day i, i = 1; : : : ; m. We wish to nd a probability distribution that maximizes the average surprise caused by the event when it occurs. We consider a measure of surprise analogous to the one used in the de nition of the Shannon entropy (see 2], for example). The surprise on day i will be the negative of the logarithm of the probability that the event occurs on day i given that it has not occurred so far. The event`test occurs on day i' will be simply denoted by i, and its probability will be denoted by P(i) or p i . The event`test does not occur on day i' will be denoted by i. The quantity to be maximized can therefore be written as 
A preliminary result
We rst establish the convexity of (the negative of) our measures of surprise. 
The values of the k 's can be obtain as shown in Figure 1 below. Figure 2 shows examples of optimal probability distributions, for m = 7 and m = 50. 
Remark: As pointed out in 1], the (optimal) probability that the event occurs on the ith-to-the-last day, given that it has not occurred so far does not depend on m. This is immediate from Recursion (4) and from the equality P(m ? It is then easy to check that the j 's derived from (a') and (b') coincide with the j 's of the previous paragraph multiplied by m. Some immutable characteristics of the optimal probability distribution were pointed out in Remark 1. One may also be interested in the asymptotic properties of Problem (P m ) when m tends to in nity. We shall simply mention here three facts.
Firstly, the ratio between the last and the rst components of p (m) tends to a nite value. Indeed, from Eq. Thirdly, the optimal value V (P m ) of (P m ) tends to 0 as m tends to in nity. To prove this claim, we show that lim inf V (P m ) = 0 = lim sup V (P m ). The rst equality is easily obtained from This completes the proof that the optimal value of (P m ) tends to 0 (which is also the optimal value of (P)), as claimed in Section 4.
Conclusion
The entropic formulation of the Surprise Examination problem provides a beautiful example of the application of concepts from the theory of convex constrained optimization. Its originality lies mainly in the recursivity of the (discrete time) solution which follows from the Kuhn-Tucker Conditions.
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