The objective of this study was to develop a molecular predictive model from quantitative real-time polymerase chain reaction methods to describe the growth of S. aureus strains in artificially contaminated pork in storage dependent of a constant temperature (7-30°C). This model acquired by quantitative real-time polymerase chain reaction methods was compared to a conventional predictive model using data. This study used three of the main growth models to fit the growth equation. The results proved that Modified Gompertz, Logistic, and Richards models were adequate for describing the growth curves. These models had the very low rate of the growth of S. aureus in pork during a lag phase. The growth rate increased with temperature, and the lag time decreased. Lag phases were apparent in all models, and those samples stored at low temperatures had longer lag phases. There was no significant difference in the molecular and conventional predictive models for any of the growth curves. However, the use of a molecular predictive model could save more time and labor to construct more precise models of certain pathogens. In conclusion, the molecular predictive model could provide an effective method to lessen the risk of S. aureus of pork.
Introduction
Staphylococcus aureus, an opportunistic pathogenic gram-positive bacterium, is a causative agent of a wide group of infections ranging from superficial lesions to life threatening septicaemia. [1] S. aureus is commonly found in the nostrils and on the skin and hair of warm blooded animals. It has been shown that approximately 30-50% of the human population are carriers. S. aureus can grow over a wide temperature range (7-48.5°C) with an optimum temperature of 30-37°C. [2] This specialty enables S. aureus to grow on many types of foods. [3] Thus, early recognition of S. aureus is a key issue for public health policy.
Predictive models have been utilized to analyze the population dynamics of pathogenic and spoiling bacteria at several temperatures for different lengths of time during food storage. Predictive models use methods such as experimental design, data collection, data analysis, and summary (e.g., growth rate, lag time, etc.) to enable the establishment of databases. With the development of predictive models and the advancement of computation, [4] highly complicated specific models have been implemented. For instance, sigmoid functions have represented modified Gompertz, Logistic, and Richards models. [5] A characteristic microbial growth curve is composed of three stages: lag, exponential, and stationary. [6] To confirm whether prediction supply a good description of growth in foods, models claim to be verified to assess their predictive capacity. As a consequence, in food processing operations, predictive mathematical modeling can be helpful in everyday decision making for hazard analysis critical control point performance and risk assessment in situations where process differences, improper handling, or temperature fluctuations have occurred.
Much research has been published utilizing many types of models revealing that different models have different performances. Juneja et al. [7] estimated the goodness-of-fit of three primary models on the growth of Salmonella in chicken. Ding et al. [8] used mathematical modeling (Gompertz, Logistic, and Baranyi model) on the growth of S. aureus in sandwiches. Ye et al. [9] developed and validated a molecular predictive model (Gompertz, Baranyi, Logistic, and Huang model) to describe the growth of Listeria monocytogenes in vacuum-packaged chilled pork by real-time polymerase chain reaction (PCR). However, few published articles have been based on a comparative study of different predictive models of S. aureus in pork.
Although most of the raw data for predictive modeling originated from traditional microbiological methods, the approach is time consuming and labor intensive. Because meat can easily be bacteriologically contaminated and can be an ideal substrate for many types of spoilage microorganisms, [10] it is difficult to correctly count the targeted bacteria in the absence of background bacterial flora.
Previous studies showed that antibiotic-resistant bacteria had been used to study growth features by utilizing a selective medium while adding varieties of antibiotics. [11] Nevertheless, the method has not always been found to be suitable. The research also showed that the growth rates had significant differences between rifampicin-resistant and wild-type strains of E. coli O157:H7. [12] In the last few years, many varieties of rapid detection techniques for microbes have been determined for the definitive quantitation of the microorganisms of food products. With real-time PCR, the assay has proven to have enormous potential as a result of its high specificity and sensitivity. [13] By setting the standard working curve, real-time PCR assays allow access to quantitative terms and S. aureus counting. [14] Currently, as a traditional method, real-time PCR has the potential to be used.
All of the raw data originated from traditional microbiological counting assays for predictive modeling. Little research has reported on advancing molecular predictive modeling from quantitative real-time PCR detection assays, which is the aim of this work. As a consequence, the main purpose of this research was to advance molecular predictive modeling for describing the growth of S. aureus in pork in storage under constant temperature conditions. Additionally, a comparison between the molecular predictive modeling acquired by real-time PCR and conventional predictive modeling acquired by traditional microbiological methods, will be achieved. This study will assess the feasibility of molecular predictive modeling for the evaluation of the microbial safety of pork.
Materials and Methods

Bacterial Strains and Inoculum Preparation
In this study, three bacterial strains of S. aureus were used. S. aureus ATCC 25923 (food isolate) was acquired from the China Center of Industrial Culture Collection (Beijing, China). S. aureus (food isolate) was obtained from this laboratory. S. aureus (food isolate) was obtained from Jiangsu EntryExit Inspection and Quarantine Bureau.
The three strains of S. aureus were separately stored at -80°C in nutrient broth (NB) with 30% glycerol. As for the preparation of inoculum, frozen suspensions from each strain were dissolved and streaked onto selective agar (Baird Parker agar with egg yolk [BP-EY] agar with selective supplements; Land Bridge, Beijing, China) after the plates were incubated at 37°C for 48 h.
Single colonies from the BP-EY plate transferred to 6 mL tubes of tryptic soy broth (TSB) were incubated at 37°C for 4 h, and then, they were transferred to another fresh TSB tube and incubated at 37°C for 18 h. Three milliliters of all three strains of S. aureus (approximately 10 8 cfu·mL -1 ) were mixed, and then, the inoculum was prepared from a suspension diluted to 10 6 cfu·mL -1
.
Samples Preparation
Samples (90% lean pork) were purchased from a local retail store. The outer pork layers removed by sterile surgical scissors were discarded. The inner pork samples were distributed into 20 g portions (approximately 6 cm × 6 cm × 1 cm) and packaged into sterile plastic bags. Then, each specimen was packaged by a vacuum-packaging machine (DC800-FBi-E, Promax packaging solution, USA) and then underwent high pressure (300 MPa, 10 min at 20°C) to inactivate the background flora. [9] The effectiveness of this process was confirmed for eliminating background bacteria. Before being traypackaged, after pressure treatment, each sample was inoculated with 100 μL of a solution with approximately 10 6 cfu·mL -1 of S. aureus. For the tray-packaged pork, the initial inoculum of S. aureus was approximately 10 3 -10 4 cfu·cm -2
Storage Conditions and Growth Measurements
Inoculated samples were incubated with different incubation temperatures (7, 10, 15, 20, 25 , and 30°C ) under isothermal conditions for different lengths of time. At each appropriate growth temperature, the samples were analyzed for the enumeration of S. aureus at frequent intervals. After each temperature was studied, six of the relative growth curves were accomplished.
S. aureus Counting
Each tray-packaged pork sample (20 g) was homogenized in 80 mL of sterile saline (0.9%) following shaking at 230 rpm for 10 min with a stomacher. Further measures were taken as detailed in the following text.
Traditional Microbiological Method
Viable counts were acquired by plating a dilution in sterile saline onto selective agar (BP-EY agar with selective supplements; Land Bridge, Beijing, China) after being incubated at 37°C for 72 h. We recorded an average cfu·mL -1 from two platings of each growth curve point to obtain better estimates of the growth kinetics.
SYBR Green Real-Time PCR Assay
DNA extraction A 2 mL aliquot was shifted to a 2 mL sterile tube after being centrifuged (Avanti J-E, Beckman Coulter, USA) at 200 g (4°C) for 1 min. The supernatant (1 mL) was shifted to a sterile centrifuge tube (1.5 mL) under aseptic conditions, and then, another centrifugation was performed at 12,000 × g for 2 min (4°C). The pellet was stored at -20°C and used to further test the DNA extraction. Using the manufacturer's instructions, with some revisions, bacterial DNA was extracted with a TIANamp Bacteria DNA Kit (Tiangen Biotech Beijing Co., Ltd., China). The revisions extended the incubation time of lysozyme (1 h) and proteinase K (2 h).
DNA standard curves
The oligonucleotide primers used in this study were synthesized by Invitrogen Life Technologies (Shanghai Yingjun Biotechnology Co. Ltd. China). The primers nuc-f (GCG ATT GAT GGT GAT ACG GTT) and nuc-r (AGC CAA GCC TTG ACG AAC TAA AGC) used in this study were based on previous work using the S. aureus-specific nuc (thermonuclease) gene. [15] In real-time PCR, a 270 bp fragment of the nuc gene of S. aureus was used for amplification.
Optimization of real-time PCR condition: Bacterial DNA was extracted using the TIANamp Bacteria DNA Kit (Tiangen Biotech Beijing Co., Ltd., China) according to the manufacturers' instruction. Reactions were carried out in MicroAmp optical eight-tube strips using an ABI Prism 7500 (Applied Biosystems, USA) sequence detection system. SYBR ® Green I and ROX were used as reporter and passive reference dyes, respectively. The optimized real-time PCR (SYBR ® Green) reaction mixture contained: 10 μL of 2× SYBR ® Premix Ex Taq TM (Tli RNaseH Plus; TaKaRa Biotechnology Dalian Co., Ltd., China), 200 nM each primer, 0.4 μL of ROX Reference Dye II (TaKaRa), 2 μL of DNA and deionized sterile water to a final volume of 20 μL.
Specificity
After real-time PCR (SYBR ® Green) amplification, melting curve analyses were carried out using ABI PRISM 7500 SDS software version 1.4 (Applied Biosystems). The PCR products were heated to 95°C for a period of 15 s, cooled at 60°C for 1 min, and then slowly heated back to 95°C for 15 s and finally 60°C for 15 s.
Standard curve
For the DNA standard curve, S. aureus ATCC 25923 DNA was serially diluted by a factor of 10 in deionized water, producing dilutions ranging from 90 ng to 9 pg of DNA for consistency with an nuc copy number of 10 . DNA was extracted from artificially contaminated pork samples, and then subjected to real-time PCR. Viable counts were obtained simultaneously by plating a dilution made in deionized water onto selective culture media and then incubating at 37ºC for 48 h. Quantitative results for each were obtained from DNA standard curves. Simultaneously, traditional plating methods were performed for bacterial enumeration. By comparing the above two assays, the results were able to evaluate the detection accuracy of this method.
Growth Curve Models of S. aureus
Growth curves were produced by the natural logarithm of cfu·mL -1 versus time by the mean microbial counts at each time point from the five tests at constant temperatures. According to the non-linear equations (modified Gompertz, Logistic, and Richards), a variety of modeling methods were chosen as models for the growth dynamics and re-parameterized to describe the microbial growth parameters in Table 1 .
Modified Gompertz and Logistic models are derived from experiments and, on certain occasions, can overvalue the maximum growth rates. However, these models have been widely used. [7, 12] To directly compare these models in this study, two additional biologically based growth models were used. Richards models had difficulty with fittings because parameter estimates went into an area where the function forecasted a large value so that an overflow error resulted. However, the Richards model with four parameters visibly gave reasonably good fits of the data and had been used previously.
[16]
Assessment of Model Performance
Correlation coefficients (R 2 ), bias factors (B f ), accuracy factors (A f ), the mean square error (MSE) and standard error of prediction (SEP) were calculated to assess the goodness-of-fit of the overall models. The goodness-of-fit of the original model was assessed by the corrected R 2 . The MSE was used to assess the difference between the growth data calculated by the model and that tested by the experimental method. The smaller the MSE, the better the model fit.
A validation test was performed to express the influence of the storage temperature (12, 16, 23 , and 28°C) on the growth of S. aureus in pork. In the meantime, validation experiments were performed for assessing the models using A f and B f . The A f shows the spread of the results from the predicted values. The B f indicates the mean relative error of the predicted and observed bacterial growth. The equations provide a definition for R 2 , MSE, A f , B f , and SEP. [17, 18] The residual sum of squares (RSS; was defined by the difference between observed and predicted values) was counted for each growth curve.
Statistical Analysis
In the isothermal condition (7-30°C), the achieved S. aureus growth data were fitted to the models (modified Gompertz, Logistic, and Richards) by Marquardt iterative assay according to a non-linear regression procedure using Origin software (version 8.6; Microcal Software Inc., Northampton, MA). In the Origin software program, defining the starting values of the parameters was extremely important because if unsuitable values were used, the model could not converge and could result in parameter over-valuing or under-valuing. After several iterations according to the non-linear program, the given initial values converged and yielded estimated values of the parameters. [16] Results and Discussion
Real-Time PCR
Specificity of real-time PCR
Optimal primer concentrations, defined as the lowest Ct with the highest ΔRn (delta value of the normalized reporter signal minus the baseline signal) for the given target concentration of 0.9 ng, were 200 nM for each primer in real-time PCR (SYBR ® Green). The nuc gene of the S. aureus strains used for the selection of bacterial DNA templates from non-target bacteria (from meat or meat products) had the anticipated enhancement of fluorescence, leading to 100% specificity. The mean Table 1 . Mathematical growth models used to predict growth of S. aureus.
Model Equation b
Parameter c Modified Gompertz peak Tm of the amplicons acquired with curves specific for the nuc gene of S. aureus tested (in triplicate) was 80.6°C ± 0.35 (ranging from 80.2 to 80.9°C). No amplification was seen, including either water or DNA from all of the other species, and no peak was acquired for them in the melting curve, confirming their use as negative controls (data not shown).
Standard curve DNA standard curves were created using serial dilutions of S. aureus ATCC 25923 DNA in sterile water. DNA was extracted and subjected to real-time PCR to construct the standard curves. The linearity range of the DNA standard curve was from 90 ng to 9 pg (10 7
), covering five orders of magnitude. At the DNA level, the equation of the Log cfu·mL -1 versus the threshold cycle (CT) values obtained was y = -3.274x + 38.6, with an R 2 value of 0.9998, and the reaction efficiency (E = 10 -1/slope -1) [19] was 102.04%. Based on the information as described above, the R 2 and E-values were acceptable for the method. The relevant coefficients of variation (CV), ranging from 0.05-0.28%, demonstrated the high precision of our real-time PCR (data not shown).
Quantitative detection of S. aureus in artificially contaminated pork samples Pork having complex matrix influenced the efficiency of DNA extraction and PCR amplification. [9] Artificially contaminated pork samples were investigated in order to assess the applicability of realtime PCR for direct detection and quantification of S. aureus. In the first case, the probability of S. aureus detection by real-time PCR was determined over the range from 10 7 to 10°cfu·mL -1
. The actual detection limit of artificially contaminated pork was determined to be 10 cfu·mL -1 for realtime PCR (SYBR ® Green, Tm: 80.4ºC ± 0.3). However, in previously published studies associated with real-time PCR, most of the methods had required one-or two-step enrichment procedures. The study confirmed real-time PCR (SYBR ® Green) with pre-enrichment to detect Salmonella enterica in Serrano, and it was found that the detection limits were 10 2 cfu·g -1 . [20] Furthermore, quantification by real-time PCR relies on the efficiency and accuracy of the quantitative detection.
For detection of artificially contaminated pork, each cfu was obtained by real-time PCR using DNA calibration curves of S. aureus real-time PCR standards (data not shown). The results of realtime PCR (SYBR ® Green) proved that each cfu was significantly different between the plate counts and real-time PCR (SYBR ® Green) detection (data not shown). Because of its high specificity and accuracy, real-time PCR has been widely used to detect a number of kinds of bacteria in meat and meat products. [21] The disadvantages of the real-time PCR model had been the absence of distinction between live/dead cells; however, the study showed that the DNA-based quantitative real-time PCR assay was more accurate than ribonucleic acid-based assay when tested samples untreated. [22] In other words, as a traditional method, real-time PCR has the potential to be used.
Primary Modeling of S. aureus Using Conventional Microbiological Methods and Real-Time PCR
In this study, the growth curves of a tube of three S. aureus strains on tray-packaged pork at different constant temperatures (7-30°C) were obtained. This research proved that the growth curves of S. aureus in tray-packaged pork (7-30°C) were acquired by traditional microbiological methods and real-time PCR (Figs. 1a, 1b, and 1c) .
Three primary growth models (modified Gompertz, Logistic, and Richards) were used for fitting (Figs. 1a, 1b, and 1c) . Although modified Gompertz and Logistic models invariably overvalue the maximum growth rate, they can both take the place of most of the empirical models and have been used previously. [12] Therefore, modified Gompertz and logistic models were used as reference models. Richards models represented other more biologically based growth models were used in this study to directly compare these models. [23] Figures 1a, 1b, and 1c showed that all of the isothermal growth curves were sigmoidal, following the exhibited lag, exponential, and stationary phases. Specifically, when incubated at 7-30°C, all three models (the modified Gompertz, Logistic, and Richards models) were applicable to describing the growth of S. aureus inoculated into traypackaged pork samples. The three models fit molecular and traditional predictive growth curves. The fitting figures of the three different models made clear that although there was a small deviation of the colony forming units from the original bacterial value, there were numbers of colony forming units of S. aureus similar to the stationary phase. In the lag phase (LT), the logistic and Richards models were similar to each other. However, in the exponential phase period transitioning into the stationary phase in comparison to the other models, the values of the modified Gompertz model were lower. The largest concentration of bacteria was not significant. The growth rate (log cfu·mL -1 /h) increased with temperature and varied between 0.04 and 0.95 log cfu·mL
/h, and the lag time decreased from 33 h to 1 h (Table 2) .
S. aureus can grow over a wide temperature range (7.0-48.5°C). [2] A large number of predictive mathematical models have been developed to predict the growth of pathogenic organisms during the storage of meat and meat products. [17 , 24] This study showed that the growth rate increased with temperature, and the lag time decreased. LTs were apparent in all models, and those samples stored at low temperatures had longer LTs than those at high temperatures. The growth rate and lag time were similar with the published ones which were listed by Lee et al. [25] In this study, the rates derived from the molecular and conventional detection methods were compared for growth of S. aureus. In conclusion, in order to avoid that S. aureus reaching higher levels before consumption, meat and meat products can be stored at lower temperatures.
Secondary Modeling of S. aureus Using Conventional Microbiological Methods and Real-Time PCR
Specific growth rate (SGR) and LT calculated from three different model (the modified Gompertz, Logistic, and Richards model) formulas analyzed by non-linear regression were used to establish secondary models to express the influence of storage temperature on the growth of S. aureus in pork. The square root equation and natural logarithm equation constructed for SGR and LT, respectively, are shown in Table 3 . Three secondary growth models (modified Gompertz, Logistic, and Richards) were used for fitting the LT model (Fig. 2) and GR model (Fig. 3) . The results showed that when tray-packaged pork inoculated with S. aureus and incubated at constant temperatures from 7-30°C, S. aureus grew as expected. The growth rate increased with temperature and the lag time decreased.
Primary Model Evaluation of S. aureus
Parameter values and performance statistics of three fitted equations at each measured temperature are shown in Table 4 . The resulting R 2 values were ≥0.9609 and the MSE values were ≤0.2799 log cfu·mL -1 in each of the three models, and thus, all met the defined requirements. [26] The results proved that the modified Gompertz model had a good statistical fit with the observed data and that its R 2 values were close to 1 among all three models. However, the differences of the three models were not significant.
The approximated MSE values were within the precision of microbial enumeration, showing that three different models fit the isothermal growth data well. The small MSE value indicated that the model was accurate in depicting the effect of time on the colony forming units of S. aureus at a steady temperature. [27] Therefore, the fitting results of all of the models were available. An additional six data sets at each temperature were obtained to compare the observed values with the model predictive values, and the B f and A f values were calculated by equations [17, 18] to assess the performance of the developed models. Ross [26] suggested that for models representing pathogen growth rate, B f within a range of 0.9-1.05 could be considered to be good, within the range of 0.7-0.9 or 1.06-1.15 could be considered to be acceptable, and less than 0.7 or 1.15 could be considered to be The original data of these parameters were obtained by means of appropriate real-time PCR method. Table 3 . The secondary models (specific growth rate and lag phase) of S. aureus on pork at constant temperature (7~30°) obtained using real-time PCR and conventional microbiological method. unacceptable. From Table 4 , all of the B f and A f values were close to 1.0 and thus were in an acceptable range. [28] The objective indication of model performance was based on the indexes of bias and accuracy. A B f less than 1 indicates that a model is, in short, fail-safe. [18] Therefore, the A f should be calculated. As shown in Table 4 , the average A f of the models obtained by the conventional microbiological method was 1.0452, and the average A f of the models obtained by real-time PCR was 1.0507. The results showed that the predictions were not different in observations in all of the models and that the predicted curves could accurately describe the growth of S. aureus on tray-packaged pork at a constant temperature.
Secondary Model Evaluation of S. aureus
Model evaluation is a necessary method to assess the interpolation capability of a newly developed model, and it is a key step in their development. [29] The first stage is internal evaluation, which verifies the model against the data that is used for constructing the model. [30] This assures that the model accurately indicates the data from which it was generated and describes any biological trend in those data. [31] In this study, to evaluate the prediction accuracy of the secondary model (SGR and LT), a validation test was performed to express the influence of the storage temperature (12, 16, 23 , and 28°C) on the growth of S. aureus in pork. All of the secondary models (SGR and LT) containing molecular and traditional predictive models were evaluated by correlation coefficient (R 2 ), B f , and A f values. The secondary model (SGR), containing molecular and traditional predictive models, was evaluated by the MSE, RSS, and %SEP.
First, the resulting R 2 values were ≥0.9418 and the MSE (SGR) values were ≤0.0078 log cfu·mL
in each of the three models, and thus, all met the defined requirements. [26] It can be seen that the modified Gompertz model provided a good statistical fit to the observed data, and its R 2 values were close to 1 in all three models. However, the differences were often small. The estimated MSE (SGR) values were within the precision of microbial enumeration, indicating that the three different models fitted the isothermal growth data well.
Second, the B f and A f are employed to evaluate the performance of the presented models, which are considered to be objective indications of the model performance. [32] B f is a measure of the extent of under-or over-prediction by the model of the SGR or LT observed. [33] Usually, a B f value of less than 1 indicates that the predicted value is higher than the observed value, which results in a fail-safe model. Similarly, a B f with a value of more than 1 showing that the prediction leads to a lower level of confidence and is lower than that of the observed value, which is also dangerous and needs to be avoided. B f is an important parameter for the model under consideration. [32] The average B f values for the models (SGR and LT) obtained by the conventional microbiological method were 0.9696 and 0.9627, and those by the real-time PCR method were 0.9868 and 0.9625, respectively. The B f values for the models denoted that the results were unreliable. Other published research also showed unsafe results. Jin et al. [32] indicated that fail-safe predictions of B f for a model developed for L. monocytogenes. Baert et al. [34] showed that B f values of 0.64-0.81 for SGR models depicted the effect of storage temperature on the growth rate and LT of 6 Penicillium expansum strains. However, Armas et al. [35] suggested that B f values within the range of 0.6 to 3.99 were acceptable for the SGR of pathogens and spoilage organisms. Dalgaard and Jorgensen [29] showed that B f values in the range of 0.75 to 1.25 should be regarded as successfully validated for modeling seafood spoilage microorganisms. Generally, the model was considered to have high performance and accuracy if the value of A f was 1, whereas a larger value of A f results in a lower accuracy of the average estimate. In this study, the results showed that the average A f values for the models (SGR and LT) obtained by the conventional microbiological method were 1.068 and 1.0403 and that by the real-time PCR method were 1.022 and 1.0392, respectively. To date, there is no acknowledged standard for the A f . Ross et al. [36] suggested that an acceptable A f could be based on the number of environmental parameters in a kinetic model. Jin et al. [35] showed that the A f values calculated from SGR and LT models for L. monocytogenes in broth were 1.67 and 1.72, respectively. Ding, Dong, Jin, and Oh [8] suggested that the A f value of 1.11 for an SGR model of L. monocytogenes in lettuce was treated with electrolysed oxidizing water. However, in this research, the A f of the models were good for validation compared to the mentioned references of other publications. [26, 37] Finally, the results showed that average SEP values of 3.8668 and 4.4434% for the models (SGR) were obtained by the conventional microbiological method and the real-time PCR method, respectively. The results also proved that average RSS values of 0.0249 and 0.0227 for the models (SGR) obtained by the conventional microbiological method and the real-time PCR method, respectively. In short, the smaller the SEP and RSS values, the better the fit. [26] 
Conclusion
Under the conditions of constant temperature (7-30°), this study evaluated and compared molecular predictive modeling with conventional predictive modeling for the growth of S. aureus in artificially contaminated pork. The models, based on the Modified Gompertz, Logistic, and Richards models, had the very low rate of the growth of S. aureus in pork during a LT. The growth rate increased with temperature, and the lag time decreased. LTs were apparent in all models, and those samples stored at low temperatures had longer LTs than those at high temperatures. The results of all of the experiments proved that there was no significant difference between the molecular predictive model and the traditional predictive model, and that the molecular predictive model could be used to predict the growth of S. aureus in artificially pork.
