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Abstract: In this work, we propose a novel method to find temporal properties that lead
to the unexpected behaviors from labeled dataset. We express these properties in past time
Signal Temporal Logic (ptSTL). First, we present a novel approach for finding parameters of a
template ptSTL formula, which extends the results on monotonicity based parameter synthesis.
The proposed method optimizes a given monotone criteria while bounding an error. Then, we
employ the parameter synthesis method in an iterative unguided formula synthesis framework.
In particular, we combine optimized formulas iteratively to describe the causes of the labeled
events while bounding the error. We illustrate the proposed framework on two examples.
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1. INTRODUCTION
Designing cyber-physical systems that achieve complex
tasks is a difficult and error prone process. The resulting
models are, in general, complex and composed of var-
ious sub-modules such as the Simulink models (MAT-
LAB, 2016). Once the model is developed, it’s traces are
checked against the specifications for verification. While
it is relatively easy to simulate the system and mark
the unexpected behaviors, it is extremely challenging to
locate the errors in the model that lead to the unexpected
behaviors. In this work, we propose a novel method to find
temporal properties that lead to the unexpected behaviors
from labeled system traces in an automated way. The
properties generated by our approach can give an insight
on the underlying cause and help the design engineer to
identify the corresponding modeling errors.
We express the temporal properties as signal temporal
logic (STL) formulas. STL is a rich specification language
that extends linear temporal logic (Baier et al., 2008)
and it is developed to describe properties of real valued
signals (Donze, 2013). Due to its expressivity and efficient
algorithms for checking continuous signals against STL
formulas, it is used in different areas including runtime
verification (Bartocci et al., 2018), analysis of time series
data (Vazquez-Chanlatte et al., 2017) and formal con-
trol (Raman et al., 2015). An STL formula is defined
using the Boolean and temporal operators, and predicates
in the form of linear inequalities. In this work, we focus
on the past time fragment of STL called ptSTL, where
only the past time temporal operators are allowed. For
example, P[0,3]x > 5 requires x to exceed 5 within the last
3 seconds. More complex formulas can be easily written
with combinations of Boolean and temporal operators. As
an example, consider the following specification “within
the last 20 seconds, x goes above 12, and since then, within
every five seconds, y drops below 0”. The specification is
expressed as ptSTL formula P[0,5] y < 0 S[0,20] x > 12.
In this paper, we address the following problem: given a
dataset of traces that are labeled at each time point (e.g.
test results), find a ptSTL formula such that the evaluation
of the formula along the traces will mimic the given labels.
Essentially, the objective is to capture the main cause
that leads to the labels as a ptSTL formula utilizing the
temporal semantics.
The STL formula synthesis problem has been studied
in different forms, including finding a formula satisfied
by all system traces (Jin et al., 2015; Jha et al., 2019),
finding a formula that differentiates the good and the bad
traces (Bartocci et al., 2014; Kong et al., 2014; Bombara
et al., 2016), and, as in our case, finding a formula that
identifies the unexpected (or bad) behaviors as soon as
they occur (Aydin Gol, 2018). In particular, in (Aydin
Gol, 2018), as in this work, the exact time of the bad
events is integrated to the dataset, whereas, in other works,
each trace has a single label. The nuance in the dataset
diversify the problem and the solution approaches. Jin
et al. (2015) presents a method to find valuations for
a template STL formula, in which some of the numeric
constants are represented with parameters (Asarin et al.,
2012). Whereas in later works, (Kong et al., 2014; Bombara
et al., 2016; Aydin Gol, 2018) both the structure and the
parameters of the formula are generated in an automated
way, which eliminates the need for expert guidance.
In this paper, we propose an iterative framework to syn-
thesize ptSTL formulas in an efficient way. The proposed
framework performs parameter synthesis for each para-
metric ptSTL formula up to a given formula length, and
then combines optimized formulas to describe the labels
in the given dataset. Thus, it is does not require expert
guidance. For parameter synthesis, we present a novel
approach that exploits the monotonicity properties of the
parameters. The parameter monotonicity was first intro-
duced by Jin et al. (2015), where a tight value is assigned
to each parameter in the given order so that the result-
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ing formula is satisfied by each trace. Here, we do not
require an ordering between parameters. We generate the
parameters that optimize the given monotone criteria in an
efficient way, and improve the result through the iterative
process. Kong et al. (2014) presents an iterative formula
generation method for a sub-class of STL formulas. As in
our method, it iteratively improves the resulting formula.
In addition to the differences arising from the variation
on the datasets, we consider any STL formula, not only
a sub-class, and combine them in a specific way. Further-
more, the proposed iterative synthesis approach allows us
to synthesize complex formulas efficiently, which was not
possible in (Aydin Gol, 2018).
The paper is organized as follows. Background information
on STL is given in Sec.2. In Sec. 3 , the formula synthesis
problem is explained. The proposed synthesis method is
presented in Sec. 4 and a case study is given in Sec. 5.
Finally, the closing remarks are given in Sec. 6
2. PRELIMINARIES
2.1 Signals
We define an n-dimensional discrete signal x as a mapping
from time domain N+ to the real numbers Rn. A finite
signal of length K + 1 is shown as a sequence x =
x0, x1, ..., xK . We use x
i
t to denote the projection of the
state on the ith dimension at time t.
A dataset of labeled signals is defined as
D = {(x, l) | x =x0, x1, . . . , xK , (1)
l =l0, l1, . . . , lK , and
xt ∈Rn, lt ∈ {0, 1}, t = 0, . . . ,K},
where lt = 1, means that at time t, an event of interest is
occurred on signal x.
2.2 Past Time Signal Temporal Logic
A Past Time Signal Temporal Logic (ptSTL) formula is
defined with grammar:
φ = T|xi ∼ c|¬φ|φ1 ∧ φ2|φ1 ∨ φ2|φ1S[a,b]φ2|P[a,b]φ|A[a,b]φ
(2)
where xi is a signal variable, ∼∈ {>,<}, and c is a
constant, T is the Boolean constant true, ¬,∧ and ∨
are the standard Boolean operators, S[a,b] (since), P[a,b]
(previously), and A[a,b] (always) are the temporal oper-
ators with time interval [a, b]. The semantics of a ptSTL
formula is defined over a signal for a given time point.
Informally, for signal x, at time t, formula P[a,b]φ is
satisfied if φ holds at some time in [t − b, t − a], formula
A[a,b]φ is satisfied if φ holds everywhere in [t−b, t−a], and
φ1S[a,b]φ2 is satisfied if φ2 holds at some time t
′ ∈ [t−b, t−
a] and φ1 holds since then. (x, t) |= φ denotes that signal
x satisfies formula φ at time t. Formally, the semantics are
given as follows:
(x, t) |= T
(x, t) |= xi ∼ c iff xit ∼ c,∼∈ {>,<}
(x, t) |= φ1 ∧ φ2 iff (x, t) |= φ1 and (x, t) |= φ2
(x, t) |= φ1 ∨ φ2 iff (x, t) |= φ1 or (x, t) |= φ2
(x, t) |= P[a,b]φ iff ∃t′ ∈ I(t, [a, b]), (x, t′) |= φ (3)
(x, t) |= A[a,b]φ iff ∀t′ ∈ I(t, [a, b]), (x, t′) |= φ
(x, t) |= φ1S[a,b]φ2 iff ∃t′ ∈ I(t, [a, b]), (x, t′) |= φ2,
∀t′′ ∈ [t′, t](x, t′′) |= φ1,
where I(t, [a, b]) = [t− b, t− a] ∩ [0, t]
Note that the previously (P) and always (A) operators are
the special cases of the since operator, P[a,b]φ := T S[a,b]φ
and A[a,b]φ := ¬P[a,b]¬φ. We include them as they are
used in the proposed methods.
Parametric Past T ime Signal Temporal Logic is an
extension of ptSTL (Asarin et al., 2012). In a parametric
ptSTL formula, instead of numerical values in time in-
terval bounds and predicates, parameters can be used. A
parametric formula can be converted to a ptSTL formula
by assigning a value to each parameter. As an example
consider the parametric formula φ = P[p1,p2]x < p3 with
parameters p1, p2 and p3. ptSTL formula φ(v) = P[3,5]x <
10.2 is obtained with valuation v = [3, 5, 10.2].
2.3 Monotonicity of Parametric Signal Temporal Logic
Monotonicity properties for parametric STL is introduced
by Jin et al. (2015). A parametric STL formula φ with
parameters [p1, . . . , pm] is monotonically increasing with
parameter pi if (4) holds along any signal x. Similarly, it is
monotonically decreasing with parameter pi if (5) holds.
for all v, v′ with v(pi) < v′(pi), v(pj) = v(pj) for each i 6= j,
(x, t) |= φ(v) =⇒ (x, t) |= φ(v′) (4)
for all v, v′ with v(pi) > v′(pi), v(pj) = v(pj) for each i 6= j,
(x, t) |= φ(v) =⇒ (x, t) |= φ(v′) (5)
Essentially, φ is monotonically increasing with pi if the
valuation can not change from satisfying to violating when
only the value of the parameter pi is increased.
Our aim in this work is to generate a ptSTL formula that
represents the labels in a dataset (1). For this purpose,
we generate label lφ = lφ0 , l
φ
1 , . . . , l
φ
N from a given signal
x = x0, . . . , xK using a given ptSTL formula φ as follows:
lφt =
{
1 if (x, t) |= φ
0 otherwise
(6)
We define number of positive labels P#(φ,x) (7) and num-
ber of negative labels N#(φ,x) (8) where lφ is generated
by evaluating formula φ along signal x as defined in (6):
P#(φ,x) =
K∑
i=0
lφi (7)
N#(φ,x) =
K∑
i=0
¬lφi (8)
Also note that
P#(φ,x) +N#(φ,x) = K + 1 (9)
We derive monotonicity properties of P#(φ, ·) for a para-
metric ptSTL formula φ with respect to the monotonicity
of φ. P#(φ, ·) is monotonically increasing with pi if and
only if the satisfaction value of φ is monotonically increas-
ing with pi, i.e.,if (4) holds along any signal x, then (10)
holds:
for all v, v′ with v(pi) < v′(pi), v(pj) = v(pj) for each i 6= j,
P#(φ(v),x) ≤ P#(φ(v′),x) (10)
Similarly, if φ is monotonically decreasing with pi, then
P#(φ, ·) is also monotonically decreasing with pi. Specifi-
cally, for any signal x, (11) holds when (5) holds:
for all v, v′ with v(pi) > v′(pi), v(pj) = v(pj) for each i 6= j,
P#(φ(v),x) ≤ P#(φ(v′),x) (11)
Note that, by (9), P#(φ, ·) and N#(φ, ·) have the opposite
monotonicity property, e.g., if P#(φ, ·) is monotonically in-
creasing with pi than N
#(φ, ·) is monotonically decreasing
with pi.
In our work, a parameter appears only once in a parametric
ptSTL formula. Therefore, the considered formulas are
monotonic in each parameter, i.e., either monotonically
increasing or monotonically decreasing.
3. PROBLEM FORMULATION
In this work, our goal is to find a ptSTL formula that
represents the labeled events in a dataset (1):
Problem 3.1. Given a dataset D as in (1), find a ptSTL
formula φ such that for any (x, l) ∈ D and t ∈ [0,K],
lt = l
φ
t , where l
φ
t is as defined in (6).
An exact solution Prob. 3.1 is a ptSTL formula φ that
generates the correct label at each time point along each
signal in the given dataset (e.g. for each of the |D|×(K+1)
evaluations). Such an exact formula might not exists due
to the noise in the signal and the errors occurred in the
labeling process. Here, we aim at finding the best formula
representing the given dataset. Considering that a number
of different reasons can lead to the occurrence of these
events, (thus the labels), we iteratively construct a formula
via disjunction:
φ = φ1 ∨ φ2 ∨ . . . ∨ φp. (12)
In particular, in each iteration, we synthesize formula
φi with a high number of true positives and bound the
number of false positives, since they will propagate via
the disjunction operator. In the formula synthesis phase,
we consider all parametric formulas with a given number
of operators and perform parameter optimization for each
formula. For parameter optimization, we present a novel
method that exploits the monotonicity of the parameters.
Example 3.1. As a running example, we use Aircraft
Longitudinal Flight Control model from Simulink (MAT-
LAB, 2016). In the model, the Pilot’s stick pitch command
(pilot) is the input and it is set as the target point. Internal
commands are generated according to the aircraft’s pitch
angle (alpha) and the pitch rate to reach that target point.
Furthermore, the system is perturbed with Dryden wind
gust model that feeds gust values qGust and wGust to
aircraft dynamics (a sub-system). A trace of the system is
shown in Fig 1.
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Fig. 1. Aircraft Longitudinal Flight Control Example
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Fig. 2. alpha0 − alpha1 and generated label l
In this example, our aim is to find the conditions which
cause the aircraft’s longitudinal motion to disturb. For
this purpose, we run two different scenarios. In the first
scenario, we set noise power of the band-limited white
noise generator (noise) in the Dryden wind gust model
to 0 and collect the alpha output of the model, denoted
as alpha0. In the second scenario, we set noise power of
band-limited white noise generator to 1000, set sample
time of the noise generator to 2 secs and again collect
the alpha output of the model, denoted as alpha1. In
both experiments, the same input signal (pilot) is used.
The difference is computed along alpha0 and alpha1. This
difference can be seen as how much the aircraft is disturbed
from the normal behavior. The following formula is used
to label the traces with high noise (second case).
|alpha0 − alpha1| > 0.06 (13)
Time points at which this formula is satisfied are labeled
with 1, and others are labeled with 0. We generate dataset
D with 5 labeled traces each having a length of 600. Note
that seed parameter of the Band-Limited White Noise is
set to k for kth trace. Each data point includes the pilot’s
command, aircraft’s pitch angle and the wGust and qGust
outputs of the Dryden Wind Gust Model in which we set
the noise power to 1000:
xi = {piloti, alpha1i , wGusti, qGusti} (14)
Out of 3000 data points, 477 of them are labeled with 1
and the rest is labeled with 0. An example of the difference
(alpha0 − alpha1) and the label are shown in Fig. 2.
4. FORMULA SYNTHESIS METHOD
In this section, we present the proposed formula synthesis
method to solve Prob. 3.1. First, we define success mea-
sures for the ptSTL formulas over the considered dataset
D, and derive monotonicity properties for these with re-
spect to formula parameters. Then, we propose an efficient
method based on monotonicity properties to find param-
eters of a given parametric ptSTL formula. Finally, we
present the developed iterative formula synthesis approach
which utilizes the parameter synthesis method for efficient
computation.
4.1 Monotonicity for Temporal Parameters
The number of positive labels P#(φ,D) of a ptSTL for-
mula φ over a dataset D is simply defined as the total
number of positive labels, and derived from (7). N#(φ,D)
is defined similarly.
P#(φ,D) =
K∑
(x,l)∈D
P#(φ,x) N#(φ,D) =
K∑
(x,l)∈D
N#(φ,x)
As either a positive (1) or a negative (0) label is assigned to
each data point, the equality |D| × (K + 1) = P#(φ,D) +
N#(φ,D) trivially holds. We define the number of cor-
rectly identified positive instances (true positives) with
respect to the labels generated by the formula φ using (6)
and the dataset labels as:
TP#(φ,D) =
∑
(x,l)∈D
K∑
i=0
li ∧ lφi (15)
Similarly, the total number of incorrect positive results,
i.e., the data points that have label 0 in the given dataset
and label 1 according to the ptSTL formula φ (lφi = 1) is
defined as:
FP#(φ,D) =
∑
(x,l)∈D
K∑
i=1
¬li ∧ lφi (16)
The derivations of TP#(·, ·) and FP#(·, ·) preserves mono-
tonicity properties (10) and (11). Therefore, if a paramet-
ric ptSTL formula φ is increasing (or decreasing) with
a parameter p, then both TP#(·, ·) and FP#(·, ·) are
increasing (or decreasing) with p.
We use M(p, φ) to denote the monotonicity property of
parameter p in φ for the number of positives (TP#(·, ·),
FP#(·, ·) or P#(·, ·) ):
M(p, φ) =
{
I if p is monotonically increasing in φ
D if p is monotonically decreasing in φ
(17)
Monotonicity property, M(·, ·), for each parameter in a
basic formula is given in Table 1.
Note that the preceding derivations are based on the num-
ber of positive labels. The number of correctly identified
negative labels, TN#(φ,D), and the number of incorrectly
identified negative labels FN#(φ,D) are defined similarly.
These show the opposite monotonicity property, i.e., if
TP#(φ,D) is monotonically increasing in parameter p,
Table 1. Monotonicity Table
φ M(p, φ) φ M(p, φ)
x > p D x < p I
A[c,p]ϕ D A[p,c]ϕ I
P[c,p]ϕ I P[p,c]ϕ D
ϕ1S[c,p]ϕ2 I ϕ1S[p,c]ϕ2 D
then TN#(φ,D) is monotonically decreasing in p. Further-
more, the negation operator (¬) inverts the monotonic-
ity property. For example, while M(p,P[a,b]x < p) is I,
M(p,¬P[a,b]x < p) is D. A parameter’s monotonicity is
determined by checking the syntax tree of the formula:
each negation that appears from the root node to the pa-
rameter inverts the monotonicity of the parameter shown
in Table 1.
Example 4.1. Consider parametric ptSTL formula
φ = (P[p1,p2](qGust < p3)) ∧ (wGust < p4) (18)
Monotonicity properties of p1, p2, p3 and p4 areM(p1, φ) =
D, M(p2, φ) = I, M(p3, φ) = I, M(p4, φ) = I.
4.2 Parameter Optimization Using Monotonicity
We now present an efficient method based on monotonicity
to find parameters of a parametric ptSTL formula φ from
a given dataset D (1) such that the number of correctly
identified positives of the resulting formula is maximized
while the number false positives is below a given threshold:
Problem 4.1. Given a labeled dataset D (1), a para-
metric ptSTL formula φ with n parameters p1, p2, . . . , pn,
lower and upper bounds li, ui for each parameter pi, an
error bound B ∈ N, find the valuation v within the given
limits that maximizes TP#(φ(v),D) while guaranteeing
that FP#(φ(v),D) ≤ B.
To solve this problem, we first present an algorithm for
parametric ptSTL formulas with two parameters, and then
discuss how this approach is adapted for parametric ptSTL
formulas with more than two parameters.
We present a diagonal search method to solve Prob. 4.1
in an efficient way when n is 2, which adapts search
problem of the product of an m element chain and an n
element chain (Linial and Saks, 1985) for ptSTL parameter
optimization. The diagonal search algorithm starts with a
valuation v with v(p1) is the bound on p1 that maximizes
TP#(φ,D) (i.e. either l1 or u1) and v(p2) is the bound
on p2 that minimizes TP
#(φ,D). Given step sizes δ1 and
δ2 for both parameters, the algorithm iteratively changes
the value of a parameter according to the following rule:
change v(p1) by δ1 in the direction decreasing P
#(φ,D) if
the error constraint does not hold at v, otherwise change
v(p2) by δ2 in the direction increasing P
#(φ,D). Thus,
the algorithm moves along a diagonal of the product of
the discretized parameter domains with the objective of
satisfying the error bound or improving the optimization
criteria. This diagonal method is summarized in Alg. 1
In lines 1-10 of Alg. 1, the initial value and the update
direction is defined for each parameter with respect to its
monotonicity property. At each iteration of the main loop
(lines 12-21), exactly one parameter value is updated. If
the error constraint (line 13) is violated, the parameter
that initialized to maximize TP#(φ,D), p1, is changed
Algorithm 1DiagonalSearch(φ,B,D, l1, u1, δ1, l2, u2, δ2)
Require: φ: A parametric ptSTL formula with
parameters p1 and p2, B : bound on FP
#(φ(v),D),
D: dataset as in (1), li, ui, δi: lower bound, upper
bound and step size for parameter pi, i ∈ {1, 2}
Ensure:
vbest = arg maxv{TP#(φ(v),D) | FP#(φ(v),D) < B}
1: if M(p1, φ) == I then
2: v(p1) = u1, δ¯1 = −δ1
3: else
4: v(p1) = l1, δ¯1 = δ1
5: end if
6: if M(p2, φ) == I then
7: v(p2) = l1, δ¯2 = δ2
8: else
9: v(p2) = u1, δ¯2 = −δ2
10: end if
11: vbest = [], TPbest = 0
12: while l1 ≤ v(p1) ≤ u1 ∧ l2 ≤ v(p2) ≤ u2 do
13: if B < FP#(φ(v),D) then
14: v(p1) = v(p1) + δ¯1
15: else
16: if TP#(φ(v),D) ≥ TPbest then
17: TPbest = TP
#(φ(v),D), vbest = v
18: end if
19: v(p2) = v(p2) + δ¯2
20: end if
21: end while
22: return vbest
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Fig. 3. An example run of Alg. 1.
by δ¯1 to reduce FP
#(φ(v),D). Otherwise, the current
parameter assignment is a candidate solution, and it is
checked against the best known solution (line 16). Then,
the parameter that initialized to minimize FP#(φ,D), p2,
is changed by δ¯2 to increase TP
#(φ(v),D). The iterations
end when a parameter is out of the given bounds. Con-
sequently, O(m1 +m2) formula evaluations are performed
over the given dataset, where m1 =
u1−l1
δ1
,m2 =
u2−l2
δ2
.
An example run of Alg. 1 is shown in Fig. 3 for il-
lustration, where B is 3, both M(p1, φ) and M(p2, φ)
are I. In Fig. 3, each cell contains FP#(φ(v),D) and
TP#(φ(v),D) on the left and right arrays, respectively.
Cells with FP#(φ(v),D) > B are marked with red (in-
feasible parameters) and the rest of the cells are marked
with green. The algorithm takes a step to the left when it
encounters a red cell and takes a step to the down when it
encounters a green cell. The path the algorithm follows is
shown on the grid. The algorithm returns [u1−2δ1, l2+4δ2].
Note that the algorithm evaluates the optimal in each row
it finds the overall optimal for the given step sizes.
We now describe the proposed method to solve Prob. 4.1.
Let φ be the given parametric ptSTL formula with n
parameters p1, . . . , pn. If n = 1, the optimal value is found
with a binary search. If n = 2, the optimal value is found
with DiagonalSearch method described in Alg. 1. Finally,
if n > 2, DiagonalSearch is run for p1 and p2 for all
possible combinations of the last n − 2 parameters, and
the optimal parameters are returned. The whole process
is referred as ParameterSynthesis(φ,B,D).
Example 4.2. Consider the parametric ptSTL formula (18)
from Ex. 4.1 with parameter ranges: l1, l2 = 0, u1, u2 = 30,
l3 = −0.4, u3 = 0.3, l4 = −240, u4 = 210. 2, 0.05, 0.05 and
30 are set as the step sizes δ1δ2, δ3 and δ4, respectively.
Since n > 2, two of the parameters, namely p2, p3, are
selected for DiagonalSearch based on the size of the
parameter domains. For the remaining parameters p1 and
p4, φ
i,j is created as follows:
φi,j =φ(v) where v = [i, p2, p3, j], (19)
i ∈ {0, 2, . . . 30}, j ∈ {−240,−210, . . . 210}
Alg. 1 is run for each φi,j with B = 5 over the dataset D
defined in Ex. 3.1. The maximum TP#(φi,j(v),D) is at-
tained when i = 4 and j = −20 with vbest = [10, 0], which
corresponds to ptSTL formula φ(v) = (P[4,10]qGust <
0) ∧ (wGust < −120)) with TP#(φ,D) = 235 and
FP#(φ(v),D) = 4. This formula explains approximately
50% of the large deviations from the normal behavior
(label 1). Thus a possible approach would be adjusting
internal commands generated from pilot with respect to
the wind behavior characterized by φ(v). Note that while
grid search requires 61440 valuations (Aydin Gol, 2018),
ParameterSynthesis(φ,B,D) can find the optimal solu-
tion with 4721 valuations.
4.3 Formula Synthesis
In this section, we present the solution to the main problem
(Prob. 3.1) considered in this paper: find a ptSTL formula
that represents labeled events in a dataset. In general, an
unexpected behavior/fault can occur due to a number of
different reasons. To utilize this property, we iteratively
construct a formula for the given datasetD as a disjunction
of ptSTL formulas each representing a different reason.
The goal in each iteration is to find a formula for a
subset of the labeled instances, while limiting incorrectly
labeled instances (FP) as this type of error propagates with
disjunction operator. To find such a formula, we define
the set of all parametric formulas as in (Aydin Gol, 2018),
and perform parameter optimization on each of them using
ParameterSynthesis method described in Sec. 4.2.
Given the set of system variables, {x1, . . . , xn}, and a
bound on the number of operators N , the set of all
parametric ptSTL formulas with up to N operators F≤N
is recursively defined as:
F0 = {xi ∼ pi |∼∈ {<,>}, i = 1, . . . , n} ∪ {T} (20)
FN = {¬φ,P[a,b]φ,A[a,b]φ | φ ∈ FN−1}∪
n−1⋃
i=1
{φ1 ∧ φ2, φ1 ∨ φ2, φ1S[a,b]φ2 |
φ1 ∈ F i, φ2 ∈ FN−i−1}
F≤N = ∪Ni=0F i
Algorithm 2 FormulaSynthesis(F , B,D, p)
Require: F : a set of parametric ptSTL formulas, B:
bound on the number of false positives, D: a dataset
as in (1), p: upper bound on the number of formulas
concatenated with disjunction.
1: Fv = {φ(v) = ParameterSynthesis(φ,B,D) | φ ∈
F}
2: i = 0, TPprev = 0, TP = 1, Φ = false
3: while TP > TPprev and i < p do
4: φ(v)∗ = arg maxφ(v)∈Fv TP#(Φ ∨ φ(v),D)
5: Φ = Φ ∨ φ(v)∗
6: i = i+ 1
7: TPprev = TP , TP = TP
#(Φ,D)
8: end while
9: return Φ
The proposed formula synthesis approach is summarized in
Alg. 2. The method takes a set of parametric formulas F , a
bound on the number of false positives B, a labeled dataset
D and a bound p on the number of ptSTL formulas, and
generates a ptSTL formula φ? in the form of (12) with
at most p sub-formulas, such that FP#(φ?,D) < Bp and
TP#(φ?,D) is optimized. The set of parametric formulas
can be defined as in (20), or alternatively, an expert of the
considered system can write a set of parametric formulas.
In the algorithm, first, parameters are optimized for each
parametric ptSTL formula φ ∈ F (line 1). Then, starting
from Φ = false, iteratively, the formula φ(v)? maximizing
the valuation of the combined formula Φ∨φ(v)? is selected
from the set of ptSTL formulas Fv until the sub-formula
limit p is reached, or concatenating new formulas does not
improve the result (lines 3-8). Note that at each iteration
a formula φ(v)? is added to Φ with disjunction.
In Alg. 2, ParameterSynthesis(φ,B,D) is run only once
for each parametric ptSTL formula. At every iteration of
the algorithm, TP#(Φ ∨ φ(v),D) is computed for each
φ(v) ∈ Fv to select the formula φ(v)? that generate
the highest increment in TP . Note that the resulting
formula φ? might not be the optimal formula due to
the iterative synthesis approach. Essentially, the fitness
of the formula is upper bounded by the formula that
would be obtained by performing parameter optimization
on parametric formulas in the form of (12) with N × p
parameters (as in (Aydin Gol, 2018)). However, due to
the complexity of the parameter synthesis algorithm, this
computation is not feasible for large formulas.
Example 4.3. The set of all parametric ptSTL formulas
F≤2 with at most 2 parameters over the system vari-
ables {alpha, pilot, wGust, qGust} is generated according
to (20). The parameter domains are defined as: pa, pb ∈
{2i | i = 0, . . . , 15} for A[pa,pb],P[pa,pb],
palpha ∈ {−0.5 + 0.05i | i = 0, . . . , 20},
ppilot ∈ {−0.5 + 05i | i = 0, . . . , 20},
pwGust ∈ {−240 + 30i | i = 0, . . . , 15},
pqGust ∈ {−0.4− 0.05i | i = 0, . . . , 14}.
We run Alg. 2 with the parametric formula set F≤2, the
dataset from Ex. 3.1, bound B = 5 and subformula limit
p = 4. The resulting formula is:
φ = φ1 ∨ φ2 ∨ φ3 ∨ φ4 (21)
φ1 = (P[4,10](qGust < 0)) ∧ (wGust < −120)
φ2 = (wGust > 120) ∧ (A[14,14](pilot > −40))
φ3 = P[2,2]((alpha < 30) ∧ (wGust < −120))
φ4 = (A[4,16](qGust > 10)) ∧ (pilot < −40)
Each sub-formula φ1, φ2, φ3 and φ4 explains a condition
that led to a disturbance in the pitch angle of the aircraft.
The first formula φ1 shows that a disturbance occurs when
wGust is less than −120 and qGust was lower than 0 for
some time within the last 10 time steps to last 4 time steps.
Formulas φ2, φ3 and φ4 show that a disturbance occurs 2)
when wGust is greater than 120 and pilot was greater then
−40 14 time steps ago, or 3) if alpha was less than 30 and
wGust was less than -120 two steps ago, or 4) if qGust was
higher than 10 for each step between last 4 and 16 steps
and pilot is less than -40 in the current step.
477 out of 3000 data points in D are labeled with 1.
TP#(φ,D) and FP#(φ,D) valuations are 419 and 18
respectively. Total mismatch count of 3000 points is com-
puted as 76 which leads to an accuracy of 97.46%.
This result is found in 3350 seconds on a PowerEdge T430
machine with Intel Xeon E5-2650 12C/24T processor. It
is important to note that φ includes 11 operators and 15
parameters and it is defined over 4 system variables. This
example shows that the proposed method can generate
complex formulas from labeled datasets in an efficient
way, since, due to the computational complexity, existing
formula synthesis algorithms are validated on simpler
formulas.
5. CASE STUDY
Fig. 4. Traffic network containing 2 signals and 6 links.
As a case study, we consider a traffic system that consist
of 6 links and 2 traffic signals shown in Fig. 4. The traffic
network is modeled as a piecewise affine system. The state
vector of the model captures the number of vehicles xi on
each link i, and the configuration sj of each signal j is
the system input. The details of the model can be found
in (Coogan et al., 2016). In this example, the capacity of
links 0,1 and 2 are set to 40 and the capacity of links 3,4
and 5 are set to 20, i.e., xi ∈ [0, 40] for i ∈ {0, 1, 2} and
xi ∈ [0, 20] for i ∈ {3, 4, 5}. The signals can be 0 or 1,
where si = 0 and si = 1 means that traffic flow is allowed
in horizontal direction and vertical direction, respectively.
Here, our goal is to find reasons which lead to congestion
on link x1. For this purpose, we generate a dataset D as
follows. We simulate the system 20 times from random
initial conditions for 100 steps. During the simulations, at
each time step the signal values are generated randomly.
The traces are labeled according to the following rule:
lt =
{
1 if (x1t > 30)
0 otherwise
(22)
Specifically, the time points at which link 1 has more than
30 vehicles, that is 75% of its capacity, are labeled with 1.
The resulting dataset has 2000 data points, 456 of which
has label 1. A sample trace of the system is shown in Fig. 5
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Fig. 5. A sample trace of the traffic system shown in Fig. 4.
We generate the set of all parametric ptSTL formulas F≤2
with at most 2 parameters over the system variables {xi |
i = 0, . . . , 5} ∪ {s0, s1} according to (20). The parameter
domains are defined as: pa, pb ∈ {i | i = 0, . . . , 5} for
A[pa,pb],P[pa,pb], px ∈ {5i + 10 | i = 0, . . . , 6} for x ∈
{0, 1, 2}, px ∈ {5i+ 5 | i = 0, . . . , 4} for x ∈ {3, 4, 5}.
In this case study, we aim at describing system behaviors
that leads to congestion on link 1 before it occurs. For this
reason, we use F≤2,s = {P[1,1]φ | φ ∈ F≤2} as the set of
parametric ptSTL formulas. We run Alg. 2 with the traffic
system dataset D, the parametric formula set F≤2,s, error
bound B = 20, and formula bound p = 3.
The optimal formula φ that the algorithm returns is as
follows 1 :
φ = φ1 ∨ φ2 ∨ φ3 (23)
φ1 = P[1,1]((x
1 > 15) ∧ (s1 = 1) ∧ (s0 = 0))
φ2 = P[1,1]((x
1 > 25) ∧ (s1 = 1))
φ3 = P[1,1]((x
4 < 10) ∧ (s1 = 1) ∧ (s0 = 0))
1 The inequalities over the signals are written as equalities to
simplify the presentation. si > 0 is equivalent to si = 1 since
si ∈ {0, 1}.
Each sub-formula φ1, φ2 and φ3 explains a condition that
leads to congestion in link 1 in the current step. The
formulas state that, link 1 will be congested at the next
time step (φ1): if s
1 blocks link 1 while s0 allows flow of
vehicles from link 0 to link 1 when there are more than 15
vehicles on link 1, (φ2): if s
1 blocks link 1 when there are
more than 25 vehicles on it, (φ3): if s
1 blocks link 1 while
s0 allows flow of vehicles from link 0 to link 1 when there
are less than 10 vehicles on link 0.
TP#(φ,D) and FP#(φ,D) valuations of formula φ are 454
and 30, respectively. Total mismatch count of 2000 points
is computed as 32. This whole process took 1205 seconds
on the same machine as Ex. 4.3.
6. CONCLUSION
In this paper, we developed a framework to synthesize
ptSTL formulas from a labeled dataset. We first defined
monotonicity properties of the success measures, namely
the number of correctly identified positive labels. We de-
veloped an efficient algorithm based on monotonicity fo
find parameter valuations of a parametric ptSTL formula.
Finally, we presented an efficient formula synthesis algo-
rithm that performs parameter synthesis for each para-
metric ptSTL formula, and iteratively generates a formula
as a disjunction of the optimized formulas by considering
the evaluation of the combined formula. We showed on two
examples that the proposed framework is able to generate
complex and long formulas with high accuracy, that was
not possible in (Aydin Gol, 2018). A future research direc-
tion is adapting this method to the datasets in which the
exact violation time is unknown.
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