ABSTRACT The emerging mobility management schemes for the fifth generation (5G) of mobile networks mostly follow the network-based protocol principles, which do not involve the mobile node (MN) in their operation. Such solutions have not been able to meet the ultra-low handover latency requirement in complex mobility scenarios in 5G. These objectives can be potentially achieved through increased involvement of MN in the handover operation, which can now be conveniently effectuated through virtualization technologies. In this regard, the classical host-based Fast Handovers for Mobile IPv6 (FMIPv6) protocol has the potential to offer several benefits due to its distinctive features, such as link-layer assistance for handover preparation, in-advance new care-of address formulation, and buffering services. Several enhancements to the FMIPv6 protocol have also been proposed, which improve its handover performance. Many of these enhancements focus on the baseline FMIPv6 specification, while others aim to enhance its operation by adding support features, such as mobile multicast, vertical handovers, quality of service assurance, as well as security support. Moreover, several enhancements to the access-technology-specific solutions for FMIPv6 have also been proposed. This paper aims to provide a systematic review of FMIPv6 enhancements in order to gain insight into its advantages as well as its shortcomings. Based on the review, this paper also discusses the evolution prospects of FMIPv6 toward 5G. Finally, some of its potential limitations along with possible research directions in the context of 5G are also indicated.
I. INTRODUCTION
The 5G mobile networks impose stringent mobility management challenges owing to the deployment of small cells, high traffic loads, and highly diverse services, applications and use cases. Most of these services, applications and use cases are latency critical and require ultra-low latency as the MN roams across different domains and networks. However, the emerging mobility management schemes, which are predominantly based on network-based protocol principles [1] , [2] , have been shown to incur very high latencies, among several other shortcomings [3] - [5] . Such discrepancies can potentially be addressed by exploiting the mobility-related intelligence available from the MN side.
In general, the mobility management protocols for 5G are required to evolve from the existing IP-based mobility management mechanisms. This is because the 5G networks are expected to evolve from the existing all-IP networks [6] . The Internet Engineering Task Force (IETF) has standardized the Mobile IPv6 (MIPv6) protocol [7] for handling mobility in the IP-based networks. The IETF has also specified several enhancements to MIPv6 which include Fast Handover for Mobile IPv6 (FMIPv6) [8] , Hierarchical Mobile IPv6 (HMIPv6) [9] and Proxy Mobile IPv6 (PMIPv6) [10] . Among these, the FMIPv6 [8] , which primarily aims to reduce the handover latency in MIPv6, has attracted a lot of attention. The IETF has further enhanced FMIPv6 by coupling it to PMIPv6 [10] PMIPv6 (FPMIPv6) [11] . Several studies have shown that both FMIPv6 and FPMIPv6 outperform MIPv6 and its other IETF enhancements and can achieve up to 88.63% reduction in handover latency compared to MIPv6 [12] , up to 82.14% compared HMIPv6 [12] and up to 77.94% compared PMIPv6 [13] under different scenarios and topology considerations. 1 However, the fast handover solutions still suffer performance bottlenecks under certain scenarios such as, for real-time applications and high mobility. As a result, several enhancements in their standard protocol operation have been proposed. Some recent works have provided detailed surveys on MIPv6-based enhancements along with their key functional characteristics [19] - [21] . They also discuss FPMIPv6 and its enhancements. However, no comprehensive review on the baseline FMIPv6 protocol enhancements can be found in the open literature. Thus, this paper surveys the existing literature on the enhancements in the FMIPv6 protocol operation. As we discuss later in this paper, FMIPv6 along with its enhancements, capitalizing on the virtualization technologies can potentially address several key mobility management challenges in 5G mobility environment.
The enhancements in FMIPv6 are broadly organized into five major categories to provide a systematic and comprehensive survey. These categories are based on the key design features of these enhancements and are termed as fundamental enhancements, complementary enhancements, supplementary enhancements, security-specific enhancements and access technology-specific enhancements. Figure 1 shows the proposed taxonomy of these enhancements. Several subcategories for each type of enhancement are also shown in Figure 1 .
The fundamental enhancements are primarily aimed at optimizing the handover sub-processes involved in the FMIPv6 protocol operation. By optimizing the individual sub-processes, the fundamental enhancements aim at improving the overall handover performance of FMIPv6. The handover sub-processes involved in the standard FMIPv6 operation include movement detection and neighbor discovery, link-layer assistance, nCoA acquisition, duplicate VOLUME 7, 2019 FIGURE 1. Taxonomy for FMIPv6 Protocol Enhancements.
address detection (DAD), bidirectional tunnel establishment, link-layer handover, binding update and return routability, and buffering. Bicasting is another sub-process utilized in some fundamental enhancements though it is not part of the baseline FMIPv6 standard. Other important aspects of the FMIPv6 operation which include the execution of suitable mode of operation, either predictive or reactive, as well as addressing the critical ping-pong effect have also been addressed through some fundamental enhancements.
The FMIPv6 operation has key dependencies on mechanisms such as link-layer assistance and neighbor discovery. However, its standard specification does not describe the exact operation of these mechanisms due to its limited scope.
Thus several enhancements with the primary objective to incorporate these mechanisms in its operation are proposed. Such enhancements are termed as complementary enhancements of FMIPv6.
The supplementary enhancements, on the other hand, have the main objective to incorporate additional functionalities in FMIPv6 operation. The FMIPv6 protocol can thus support advanced mobility features such as multicast mobility, vertical handovers, and QoS assurances. The majority of these enhancements integrate the operation of FMIPv6 with other network protocols. For example, the enhancements to support multicast mobility utilize the Protocol Independent Multicast (PIM) [22] , [23] and Multicast Listener Discovery (MLD) [24] , [25] protocols. Similarly, for vertical handovers, 4950 VOLUME 7, 2019 IEEE 802.21 [26] , and for QoS-assurance, protocols such as Transmission Control Protocol (TCP) [27] interwork with the FMIPv6 protocol operation.
Several enhancements in FMIPv6 also focus on ensuring its secure operation, since the signaling exchange among its different protocol entities is prone to several security threats. These security-specific enhancements could potentially be categorized under complementary or supplementary enhancements, the fact that security is a relatively broader subject, it is discussed under a dedicated category for the sake of convenience.
The FMIPv6 protocol, like other MIPv6 based standards, is access-technology independent -it can operate with any underlying access technology. However, since it incorporates the L2 handover within its protocol operation, the successful execution of FMIPv6 operation relies on timely completion of the L2 handover. The IETF has thus also specified access technology-specific protocols for FMIPv6, for prominent access technologies such as IEEE 802.11 [28] and IEEE 802.16e [29] . Both these specifications have also been enhanced further by the research community. The respective enhancements, categorized as access technology-specific enhancements, mainly focus on cross-layer approaches, such as integrating the signaling from L2 (IEEE 802.11/IEEE 802.16e) and L3 (FMIPv6).
Challenges in achieving efficient FMIPv6 operation, along with relevant solutions which essentially utilize various approaches are also highlighted in this review. The rest of this paper is organized as follows: Section II describes the FMIPv6 protocol operation and discusses the fundamental enhancements. The complementary and supplementary enhancements are discussed in Section III and Section IV respectively. Section V presents the security-specific enhancements, while Section VI discusses the access-technology specific enhancements in FMIPv6. Section VII discusses major benefits which can be achieved in FMIPv6 operation through these enhancements. The prospective evolution of FMIPv6 principles towards 5G, along with some limitations and research directions are also discussed in Section VII. Finally, Section VIII summarizes and presents the conclusions of the paper.
II. FMIPv6 SPECIFICATION AND FUNDAMENTAL ENHANCEMENTS
The FMIPv6 protocol is primarily designed to operate in the predictive mode. The reactive mode is executed only in case the predictive mode fails. In each mode, the protocol undergoes certain phases (or sub-processes) to accomplish the handover process. The FMIPv6 performance can be significantly improved if these handover sub-processes are efficiently executed. The protocol entities in FMIPv6 are shown in Figure 2 , while the signaling exchange among these entities during predictive and reactive mode is shown in Figures 3a and 3b respectively.
The FMIPv6 operation in predictive mode starts with movement detection as the MN detects its mobility towards a new subnet. It then sends the Router Solicitation for Proxy Advertisement (RtSolPr) message to PAR, which contains information about the new network detected by the MN (e.g. the Access Point Identifier (AP-ID)). The PAR in response sends the Proxy Router Advertisement (PrRtAdv) message, which contains a network prefix for the new subnet. The MN uses this network prefix for nCoA formulation using the stateless address autoconfiguration [30] mechanism while still connected to the PAR. The MN then waits for linklayer triggering which indicates that the link quality with current subnet has deteriorated, and handover to a new subnet is required. Based on this trigger, the MN sends the Fast Binding Update (FBU) message to PAR, prior to the L2 link switch. The FBU message indicates the MN's imminent disconnection from PAR's link. The MN also shares the formulated nCoA with PAR through FBU. It then expects the Fast Binding Acknowledgement (FBAck) message in return which would indicate that the nCoA is verified by NAR, and thus can be used to resume communications at the new subnet after the handover.
Concurrently, at the network side, the PAR shares the nCoA with NAR via Handover Initiate (HI) message, which in turn checks its validity. This nCoA validation process is called Duplicate Address Detection (DAD). If found valid, the NAR responds PAR with the Handover Acknowledgement (HAck) message. The HI/HAck exchange also results in the Bidirectional Tunnel establishment between PAR and NAR. The PAR, at this stage, sends FBAck message to MN over its current (PAR's) link, as well as over its prospective new link through NAR. The packets of any ongoing sessions of MN received at NAR for the MN which are forwarded from PAR through the tunnel, are buffered until the MN announces its presence at NAR. Buffering also earlier takes place at PAR, as it receives the FBU message from MN. VOLUME 7, 2019 Finally, after the successful link-layer handover, the MN announces its presence at NAR by sending the Unsolicited Neighbor Advertisement (UNA) 2 message. The nCoA of MN has to be communicated to its Home Agent (HA) and the Correspondent Node (CN) through the process of Binding Update, which involves the exchange of Binding Update (BU) and Binding Acknowledgement (BAck) messages. The BU/BAck exchange updates the new location of MN with its Home Agent (HA) and the Correspondent Node (CN). The HA resides in the MN's home network, and normally forwards traffic to MN when it moves out of the home network into any foreign network. The CN, on the other hand, is the node with which the MN currently has an active session. The Binding Update process with CN however, first requires an additional Return Routability (RR) process to be completed, in order to ensure that the BU is received from an authentic MN. Essentially, the RR procedure establishes the mutual authentication between the MN and CN. The RR process involves the exchange of HoTI/HoT and CoTI/CoT messages between MN and the CN through which the MN receives two tokens. These tokens are used by MN to formulate a valid BU message to be sent to the CN. The successful completion of the RR procedure means that the MN (at its new location) and the CN are mutually authenticated, and thus direct communication between them is now possible via NAR, without requiring any packet forwarding from PAR or HA.
The reactive mode of FMIPv6 is triggered if the MN fails to send the FBU message at PAR's link as it receives the link-layer trigger. This may, for example, happen due to the fast speed of MN. As a result, the nCoA cannot be shared proactively with PAR and NAR. The HI/HAck exchange or tunnel establishment also cannot take place before the L2 handover. Moreover, both PAR and NAR do not initiate buffering, as neither receives any indications about MN's handover. Consequently, the order of execution for some phases changes in the reactive mode which also impacts the order of its handover signaling. The FMIPv6 signaling in the reactive mode is shown in Figure 3b .
The proposed fundamental enhancements in FMIPv6 usually involve modifications in any of these phases (or subprocesses). Below subsections provide discussion on optimizations proposed in each of these subprocesses. Unless explicitly mentioned, the discussion in these subsections is based on the principles of the predictive mode of FMIPv6 operation.
A. MOVEMENT DETECTION
Apart from the traditional movement detection schemes [31] , which are generally too costly in MIPv6 environment, certain novel schemes have also been proposed. 2 The earlier FMIPv6 specifications used the terminology of Fast Neighbor Advertisement (FNA) for this message. Different FMIPv6 enhancements also use either of these terminologies. Thus, in this paper, both UNA and FNA are used interchangeably
The movement detection in FMIPv6 can be considerably optimized if its new location can be predicted. In [20] , a pattern learning module is used to store the MN's mobility pattern that helps to predict the destination cell where the MN will move to at the next handover event. Similarly, a Global Positioning System (GPS) based scheme is introduced in [32] in which every MN, using a GPS receiver, periodically sends its coordinates to a network entity named Mobility Controller (MC). The MC can timely inform the MN about its next AP based on its movement pattern. In [33] , the Radio Frequency identification (RFID) technology is considered for movement detection, where the passive tags are deployed throughout the area under consideration. This process totally eliminates the need for router solicitation/advertisement messages and thus avoids the relative time and bandwidth consumptions.
Recently, a group mobility management scheme, based on hitch-and-ride concept is introduced [34] , in which a group of MNs with same movement pattern, moving into another network around the same interval, joins a MN which has already initiated the handover signaling with PAR. The group of MNs receives a broadcast-RtSolPr (B-RtSolPr) message from the MN and if suitable, subsequently joins the MN in its handover process. The rest of the handover signaling messages such as PrRtAdv, FBU and FBAck, are also broadcasted by MN and PAR. Such an approach can provide benefits such as session resumption for multiple MNs through a single link-layer scanning mechanism and a single nCoA configuration, while the BU process for all MNs can also be carried out in parallel [35] .
B. LINK-LAYER TRIGGERING
The efficiency of FMIPv6 protocol operation depends largely on link-layer (L2) triggering. The timing as well as the criteria upon which such triggers are generated directly impacts the performance of FMIPv6 [36] , [37] . If generated too early, it causes higher probability of wrong handover prediction while, if generated too late, the MN may go into the reactive mode, thus incurring high packet losses. An analytical study in [38] shows that the early triggering also increases the signaling costs and would require more buffer space.
For timely L2 trigger generation, an RSS prediction scheme is proposed in [39] , which is based on the combination of Empirical Model Decomposition and Support Vector Regression. Another approach aimed at timely trigger generation is to adjust an appropriate RSS threshold. In [40] , an adaptive RSS threshold mechanism is utilized for trigger generation in which the RSS threshold is adaptively adjusted according to the MN's velocity, and the handover takes place as soon as the current RSS approaches the adaptive RSS threshold. Another approach in [41] computes the RSSthreshold considering parameters such as the antenna gain and cell radius, in addition to the MN's velocity. The proposed approach pre-computes the RSS which is expected to be observed at the boundary of the current cell. This ensures that the handover is triggered only when the MN is indeed at the boundary of the current attachment point, thus avoiding any false handover initiations.
The variations in wireless link quality can be of such an extent that it is very much likely for the RSSI to get stronger even after the L2 trigger. It is, therefore, worthwhile to evaluate the probability of the L2 trigger generation in the near future. In [42] , based on the movement direction of MN, the probability of L2 trigger is assessed. Accordingly, the L2 trigger is either generated or ceased.
In a dynamic wireless environment, it is not always effective to generate triggers based solely on the RSS criteria [43] as factors such as signal fluctuations, moving speeds of MN, and diverse coverage areas of APs can cause wrong handover predictions. In literature, various schemes suggest using the criterion such as Signal-to-Noise Ratio (SNR) [44] , remaining link lifetime [45] , signal decay [43] , and movement pattern [42] , [46] etc.
A proposal in [47] suggests to completely replace the L2 triggers for handover anticipation with a Prediction Algorithm which is based on data mining algorithms and exploits the mobility history of the user. Based on this information, the algorithm predicts the next ARs the MN may move into. On similar principles, a Media Independent Handover 3 (MIH)-based Information Server [26] evaluates the Possible Moving Area for an MN based on specific parameters such as velocity, acceleration, coordinate values and movement detection which are conveyed to it on a constant basis.
In practical scenarios, the L2 trigger may not correspond to the handover process, in which case it is called False Alarm. The MN will have to perform all the handover procedures to re-attach with PAR including the nCoA formulation and DAD. In order to counter this, [48] proposes that the MN should re-access the PAR if it keeps receiving RAs from it. It is also suggested that the pCoA and its corresponding bindings with CN/HA should not be dropped right after the nCoA formulation or L2 trigger generation for a specified time. This is to ensure that the MN may re-access PAR without CoA re-formulation and DAD. An enhancement of this proposal for vehicular environments is presented in [49] . In this scheme, in addition to reserving the pCoA and its bindings for a specific interval, the BU process at the new network is postponed to further reduce the impact of false alarm.
C. NCOA ACQUISITION
The nCoA acquisition process is reconsidered by several schemes with an aim to reduce the delays associated with it. Unlike [30] , there can be other methods to create the nCoA as well. For example, [50] and [51] suggest formulating the nCoA through pseudo-code and the International Mobile Subscriber Identity (IMSI) respectively. Also, instead of MN, other protocol entities can also be delegated the responsibility of formulating the nCoA, like NAR [52] , [53] and PAR [54] respectively.
In [55] , a new routing policy is designed, according to which the MN can temporarily use its pCoA at NAR's link. The NAR also does not drop any packets received for the topologically incorrect address without verification. If it is able to verify the MN's previous association with PAR, it buffers the MN's traffic until its attachment. Similar schemes are proposed in [56] and [57] in which the MN uses a temporary CoA (usually the pCoA) during handover, while a proposal in [58] suggests using anycast address during handover. In [59] , however, the NAR provides the validated and unique addresses from its pool which are to be used on a permanent basis. This scheme thus does not require nCoA formulation by MN or its subsequent verification through DAD.
D. DUPLICATE ADDRESS DETECTION (DAD)
The DAD process may become a major source of service degradation if it is not completed in a timely fashion. Few schemes propose to carry out this process in advance i.e. before the FBU message is sent [60] , and thus completely eliminate the latency associated with it.
The proposal in [61] , introduces the Optimistic IPv6 address concept which can be used by an MN for handover but has not yet completed the DAD process. According to the Optimistic DAD specification, the Optimistic IPv6 address should only be used if another suitable address is not available. The specification argues that the Optimistic DAD is useful because in most cases, the DAD process has much higher chances to be successful than to fail. Clearly, this proposal is only beneficial if the address collision probability is low.
An important issue that the DAD procedure can encounter is the looped back DAD messages, which needs to be suppressed. Certain techniques to counter this problem are discussed in [62] .
E. BIDIRECTIONAL TUNNELLING
A bidirectional tunnel between PAR and NAR is established to forward packets from PAR to NAR in order to resume the MN's ongoing traffic at NAR's link, even before the MN initiates the binding update process. The tunnel establishment and maintenance, however, causes overheads associated to the packets tunneling/de-tunneling, link utilization as well as securing the tunnel [63] . As highlighted in [64] , such issues aggravate with increasing number of handovers and volume of traffic to be tunneled. However, these issues can be partially addressed by carrying out the tunnel establishment process sufficiently in-advance i.e. even before the MN initiates the handover. An in-advanced tunnel establishment scheme in [65] , proposes a tunneling protocol module which resides in each AR and establishes tunnels with neighboring ARs beforehand. It also takes care of the signaling required to establish tunnels, as well as deciding and negotiating the desired tunnel characteristics, which include security and encryption methods between the two tunnel endpoints.
The dependency on tunnels can also be minimized by pre-empting the handover functions like binding updates as discussed in Section II-G.
F. LINK LAYER HANDOVER
The FMIPv6 being the network layer mobility management protocol, does not directly discuss the L2 handovers. However, the successful completion of L2 handovers is necessary to accomplish the already initiated FMIPv6 operation. Any improvements in the L2 handover performance directly optimize the FMIPv6 handover as well.
As earlier discussed, the IETF has proposed the FMIPv6 specifications for technologies such as IEEE 802.11 [28] , and IEEE 802.16e [29] . Several optimized solutions to enhance [28] and [29] have also been suggested which are discussed in detail in access technology-specific enhancements in Section VI.
G. BINDING UPDATE AND RETURN ROUTABILITY
Several optimizations have been proposed in the Binding Update and the Return Routability (RR) procedures in FMIPv6. These procedures carried out with CN achieve Route Optimization (RO). After RO, the NAR directly receives traffic from CN, instead of being tunneled from PAR. Thus, if carried out efficiently, these procedures can optimize the costs associated with the tunneling process.
The Proactive Bindings for FMIPv6 approach is proposed in [66] , in which the NAR carries out the binding update procedure on behalf of MN as soon as it receives the HI message from PAR. This approach proves to be an efficient scheme as the NAR knows the nCoA of MN much before the MN actually announces its presence on NAR. There are higher chances that by the time the MN connects to NAR, the NAR would have already completed the binding update process, hence the MN will be able to directly receive traffic from the CN right away. Similarly, [53] suggests that the CoTI message be sent to NAR by encapsulating it in the FBU and HI messages, which ultimately forwards it to the CN. Likewise, [67] suggests to carry out the Care-of Test (CoTI/CoT messages exchange) proactively, while the Enhanced Route Optimization [68] scheme proposes the early home address test (HoTI/HoT messages exchange) prior to handoff. Another proposal in [52] suggests the BU to be carried out by the NAR, while in [69] , PAR is responsible to carry out this process.
The Proactive Route Optimization for FMIPv6 (PROFMIPv6) [70] proposes that in addition to formulating the nCoA, the MN also formulates two tokens, t1 and t2. Both these tokens traverse to the CN via different paths: t1 is sent via HA and t2 is sent via NAR. The respective binding update messages carrying each token are forwarded by HA and NAR which act as a proxy for each of these tokens. The CN checks the nCoA using both these tokens and subsequently sends the Binding Acknowledgement (BA) message to NAR.
Various route optimization schemes propose to utilize an intermediate cross-over router which can redirect the MN's traffic from the old location towards its new location at the time of handoff. This approach is similar in principle to the HMIPv6 protocol which relies on a local HA named Mobility Anchor Point (MAP), and essentially plays the role similar to the cross-over router. The Optimal Crossover Router Discovery (OCRD) [71] , the Crossover Router Pre-Discovery (CRPD) [72] , and the Flow-based Fast Handover for Mobile IPv6 (FFHMIPv6) [73] schemes are the examples of such an approach.
The BU process can also be carried out through other protocols which are not responsible for mobility management at the IP layer. In [74] , the binding update information is sent through newly defined RSVP 4 (Resource Reservation Protocol [75] ) objects: the BU object and the BAck object. Similarly, proposals in [76] and [77] use mSCTP 5 chunks to convey the new CoA to the CN beforehand and thus eliminate the binding update procedure at the network layer. Likewise, FMIPv6 and SIP 6 procedures are combined in [81] and [82] in which the MN sends the SIP RE-INVITE message to the CN as it acquires the new IP address. The CN, on session reestablishment, thus directs all ongoing sessions to the MN's new IP address directly. 4 The RSVP Protocol reserves resources at new network. It is discussed further in Section IV-A3 5 SCTP [78] supports transmission of multiple streams of data concurrently. It also supports multi-homing which allows an MN to have more than one IP address. Due to these features, it has been utilized for providing efficiency in mobility support. An extension to SCTP is described in [79] that allows SCTP to dynamically add or delete an IP address from an SCTP association. Through this extension, a primary address can also be set that could be used by a peer for sending to an endpoint. This specification defines two new chunk types, the Address Configuration Change Chunk (ASCONF) and the Address Configuration Acknowledgement (ASCONF-ACK).
6 SIP [80] , being a multimedia signaling protocol is used to establish a voice or any multimedia session between endpoints. In SIP, a typical session starts when a user sends an INVITE message to a peer. The actual data flow begins after the recipient accepts this request. When a mobile node (User Agent or UA in SIP) moves into new IP domain and obtains an IP address, it has to carry out an update procedure with CN which is done by sending RE-INVITE message to it. The RE-INVITE message contains the new IP address as well as an updated Session Description Protocol (SDP). The ongoing session of the UA can therefore be resumed in the new network by the sending the RE-INVITE message to the CN.
Certain unconventional schemes for optimizing the BU have also been proposed. For example, in [83] , the MN requests the CN to divert its traffic to its nCoA after a specific sequence number N. This scheme also suggests that the MN, instead of contacting NAR through PAR, should contact NAR directly through the internet. A reverse binding update scheme in [84] proposes that the PAR sends the FBU message to HA, in response to which the HA sends the Reverse Packet Binding Update to NAR. This would enable NAR to perform BU with CN well in advance.
The BU and RR procedures have certain security vulnerabilities as well, which also result is several inefficiencies. These are further discussed in security-specific enhancements of FMIPv6 in Section V.
H. BUFFERING
The buffering process in FMIPv6 aims to greatly reduce the packet losses during handover. However, there are certain factors which can affect its performance -the major being the handoff latency. If it is too high, the buffers cannot avoid packet losses due to their limited capacity. Secondly, the QoS is also impacted if the buffer containing sensitive packets is emptied abruptly since the limited bandwidth of the NAR's link could not appropriately handle them.
In order to counter the limited buffer space issues, [85] suggests that the routers should define the network load they can absorb and set a respective price according to a defined pricing strategy. This price information of the NAR is sent to the MN via PrRtAdv message. In case the MN accepts the price, it proceeds with the handoff process with NAR. The proposal in [63] also suggests the explicit allocation of buffer space for the MN's traffic at NAR before it receives any traffic from it. The required buffer size is shown to be dependent upon the interval of communication interruption in [86] . A proposal in [87] suggests adjusting the transmission rate between MN and AR according to RSSI for a better buffer management. In [88] , the packet buffering is suggested to be done according to three QoS classes which are defined based on per-hop behavior (PHB) in the DiffServ (Differentiated Services) domain [89] .
Some protocols suggest buffering to take place at entities other than PAR and NAR. In [90] , it is proposed that the HA buffers the packets while the MN undergoes L2 handoff, while in [91] , buffering at CN is proposed.
I. BICASTING
In standard FMIPv6 protocol operation, the PAR stops sending traffic to MN over its link as soon as it receives the FBU message from MN. All the incoming traffic of MN is instead buffered. However, in practical scenarios, the MN might be able to maintain the link with PAR for a significant period of time even after sending the FBU message. This scenario can result in significant handover latency. In order to counter this issue, the Bicasting mechanism is introduced [92] . In this approach, the PAR not only buffers the incoming traffic of MN, but also sends a copy of each packet to MN over its wireless link, even after receiving the FBU message. The packets, instead of being buffered at PAR, may also be tunneled towards NAR if the tunnel is established.
The Bicasting however, can result in packet duplication as well as out-of-sequence arrivals at MN. To address these issues, the FMIPv6 Bicasting with Selective Delivery (FMIPv6-BSD) protocol [93] introduces a counter value, which is added to all incoming packets of MN after the FBU is received. This allows the MN to keep track of packets it received at PAR's link due to bicasting. After completing handover, the MN sends a list of received bicasted messages to MN in the UNA message. The NAR thus only delivers packets from its buffer to MN which it did not receive at the previous link.
J. OPERATIONAL MODE SELECTION
The FMIPv6 protocol is designed to primarily operate in the predictive mode in normal conditions. It switches to the reactive mode in case of predictive mode failure which generally happens due to rapidly deteriorating link conditions or fast movement of MN. It has been experimentally shown that the connection loss time (of an ongoing connection) in reactive mode can be up to more than 30 times than that of the predictive mode [94] , resulting in high packet losses. In terms of cost analysis, while the reactive mode incurs slightly lower signaling costs compared to the predictive mode (approximately 2-3% only [12] , [95] ), the packet delivery costs, tunneling costs and the overall costs are the same in both modes [95] . However, the reactive mode may have better performance if the MN locates closer to the AR [96] . If the handover anticipation time is lower with the AR at closer vicinity, the packet losses will be lower too [96] .
The effectiveness of predictive mode of operation depends on the reliability of the handover prediction. A study in [97] has shown that only about 50% of the total handover predictions are generally reliable. For analysis of both modes of operation, it is thus also essential to look into the factors and the probability of failure of the predictive mode. According to [98] , the probability of predictive mode failure is dependent on several factors which include the radius of a cell, the velocity of the MN and the timing of the L2 trigger generation.
Since the reactive mode causes heavy packet losses, it is recommended to find solutions to minimize the chances of its occurrence. Boutabia and Afifi [99] suggest that in routine, the FBAck message should only be sent via new link instead of the old one, to increase the chances of successful predictive mode operation. A Candidate CoA (CCoA) approach is proposed in [100] , in which a CCoA is configured by an AR and shared with its neighboring ARs beforehand. Whenever any MN requests information from it with MAC address of an associated AP, CCoA is provided to it right away and the time consuming DAD process and the involved signaling is eliminated. Thus the chances that the protocol will operate in predictive mode also increase. Various other approaches optimizing the nCoA acquisition and DAD procedure which can drive the protocol to operate in the predictive mode have been discussed in Sections II-C and II-D.
According to [40] , the drawbacks of the reactive mode can be reduced, if the network, on learning about the MN's intention to handover, can itself drive the protocol into the reactive mode. The current subnet maintaining the ID's of all neighboring subnets can predict the new network and can trigger the reactive mode of operation by initiating procedures like tunnel establishment which are generally carried out after the MN attaches to new network during the reactive mode. A similar solution in [101] triggers reactive mode at PAR if the MN is having a real-time session, and the estimated handover latency of the reactive mode is less than a predefined threshold.
K. AVOIDING THE PING-PONG EFFECT
A scenario that completely nullifies the advantages of the FMIPv6 features such as in-advanced nCoA formulation, DAD and tunnel establishment, is the ping-pong effect. In this situation, the MN roams at the boundary of PAR and NAR, and constantly attaches/detaches to their links. Thus, the PAR and NAR have to constantly establish and withdraw the tunnel, repeatedly formulate CoAs and run the DAD process.
Few schemes in literature are proposed to handle this problem. According to [102] , the PAR would not cancel the bidirectional tunnel with NAR immediately but would wait for a wake-up signal. If the MN returns to PAR, the NAR sends the wake-up signal to PAR, which would reactivate the two-way tunnel between them. Similarly, in [103] , the PAR keeps the binding cache for MN active for a certain interval as instructed by the Decision Engine (DE). In [104] , the ongoing sessions are multicast to all the candidate networks at the time of handover to circumvent the ping-pong effect.
III. COMPLEMENTARY ENHANCEMENTS
The FMIPv6 protocol operation particularly relies on the effectiveness of (i) link-layer assistance, (ii) new AR/AP discovery, and (iii) (smooth) resumption of MN's traffic at NAR. However, the FMIPv6 specification, due to its limited scope, does not explicitly describe any of these operations. Therefore, certain enhancements which can complement the FMIPv6 operation with these mechanisms have been proposed. These enhancements essentially incorporate the signaling exchange of other protocols to underpin the FMIPv6 operation. These protocols prominently include IEEE 802.21 [26] , Access router and access network discovery mechanisms [105] , and context transfers protocol (CXTP) [106] , respectively. These are briefly discussed in below subsections.
A. CANDIDATE ACCESS ROUTER/NETWORK DISCOVERY
The IETF has proposed the Candidate Access Router Discovery (CARD) [105] protocol which supports MN-AR and AR-AR communication to discover the candidate ARs (cARs) along with their capabilities. A combination of CARD and FMIPv6 has been proposed in [107] for efficient network discovery. Due to CARD protocol, the MN may request information about its prospective cAR(s) as soon as it attaches to an AR. This enables the MN to formulate nCoA(s) for a respective cAR(s), as it receives the reply message. In the proposed scheme, the MN-AR CARD request/reply messages replace the RtSolPr and PrRtAdv messages respectively. And since this messages exchange can take place much before the L2 trigger, the probability that the protocol will function in the predictive mode increases. Moreover, since these messages also provide the L2 information with respect to the cAR under consideration, the MN performs scanning of the already known channels only, thereby reducing the overall scanning delay. Other optimizations based on CARD include [108] and [109] .
The CARD protocol may provide L2 IDs of any APs associated with candidate ARs to the MN, however, it does not discuss the access network discovery process at L2. Therefore, in [110] an Access Router Information Protocol (ARIP) is proposed which performs both functions i.e. candidate access router discovery as well as the radio access network discovery within a unified protocol suite. In the i-ARD protocol [111] , an AR in the FMIPv6 domain obtains information about its neighboring ARs and stores it in its cache. However, unlike CARD, the address resolution process is performed at the current AR of the MN.
B. CONTEXT TRANSFERS
The FMIPv6 operation can be further complemented if the context information of the MN is shared with NAR. The context information mainly includes (a). the authentication, authorization and accounting (AAA), (b). header compression, (c) QoS information [112] . Such a set of information is required to re-establish MN's ongoing traffic at NAR, and may result in a considerably slow resumption of traffic if it is not timely available.
The context transfers in FMIPv6 can be performed through IETF's Context Transfer Protocol (CXTP) [106] . Through CXTP, it is possible to transfer the context of an MN from PAR to NAR during or before the handover process. According to CXTP, the context transfer can be initiated by MN or by ARs. In [113] , the MN initiated context transfer signaling has been combined with FMIPv6 signaling, thereby transferring the context to NAR in advance. Another example utilizing the CXTP can be found in [114] , in which the context information such as user profile and service parameters are communicated to the new network during the handover preparation. The service parameters include QoS requirements of the ongoing service, and the user profile contains the information regarding user authentication with the new network. Figure 4 . Since the FMIPv6 specification does not describe any particular anticipation mechanism from the link-layer to perform its network layer operations, incorporating the MIH framework provides a suitable solution for providing anticipation to FMIPv6. Thus several solutions optimize FMIPv6 protocol through MIH primitives. Many of these solutions adopt the standard primitives, while others either extend them or propose the new ones. Through MIH framework, these solutions are not only able to reduce the L3 signaling loads, but are also able to counter the standard handover latency and packet losses as well. Many solutions also promise reduced handover anticipation time which increases chances for the protocol to VOLUME 7, 2019 operate in predictive mode. Moreover, it helps in avoiding complications associated with uncertainty in the handover anticipation time e.g. the timing of L2 trigger generation.
A FMIPv6 optimization in [115] uses a subset of existing IEEE 802.21 primitives, along with a newly defined Heterogeneous Network Information (HNI) report which carries the subnet prefix of neighboring ARs, L2 information of their associated PoAs, their MAC address, channel range, and other parameters such as data rates etc. The HNI report is contained in the MIH Information Server and can be delivered to MN through MIH_Get_Information request/reply service primitives. The MN saves this report in the proposed Neighboring Network Report (NNR) cache.
As the link conditions become weak, the MIH Function (MIHF) generates the MIH_Link_Going_Down trigger to L3 (i.e. to the MIH user at L3, which is FMIPv6 in this case). The MN selects an appropriate PoA based on the information it has saved in its NNR cache without requiring to go through the scanning process. The L3 of MN next generates the command to L2 indicating it to switch the link using MIH_Link_Switch primitive. After the successful completion of L2 handover procedures, the L2 generates the MIH_Link_Up notification to L3 indicating the successful link establishment with the new PoA. Immediately after this, the FNA/UNA message is sent to the NAR and after the MN starts receiving traffic on the new link, the MIHF sends the MIH_Link_Switch response to L3.
A similar proposal is also proposed in [116] in which the MN gets information about the suitable AP and AR through the MIH Information Server. The scheme in [117] , however, suggests to avoid using the MIH Information servers for such purposes as they incur additional delays. In [118] , new MIH primitives and their parameters are defined. For example, the prefix information is provided through a newly defined primitive named MIH-PrefixInfo.
Another scheme on similar principles is proposed in [119] , which promises the active delivery of packets to the MN until the physical disconnection of its link with current PoA (even after the FBU message has been received at PAR). This is in contrast to the existing FMIPv6 process in which traffic delivery to the MN from the previous link is stopped as soon as the PAR receives the FBU message. The proposed mechanism is achieved through efficient utilization of MIH services. The MIHF of the current PoA subscribes to the Link_Going_Down event of the MN. This enables the current PoA to notify the Link_Down event to the PAR as soon as it learns about it. The PoA can learn about the MN's link disconnection either after having explicitly performed the disassociation procedure with MN, or after the successive acknowledgement time-outs. On similar principles, the NAR subscribes to the Link_Up event of the MN with the MIHF of nPoA. This enables NAR to start delivering packets to the MN even before receiving the FNA message from it.
Other MIH-based FMIPv6 optimizations can be found in [120] - [122] .
IV. SUPPLEMENTARY ENHANCEMENTS
Certain enhancements in FMIPv6 aim to support advanced handover services, which include (a) QoS support during handovers, (b) Multicast mobility support, and (c) Vertical handovers support. Adding these features to FMIPv6 provides a richer mobility experience to MNs [21] within a unified protocol framework. Since such enhancements supplement the baseline FMIPv6 protocol operation, these are referred to as supplementary enhancements in this paper.
A. QOS SUPPORT IN FMIPv6
For an accomplished FMIPv6 handover operation, it is desirable that the QoS is ensured for MN during its handover i.e. when it initiates and executes handover, and when it attaches to the new network after handover. The QoS in the context of FMIPv6 handovers can thus have different meanings i.e. (i) the transmission parameters (e.g. the TCP parameters) of ongoing sessions between MN and the CN are appropriately re-adjusted during the handover initiation, execution and traffic resumption at NAR, (ii) the appropriate resources to resume the MN's ongoing sessions are available and reserved at the new network to which the MN hands over to, and (iii) appropriate resources are available/reserved along the path between an intermediate/gateway node and NAR. Thus, the QoS specific enhancements in FMIPv6 are accordingly categorized into further three categories as follows.
1) TCP PROTOCOL ADJUSTMENT
The QoS during handover can be supported if the transmission parameters at the transport layer are readjusted during handover. Several studies on FMIPv6 performance enhancement have focused on adjusting certain standard TCP parameters such as RTO (Retransmission Timeout), cwnd (Congestion Window), ssthresh (Slow-start Threshold), RTT (Round Trip Time) as well as timers such as Retransmit timer and Persist timer to improve QoS during handover.
In FMIPv6, one of the reasons of poor performance of TCP is the out-of-sequence problem which occurs when a MN receives packets from NAR which are tunneled from PAR, as well as those which are sent directly to MN from the CN. The second major issue is that any packet losses during the transmission in TCP are considered to have occurred due to network congestion. The TCP sender consequently drops its transmission window. If those losses were occurred in reality due to the handover process, such actions of the TCP sender would degrade the ongoing session.
The out-of-sequence problem in TCP during handovers is discussed in [123] , according to which the packet sequence number is checked before the packet is buffered at NAR. This helps in delivering the buffered packets in their correct order.
In [124] , a FREEZE phase is introduced at the time of handover during which the CN freezes the retransmit timers. During this phase, back-to-back measuring packets are sent from the CN which are used by the receiver to estimate the bandwidth of the link. The MN estimates the available bandwidth and conveys it to the CN through a TCP bandwidth option in the TCP header within the ACK message. The CN adjusts the TCP parameters such as RTO, cwnd, ssthresh according to the new link conditions.
In a similar scheme in [79] , the CN freezes the RTT and cancels the Persist timer so that no probes are sent. The CN for this purpose, receives handover indication through the Handover Start Notification message, and later resumes the normal TCP operation when it receives the Handover Finish Notification message. Likewise, in [125] , a cross-layer based interaction between MIPv6 and TCP is proposed, in which the TCP parameters such as RTO, cwnd, ssthresh, RTT etc. are re-adjusted based on the handover initiation and termination indications received from MIPv6.
Similarly in [126] , a path-over scheme in FMIPv6 networks is proposed, according to which the MN constantly sends a QoS-Measurement-Chunk (an mSCTP chunk) to CN reporting its currently degrading wireless conditions. The CN, in turn, varies the cwnd and ssthresh parameters while sending traffic to MN.
2) RESOURCE RESERVATION AT NAR
The FMIPv6 protocol can enable the transport of MN's QoS context to NAR before the MN attaches to it. The QoS context can be conveyed to NAR through HI/HAck messages from PAR. Consequently, the NAR having received the context information of MN in advance, is able to manage and allocate its resources for the handover flows of MN. A dynamic allocator is introduced in [127] and [128] which performs adaptive resource management in order to improve the network utilization. A similar scheme [129] relies on a central network entity named Domain Resource Manager (DRM) which is responsible for managing resources in a particular administrative domain. The MN at handoff has to coordinate with DRM to request any resources it requires at the new network. Similarly, a QoS Broker is introduced in [130] for resource management for MNs undergoing handover.
3) END-TO-END QOS
Unlike various QoS handover protocols which usually discuss QoS assurances at NAR (e.g. by reserving or managing its resources for MN), some enhancements in FMIPv6 focus on the end-to-end QoS guarantees over the new path towards NAR. The CXTP protocol is optimized in [131] in order to achieve this goal. It is argued that the baseline CXTP specification by the IETF cannot meet such an objective because contexts are transferred only between ARs. Thus, in the proposed scheme, the Context Transfer Data (CTD) message is enhanced through the addition of a Hop-by-Hop extension header. This message is sent from PAR to NAR via an intermediate node. All network entities along the new path, i.e. from the intermediate node to NAR, reserve resources for MN's active sessions accordingly. Similarly, another scheme is proposed in [132] which also establishes a new route between a gateway node and NAR, that can assure the desired QoS for the MN. Unlike [133] , which used enhanced CXTP messages, this scheme utilizes the RSVP signaling to create the new QoS path between MAP and NAR. Another RSVP based scheme is proposed in [134] in which an intermediate node reserves resources for the MN in both uplink and downlink directions during handover.
A QoS support solution named Differentiated Dynamic QoS Provisioning (DDQP) for QoS provisioning in SUPANET architecture [135] , is integrated with FMIPv6 protocol in [136] . Three types of pre-established virtual tunnels (VTs) are defined for constant and variable bit rate time critical data flows as well as for non-time critical data flows respectively. The ARs are also responsible to dedicate certain amount of timeslots for each kind of VT. At the time of handoff, two timeslot request (TS_Req) messages, TS_Req-To_PAR and TS_Req-To_NAR are encapsulated in the FBU message to request timeslots from PAR and NAR respectively.
A QoS signaling framework proposed by IETF, named Next Steps in Signaling (NSIS), is believed to have better performance in terms of flexibility and scalability when compared to other popular QoS protocols like RSVP. In [137] , a combination of QoS NSIS Signaling Layer Protocol with FMIPv6 is proposed. This approach also reserves resources along the path towards NAR in advance (i.e. before the MN attaches to it).
B. VERTICAL HANDOVERS SUPPORT IN FMIPv6
The IP layer, being the common convergence layer for disparate access technologies, can provide support for vertical handovers (VHOs) in heterogeneous environments. Several enhancements in FMIPv6 have been proposed to add support for vertical handovers in its operation.
The IEEE 802.21 specification has popularly been utilized in majority of these solutions since it provides a generic framework for handover-related information exchange among heterogeneous networks. Several FMIPv6 enhancements providing vertical handover support through IEEE 802.21 have already been discussed in Section III-C. This section overviews other IEEE 802.21-based schemes as well some other approaches for vertical handover support in FMIPv6.
In vertical handoffs, the process of handover decision is of primary importance. Unlike the horizontal handovers which are triggered normally due to deteriorating wireless link characteristics, the vertical handover decision is taken based on a number of parameters which include, for example, the monetary cost of the candidate network, user preferences, bandwidth availability, security and reliability etc. [138] . A plethora of vertical handoff decision algorithms based on these decision parameters have been proposed [138] , and can be applied to FMIPv6 for providing the handover trigger in heterogeneous networks [60] .
In case of vertical handoffs, the packet loss issue can exacerbate due to varying characteristics of the involved VOLUME 7, 2019 heterogeneous networks. In [139] , a FMIPv6-based SafetyNet protocol is proposed which multicasts packets to all the candidate AR(s) in the heterogeneous environment. The protocol also proposes a selective delivery approach in order to minimize the overhead for the wireless link data transmission, and ensures that only the missing packets are selectively delivered to the MN when it joins the new network.
A WiMAX to WLAN handover scenario is presented in [140] , which utilizes the MIH framework and FMIPv6 signaling. In the considered scenario, the MN constantly seeks information about the alternative opportunities for connectivity from the MIH Information Server. When it receives any beacon frame from the neighboring WiFi APs, it can request information about networks they are associated to, from the MIH Information Server. This information may include information about the monetary cost, security, available bandwidth etc. For this purpose, the MN exchanges the MIH_MN_HO_Get_Information Request/Response messages with the Information Server. Figure 5 shows the detailed handover procedure of the proposed scheme. A similar solution which focuses on vertical handovers between 3GPP and non-3GPP networks is proposed in [141] . In [142] , another FMIPv6-based VHO scheme is proposed which utilizes the IEEE 802.21 primitives. Unlike the standard FMIPv6 protocol in which the MN will not receive any packets after sending the FBU message, the PAR only stops sending packets to MN when it receives a remote Link_Down indication from the MN's PoA (which is also capable of detecting the Link_Down event). After the successful layer 2 handoff, the MN updates its ongoing SIP session by sending the SIP RE-INVITE message to the CN. Until the MN receives the corresponding SIP 200 OK message, it uses its old IP address as source address for sending packets to the CN.
C. MULTICAST MOBILITY SUPPORT IN FMIPv6
The primary focus of the baseline FMIPv6 specification is resuming the unicast sessions of MN at NAR. Thus, it needs to be enhanced in order to the support the multicast traffic resumption after handover.
In order to realize the multicast services in a mobile environment, it is essential to have the supportive multicast routing and group management protocols, which can interwork with the handover management protocols. The group management protocols (e.g. Multicast Listener Discovery (MLD) [24] , [25] ) enable a mobile user to join or leave a particular multicast group, while the multicast routing protocols (e.g. Protocol Independent Multicast (PIM) [22] , [23] ) are required for the construction of distribution trees for delivering the multicast traffic from source to the receivers.
The IETF has recently put forward an experimental protocol specification for multicast mobility support in FMIPv6 [143] . The PrRtAdv message in this specification is extended to include an M bit which indicates that the current AR supports multicast services. When submitting the FBU message, the MN attaches mobility options which contain the multicast groups information the MN currently subscribes to. The HI message is similarly extended to carry these multicast context options. The NAR, if able to support each requested multicast group, responds with multicast acknowledgement within the HAck message. This acknowledgement is then also added to the FBAck message by PAR. The NAR implements the MLD Proxy [144] towards PAR to perform the MLD hostpart function. It signals particular groups that it is willing to receive multicast traffic through the tunnel by sending the MLD report. The NAR meanwhile subscribes to the required multicast groups for the MN as well.
Prior to this, the M-FMIPv6 protocol [145] had also been proposed which also utilized the same approaches for multicast handover support. Two new types of options -the Mobility Header (MH) multicast option and the ICMPv6 Multicast Address option -were defined. The MH Multicast Option is added to the FBU message which contains the multicast address(es) that the MN currently subscribes to. The HI/HAck messages exchange takes place between PAR and NAR with an ICMPv6 Multicast Option carrying similar information as that in the MH Multicast Option.
The multicast routing and group management protocols have previously been utilized for several multicast-extensions in FMIPv6. Subscription (HS), Remote Subscription (RS) and Multicast Agent (MA) based approaches [146] . In HS (also known as Bi-directional tunneling) approach, the MN subscribes to the multicast tree through its HA which forwards multicast traffic to MN at its existing location. In RS, the NAR joins the multicast tree to resume the multicast traffic of MN. In MA-based approaches, a multicast agent joins the multicast tree and forwards traffic to MN at its current location.
1) PROTOCOL INDEPENDENT MULTICAST BASED ENHANCEMENTS
As an MN moves into a new network with active multicast session(s), the NAR has to be associated with the respective multicast trees, to be able to receive and deliver the multicast flows to the MN. The Protocol Independent Multicast (PIM) is used in several schemes for this purpose. The NAR has to associate itself directly to the multicast tree or to the PIM's Rendezvous Point (RP) which is a network node already part of the multicast tree.
The RS approach is preferred over the HS for most of the optimizations presented herein, since it ensures optimal routing (Table 1) . However, there is a possibility for the tree joining operation taking a longer time during which a significant data may be lost (e.g. due to buffer overflow at PAR). The RS-based Fast Tree Join mechanism for FMIPv6 Multicast Handover (FTJ-FMIP-RS) scheme [147] discusses the unpredictability/uncertainty associated with the multicast tree expansion latency. Thus, in the proposed scheme, the NAR starts the multicast subscription as soon as it detects the multicast handover event by receiving HI message from PAR.
In [148] and [149] , the multicast communication is resumed at the new network through an RP. In [148] , the MPLS (Multi-Protocol Label Switching) crossed Label Switch Router (CLSR) is the supposed convergence point, while in MC-MIPv6 (Multicast Convergence based MIPv6) [149] , the RPs have particular domains in which they handle the multicast communications. The NAR, in this case, subscribes to the RP of its respective domain to resume the ongoing communications for the MN.
Another solution in [150] attempts to provide a pragmatic approach supporting various possible multicast service subscription methods by NAR. The four possible methods for the provision of multicast service at NAR include (i) path extension, (ii) HS, (iii) RS, (iv) NAR already on the respective distribution tree. The NAR selects the method using information in HI-M (a multicast extension of HI) message, as well as the hop count values among the multicast source, HA, PAR and NAR.
The mobile multicast support mechanisms described above are used for multicast receiver's mobility, and do not address the mobility of the multicast source. An Enhanced Tree Morphing (ETM) scheme in [151] relies on the address duality concept i.e. two addresses are used by the mobile multicast source when it is away from its home network. It uses its CoA at the network layer but HoA at the application layer to send data to the multicast tree. After handover, as the mobile source announces its attachment on NAR, the data will be distributed to the previous distribution tree via NAR-to-PAR reverse tunnel; thus benefiting various receivers associated with the previous distribution tree.
2) MULTICAST LISTENER DISCOVERY BASED ENHANCEMENTS
The MN can initiate joining a multicast group by sending the MLD report message. The MLD report message carries the multicast addresses that the MN currently subscribes to. The MLD signaling between the PAR and NAR also takes place when PAR, on learning the MN's prospective handover, requests the NAR to join a particular multicast tree for MN.
An MLD-based FMIPv6 enhancement proposed in [152] requires the tunneling of the multicast traffic from PAR until the NAR completes subscription with the desired multicast groups. For this purpose, the PAR first sends MLD Query messages towards MN to learn the multicast groups it has active subscriptions with. The MN, in response, sends the MLD Report messages to PAR. This multicast information is conveyed to NAR, which initiates the Join process for MN. When the Join process completes, the MN is required to tunnel MLD Done messages to PAR. If the MN does not send the MLD Report message, or the PAR receives the MLD Done message from it, packet forwarding to MN from PAR stops, as PAR assumes that the NAR has successfully joined the multicast groups.
A Light-weight Mobile Multicast (LMM) protocol in [153] for FMIPv6 is designed by simplifying the MLD Proxying [144] which functions only through join and leave messages. For protocol operation, the simplified MLD proxy function is implemented at HA, in such a way that the upstream interfaces connect to the multicast router, while the downstream interfaces connect to the multicast subscriber. Accordingly, the upstream and the downstream interfaces perform the MLD host part and the MLD router part functions respectively. The MN sends an unsolicited MLD report message to HA every time it detects a change in its address. When it moves out of its home network towards PAR, it establishes a bidirectional tunnel with HA through BU/BA messages. The MLD report is then tunneled to the HA which, in turn, tunnels back the multicast data. When the MN moves from PAR to NAR, it performs FMIPv6 handover during which the PAR forwards multicast packets to NAR through the established tunnel among them. The NAR buffers these packets until it hears the FNA (or UNA) message. After this, the MN again sends the BU message to HA which then starts packet transmission to MN directly via NAR.
The Multicast Fast MIPv6 with Flow Tunneling and Buffering (M-FMIPv6/FTB) [154] scheme relies on conditional tunneling of multicast traffic on a per flow basis instead of per mobile node basis. It also makes the NAR capable of receiving multicast traffic in advance before the MN's attachment with it. After the nCoA formulation, the MN sends the FBU containing the multicast membership information inserted in specially defined ICMPv6 options, identical to those of M-FMIPv6 [145] . Similarly, the HI message carries ICMPv6 option for multicast membership control information which triggers NAR to configure its interface to make it supportive for the multicast transmission. As shown in Figure 6 , the multicast routing signaling follows this interface configuration. Next, after sending HAck, the NAR also tunnels an MLD Multicast Listener Report whose reception at PAR actually triggers the multicast traffic tunneling instead of HAck message reception. This procedure also allows NAR to request tunneling of traffic for only those groups which it has not yet subscribed with, thus realizing the conditional tunneling approach.
V. SECURITY-SPECIFIC ENHANCEMENTS
The FMIPv6, being the extension of MIPv6, not only faces security challenges it inherits from MIPv6, but also certain additional security threats due to its distinctive operational features. Several protocols aimed at securing MIPv6 are thus applicable to FMIPv6, since it relies on the BU/RO/RR procedures of MIPv6 [155] , [156] . However, this section mainly focuses on security challenges, as well as their solutions, within the FMIPv6 protocol operation. In this regard, the possible security threats to FMIPv6 as indicated in the literature are first highlighted.
A. SECURITY THREATS TO FMIPv6
Following are the key security threats which FMIPv6 faces.
• DoS Attack: In Denial-of-Service (or DoS attack), the services or resources of a network node (e.g. a CN) are made unavailable to the legitimate users of the network [155] . • Session Hijacking: In Session Hijacking, the MN redirects traffic of a victim node towards itself [157] .
• Malicious Mobile Node Flooding: In the Malicious Mobile Node Flooding attack, a valid MN redirects its traffic to a victim node [157] .
• Man-in-the-Middle: In Man-in-the-Middle attacks, an attacker inserts itself in the communication path between two communicating nodes (e.g. a MN and a CN), possibly modifying the signaling exchanges between them or causing session hijacking [155] .
• Replay Attacks: In Replay attacks, an attacker who can itself be the source of data or man-in-the-middle entity, repeats the data transmission (or a signaling message) towards a victim node (e.g a MN or CN) [155] . Here, the Session Hijacking and Malicious Mobile Node Flooding attacks are the categories of Redirection attacks [157] . Some other possible security threats which FMIPv6 protocol may face include,
• Return-to-PAR Spoofing Attack: In Return-to-PAR Spoofing attack, an attacker may pretend to be a MN returning to PAR. The PAR thus may stop packet forwarding towards NAR and instead divert all its traffic to the attacker node. This is also a form of Session Hijacking attack.
• Man-on-the-side attack: In Man-on-the-side attack, the attacker may only read or insert new traffic for any ongoing session among two entities (e.g. a MN or CN). It is also a form of Man-in-the-Middle attack.
• Relay attack: In Relay attack, the attacker acts as a relay and may request connection simultaneously to two nodes (e.g. a MN and CN) while masquerading as the other node. Thus, an unwanted communication session (or unwanted traffic exchange) can be established among two victim nodes. There could be different possible scenarios in which these attacks can be launched in FMIPv6, essentially exploiting the FMIPv6 signaling. Some of such scenarios are described below:
• RtSolPr/PrRtAdv: The RtSolPr message can be intercepted by an attacker which can reply MN with a false PrRtAdv message. This could cause the MN to handover to a rogue router [8] . Likewise, an unsolicited network-initiated PrRtAdv message sent to the MN by an attacker may also cause it to handover to a rogue router [8] . In this case, the MN may send FBU to PAR which would then start forwarding MN's traffic to the target AR resulting in the MN's Session Hijacking by the target AR [157] .
• FBU: The FBU message can be used to launch a variety of different attacks, e.g., an attacker may send a fake FBU to PAR with wrongful information about MN's imminent handover to an NAR. The PAR exchanges HI/HAck messages with NAR with a DAD process also taking place at NAR. If the number of these fake FBU messages increases, both PAR and NAR get overloaded -the PAR processing HI and NAR processing HAck messages along with DAD. This may result in simultaneous service degradation of both entities. Various other attacks which include Malicious Mobile Node Flooding, Session Hijacking etc. can also be launched by mis-using the unsecured FBU message [157] .
• UNA: In the network re-attachment phase, the UNA message can also be exploited just like the FBU message. An example scenario is the Man-in-the-Middle attack where an attacker comes between the MN and the NAR, and intercepts the UNA message [157] . It obtains the nCoA and the L2 address information of MN and masquerading as NAR, sends a fake Neighbor Advertisement Acknowledgement (NAACK) message to MN. Through NAACK, the attacker may indicate the MN that the nCoA communicated through the UNA message is invalid and may communicate it a bogus nCoA to use at NAR's link. On the other hand, the attacker may also communicate with NAR showing itself as a valid MN which had already sent its details through PAR. It may thus consequently intercept the MN's traffic sent to it from NAR [157] . It is to be noted that the BU-related signaling (i.e. BU/BAck, CoT/CoTI, and HoT/HoTI) can also be exploited to launch the aforementioned attacks. For example, DoS attack can be initiated by an attacker by sending a false BU message to CN, falsely indicating it that the MN has moved to another location, where actually a victim node resides. The CN can thus divert heavy traffic volumes to the victim node, potentially resulting in exhaustion of the victim's resources. Likewise, an attacker can replay a previous BU message towards CN, thus hijacking the ongoing session of MN.
Other attacks such as Malicious Mobile Node Flooding, Man-in-the-Middle, Return-to-Home Spoofing attacks etc. can also be launched through BU-related messages. All these attacks, the corresponding scenarios in which they can be launched, and several solutions to prevent them, have been discussed in detail in [155] and [156] . Some other related studies include [158] - [162] .
B. SECURITY SERVICES
In order to address the above mentioned threats, certain security services have been used in the proposed solutions to secure the FMIPv6 signaling. These include:
• Confidentiality: Confidentiality means that a message exchanged between two nodes is encrypted (e.g. through a shared key), and is thus unintelligible to any other network node [172] . A special kind of session key termed as the handover key is used by several FMIPv6 enhancements for this purpose.
• Integrity: Integrity means that a message arrives at the intended receiver exactly as it was sent by the sender node, without any information being altered accidentally or maliciously [172] . The integrity of a message can be preserved by creating a digest of the message through a hash function. The digest needs to be sent separately and secretly to the receiver. The receiver also derives the digest using the same hash function, and compares it with the digest it received along the message. If both digests are the same, the integrity of the message is verified. Otherwise, it is assumed that the message has been modified [172] .
• Authentication: Authentication of a message means validating that the sender of the message is a legitimate and valid node [172] . The authentication of a message can be ensured by using the Message Authentication Code (MAC). The MAC, like the digest, is derived through a hash function and a symmetric key between the sender and the receiver. The receiver re-computes the MAC over the received message. If the re-computed MAC is found to be the same as the one received with the message, the message is considered to be originated from an authentic source [172] .
• Nonrepudiation: Nonrepudiation ensures that the sender of the message cannot deny a message which was in fact sent by it [172] . Digital signature is a popular technique to ensure non-repudiation. A digital signature can be generated through a private key at the sender and public key at the receiver (or verifier). Often, a digital signature is an encrypted message digest. Just like the digest, the digital signature also needs to be sent separately with the data (or a control signal). Note that the digital signature can also be used for other security services such as message authentication and integrity [172] .
C. SECURITY ENHANCEMENTS TO FMIPv6
Many of the security challenges highlighted in Section V-A can be solved if the FMIPv6 signaling messages are secured. Some of the prominent enhancements in FMIPv6, aimed at securing its signaling messages, are discussed in this section. The key approaches used in these enhancements include the Secure Neighbor Discovery (SEND)-based approach, the Group-key based approaches, the One-way hash chain based approach, the Handover Key Server based approaches, and the Cross-layer based approaches. These solutions, as summarized in Table 2 , have different features and are aimed at mitigating different threats. Some of these solutions are infrastructure-based meaning that they rely on some sort of security infrastructure such as AAA Infrastructure or Handover Key Server [169] . Infrastructure-less solutions do not require such infrastructure to provide security services. Some solutions proposed for FMIPv6 rely on security infrastructure only when they initially enter a new domain, and do not require any such infrastructure during subsequent handovers. We define such solutions as Partially Infrastructure-based solutions. As noted in Table 2 , the Infrastructure-based and Partially Infrastructure-based solutions mostly rely on the widely deployed AAA infrastructure. On the other hand, the Infrastructure-less solutions can function entirely by enhancing the FMIPv6 signaling, and do not require any additional signaling or security protocols.
1) SEND-BASED ENHANCEMENTS
The FMIPv6 protocol operation initiates with Neighbor/ Router discovery operations as discussed in Sections II and III-A. However, the default neighbor discovery protocol [173] is prone to certain security threats [8] as it requires manual configurations for security association between nodes [174] . Thus, aimed at securing the neighbor discovery, SEND protocol is proposed, which functions on zero-configuration mechanism. The SEND protocol uses Cryptographically Generated Addresses (CGAs) to make sure that the claimed source address by the sender of the Neighbor Discovery (ND) message is indeed the owner of that address. Moreover, the public key signatures are also used to protect the integrity of the messages.
The SEND protocol is used in [163] in order to secure the FBU message. The FBU message sent by the MN is effectively responsible to redirect its traffic towards the nCoA, and can be easily misused to initiate various attacks as discussed in Section V-A.
The SEND protocol, although considered as security standard for FMIPv6 due to the above mentioned features, still suffers from expensive computational costs. Moreover, other security attacks which may be launched by exploiting the RtSolPr/PrRtAdv and UNA messages which are not secured through SEND. Aimed at securing these messages, another SEND-based scheme is proposed in [164] . The concept of handover key is introduced in this scheme for securing these FIGURE 7. SEND-based Secure FMIPv6 Scheme [164] , [175] .
messages between MN and ARs. As shown in Figure 7 , the PAR is responsible for the handover key generation, which is then communicated to the MN through PrRtAdv message. A message protection secret, K (i) is also derived from the handover key, which is then used by both MN and PAR for generating HMAC (Keyed-Hashed MAC, e.g. MAC RtSolPr in Figure 7) values. HMAC is a type of MAC which is generated through a hash function and a cryptographic key, which in this case is K (i). Each involved entity i.e. MN, PAR and NAR on receiving a signaling message, first verifies the HMAC value before performing its public key operation.
The concept of handover key is used in other proposals as well, which are discussed next. For each of these solutions, the management of the handover key is of vital importance. In general, the MN moving across domains is required to obtain a new handover key for each visited domain. This is to ensure that even if the handover key is compromised in one domain, it is not used for any attacks as the MN moves into another domain. Moreover, the freshness of the handover key is also important to ensure that threats such as replay attacks can be prevented. 
2) GROUP KEY BASED ENHANCEMENTS
A group key management scheme in [165] relies on a Group Key (GK) which is distributed among all protocol entities involved in the handover protocol operation. An MN, when enters into a new domain, obtains an Authentication Ticket (Ticket MN ) after it successfully registers in the domain. The MN can derive a session key sK as well as the GK from it. Here, sK is used for securing both the fast handover as well VOLUME 7, 2019 as the BU signaling. So, at router discovery, the MN includes the Ticket MN and MAC(sK ) in the RtSolPr message to PAR. The PAR verifies the MAC(sK ) since the GK has already been shared with it. Other FMIPv6 signaling messages also carry the MAC(sK ) which is verified at the receiving node. This scheme, however, has several shortcomings as identified in [166] . These include: (i) Each AR with the GK can retrieve and even manipulate messages between any other communicating nodes in its domain. (ii) The scheme does not ensure that the MN is actually present at its currently claimed CoA. The Mobile Node Flooding attack is thus possible in this case. (iv). Since there is no concept of freshness in case of RtSolPr and PrRtAdv messages, these can be replayed to launch Replay or DoS attacks.
3) ONE-WAY HASH CHAIN-BASED ENHANCEMENT
The aforementioned security solutions for FMIPv6 incur higher computational costs. Thus, a light-weight security solution based on one-way hash chain (OWHC) technique is proposed in [167] . The OWHC technique aims to authenticate the FMIPv6 signaling messages. In this method, the handover key(s) can be generated by the OWHC values, one at a time for each handover, instead of generating them through public keys. The one-way hash chain (V 0 , ....., V n ), in this scheme, is a set of values such that each value is a one-way function for the next value. i.e. V i = H (V i + 1). Before triggering the very first handoff, the MN generates the OWHC (e.g., 20 values, with a length of 128 bits each).
However, this scheme also has some drawbacks as highlighted in [168] . These include: (i). The protocol only proposes protection for the FBU and FBAck messages, and does not protect the RtSolPr, PrRtAdv, and UNA messages.
(ii). The Access Routers (ARs) can easily compute the next handover key by XORing the current handover key with the respective Handover Vector (HV). Therefore, it is highly likely that the next handover keys can be computed by an eavesdropper. (iii). The proposed scheme is still vulnerable to DoS attacks as it uses SEND protocol only during the first handover.
4) HANDOVER MASTER KEY BASED ENHANCEMENTS
In order to provide an enhanced set of security services during handovers, the concept of Handover Master Key (HMK) is introduced in [169] . The proposed scheme assumes that an HMK is pre-shared between the MN and a Handover Key Server, through which the handover key is derived. The Handover Integrity Key (HIK) is also derived from the HMK, which provides the integrity protection to the messages which are exchanged by the MN and the Handover Key Server. The handover key is used by the MN to secure the FBU message sent to the PAR. However, other than the FBU message, this scheme does not address the protection of any other FMIPv6 signaling message.
A similar solution is proposed in [170] , in which an Extended Handover Master Session Key (EMSK) is established between the MN and the AAA server, after the initial authentication of MN in the new domain. The proposed solution aims at providing an integrated link-layer and network layer authentication solution. Similar to [169] , several keys such as Authentication Master Key (AMK), Encryption Master Key (EMK) can be derived from the EMSK at the network layer, while the Integrity Key (IK) and Encryption Key (EK) are derived from the Session Master Key (SMK) at the link-layer. The SMK itself had been earlier derived from the handover key. With IK and EK shared between the MN and AP, the AP only processes authenticated packets which it receives from the MN. However, this process is also based on assumptions such as that the EMSK is shared between MN and the AAA server, and that the handover key is shared between the MN and PAR.
Although, the solution provides an integrated L2 and L3 authentication to reduce the overhead of the authentication process at two layers, from the FMIPv6 signaling protection view, this solution also focuses on securing the FBU message only.
5) A CROSS-LAYER KEY MANAGEMENT-BASED ENHANCEMENTS
Since a MN first establishes communication at the link-layer (e.g. to an AP in the IEEE 802.11 domain), it would require a key at L2 for secure link-layer communications. Similar to [170] , another cross-layer based key management scheme is proposed in [171] , in which the L2 key is derived from a L3 key in an IEEE 802.11 network. In the proposed scheme, the handover key, which the MN would require at the NAR's subnet, is generated and shared proactively with NAR, while the MN is still connected to the PAR's link. The new handover key is shared with NAR through HI message. The MN also uses this key to derive the L2 key for establishing the security association with new AP at NAR's subnet.
The proposed scheme promises the protection of RtSolPr/PrRtAdv, FBU/FBAck as well as HI message through the previous/current handover key, while the UNA message is protected through the new handover key. The HAck message is however left unprotected. This scheme, thus, not only provides a secure FMIPv6 signaling and promises the MN's authentication at the new network, it also reduces the overhead associated with the L2 handover authentication process. However, this scheme is applicable only for FMIPv6 over IEEE 802.11 networks, and for any other access technology such as IEEE 802.16e, the respective L2 security procedures would need to be considered to devise a similar solution.
VI. ACCESS TECHNOLOGY-SPECIFIC ENHANCEMENTS
The FMIPv6 considers the link-layer handover within its protocol operation. Thus its handover performance varies with different underlying access technologies.
The proposals for FMIPv6 deployment in different access networks have been introduced. The IETF has provided primary specifications for FMIPv6 over IEEE 802.11 [28] , CDMA2000 [176] and IEEE 802.16e [29] networks.
Numerous optimized solutions discussed in the previous sections can also be applied to these specifications; however, they also bring out certain challenges at their own as well. The FMIPv6 over IEEE 802.11 and IEEE 802.16e have been thoroughly explored by the research community, and various solutions have been put forward. The FMIPv6 over CDMA2000 [176] has also not received much attention from the research community, since no future technologies are planned to be based on it. Therefore, discussion on this protocol is omitted in this paper.
A. FMIPv6 OVER IEEE 802.11
The IETF specification for FMIPv6 over IEEE 802.11 considers the standard handover procedures of IEEE 802.11 such as scanning, authentication and association within the FMIPv6 operation. In predictive mode, the MN 7 performs scanning to find the available APs. It then exchanges RtSolPr/PrRtAdv messages with PAR to obtain AR(s) information about the scanned AP(s). The MN then sends the FBU message to PAR which exchanges HI/HAck messages and establishes a tunnel with NAR. It then sends the FBAck message to MN. At this point, the MN starts the L2 handover. The MN selects an AP and performs the Join process with it. It also sends Authentication as well as Association or Re-association requests to the new AP. The MN and AP also carry out the 802.1X EAP (Extensible Authentication Protocol) [178] procedures for authenticating the association among them. After the successful completion of the L2 handover, the MN sends the FNA message to NAR.
The IETF specification for FMIPv6 over IEEE 802.11 networks have similar drawbacks in different scenarios as the standard FMIPv6 which include high handoff latency, packet losses etc. The research community has provided various proposals addressing these challenges. Majority of these optimizations primarily improve the standard IEEE 802.11 L2 handover operation. A special focus has been on reducing the scanning interval, as according to [94] , it is the major cause of packet losses during the IEEE 802.11 handoffs. In addition, the IEEE 802.11 Probing and Authentication processes are also focused in some solutions. Certain crosslayer based solutions which integrate the L3 FMIPv6 handover process with L2 IEEE 802.11 handover process have also been proposed.
1) OPTIMIZING SCANNING DELAY
Various optimizations in IEEE 802.11 L2 handover operation use selective, intermittent, or pre-scanning approaches to optimize the FMIPv6 over IEEE 802.11. Some techniques, on the other hand, completely eliminate the scanning phase in the IEEE 802.11 link-layer handover operation.
A pre-scanning approach is proposed in [43] in which the MN starts scanning process beforehand as its current RSSI falls below a pre-adjusted Roaming Threshold. The MN would not thus require the scanning process again during the L2 handover. The pre-scanning approach may prove to be impractical in real scenarios since it is prone to omit a candidate AP due to rapidly varying mobility patterns. Therefore, instead of pre-scanning, a desirable approach is to focus on a solution which can promise the reduced scanning interval during handover.
An iterative scanning approach is proposed in [179] , which, unlike the pre-scanning approach, carries out scanning during the actual handoff execution. The proposed scheme relies on an iterative on-off channel scanning, in which the channel discovery process is divided between channel scanning and data transmission periods. The proposed scheme not only utilizes the scan period for data transmission thereby reducing the overall disruption time, but also allows more accurate AP selection by effectuating the scanning process at the most appropriate time i.e. during the handoff.
Similarly, a selective scanning approach is proposed in [180] which uses neighbor graphs to identify and selectively scan the nearby APs of an MN. This approach also effectively reduces the scanning delay associated with the link-layer handoff.
Some schemes aim to completely eliminate the scanning process during the IEEE 802.11 handover. The concept of shared beacon is introduced in [181] , in which the APs advertise the beacon on a dedicated standalone channel, while the MN can select a suitable AP based on the RSSI from each AP. The MN can keep an updated list of candidate APs by listening to the shared beacon channel, while still keeping the data exchange alive. Then, at the time of handoff, it selects one of them according to its handoff policy (which might include the RSSI), and initiates handoff with the selected AP by sending the Authentication Request frame to it right away. In this way, the scanning phase during handoffs is completely eliminated. Another scheme named D-Scan (Scan in AP-Dense 802.11 networks) in [182] argues that in an AP dense environment, it is very likely for an MN to obtain information about the neighboring APs through eavesdropping wireless traffic. The MN can capture certain management frames or data packets sent by APs, which might contain useful information of the MN's interest such as AP's MAC, SSID, and RSSI. Similarly in [183] , the MN obtains the information about the neighboring channel conditions through a Neighbor Access Channel Statement (NACS) from a closely located MN. In this way, the scanning delay during the L2 handoff is completely eliminated.
2) OPTIMIZING PROBING DELAY
The MN probes the selected AP during scanning by exchanging the Probe Request/Response messages with it. A Handoff with Null Dwell time (HaND) scheme is proposed in [184] to optimize the probing delay. The proposed scheme uses the zero-channel-dwell-time approach, in which the MN, after sending the Probe Request frame to the APs on the new channel, immediately switches back to the current channel to resume its on-going session with the current AP.
The Probe Response frames from each of those APs are sent to the currently serving AP of the MN, instead of directing them towards the MN on the same channel over which the Probe Request frame was received. In this way, the MN can obtain information about the neighboring APs without actually spending time on any channel other than its currently active channel for data transmission.
The NACS approach [183] discussed in the previous section also effectively reduces the probing delay. Other examples of optimizations associated to the probe delay include [185] and [186] .
3) OPTIMIZING (RE-)AUTHENTICATION DELAY
The IEEE 802.11 Authentication or re-Authentication delay is another significant delay factor during IEEE 802.11 handover process. A dual-authentication scheme is proposed in [187] which consists of Immediate Authentication and Full Authentication phases. During the Immediate Authentication, the new AP allows MN to associate with it if it is able to provide some evidence of its association to an old AP. Since, this is a temporary authentication, the MN is allowed to access the network temporarily, and has to carry out Full Authentication i.e. IEEE 802.1X within the supposed time constraint. This scheme not only reduces the authentication delay significantly at handoff, but also does not risk sharing any security contexts to AP (as is done by certain inter-AP protocols that use the pre-authentication approaches). In [188] , it is suggested that, at the time of handoff, instead of sending the Probe Request to all APs, the MN sends the Authentication Request to only the selected candidate APs. The current IEEE 802.11 specifications support authentication with multiple APs, so this step does not violate any standard procedures. In response, the MN receives the Authentication Response frame, and selects the final target AR based on the RSSI of the corresponding Authentication Responses it receives.
4) CROSS-LAYER BASED SOLUTIONS
Several IEEE 802.11 and FMIPv6 handover procedures can be combined together as cross-layer solutions to optimize the overall handover delay. The broadcast of the Router Advertisement (RA) message through the L2 beacon frames is proposed in [189] . According to this proposal, the AP associated to an AR receives the RA and stores it. Instead of waiting for the standard Routing Advertisement Interval to receive an RA, the MN can receive it 80% faster through the beacon frame, thus efficiently reducing the movement detection or network discovery time.
Similarly, in [190] , the PrRtAdv message is extended by several ICMPv6 options containing various L2 connection parameters to be sent to the MN. In this way, it would not need to discover them through scanning. In [191] , the proposed Cell Information Exchange Protocol (CIEP), obtains the L2 and L3 information of the target network in one protocol suite. The CIEP essentially aims to replace the IEEE 802.11 Inter Access Point Protocol (IAPP) [192] and CARD [105] protocols, which are used for L2 and L3 information exchange between the subnets respectively. Compared to the handover process in IEEE 802.11, the IEEE 802.16e handover mechanism [193] consists of some additional handover subprocesses since it also involves parameter adjustments. Like FMIPv6, the IEEE 802.16e standard also supports the coordination with the target network, and receiving information about it before the actual handoff. It supports initial ranging and association with the target BS during scanning and before selecting the target BS, due to which the service disruption and data losses can be reduced. In the IETF specified FMIPv6 operation over IEEE 802.16e networks [29] , a number of new primitives are introduced which include NEW_LINK_DETECTED (NLD),
LINK_HANDOVER_IMPEND (LHI), LINK_SWITCH (LSW) and LINK_UP (LUP).
In the predictive mode of FMIPv6 over IEEE 802.16e, which is shown in Figure 8 , the BS periodically broadcasts the MOB_NBR-ADV message which provides channel information of its neighboring BSs. The MN 8 can also search for neighboring BSs through scanning.
The MOB_NBR-ADV message provides static information while more dynamic parameters can be obtained through scanning. During scanning, the MN may try to establish association with neighboring BSs to establish basic relationships such as ranging with them.
The MN has to relate the new BSs' BSIDs to their associated ARs by exchanging the RtSolPr/PrRtAdv messages with PAR. The handover process is initiated by MN by sending the MOB_MSHO-REQ message to the current BS, which responds with MOB_BSHO-RSP message. Alternatively, this process can also be initiated by the BS by sending the MOB_BSHO-REQ message to the MN.
As soon as the target BS is selected and the link-layer of MN knows that the L2 handover is imminent, it informs the network layer about it through LHI primitive. The network layer checks if the target BS belongs to a different subnet. If so, it sends an FBU message to the PAR, which then establishes a bidirectional tunnel with the NAR and sends the FBAck to the MN.
After receiving the FBAck, the MN is ready to start the L2 handover. The L3 of MN may issue a LSW command to L2 for this purpose, which in turn sends the MOB_HO-IND message to current BS indicating the imminent handover. The MN switches link to the target BS, and after synchronization, it completes the IEEE 802.16e network (re-)entry procedures. During the L2 handover phase, the RNG-REQ/RSP messages, among certain other messages, are exchanged between the MN and the target BS to perform ranging in order to obtain PHY channel information. As the L2 handover completes, the link-layer indicates this to the IP layer by the LUP primitive. The L3 then sends the UNA message to NAR, which in turn starts delivering buffered packets to the MN.
The mobility management in IEEE 802.16e also faces numerous challenges [195] . These are reflected in FMIPv6 over IEEE 802.16e performance as well, which like other FMIPv6 solutions by the IETF, is also not suitable enough for the real-time network applications [196] . Several optimizations specific to FMIPv6 in the WiMAX environment have thus been proposed. The cross-layer optimizations have been a popular approach. Also, since the proposed specification is based on primitives similar to the primitives in the IEEE 802.21 standard [26] , several enhancements based on IEEE 802.21 have also been proposed. These enhancements have thus been organized into two subcategories as follows.
1) CROSS LAYER-BASED OPTIMIZATIONS
The integration and/or synchronization of FMIPv6 and IEEE 802.16e signaling messages has been done in various optimizations. Some schemes also define new messages for supporting their respective proposals.
In [197] , the MOB_NBR-ADV message and the PrRtAdv message are integrated as Pr-MOB_NBR-ADV message which can simultaneously convey the information of the neighboring BSs as well as their corresponding ARs.
On the other hand, the RNG-REQ message, which implies that the MN has moved into a new network, is integrated with FNA message which also has a similar functionality. This results in an integrated FNA-RNG-REQ message. Similarly, in [198] , the MOB_HO-IND message is combined with FBU while the FNA is merged with RNG-REQ message. In addition, during the initial neighbor discovery process, the MOB_NBR-ADV and PrRtAdv messages are also integrated. In [199] , the RtSolPr and PrRtAdv messages are omitted to be replaced by the MOB_NBR-ADV message, while the FNA is also omitted as the target BS sends the HO-COMPLETE message to the NAR.
In [200] , three new messages are defined which are communicated from BSs to ARs to provide them various handover updates that they receive from the MNs. These are: HO-NOTIF, HO-CONFIRM and HO-COMPLETE. The usage of these messages eliminates the need of standard FMIPv6 messages such as RtSolPr, PrRtAdv, FBU, FBAck and FNA. When the BS receives MOB_MSHO-REQ message, it sends the HO-NOTIF message to PAR, to inform it about the impending L3 handover. As the MN finalizes the target BS, it sends the MOB_HO-IND message to its current BS, which in turn sends the HO-CONFIRM message to the PAR. The MN then starts the L2 handover, and as it completes the L2 handover procedures, the target BS sends the HO-COMPLETE message to the NAR. This also eliminates the need to send the UNA message.
Other examples that inter-operate FMIPv6 and IEEE 802.16e signaling include [201] - [204] .
2) IEEE 802.21-BASED OPTIMIZATIONS
Due to similarities between the primitives defined by the FMIPv6 over IEEE 802.16e specification and the IEEE 802.21 MIH framework, both standards have been proposed to interoperate in several optimizations for FMIPv6 over IEEE 802.16e. An integrated protocol in [205] , which incorporates FMIPv6, IEEE 802.16e, SIP and IEEE 802.21 has been designed. According to this scheme, as soon as the MN's L2 receives the MOB_BSHO-RSP or MOB_BSHO-REQ messages, its L2 sends the MIH_Link_Going_Down (LGD) trigger to the SIP application which in turn sends a SIP RE-INVITE message to the CN with nCoA before the link disconnection.
In [206] , the MIH Information Server is assumed to be collocated with the ARs. In this proposal, as soon as the MN detects the neighboring BSs, it receives more information about them from the Information Server by exchanging the MIH_Get_Information_Request/Response messages. Next, the FBU is sent to PAR as the MAC layer generates the Link_Going_Down trigger. The MN informs PAR about the handover execution through MIH_Link_Down event. The PAR at this point starts forwarding the buffered packets towards NAR. The MN, on the other hand, after successful completion of the IEEE 802.16e network re-entry procedures, sends MIH_Link_Up indication to the NAR. VOLUME 7, 2019 Similar solutions in [207] and [208] also utilize the IEEE 802.21 procedures to improve the fast handovers performance in IEEE 802.16e networks.
VII. PROSPECTS OF FMIPv6 IN 5G
In the previous sections, we have presented a comprehensive review of the enhancements to the FMIPv6 protocol. Based on these enhancements, in this section, we discuss the evolution prospects of FMIPv6 principles towards 5G. We discuss how an evolved solution based on fast handover principles can address some of the complex mobility management challenges in 5G. The standardization prospects of FMIPv6 framework as well as its deployment aspects in 5G are also discussed. Finally, some pertinent FMIPv6 limitations which would require further investigations in the context of 5G are also indicated.
A. 5G MOBILITY ENVIRONMENT AND FMIPv6 PROSPECTS
In this section, an overview of the mobility management requirements in 5G is first presented. Next, the prospects of FMIPv6 to meet these requirements are correspondingly discussed.
1) AN OVERVIEW OF MOBILITY MANAGEMENT REQUIREMENTS IN 5G
The 5G networks are envisioned to deliver revolutionary applications, services and use cases. The existing IP-based networks require significant architectural changes in order to evolve towards 5G. Unlike the centralized control and management of the existing networks, 5G requires decentralized network architectures in order to cope with the unprecedented traffic growth [209] . On the other hand, deployment of smaller cells is envisioned to increase the network capacity and effective spectrum utilization [210] . Moreover, in order to effectively support different use cases with often conflicting requirements, technologies such as software-defined networking (SDN) and network function virtualization (NFV) are seen as key building blocks in 5G networks [211] .
The aforementioned architectural changes also require evolution of the existing network protocols for effective control and management in 5G systems. In particular, the protocols for mobility management in 5G are required to ensure stringent performance guarantees. The existing MIPv6-based protocols with their centralized architecture impose several bottlenecks to the mobility management process. These bottlenecks become more evident under the heavy traffic load conditions at the centralized node (e.g. HA in MIPv6 or Local Mobility Anchor (LMA) in PMIPv6).
The IETF has acknowledged such drawbacks and has already specified a preliminary decentralized mobility management framework termed as distributed mobility management (DMM) [1] . In DMM, the handover and the traffic management is performed at the first-hop access routers without any reliance on a centralized network node. The IETF has also specified certain requirements for DMM [6] , the key among which include the need to evolve these solutions towards decentralization from the existing IPv6 mobility principles [6] . The IETF also requires these solutions to support services such as multicast mobility and security assurance [6] .
The standardization process for DMM at IETF is still at very early stages. The current DMM solutions are mainly based on the network-based PMIPv6 protocol. However, several performance studies have shown considerable limitations in their performance [3] - [5] . These studies have shown that the current DMM solutions incur high handover latencies as well as signaling costs, as the MN undergoes frequent handovers with multiple or long-lasting sessions. Moreover, these solution have not been sufficiently explored to support services such as multicast mobility and secure handovers as specified by the IETF's requirements [6] .
Nonetheless, the current trends of network softwarization and virtualization of 5G systems also introduce some additional challenges to the mobility management process. To ensure backward compatibility of the virtualized domains with the existing infrastructure, the mobility management protocols would require further evolution in accordance with SDN and NFV. Accordingly, the continuation of IPv6 mobility principles is seen as a key approach for such development as well [212] .
Another key aspect in which the current mobility management mechanisms including DMM lag, is the lack of adaptable mobility support which is suitable for specific mobility profile or services of a mobile user. The DMM process, following the traditional mobility management protocols, generally provides the same mobility management support to all MNs regardless of their movement pattern or ongoing application requirements [213] . As noted earlier, due to diversity in emerging applications, services and use cases, providing same mobility support would be highly inefficient. Therefore, flexible mobility management mechanisms, which can change their execution principles according to MN's mobility and application requirements, are desired for the 5G networks [213] .
The network virtualization and softwarization also introduce new security challenges to the mobility management process. For example, virtualization of Radio Access Network (RAN) simplifies the radio nodes such as Base Stations into Remote Radio Headers (RRHs) [214] . The RRHs are decoupled from the Baseband Unit (BBU) where the actual signal processing takes place. The BBUs in the virtualized RAN function as a separate entity, and are deployed usually in a remote data center or cloud [214] . This allows adversaries to deploy a malicious RRH into the network conveniently which may not only affect the 5G system security, but also the MN's communication session (e.g. through its false claims of being a legitimate RRH) [215] .
In summary, the mobility management protocols for 5G would essentially need to be (a) decentralized (b) IPv6-based, (c) robust, (d) virtualizable, (e) flexible, (f) secure.
2) PROSPECTS OF FMIPv6 IN 5G MOBILITY ENVIRONMENT
The FMIPv6 principles and their enhancements discussed in the previous sections can potentially provide a suitable scaffolding for designing protocols to handle mobility in 5G networks. The FMIPv6-based solutions, as discussed below, have the potential to meet some of the complex mobility management requirements in a 5G environment. The key prospects of FMIPv6 in 5G can be summarized in the following points:
• Decentralized: The FMIPv6 protocol supports traffic resumption through forwarding traffic from previous network to the new network through a bidirectional tunnel. Effectively, the protocol does not need reliance on any centralized network node for traffic resumption as a result of handover. Thus, it can naturally evolve towards a decentralized mobility solution. The benefits of decentralization through the FMIPv6 principles can be maximized by several enhanced route optimization mechanisms as discussed in Section II-G. Such solutions can potentially counter the high latencies and tunneling costs [5] if the MN undergoes several handovers with long-lasting sessions.
• IPv6-based: Since FMIPv6 is based on the IPv6 principles, it can inherently support smooth evolution towards IPv6-based decentralization of the mobility management process. Thus, smooth mobility management could be supported in the subsequent IPv6-based hybrid centralized/distributed domains, which are expected to coexist in the real-world scenarios [3] . Similarly, preserving the IPv6 principles would also ensure further evolution towards softwarized domains [216] . This would also allow smooth mobility management in the ensuing hybrid SDN domains wherein SDN-based and non-SDN based domains would coexist [217] , [218] .
• Robust: Several FMIPv6 enhancements have shown that it can be easily enhanced to provide a unified solution which can support advanced mobility features such as vertical handovers, multicast mobility, QoS, and security. Thus, by providing a unified protocol framework, it can offer a robust mobility management solution which is highly desirable for a 5G mobility environment. Such an approach avoids the need to rely on additional protocols which not only result in computational overheads, but may also cause higher latencies during the time-critical handover event.
• Secure: Security in 5G is considered to be of paramount importance, with several new threats being identified [215] , [219] - [221] . Several enhancements to the FMIPv6 protocol have shown that the basic handover security can be provided within its operational framework. The enhanced FMIPv6 framework can also provide the main security services such as confidentiality, signaling integrity as well as authentication, usually without relying on existing security infrastructure or additional security protocols. Thus, several security enhancements to FMIPv6 open avenues to effectively address some of the complex security challenges in a 5G mobile environment [215] .
• Virtualizable: The FMIPv6 protocol framework comprises of an elaborate set of handover subprocesses. These subprocesses can be decoupled from each other and act as independent functions, which can be subsequently controlled through the control plane entities e.g. an SDN controller [216] . In fact, the feasibility of deploying (and controlling) such handover subprocesses at SDN controller as ''stand-alone modules'' has already been discussed in [212] . Therefore, in a virtualized 5G environment, several FMIPv6 subprocesses such as movement detection, handover preparation, handover mode selection, handover triggering, nCoA formulation, duplicate address detection, route optimization, packet forwarding, buffering can be virtualized i.e. controlled and executed by the control plane. Moreover, other mobility support mechanisms such as in-advanced resource reservation at new network, vertical handover decisions, mobile multicast session management etc. can also be implemented as virtual functions.
• Flexible: The ability of FMIPv6 protocol to operate proactively, as well as adapting its operation to the reactive mode in case of predictive mode failure, represents an inherent flexibility feature of FMIPv6 -a feature that does not exist in other MIPv6-based protocols. With the evolution towards SDN and NFV in 5G, its operation can be made further flexible by controlling its mutually independent handover subprocesses from the central control entities [212] . Based on the mobility requirements, the control plane may or may not decide to execute these subprocesses during handover. Furthermore, different versions of such handover subprocesses can also be defined, and the order of their execution may also be varied by the control plane, to best suit the mobility and application requirements of the MN.
B. STANDARDIZATION PROSPECTS
The standardization efforts for mobility management mechanisms in 5G are primarily focused on DMM. Utilizing FMIPv6 for DMM is among the recommendations of the IETF for improved handover performance [222] . However, FMIPv6 principles have not yet been considered in DMM standardization since these efforts are still in infancy. The effectiveness of using FMIPv6 principles in DMM has also been substantiated by some recent works. It has been shown in [223] and [224] that extending DMM process through FMIPv6-based principles, such as proactive handover initiation, link-layer assistance, in-advanced new IP address formulation, buffering, and bidirectional tunneling, can outperform the popular PMIPv6-based DMM process. The study in [224] shows that fast handovers based DMM can achieve up to 74% reduction in handover latency compared to the PMIPv6-based DMM solution.
C. DEPLOYMENT CONSIDERATIONS
The user devices in 5G, in general, are expected to play a greater role in the 5G ecosystem compared to the previous generations of mobile networks [225] . The inadequacies of network-based DMM solutions motivate the need to explore an increased MN involvement in the mobility management process (e.g. through FMIPv6).
Recent advances in virtualization technologies have not only enabled functions and infrastructure virtualization at the network side, but also at the user's end as well [226] . A relevant virtualization technology is the operating system virtualization wherein several functions and processes are implemented in containers. Containers are a low-weight virtualization technology, which can function independently from each other. Such an architecture not only provides flexibility to rapidly update certain components in the operating system, but also allows convenient deployment of new services which may include novel control and management mechanisms.
These technologies are also capable of deploying sophisticated mobility management mechanisms aimed at diverse 5G mobility scenarios. Considering the service-oriented 5G architecture offering diverse services, the operational adjustments to FMIPv6 can also be conveniently made to best suit the requirements of a particular service. For example, a multicast-enhanced version of FMIPv6 can be used for managing an ongoing multicast session. Otherwise, only the baseline FMIPv6 operation would suffice. Likewise, in a heterogeneous environment, the enhanced FMIPv6 version with vertical handover support can be executed. Another example can be of a delay-sensitive or tactile application, for which a multi-homed version of FMIPv6 can be utilized. In case of a high mobility scenario, a simplified version of baseline FMIPv6 can be used e.g. [54] .
Note that such an approach may not necessarily require multiple FMIPv6 deployments in a single user equipment. Instead an enhanced, flexible FMIPv6 solution can intelligently evaluate the requirements of a particular service and execute the necessary mobility management feature from within a unified framework.
D. POTENTIAL LIMITATIONS
Despite its invigorating prospects towards 5G, FMIPv6 principles still have some limitations which would become more pronounced in the context of 5G. Following are some key limitations which require considerable efforts to realize their full potential for the 5G mobility environment. Some possible approaches which can be explored further to address these limitations are also highlighted.
• MN Involvement in handover operation: Although involving MN in handover operation helps in intelligent handover management, an excessive dependence on MN would incur high power and computational overheads for battery constraint MNs. Moreover, as discussed in the Section VII-A1, such a mechanism would be vulnerable to more security threats.
Therefore, it is important to explore mechanisms which could balance the trade-off between MN's participation in handover and the mobility-related intelligence acquired from it. In this regard, some example approaches include delegating certain handover operations to network nodes which are performed by the MN, such as BU, RO, RR and nCoA formulation as discussed in Sections II-C and II-G. Moreover, the FMIPv6 signaling which requires the MN's involvement such as RtSolPr, PrRtAdv, FBU, FBAck and UNA can interwork with access-technology specific messages, as discussed in Section VI.
• Precision of Handover Prediction: Among all components of the FMIPv6 framework, precision of handover prediction plays a pivotal role. However, devising an accurate in-advance handover prediction mechanism still requires considerable research efforts. This is especially critical in scenarios where the MN undergoes handovers frequently. In this regard, intelligent mechanisms can be designed by applying Machine Learning techniques. These techniques are nowadays being increasingly adopted for management, maintenance and optimization of networks [227] . Intelligent handover prediction algorithms can be developed through such techniques, not only at the MN but also at the network side.
• Signaling Costs: The FMIPv6 operation, although provides significant gains in terms of handover latency and packet loss reductions, incurs higher signaling costs [12] - [18] . The study combining FMIPv6 principles with DMM has also shown that although this approach significantly reduces the latency, it incurs higher signaling costs compared to the existing solution [224] . Assuming a prospective unified FMIPv6 framework in 5G, which would integrate QoS, VHO, mobile multicast and security within a single protocol framework, the signaling overheads would significantly increase. A number of different approaches can be pursued to address this challenge. These include (a) using lightweight signaling i.e. carrying fewer options in a FMIPv6 message, (b) integrating several FMIPv6 messages together e.g. [54] , (c) integrating L2 and L3 messages through cross-layer mechanisms as discussed in Section VI-B1.
• Emerging Security Challenges: The emerging security challenges, with the advent of network virtualization, impose complex security requirements. These requirements in turn demand robust security solutions, which would most likely incur high computational costs and high resource consumptions. A potential approach to such challenges is to define several security levels for users with different service requirements (e.g. based on [228] ). Again, this would require flexible design considerations for the mobility management protocol as discussed in Section VII-A1.
VIII. CONCLUSIONS
The FMIPv6 protocol in its primary or hybrid forms, like FPMIPv6, has been shown to have the most optimal handover performance among all MIPv6-based solutions. However, the baseline FMIPv6 protocol still experiences certain performance bottlenecks, which can be addressed by enhancing its protocol operation. A comprehensive study of the FMIPv6 protocol's operational features, their shortcomings, and the enhancements proposed to overcome them, is provided in this paper. A holistic approach is adopted in this study to bring together all such solutions under different categories based on their functional characteristics. These enhancements show that FMIPv6 principles can evolve towards robust mobility solutions, which may include advanced mobility features such as multicast mobility, vertical handovers, QoS-supported and secure handovers. The IPv6-based mobility solutions, aimed at 5G networks are currently evolving towards the decentralized mobility protocols. Based on the requirements defined by the IETF, the decentralized mobility management solutions are expected to provide robust mobility standards for 5G. Several concepts introduced in the FMIPv6 enhancements open avenues to achieve such advanced mobility solutions. Consequently, the FMIPv6 protocol, with its unique operational features, and capitalizing on virtualization technologies, can potentially address some of the very complex mobility management challenges in 5G.
