This contribution is a natural follow-up of the paper of the same authors entitled Convergence theory of an aggregation/disaggregation methods for computing stationary probability vectors of stochastic matrices published in [Numer. Linear Algebra Appl. 5 (1998) 253]. In contrast to that paper in which the algorithm studied was based on the splitting whose iteration matrix was identical with the matrix whose stationary probability vectors are computed, the present paper presents a convergence analysis of algorithms based on fully general splittings of nonnegative type. Together with this generalization another feature of the older paper and namely the independence of the convergence results on the size of the elements of the examined stochastic matrix is shown to remain valid for the new algorithms as well. This concerns in particular the possibility of computing stationary probability vectors of Markov chains containing rare events, i.e. events whose stationary probabilities are substantially smaller than some of elements of the transition matrix of the chain.
Introduction
One of the aims of mathematical modeling of reliable safety railway systems is to compute the probabilites of rare events, i.e. such events whose appearance is as a rule unwanted, e.g. crashes on the railways etc. [11, 13] . Rare events are such events where probability is much smaller than some of the input data, i.e. much smaller than some elements of the transition matrix B. Usually, these probabilites range around 10 −12 in our nonacademic examples. Thus, some fast convergent methods are needed. Though, row block rank one matrices may look too academic, they often appear in practice and their tensor products serve as tools for constructing suitable Markov chains that model the appropriate effects. Stationary probability vectors (SPVs) of weakly perturbed row block rank one matrices can be efficiently computed by adequate IAD methods (see Theorem 6.7).
In various applications it is desirable to be able to obtain the corresponding probabilites that are essentially smaller compared with the probabilites of other events. If the mathematical models considered, e.g. models of safety systems, are based on Markov chains then obviously the corresponding transition matrices will become unstable and consequently, computing the stationary probability (distribution) vectors represents a difficult task.
For computing SPVs many algorithms have been developed in the past and the problem of finding all SPVs has been attacked both from theoretical as well as experimental point of view. To the knowledge of the authors the works devoted to comparing various methods how to compute SPVs conclude that the winners in the competition are some versions of iterative aggregation/disaggregation (IAD) methods [7, 15] . However, there is no adequate convergence theory. Essentially, there are very few convergence proofs of IAD methods available in the literature [3, 18, 21, 25] and those existing cover a rather limited area of problems. The monograph [25] presents the most complete description of the situation in the area of computation of Markov chain modeling in the middle of the nineties. The convergence proof presented there in fact reproduces the original proof from [3] . It is based on the assumption that the examined Markov chains are nearly completely decomposable (NCD). Thus, the smallness of the elements of the off-diagonal blocks of the corresponding transition matrices is a tool for achieving the convergence. A weakness of this approach is first that convergence is achieved only when the elements of the offdiagonal blocks are sufficiently small and second, the hypothesis that the transition matrices must satisfy certain regularity conditions [25, p. 335 ] excludes explicitly a possibility of computing probabilities of rare events.
In this contribution a general convergence theory is presented. This paper is a natural follow-up of [21] , where convergence theory is presented for one particular splitting of matrix A = I − B, where B is a transition matrix of a Markov chain. We extend the theory by admitting any splitting of nonnegative type. The generalization is essential in the sense that the corresponding iteration matrix may not commute with B. We show that any IAD algorithm based on a splitting {M, W } of A = I − B, is convergent whenever T = M −1 W is nonnegative and such that a possible cyclicity of T is preserved in an appropriate way by the aggregation communication.
As analytical tools for proving that some new concepts such as G-convergence and G-consistence of splittings of nonnegative type are invented and a theory developed. A sufficient condition for G-convergence (see Definition 5.4) is a consequence of an interplay between the corresponding iteration matrix T, possibly cyclic, and the IAD map G. Thus, information that a given IAD is convergent is available without the aggregation projection to be known explicitely (see Theorem 5.8). The well-known IAD methods such as [17, 21, 27] can serve as examples of this fact.
We also identify classes of problems and suitable splittings for which the IAD methods terminate after two iteration sweeps. The finite termination results are then extended via continuity of the IAD process to fast convergence for a wide class of problems. Furthermore, we specify some results to a class of p-cyclic Markov chains.
The first four sections are devoted to introduction, definitions, notation and presentation of the algorithms. Our theory is based on splittings which need not be even convergent, nevertheless, this theory applies to any stochastic matrix and we emphasize that the SPVs are allowed to possess small componets, e.g. corresponding to rare events as well (Section 5). We also identify some classes of Markov chains for which some of the IAD algorithms are fast convergent, in some cases exact SPV are returned after a finite number of iteration sweeps (Section 6). We elucidate the situation with convergence characteristics by introducing a new concept of aggregationconvergent matrix. Actually, we discovered the fast convergence effect just by analyzing splittings based on divergent splittings that are aggregation-convergent. Continuing in this way IAD appear as very efficient for p-cyclic Markov chains (Section 7). In this context we show a rather surprising result: Utilizing as bases for IAD algorithms the SOR methods, both within standard as well as extended convergence range of relaxation parameters, the Gauss-Seidel procedure appears as optimal. Moreover, if starting with a vector whose subvectors are limits obtained by the Gauss-Seidel procedure, just one IAD step is sufficient in order to get the required SPV. It is worth mentioning that in our theory concerning the p-cyclic Markov chains the frequently used hypotheses that the transition matrix B is consistently ordered and the spectrum of B p is real can be omitted. From the point of view of computations a relatioship between the error on the fine and aggregated levels is of high importance (Section 8).
Definitions and notation
In this section we present notation and definitions which we are going to use. Some very standard concepts not explicitely defined here can be found in the monograph [1] a standard reference of ours.
Our analyses are provided in finite dimensional Banach spaces. Because of equivalence of all norms on such spaces we can in principle use any norm. In the context of stochastic matrices the l 1 -norm is the most adequate, however. In the whole paper the symbol · denotes the l 1 -norm on the appropriate space if any other specification is not declared.
Let N be a positive integer. Objects of our investigation are matrices whose elements are real numbers. An N × N matrix C = (c jk ) with c jk ∈ R 1 , is called nonnegative if c jk 0, j, k = 1, . . . , N. In particular let I denote the N × N identity matrix. We let R N to denote the standard arithmetic space of N-tuples of real num-
We denote
and A collection of all distinct eigenvalues of a square matrix A is called the spectrum of A and it is denoted by σ (A). We let
and call it spectral radius of A.
Stationary probability vectors of stochastic matrices
We are going to consider the following: 
where
and F j is an irreducible and stochastic matrix. It is known [10] that matrix H can be obtained by the so-called Tarjan algorithm and that its complexity is almost linear.
If the permutation matrix H is available then one can compute the stationary probability vectors of each of matrices F j , j = 1, . . . , p, separately just executing the computations in parallel each F j on its processor. 
Aggregation/disagregation algorithms
Let G be a map of {1, . . . , N} onto {1, . . . , n}. Whenever it is necessary we distinguish the indices from the set {1, . . . , n} by bars from those belonging to the set {1, . . . , N}; otherwise, we use a simplified notation. According to this aggreement we write, e.g. x sub(j ) instead of the more precise writing x sub(j) if it is clear that j is fully determined by the associated j.
Let K denote the permutation of the set {1, . . . , N} given by the relations
and denote the associated permutation matrix by K. We then have
It is then easy to see that
BK we see that G yields an equivalent aggregation scheme for B as does G K for the permutation-similar matrixB. We define communication operators R mapping space E = R N into F = R n and S(x) mapping F into E, respectively, by setting
for x ∈ D, where
We check immediately that
Therefore,
is a projection called aggregation projection,
Moreover,
and
P (x)
T e = e ∀x ∈ D.
We define the matrix B(x) = RBS(x), x ∈ D, and call it aggregated matrix of B.
To guarantee that the proposed two-level algorithms can be unlimitedly realized we need the following two statements proven in [21] .
Proposition 4.1 [21] . Let matrix B be stochastic. Then its aggregated matrix B(x), x ∈ D, is stochastic too.
Proposition 4.2 [21]. Let stochastic matrix B be irreducible. Then its aggregated matrix B(x), x ∈ D, is irreducible too.

Remark 4.3.
To choose a suitable map G defining the aggregation process is a rather difficult task. The reason is that one wants to obtain convergent and stable well conditioned IAD schemes. Some attempts to make construct of G determining an IAD processes possessing these properties for blockwise written matrices are presented in [4] as algorithms PABLO and TPABLO. Let > 0 be a given tolerance and let ) , e(N)] = 1, be an otherwise arbitrary vector.
Step 1. Set 0 → k.
Step 2. Construct the matrix
Step 3. Find the unique solution vector z (k) to the Problem (P) with B(x (k) ), i.e. the unique solution to the problem
Step 4. Disaggregate by setting
Step 5. Let
and after these t smoothings a next approximant is defined as
Step 6. Test whether
Step 7. If NO in Step 6, then let
and GO TO Step 2.
Step 8. If YES in Step 6, then set
and STOP. Remark 4.6. The SPV algorithm contains besides the transition matrix B five more variables offering a broad variety of realizations. We are going to show that at least theoretically, there are no restrictions for their choice. There are, however, some natural recommendations such as the choice s = 1 in case of sparse B and strict positivity of the zero-approximation x (0) . On the other hand, the choice of t is a rather difficult task. In all our numerical tests the choice t = 1 never failed concerning convergence of the appropriate IAD scheme. Theoretically, both local as well as global convergence to be garanteed require t and alternatively s to be large enough.
The splitting {M, W } is required to be of nonnegative type, otherwise arbitrary. Of course, in general one cannot expect fast convergence. On the other hand, {M, W } need not be convergent and, as we show, the speed of convergence of the corresponding iteration matrix based on nonconvergent splitting may be very fast and for some classes of matrices even optimal.
In the literature various splittings {M, W } of I − B are recommended as bases for IAD methods such as Jacobi and Gauss-Seidel splittings. We mention them here in order to give a flavour of a form of some most frequently used splittings.
Let
where D is the diagonal part of B, L the lower triangular part and U the upper triangular part, respectively. Set
Then the iteration matrices
are well-known Jacobi and Gauss-Seidel iteration matrices. These two splittings form a basis for two IAD schemes. The first splitting was used for transition matrices in the blockwise written form by Vantilborgh [27] and the second similarly by Koury et al. [16] . A convergence theory of these methods together with the Takahashi method [26] are treated in the monograph [25] . Their convergence is proven there under the hypothesis that the transition matrix B is irreducible, it corresponds to a NCD Markov chain (for definition see [25, p. 285 ])) and furthermore as mentioned already, it satisfies four so called regularity conditions [25, p. 335] . The regularity conditions just mentioned explicitly exclude the case when the probability vectors possess components substantially smaller than one, i.e. the case of rare events is not allowed to happen in [25, p. 335 ]. More generally, it is not difficult to construct Markov chains with rare events without being NCD. We want to emphasize the fact that our theory is valid without any restrictions.
Convergence results
In the following sections we assume that the hypotheses made in introducing Algorithm 4.4 are satisfied. This concerns all the parameters of that algorithm, i.e. matrix B is irreducible and stochastic, splitting {M, W } is of nonnegative type, t 1 the number of relaxations of T is large enough, s 1 the number of iterations of matrix B is arbitrary and the initial approximation vector x (0) is strictly positive.
For practical computations an important question is the choice of the parameteres t (the number of relaxations on the fine level) and s (the power of the investigated matrix). The choice t = 1 is interesting from the viewpoint of theory. However, this choice need not be preferable. This is explained by the fact that computing the aggregated matrix is costly and for t = 1 one must compute it after every relaxation on the fine level. The experiments reported in [21] show an "optimal choice" for t is 30 t 33 if one requires to diminish the number of full IAD sweeps.
The very basic hypothesis required upon the splitting {M, W } of the matrix A = I − B in order to achieve convergence of the corresponding IAD process is its nonnegativity. Not surprisingly, the speed of convergence is generally slow. We show some splittings for which the speed of convergence of the corresponding IAD is fast. It is interesting to point out that iteration matrices deduced from splittings offering high speed of convergence may be divergent as solvers. In contrast, the speed of convergence of the corresponding IAD methods may be very fast and even the exact solutions may be returned after a finite number of IAD iteration sweeps (Theorem 6.3).
By the symbol I F we denote the identity map of the space F = R n .
Lemma 5.1. Let the hypotheses declared in the definition of Algorithm 4.4 be satisfied. Then the matrix I F − RZS(x (k) ) is invertible and
S(x (k) )z (k) = S(x (k) ) I F − RZS(x (k) ) −1 Rx = I − P (x (k) )Z −1 P (x (k) )x, k = 0, 1, . . . ,(5.
1) with Z coming from the spectral decomposition of
B = Q + Z, Q 2 = Q, QZ = ZQ = 0, 1 / ∈ σ (Z).
Proof. Let λ be an eigenvalue of RZS(x (k)
) and z λ a corresponding eigenvector. Writing z λ = Ry λ ∈ R n with some y λ ∈ R N we see that
Since σ Z| P (x (k) ) ⊂ σ (Z), where Z| P (x (k) ) denotes the restriction of Z to the range of P (x (k) ), we conclude that λ ∈ σ (Z| P (x (k) ) ) implies λ = 1 and invertibility of
RQS(x (k) )z (k) .
Since in our case Qx = [x, e(N)]x, x ∈ R N , the first formula in (4.4) implies
e(N)]x =x
and thus
Rx.
Recalling that I F = RS(x) and P (x) = S(x)R for any x ∈ D we derive that
S(x) (I F − RZS(x)) −1 R (I − P (x)Z) P (x) = P (x)
and also
(I − P (x)Z) S(x) (I F − RZS(x)) −1 R = P (x).
Then it follows that the relation
S(x) (I F − RZS(x))
hold for all y ∈ range(P (x)), x ∈ D. Since, in particular, P (x)x ∈ range(P (x)), the proof is complete.
Proposition 5.2. Let B be any (column) stochastic matrix, {M, W } a splitting of nonnegative type of A = I − B and t, s any positive integers. Then the error-vector formula for the sequence of approximants {x (k) } returned by Algorithm 4.4 reads
3)
where Z comes, similarly as in Lemma 5.1 from the spectral decomposition of
B = Q + Z, Q 2 = Q, QZ = ZQ = 0, 1 / ∈ σ
(Z). Furthermore, J t (x) = T t−1 J 1 (x), t 1, holds for any x with all components positive.
Proof. By definition of the SPV(B; M, N; t, s; x (0) )-algorithm,
Lemma 5.1 together with the fact Zx = 0 implies
and, since Mx = Wx and (I − P (
Finally,
This is just formula (5.3) for t = 1. To obtain (5.3) for arbitrary t 1 one needs to apply T t−1 to J 1 (x (k) ). It is obvious that that algorithm SPV(B; M, W : t, s; x (0) ) achieves this purpose by applying the iteration procedure determined by the splitting {M, W }.
Proposition 5.3. Under the assumptions of Proposition 5.2 the spectra of J t (x) and (I − P (x))J t (x) are related as follows:
σ J t (x) ⊂ σ I − P (x) J t (x) ∪ {0}.
Consequently, r(J t (x)) = r((I − P (x))J t (x)).
Proof. Let 0 = λ ∈ σ (J t (x)) and w a corresponding eigenvector J t (x)w = λw, w = 0. According to the definition of J t (x) we see that
The following definition is a crucial concept in our convergence theory and Theorem 5.5 is one of our main results. Note that convergence of the well-known algorithms of Koury et al. [16] and Vantilborgh [27] 
Continuity of the projection-function P = P (x) with respect to x ∈ Int(R N + ) allows us to extend the above estimate to a neighborhood (x) and this completes the proof. 
with square diagonal blocks of sizes d j × d j , j = 1, . . . , n and with a suitable permutation matrix H be a canonical form of T (see [12, p. 324] 
We call a splitting {M, W }G-consistent if
where n k = card{j : G(j ) = k} and
Remark 5.7. Definition of G-consistency of a splitting {M, W } implies that the iteration matrix T = M −1 W is such that every state belonging to the same Gaggregate of B, belongs to the same cyclic class of T. This is a condition formulated in [5] guaranteeing convergence of the subvectors x (k) sub (j) and y
of the iteration sequences associated with the block form of the investigated stochastic matrix B determined by G. Proof. Let T = M −1 W be the iteration matrix of the splitting under consideration. Further, let y be an eigenvector of T corresponding to an eigenvalue λ, |λ| = 1, belonging to the spectrum of T. Our hypotheses allow us to show that
The validity of this claim follows from a known result of Courtois and Semal [5] according to which the subvectors ofx and y corresponding to the block form of T implied by G are parallel. It follows from Proposition 5.3 that
Since the above property concerns eigenvectors corresponding to any eigenvalue of absolute value one, we conclude J t (x) is zero-convergent. Let α 1 , . . . , α n be positive real numbers. Let
, . . . , y
are blockwise written vectors x, y accordingly to the block form of B given by the map G. Then
Proof. We see that
and further, because of (6.1),
Consequently, (6.2). 
and, by (5.2)
Proof. The error vector formula implies
according to Proposition 6.1, we have
Thus, by (5.2) and (5. Then for s = 1, any t 1 and any initial approximation
the exact solution is returned after two SPV sweeps.
Proof. Let x (0) be an initial approximation ofx. By Proposition 6.1 we have (x (1) ) sub(j) ∈ R j , j = 1, . . . , n, and followingly, (x (2) ) sub(j) ∈ R j , j = 1, . . . , n.
Then, by hypothesis,
with some positive reals α 1 , . . . , α n . Utilizing Corollary 6.2 we deduce x (2) −x = 0 and this completes the proof.
Remark 6.4. Though stochastic matrices belonging to the class of matrices (let us denote it DYAD) with the properties described in the previous theorem may look very academic they find applications in practice of designing equipments in the railway safety systems. Such matrices possess some interesting spectral properties too. It is easy to see that the spectrum of some elements of the class just discussed may be quite complex. To get a feeling of such complexity, let us consider a class of dyadic stochastic N × N matrices of the form
where B belongs to DYAD and ε ∈ [0, 1] is otherwise arbitrary. It is well known that the spectra of the diagonal blocks B 11 , . . . , B nn belong to the so called Karpelevich sets [14] , [12, p. 350] . Since these matrices are arbitrary substochastic, i.e. their column sums do not exceed value one, we conclude that the spectra of B(ε) may be complex, in particular if the sizes of some of their blocks become large and ε small. Remark 6.5. Note that the iteration processes defined by the splittings described in Theorem 6.3 are in general divergent, e.g. the Jacobi method in case of a p-cyclic matrix. Nevertheless, the convergence of the SPV algorithm based on such splittings is fast and terminates after at most two IAD sweeps.
Remark 6.6. To check that a given block matrix satisfies the conditions of Theorem 6.3 might be difficult. This is because the problem to determine the rank of a matrix is not well posed. Fortunately, we have the following modification of Theorem 6.3. In the literature there are known some algorithms such as PABLO and TPABLO [4] that transform the original matrix into its block-equivalent permutation-similar form with the goal to condition the diagonal blocks optimally. Our analysis shows that it is desirable simultaneously to force the off-diagonal blocks to be as close as possible to rank-one blocks having ranges of the row blocks the same. Obviously, these two requirements are in conflict with each other. Hence, a reasonable compromise criterion needs to be found.
p-Cyclic stochastic matrices
Let N, p be positive integers, n j , j = 1, . . . , p, such that B is a (column) stochastic matrix. Furthermore, let
where H is a permutation matrix and the blocks B jk are n j × n k matrices such that I − B jj , j, = 1, . . . , p, are invertible. Our permanent hypothesis B T e(N) = e(N) implies that [H BH T ] T e(N) = e(N) and also
where e(n j ) T = (1, . . . , 1) T ∈ R n j . Evidently, Proof. The p-shape convergence of T implies that the appropriate subvectors of (7.3) converge to the subvectors of the exact stationary probability vectorx. Therefore, at most two IAD iteration sweeps described in the theorem applied to the limiting subvectors return the exactx.
Remark 7.6. Theorem 7.5 requires the knowledge of the blocks in the canonical form 7.1. This is a standard requirement in working with p-cyclic matrices however. Proof. The hypotheses imply that all the blocks of T p are rank one matrices with the structure described in Theorem 6.3, the conclusions follow.
A remark concerning the error analysis
As mentioned already our aim is to compute SPV with a high degree of precision. Since IAD methods are two-level procedures there are two sources of error: On the fine as well on the aggregated level. In this section we explain why the computations on the aggregated level have to be performed very precisely in order to achieve a final goal on the fine level.
To this purpose a rather exotic measure of error appears as appropriate. Actually, the measures ρ E and ρ F introduced below are distance functions on the sets Int R N + and Int R p + , respectively. A natural question arises when analyzing Algorithm 4.4 similarly as for a particular case [21] . How is the error on the fine level influenced by the error on the aggregatedr level? The solution is identical with that in [21] .
To answer the above question, let z * = Rx,x = Tx and let us define Finally, and thus, in order to achieve E f (x (k) ) < 10 −q , E c (z (k) ) must be smaller than 10 −(q+4) . In our reliable safety modeling computations one requires q = 12 and thus, one must use a multiple precision on both levels. Obviously, if the aggregates are general positive integer d is replaced by a pair of positive integers d and d.
Concluding remarks
As mentioned already our work is motivated by practical needs of railway transportation systems. Project of the European Commission [11] requires an interdisciplinary cooperation of many specialists in most diverse areas of research in order to built up a reliable and safe transportation system [13] . The requirements are indeed major: e.g. the expected amount of input data is of order 10 7 or even larger. Some of the requirements are such that checking whether they are satisfied is not possible using standard means of testing. This is because any existing device is not able to outlive as many tests as needed in order to accomplish a sufficient number of experiments that would guarantee a desired smallness of the probability of their appearance. Some samples of our academic tests have been published in [21, 22] . The results of our railway safety applications will be published elsewhere.
