Abstract. We introduce the notion of an irreducible pair of elements in the first Weyl algebra W . Then we show that each endomorphism of W which is not an automorphism, can be transformed into one that applies the canonical generators of W onto an irreducible pair with a specific shape (subrectangular). Consequently, the Dixmier conjecture is true if and only if there are no such irreducible pairs.
Introduction
The Weyl algebra A 1 over a field K is the quotient of the free associative and unital K-algebra on two generators X, Y by the ideal generated by the relation [Y, X] = 1. The Weyl algebra is the first of an infinite family of algebras, known as Weyl algebras, which were introduced by Hermann Weyl to study the Heisenberg uncertainty principle in quantum mechanics. The n-th Weyl algebra over K is the associative and unital K-algebra A n generated by the 2n variables X 1 , Y 1 , . . . , X n , Y n , subject to the relations [X i , X j ] = [Y i , Y j ] = 0 and [Y i , X j ] = δ ij , where δ ij is the Krönecker symbol.
In [8] Dixmier posed six problems, the first of which, also known as the Dixmier conjecture, was the following: is an algebra endomorphism of the Weyl algebra A 1 on a characteristic zero field, necessarily an automorphism? This question makes sense for all the Weyl algebras, and in fact the generalized Dixmier conjecture claims that if char(K) = 0, then any endomorphism of A n must be an automorphism, for each n ∈ N.
Currently, the Dixmier conjecture remains open even for the case n = 1. Some of the results in this topic are the following: In the early eighties, L. Vaserstein and V. Kac showed that the Dixmier conjecture implies the Jacobian conjecture (see [3] , where this result is explicitly established). In 2005 the stable equivalence between the Dixmier and Jacobian conjectures was established by Yoshifumi Tsuchimoto [14] , and the same result was obtained in an independent way in 2007 by Alexei Belov-Kanel and Maxim Kontsevich [6] and by Pascal Kossivi Adjamagbo and Arno van den Essen [2] . For a short proof of the equivalence between these two problems see [4] . In fact, in the [2] paper, there is also established the equivalence between the Dixmier conjecture and a similar conjecture about the endomorphisms of a family of Poisson algebras, that the autors call the Poisson Conjecture. Some other papers concerning the Dixmier conjecture in a direct or an indirect way are [5] , [7] and [16] .
In this work we deal with the case n = 1. From now on we write W (by Weyl) instead of A 1 . A pair (P, Q) of elements of W is said to be irreducible if it is the image of the pair (X, Y ) of the canonical generators of W via an endomorphism which is not an automorphism, and it cannot be made "smaller" (in a sense that is established in detail in Definition 3.1) via automorphisms. Following the strategy of describing the generators of possible counterexamples, we prove the following result (Corollary 5.12): If the Dixmier conjecture is false, then there exist and irreducible pair (P, Q) such that the support of both P and Q is subrectangular (see Definition 1.5). This shape is the same achieved in the case of the Jacobian Conjecture (see for example [15, Corollary 10.2 .21]).
In [8] , the author uses in some proofs the geometric properties of the support of certain elements. In this paper we exploit such geometric properties. For each (ρ, σ) ∈ Z 2 such that gcd(ρ, σ) = 1 and ρ + σ ≥ 0 we consider the (ρ, σ)-valuation v ρ,σ introduced in [8] . One of the ingredients used by us is the concept of "leading term" ℓ ρ,σ (P ) of an element P of W with respect to the (ρ, σ)-valuation, which in [8] is called the (ρ, σ)-polynomial associated with P . In Proposition 1.9 we reprove some of the multiplicative properties of ℓ ρ,σ (P ), which are found partially in [8, Lemma 2.4] . Furthermore, in Definition 1.15, we introduce the notion of (ρ, σ)-bracket of a pair (P, Q) of elements of W , which, when it is non zero, coincides with the (ρ, σ)-polynomial associated with the commutator [P, Q].
Our basic idea is to associate a polynomial f P,ρ,σ in one variable with ℓ ρ,σ (P ). On one hand this permits us to reprove some results of [8, Lemma 2.7] in Theorem 1.22 and, on the other hand, to write the (ρ, σ)-bracket [P, Q] ρ,σ as an expression of f P , f Q and its derivatives. This allows us to show that the (ρ, σ)-leading terms of the components of an irreducible pair (P, Q) must satisfy a very restrictive condition (Theorem 4.5): All irreducible factors of f P,ρ,σ and f Q,ρ,σ are factors of the polynomial f F,ρ,σ , associated with a (ρ, σ)-homogeneous element F ∈ W with (ρ, σ)-valuation ρ + σ. Then, using elementary automorphisms we can "cut" the form of the support of the components of an irreducible pair until they have the desired subrectangular shape. In the last section we "cut" the support further, and this allow us to prove that B := min{gcd(v 1,1 (P ), v 1,1 (Q)), where (P, Q) is an irreducible pair} is greater or equal to 9. The equivalent result for Jacobian pairs was proved by Nagata in [12] , [13] , based on a work of Appelgate and Onishi ( [1] ).
In general, the results about the shape in the commutative case and our case are very similar. We will compare the constructions described in [15] with ours. In the commutative case ℓ ρ,σ (P ) is called P + and the bracket corresponds to the Jacobian of P + , Q + . This is a bit simpler than our notation, but ignores the relation between the different valuations (called directions in [15] ). Our Theorems 4.3 and 4.5 give an improved version of the corresponding result for the Jacobian conjecture, established in [15, Proposition 10.2.8] . On the commutative case, we also have the idea of a polynomial in one variable, for example in [15, Lemma 10.2.12] , although this idea is not used in the proof of [15, Proposition 10.2.8] , but is used in the proof of [15, Corollary 10.2.21 ]. The differential equation for the polynomials in item (1) of our Theorem 1.22 is also found partially in the definition of ρ(z) before Lemma 10.2.13 in [15, page 250] , but its importance is not fully noted.
In a forthcoming paper we will cut the subrectangular support further, which finally will leave very few possible shapes of irreducible pairs. In particular, we will improve the lower bound for the size of the support, and show a way to find possible counterexamples. If the same machinery works in the commutative case, it will improve substantively the lower bound for the degree of possible counterexamples established in [11] , where it is shown that the degrees of the components P and Q of a Jacobian pair must be greater than 100.
Preliminaries
In this paper K is a characteristic zero field, W is the Weyl algebra on K, that is the unitary associative K-algebra generate by elements X, Y and the relation [Y, X] = 1. Let L := K[x, y] be the polynomial K-algebra in two variables and let Ψ : W → L be the K-linear map defined by Ψ X i Y j := x i y j . Let V := {(ρ, σ) ∈ Z 2 : gcd(ρ, σ) = 1 and ρ + σ ≥ 0} and V := {(ρ, σ) ∈ V : ρ + σ > 0}.
Note that V = V ∪ {(1, −1), (−1, 1)}.
Definition 1.1. For all (ρ, σ) ∈ V and (i, j) ∈ Z × Z we write v ρ,σ (i, j) := ρi + σj.
Notations 1.2. Let (ρ, σ) ∈ V. For P = a ij x i y j ∈ L \ {0}, we define:
-The support of P as Supp(P ) := {(i, j) : a ij = 0} .
-The (ρ, σ)-degree of P as v ρ,σ (P ) := max {v ρ,σ (i, j) : a ij = 0}.
-The (ρ, σ)-leading term of P as ℓ ρ,σ (P ) := {ρi+σj=vρ,σ (P )} a ij x i y j .
-w(P ) := (i 0 , i 0 − v 1,−1 (P )) such that
-ℓ c (P ) := a i0j0 , where (i 0 , j 0 ) = w(P ).
-ℓ t (P ) := a i0j0 x i0 y j0 , where (i 0 , j 0 ) = w(P ).
-w(P ) :
-The support of P as Supp(P ) := Supp Ψ(P ) .
-The (ρ, σ)-degree of P as v ρ,σ (P ) := v ρ,σ Ψ(P ) .
-The (ρ, σ)-leading term of P as ℓ ρ,σ (P ) := ℓ ρ,σ Ψ(P ) .
-w(P ) := w Ψ(P ) .
-ℓ c (P ) := ℓ c Ψ(P ) .
, where (i 0 , j 0 ) = w(P ).
, where (i 0 , j 0 ) = w(P ). Notation 1.4. We say that P ∈ L is (ρ, σ)-homogeneous if P = 0 or P = ℓ ρ,σ (P ). Definition 1.5. We say that P ∈ W is subrectangular if its support is contained in a rectangle who's farthest edge belongs to Supp(P ). This means that there is (i 0 , j 0 ) ∈ Supp(P ) such that each (i, j) ∈ Supp(P ) fulfills i ≤ i 0 and j ≤ j 0 . In other words that (i 0 , j 0 ) ∈ Supp(P ) and that the support of P is contained in the rectangle whose vertices are (0, 0), (0, j 0 ), (i 0 , 0) and (i 0 , j 0 ). Furthermore we will say that P ∈ W is subsquare if i 0 = j 0 . Definition 1.6. Let (ρ, σ) ∈ V and let P ∈ W \ {0}.
-If (ρ, σ) = (1, −1), then the starting point of P with respect to (ρ, σ) is st ρ,σ (P ) = w(ℓ ρ,σ (P )).
-If (ρ, σ) = (−1, 1), then the end point of P with respect to (ρ, σ) is en ρ,σ (P ) = w(ℓ ρ,σ (P )).
Note that en 1,−1 (P ) = w(P ) and st −1,1 (P ) = w(P ).
Illustration of some concepts introduced in Notation 1.3 and Definition 1.6 for
and (ρ, σ) = (3, 2). In this example
Figure 1
Lemma 1.7. It is true that
Proof. It follows easily using that
and an induction argument.
For j ∈ Z, we set Proposition 1.9. Let P, Q ∈ W \ {0} and (ρ, σ) ∈ V. The following assertions hold:
(1) w(P Q) = w(P ) + w(Q) and w(P Q) = w(P ) + w(Q). In particular P Q = 0.
The same properties hold for P, Q ∈ L \ {0}.
Proof. For P, Q ∈ W \ {0} this follows easily from Lemma 1.7 using that ρ + σ > 0 if (ρ, σ) ∈ V. The proof for P, Q ∈ L \ {0} is easier.
Illustration of Proposition 1.9 with
Figure 2
By definition the cross product of two vectors A = (a 1 , a 2 ) and
b1 b2 . Definition 1.10. We say that two vectors A and B in R 2 are aligned, if A× B = 0. Definition 1.11. Let P, Q ∈ L \ {0}. We say that P and Q are aligned and write P ∼ Q, if w(P ) and w(Q) are so. Moreover we say that P, Q ∈ W \ {0} are aligned if Ψ(P ) ∼ Ψ(Q). Note that -By definition P ∼ Q if and only if ℓ 1,−1 (P ) ∼ ℓ 1,−1 (Q).
-∼ is not an equivalence relation (it is so restricted to {P : w(P ) = (0, 0)}).
-If P ∼ Q and w(P ) = (0, 0) = w(Q), then w(P ) = λw(Q) with λ > 0. Proposition 1.12. Let P, Q ∈ W \ {0}. The following assertions hold:
Proof. We only prove item (1) since item (2) is similar. Let w(P ) = (r, s) and w(Q) = (u, v). Since
Remark 1.13. For all P, Q ∈ W \ {0} and each (ρ, σ) ∈ V, we have
and Definition 1.14. Let (ρ, σ) ∈ V and P, Q ∈ W \ {0}. We say that P and Q are
Lemma 1.16. Let (ρ, σ) ∈ V and let P and Q be (ρ, σ)-homogeneous elements of W \ {0}.
Proof. We only prove item (1) since item (2) is similar. Write
with λ 0 , λ α , µ 0 , µ β = 0. Since, by Lemma 1.7,
we obtain that
Now, since w(P ) ≁ w(Q), we have c 001 = 0. Consequently, since ρ + σ > 0,
Using again that c 001 = 0, we obtain that
as desired.
We have: Proof. We only prove item (1) and leave the proof of item (2), which is similar, to the reader. Let P 1 and Q 1 be (ρ, σ)-homogeneous elements of W \ {0}, such that
and, by Remark 1.13, we have
it follows from the fact that P and Q are not (ρ, σ)-proportional, that
Note that (1.1) and (1.2) imply
Consequently, by item (1) of Proposition 1.12 and item (1) of Lemma 1.16,
where
Proof. Write
Since R P = 0 or v ρ,σ (R P ) < v ρ,σ (P ), and R Q = 0 or v ρ,σ (R Q ) < v ρ,σ (Q), from Remark 1.13 it follows that
. Now, since ρ + σ > 0 and by Lemma 1.7,
3) with (1.4), we obtain that
the result follows immediately.
Proof. Clear from Proposition 1.18. Definition 1.20. Given P ∈ L \ {0} and (ρ, σ) ∈ V, we write
a i x r−iσ y s+iρ with a 0 = 0 and a γ = 0. Now, for P ∈ W we set f P,ρ,σ := f Ψ(P ),ρ,σ . Note that
From Proposition 1.9 it follows immediately that
The same result holds for P, Q ∈ L \ {0}.
Item (2) of the following theorem justify the terminology "(ρ, σ)-proportional" introduced in Definition 1.14.
(1) If [P, Q] ρ,σ = 0, then there exist h ≥ 0 and c ∈ Z, such that
, where h is the multiplicity of x in F . Let
we obtain
Item (1) follows immediately from this fact. Assume now that [P, Q] ρ,σ = 0. In this case F = 0 and, in particular, c = c 00 = . Now, note that {(s, −r), (ρ, σ)} is a basis of Q × Q as a Q-vector space, since
where the dot denotes the usual inner product. Hence, from Consequently
is a polynomial which, by (1.10), fulfills
is fulfilled, where a = j k b + ε. Note that in equation (1.12) each irreducible factor of g that does not divide xf has multiplicity 1. Proposition 1.24. If (f, g) satisfy PE(k, j, ε, b, c) and f (0) = 0 = g(0), then each irreducible factor u of f , with multiplicity m u in f , has multiplicity jm u + 1 in g. Consequently g = f j g for some g ∈ K[x] separable and the number of different irreducible factors of f is lower or equal than the degree of g.
Proof.
We can assume that K is algebraically closed. Take an irreducible monic factor u of f . Since f (0) = 0, there exists d ∈ k × such that u = x + d. Write f = u s f and g = u r g, with r, s ∈ N such that u does not divide f g. Now
and so (1.12) reads
We claim that (aks − br) = 0. In fact, on the contrary s(k + j) ≥ r + ks and so sj ≥ r. Since ε, b, s, k > 0, this leads to the contradiction
Since u does not divide xu ′ f k g, we have s(k + j) = r + ks − 1. That is r = js + 1, which proves the first assertion. The remainding assertions now follow easily.
.
and, by Proposition 1.9,
In order to prove the last assertion note that, again by Proposition 1.9,
and so
Proof. By equation (1.13) and items (1) and (2) of Proposition 1.9, we have
and so,
Hence, by item (1) of Theorem 1.22 and equality (1.7), there exist h ∈ N 0 and c ∈ Z, such that where
Note that, since
with λ 0 , λ α , µ 0 , µ β = 0. By item (2) of Proposition 1.9,
with each λ i ∈ K. Let γ := β − jα be the degree of g and write g =
We claim that E ∈ W . For this it suffices to check that
In order to prove the two first inequalities, we consider the two cases
Note that (r, s) = (0, 0), since
and similarly (u, v) = (0, 0), since by the first equality in (1.14),
Hence, by the last comment in Definition 1.11, if st ρ,σ (D) ∼ st ρ,σ (C), then there exists λ > 0 such that
Consequently, again by the first equality in (1.14), (4) of Proposition 1.9. Hence, equality (1.13), Proposition 1.17 and item (4) of Proposition 1.9 yields
which implies (u, v) = j(r, s) + (1, 1), and so
For the two last inequalities, we consider the two cases
Note that (r − ασ, s + αρ) = (0, 0), since
and similarly (u − βσ, v + βρ) = (0, 0), since
, then arguing as before we obtain λ > 0 such that
which implies λ > j, since v ρ,σ (C) > 0 and ρ + σ > 0. But then
, and so u − jr − γσ = 1 > 0 and v − js + γρ = 1 > 0. Now, since η 0 = 0 and η γ = 0, we have g = f 1 k E,ρ,σ . Consequently, by Proposition 1.9 and the comment in Definition 1.20,
Hence, by Corollary 1.19, equality (1.13) and item (2) of Proposition 1.9, we have
= 0, and so, by items (2) and (3) of Proposition 1.9,
where the last equality follows from Lemma 1.25. Hence, again by Proposition 1.9,
Combining now (1.16) with (1.18), and (1.15) with (1.17), we obtain 
The boundary
In this section we establish an order relation on V and then we describe the boundary of the (convex hull of the) support of an arbitrary element.
We define an order relation on V by setting (
To check that ≤ is indeed an order we first verify that that
In other words that (ρ 1 , σ 1 ) × (ρ, σ) = 0 if and only if (ρ 1 , σ 1 ) = (ρ, σ). In fact, if the cross product vanishes, then (ρ 1 , σ 1 ) = λ(ρ, σ) for some λ ∈ Q \ {0}. If we write λ = m/n with m and n relatively prime, then n(ρ 1 , σ 1 ) = m(ρ, σ) implies that m|ρ 1 and m|σ 1 , and so m = ±1. We also have n = ±1, since n|ρ and n|σ. Finally ρ + σ > 0 and ρ 1 + σ 1 > 0 imply λ = 1. We now check the transitivity of ≤. Assume that
This means
Multiplying the first inequality by ρ 2 + σ 2 > 0 and the second one by ρ + σ > 0, we obtain
Summing up the two inequalities we arrive at
and so (ρ, σ) ≤ (ρ 2 , σ 2 ).
We can extend the order relation to all of V by setting
The valuations grow counterclockwise. Definition 2.1. Let P ∈ W \ {0}. We define the set of valuations associated with
and we set Val(P ) := Val(P ) ∪ {(1, −1), (−1, 1)}. We make a similar definition for 
where d := gcd(r, s), fulfills the required condition, and the uniqueness is evident.
, we define val(r, s) to be the unique (ρ, σ) ∈ V such that v ρ,σ (r, s) = 0.
Remark 2.3. Note that if P ∈ W \ {0} and (ρ, σ) ∈ Val(P ), then
Our aim is to prove Proposition 2.8, which geometrically means the following. We start at w(P ), draw a ray straight with slope 1, and rotate this ray counter-clockwise until it hits another point in Supp(P ). We break the ray here and continue the counter-clockwise rotation of the ray until it hits a new point in Supp(P ), etcetera. We finish this process when we reach w(P ). Each straight segment of the border of the support of P are the points where the function v ρ,σ takes its maximum, for a uniquely determined (ρ, σ) ∈ V. Similarly, each corner is the point where the functions v ρ,σ take its maximum, for all (ρ, σ) with (ρ 1 , σ 1 ) ≥ (ρ, σ) ≥ (ρ 2 , σ 2 ), where (ρ 1 , σ 1 ) and (ρ 2 , σ 2 ) are the valuations corresponding to the adjacent sides of the corner. It is also geometrically clear that the endpoint of one side is the starting point of the next.
We fix P ∈ W \ {0} and (ρ, σ) ∈ V. We set en := en ρ,σ (P ) and st := st ρ,σ (P ) and we consider the following two sets of valuations
Pairs (i, j) involved in the definition of Valinf ρ,σ (P ). 
Proof. We only prove item (1) and leave the other one to the reader. Clearly, if
This yields (ρ, σ) × (ρ 1 , σ 1 ) > 0, and so (ρ 1 , σ 1 ) > (ρ, σ), as desired.
Lemma 2.5. Let P , (ρ, σ), st and en be as before. We have:
), then equality holds if and only if
Moreover, if (ρ 1 , σ 1 ) = (1, −1), then equality holds if and only if (i, j) = st. Proof. We prove item (1) and leave the proof of item (2), which is similar, to the reader. Set (a, b) := (i, j) − en. Then, by the hypothesis,
Hence
2) and the equality holds if and only if b = a. We also know that v ρ,σ (i, j) ≤ v ρ,σ (en), which means that ρa + σb ≤ 0. Since ρ 1 + σ 1 ≥ 0, we obtain
Summing up (2.2) and (2.3), we obtain
and so v ρ1,σ1 (a, b) ≤ 0, as desired. Moreover, if the equality is true, then (2.2) is also an equality, and so b = a. Hence 0 = v ρ1,σ1 (a, a) = (ρ 1 + σ 1 )a, which implies that a = 0 or (ρ 1 , σ 1 ) = (−1, 1). Thus, is (ρ 1 , σ 1 ) = (−1, 1) and equality holds in (2.1), then (i, j) = en. and if Valinf ρ,σ (P ) = ∅, then we define Pred ρ,σ (P ) := max(Valinf ρ,σ (P )).
Lemma 2.7. The following assertions hold:
(1) Succ ρ,σ (P ) ∈ Val(P ) and en ρ,σ (P ) = st Succ ρ,σ (P ) (P ).
(2) Pred ρ,σ (P ) ∈ Val(P ) and st ρ,σ (P ) = en Predρ,σ (P ) (P ).
Pred ρ,σ (P ) Figure 10 . Definition 2.6 and Lemma 2.7.
Proof. We only prove (1) since (2) is similar. As above we set en := en ρ,σ (P ). Write (ρ 1 , σ 1 ) := Succ ρ,σ (P ). By definition, there exists an (i 0 , j 0 ) ∈ Supp(P ), such that
Consequently,
In fact, assume on the contrary that there exists (i, j) ∈ Supp(P ) with
By item (1) of Lemmas 2.4 and 2.5,
with λ > 0. Now (2.5) leads to
which implies that (ρ 2 , σ 2 ) < (ρ 1 , σ 1 ). But this fact is impossible, since (ρ 1 , σ 1 ) is minimal in Valsup ρ,σ (P ) and (ρ 2 , σ 2 ) ∈ Valsup ρ,σ (P ). This proves the claim and so Succ ρ,σ (P ) ∈ Val(P ). Finally we will check that en = st ρ1,σ1 (P ). For this, it suffices to prove that any (i, j) ∈ Supp(ℓ ρ1,σ1 (P )) fulfills
To do this we first note that by item (1) of Lemma 2.4 we have (ρ 1 , σ 1 ) > (ρ, σ). Since (i, j) ∈ Supp(P ) and (ρ 1 , σ 1 ) = (−1, 1), from item (1) of Lemma 2.5, it follows that if v −1,1 (i, j) < v −1,1 (en), then v ρ1,σ1 (i, j) < v ρ1,σ1 (en), which is a contradiction.
Proposition 2.8. Let P ∈ W \ {0} and let (ρ 1 , σ 1 ) > (ρ 2 , σ 2 ) consecutive elements in Val(P ). The following assertions hold: Figure 11 . Proposition 2.8.
Proof. (1) By item (1) of Lemmas 2.4 and 2.7 it is clear that the existence of Succ ρ,σ (P ) implies (ρ, σ) < Succ ρ,σ (P ) and Succ ρ,σ (P ) ∈ Val(P ).
Hence (ρ 1 , σ 1 ) ≤ Succ ρ,σ (P ). So we must prove that Succ ρ,σ (P ) exists and that (ρ 1 , σ 1 ) ≥ Succ ρ,σ (P ). For the existence it suffices to prove that Valsup ρ,σ (P ) = ∅. Assume on the contrary that Valsup ρ,σ (P ) = ∅. Then, by definition
Consequently, since (ρ, σ) < (ρ 1 , σ 1 ) < (−1, 1), by item (1) of Lemma 2.5, Supp(ℓ ρ1,σ1 (P )) = {en ρ,σ (P )}, and so (ρ 1 , σ 1 ) / ∈ Val(P ), which is a contradiction. Now we prove that (ρ 1 , σ 1 ) ≥ Succ ρ,σ (P ). Since (ρ 1 , σ 1 ) is the minimal element of Val(P ) greater than (ρ, σ), it suffices to prove that there exists no (ρ 3 , σ 3 ) ∈ Val(P ) such that Succ ρ,σ (P ) > (ρ 3 , σ 3 ) > (ρ, σ). In other words that
So assume that Succ ρ,σ (P ) > (ρ 3 , σ 3 ) > (ρ, σ) and take (i, j) ∈ Supp(ℓ ρ3,σ3 (P )). We assert that (i, j) = en ρ,σ (P ), which shows that Supp(ℓ ρ3,σ3 (P )) = {en ρ,σ (P )}, and consequently that (ρ 3 , σ 3 ) / ∈ Val(P ). In fact, if v −1,1 (i, j) ≤ v −1,1 (en ρ,σ (P )), this follows from item (1) of Lemma 2.5, applied to (ρ 3 , σ 3 ) instead of (ρ 1 , σ 1 ).
Assume now that v −1,1 (i, j) ≥ v −1,1 (en ρ,σ (P )). Since, by item (1) of Lemma 2.7, we know that st Succ ρ,σ (P ) (P ) = en ρ,σ (P ), we have
Hence, applying item (2) of Lemma 2.5, with Succ ρ,σ (P ) instead of (ρ, σ) and (ρ 3 , σ 3 ) instead of (ρ 1 , σ 1 ), and taking into account that (i, j) ∈ Supp(ℓ ρ3,σ3 (P )), we obtain
Consequently, since (ρ 3 , σ 3 ) = (1, −1), it follows, again by item (2) of Lemma 2.5, that (i, j) = st Succ ρ,σ (P ) (P ) = en ρ,σ (P ), which proves the assertion.
(2) It is similar to the proof of item (1).
(3) We first prove that if (ρ 1 , σ 1 ) ∈ Val(P ), then {st ρ1,σ1 (P )} = Supp(ℓ ρ,σ (P )).
Since {en ρ,σ (P )} = Supp(ℓ ρ,σ (P )), this fact follows from item (1) and item (1) of Lemma 2.7. This conclude the proof of the first equality in the statement when (ρ 1 , σ 1 ) < (−1, 1). Now, a symmetric argument shows that if (ρ 2 , σ 2 ) > (1, −1), then {en ρ2,σ2 (P )} = Supp(ℓ ρ,σ (P )).
Assume now that (ρ 1 , σ 1 ) = (−1, 1) and (ρ 2 , σ 2 ) = (1, −1). Then, by item (1) of Lemmas 2.4 and 2.7, we have Valsup(ρ 2 , σ 2 ) = ∅. Hence
for all (i, j) ∈ Supp(P ). Consequently, en ρ2,σ2 (P ) ∈ Supp ℓ −1,1 (P ) , and so st −1,1 (P ) = en ρ2,σ2 (P ) + (a, a), for some a ≥ 0. But necessarily a = 0, since a > 0 leads to the contradiction v ρ2,σ2 (st −1,1 (P )) = v ρ2,σ2 (en ρ2,σ2 (P ) + (a, a)) = v ρ2,σ2 (P ) + a(ρ 2 + σ 2 ). Thus {st ρ1,σ1 (P )} = {en ρ2,σ2 (P )} = Supp(ℓ ρ,σ (P )).
Similarly, if (ρ 1 , σ 1 ) = (−1, 1) and (ρ 2 , σ 2 ) = (1, −1), then {st ρ1,σ1 (P )} = {en ρ2,σ2 (P )} = Supp(ℓ ρ,σ (P )).
Finally we assume that (ρ 1 , σ 1 ) = (−1, 1) and (ρ 2 , σ 2 ) = (1, −1). Since Val(P ) = ∅, it follows from Lemma 2.7 that Valsup ρ,σ (P ) = ∅ = Valinf ρ,σ (P ).
Hence v −1,1 (P ) = v −1,1 (en ρ,σ (P )) and v 1,−1 (P ) = v 1,−1 (st ρ,σ (P )).
(2.6) But, since en ρ,σ (P ) = st ρ,σ (P ), it follows easily from (2.6) that P = ℓ −1,1 (P ), and so,
The aim of this section is to introduce the concept of irreducible pairs and to establish some of its basic properties.
Definition 3.1. We say that an endomorphism ψ of W is irreducible if
and there are no φ 1 , φ 2 ∈ Aut(W ) such that
A pair (P, Q) of elements of W is said to be irreducible if there is an irreducible endomorphism ψ of W such that ψ(X) = P and ψ(Y ) = Q. Note that this implies that [Q, P ] = 1.
Remark 3.2. Clearly if (Q, P ) is irreducible, then (P + λ P , Q + λ Q ) is also for all λ P , λ Q ∈ K. In fact, it is obvious that
Now, let ψ and ψ ′ be the endomorphisms of W defined by ψ(X) = P , ψ(Y ) = Q and ψ ′ (X) = P + λ P , ψ ′ (Y ) = λ Q , respectively. There are no φ 1 , φ 2 ∈ Aut(W ), such that
since this implies that
where φ ∈ Aut(W ) is defined by φ(X) = X + λ P and φ(Y ) = Y + λ P , which contradicts the fact that (P, Q) is irreducible. Proof. Assume we have an endomorphism ψ of W , which is not an automorphism. Let P = ψ(X) and Q = ψ(Y ). Suppose we have chosen ψ with v 1,1 (P ) + v 1,1 (Q) minimal. Since, by hypothesis, ψ is reducible, then necessarily v 1,1 (P ) = 1 or v 1,1 (Q) = 1. We can assume that v 1,1 (P ) = 1. Hence P = λ 0 + λ 1 X + λ 2 Y with λ 1 = 0 or λ 2 = 0. Let φ be the automorphism of W defined by
Clearly φ −1 • ψ(X) = X, and so
But this implies that φ
. From these follows easily that φ −1 • ψ is an automorphism. Consequently ψ is also an automorphism, which is a contradiction.
Next we begin the study of the irreducible pairs. We will need the following two lemmas.
Lemma 3.4. Let (ρ, σ) ∈ V and P, Q ∈ W \ {0}. If Supp(ℓ ρ,σ (P )) = {(i, j)} and Supp(ℓ ρ,σ (Q)) = {(u, v)} ,
Proof. By Proposition 1.18. Lemma 3.5. If P, Q ∈ W satisfy [Q, P ] = 1 and w(P ) = (0, 1), then P = µY with µ ∈ K × .
Proof. Note that P ≁ Q, since P ∼ Q leads to w(Q) = (0, k) with k ∈ N 0 . But then v 1,−1 (Q) ≤ 0, which by Remark 1.13, implies v 1,−1 ([Q, P ]) < 0, a contradiction, since [Q, P ] = 1. Consequently, by Proposition 1.12, we know that w(Q) = (1, 0). Now, we will assume that Supp(P ) = {(0, 1)} and we will arrive at a contradiction. Since (0, 1) = w(P ) we have Supp(ℓ 1,−1 (P )) = {(0, 1)}. Hence P = ℓ 1,−1 (P ) and so Val(P ) = ∅. Take (ρ, σ) := min Val(P ) and set A := en ρ,σ (P ). By Proposition 2.8 we know that (0, 1) = w(P ) = en 1,−1 (P ) = st ρ,σ (P ), and so A = (0, 1) and v ρ,σ (A) = v ρ,σ (0, 1) = σ. We claim that (ρ, σ) ≤ (1, 0), or, equivalently, that σ ≤ 0, and hence ρ > 0. In fact, each (i, j) ∈ Supp(P ) \ {(0, 1)}, satisfies j − i > 1, since w(P ) = (0, 1). In particular A = (i, i + k) with i ≥ 0 and k > 1. 
We claim that A ≁ B. On the contrary, since A = (0, 0) and B = (0, 0), there is λ > 0 such that λB = A. But this implies
By Proposition 2.8, Supp(ℓ ρ1,σ1 (P )) = {A} and Supp(ℓ ρ1,σ1 (Q)) = {B}.
Since A ≁ B, by Lemma 3.4 we have A+ B = (1, 1). But this is impossible, because of (3.1).
Proof. Let (ρ, σ) ∈ V, P = ψ(X) and Q = ψ(Y ). We will prove that v ρ,σ (P ) > 0 and leave the proof that v ρ,σ (Q) > 0, which is similar, to the reader. We divide the proof in three cases. Since ρ = σ = 0 is impossible, necessarily ρ > 0. Suppose that v ρ,σ (P ) ≤ 0. We claim that v 1,−1 (P ) ≤ 0 and v 1,−1 (Q) > 0. The first inequality follows from the fact that
It remains to prove that v 1,−1 (Q) > 0. In fact, otherwise v 1,−1 ([Q, P ]) < 0 (which contradicts [Q, P ] = 1), since P i = Q i = 0 for i > 0 and [Q 0 , P 0 ] = 0 by Remark 1.8, where P i and Q i denote the i-homogeneous components of P and Q, respectively. We assert that P = λ 0 + P with λ 0 ∈ K and P ∼ Q. (3.2) If P ≁ Q, then we can take λ 0 = 0. Hence, we can assume that P ∼ Q, which combined with v 1,−1 (P ) ≤ 0 and v 1,−1 (Q) > 0 gives w(P ) = (0, 0). Consequently P = λ 0 + P with λ 0 ∈ K × and v 1,−1 (P ) < 0. This implies that P ≁ Q and hence w(P ) = (0, 1) (since v 1,−1 (P ) < 0 and w(P ) + w(Q) = (1, 1) by item (1) of Proposition 1.12). Now, by Lemma 3.5 we have v 1,1 (P ) = 1 and so (P , Q) is not irreducible. On the other hand we know by Remark 3.2 that (P , Q) is irreducible, which leads to the desired contradiction. Second case. (1, 0) < (ρ, σ) < (0, 1). This means that ρ, σ > 0. It is evident that v ρ,σ (A) ≥ 0 for all A ∈ W \ {0}, and that the equality holds if and only if
Third case. (0, 1) ≤ (ρ, σ) ≤ (−1, 1). This means that σ ≥ −ρ ≥ 0 and the proof is similar to the one of the first case.
Proposition 3.7. Let (P, Q) be an irreducible pair and let (ρ, σ) ∈ V. Then
Proof. We will prove that for all (ρ, σ) ∈ V,
This will prove the proposition, since v ρ,σ ([P, Q]) = 0. If (ρ, σ) ∈ {(1, −1), (−1, 1)}, then Proposition 3.6 guarantees (3.3). Hence we can assume ρ + σ > 0 and will prove (3.3) in the four cases
If (ρ, σ) ≤ (1, 0), then σ ≤ 0 and so ρ > 0. Since, by Proposition 3.6 we have v 1,−1 (P ) > 0, there exists (i, j) ∈ Supp(P ) such that i − j > 0. But then
Similarly v ρ,σ (Q) ≥ ρ + σ, and so (3.3) follows, since ρ + σ > 0. If (1, 0) < (ρ, σ) ≤ (1, 1), then ρ ≥ σ > 0. Since v 1,1 (P ) ≥ 2, there is a pair (r, s) ∈ Supp(P ), such that r + s ≥ 2, and so
Moreover, since v 1,0 (Q) > 0 by Proposition 3.6, there exists (i, j) ∈ Supp(Q) with i > 0, and so v ρ,σ (Q) ≥ iρ + jσ ≥ ρ. (3.5) Combining (3.4) and (3.5), we obtain
The third case is similar to the second case and the fourth case similar to the first case.
Proposition 3.8. If ψ is irreducible, then
where P := ψ(X) and Q := ψ(Y ).
Proof. If this false, then
Assume that v 1,1 (P ) | v 1,1 (Q). By Propositions 3.6 and 3.7, the hypothesis of item (2) of Theorem 1.22 are fulfilled. Hence there exist λ P , λ Q ∈ K × , m, n ∈ N with gcd(m, n) = 1 and a (1, 1)-homogeneous polynomial R ∈ L, such that m n = val 1,1 (P ) val 1,1 (Q) , ℓ 1,1 (P ) = λ P R m and ℓ 1,1 (Q) = λ Q R n .
Consequently m = 1 and
where λ = λ Q /λ n P and the last equality follows from Proposition 1.9. Let φ be the automorphism of W defined by φ(X) = X and φ(Y ) = Y − λX n . We have
where the inequality holds by (3.6), which contradicts the fact that the endomorphism ψ is irreducible.
Remark 3.9. If (P, Q) is an irreducible pair, then Val(P ) = Val(Q). In fact, if (ρ, σ) ∈ V, then by Proposition 3.6, Proposition 3.7 and item (2) of Theorem 1.22 there exist λ P , λ Q ∈ K × , m, n ∈ N and a (ρ, σ)-homogeneous polynomial R ∈ L, such that ℓ ρ,σ (P ) = λ P R m and ℓ ρ,σ (Q) = λ Q R n . The assertion follows from the evident fact that (ρ, σ) ∈ Val(P ) ⇔ ℓ ρ,σ (P ) is not a monomial ⇔ R is not a monomial
Consequently, by item (1) of Lemma 2.7 and item (1) of Proposition 2.8, for all (ρ, σ) ∈ V, we have Succ ρ,σ (P ) exists =⇒ Succ ρ,σ (Q) exists and Succ ρ,σ (Q) = Succ ρ,σ (P );
and similarly for Pred ρ,σ .
We resume the properties of irreducible pairs (P, Q).
Proposition 3.10. Let (P, Q) be an irreducible pair and (ρ, σ) ∈ V. Then we can find a (ρ, σ)-homogeneous element C ∈ W , λ P , λ Q ∈ K × and n, m ∈ N such that Proof. By Proposition 3.6, we know that
We will use again and again this fact freely throughout this proof. Arguing as in the proof of Proposition 3.8 we findλ P ,λ Q ∈ K × ,m,n ∈ N and a (ρ, σ)-homogeneous polynomialR ∈ L, such that ℓ ρ,σ (P ) =λ PRm and ℓ ρ,σ (Q) =λ QRn .
WriteR
= λR k with λ ∈ K × and k maximal.
Let C := Ψ −1 (R), where Ψ is the map introduced at the beginning of Section 1. Since ℓ ρ,σ (C) = R, it follows immediately from Proposition 1.9 that C fulfills the second part of item (1) . Now, since
the same proposition shows that C fulfills items (2) and (3) with
Hence v ρ,σ (C) = 1 m v ρ,σ (P ) > 0, and so the first part of item (1) is also fulfilled. Since v ρ,σ (P ) = mv ρ,σ (R) and v ρ,σ (Q) = nv ρ,σ (R), (3.8) we have m/n = v ρ,σ (P )/v ρ,σ (Q). It remains to prove that item (4) also holds. By (3.8) and Proposition 3.8 it suffices to check equality (3.7). In order to do this it is sufficient to show that if
where (ρ 1 , σ 1 ) and (ρ 2 , σ 2 ) are consecutive elements in Val(P ) = Val(Q), then
Arguing again as in the proof of Proposition 3.8 we find λ
from which (3.9) follows immediately.
Remark 3.11. Note that from items (1) and (2) of Proposition 3.10, Remark 3.6 and items (4) and (5) of Proposition 1.9, it follows that, for any irreducible pair (P, Q) and any (ρ, σ) ∈ V,
en ρ,σ (P ) = (0, 0) = en ρ,σ (Q), en ρ,σ (P ) ∼ en ρ,σ (Q).
"Fixed points" of (ρ, σ)-brackets
The aim of this section is to construct F ∈ W such that [F, P ] ρ,σ = ℓ ρ,σ (P ) and [F, Q] ρ,σ = ℓ ρ,σ (Q) for irreducible pairs (P, Q) and some given (ρ, σ) ∈ V.
Lemma 4.1. Let m, n ∈ N. If gcd(n, m) = 1, then for all r > mn − n − m there exist a, b ≥ 0 such that na + mb = r.
Proof. There existā,b ∈ Z such that r + n + m =ān +bm. We can assume that 0 <ā ≤ m. Thenān ≤ mn < r + n + m, and sob > 0. Hence a :=ā − 1 and b :=b − 1 satisfy the thesis. Proof. There exist a,b ≥ 0 and α, β > 0 such that c = an −bm andc = αr − βc.
Let k be such that kr >b and set b := kr −b > 0. A direct computation shows thatc = r(α + mβk) − (an + bm)β, Hence gcd(an + bm, r) dividesc. But, sincec = gcd(c, r) and c = gcd(m, n), we have thatc divides an + bm and r, and soc = gcd(an + bm, r).
If there exist n, m ∈ N and A, B ∈ W such that
Proof. Take A and B satisfying the hypothesis of the statement with c minimum. Set
and
We claim that each D ∈ X satisfies
In fact, this is true for D 0 since, by Proposition 1.9, Lemma 1.25, and items (1) and (4), we have
and similarly
In particular D 0 = 0. So, in order to establish (4.1) and (4.2), it suffices to show that
for all i, j such that in + jm < n 1 m 1 c. But this follows from the fact that, again by Proposition 1.9, Lemma 1.25, and items (1), (2) and (4),
Now, by Remark 1.13, equality (4.1) implies that for
and so, by item (2),
for all D ∈ X. Hence there exists D 1 ∈ X such that v ρ,σ (D 1 ) is minimum. We have two alternatives:
Note that
since gcd(n 1 , m 1 ) = 1 and n 1 , m 1 > 1 by item (3). Hence, in the first case, the thesis holds with k = m and µ = m 1 λ, because, by item (2), Corollary 1.19 and (4.1),
Assume now that [D 1 , B] ρ,σ = 0. We are going to show that this alternative is impossible, because it implies that c is not minimum. In other words, that (*) there existĀ,B ∈ W ,λ ∈ K × andn,m,c,h ∈ N withc < c, such that (1), (2), (3) and (4) Besides, by the conditions required to C, it must be s = 1 and so, by Proposition 1.9,
, which proves the equality in (4.5) with
where the last inequality follows from the fact that, by items (1) and (2),
Thus r < n 1 m 1 c. Note that by (4.3) and the equality in (4.5),
where the last inequality holds, as before, because m 1 , n 1 ≥ 2 and m 1 = n 1 . Next we will prove that c does not divide r. Assume on the contrary that c | r. By Lemma 4.1 and the first inequality in (4.6) there exist a 1 , b 1 ≥ 0 such that
Consequently
Moreover, since by items (1) and (2), and the equality in (4.5),
, which contradicts the minimality of v ρ,σ (D 1 ). Thus c does not divide r. (2), ℓ ρ,σ (B) = ℓ ρ,σ (Cm), wherem := an + bm. So, in order to verify that (*) holds, it only remains to establish (4). But, since,
and, by Proposition 1.9, Lemma 1.25, items (1) and (2), and equalities (4.1) and (4.2),
Proof. Assume on the contrary that ℓ ρ,σ (C) = dx j y j for some d ∈ K × and some
and, by Lemma 1.7,
for all r = s,
On the other hand, by Proposition 1.9 and Corollary 1.19,
which contradicts (4.7).
Theorem 4.5. Let (P, Q) be an irreducible pair and let (ρ, σ) ∈ V. Figure 14 . Theorem 4.5.
Proof. By Proposition 3.10, there exist C ∈ W , λ P , λ Q ∈ K × and n, m ∈ N such that
gcd(n, m) / ∈ {n, m}.
Thus, the conditions of Theorem 4.3 and Corollary 4.4 are fulfilled with
In particular, if (ρ, σ) / ∈ Val(P ), then Supp(ℓ ρ,σ (C)) = {(i, j)} with i = j, and so, Supp(ℓ ρ,σ (P )) = {(mi, mj)}. Item (1) follows immediately from this fact. In order to prove item (2), we note that, by item (3) of Proposition 2.8 there exist (ρ ′ , σ ′ ) < (ρ, σ) such that Supp(ℓ ρ ′ ,σ ′ (P )) = {st ρ,σ (P )} and so, by item (1)
We now prove item (3). By Theorem 4.3, there exist
and so, by Theorem 1.26, there exists a (ρ, σ)-homogeneous element E ∈ W , such that
Hence, by Corollary 1.19,
If we set F := 1 m E, then we have
Note now that v ρ,σ (P ) = mv ρ,σ (C) and v ρ,σ (Q) = nv ρ,σ (C), and so
Proposition 4.6. Let (ρ, σ) ∈ V, let P, F ∈ W \ {0} and let f F,ρ,σ and f P,ρ,σ be as in Definition 1.20. Assume that F is (ρ, σ)-homogeneous and [P, F ] ρ,σ = ℓ ρ,σ (P ). Then f F,ρ,σ is separable and every irreducible factor of f P,ρ,σ divides f F,ρ,σ .
Proof. By item (1) of Theorem 1.22, there exist h ≥ 0 and c ∈ Z, such that
Hence, the pair of polynomials (f P , f F ) satisfies PE (1, 0, a, b, c) . Since f P = 0 = f F the result follows from Proposition 1.24.
Irreducible pairs and subrectangular elements
In this section we prove that each irreducible pair can be transformed into an irreducible pair whose elements are subrectangular.
Lemma 5.1. Let A i ∈ W \ {0} (i = 0, . . . , n) and let (ρ, σ) ∈ V. Suppose that there exists q ∈ Q such that v ρ,σ (A i ) = q for all i and set A := n i=0 A i . Then
Proof. This is clear since the isomorphism of K-vector spaces Ψ : W → L, introduced at the beginning of Section 1, preserves the (ρ, σ)-degree.
Proposition 5.2. Let (ρ, σ) ∈ V, λ ∈ K and ϕ an automorphism of W . In any of the following cases:
we have ℓ ρ,σ (ϕ(P )) = ϕ L (ℓ ρ,σ (P )) and v ρ,σ (ϕ(P )) = v ρ,σ (P ). Furthermore, in the case (1),
and, in the case (2),
Proof. We prove (1) and leave (2) , which are similar, to the reader. By item (3) of Proposition 1.9,
since ϕ is bijective and therefore induce and isomorphism between the gradations associate with the (ρ, σ)-filtrations. We fix now a P ∈ W \ {0} and write
where R = 0 or v ρ,1 (R) < v ρ,1 (P ). By (5.1), Lemma 5.1 and item (2) of Proposition 1.9,
as desired. Let (ρ 1 , σ 1 ) ∈ V such that (ρ 1 , σ 1 ) < (ρ, 1). Then ρ 1 > ρσ 1 , and so
Hence, by Proposition 1.9,
which implies that
Fix now P ∈ W \ {0} and write
with R = 0 or v ρ1,σ1 (R) < v ρ1,σ1 (P ). Again by (5.1), Lemma 5.1 and item (2) of Proposition 1.9
We let CH(D) denote the convex hull of a subset D of R 2 .
Remark 5.3. Let (ρ, σ) ∈ V and let A ∈ W \ {0}. Note that if Note that by Proposition 1.9,
for all t ∈ N.
Remark 5.4. Let (ρ, σ) ∈ V and P, F ∈ W \ {0}. Assume that F is (ρ, σ)-homogeneous and that [P, F ] ρ,σ = ℓ ρ,σ (P ). Since v ρ,σ (F ) = ρ + σ,
where R ρ,σ := {(1, 1) + t(−σ, ρ) : t ∈ R}.
Proposition 5.5. Let P , F and (ρ, σ) be as in Remark 5.4. Set P := CH(Supp(ℓ ρ,σ (P ))) and Cone(P) := {tu : t > 0, t ∈ R and u ∈ P}.
We have
Proof. For the sake of brevity we will write st(F ) and en(F ) instead of st ρ,σ (F ) and en ρ,σ (F ), respectively. By Remark 5.4, we know that Supp(F ) ⊆ R ρ,σ , and so {st(F ), en(F )} ⊆ R ρ,σ ∩ N 2 0 . We claim that if one of st(F ) or en(F ) is not in Cone(P), then it is equal to (1, 1) . For this, note that st(F ) ∼ st(P ) implies st(F ) ∈ Cone(P). Consequently, from item (1) of Proposition 1.17 and the fact that [P, F ] ρ,σ = ℓ ρ,σ (P ) it follows that if st(F ) / ∈ Cone(P), then st(F ) = (1, 1). A similar argument works for en(F ).
Lemma 5.6. Let P , F and (ρ, σ) be as in Remark 5.4. If F is a monomial, then (ρ, σ) / ∈ Val(P ) and F = µXY for some
Cone(P ) Figure 15 . Proposition 5.5.
By Definition 1.15, the equality [P, F ] ρ,σ = ℓ ρ,σ (P ) implies v ρ,σ (F ) = ρ + σ. Hence there exists j ∈ Z such that
Now, by Proposition 1.18,
from equality (5.6), it follows that necessarily j ≤ 0. Similarly, since
necessarily j ≥ 0. Hence F = µXY and equations (5.5) and (5.6) become
Consequently, µ 0 = µ α , which, by (5.7), implies that α = 0.
Proposition 5.7. Let P , F and (ρ, σ) be as in Remark 5.4. We have:
Consequently, the polynomial f F,ρ,σ , introduced in Definition 1.20, satisfies Proof. Note that if (1, 1) + t(−σ, ρ) ∈ N 2 0 , then t ∈ Z, 1 − σt ≥ 0 and 1 + tρ ≥ 0. Since σ, ρ ≥ 1 we obtain that
This finishes the proof of the first part of item (1) . Moreover, by Proposition 5.5, we know that if (0, 2) ∈ Supp(F ), then (0, 2) ∈ Cone(P), and so (0, l) ∈ Supp(ℓ ρ,σ (P )) for some l ∈ N, and similarly if (2, 0) ∈ Supp(F ), then (l, 0) ∈ Supp(ℓ ρ,σ (P )) for some l ∈ N. Now we prove item (2) . By Lemma 5.6, if (ρ, σ) ∈ Val(P ) then F is not a monomial, and so σ = 1. Moreover, again by Proposition 5.5, we know that (0, 1 + ρ) ∈ Cone(P), and so (0, l) ∈ Supp(ℓ ρ,σ (P )) for some l ∈ N. The proof of item (3) is similar.
We will now see how the different automorphisms of W affect the shape of P (and hence also of Q). We will consider only two types of automorphisms (which are shown in [8] to generate all automorphisms of W ). They are the maps Corollary 5.8. Let (P, Q) be an irreducible pair and let (ρ, σ) ∈ Val(P ). Take C, m and n be as in Proposition 3.10. We have:
(1) If ρ > σ > 0, then σ = 1 and there exists λ ∈ K such that the automorphism ϕ := Φ ρ,−λ of W , satisfies (a) ℓ ρ,1 (ϕ(P )) = µ P x tm y sm and ℓ ρ,1 (ϕ(Q)) = µ Q x tn y sn , where
Proof. We prove item (1) and leave the task to prove item (2) to the reader. Let F be as in item (2) of Theorem 4.5. By its very definition we know that f F,ρ,1 (0) = 0. Hence, by Lemma 5.6 and Proposition 5.7,
Thus, by Proposition 4.6, there exist µ P ∈ K × and j ∈ N such that
Consequently, there exist k, u ∈ N 0 , such that
Note that k ≥ j, since ℓ ρ,1 (P ) is a polynomial. Since, by item (2) of Proposition 5.7, there exists l ∈ N such that (0, l) ∈ Supp(ℓ ρ,1 (P )),
we have k = j. Hence, by item (1) of Proposition 5.2,
We assert that j = mt and u = ms, where s ∈ N 0 and t = deg(f C,ρ,1 ) > 0. In fact, since, by Proposition 3.10 and 1.9,
we have
where t = deg(f C,ρ,1 ) > 0, and so, j = tm and u = sm by equality (5.10). Since, Val(Q) = Val(P ) by Remark 3.9, a similar argument shows that
Finally, item (b) follows from the additional affirmation in Proposition 5.2.
Lemma 5.9. Let P, Q ∈ W . If for some µ ∈ K × and r ∈ N 0 ,
then (P, Q) cannot be an irreducible pair.
Proof. We consider first the case ℓ 1,1 (P ) = µy r . Assume that (P, Q) is an irreducible pair, which clearly implies that r > 0. By Propositions 3.10 and 1.9 there exist λ P , λ Q ∈ K × , C ∈ W and n, m ∈ N such that
where µ ′ := µλQ λP and s := rn m (note that µ ′ ∈ K × and s ∈ N). Now, by Remark 3.9 we know that Val(P ) = Val(Q). Let
By definition (ρ, σ) < (1, 1) means that ρ > σ. We claim that σ > 0 (in particular ρ + σ > 0 and so (ρ, σ) ∈ Val(P )). Let
Since (1, 1) / ∈ Val(P ), necessarily (ρ, σ) < (1, 1) < (ρ ′′ , σ ′′ ). Hence, by Proposition 2.8, Consequently, by Proposition 3.6,
which implies that σ > 0. Now, it follows from item (1) of Corollary 5.8 that σ = 1 and there exists ϕ := Φ ρ,−λ , such that ℓ ρ,1 (ϕ(P )) = µ P x tn y ln where t ∈ N, l ∈ N 0 , n ∈ N and µ P ∈ K × . (5.14)
In fact, if (0, v ρ,1 (ϕ(P ))) ∈ Supp(ϕ(P )), then from
which contradicts (5.14). On the other hand, by Proposition 5.2 and equalities (5.11), (5.12) and (5.13), we have
Moreover, for each (i, j) ∈ Supp(ϕ(P )),
and, for each (i, j) ∈ Supp(ϕ(Q)), 
which shows that (P, Q) is not irreducible. The proof in the case ℓ 1,1 (P ) = µx r is similar. Finally, we consider the case ℓ 1,1 (P ) = µ(x + λy) r with λ ∈ K × . Assume that (P, Q) is an irreducible pair and set ϕ := Φ 1,−λ . By item (1) of Proposition 5.2, Proof. Let (i, j) ∈ Supp(P ). We prove that j ≤ s and leave the proof that i ≤ r, which is similar, to the reader. We take
By definition this implies that ρ < σ. Since (1, 1) / ∈ Val(P ),
Hence, by Proposition 2.8,
Consequently, there exist k,k, s,s ∈ N 0 , such that
r and ℓ 1,1 (Q) = xkysf Q,1,1 (x −1 y) =μxkys(λx −1 y + 1)r = µxk −r ys(λy + x)r.
Note that k ≥ r andk ≥r, since ℓ 1,1 (P ) and ℓ 1,1 (Q) are polynomials. By item (1) of Proposition 5.7, there exists l ∈ N such that (0, l) ∈ Supp(ℓ 1,1 (P )). So, k = r and thus v 1,1 (P ) = r + s. Similarlyk =r and v 1,1 (P ) =r +s. Hence
On the other hand, by Lemma 5.9, necessarily s > 0. Set ϕ := Φ 1,−λ . By Proposition 5.2,
The case (5) is similar. Finally, we consider the cases (6) and (7) . By its very definition deg f F,1,1 = 2. Hence, by Proposition 4.6, there exist µ F , µ,μ, λ 1 , λ 2 ∈ K × and r, s,r,s ∈ N 0 , with λ 1 = λ 2 , r + s > 0 andr +s > 0, such that
So, there exist u, v,ū,v ∈ N 0 , such that
Note that u ≥ r + s andū ≥r +s, since ℓ 1,1 (P ) and ℓ 1,1 (Q) are polynomials. By item (1) of Proposition 5.7, there exists l ∈ N such that (l, 0), (0, l) ∈ Supp(ℓ 1,1 (P )). So u = r + s and v = 0, and thus v 1,1 (P ) = r + s. Similarlyū =r +s,v = 0 and v 1,1 (Q) =r +s. Hence
Furthermore, from Lemma 5.9 it follows that r, s,r,s ∈ N. Set ψ := Φ 1,−λ1 . By item (1) of Proposition 5.2, Consequently, v 1,1 (ψ ′ (P ′ )) = v 1,1 (P ′ ) = v 1,1 (P ) and v 1,1 (ψ ′ (Q ′ )) = v 1,1 (Q ′ ) = v 1,1 (Q).
So, we can take the automorphism ϕ := ψ ′ • ψ, finishing the proof of the claim. Now the pair (ϕ(P ), ϕ(Q)) is irreducible, since v 1,1 (ϕ(P )) = v 1,1 (P ), v 1,1 (ϕ(Q)) = v 1,1 (Q) and (P, Q) is. Hence, by items (2) and (3) So, by (5.24), ℓ 1,1 (ϕ(P )) = µx ma y mb and ℓ 1,1 (ϕ(Q)) = λ Q µ n λ −n P x na y nb .
Consequently, by Lemma 5.10, ϕ(P ) and ϕ(Q) are subrectangular. Furthermore, by item (1) of Theorem 4.5, we have a = b. Finally, thanks to the existence of an automorphism of W that takes X to Y and Y to −X, we can obtain a < b.
Corollary 5.12. If the Dixmier conjecture is false, then there exist P, Q ∈ W such that [Q, P ] = 1 and the supports of P and Q are subrectangular but not subsquare.
Proof. It follows from Theorems 3.3 and 5.11.
Computing lower bounds
In this section we assume that K is algebraically closed. Our purpose in this section is to determine a lower bound for the value B := min{gcd(v 1,1 (P ), v 1,1 (Q)), where (P, Q) is an irreducible pair}.
More precisely, we will prove that B > 8. We claim that there is a linear factor y − λ of f , whose multiplicity m λ fulfills m λ ≥ a. This is clear if a = 0. So, we can assume that a > 0. A direct computation using Proposition 1.18 shows that (1) (P 0 , Q 0 ) := (ψ(P ), ψ(Q)) is an irreducible, (2) v 1,1 (P 0 ) = v 1,1 (P ) and v 1,1 (Q 0 ) = v 1,1 (Q), (3) P 0 and Q 0 are subrectangular and Supp(ℓ 1,1 (P 0 )) = (ma, mb) and Supp(ℓ 1,1 (Q 0 )) = (na, nb),
for some a, b ∈ N with a < b, (4) v 1,−1 (en 1,0 (P 0 )) < 0 and v 1,−1 (en 1,0 (Q 0 )) < 0, (5) v 1,−1 (st 1,0 (P 0 )) < 0 and v 1,−1 (st 1,0 (Q 0 )) < 0. Proof. By Theorem 5.11 there exist µ P , µ Q ∈ K × , a, b, m, n ∈ N and ψ 1 ∈ Aut(W ) such that m, n > 1, gcd(m, n) = 1, 1 ≤ a < b and ℓ 1,1 (ψ 1 (P )) = µ P x am y bm , ℓ 1,1 (ψ 1 (Q)) = µ Q x an y bn , (6.3) v 1,1 (ψ 1 (P )) = v 1,1 (P ), v 1,1 (ψ 1 (Q)) = v 1,1 (Q).
Furthermore -the pair (ψ 1 (P ), ψ 1 (Q)) is irreducible, -ψ 1 (P ) and ψ 1 (Q) are subrectangular. Set P 1 := ψ 1 (P ) and Q 1 := ψ 1 (Q).
Since P 1 is subrectangular and Supp(ℓ 1,1 (P 1 )) = {(am, bm)}, we have {(am, bm)} ⊆ Supp(ℓ 1,0 (P 1 )) ⊆ {(am, j) : 0 ≤ j ≤ bm}.
Hence, en 1,0 (P 1 )) = (am, bm), and similarly en 1,0 (Q 1 )) = (an, bn).
Consequently, by the first equality, while, by (6.6), Lemma 5.10 and Remark 3.9, the elements P 0 and Q 0 are subrectangular. Now, arguing as above for (P 1 , Q 1 ), we obtain that en 1,0 (P 0 )) = (am, bm) and en 1,0 (Q 0 )) = (an, bn), and so v 1,−1 (en 1,0 (P 0 )) < 0 and v 1,−1 (en 1,0 (Q 0 )) < 0.
Set ψ := ϕ • ψ 1 . By (6.4), (6.6) and (6.7), v 1,1 (P 0 ) = v 1,1 (P ) and v 1,1 (Q 0 ) = v 1,1 (Q)
This concludes the proof of items (1), (2), (3), (4) where (r, s) := en ρ,σ (R). Since, by item (g) of Proposition 6.2, we have r < s, it follows from items (3) and (5) of Proposition 6.3, that necessarily r + s ≥ 9.
