Abstract The Fredholm-Volterra integral equation of the second kind with continuous kernels with respect to position and time, is solved numerically, using the Collocation and Galerkin methods. Also the error, in each case, is estimated.
Introduction
Many problems of mathematical physics, engineering and contact problems in the theory of elasticity lead to integral equations. The following references Muskhelishvili et al. (1953) , Green (1969) , Atkinson et al. (1976) and Delves and Mohamed (1985) , contain many different methods to solve the integral equations analytically. At the same time the numerical methods take an important place in solving the integral equations numerically. The references Linz et al. (1985) , Kanwal et al. (1996) , Atkinson et al. (1997) and Abdou and Mohamed (2002) contain many different methods for solving the integral equations numerically. The discussion of the Fredholm-Volterra integral equations numerically and analytically can be found in the works of Abdou and co-workers, see (Schiavane and Constanda, 2002; Abdou et al., 2003; Abdou and Salama, 2004) , when the Fredholm integral term is considered in position and Volterra integral term in time. In all work of Abdou in Fredholm-Volterra integral equation when the kernel of position is continuous have not been solved. Therefore, in this paper, we consider the Fredholm-Volterra integral equations of the second kind with continuous kernels with respect to position and time. The existence and uniqueness of the solution, under certain conditions, will be proved in the space L 2 ½a; b Â C½0; T; 0 6 t 6 T 6 1.
A numerical method is used to represent the FredholmVolterra equation in the form of a linear system of Fredholm integral equations where the existence and uniqueness of the system are discussed. Also we used the Collocation and Galerkin methods to obtain a linear system of algebraic equations, which is also solved numerically. Moreover the error estimate, in each case, is calculating. In order to guarantee the existence of a unique solution of (2.1). We assume the following:
(i) The kernel of position satisfies jkðx; yÞj 6 N 1 for all, a 6 x; y 6 b; where N 1 is a constant. (ii) The positive continuous function F ðt; sÞ 2 Cð½0; T Â ½0; T Þ for all 0 6 t; s 6 T 0 1 and satisfies jF ðt; sÞj 6 N 2 where N 2 is a constant. (iii) The given function and its norm is defined as:
where N 3 is a constant. (iv) The unknown function /ðx; tÞ satisfy the Lipschitz condition with respect toposition j/ðx 1 ; tÞ À /ðx 2 ; tÞj 6 AðtÞ jx 1 À x 2 j and Ho¨lder condition with respect to time j/ðx; t 1 Þ À /ðx; t 2 Þj 6 BðxÞ jt 1 À t 2 j a ; 0 6 a 6 1, and its norm is defined as
The system of Fredholm integral equations
For representing (2.1) as a system of Fredholm integral equations we use the following numerical method, see Delves and Mohamed (1985) and Atkinson et al. (1997) .
Then, using the quadrature formula, Te Volterra term in (2.1) becomes
where
The values of k and the constantp depend on the number of derivatives of Fðt; sÞ, for all s 2 [0, T], w.r.t. t, and where l n ¼ l À ku n F n;n ; k n ¼ ku n F n;n ,
u j F n;j / j ðxÞ; n ¼ 0; 1; . . . ; N The formula (3.4) represents a linear system of Fredholm integral equations of the second kind, where ku n F n;n -l. Now, we will solve the linear system (3.4) using the Collocation method and Galerkin method.
Collocation method
Collocation method is based on approximating the solution /(x, t) by a partial sum: Of course, if the approximate solution (3.5) is to be substituted into (3.4) for /ðx; tÞ, there will be an error eðx; c 1 ðtÞ; c 2 ðtÞ; . . . ; c N ðtÞÞ. This error depends on x, t and the way for which the coefficients c 1 ðtÞ; c 2 ðtÞ; . . . ; c N ðtÞ are chosen in the formula (3.6). Let t ¼ t i ; i À 0; 1; 2; . . . ; N. Then using the quadrature formula, we have
w j F i;j S j ðx m Þ; i; m ¼ 0; 1; 2; . . . ; N ð3:7Þ
For determining the coefficients c 1 ðt i Þ; c 2 ðt i Þ; . . . ; c N ðt i Þ of the approximate solution S N ðx N Þ, from (3.5), in terms of the given N linearly independent functions w 1 (x), w 2 (x), . . ., w N (x), perform the integration, then substitute x = x 1 , x 2 , . . ., x N for which the error eðx; c 1 ðtÞ; c 2 ðtÞ; . . . ; c N ðtÞÞ vanishes.
Substituting from (3.5) in (3.6), we get:
Galerkin method
This method establishes the N conditions necessary for the determination of the N coefficients in Eq. (3.5): By making the error eðx; c 1 ðtÞ; c 2 ðtÞ; . . . ; c N ðtÞÞ in (3.6) orthogonal to N given linearly independent functions w 1 ðxÞ; w 2 ðxÞ; . . . ; w N ðxÞ on the interval (a, b), i.e. Þ is the error from dividing the time and
The values of i and the constant p depend on the derivatives of F(t, s), for all s 2 ½0; T, with respect to t. Substituting from (3.5) into (3.11) we get Let the approximate solution has the form of Eq. (3.5), the three independent functions are w 1 ðxÞ ¼ 1; w 2 ðxÞ ¼ x; w 3 ðxÞ ¼ x 2 . Substituting these values in Eq. (3.8), then solving the equations formulas when x = 0, 0.5, 1.0, in this case R = 0. We get: So, the solution, for t 2 [0, 0.03], takes the form (see Table 1 ):
Using Galerkin method
As in collocation method, using (3.9) in (3.12), Choose three independent functions w 1 ðxÞ ¼ 1; w 2 ðxÞ ¼ x; w 3 ðxÞ ¼ x 2 and three points x = 0, 0.5, 1.00, when we assume t 2 [0, 0.03], then we have: 
Using collocation method
In Eq. (4.6) we shall take N = 2, a = 0, b = 1, fðx; tÞ ¼ À0:00432t þ e Àx t À 0:333e Àx t 4 :
Let the approximate solution in the form of Eq. (3.5), then choose three independent functions w 1 ðxÞ ¼ 1; w 2 ðxÞ ¼ x; w 3 ðxÞ ¼ x 2 . Substituting these values in Eq. (3.8), then solving the equations formulas, when x = 0, 0.5, 1.00, in this case R = 0, we get: ð4:8Þ
Using Galerkin method
We choose three independent functions w 1 ðxÞ ¼ 1; w 2 ðxÞ ¼ x; w 3 ðxÞ ¼ x 2 and three points x = 0, 0.5, 1.00, when we assume t 2 [0, 0.03], we have: So, the solution is taken the form (see Table 2 
