Let n be an integer and W n be the Lambert W function. Let log denote the natural logarithm so that δ = −W n (− log 2)/ log 2. Given that a and r are respectively the first term and the constant ratio of an infinite geometric series, it is proved that the limit of convergence of the geometric series is lim n→±∞ a r δ − 1 r − 1 −1 where r = 1.
Introduction
Let a and r denote the first term and the constant (common) ratio of an infinite geometric series, respectively. By definition, the geometric series is generated as a + ar + ar 2 + ar 3 + ar 4 + · · · .
(1.1)
We call the sum of the above geometric series Π, without really worrying much about whether the series has a sum or not. It is already well known in the literature that if we denote the n-th term of the series by U n , then as long U n+1 Un = |r| < 1 the geometric series would converge to a finite sum of Π = a 1−r and for every other value of r, Π = ∞. In the |r| > 1 cases, there are really no known approaches by which one can rigorously deal with the infinite geometric series of such nature. In this article, we present a novel approach by which one can deal with any infinite geometric series whose r = 1.
In the process we are also able to deal some non-geometric infinite series and present new relations such as the expansion for log(x − 1) for any real or complex number x where x = 1. We use the following notation. The expression log(x) will always denote the natural logarithm and n will be an integer. Instead of using the usual W for the Lambert W function, we use W n as a generalized form at each n. We use p and p n for a prime number and the n-th prime number, respectively. For any complex variable, we use the letter s and denote its real part by Re(s). The letters a, b, c, and r always represent real or complex numbers. Theorem 1. Suppose χ is the finite sum of the infinite geometric series a + ar + ar 2 + ar 3 + · · · for all r except r = 1. Then χ = a r δ − 1 r − 1 , δ = − W n (− log 2) log 2 (1.2) From the formula in (1.2) one sees that χ depends on δ and δ also depends on the W n . The W n function is a multivalued function whose principal value, according to the work of [1] , is usually the one at n = 0. Since every n gives δ a unique solution due to the nature of W n , we will denote the n-th value of δ by δ n , which will give a corresponding χ n as the finite sum of the series. On that note we can write that the principal value of δ n is δ 0 = − W 0 (− log 2) log 2 , since the principal value of W n is usually taken at n = 0. It is equally known that in most cases if all the values of W n are complex, then the values W n and W −(n+1) are complex conjugates and we will see that later in section 3.
It turns out when we substitute δ 0 = − W 0 (− log 2) log 2
together with known values of the parameters a, r into the geometric series formula in (1.2) , the quantity χ 0 -the finite sum of the series at n = 0 -alone is insufficient to tell us about whether the series converges or diverges. Even if the geometric series converges, one notices that the value χ 0 in most cases is not close at all to the actual sum of the series. However, as we substitute the other δ n values into the geometric series formula together with the parameters a and r, we observe something interesting: as n → ±∞, χ n → a 1−r in cases where |r| < 1, but in cases where |r| > 1 χ n →∞ as n → ±∞. The latter observation indicates that the infinite geometric series diverges for |r| > 1. Therefore, in the |r| > 1 cases the geometric series has infinitely many complex solutions which occur in conjugate pairs. For instance, the infinite geometric series Γ = 1 + 1 2 + 1 2 2 + · · · (1.3)
is known from the literature to have a finite sum of Γ = 2. The following are a few of the solutions of (1.3) from our new approach to dealing with infinite geometric series. Note how the solutions approach 2 as n → ±∞. This shows the series in (1.3) indeed converges to 2. In section 3, we will learn more about the above series as well other convergent and divergent infinite geometric series and some other non-geometric infinite series whose sums can be evaluated using the geometric series formula in (1.2) in a special way. One of the non-geometric infinite series we consider in this paper is the harmonic series, usually regarded as the value of ζ(s) at s = 1, where ζ(s) is the usual Riemann zeta function. Let η(s) be the Dirichlet eta function. It is well known that the following relation exists between ζ(s) and η(s) for all Re(s) > 0.
By applying the argument of the expansion for log(1 + x) at x = 1, one can show that η(1) = log 2. We ask whether or not it is also possible to obtain this same result in the context of (1.4) since this formula does not hold at s = 1. In our quest for such a possiblity, it turns out (1.4) is approximated on the basis of convergence of infinite geometric series if one considers only the series η(s) to derive (1.4) without adding or subtracting any external infinite series to/from η(s). By applying the formula in (1.2) it is proved that ζ(s) and η(s) are exactly connected by η(s) = 2 s(δ+1) − 2(2 δs ) + 1 2 δs+s − 2 s ζ(s) (1.5) This relation then allows us to show that at s = 1, ζ(1) = −2 log 2 + W n (− log 2) , and as n → ±∞ the term ζ(1) →∞, indicating that the harmonic series indeed diverges. We give two other new representations for the harmonic series in § §4.3.1.
In most cases, the irrational constant π shows up in the context of certain infnite series. In [2] , Garca and Marco prove that the super-regularized product over all p is 4π 2 . Applying their result, we prove that π and the product over all p n − 1 are related by
Furthermore, in terms of an infinite exponentiation we prove that the infinite geometric series ∞ n=0 2 n can be expressed as
from which one sees that ∞ n=0 2 n = −1 − W n (− log 2)/ log 2. We then further show that the transcendental number log 2 can also be expressed as
For Re(s) > 1, each factor of the Euler product formula for ζ(s) is p s p s −1 and that is equivalent to the infinite geometric series ∞ n=0 p −ns . Since p s p s −1 is written using the geometric series formula a 1−r , there is a small error term associated with p s p s −1 . What is the magnitude of this error term that is associated with each p s p s −1 factor of the Euler product formula for ζ(s)? It is known that these error terms are insignificant but how do we prove that this is indeed the case? Let ∆(p; s) be the magnitude of the error term associated with each p s p s −1 factor at a certain s. It is proved that ∆(p; s) is given by
from which one sees that since Re(s) > 1, then as n → ±∞ the term ∆(p; s) → 0 very rapidly, indicating that indeed the error term associated with each factor of the Euler product formula for ζ(s) does not really mean anything.
The proof of Theorem 1
Proof. An infinite geometric series with a finite sum Π, a first term a and a constant r is given by Π = a + ar + ar 2 + ar 3 + · · · = a 1 + r + r 2 + r 3 + · · · (2.1)
Let λ = 1 + r + r 2 + r 3 + · · · . In terms of n for n ≥ 0, λ can be expressed as
Therefore, (2.1) follows that
We multiply the right hand side of (2.3) by 1 − r 1 − r to arrive at
The expression in (2.4) in its current state does not look meaningful, but we can take the following approach. Let
In terms of (2.6), we rewrite (2.4) as
With reference to [5] for instance, using the Euler's approach to divergent series one could obtain that the series in (2.5) is summable to -1, thus φ = −1 and from (2.6) one sees that δ = 0. When one substitutes δ = 0 into (2.7) one obtains that Π = 0, which means that the infinite geometric series in (2.5) is either not summable to -1 at all or is not exactly summable to -1 as Euler had demonstrated. We then take the following approach: we have just shown that all infinite geometric series with the exception of the series with r = 1 can be expressed of the form in (2.7). The infinite series in (2.5) is geometric with a = 1 and r = 2. On that note, substituting the above parameters into (2.7) gives
Therefore,
from which we see that
From (2.10) one sees that Euler's approach and the current approach are consistent in the sense that his -1 still forms part of (2.10). Euler offered a partial solution and now we give the exact sum of (2.5) in (2.10). Therefore, given that the constant ratio of an infinite geometric series is not equal to one, the exact sum of the series is determinable with
as required.
The following identities are important. From the transcendental equation
we know from (2.9) that δ = φ + 1 = − Wn(− log 2) log 2
. Therefore,
From which one sees that log 2 = log(1 + φ) φ + 1 = log δ δ = log(1 + 1 + 2 + 2 2 + 2 3 + · · · ) 1 + 1 + 2 + 2 2 + 2 3 + · · · (2.14) Furthermore, from (2.12) we can rewrite
Repeating the process infinitely many times gives 
Some general results
Consider the following infinite series, whose finite sum we call κ:
We do not assume that |x| < 1, but x = 1. Therefore, using the infinite geometric series formula in (2.11), we see that
From which we see using the quotient rule that if u = x δ − 1 and v = x − 1, then
In section 3 it will become clear that in (2.1.2) for instance, when |x| < 1 then δx δ ≈ δx δ−1 ≈ x δ ≈ 0 and in such cases, one arrives at
which is one of the commonest expressions in the literature. From (2.1.2) one further sees that multiplying both sides by x gives
Now suppose we integrate both sides of (2.1.1) with respect to x from 0 to m we will have m 0
The Wolfram online software gives,
where 2 F 1 is a Gauss' hypergeometric series, which with reference to [6] , is defined as
where (a) k = Γ(a+k) Γ(a) , Γ(a) = (a − 1)!, and c = 0, −1, −2, · · · . On that note, we have
By comparing (2.1.6) with (2.1.7), we see that x = m, a = 1, b = δ + 1, c = δ + 2, and substituting these parameters into (2.1.7) gives
Therefore, from (2.1.5) and (2.1.6) we write
which is already known in the literature. When |m| > 1, then (2.1.8) would be defined in terms of the analytic continuation of the right hand side with respect to m. Furthermore, from
by the polynomial long division approach we have
When x = 0 in (2.1.20), integrating both sides with respect to x from 0 to m gives
Similarly, differentiating both sides of (2.1.20) with respect to x for all x except x = 0 gives
Based on the result of (2.1.23), (2.1.22) becomes
Therefore, given that x = 0, 1, we have
from which follows the result
From (2.1.20), we equally remember that
The relation in (2.1.26) then establishes the connection between an infinite geometric series and another infinite geometric series generated by taking the sum of the reciprocals of each of the terms of the original infinite geometric series. But we know from the geometric series formula in (2.11) that ∞ n=0 x n = x δ −1 x−1 , so plugging that back into (2.1.26) and doing some rearrangements yields the following result:
We already know from the literature that in cases where an infinite geometric series converges, the limit of convergence becomes a 1−r . Therefore, in a case like the series in (2.1.27), using the formula a 1−r we arrive at a limit of x x − 1 and comparing that to the result in (2.1.27) we see that using the formula a 1−r introduces an error term −
It turns out this error term is indeed very small and adding or subtracting it from the actual limit of the series does not really make a difference. Thus, if we rewrite (2.1.27) as
Given that x > 0, we see that as n → ±∞, x Wn(− log 2) log 2 ≈ 0. In cases where x < 0 certain rules need to be followed in order to achieve the desired results and in section 3 we will learn more about such cases.
In the following section we will apply the above ideas to compute the sums of various infinite series. Most of these infinite series are very common in the literature. The idea is to reveal the consistency that exists between previous approaches to such infinite series and our present approach. What may be new, however, is our approach to some divergent series and not much is previously known about the sums of most of these divergent series.
Some applications I: the sums of infinite series
The point of departure in this section is the idea that for an infinite geometric series with a first term a and a constant ratio r, its finite sum Π is given by
The nature of W n is such that at every n there is a unique solution δ n to the constant δ. The solution δ n gives a corresponding solution Π n as the finite sum of the series. Ideally, since the principal value of W n occurs at n = 0, one could say that the principal values of δ n and χ n both occur at n = 0. It turns out if we consider only the finite sum of the series at n = 0, thus the solution Π 0 , this solution alone is insufficient to entirely and accurately inform us about whether the series converges or diverges. But as we calculate the finite sums Π n at the other values of n, it becomes clear if a series converges and to what limit if it converges at all. The fact that at every n there is a unique Π n implies that there are infinitely many Π ns , all of which are complex in our case. These infinitely many complex solutions occur in conjugate pairs: one solution is Π n and its complex conjugate is Π −(n+1) . If the series converges, all these infinitely many complex solutions will approach a single real solution as n → ±∞. In fact, as n → ±∞ the real parts of all these solutions will get closer and closer to exactly a 1−r while their imaginary parts will approach zero at the same time. This consolidates the findings from past investigations that every convergent infinite geometric series has a finite sum of exactly a 1−r . In fact, previous investigations have already established that all infinite geometric series with |r| < 1 converge while those with |r| > 1 diverge and that is consistent with the findings of our current investigation. We find that the real parts of these infinitely many complex solutions will approach a 1−r and their imaginary parts will also approach zero as n → ±∞ if and only if |r| < 1. If however |r| > 1, then as n → ±∞ the real and the imaginary parts of these infinitely many complex solutions will keep growing bigger and bigger toward∞. In cases where the series diverges, for practical purposes one may sidestep the reality for a moment and assume that the series' principal solution is the one at n = 0. Cases involving infinite geometric series with r < 0 are a bit more technical and require special attention and we will explain more about such cases later. The sums of some non-geometric infinite series have equally been discussed.
(I). Let
From the literature, the above series is known to converge to a finite sum of 2. We affirm that as follows. We apply the geometric series formula in (3.1) to arrive at
Thus,
But we remember from (2.13) that δ = 2 δ = − Wn(− log 2) log 2
. On that note (3.3) becomes
But at every n there is a solution χ n . Therefore the n-th solution becomes
The following are some solutions of this series computed using the Wolfram online software. Note how the real parts of these complex solutions get closer and closer to 2 while the imaginary parts approach 0 as n → ±∞, and that is an indication that the series indeed converges to 2. Note also that these solutions come in conjugate pairs due to the nature of W n . From the trend observed above, we conclude that indeed the infinite geometric series in (3.2) converges to 2. Since the series converges to 2 as n → ±∞, we can write using a limit that
. Let e be the euler's number with a value of e = 2.71828 · · · . We investigate whether the following infinite geometric series converges or diverges.
(3.6)
The first term a = 1 and the constant ratio r = e and plugging these parameters into (3.1) gives
But since every n gives gives a corresponding Γ n we write
We calculate some solutions of (3.8) below. This time around, note how the real and the imaginary components of the solutions keep growing bigger and bigger as n → ±∞. In other words, the series in (3.6) does not converge. As n → ±∞, Γ n →∞. Therefore, this is a proof that the series diverges.
(III). In a similar way, we consider
Substituting a = 1 and r = 5 −1 into the geometric series formula gives
Based on previous knowledge, we know that the geometric series in (3.9) converges to 1.25. Below are some of the solutions of the same series from our new perspective. Note how these solutions get closer and closer to 1.25 as n → ±∞. The few solutions above prove that indeed the series in (3.9) has a limit of convergence of 1.25.
Therefore, we may write
So far all the infinite geometric series we have considered have involved those with constant ratios greater than zero, thus those with r > 0. For infinite geometric series with negative constant ratios, r < 0, things can get a bit more complicated and confusing if care is not taken. It is already established in the literature that any infinite geometric series of which the inequality |r| > 1 is true diverges and converges for |r| < 1. Note here that r is the constant ratio of the series. So for an infinite geometric series with with r = −2, for instance, that series diverges since | − 2| = 2 > 1. Assuming the first term of that series is 1, then by definition we generate the series as (IV).
Using approaches like the Euler summation (transform) and the formula a 1−r , one arrives at a finite sum of 1/3 for the series in (3.12), but in reality this series diverges. Let A be the finite sum of (3.12). Putting a = 1 and r = −2 into the geometric series formula in (3.1) gives
Some solutions of (3.13) are shown below. We expected the imaginary and the real parts of all these solutions to grow bigger and bigger as n → ±∞ since | − 2| > 1, but that is not what we see. Some solutions get closer and closer to 1/3 as predicted by the Euler transform while others diverge. But all of them were supposed to diverge since | − 2| = 2 > 1. We consider a second case with r < 0.
(V). We consider the alternating geometric series
whose finite sum we denote by µ. Plugging the parameters a = 1 and r = −2 −1 into the geometric series formula gives
The following are few solutions of the series. Undoubtedly, all the solutions of (3.14) were supposed to converge to 2/3 since | − 2 −1 | < 1. Why could that be happening? It turns out for r < 0, the problem originates from the term r δ . From the geometric series formula, we remember that
We equally know that all the possible solutions of δ are complex. Let r = −x. Therefore
We remember that the infinite series for δ is δ = 1 + 1 + 2 + 2 2 + 2 3 + · · · = − W n (− log 2) log 2
So in a case like (−x) δ as in (3.16) , what it means is that
should also be treated as x δ . It turns out if we follow this convention, then all the anomalies encountered in the last two cases would be rectified. Therefore, from (3.16) we now have
. We revisit the case in (IV). We recall that the formula for the sum of the series in (3.12) as we saw from (3.13) was A n = 1
, which we now rewrite as
We compute some of the solutions of (3.17) below. Remember, at first some of the solutions converged while others diverged, and those solutions never occurred in conjugate pairs. Note how all the solutions now diverge and exist in conjugate pairs as usual. Also, we revist the case in (V) and using the same approach we will find that the formula for the sum of the series in This is a slightly different case from those we have previously dealt with, since the current infinite series is non-geometric. We remember the following relation from (2.1.2).
By comparing (3.20) with (3.21) we see that x = 2. Therefore,
But we recall from (2.13) that δ = 2 δ = − Wn(− log 2) log 2
and subsituting that into (3.22) gives 1 + 4 + 12 + 32 + · · · = δ2 δ 2 − 2 δ + 1
If we were to compute some few solutions of this series as usual, we would find that as n → ±∞ the real and the imaginary parts of the solutions would keep growing bigger and bigger toward ∞. This is an indication that the series diverges. From these solutions we can say that since the real and the imaginary parts of the solutions grow bigger toward∞ as n → ±∞, the series diverges.
(VIII). We consider (IX). Suppose we were to evaluate the following:
what would ρ be? We remember from (2.1.4) that
So when x = √ 2, we have
We equally remember from the geometric series formula that
Dividing (3.30) by (3.31) gives
. On that note, we obtain by simplifying the last step above using the basic laws of indices that
4 Some applications II: the ζ and the η functions and is extended to the rest of the complex plane by analytic continuation. In this paper we will not discuss how the Riemann zeta function can be analytically continued to the rest of the complex beyond the Re(s) > 1 domain of convergence, but we will be interested in some of the analytically continued results of this function. In the critical strip 0 < Re(s) < 1 and in the region Re(s) < 0, the Riemann zeta function satisfies for any Re(s) > 0 such that s / ∈ {1, 0, −1, −2, · · · }. Nice proofs of (4.1.4) can easily be found in the literature such as in [4] , but we will restate a proof here for a purpose. We make a change of variable t = nu to obtain dt = ndu. Substituting that into (4. We are interested in the geometric series component of (4.1.8). We write ≈ 0, and in that case one re-obtains (4.1.9). and that is based on the idea that the sum of an infinite geometric series with |r| < 1 is a 1−r . By that approach we know that there is a small error term between ∞ n=0 p −ns and p s p s −1 . If we were to concern ourselves for a moment, how big or small is this difference? Is this error term significant? In this section we explore answers to these questions. From
The Euler product formula for ζ(s)
We arrange the terms such that ( 
and comparing that to ∞ n=0 p −ns we see that x = p s . This follows, therefore, that For instance, when s = 2, the magnitude of the error term in the first prime factor is and many more. As n → ±∞ each of these error terms tends to zero. In conclusion, the error term in each prime factor is actually very small relative to the actual value of its prime factor, thus p s p s −1 . In fact, these error terms are basically zero.
The Dirichlet eta function
The Dirichlet eta function η(s), also called the alternating zeta function, is defined as
for all Re(s) > 0. The connection between η(s) and ζ(s) is known to be
It is known that η(1) = log 2, but plugging s = 1 into (4.3.2) yields an undefined result on the right side. So how does that happen? From the idea that
by substituting x = 1, one arrives at
which proves that η(1) = log 2. The question we consider is, how do we explain the observation that η(1) = log 2 only in the context of (4.3.2)? It turns out (4.3.2) is approximated and in this section we will prove this finding. Another motivation for dealing with the Dirichlet eta function in this paper is to take advantage of the connection between η(s) and ζ(s) to derive a simpler representation of the harmonic series. In the following theorem, we show if we consider only and only the series in (4.3.1) to derive the relation in (4.3.2), then it is evident that (4.3.2) is approximated. If the small error between the exact form of (4.3.2) and (4.3.2) itself can be found, then a simpler form of the harmonic series can be derived. We first prove that (4.3.2) is approximated and then give the exact relation for it.
Proof. We will first prove that (4. which is the original relation in (4.3.2). The second approach is as follows. We know that the geometric series in (4.3.11) has a = 1 and r = 1 2 s . Plugging these parameters into the geometric series formula in (3.1) gives:
We could have equally used the formula ∞ n=0 x −n = x x−1 − 1 x δ−1 (x−1) with x = 2 s to obtain the same result in (4.3.14) . Therefore substituting the result of (4.3.14) into (4.3.10) gives
Which follows that
Which is further written as as required.
One sees that with a little manipulation of (4.3.16) one arrives at
From which one further sees that the terms 2 −s(δ+1) and 2 −δs decay very rapidly to zero as n → ±∞ since δ depends on W n and Re(s) > 0. In that case, one then arrives at the already known relation which states that
as already seen in (4.3.2). But for some important reasons which we will later see, we will still go with the idea that
By that same approach we could show that for Re(s) < 0,
but we will not concern ourselves about proving it in this paper.
The harmonic series
The harmonic series, usually regarded as the value of ζ(s) at s = 1, is an important infinite series in mathematics due to its connection with the prime numbers. Euler's proof of the infinitude of prime numbers suggests that the behavior of the harmonic series is somehow related with the distribution of prime numbers, [3] . Furthermore, Euler's proof of primes' infinitude involves the idea that it is the summation of the reciprocals of prime numbers that causes the harmonic series to diverge and that is possible because there are infinitely many prime numbers. Speaking of a proof of the divergence of the harmonic series, there are numerous approaches in the literature for doing so. Some of these approaches involve the idea of comparing the behavior of the harmonic series with a known behavior of a related infinite series and then making deductions. Such approaches can be hard to follow sometimes. In this section we will give two new representations of the harmonic series and prove using those methods that the harmonic series diverges. The harmonic series is commonly represented as Plugging s = 1 into the above relation gives
But we remember that δ = 2 δ = − Wn(− log 2) log 2
. On that note, we have
Therefore the harmonic series, denoted by ζ(1), is given by
We show some of the solutions of (4.3.1.3) below. Note how the real and the imaginary parts of the solutions grow bigger and bigger toward∞ as n → ±∞. This, as we have seen from previous cases in section 3, shows that the harmonic series indeed diverges. By looking at the sizes of the real parts of these solutions of the harmonic series relative to the sizes of n as n → ±∞, one sees that the harmonic series grows very slowly. The second representation of the harmonic series uses the relation in (2.1.21). That,
When m = 1, we obtain 
Applying the geometric series formula Π = a r δ −1 r−1 on each factor of the infinite product gives
which follows by simplification that
By rearrangement of terms we obtain
From which we then see that
We have already seen that ζ(1) = −2 log 2+W n (− log 2) and δ = −W n (− log 2)/ log 2. Therefore, −2 log 2 + W n (− log 2) ζ(−W n (− log 2)/ log 2) = 2 × 3 × 5 × 7 × 11 × 13 × · · · 1 × 2 × 4 × 6 × 10 × 12 × · · · But we see that as n → ±∞ the term ζ(−W n (− log 2)/ log 2) → 1 and that makes sense since we know that δ is actually δ = 1 + 1 + 2 + 2 2 + 2 3 + · · · . In that case one arrives at −2 log 2 + W n (− log 2) = 2 × 3 × 5 × 7 × 11 × 13 × · · · 1 × 2 × 4 × 6 × 10 × 12 × · · · (4.3.1.7)
which was discovered by Leonhard Euler in the eighteenth century. The difference is that Euler did not know that ζ(1) = −2 log 2 + W n (− log 2) . In [2] , Garca and Marco prove that the super-regularized product over all the prime numbers is 4π 2 . If we assume accuracy of their result, then from (4.3.1.7) we obtain 1 × 2 × 4 × 6 × 10 × 12 × 16 × · · · = − 4π 2 2 log 2 + W n (− log 2) pn (p n − 1) = − 2π 2 log 2 + W n (− log 2) (4.3.1.8)
From the result of (4.3.1.8) we see that as n → ±∞, − 2π 2 log 2 + W n (− log 2) → 0, which, in fact, must be the case in order for (4.3.1.7) to diverge. Also, multiplying both sides of (4.3.1.8) by log 2 gives log 2 pn (p n − 1) = − 2π 2 log 2 log 2 + W n (− log 2) = 2π 2 ∞ n=0 2 n −1 since we know from (2.10) that φ = 1 + 2 + 2 2 + · · · = −1 − W n (− log 2)/ log 2. Therefore, 2π 2 = log 2 ∞ n=0 2 n pn (p n − 1) (4.3.1.9)
Some unrigorous results
Let us sidestep traditions and pretend for a moment that there was no such a function as the Riemann zeta function. Let us also assume that since the Riemann zeta function does not exist, we have no idea of its so-called trivial zeros which occur at all the negative even n. Then let us define some function, say ̺(s), by ̺(s) = 1 + 2 s + 3 s + 4 s + 5 s + · · · (5.1)
By the Euler product approach, we could rewrite ( which will not hold at any even n since we have ζ(−s) and ζ(s) on opposite sides of the equation and that is due to the presence of the trivial zeros of ζ(s). From that formula we further see that the infinite product over the primes will vary with values of s and that could certainly be telling us something interesting about these prime numbers. Therefore, since the infinite product over all p varies with s in this case, it is not possible to replace the infinite product over the primes in (5.5) with Garca and Marco's result which states that the super-regularized product over all the prime numbers is 4π 2 . Let us just assume for a moment that the relation in (5.5) is actually correct. Then we observe the following: when s = 489, we have The value of the term 2 × 3 × 5 × 7 × · · · (δ−1) actually varies with s. What could that be telling us about the prime numbers associated with it? Interestingly, some values such as s = 491, 507, 2019, · · · give only real values to this term. Why is that so?
Concluding Remarks
In this paper we present an approach which helps us to deal with convergent and divergent cases of all infinite geometric series with r = 1. By this same approach we are able to gain insight into how to approach some other cases of non-geometric infinite series and that includes the harmonic series, leading to two new proofs that the harmonic series diverges.
We have seen that all the divergent infinite series considered in this paper have infinitely many complex solutions, which indicate that such series indeed do not converge. Apart from using these numerous complex solutions to show that they are signs of divergence, in what other ways could one apply these solutions to make an impact?
