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ABSTRACT 
Many algorithms for solving eigenvalue, least squares, and nonlinear programming 
problems require the determination of an orthogonal matrix Q such that for a given 
matrix C, Q transforms C into an upper triangular matrix, QC. Usually Q is a 
product of Householder transformations. Each transformation is a rank 1 modification 
of the identity matrix designed to annihilate elements in one vector. Several years ago 
Bronlund and Johnson proposed a generalization of the Householder transformation 
that is a rank k modification of the identity matrix designed to annihilate elements in 
k vectors simultaneously. In this paper their generalized Householder transformation 
is discussed in the context of sparse problems. 
1. INTRODUCTION 
In this paper we consider the generalized Householder transformation 
first described by Brcanhmd and Johnsen [l] for finding the QR decomposi- 
tion of a given m x n (m > n) matrix C in which one seeks an orthogonal 
matrix Q such that 
QC= [;I; (1-l) 
where R is upper triangular. The most obvious instance of this problem is in 
the solution of least squares problems [5]. It also occurs in the course of 
several linear and nonlinear programming algorithms. Usually Q is written as 
Q=P,,P,,_l'. * P,, where each Pi is a Householder transformation [6] (some- 
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The vector ui is chosen so that the elements below the diagonal of the ith 
column of Pi_1 +. . P,C are zero. It is easy to show that each Pi is an 
orthogonal matrix and that if ei is the i th column of the identity matrix and if 





Pi = Yi(‘i + Yi>’ (1.4) 
The Householder transformation is a rank 1 modification of the identity 
matrix designed to annihilate elements in one column. A natural extension of 
this idea, a rank k modification of the identity matrix capable of annihilating 
elements in k columns simultaneously, was given by Brenlund and Johnsen. 
They showed that for an m x k (m > k) matrix A of full rank of the form 
(1.5) 
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the matrix P of the form 
P = Z + UB-‘UT . 
where U is an m X k matrix 




RTR = ATA and R is a k X k matrix, 
and that P is orthogonal. 
When k is 1, P is certainly the Householder transformation that will zero 
out the last m - 1 elements of the m X 1 matrix A. 
The major problem with the transformation as given by Brenhmd and 
Johnsen and later by Dietrich [3] was finding R such that B was nonsingular 
and R was easy to work with. When Y is upper triangular, as the proof of 
Theorem 1 suggests, it is natural to choose R as upper triangular. However, 
in general, it is not so easy to choose R that is upper triangular and ensures 
the nonsingularity of B. 
THEOREM 1. There exists a k x k matrix R such that 
RTR = ATA 
and B is nonsingulur if A has full column rank. 
Proof. Let fi be a Cholesky factor of ATA, i.e., fi is upper triangular 
and fiTA = ATA. The matrix fi satisfies our first criterion, but it will not 
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necessarily ensure the nonsingularity of B. If A has full rank, B is nonsingu- 
lar if Y - R is nonsingular. If Y is upper triangular, let R = fi with the signs 
of its rows adjusted so that 
sgn( rii) = - sgn( yii). 
If Y is not upper triangular, there exists an orthogonal matrix Z such that 
ZY=V, an upper triangular matrix. 
Adjust the signs of fi so that 
sgn( qi) = - sgn( oii), (1.6) 
and let R = Z Tfi. Obviously RTR = ATA. Since 
B=RT(Y-R)=RTZTZ(Y-R) 
=iiT(V- R), 
B will be nonsingular. n 
As the proof of Theorem 1 indicates, if Y is upper triangular, it is not 
difficult to find an upper triangular matrix R such that RrR = ATA with B 
nonsingular. In fact, in this case a natural LU decomposition of B is 
available, since RT is lower triangular and Y - R is upper triangular. When Y 
is not upper triangular, for most applications one would probably want to 
preprocess the matrix A so that its first n rows are upper triangular. We 
would then be considering a decomposition of A in (1.5) of the form 
(1.7) 
where R is a k X k upper triangular matrix satisfying 
RTR = ATA 
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and 2 is a k X k orthogonal matrix such that 
ZY=V, (1.8) 






B = RTU,. (1.11) 
Obviously Vi is upper triangular, B is nonsingular if the signs of the rows of 
R are chosen appropriately, and a natural LU decomposition exists for B. 
Such a decomposition would be most useful when m > 2n. 
As in the case of the Householder transformation of level 1, the transfor- 
mation may be written in several ways. For example, when m and k are 
small and one intends to apply the transformation to many vectors, a useful 
formulation might be 
1+ [R-TYT-Z( R-TXT]. (1.12) 
For m = 2 and k = 1 this formulation requires only three multiplications 
when applied to a vector. The generalized Householder transformation may 
also be written as 
z,,+(G-Z,)(YR-‘-Z)-‘(GT-&)> (1.13) 
where G is the Gram-Schmidt basis of A. If the matrices in (1.12) and (1.13), 
including YR -I, XR -I, and (YR - ’ - Z ) - ‘, can be determined with suffi- 
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cient accuracy (a rather stringent hypothesis), these representations will be 
more satisfying numerically when the generalized Householder transforma- 
tion is applied to a vector. When the generalized Householder in (1.7) is 
applied to a vector r, an intermediate term resembling ATx is formed. A 
roundoff error analysis yields that the roundoff error is proportional to the 
largest intermediate term. Since the final transformed vector has the same 
norm as x, if (]ATx]] x== ](x(], roundoff error in the intermediate quantities can 
greatly affect the final calculated answer. On the other hand, with (1.12) and 
(1.13), the intermediate terms are not much larger than 2]r(. 
2. USING THE GENERALIZED 
HOUSEHOLDER TRANSFORMATION 
One may wish to use the generalized Householder representation of Q in 
(1.1) for several reasons. In the first place, when k is n, the concept gives a 
malleable formula for Q in (1.1). For m > n, Q is not unique even when the 
signs of the rows of R are specified. In particular, if the last m - k rows are 
multiplied on the left by an orthogonal matrix, (1.1) will still be satisfied. 
Algorithms exist for constructing a particular Q, but sometimes a compact 
expression is more convenient. For example, some nonlinear least squares 
algorithms [7] require the derivatives of Q. Lately (see Byrd and Schnable 
[Z]) there has been discussion about the continuity of the null space basis of a 
matrix. One can certainly discuss such a topic more easily using the basis 
given by a formula like (1.9) than one that is a result of an algorithm. In 
another context, the author needed the concept of a rank 2 Householder 
transformation when trying to devise algorithms for changing the Cholesky 
factorization of a matrix that has been modified by a rank 2 matrix when the 
modification is treated as a unit rather than as two rank 1 modifications. The 
transformation might also be useful in some nonlinear programming al- 
gorithms in which C is changed slightly and an orthogonal decomposition is 
required for the new matrix. If there is a short sequence of such changes, it 
has been more economical to save the orthogonal matrix in product form, i.e., 
only store enough information to reconstruct the transformations. On the 
other hand, if there are many changes, e.g., when applying the simplex 
algorithm for linear programming to a particularly nasty problem, the prod- 
uct form becomes prohibitively expensive in computational resources and it is 
wiser to have an explicit representation for the orthogonal decomposition. 
However, for certain problems with only a small number of changes this last 
approach is wasteful. The generalized Householder transformation might be 
viewed, in this situation, as a compromise that is less expensive than the 
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product form for many changes and more economical than an explicit 
representation for few. 
Parlett and Schreiber [8] have also been considering generalized House- 
holder transformations. They suggest that the concept may be useful in 
computing optimal error bounds for the symmetric eigenvalue problem. In 
their formulation the generalized Householder transformation, or block reflec- 
tor as they call it, must also be symmetric. This symmetry property would 
seem to open up several more applications involving calculating the eigenval- 
ues of symmetric matrices. 
Lastly, since the last m - n rows of C are those of U, if C is sparse, the U 
matrix is sparse. In [4] George and Ng show that for a sparse square matrix 
the nonzeros in the traditional rank 1 Householders and all intermediate 
matrices can be saved in a static data structure for the Cholesky factors L 
and LT of the matrix CTC. Since the Y matrix of (1.5) is square, the matrices 
V and 2 will fit in a static data structure set up for the Cholesky factors of 
CTC. Since R is also one of these factors, the total space necessary is three 
factor spaces and the space required for X in (1.5). In contrast, for rectangu- 
lar matrices George and Ng claim that using traditional Householder transfor- 
mations one would need a data structure for LT, L, and XL- '. It is this last 
matrix that one would probably wish to avoid, since it probably is much more 
dense than X. Also one can imagine situations, such as in tomography 
problems, in which C can be easily generated by a function, but you would 
not wish to store it. In the generalized case one can easily generate most of U 
by the same function. 
However, one should not jump to the conclusion that we have found a 
marvelous new method for solving linear least squares problems (JCx - b/j 
once the Cholesky factor R has been computed. Normally, given the QR 
decomposition of (Ll), one would set 
x=R-‘[I, O]Qb. (24 
In our case, if preprocessing is not necessary (i.e., the first tr rows of C are 
upper triangular), (2.1) becomes 
x=R-'[I,, O]Pb=R-‘([I, 0] + U,(U;‘RprUT))b 




which is the traditional formula for solving ]lCx - b/l. 
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Thus far we have assumed that the matrices 2 and V of (1.8) and the 
matrix R have been precomputed, e.g. using Givens transformations on one 
row of a matrix at a time. The generalized Householder transformation may 
also be used as part of the decomposition process. One may proceed as hinted 
by Dietrich [3] in processing two or three columns of C at a time. One would 
then not do the preprocessing step on the whole matrix as in (1.7), but 
proceed as in (1.6). Certainly for a sparse matrix there would be some saving 
of storage. If one worked on two columns, the first of which had 4 nonzeros 
and the second of which had s, of which t also were nonzeros of the first 
column, then two rank 1 Householders would require space of 29 + s - t and 
a time proportional to that for using these vectors, while a rank 2 would 
require 9 + s locations. Since 9 > t, there is an obvious saving, but it might 
not be much. 
Another idea involves cumulatively building the U matrix as follows: 
ALGORITHM A. Let C be the matrix whose QR decomposition is re- 
quired. Let Xci) represent the last m - rr rows of the first i columns of C. 
Let U{‘), U(“, and R(l) represent null matrices. Then the generalized 
Householder transformation may be built as follows: 
For i=l,2,...,n 
Let a i be the first n components of c i, and a2 its last m - n components 
Let f = P,_,P,_,... P,a, 
Find Pi, a standard Householder transformation, so that elements i + 1 
through n of b = Pif are zero. 
Let y = [I + U”‘(R CQ~qCi’j-l~Ci’T][ is] 
Let yi represent the first i - 1 components of y, and yZ its last m - (i - 1) 
components (2.2) 
Let a= -sgn(bi)llYzllz 
and r = Yl 
[ 1 a 
Define Uiii-i) = [‘i’ br] 
Define u(i+l) = 
and define R(i+l) = 
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The U matrix of the generalized Householder transformation is U(“+i), 
the R matrix of the QR decomposition is R(“+n, and the Z3 matrix is 
RTq”+? If 2 = P,P”_i * . . I’, and P = Z + UB-‘Ur, then the Q matrix is 
If one looks closely at Algorithm A, one realizes that it is similar in some 
respects to the traditional algorithm for updating the Cholesky factorization 
when adding a column. In that algorithm, if one had a matrix C and its 
Cholesky factor R and wanted to add a vector c to the end and create a new 
Cholesky factor 
then one would set y = R - TCTc and /I = (cTc - yTy)‘/‘. Neglecting the 
preprocessing of the first n elements of the new vector, the formula for yi in 
(2.2) is essentially that for y. The algorithm for computing (Y is of course 
noticeably different from that of p. 
Unfortunately, Algorithm A and the computation of the Cholesky factor 
share another characteristic: Algorithm A is less stable than the traditional 
Householder QR. It seems to be almost as sensitive as the Cholesky algorithm 
to small perturbations and seems to act similarly to unmodified Gram-Schmidt. 
We illustrate this with several examples: Consider the matrix 
1 1 1 
00 0 
c=o 0 0. I 1 1 1+r 1 1 1 1+c 
As E decreases the matrix C becomes more and more singular. The rows of 
O’s are included so that no preprocessing in Algorithm A would be involved. 
The following tables give R and the third row of Q of the QR decomposition 
of C for various values of e computed in single precision on a VAX-750 using 
Algorithm A, traditional Householder (Hl), Cholesky (CH), Unmodified 
Gram-Schmidt (GS), and modified Gram-Schmidt (MGS). The first two rows 
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Elements of R when z = 0.01 
1,l 1,2 1,3 2,2 2,3 3,3 
Hl 1.7321 1.7378 1.7378 - 8.1650~ - 3 4.0824~ - 3 - 7.0711E - 3 
MGS 1.7321 1.7378 1.7378 - 8.1650~ - 3 4.0825~ - 3 - 7.0711E - 3 
GS 1.7321 1.7378 1.7378 - 8.1650~ - 3 4.0825~ - 3 - 7.07113 - 3 
A 1.7321 1.7378 1.7378 - 8.1650~ - 3 4.0880~ - 3 - 7.07093 - 3 
CH 1.7321 1.7378 1.7378 - 8.1705~ - 3 4.0853~ - 3 - 7.07593 - 3 
Elements of R when < = 0.001 
131 1,2 1,3 2,2 2,3 3,3 
Hl 1.7321 1.7326 1.7326 - 8.1652~ - 3 4.0831~ - 3 - 7.0710E - 3 
MGS 1.7321 1.7326 1.7326 - 8.1653~ - 3 4.0827~ - 3 - 7.0714E - 3 
GS 1.7321 1.7326 1.7326 - 8.1653~ - 3 2.6226~ - 3 - 7.2206~ - 3 
A 1.7321 1.7326 1.7326 - 8.1652~ - 3 5.83993 - 3 - 7.2861~ - 3 
CH 1.7321 1.7326 1.7326 - 6.9053~ - 3 3.4527~ - 3 - 5.98023 - 3 
Elements of R when E = 0.0009 
1,l 1,2 1,3 2,2 2,3 3,3 
Hl 1.7321 1.7326 1.7326 - 7.3483~ - 3 3.6746~ - 3 - 6.3645~ - 3 
MGS 1.7321 1.7326 1.7326 - 7.3487~ - 3 3.6744~ - 3 - 6.3642~ - 3 
GS 1.7321 1.7326 1.7326 - 7.3487~ - 3 4.2856~ - 4 - 7.14413 - 3 
A 1.7321 1.7326 1.7326 - 7.34833 - 3 6.48913 - 3 - 6.96793 - 3 
CH 1.7321 1.7326 1.7326 - 6.9053~ - 3 6.90533 - 3 - 1.6859E - 6 
Elements of Q when c = 0.01 
3,l 372 3,3 3,4 3,5 
HI .70711 - 1.49013 - 8 0 2.8909E - 6 - .70711 
MGS .70711 0 0 0 - .70711 
GS .70711 0 0 - 9.21963 - 7 - .70711 
A .70744 0 0 - 6.39173 - 4 - .70680 
Elements of 9 when E = 0.001 
391 3,2 3,3 394 3,5 
Hl .70712 5.96053 - 8 0 - 2.8580~ - 5 - .70709 
MGS .70702 0 0 8.42903 - 5 - .70719 
GS 60987 0 0 .16503 - .77512 
A .78464 0 0 - .19702 - .58790 
of Q were the same for alI methods that return Q. Note the Cholesky 
aIgorithm does not return Q. 
The crux of the problem with Algorithm A is the solving of the systems 
with R and R + Y when these matrices are ill conditioned. With the 
traditional rank 1 Householders the corresponding matrices are diagonal. In 
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the previous example the second and third columns become multiples of the 
first as z decreases. Thus the computation of the third column of R is very 
highly sensitive to roundoff error. In the next example the first two columns 
are the same as those in the previous column, but the third column is not 
dependent on the other two. Now the matrix is given by 
1 1 1 
00 0 
c=o 0 0. I 1 1 1+e 0 1 1 1+e 
The first two columns of R are exactly as given above and wiIl not be 
repeated. Moreover, as above, r,, is the same for all methods: 







8.20583 - 1 - 7.0740E - 3 
8.2058~ - 1 - 7.07113 - 3 
8.2058~ - 1 - 7.07113 - 3 
8.2058~ - 1 - 7.078% - 3 
8.20033 - 1 - 3.00103 - 2 
Elements of R when c: = 0.001 
23 3,3 
Hl 8.16003 - 1 - 6.7865~ - 4 
MGS 8.1600~ - 1 - 7.1048~ - 4 
GS 8.1681~ - 1 - 7.1711E - 4 
A 8.17003 - 1 - 6.5737~ - 4 
CH 0.6606E - 1 0.0 
Obviously, in the second example Algorithm A is far less sensitive than 
the Cholesky factorization and for the computation of R is rather well 
behaved. The slight ill-conditioning in the top 2x2 hardly affects the 
computation of R. On the other hand, there is still a degradation in the third 










Elements of Q when c = 0.01 
3,2 393 394 3,5 
- 6.0886E - 6 0 2.8610~ - 6 - .70711 
0 0 8.42043 - 6 - .70711 
0 0 8.42943 - 6 - .70711 
0 0 - 2.4418~ - 4 - .70620 
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3, I 3,2 3,3 374 335 
Hl .70712 1.0338~ - 4 0 - 2.8551~ - 5 - .70709 
MGS .64791 0 0 - 5.59573 - 2 - .75966 
GS 58648 0 0 5.5439E - 2 - .80807 
A .76944 0 0 - 1.9884E - I - .75185 
By running the example using Householder transformations in double 
precision, one can ascertain that when e = 0.001, the third row of Q should 
be (0.70711,0,0,0, - 0.70711). Thus not only did Algorithm A have difficulty 
with this problem, but the very stable modified Gram-Schmidt algorithm also 
had problems. In summary, Algorithm A should only be considered with 
well-conditioned problems. 
Algorithm A is most useful when one requires Q for a well-conditioned 
large sparse problem. The tables below compare the fill-in and time required 
to obtain R for the traditional algorithm and for Algorithm A for several 
examples. The first example consists of an n x n upper triangular matrix on 
top of n - 1 diagonal matrices, so that the matrix has m = n X n rows and n 
columns. Thus it has the following structure: 









which under standard rank 1 transformations would fill in to resemble n 
upper triangular matrices on top of each other. Thus the original matrix 
would have $n” - in nonzeros, but under Hl, the final matrix would have 
gn3 + fin” nonzeros. In the second example m/n + n nonzero elements were 
randomly placed in each column. In both examples the numerical values of 
the elements were randomly generated. In both algorithms it was assumed 
that the R matrix would be dense, and it was stored that way rather than 
assuming any sparse representation. The number of nonzeros reported for Hl 
is the number required to save the transformation and does not include the 
fill-in in R. The time for the Hl algorithm includes the time for determining 
the fill-in, which accounted for about 10% of the execution time. The 
programs were run on the Cray-1 in single precision. 
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Example 1: Structured problem 
Nonzeros Nonzeros Time Time Speedup 
m n in original in Hl Algorithm A Algorithm Hl ratio 
100 10 145 505 2.23 - 3 4.83 - 3 2.2 
400 20 590 4010 l.lE - 2 5.7E - 2 5.2 
900 30 1335 13515 3.03 - 2 2.6~ - 1 8.7 
Example 2: Random problem 
Nonzeroes Nonzeroes Time Time Speedup 
m n in original in Hl Algorithm A Algorithm Hl ratio 
100 10 193 619 2.83 - 3 6.23 - 3 2.2 
400 20 777 4542 1.5E - 2 7.1E - 2 4.7 
900 30 1761 15618 4.5E - 2 3.33 - 1 7.3 
900 20 1259 8830 2.23 - 2 1.33 - 1 5.9 
Obviously, for large sparse problems that are well conditioned there is a 
big advantage to using Algorithm A over traditional Householder reflections. 
It should be noted that if the problem is well conditioned and using a 
Cholesky factorization will suffice, the ordinary Cholesky algorithm requires 
half as much work as Algorithm A. 
Thus far we have considered k = n. In some cases one may want to use a 
sequence of block reductions for stability and sparsity conditions. If one finds 
that R is becoming ill conditioned, one may wish to limit the rank of the 
current modification. Also, because sparse representations usually require 
pointer information, if one knows that the remaining columns of a matrix are 
all rather dense, one may wish to change to a sequence of rank 1 House- 
holders for the rest of the computation. For truly sparse problems, one can 
usually attain some limited saving in computational resources even if one 
used a sequence of block reductions. For instance, in example 1 above, if one 
used two transformations of rank n/2, the U matrices of both transforma- 
tions would require together n3/4 + 5n2/4 - n/2 real locations, a little more 
than half of that required by Hl, but appreciably more than the 3n2/2 - n/2 
required by Algorithm A. 
CONCLUSIONS 
We have given an algorithm for determining the QR decomposition of a 
matrix based on the concept of the generalized Householder transformation. 
The algorithm is designed for well-conditioned problems, and for sparse 
problems it requires far fewer operations than standard approaches. 
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