We study the minimum memory size with which nodes of a network have to be equipped, in order to solve deterministically the leader election problem. Nodes are unlabeled, but ports at each node have arbitrary fixed labelings which, together with the topology of the network, can create asymmetries to be exploited in leader election. We consider two versions of the leader election problem: strong LE in which exactly one leader has to be elected, if this is possible, while all nodes must terminate in a state "infeasible" when the election of a unique leader fails, and weak LE, which differs from strong LE in that no requirement on the behavior of nodes is imposed, if leader election is impossible. Nodes are modeled as identical automata and we ask what is the minimum amount of memory of such an automaton to enable leader election. We show that logarithmic memory is optimal for both strong and weak leader election in the class of arbitrary connected graphs. By contrast we show that strong LE can be accomplished in the class of trees of 
Introduction
Leader election is a well-known problem in distributed computing, first posed in [28] . Every node of a network has a boolean variable initialized to 0, and after the election, exactly one node, called the leader, should change this value to 1. If nodes of the network have distinct labels, then leader election is always possible (e.g., the node with the largest label can become a leader). However, nodes may refrain from revealing their identities, e.g., for security reasons. Hence it is desirable to have leader election algorithms that do not rely on node identities but exploit asymmetries of the network due to its topology and to port labelings.
The amount of memory needed to solve distributed and network problems is a topic extensively studied in the literature, for such tasks as, e.g., network exploration [9, 16, 23, 33] , routing [14, 15] and rendezvous [17, 18, 27] . Somewhat surprisingly, leader election has not been studied in this context. In this paper we study the minimum memory size with which nodes of a network have to be equipped for solving deterministically the leader election problem.
A network is modeled as an undirected connected graph. We assume that nodes are unlabeled, but ports at each node have arbitrary fixed labelings 0, . . . , d − 1, where d is the degree of the node. We do not assume any coherence between port labelings at various nodes. Nodes are modeled as identical automata that communicate with each other along links of the network, and we ask what is the minimum amount of memory of such an automaton to enable deterministic leader election.
We consider two versions of the leader election problem: strong LE and weak LE. In strong LE one leader has to be elected whenever this is possible, while all nodes must terminate in a state "infeasible" when the election of a unique leader fails. Weak LE differs from strong LE in that no requirement on the behavior of nodes is imposed, if leader election is impossible.
Our results
We show that logarithmic memory is optimal for leader election in the class of arbitrary connected graphs. Weak LE can be achieved with O(log n) bits of memory for all connected graphs with at most n nodes and strong LE can be achieved with O(log n) bits of memory for all connected graphs with exactly n nodes (none of these assumptions can be entirely removed). On the other hand, we show that (log n) bits of memory are necessary to enable leader election even for the class of rings. By contrast we show that strong LE can be accomplished in trees of maximum degree using only O(log log ) bits of memory, without any additional information. This proves an exponential gap in memory requirements for leader election between the class of trees and the class of arbitrary graphs. Moreover, we prove that no automaton can solve the leader election problem for all trees, even in the weak form.
Related work
Leader election was first studied for rings, under the assumption that all labels are distinct. A synchronous algorithm, based on comparisons of labels, and using O(n log n) messages was given in [21] . It was proved in [19] that this complexity is optimal for comparison-based algorithms. On the other hand, the authors showed an algorithm using a linear number of messages but requiring very large running time. An asynchronous algorithm using O(n log n) messages was given, e.g., in [32] and the optimality of this message complexity was shown in [5] . Leader election in radio networks has been studied, e.g., in [22, 24, 30] and randomized leader election, e.g., in [35] .
Many authors [1, 2, 4, 11, 25, 26, 34, 36, 38] studied various computing problems in anonymous networks. In particular, [3, 38] characterize networks in which leader election can be achieved when nodes are anonymous. In [37] the authors study the problem of leader election in general networks, under the assumption that labels are not unique. They characterize networks in which this can be done and give an algorithm which performs election when it is feasible. They assume that the number of nodes of the network is known to all nodes and do not attempt to minimize the number of messages. In [13] the authors study feasibility and message complexity of sorting and leader election in rings with nonunique labels, while in [12] the authors provide algorithms for the generalized leader election problem in rings with arbitrary labels, unknown (and arbitrary) size of the ring and for both synchronous and asynchronous communication. In [20] the leader election problem is approached in a model based on mobile agents. Characterizations of feasible instances for leader election and naming problems have been provided in [6] [7] [8] .
Memory size needed for tree canonizaton, a task related to symmetry breaking in tree networks, has been investigated in [29] . The author shows a centralized algorithm, deciding whether two directed trees are isomorphic or not, that works in logarithmic space. To the best of our knowledge, the present paper is the first study of the memory size of nodes required for leader election in arbitrary networks.
The model
The network is modeled as an undirected connected graph whose nodes are unlabeled, but ports at each node v have arbitrary fixed labelings 0, . . . , d(v) − 1, where d(v) is the degree of the node. Unless otherwise specified, we will use the term "graph" to mean a graph with the above properties. Each node is a copy of the same input/output automaton A which is a quadruple (S, Q, π, λ), where S is a finite set of states, Q is the input/output alphabet, π : S × Q −→ S is the state transition function, and λ : S −→ Q is the output function. The alphabet Q is the set of finite sequences each of whose terms is a finite binary sequence called a message. All nodes start in the same state S 0 , called the initial state. Computations in the network are organized in asynchronous phases, called pseudo-synchronous in [38] . For each node, each phase consists of sending messages to its neighbors, receiving messages from its neighbors and processing information locally. Consider a node v that is in state S at the beginning of some phase. Let λ(S) = (m 0 , m 1 , . . . , m n ) be the sequence of messages corresponding to state S (some of the messages m i may be equal to the empty message θ : this is a reserved string of bits. becomes an input symbol, under the influence of which node v transits to state S = π (S, σ ) . This ends the current phase for node v and at the beginning of the next phase node v is in state S . There are three pairwise disjoint sets of states included in S: the sets L, N and U. States in L are called leader states, states in N are called non-leader states, and states in U are called infeasible states. Once a node enters a state in one of these sets, it remains forever in the set (although it may change states). More formally, for any σ ∈ Q and any states S ∈ L, S ∈ N and S ∈ U, we have π(S , σ ) ∈ L, π(S , σ ) ∈ N and π(S , σ ) ∈ U. For a given network, the task of leader election (LE) consists in the following: all nodes except one eventually enter a non-leader state, and one node eventually enters a leader state.
We say that LE is possible for a given network, if there exists an algorithm which solves LE for any adversary modeling asynchrony of message transmissions.
We consider two versions of the leader election task for a class C of graphs:
• Weak LE. Let G be any graph in class C. If leader election is possible for the graph G, then LE is accomplished.
• Strong LE. Let G be any graph in class C. If leader election is possible for the graph G, then LE is accomplished. If leader election is impossible for the graph G, then either LE is accomplished or all nodes eventually enter an infeasible state. Note that even in instances when LE is impossible (i.e., by definition, it cannot be done against all adversaries), some adversary may still allow the election of a unique leader, whence the somewhat paradoxical situation when LE can be sometimes performed although it is impossible.
Hence weak LE differs from strong LE in that, in the case of impossibility of leader election, no restriction on the behavior of nodes is imposed: they can stop in an arbitrary state, or arbitrarily circulate through the set of states. In Sect. 2 we explain precisely when leader election is possible.
We say that an automaton A solves weak (resp. strong) LE in the class C of graphs, if the respective task can be carried out for every graph of the class C in which copies of A are placed in every node, under any adversarial scheduling of message deliveries.
We seek automata with small memory, measured by the number of states, or equivalently by the number of bits on which these states can be encoded. An automaton with K states requires (log K ) bits of memory.
Preliminaries
We will use the following notion from [38] . Let G be a graph and v a node of G. The view from v is the infinite rooted tree V(v) with labeled ports, defined recursively as follows. V(v) has the root x 0 corresponding to v. For every node v i , i = 1, . . . , k, adjacent to v, there is a neighbor x i in V (v) such that the port number at v corresponding to edge {v, v i } is the same as the port number at x 0 corresponding to edge {x 0 , x i }, and the port number at v i corresponding to edge {v, v i } is the same as the port number at x i corresponding to edge {x 0 , x i }. Node x i , for i = 1, . . . , k, is now the root of the view from v i . By V t (v) we denote the view V(v) truncated to depth t. We will use the following propositions directly following from [31, 38] . Let (a 1 , . . . , a k ) be a sequence of port numbers in G and let u and v be nodes in G, such that a path from u to u and a path from v to v correspond to the
Proposition 1 For a n-node graph, V(u) = V(v), if and only if
V n−1 (u) = V n−1 (v).
Proposition 2 Let u and v be two nodes in a graph
The following proposition (implied by the results in [38] ) expresses the feasibility of leader election in terms of views.
Proposition 3 Leader election is possible in a graph G, if and only if views of all nodes are different.
Proposition 3 establishes the uniqueness of views as a necessary and sufficient condition on the feasibility of leader election. We will show in this paper that if this condition is satisfied, then weak LE can be performed in the class of all graphs with at most n nodes using O(log n) bits of memory at each node. Observe that some bound on the size of the graphs in which leader election is to be performed is necessary: otherwise even weak LE cannot be done, regardless of memory size. Indeed, it follows from Theorem 2 proved in Sect. 3 that no automaton can solve even weak LE in the class of all cycles. On the other hand, we will show that strong LE is feasible in all graphs with exactly n nodes using O(log n) bits of memory at each node. Here we use a strong assumption that the number of nodes is known. Notice that this assumption cannot be weakened even to knowing a linear bound on the size of the graph. Indeed, consider the following well-known example. There are two cycles:
. . , w k ) with the following port labelings. In cycle C, at node v 1 port 0 corresponds to edge {v 1 , v 2 }, and at every node v i , for i > 1, port 0 corresponds to edge {v i−1 , v i }. In cycle C at nodes w 1 and w 1 port 0 corresponds to edge {w 1 , w 2 } (resp. {w 1 , w 2 }) and at every node w i and w i , for i > 1, port 0 corresponds to edge {w i−1 , w i } (resp. {w i−1 , w i }). It is easy to see that if the adversary schedules synchronous computations, nodes w i and w i in cycle C will be always in the same state as node v i in the cycle C (of course the labels are not known to the nodes and are used only for the description). Hence the solvability of strong LE in the class consisting of these two cycles (whose sizes differ only by a factor of 2) is impossible: an automaton providing a solution for C (where leader election is possible) will incorrectly elect two leaders in C (where leader election is impossible), instead of stopping in an infeasible state.
In the sequel we will use the notion of a Universal Exploration Sequence (UXS) [23] . Let (a 1 , a 2 , . . . , a k ) be a sequence of integers. An application of this sequence to a graph G at node u is the sequence of nodes (u 0 , . . . , u k+1 ) obtained as follows: u 0 = u, u 1 is the neighbor of u 0 such that the port at u 0 corresponding to edge {u 0 , u 1 } has number 0; for any 1 ≤ i ≤ k, u i+1 is the neighbor of u i such that the port number at u i corresponding to the edge
where p is the port number at u i corresponding to the edge {u i , u i−1 } . A sequence (a 1 , a 2 , . . . , a k ) whose application to a graph G at any node u contains all nodes of this graph is called a UXS for this graph. A UXS for a class G of graphs is a UXS for all graphs in this class.
The following important result, based on a reduction from Kouckỳ [23] , is due to Reingold [33] . • k is polynomial in n, • for any i ≤ k, the integer a i can be constructed using O(log n) bits of memory.
The above result implies that a (usually non-simple) path (u 0 , . . . , u k+1 ) traversing all nodes can be computed (node by node) using O(log n) bits of memory, for any graph with at most n nodes. Moreover, logarithmic memory suffices to walk back and forth on this path: to walk forward at node u i , port ( p + a i ) mod d(u i ) should be computed when coming by port p, to walk backward,
For a fixed UXS (a 1 , a 2 , . . . , a k ) and a node u of a graph G, the signature of node u is the sequence S(u) = ((b 1 , b 1 ) . . . , (b k+1 , b k+1 )) of pairs of integers, such that b i is the port number at node u i−1 corresponding to the edge {u i , u i−1 }, and b i is the port number at node u i corresponding to the edge {u i , u i−1 }, where (u 0 , . . . , u k+1 ) is the application of the UXS (a 1 , a 2 , . . . , a k ) to graph G at node u. Thus S(u) is the sequence of pairs of port numbers corresponding to traversed edges in the walk starting at node u and constructed using the UXS (a 1 , a 2 , . . . , a k ) .
Using Proposition 4, the following result has been proved in [10] . 
Leader election in arbitrary graphs

Weak leader election
We fir st provide an intuitive description of our algorithm that solves weak LE in logarithmic memory. If nodes had large memories they could discover their whole signatures and then exchange them with all other nodes in the network. By Propositions 3 and 5, if leader election is possible, then all signatures must be different. When each node has compared its signature with signatures of all other nodes, a leader can be elected by selecting the node with the smallest signature in lexicographic order.
Since in our case the memory of a node is much too small to store an entire signature, the basic idea of our algorithm is to perform this comparison term by term, so that each node needs to recall the step of the comparison it is performing and two values only. This is made possible by exploiting universal exploration sequences from [33] . The main problem in comparing signatures in this way is the congestion caused by simultaneous execution of this task in all nodes of the network. Indeed, a node of large degree could simultaneously receive a request from each of its neighbors. Even in a network of constant maximum degree a node that is a crossing point of many paths defined by the UXS could receive up to (n) simultaneous requests. Handling linearly many requests simultaneously would require exponentially many states.
To solve this problem, we implement a policy that allows each node to handle only one request per phase, by selecting the one with the smallest rank in lexicographic order and annihilating all others. Hence, many requests for getting a given element of a signature will be lost and will have to be sent again. Nevertheless we prove that eventually every node receives a reply to all its requests.
The algorithm
We first define the annihilating policy as a procedure which specifies which message survives when a node receives some input. Notice that this policy is implemented by correctly defining the transition function π of the automaton and does not require any additional state. If a node u receives more than one non-empty message in a phase, it purges its input by calling Procedure annihilate. All non-empty messages sent in the execution of the algorithm have at least two fields called field 1 and field 2.
Procedure annihilate Let M be the set of non-empty messages received by node u in a given phase. The message m ∈ M that survives is the one with the smallest rank in lexicographic order over field 1, field 2, and the incoming port number. Node u considers this unique message (and empty messages on other ports) as its input in the given phase.
From now on we assume that a node receives at most one non-empty message in each phase. When no message is specified to be sent by a node on a given port in a given phase, the message sent on that port is the empty message.
The following procedure is the building block of our algorithms for LE.
Procedure get(i, k)
Request messages, sent during the execution of Procedure get(i, k), have eight fields.
Field 1 contains the distance between the originator and the target from which information is sought. The distance is counted along two distinct applications of Y . The first application, called path A, is at the originator u and is used for the first i steps, up to a given node v. The second application, called path B, is at v and is followed for k steps up to the target node t (see Fig. 1 ). Field 2 contains the overall number of nodes that still have to relay the message. Field 3 contains the distance between node v and the target node t from which information is sought, counted along path B. Field 4 contains the number of nodes in path B that still have to relay the message. Field 5 contains the distance between node u and node v, counted along path A. Field 6 contains the number of nodes in path A that still have to relay the message. Field 7 will contain the entry port r on path A at node v. Field 8 will contain the pair of port numbers (q, q ) that is the information sought at the target t.
it proceeds as follows.
if z > i, then node w is on path A and relays message m forward along this path by sending message
if z = i and y = 2k, then node w is equal to v. It relays message m forward along path B by sending message 
It relays message m backward along path B by sending
if z = i and 0 < y < k, then node w is in path B and relays message m backward along this path by sending
if z = i and y = 0, then node w is equal to v. It relays message m backward along path A by sending message Procedure get(i, k) allows a node u to obtain the k-th term of the signature of the i-th node in the application of Y at u. The procedure is defined for parameters i ≥ 0 and k > 0. In particular, get(0, k) allows a node to obtain the k-th term of its own signature. We now provide a detailed description of the algorithm using the above procedure.
Algorithm Weak Leader Elect
Each node maintains two counters, k and i, initialized to 1. Counters track the step in the signature comparison process. In phase 0, each node initiates Procedure get(0, 1).
• A node u that initiated get(0, k) and did not receive yet a reply to its request, reinitiates get(0, k) in each phase in which it receives only empty messages.
• When a node u gets a reply in Procedure get(0, k), it stores S(u)[k] and initiates get(i, k).
• A node that initiated get(i, k) and did not receive yet a reply to its request, reinitiates get(i, k) in each phase in which it receives only empty messages.
• When a node u gets a reply in Procedure get(i, k), it compares the outcome of the procedure, call it o, with • A node enters a leader state when its counter i reaches value |Y |+1. A node in a leader state keeps participating in the algorithm only by acting as a relay node.
Lemma 1 Algorithm Weak Leader Elect elects a unique leader whenever it is possible.
Proof The correctness of the algorithm immediately follows from Propositions 3 and 5, if all requests are replied. Hence, in order to prove the lemma, we have to show that nodes get replies to all their requests after a finite number of trials. We consider a message smaller than another, if field 1 of the first message is smaller than field 1 of the second message, or if fields 1 are equal and field 2 of the first message is smaller than field 2 of the second message.
Let m be a message with minimum rank, in lexicographic order over field 1 and field 2, in a snapshot of the network at time t. Let t > t be the first time when message m is either annihilated or relayed. Message m can be annihilated, if and only if it collides in a given node u with a smaller message m or with a message with the same values for field 1 and 2 that is coming from a port with smaller number.
Recall that, whenever a message is relayed by a node, the value of its second field is decreased by 1, thus producing a new message m smaller than m. Hence, regardless of whether message m is annihilated or relayed at time t , a message m smaller than m must exist in the network at that time. Fields 1 and 2 of any message are positive integers bounded by 2|Y | and 4|Y | − 1, respectively. Hence, after a finite amount of time, there will be a message that cannot be annihilated, and thus the originator of the request corresponding to this message will get a reply.
Since at most 2n|Y | 2 requests need to be replied during an execution of the algorithm and, once a request is replied, it is never sent again, all requests will be replied after a finite number of trials, which proves the lemma.
Since Algorithm Weak Leader Elect requires every node to keep only constantly many counters of size logarithmic in n, we get the following theorem.
Theorem 1 There exists an automaton with O(log n) bits of memory that solves weak LE in the class of graphs with at most n nodes.
We now provide a matching lower bound on the memory size required to solve weak LE, which holds already on the class of rings, and is valid even for synchronous computations.
Theorem 2 An automaton with (log n) bits of memory is required to solve weak LE in the class of rings with at most n nodes.
Proof Consider a ring on three nodes (see Fig. 2a ) such that nodes can be colored black, yellow, and green respecting the following three conditions:
1. port 0 of the black node leads to the yellow node; 2. port 0 of the yellow node leads to the black node; 3. port 0 of the green node leads to the yellow node.
Call this ring R 3 . LE obviously admits a solution in R 3 as, e.g., the black node is the only node that can receive messages sent both from port 0 and port 1 of its neighbors. Let A be an automaton that solves weak LE in rings of at most n nodes, for n ≥ 3. Let x be the number of states of A and suppose that 2x 3 + 10 ≤ n. Consider a synchronous execution given by automaton A in R 3 . Such an execution must elect a leader in R 3 within x 3 rounds. Indeed x 3 is an upper bound on the number of possible state configurations of nodes in network R 3 .
Assume, without loss of generality, that the black node is elected as a leader in R 3 . Now consider the ring obtained as follows. First construct a ring with 2·3 x 3 /3 +6 ≤ 2x 3 +12 nodes whose nodes can be colored black, yellow, and green respecting condition 1, 2, and 3 above. Call this ring R x (see Fig. 2b with dashed edges and nodes on the right-hand side). Then remove from R x one yellow node and the green node adjacent to it, connecting the two neighboring black nodes by an edge (see Fig. 2b with the dashed part replaced by a continuous edge). Call the obtained ring R x . It has at most 2x 3 + 10 nodes. In a synchronous execution on ring R x , all black nodes must be elected as leaders; indeed yellow, green and black nodes would get exactly the same messages in ring R x as nodes with the respective colors in ring R 3 .
On the other hand, LE admits a solution on ring R x (as all nodes have distinct views). Thus automaton A should elect a unique leader in this ring, because the size of the ring is at most n. This is impossible, as two black nodes exist in network R x (namely, the two black nodes on the left-hand side of Fig. 2b ) that are at distance at least x 3 from each of the two adjacent black nodes. Hence they would receive, in a synchronous execution in R x , the same sequence of messages, as in a synchronous execution in R x , up to the round when all black nodes would be elected as leaders in R x . Hence, A cannot solve weak LE in the class of rings with at most 2x 3 + 10 nodes, which proves the theorem.
Strong leader election
Algorithm Strong Leader Elect for solving strong LE in n-nodes networks can be obtained by making each node compare signatures of all other nodes, keeping count of how many distinct ones it finds in the network. As different signatures correspond to different views, and leader election is possible in a network with n nodes, if and only if all nodes have different views, the feasibility of LE in a n-node graph is equivalent to the existence of n distinct signatures. Algorithm Weak Leader Elect can then be applied, in solvable instances, in order to elect a unique leader.
We provide a detailed description of our algorithm for strong LE, using the following procedure.
Procedure compare_signatures(q, r ) Node u compares the signature of the q-th node in the application of Y at u with the signature of the r -th node in this application by repeatedly calling Procedure get(q, k) and get(r, k), for k ranging from 1 to |Y |, and comparing the received terms.
If the two signatures are equal, the outcome of Procedure compare_signatures(q, r ) at node u is 0, otherwise it is 1.
Algorithm Strong Leader Elect
It should be noted that different nodes could determine at different times whether leader election is possible or not in the given network. Hence, some node could be executing Algorithm Weak Leader Elect, while other nodes are still busy discovering that leader election is possible in the given network. Interference between nodes executing stage 1 and nodes executing stage 2 of Algorithm Strong Leader Elect is avoided by letting nodes still executing stage 1 treat messages from stage 2 as empty messages. Nodes executing stage 2 also assign higher priority to serving messages originated by nodes still executing stage 1. We omit the details of how to modify Procedure annihilate in order to implement such a policy.
Lemma 2 Algorithm Strong Leader Elect elects a unique leader whenever it is possible. If leader election is impossible, all nodes enter an infeasible state.
Proof By Proposition 5, LE admits a solution in a network, if and only if all nodes have distinct signatures. Counter d in Algorithm Strong Leader Elect is increased by 1, if and only if the recently checked signature is different from all the already checked ones. It follows that each distinct signature is counted exactly once by any node u executing the algorithm, as long as all requests are replied. The argument from the proof of Lemma 1 shows that all requests are replied after a finite number of trials in Algorithm Strong Leader Elect as well. Hence, upon completion of stage 1, counter d of a node has value n, if and only if LE is feasible. This concludes the proof.
Algorithm Strong Leader Elect requires every node to keep only constantly many counters of size logarithmic in n, plus counters needed for executing Algorithm Weak Leader Elect. Hence, as a consequence of Theorem 1, we get the following result.
Theorem 3 There exists an automaton with O(log n) bits of memory that solves strong LE in the class of graphs with exactly n nodes.
Notice that the lower bound (log n) on the memory size needed to solve weak LE for the class of graphs with at most n nodes (proved in Theorem 2) does not immediately imply a similar lower bound for strong LE for the class of graphs with exactly n nodes. Indeed, the argument used for weak LE relies on rings of different sizes, while in strong LE the automaton is designed for a specific value of n. Nevertheless, a similar lower bound, showing that the automaton from Theorem 3 is also optimal, can be obtained as follows.
Proposition 6 An automaton with (log n) bits of memory is required to solve strong LE in the class of n-nodes rings.
Proof Assume, for contradiction, that an automaton A with x states solves strong LE for the class of rings with n nodes, where n > 2x +1. Consider a ring R on n nodes, where ports at the endpoints of each edge have labels 0 and 1. Consider a synchronous execution scheduled by the adversary. Leader election in this ring is impossible, and since the synchronous adversary does not break the symmetry, strong LE requires all nodes in this ring to enter an infeasible state. Assume that a copy of automaton A is placed in all nodes of R and consider a synchronous execution scheduled by the adversary. As all nodes in R are identical, they are always in the same state. Hence, a repeated configuration of states is reached within x rounds. It follows that x is an upper bound on the round number when all nodes in R must enter an infeasible state. Now consider the ring R , obtained by inverting port labels of one node. Leader election is possible in this ring, however, nodes at distance larger than x from the node with inverted port labels would receive, in a synchronous execution in ring R , the same sequence of messages as in a synchronous execution in ring R, up to the round when they entered an infeasible state in ring R. Hence these nodes must enter an infeasible state in ring R as well, contradiction.
Leader election in trees
In this section we provide an upper bound O(log log ) on the number of memory bits required to solve strong LE in trees with maximum degree . We also show that no automaton can solve even weak LE in all trees.
A tree T has a central node, if and only if, it has even diameter D. The central node in this case is the unique node that is the starting point of (at least) two edge disjoint paths of length D/2. If a tree T has odd diameter D, then it has a central edge. This unique edge is the central edge of any path of length D in T . LE is always possible in trees with a central node, while trees with a central edge admit LE, if and only if, the two subtrees rooted at the endpoints of the central edge are not isomorphic 1 (either because of differences in the topology or different port labelings).
Consider the set T 0 of rooted trees where each node has label 0 at the port leading to its parent. Such a n-node tree can be encoded by a binary string of length 2n − 2. This is done by performing a depth-first visit of the tree, driven by increasing order of port numbers at each node, and writing 1 every time an edge is traversed going down, and 0 every time an edge is traversed going up. A tree T ∈ T 0 can be reconstructed from its code as follows. Start from the root, making it the current node. In every step of the reconstruction we have a suffix σ of the code and a current node v. In the first step σ is the code. If the first element of σ is a 1, attach a new child to v, label the port connecting v to this child with the smallest port number not yet assigned at node v. Also assign label 0 to the port at the child connecting it to v. The child becomes the current node at the next step. If the first element of σ is a 0, the parent of v becomes the current node at the next step. In both cases, the first element of σ is removed.
A string s of length 2n − 2 belongs to the set C n of well formed codes, if and only if it has n−1 ones, n−1 zeroes, and no prefix of s contains more zeroes than ones. The coding and decoding functions described above define a bijection between the set C n and the set of all n-node trees in T 0 . This is a subset of the trees we want to handle, as in general the port number leading to the parent of a node v is arbitrarily chosen between 0 and d(v) − 1. This difficulty can be overcome, thus defining a bijection between the class of all rooted trees with port numbers and their representations as code strings, as follows. Consider an internal node w. Let i be the port number, at w, of the edge connecting w to its parent. Let u be the child of w such that the edge between w and u has port number i + 1 at w. Then add the symbol into the code before the first visit to u. Denote such an augmented code of a tree T by B(T ). From now on it is called the code of T . As symbol has been added to the code, resulting in a ternary alphabet, we use 2 bits to represent each symbol in code B(T ) without ambiguities.
Strong LE in trees using O(log log ) memory bits
We first give an overview of our algorithm. Algorithm Tree Leader Elect solving strong LE in trees has three stages. In stage 1, the tree is pruned, starting from the leaves, until only one node or one edge remains. If only one node remains after pruning, this node can be elected as a leader. When the pruning ends on an edge, LE is possible, if and only if, the two subtrees rooted at the endpoints of the edge are not isomorphic.
Stage 2 determines, when the pruning ends on an edge, whether the two subtrees, rooted on the endpoints of the unpruned edge, are isomorphic or not. If not, a unique leader is elected, otherwise LE is impossible. Endpoints of the unpruned edge coordinate the process of comparing the two subtrees, however, the memory of each node is so small that it cannot even save one port number. Hence, no single node can track the progress of the comparison on its own. Information allowing to perform the comparison is thus distributed among many nodes in the subtrees, so that no node needs to store more than constantly many counters, whose values are bounded by log . The comparison is done by performing a pre-order visit of each subtree; flags are used to identify nodes in the path from the root of the subtree to the currently visited node, i.e., the owner of the token. This owner is responsible for generating the next symbol of the augmented code of the subtree rooted in one of the endpoints of the unpruned edge, and for sending it up to this endpoint. Each of the endpoints of the unpruned edge compares each symbol received from its subtree with the corresponding symbol obtained from the other subtree. If two mismatching symbols are found, the symmetry is broken and a leader is elected, otherwise, each endpoint resumes the visit of its subtree by broadcasting a request for the next symbol to all its neighbors. Among them, exactly one is flagged and will relay the request down the tree towards the current owner of the token.
While moving the token from a parent to its first child is easy, moving the token from a child to the next child, or determining that all children have been already visited and thus the token has to be sent back to the parent, is much harder, as port numbers determining the ranks of the children in the pre-order visit are too large to be kept in the memory of any single node. Procedure Move Token, described below, is the fundamental building block of the algorithm. The procedure allows to move the token from a child to the next child to be visited (or back to the parent when all children have been already visited), using only one counter of O(log log ) bits at each node to enable the execution of a distributed binary search among children.
In stage 3, success or impossibility of LE is broadcast to all nodes, thus allowing non-leader nodes to correctly enter a non-leader or an infeasible state, according to the outcome of the election.
Procedure Move Token
The procedure is initiated by the parent w of the current owner v of the token.
We assume that either w is one of the endpoints of the central edge, or it has at least one neighbor that is marked ascending (namely, its parent). This invariant will hold at each call of the procedure in Algorithm Tree Leader Elect.
Each node u has a counter c(u) that is set to 0 when the procedure is initiated. Let p(u) be the port number, at w, connecting w to node u. Moreover, let x be the number of bits allowed by the memory size to be assigned to a counter c(u). O(log log ) memory bits are enough to guarantee 2 2 x ≥ , and this is all we will need.
The following block of 4 phases is iterated 2 x times, counted by c(w) ranging from 0 to 2 x − 1. Nodes that are candidates to obtain the token are all the neighbors u of w, having p(u) ≥ 1, that are not marked and do not own the token.
1.
In phase 1, node w sends message < c(w) > to all its neighbors. Each such message also carries the value p(u) corresponding to its destination node u. If w sent message < small, c(w) > in phase 3, each candidate node u stops being a candidate if p(u) − k − 1 ≥ 2 2 x −c(w)−1 . After 2 x iterations of the above block, the remaining candidate node, if it exists, sends message < success > to all its neighbors and obtains the token. The next phase is used by node w to inform its children (in particular node v), if the token has been moved to the next child or not.
In phase 2, let k
Procedure Move Token chooses the node u such that p(u) = p(v) + 1 as the new owner of the token, if such a node exists among children of the node w that initiated the procedure. The procedure can be easily modified to choose the node u such that p(u) = p(v) + 2, in the case when w is connected to its parent (i.e., its only neighbor marked ascending) through port p(v) + 1. This is done by letting a candidate node u lose (i.e., stop being a candidate), in phase 4, if p(u) − k − 2 < 2 2 x −c(w)−1 when a < large > message was sent by its parent, and if p(u) − k − 2 ≥ 2 2 x −c(w)−1 , when a < small > message was sent by its parent. Values s i , which determine k, are computed in this case as follows.
j=1 s j 2 2 x − j , and s i = 0 otherwise.
We now proceed to a detailed description of the algorithm using the above procedure.
Algorithm Tree Leader Elect
The algorithm has 3 stages.
Stage 1 (Pruning). Nodes of the tree can be in three types of states: internal, ready for pruning, and pruned. In phase 1 a leaf enters a ready for pruning state while nodes of degree larger than 1 enter an internal state. A node in an internal state enters a ready for pruning state, when all its neighbors but one are in a pruned state.
A node u that enters a ready for pruning state in phase i enters a pruned state in phase i + 1 if one of its neighbors (i.e., its parent) remained internal in phase i. If the parent v also entered a ready for pruning state (i.e., one neighbor of u is ready for pruning and all others are pruned) in phase i, then edge (u, v) remains unpruned and its endpoints start executing stage 2 of the algorithm.
A node u in an internal state in phase i becomes the leader in phase i + 1, if all its neighbors where in a pruned state in phase i. In this case stage 2 is skipped, node u becomes the leader and broadcasts successful election to all other nodes in stage 3.
Stage 2 (Comparing). The endpoints of the unpruned edge coordinate the process of comparing their respective subtrees as follows. Nodes in stage 2 can be marked ascending, descending, or be unmarked. Moreover, exactly one node in each subtree can be the owner of the token.
In the first phase of stage 2, each endpoint of the unpruned edge offers the token to the node connected through port 0. The token is accepted by this node (by means of an acknowledgement sent to all its neighbors in the next phase), unless the node is the other endpoint of the unpruned edge. After reception of the acknowledgement from its child, the endpoint sends a code message < 1 > to all its neighbors and waits for the corresponding message to be sent by the other endpoint. If the acknowledgement was not received, the endpoint offers the token to its child connected through port 1 and sends a code message < 1 > to all its neighbors after reception of the acknowledgement from this child. Then, the endpoint waits for the corresponding message to be sent by the other endpoint.
After comparing two corresponding symbols of the codes, each endpoint resumes the visit of its subtree by sending to all its neighbors a request for the next symbol. Among children of an endpoint, exactly one either owns the token, or is marked as descending. When a descending node receives a request for the next symbol, it marks itself as ascending and relays the request by sending it to all its neighbors. When the owner v of the token receives a request for the next symbol, it acts differently according to the following cases.
1. If v is a leaf, then it sends code message < 0 > to its parent, together with the token. 2. If v is an internal node that never received a request for the next symbol, it first offers the token to the node connected through port 0. If this node is not marked as ascending, it accepts the token and notifies v in the next phase. In this case, node v loses the token, marks itself as descending, and sends code message < 1 > to all its neighbors. If port 0 connects node v to its parent, then v did not receive the confirmation of acceptance of the token. If this is the case, node v offers the token to the node connected through port 1. When this node accepts the token, node v loses it, marks itself as descending, and sends code message < 1 > to all its neighbors. Notice that since v is an internal node receiving a request for the next symbol for the first time, either port 0 or port 1 connect v with one of its children that has not been visited yet. 3. If v is an internal node that receives a subsequent request for the next symbol, v notifies its parent w, which in turn initiates Procedure Move Token. If Procedure Move Token is successful, node w marks itself as descending and sends code message < 01 > to all its neighbors. Otherwise, the modified version of Procedure Move Token is initiated by w, trying to move the token from the child connected through port i to the one connected through port i + 2. If the modified version of the procedure is successful, node w marks itself as descending and sends code message < 0 1 > to all its neighbors. If both versions of Procedure Move Token fail to assign the token to a child of w, then all children of w have been already visited. Hence, node w gets the token, and sends the code message < 0 > to all its neighbors. When a node v loses the token, it unmarks itself.
Nodes marked as ascending that receive a code message, mark themselves as descending and relay the code message to their parent by sending it to all their neighbors.
Stage 2 ends with a successful election when the endpoints of the unpruned edge receive two corresponding code messages that do not match, or if one endpoint receives the token back from its last child while the other endpoint has still a code message to compare. In this case, the node with the lexicographically smaller code message (or the one that received the token back) becomes the leader. If both endpoints receive the token back, the subtrees are isomorphic and thus leader election is impossible.
Stage 3 of the algorithm is initiated by the endpoints of the unpruned edge in order to broadcast the outcome of the election to all nodes in their respective subtrees.
Stage 3 (Broadcasting). Broadcast the outcome of the election (elected/impossible) to all nodes in the tree. A node that gets message < elected > enters a non-leader state and a node that gets a message < impossible > enters an infeasible state. Proof We prove by induction on iteration i = 0, . . . , 2 x − 1 in the procedure that ports p(u) of candidate nodes after phase 4 of iteration i are integers in an interval of length at most 2 2 x −i−1 . Moreover, if j = p(v), then the child z of w such that p(z) = j + 1 is a candidate in all iterations, provided that it was a candidate in iteration 0. As the length of the interval of candidate nodes is at most 1 in iteration 2 x − 1, the lemma will follow.
Lemma 3 Let
Assume that port j + 1 does not connect node w to its parent. Then node z (if it exists), is a candidate in iteration 0. If j ≥ 2 2 x −1 , w relays a < large > message in phase 3 of iteration 0, and in phase 4 of the iteration all nodes u such that p(u) − 1 < 2 2 x −1 stop being candidates. If this is the case, j + 1 > 2 2 x −1 and z remains a candidate. If j < 2 2 x −1 , w relays a < small > message in phase 3, and in phase 4 all nodes u such that p(u) − 1 ≥ 2 2 x −1 stop being candidates. If this is the case, j + 1 ≤ 2 2 x −1 and z remains a candidate. In both cases values of p(u), for all candidate nodes u, range in an interval of length at most 2 2 x −1 at the end of iteration 0. This completes the basis of the proof by induction.
By the inductive hypothesis, after phase 4 of iteration i, z is a candidate node, and ports connecting w to the candidate nodes range in an interval of length at most 2 2 x −i−1 . In particular, these port numbers are in an interval of the form
. It follows that all candidate nodes compute the same value k computed by v in iteration i + 1, and thus react properly to < small > and < large > messages by stopping being candidates in phase 4 of iteration i
Hence the length of the interval of candidate nodes is at most 2 2 x −i−2 and contains j + 1. This concludes the proof by induction.
Lemma 4 Algorithm Tree Leader Elect performs strong LE in any tree.
Proof It is easy to see that stage 1 of Algorithm Tree Leader Elect correctly prunes the tree ending with either a single node or a single edge. If a single node remains, it is elected as a leader. When a single edge remains after pruning, the endpoints of this edge compare the codes representing their subtrees, by segments of at most 3 symbols, when executing stage 2 of the algorithm. If the subtrees are not isomorphic, their codes are different, and this difference will eventually be discovered by both endpoints of the unpruned edge, that will thus agree on the leader. If the two subtrees are isomorphic, the comparison process will end without finding any difference, thus allowing both endpoints of the unpruned edge to agree on the impossibility of LE.
Stage 3 of Algorithm Tree Leader Elect allows all nodes to learn the outcome of the election, both in the case of success and in the case of impossibility, which completes the proof.
Theorem 4
There exists an automaton with O(log log ) bits of memory, that solves strong LE in the class of trees with maximum degree at most .
Proof Stages 1 and 3 of Algorithm Tree Leader Elect require an automaton with only constantly many states. As for stage 2, the only task requiring more than constantly many memory bits is moving the token among sibling nodes, by means of calls to Procedure Move Token. All values exceeding log (e.g., port numbers) that appear in the description of Procedure Move Token are handled by the state transition function of the automaton, and never need to be stored in the memory of a node. Indeed, the procedure requires the parent w of the current owner of the token to store only the iteration number (which ranges from 0 to 2 x − 1 ∈ O(log )) and other nodes to remember only whether they are candidates or not. Hence O(log ) states of the automaton are enough, which implies that O(log log ) memory bits are sufficient.
Impossibility of a universal leader election automaton for trees
In this section we prove the following impossibility result which remains valid for strong LE as well. The state of a given leaf l h, p at the beginning of a given phase only depends on the trace of the central node v h to which the leaf is connected, up to the previous phase.
For any automaton with C states, we can describe the transition function of a given h-leaf as a transition matrix mapping each pair of states (the state of v h and the state of the h-leaf) to a new state of the h-leaf. This matrix has C 2 cells; each cell of the matrix contains a value chosen among the C possible states for the h-leaf. Hence at most X = C C 2 distinct matrices exist. The value of p determines the transition matrix of the h-leaf l h, p . The leaf l h, p is equivalent to l h,q , denoted by l h, p ≡ l h,q , if l h, p and l h,q have the same transition matrix. Notice that two equivalent h-leaves are always in the same state.
In a (h, h)-tree, traces t h,h (i) of the two centers are equal, for any value i. Informally speaking, we can construct a transition function π whose input consists of the current state of node v h and messages from pairwise non-equivalent h-leaves. We can then construct an automaton A having π as its transition function. Now consider two (h, h)-trees. Tree T contains copies of automaton A in all nodes. Tree T contains copies of automaton A in the central nodes and copies of automaton A in all leaves. The function π is such that, for all values i, traces pair ( p, q) such that l h, p ≡ l h, q . An input of function π for the copy of automaton A placed in a central node of a (h, h)-tree is always legal. Indeed, the states of the two central nodes are equal in any phase and the states of equivalent h-leaves are equal in any phase. Two nodes in the same state always send the same message on the same port.
Hence we can define the following bijection α, whose domain is the set J of legal inputs and whose set of values J has cardinality bounded by C X +1 . Let α : J −→ J , α ((S, m 0 , m 1 , . . . , m h )) = (λ * (S), m z 1 , . . . , m z r ) , where all integers z i are indices of pairwise non-equivalent h-leaves and r ≤ X . As α is a bijection, we can also define its inverse
Once function α has been defined, the transition function π we are seeking can be constructed as follows. π : J −→ S, π (α(σ )) = π(α −1 (α(σ ))) = π(σ ).
Now we can prove that C X +1 is an upper bound on the number of reachable state configurations of nodes in a (h, h)-tree. Indeed, the existence of the bijection α shows that C X +1 is an upper bound on the cardinality of the set of legal inputs, and we already proved that the input of each central node of a (h, h)-tree is legal in all phases. The upper bound C X +1 on the number of distinct legal inputs in a central node was obtained by counting as distinct those inputs that are produced by distinct configurations. This yields the upper bound C X +1 on the number of reachable state configurations of one central node and of leaves adjacent to it. Since in a (h, h)-tree centers are always in the same state and corresponding leaves as well, we conclude that C X +1 is an upper bound on the number of reachable state configurations of all nodes in a (h, h)-tree.
In any (h, h)-tree, traces with more than C X +1 terms will thus induce a repeated configuration of states of all nodes. As C X +1 does not depend on the value h, infinitely many triples (a, b, c), with a < b < c, exist, such that t a,a (i) = The argument from the proof of Theorem 5 shows in fact that an automaton with C states cannot solve weak LE in the class of trees of maximum degree C C C 2 +1 . This implies that the minimum number of memory bits of an automaton solving weak LE for all trees of maximum degree is (log log log ).
Conclusion
We gave upper and lower bounds on the number of memory bits at nodes, required to solve both strong and weak leader election. For arbitrary graphs these bounds are tight and they are (log n) for n-node networks. For trees of maximum degree we gave an upper bound O(log log ) and a lower bound (log log log ). This yields the following open problem.
What is the minimum number of memory bits of an automaton that can solve weak (respectively strong) LE in the class of trees of maximum degree ?
A problem related to strong LE is to identify impossible instances, i.e., instances for which, for any algorithm there exists an adversary that makes this algorithm fail accomplishing LE. (Recall that even for such instances, LE can sometimes be accomplished against some asynchronous adversaries.) While in our algorithm for arbitrary graphs all nodes enter an infeasible state for any adversary in all impossible instances, this is not the case for our algorithm for trees. (Our algorithm can "accidentally" elect a leader in an impossible instance, due to the "help" of some adversaries.) Applying our algorithm for general graphs to n-node trees, would allow to recognize impossible instances using (log n) memory bits. However, the following modification of our algorithm for trees permits to recognize impossible instances using only O(log log ) memory bits for trees of maximum degree .
Procedure Move Token allows us to perform a visit of a tree starting from a given node u using O(log log ) memory bits. If an execution of Algorithm Tree Leader Elect successfully elects a leader u, Procedure Move Token can then be used to repeatedly apply Stage 2 of Algorithm Tree Leader Elect using each edge of the tree as the unpruned edge. LE is impossible, if and only if, some execution of this stage results in a failure (the edge unpruned in this execution is the central edge and joins two isomorphic subtrees).
In this paper we focused on the size of memory, while most of the literature was concerned with time and message complexity of leader election. This yields the following problem.
What are the tradeoffs between memory size at nodes and time or message complexity of leader election?
