Introduction
In this paper we will study Boussinesq (1.1) where v.\i are real constants and 0 < 9 < 1. (The variables in (1.1) are nondimensional but unsealed. If we denote the nondimensional depth variable by z, then the bottom of the channel lies at z = 1, while the horizontal velocity of the fluid v is evaluated at the nondimensional height z = 1 + 6(1 + 7/(x.f)).)
As it is explained in detail in [6] , the Boussinesq approximation, on which (1.1) is based, is valid when e := A/ho -C 1, A//io 3> 1, and the Stokes number S AX2/h^is of order 1; here A is the maximum free elevation above the undisturbed level of the fluid of depth Iiq and A a typical wavelength. Letting 5=1 and working in scaled, nondimensional variables, one may derive from the Euler equations, by appropriate expansion in powers of e. the scaled version of (1.1) Concerning the Cauchy problem for (1.1) we shall prove that it is locally well-posed in suitable Sobolev classes, when b > 0 and d > 0. This result gives at once the local well-posedness of (1.3) (with zero right-hand side) on a temporal interval [O.To] independent of e. This is not very satisfactory for modelling purposes, since the physically relevant temporal regime for (1.3) is from 0(l/e) up to Oil/e2). In fact, our well-posedness result is shown to be valid for times up to 0(l/ea) for any a < 1/2.
It is worth noticing that the class of fully symmetric systems (1.4) derived in [8] , has an existence theory up to times 0(l/e).
On the other hand systems of type (1.1) (or (1.3) with zero right-hand side) are Hamiltonian when b = d.
However, contrary to the one-dimensional case (see [7] ), the conservation of the Hamiltonian cannot be used to yield a global well-posedness result.
Many systems of the form (1.1) possess line solitary wave solutions, as it may be easily seen: We seek travelling wave solutions of (1.1) of the form »?(x,i)=»7(0. v(x,t)=v(0, (1.5) where £ = a x est 7"o, ?"o £ K. i.e. solutions of (1.1) that travel with constant speed cs without change of form along the direction of the vector a = (ax,ay), a2, + a2 = 1. We will assume that. 77(C) and v(£) tend to zero, along with their derivatives with respect to £, as [£| » 00, and that the component of the velocity of the fluid perpendicular to a is zero.
Making the change of variables u = axv-\ + ayV2, v = ayv\ axV2, assuming v = 0. substituting (1.4) into (1.1) and integrating once, we see that ?y(^) and u(£) satisfy the equations -e,,?? + u + rju + au" + csbif = 0 , -.
-csu + r] + \u2 + cq" + csdu" =0.
( " ' for 00 < Ç < 00, which is precisely the system of o.d.e's satisfied by the solitary waves of the one-dimensional Boussinesq system of the form (1.1). Existence of the solitary waves for these one-dimensional systems has been studied by Toland [20] ; cf. also [11] . For example, in the case of the Bona-Smith family of systems [5] , i.e. systems corresponding to the constants o = 0, 6 = d=^^, c=2^.. 2-<e2<i, where v.\i are real constants and 0 < 9 < 1. (The variables in (1.1) are nondimensional but unsealed. If we denote the nondimensional depth variable by z, then the bottom of the channel lies at z = 1, while the horizontal velocity of the fluid v is evaluated at the nondimensional height z = 1 + 6(1 + 7/(x.f)).)
( " ' for 00 < Ç < 00, which is precisely the system of o.d.e's satisfied by the solitary waves of the one-dimensional Boussinesq system of the form (1.1). Existence of the solitary waves for these one-dimensional systems has been studied by Toland [20] ; cf. also [11] . For example, in the case of the Bona-Smith family of systems [5] , i.e. systems corresponding to the constants o = 0, 6 = d=^^, c=2^.. 2-<e2<i, (1.7) one may prove, using the techniques of Toland. (cf. [11. 12] ) that solitary waves exist for any 6. B2 ¤ [2/3. 1], and any value of cs > 1. Therefore, these systems have line solitary wave solutions for all directions. In case | < 02 < 1, one may, in addition, find, following the procedure of [10] , that for each 6, 92 ¤ (7/9.1) the system (1.1) has one closed form solitary wave solution of the form ??s(x,7j) = ??o sech2(A(a x -cst)).
vu(x,t) = Baxih(x,t), (1.8) t)2s(x,i) = Bayns(x,t). One may also find cnoidal wave exact solutions following [21] , p. 469-470. For example, in the case of the Bona-Smith system with 02 yj . we find the exact solution 7k(x,*) = 2cn2
/99. (a-x-c*)
, 7Jis(x,rj) = BaTiis(x.t), v2s(x,t) = Bavi]s(x,t),
where, in the notation of [21] . In what follows, in Section 2 we prove that the Cauchy problem for (1.1) is locally well-posed in suitable Sobolev classes when b > 0 and d > 0. This well-posedness result is valid for times up to 0(l/eQ) for any q < 1/2. In Section 3 we consider the initial-boundary value problem for the BBM-BBM system (which is the system of Bona-Smith type corresponding to 62 = 2/3) on a bounded convex plane domain with zero Dirichlet boundary conditions. We discretize the problem in space by the standard Galerkin method in subspaces of Hq and prove optimal-order L2 and H1 error estimates for the resulting semidiscrete approximations of 7/ and v. In Section 4 we consider the case a = 0, b = d > 0, c < 0, which includes the rest of the Bona-Smith class, i.e. the systems with 2/3 < 02 < 1 in (1.7) (for a treatment of an initial boundary-value problem in one dimension.
cf. [4] ). We discretize the analogous initial-boundary value problem on rectangles using the standard Galerkin method with tensor products of smooth splines, i.e. subspaces of H2. due to the nonvanishing coefficient of the AV77 term in (1.1). For such semidiscretizations we prove optimal-order error estimates in H2 for the approximation of 7/ and H1 error estimates of sub-optimal order for v. In Section 5 we make an experimental study of the spatial orders of convergence in various norms of fully discrete approximations of the semidiscrete systems presented in Sections 3 and 4. The discretization in time is effected through explicit Runge-Kutta schemes, since the o.d.e. semidiscrete systems are not stiff. We close the paper by reporting on the results of various numerical experiments that we performed, aimed at approximating expanding waves and studying the generation and interactions of line solitary waves for the BBM-BBM and the Bona-Smith system with 62 = 1.
2. Well-posedness of the Boussinesq system (1.1)
Following the general lines of the analogous proofs of [7] we will prove the following result: vu(x,t) = Baxih(x,t), (1.8) t)2s(x,i) = Bayns(x,t). We note that in terms of (/), 7/1,7/2), This result is, of course, not satisfactory. The correct existence time should be at least 0(l/e). Note that (2.5) ceases to be formally valid as a model for time scales beyond 0(l/e2). We note that the existence time for the fully symmetric systems (1.4) with a c and b, d > 0 was proved to be 0(l/e) [8] .
We sketch below a proof of the fact that the existence time for (2.5) is at least 0(l/e^t2~). For simplicity, we deal only with the Hl theory (s = 1 in Thm. 2.1). The key point is the following lemma.
Lemma 2.4. Let 0 < 0 < 1. Then, there exists C > 0 such that ||eV(7 -eA)-1^! < Ce0/2\\v\\0 (2.6) for 0 < £ < 1.
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We note that in terms of (/), 7/1,7/2), Note that /? can be chosen arbitrarily, close (but not equal) to 1 in (2.7).
As a consequence of this lemma, the nonlinear i/1 estimate in the contraction argument in the proof of Theorem 2.1 will lead to an existence time of order 0(e~/3/'2). Remark 2.5. As noticed in [7] in the one-dimensional case, ( Note that /? can be chosen arbitrarily, close (but not equal) to 1 in (2.7).
As a consequence of this lemma, the nonlinear i/1 estimate in the contraction argument in the proof of Theorem 2.1 will lead to an existence time of order 0(e~/3/'2). Remark 2.5. As noticed in [7] in the one-dimensional case, ( for v G Hs n Hi. Moreover, it is known (cf. [16, 17] ) that ||« -iMIoo < C{v)-r(h)t for v G W^n Hi, (3.4) where^(h) = hr\ log/i|r with f = 0 if r > 2 and 0 < f < oo if r = 2.
Last but not least, we mention the inverse estimates for Si,.
Hxlli < Ch-'WxW, and Hxlloo < Ch^M, (3) (4) (5) for all x G 5;, , which are consequences of the quasi-uniformity of 7/, .
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GALERKIN-FINITE ELEMENT SEM1DISCRETIZAT10N OF THE BBM-BBM SYSTEM
In this section we shall analyze the standard Galerkin-finite element semidiscretization of an initial-boundary value problem for the BBM-BBM system, which corresponds to the choice of parameters a = c = 0, b = d = 1/6 in (1.1). We shall prove the convergence results for a general b d > 0 but will use in the computations b = d= 1/6. (In the sequel we shall use the notation v = (u. v) for the components of the velocity.) Let T > 0. We consider the initial-boundary value problem:
We let fi be a convex, plane domain and assume that the problem (3.1) possesses a unique solution (rj.u.v). We define the bilinear form ao ' Hq x Hq * R, by the formula
It is obvious, that arj is symmetric, bounded and coercive on Hq x Hq. We also define the elliptic projection Rh : Hq1 -i Si, . so that aD(Rhv,x) = aD(v,x), for all v G Sh. Hence, we have immediately that ||iî/,u[[i < C||t>|[i, for all v G Hq. It is well-known that, as a consequence of (3.2) and elliptic regularity, we have, for k = 0 or 1, that \\v-Rhv\\k<Chs-k\\v\\s, 2<s<r, (3.3) for v G Hs n Hi. Moreover, it is known (cf. [16, 17] ) that ||« -iMIoo < C{v)-r(h)t for v G W^n Hi, (3.4) where^(h) = hr\ log/i|r with f = 0 if r > 2 and 0 < f < oo if r = 2.
We define now the semidiscrete approximation for the standard Galerkin method for the problem (3.1) as follows. We seek approximations 77;,, it/,, vi, : Then, it is clear that (3.6) implies that Wu = f(ui,,vh,iy,), ui,t = g(uh,Vh,Vh), We remark that all the above inner products and mappings are well-defined due to Grisvard' s Lemma 2.2. which we apply for n. = 2, s\ = s2 = 1, S3 = 0.
Lemma 3.1. There exists a constant C such that for all v G L2 ||/s(u)||i<C|M|, and ||/(t;)||i<C||t;||.
Proof. Let / = fx (the proof for fy is analogous). Then, by the coercivity of ao we have We define now the semidiscrete approximation for the standard Galerkin method for the problem (3.1) as follows. We seek approximations 77;,, it/,, vi, : Then, it is clear that (3.6) implies that Wu = f(ui,,vh,iy,), ui,t = g(uh,Vh,Vh), We remark that all the above inner products and mappings are well-defined due to Grisvard' s Lemma 2.2. which we apply for n. = 2, s\ = s2 = 1, S3 = 0.
Proof. Let / = fx (the proof for fy is analogous). Then, by the coercivity of ao we have .) It will be our goal to prove that t/, is actually T. This, combined with the estimates (3.14) and (3.15) which we will first establish for t < t/,. will allow extending (3.14) and (3.15) up to t = T. In the sequel, by "/i sufficiently small" we mean that we take /). < Iiq(u,v,1],T).
Define the quantities p = rj Ri,n, 6 = Run rj/,, t = v Ri,v, Ç = R/,v vi,, a u Ri,u, £ = Ri,u ui,, so that 6.X-.ÇG. Si,. We also let e-n = V-rih = P + 9; eu = u -u/, = a + £, ev = v -vi, = r + Ç.
Then, by (3.1) and (3.7) we obtain the following relations:
(3-9) 0 = fy(e + p) + \{fy(u2)-fy(ul) + fy(v2)-fy(v2)}. .) It will be our goal to prove that t/, is actually T. This, combined with the estimates (3.14) and (3.15) which we will first establish for t < t/,. will allow extending (3.14) and (3.15) up to t = T. In the sequel, by "/i sufficiently small" we mean that we take /). < Iiq(u,v,1],T).
(3-9) 0 = fy(e + p) + \{fy(u2)-fy(ul) + fy(v2)-fy(v2)}. In this section we shall consider the initial-boundary-value problem
where b > 0, c < 0. As we saw, the Bona-Smith family of systems are of the form of (4. [0, 1] consider the quasiuniform partitions in the x and y directions, given by 0 = xq < x-y < ...< xn < x/v+i = 1 and 0 = ya < y\ < . . . < y^< t/jv+i = 1; respectively, and subdivide f2 by a mesh 7/, of rectangles [.Tj,x,+i] x [yj,yj+i], 0 < i,j < N. Let h = ma,Xjj(xj+i Xj,yj+i yj) and Qi, = Spi,®Sph consist of all functions 4>(x, y) on [0, 1] x [0, 1] of the form 0foy) =^2^2cij<Pi(x)'Pj(y) = J2cijéij(x.,y)., In this section we shall consider the initial-boundary-value problem
where b > 0, c < 0. As we saw, the Bona-Smith family of systems are of the form of (4. [0, 1] consider the quasiuniform partitions in the x and y directions, given by 0 = xq < x-y < ...< xn < x/v+i = 1 and 0 = ya < y\ < . . . < y^< t/jv+i = 1; respectively, and subdivide f2 by a mesh 7/, of rectangles [.Tj,x,+i] x [yj,yj+i], 0 < i,j < N. Let h = ma,Xjj(xj+i Xj,yj+i yj) and Qi, = Spi,®Sph consist of all functions 4>(x, y) on [0, 1] x [0, 1] of the form 0foy) =^2^2cij<Pi(x)'Pj(y) = J2cijéij(x.,y)., Then, we obtain that Again as in the proof of Proposition 3.2, we obtain using (4.9) that it = h{9 + p) + \ \fx{u(a + 0) + fx((a + 0«/.) + Uv(t + 0) + fx((r + CH)} + cfx(A(p + 9)). Then, we obtain that Again as in the proof of Proposition 3.2, we obtain using (4.9) that it = h{9 + p) + \ \fx{u(a + 0) + fx((a + 0«/.) + Uv(t + 0) + fx((r + CH)} + cfx(A(p + 9)).
Thus, for all t < t), we have (4.14)
From (4.12)-(4.14) we have, using Gronwall's inequality, for all t < t), \\9\\2 + U\\i + \Kh<Chr-2. (4.14)
From (4.12)-(4.14) we have, using Gronwall's inequality, for all t < t), \\9\\2 + U\\i + \Kh<Chr-2. [2, 3] . We expect that it carries over in two dimensions, yielding for example L2 error estimates for the BBM-BBM system of 0(hv + kp), p = 2 or 4, and similar H2-Hl estimates for the Bona-Smith system.
The attendant linear systems of the tensor product finite element equations at each time step are solved iteratively by the appropriate ITPACK [15] conjugate gradient routine with Jacobi preconditioning. The stopping criterion in this routine is determined by the size of an appropriate relative residual called zeta, which was taken equal to 10-6 for the second-order and to 10-9 for the fourth-order schemes. As usual, most of the computa¬ tional work is due to the quadratures needed to compute the inner products of the right-hand sides of the linear systems. We used (tensor products of) the 3-point, respectively. 5-point. Gaussian quadrature scheme in each spatial interval for the tensor product bilinear, respectively bicubic, discretization. The midpoint (barycenter) rule was used in the case of triangles.
In order to check the spatial convergence rates of the BBM-BBM tensor product codes, we used, in the case of homogeneous Dirichlet boundary conditions for 77 and v, as exact solution on the unit square, the functions >l(x-. V-1) = sin(nx)(y -l)j/e' u(x, y,t) = x cos((3?rx)/2) sm(ny)et v(x,y,t) = sm(nx)cos((3,ny)/2)e1 , [2, 3] . We expect that it carries over in two dimensions, yielding for example L2 error estimates for the BBM-BBM system of 0(hv + kp), p = 2 or 4, and similar H2-Hl estimates for the Bona-Smith system.
In order to check the spatial convergence rates of the BBM-BBM tensor product codes, we used, in the case of homogeneous Dirichlet boundary conditions for 77 and v, as exact solution on the unit square, the functions >l(x-. V-1) = sin(nx)(y -l)j/e' u(x, y,t) = x cos((3?rx)/2) sm(ny)et v(x,y,t) = sm(nx)cos((3,ny)/2)e1 , Taking Ai = h (we found that the temporal errors did not affect the spatial rates of convergence appreciably in the ranges of h tested), we let the experimental rate of convergence for each of the above error measures E be defined as usual as ' [/;, /;, V for two runs with spatial meshlengths h\ and /t,2. Tables 1-3 show the errors and numerical rates of convergence r(f) for / = 77, u or v for the BBM-BBM system discretized in space by bilinear elements, that correspond to r = 2 in the estimates of Section 3. The first column Ar = l//i represents the number of spatial intervals used in each direction x,y. As expected from Proposition 3.2, the L2 and H1 rates turn out to be equal to 2 and 1, respectively. The maximum norm convergence rates are also practically equal to 2. The same rates are obtained in the case of homogeneous Neumann boundary conditions for 77 and v. The analogous rates in the bicubic spline discretization case were found to be, as expected, 4. 3, and 4 in the L2, H} and L°°norms, respectively.
We turn now to the Bona-Smith system with Q2 = 1. We considered homogeneous Dirichlet boundary conditions for 77 and v on the unit square and used as exact solution (with an appropriate right-hand side) the functions i!(x,y,t) = e<2'+^-2^-2»(x -l)x2(y -l)y u(x,y,t) = em+xy)(x-l)x(y-l)y2 v(x,y,t) = e(2t+{x-iw-y))(x-l)x2(y-l)y. Taking Ai = h (we found that the temporal errors did not affect the spatial rates of convergence appreciably in the ranges of h tested), we let the experimental rate of convergence for each of the above error measures E be defined as usual as ' [/;, /;, V for two runs with spatial meshlengths h\ and /t,2. Tables 1-3 show the errors and numerical rates of convergence r(f) for / = 77, u or v for the BBM-BBM system discretized in space by bilinear elements, that correspond to r = 2 in the estimates of Section 3. The first column Ar = l//i represents the number of spatial intervals used in each direction x,y. As expected from Proposition 3.2, the L2 and H1 rates turn out to be equal to 2 and 1, respectively. The maximum norm convergence rates are also practically equal to 2. The same rates are obtained in the case of homogeneous Neumann boundary conditions for 77 and v. The analogous rates in the bicubic spline discretization case were found to be, as expected, 4. 3, and 4 in the L2, H} and L°°norms, respectively.
We turn now to the Bona-Smith system with Q2 = 1. We considered homogeneous Dirichlet boundary conditions for 77 and v on the unit square and used as exact solution (with an appropriate right-hand side) the functions i!(x,y,t) = e<2'+^-2^-2»(x -l)x2(y -l)y u(x,y,t) = em+xy)(x-l)x(y-l)y2 v(x,y,t) = e(2t+{x-iw-y))(x-l)x2(y-l)y. We discretized this problem with bicubic splines coupled with the classical, explicit, fourth-order Runge-Kutta scheme for time stepping. Table 4 shows that the L2 rates of convergence for all three variables are, apparently, equal to 3. The maximum norm rates (Tab. 5) are found to be approximately equal to 3 for 77, u, and v. The H1 rates (Tab. 6) seem to be equal to 3 for 77 and very close to 2.5 for the two velocity components. Table 7 shows the H2 errors and rates; the latter are equal to 2 for 77 (as proved in Prop. 4.3) , and practically equal to 1.5 for u and v.
Our conclusions from these numerical experiments in the case of the Bona-Smith system are, first, that the optimal H2 rate for 77 (r = 2 in the case of cubic splines) is, of course, confirmed. The H1 rates for u and v are found to be slightly better than the rates (equal to 2) predicted by Proposition 4.3. The L2 rates seem We discretized this problem with bicubic splines coupled with the classical, explicit, fourth-order Runge-Kutta scheme for time stepping. Table 4 shows that the L2 rates of convergence for all three variables are, apparently, equal to 3. The maximum norm rates (Tab. 5) are found to be approximately equal to 3 for 77, u, and v. The H1 rates (Tab. 6) seem to be equal to 3 for 77 and very close to 2.5 for the two velocity components. Table 7 shows the H2 errors and rates; the latter are equal to 2 for 77 (as proved in Prop. 4.3) , and practically equal to 1.5 for u and v.
Our conclusions from these numerical experiments in the case of the Bona-Smith system are, first, that the optimal H2 rate for 77 (r = 2 in the case of cubic splines) is, of course, confirmed. The H1 rates for u and v are found to be slightly better than the rates (equal to 2) predicted by Proposition 4.3. The L2 rates seem to be suboptimal; i.e. equal to 3 for all three variables; this is expected from the completely analogous onedimensional results [2] . The maximum norm rates seem to be approach 3 for all three variables, exactly as in the one-dimensional case. The H1 estimate for 77 seems to be of optimal rate (three) and slightly suboptimal for 11 and v. It is worthwhile to note that numerical experiments in the case of the Bona-Smith system with periodic boundary conditions in x and y on the unit square, using tensor products of periodic cubic splines on a uniform mesh, yielded the optimal L2 rates (equal to 4) for all three variables. This is, of course, expected from the analogous theoretical results in the periodic, one-dimensional case, [2] , that are preserved by the tensor product spaces.
We also discretized the BBM-BBM system with continuous, piecewise linear elements on a regular triangular mesh. For the temporal integration of the systems of o.d.e.'s associated with this semidiscretization we used, again, the improved Euler method. The attendant linear systems of the finite elements equations at each time step are solved iteratively by the appropriate ITPACK SOR routine, where the relative residual was taken to be equal to 10-7.
We checked spatial convergence rates of this code in the case of homogeneous Neumann boundary conditions for 77 and homogeneous Dirichlet boundary conditions for u and v, using a triangular mesh on the unit square, consisting of isosceles orthogonal triangles, with perpendicular sides of length h = y/2/N, where Ar is the number of triangles we used. We also used as exact solution (with an appropriate right-hand side) the functions ?7(x, y, t) = cos(ttx) cos(7rj/)e< u(x,y,t) = xcos((-nx)/2)sm(iry)ei v(x,y,t) = ycos((/ny)/2)sh\(/nx)el, ON SOME BOUSSINESQ SYSTEMS IN TWO SPACE DIMENSIONS: THEORY AND NUMERICAL ANALYSIS 843 to be suboptimal; i.e. equal to 3 for all three variables; this is expected from the completely analogous onedimensional results [2] . The maximum norm rates seem to be approach 3 for all three variables, exactly as in the one-dimensional case. The H1 estimate for 77 seems to be of optimal rate (three) and slightly suboptimal for 11 and v. It is worthwhile to note that numerical experiments in the case of the Bona-Smith system with periodic boundary conditions in x and y on the unit square, using tensor products of periodic cubic splines on a uniform mesh, yielded the optimal L2 rates (equal to 4) for all three variables. This is, of course, expected from the analogous theoretical results in the periodic, one-dimensional case, [2] , that are preserved by the tensor product spaces.
We checked spatial convergence rates of this code in the case of homogeneous Neumann boundary conditions for 77 and homogeneous Dirichlet boundary conditions for u and v, using a triangular mesh on the unit square, consisting of isosceles orthogonal triangles, with perpendicular sides of length h = y/2/N, where Ar is the number of triangles we used. We also used as exact solution (with an appropriate right-hand side) the functions ?7(x, y, t) = cos(ttx) cos(7rj/)e< u(x,y,t) = xcos((-nx)/2)sm(iry)ei v(x,y,t) = ycos((/ny)/2)sh\(/nx)el, Tables 8-9 show that the L2 and H1 rates of convergence seem to be of optimal order, i.e. approximately equal to 2 and 1, respectively.
Numerical experiments
In this section, we present the results of some numerical experiments that we have performed with the fully discrete BBM-BBM and Bona-Smith (92 = 1) codes described in the previous section. Tensor product elements were used in numerical experiments 6.1-6.5, and triangular elements in 6.6 and 6.7. The labels RK2, RK4 refer to the time-stepping procedures with the explicit Runge-Kutta schemes of accuracy 2, 4, respectively.
Expanding symmetric waves
In Figures 1-8 we present the results of numerical simulations of the evolution of initially localized heaps of fluid of initial velocity zero. All computations were performed on the square Q = (-40,40) x (-40,40) .
In Figure 1 we present the evolution of the 77 profile emanating from the radially symmetric initial data Tables 8-9 show that the L2 and H1 rates of convergence seem to be of optimal order, i.e. approximately equal to 2 and 1, respectively.
Numerical experiments
Expanding symmetric waves
In Figure 1 we present the evolution of the 77 profile emanating from the radially symmetric initial data r/o(x,y) = 0.2exp(-(x2 + y2)/5), u0(x,y) = v0(x,y) = 0, under the BBM-BBM system with zero Neumann boundary conditions for 77, u and v on <9fi, (Bilinear elements-RK2, square mesh, h = 0.5, Ai = 0.05.) Observe that the solution satisfies for all i the symmetric relations u(x,y,t) = u(x, y,t), v(x,y,t) = v(x, y,t), i](x,y,t) = ??(-x, y,t). Figure 2 shows one-dimensional cross sections of 77 at i = 30 in the y, x, and y = x directions from the previous evolution; the dispersive nature of the oscillations is evident. that the solution satisfies for all i the symmetric relations u(x,y,t) = u(x, y,t), v(x,y,t) = v(x, y,t), i](x,y,t) = ??(-x, y,t). Figure 2 shows one-dimensional cross sections of 77 at i = 30 in the y, x, and y = x directions from the previous evolution; the dispersive nature of the oscillations is evident. In Figure 4 the same system is integrated with the same numerical method and mesh sizes, but with initial data given by t]o(x,y) = exp(-(x2/5 + y2/2b)), Uo(x,y) = v0(x,y) = 0. The associated Figure 5 depicts cross sections of the 77 profiles at i = 30 in the y, x, and y = x directions. Observe that this initial profile yields an expanding wave with an "inverted N" shaped front, with small-size oscillations remaining behind. Figure 8 shows the cross sections of the 77 profiles of the two evolutions at i = 30 in the directions y, x, and y = x. The speed and the amplitude of the outgoing front is approximately the same for both systems but the pattern of the oscillations behind the fronts are different: In the case of the Bona-Smith system the two outgoing wave trains have practically separated by i = 30, while the larger in amplitude dispersive oscillatory tails of the BBM-BBM solution seem to be still interacting.
Exact line solitary waves
In the case of the one-dimensional BBM-BBM system an exact 'M-shaped: solitary wave is known to exist [10] . We present in Figure 9 the one-way 2D line analog, namely the^-independent propagation of 77 in the positive (Fig. 6 ) and the Bona-Smith system system (Fig. 7 [10] . We present in Figure 9 the one-way 2D line analog, namely the^-independent propagation of 77 in the positive Figure 10 shows the initial condition and the profile at i = 85 of 77, produced by the x-localized,^-independent initial data i]o(x,y) = 0.8exp( x2/16), uo(x.y) = vo(x,y) = 0 on [70, 70] x [-5,5] . (Bilinear elements-RK2, square mesh, h = 0.5, Ai = 0.05). Two^-independent wave trains emerge travelling in the positive and negative x directions. The left-travelling wavetrain seems to be destroyed as it hits the x = 70 boundary leaving a small residue while the right-travelling one seems to have produced two line solitary waves plus a small dispersive tail by i = 85.
More general initial conditions seem to be resolved into line solitary waves as i grows. In Figure 11 , the initial condition of 77 was a small-amplitude sinusoidal perturbation in the «/-direction of a line Gaussian in the Figure 10 shows the initial condition and the profile at i = 85 of 77, produced by the x-localized,^-independent initial data i]o(x,y) = 0.8exp( x2/16), uo(x.y) = vo(x,y) = 0 on [70, 70] x [-5,5] . (Bilinear elements-RK2, square mesh, h = 0.5, Ai = 0.05). Two^-independent wave trains emerge travelling in the positive and negative x directions. The left-travelling wavetrain seems to be destroyed as it hits the x = 70 boundary leaving a small residue while the right-travelling one seems to have produced two line solitary waves plus a small dispersive tail by i = 85.
More general initial conditions seem to be resolved into line solitary waves as i grows. In Figure 11 , the initial condition of 77 was a small-amplitude sinusoidal perturbation in the «/-direction of a line Gaussian in the in [-40,40] x [4, 4] . Figure 11 shows the evolution of 77 for 6 = 0.5. (Bilinear elements-RK2, square mesh, h = 0.2, Ai = 0.02). The transverse perturbation decays and stays localized near x = 20; it does not seem to influence, as i grows, the generation and propagation of line solitaiy waves in the x-direction. It is worthwhile to note that if y-independent initial values 770, uq, vq are suitable chosen, then the solution that emerges moves mainly in one of the x-directions. In the case of the Bona-Smith family of systems (including the BBM-BBM case) the appropriate initial data for this purpose is ijo(x.y) = $(x), uo(x,y) = <D(x) -j$2(x), vq(x-, y) = 0, where $(x) = A sech2 ( \ J f^x J , cs = 1 + A/2, cf. e.g. [1] . The emerging 7/-independeiit solution moves in the positive x-direction shedding only a small amplitude left-travelling dispersive tail. In the example of Figure 12 we chose such initial data with A = 1 on [-100, 100] x [-2, 2] and integrated both the BBM-BBM system and its symmetric analog (system (1.4) with £ = 1, a = c = 0, b = d = 1/6). Both systems seem to produce nearly one-way travelling solutions; cf. in [-40,40] x [4, 4] . Figure 11 shows the evolution of 77 for 6 = 0.5. (Bilinear elements-RK2, square mesh, h = 0.2, Ai = 0.02). The transverse perturbation decays and stays localized near x = 20; it does not seem to influence, as i grows, the generation and propagation of line solitaiy waves in the x-direction. It is worthwhile to note that if y-independent initial values 770, uq, vq are suitable chosen, then the solution that emerges moves mainly in one of the x-directions. In the case of the Bona-Smith family of systems (including the BBM-BBM case) the appropriate initial data for this purpose is ijo(x.y) = $(x), uo(x,y) = <D(x) -j$2(x), vq(x-, y) = 0, where $(x) = A sech2 ( \ J f^x J , cs = 1 + A/2, cf. e.g. [1] . The emerging 7/-independeiit solution moves in the positive x-direction shedding only a small amplitude left-travelling dispersive tail. In the example of Figure 12 we chose such initial data with A = 1 on [-100, 100] x [-2, 2] and integrated both the BBM-BBM system and its symmetric analog (system (1.4) with £ = 1, a = c = 0, b = d = 1/6). Both systems seem to produce nearly one-way travelling solutions; cf. '.'. In Figures 13-18 we show the evolution of the 77-component of the solution of the BBM-BBM system with such "one-way" initial data that was perturbed in the y-direction. Specifically we took on [70, 70] '.'. In Figures 13-18 we show the evolution of the 77-component of the solution of the BBM-BBM system with such "one-way" initial data that was perturbed in the y-direction. Specifically we took on [70, 70] (Possibly two such solitary waves emerge when 5 = 0.5.) Taking \S\ > 1 leads to blow-up of the solution, as the negative excursion of the oscillations become and stay less than 77 = 1. Figure 17 shows the evolution of 77 of the solution of the BBM-BBM system with initial data of the type (6.2) but now with $(x,t/) = (1 + <5cos(f y))Asech2 UJ^(x + 20)V cs = 1 + A/2. We took A = 1 and 6 = 0. 
Interaction of two line solitary waves travelling in orthogonal directions
In Figure 21 we show the 77-profile at i = 0 and at i = 40 of the solution of the BBM-BBM system on [-40,40] x [-40,40] with initial data r)0(x,y) = exp(-(x-25)2/5)+exp(-(y-25)2/5), u0(x,y) = v0(x,y) = 0. 
In Figure 21 we show the 77-profile at i = 0 and at i = 40 of the solution of the BBM-BBM system on [-40,40] x [-40,40] with initial data r)0(x,y) = exp(-(x-25)2/5)+exp(-(y-25)2/5), u0(x,y) = v0(x,y) = 0. 6.7. Reflection of expanding symmetric waves at boundaries
In Figure 24 we show the reflection from one part of the boundary of an expanding symmetric wave of the BBM-BBM system. For this experiment we used as initial data the functions i]o(x,y) = 2exp(-(x2 + y2)/5), u0(x,y) = v0(x,y) = 0. (Linear elements-RK2, regular triangular mesh with 84992 elements, Ai = 0.01.)
We used zero Neumann boundary conditions for 77 on the whole boundary, zero Dirichlet data for u and v on x = 40 and y = 40, and zero Neumann boundary data for u and v on x = 40 and y = 40. The expanding waves are reflected from the x = 40 and y = 40 parts of the boundary.
