Recent rate distortion analyses of image transform coders are based on a trade-o between the lossless coding of coe cient positions vs. the lossy coding of the coe cient v alues. We propose spike processes as a tool that allows a more fundamental trade-o , namely between lossy position coding and lossy value coding. We investigate the Hamming distortion case and give analytic results for single and multiple spikes. We then consider upper bounds for a single Gaussian spike with squared error distortion. The obtained results show a rate distortion behavior which switches from linear at low rates to exponential at high rates.
Introduction
The current paradigm for the analysis of low bit rate image transform coding relies essentially on non-linear signal approximation theory 2, 6 . Images are considered to be highly non-Gaussian processes that are not suited for the familiar linear approach, i.e. to precompute coe cient bit allocations based on statistical parameters. Instead, the non-linear approximation tries to nd the best" basis for a given individual signal and a given rate. In all practical schemes wavelet, JPEG which h a ve been analyzed in this non-linear framework, the best" basis consists in specifying the indices of a small numberof quantized signi cant coe cients which describe the signal with the desired accuracy. This works very well with wavelet transforms of piecewise regular functions, since there will be only a small number of non-zero coe cients, mostly around the signal singularities 4, 7 . The key aspect is the rate trade-o between the lossless code for the coe cient positions and the lossy code for the values of those coe cients.
By assuming that the signal belongs to certain functional spaces, for which the coe cient decay behavior is known, the rate trade-o for a given proportion of signi cant coe cients can be computed. This result can be used in turn to get an M. Vetterli is also with the Department of EECS, UC Berkeley, Berkeley CA 947020 approximate operational rate distortion curve. We stress the fact that in general this is not the information-theoretic rate distortion RD function, which provides a lower bound for the rate necessary to describe a random signal within a given distortion. While operational RD is useful to characterize e.g. a family of coding algorithms, it does not tell us how far from the theoretical optimum they operate.
Our goal is to nd an alternative, i.e. information-theoretic, framework for the RD analysis of such non-linear approximation schemes. As a tool we introduce the spike process, which captures the idea of a single isolated non-zero coe cient. This can beextended to multiple spikes by independent superposition or by more e cient joint description. We take the simplest possible approach to lossy position coding by using a Hamming metric, i.e. we do not consider the precision with which a position is speci ed. The next section starts with a rather general de nition of spike processes and then investigates the RD behavior for Hamming distortion. Along the way w e will recall the relevant results from rate distortion theory. Section 3 deals with spikes having Gaussian-distributed values and mean squared error distortion. We nish with rst conclusions and some outlooks.
2 Spikes, Hamming Distortion and RD
De nitions and single spike case
In the following de nition the spike location will be restricted to a nite set. This makes sense, not only because in practice one always deals with a nite numberof transform coe cients, but also because a continuous distribution of spike locations would require in nite rate for zero distortion.
De nition 1 A spike process is a memoryless random process which outputs ordered pairs U; V of random variables, where the position U has a nite alphabet U with jUj = N, while the value V is drawn from an alphabet V with no particular restrictions.
We will assume U = f1; 2; : : : ; N g, since any other alphabet of size N can always be represented by that set. Further we suppose that V is a ring. Then a spike process sample u; v can be mapped to a V N -vector simply by u; v = ve u , where e i is the i-th basis vector.
De nition 2 Let X be the source alphabet, and b X the reconstruction alphabet. A single-letter distortion measure or delity criterion is a non-negative realvalued function x;x : X b X ! 0; 1 . In the spike case we have x = u; v, X = U V , and analogouslyx, b X.
Probably the simplest distortion measure that can be applied to spike processes is the Hamming distance between the position vectors, i.e. the basis vectors e i . It can beshown that just one additional reconstruction letter is needed to achieve the rate distortion bound, and it will map to the all-zero vector 0. If we de ne b U = f0g U and e 0 = 0, then everything ts nicely. Usingû = 0 corresponds to not coding the position. We get the following distortion measure: As anticipated above, we need just one additional reconstruction letter to achieve RD. To see that it can only be the all-zero vector, consider the source alphabet b U = fe b U g, which consists of all vectors of Hamming weight 1. Any other non-zero vector will be at Hamming distance 1 or more from these vectors and thus can only worsen the distortion achieved by the all-zero vector, i.e. exactly 1.
We are now going to derive the rate distortion function for the Hamming criterion Figure 1 shows a set of typical RD functions. As N grows large, the linear segment dominates the rate distortion characteristics. Further we observe that in the special case N = 2 the solution degrades to the DR function of a binary symmetric source with doubled distortion.
Generalizing to multiple spikes
The typical output of an image transform is of course not a single spike in one out of N positions, but rather a group of them. Therefore a way to model a transformed picture is to specify K out of N coe cient positions, e.g. those above a given threshold. In the Hamming case this is equivalent to a source emitting one of the , N K binary vectors of length N and Hamming weight K. We will again assume that all source letters are equally probable, and that N and K are given. We look only at the case where the number of ones is K N=2, since the other case N=2 K N is complementary.
The analysis is simpli ed by the fact that the set of source vectors of weight K forms a group code under permutation. Under the action of the symmetric group S N , any vector of the set will again yield the whole set. Thus the code is geometrically uniform, i.e. the distance distortion pro le looks the same from any v ector of the set. By decomposing permutations into transpositions, one establishes that the distances will always beinteger multiples of two. Assuming that K N=2, there are exactly
vectors at Hamming distance 2d from a given vector. The following identity will also bevery helpful in our development:
As in the single spike case, the reconstruction alphabet consists of the source alphabet plus the zero vector, to which we assign the probability q 0 as before. Figure 1 shows again that for sparse spikes low K=N the linear segment dominates the rate distortion behavior. The mixed discrete continuous nature of the source alphabet X = U V = f1; 2; : : : ; N g R makes it di cult to compute or make an educated guess at the rate distortion function. Therefore we approach the problem by constructing several asymptotically achievable upper bounds. Asymptotic in this context means that we consider random codes for blocks of n outputs u i ; v i from the spike process, with the block length n going to in nity. Furthermore we will work on the inverse function, that is the distortion rate function DR. For a memoryless Gaussian process it is D G R = 2 2 ,2R , see for example 3 . The rst bound is derived by distributing the available rate uniformly among the N positions, thus coding for a Gaussian R.V. in each position:
21 Since this does not consider position coding, we will call 21 the linear approximation bound. Another bound, which is tight at high rates, is derived by coding the exact position with log N bits, and then using the remaining rate, if any, to code the Gaussian R.V. V : DR minf 2 ; D G R , log Ng = 2 minf1; 2 ,2R,log N g:
22
This second bound suggests a two-part coding scheme as follows: suppose the block length n is large enough, so that we can encode the positions of k n spikes with log N bits each, and split the remaining rate equally among the k Gaussian R.V.s.
If we pick an a-priori xed set of spikes, e.g. the rst k, w e h a ve nR = klog N +R V , where R V is the rate assigned to each V i . For n ! 1 we can achieve any rational proportion = k n of coded spikes. Obviously 0 1. The rate available for coding V is R V = ,1 R , log N and must be non-negative, yielding the condition 0 minf1; R = log Ng
23
The average distortion of such a t wo-part code will be 25 which is an upper bound to DR as long as 1. If the rate is increased beyond that point, remains equal to 1, and we have E = D G R , log N as in 22.
In hindsight we have obviously found the time sharing a.k.a. multiplexing solution between R;D = 0; 2 and the point on 22 whose tangent goes through 0; 2 , as can beeasily veri ed from the solution. An obvious extension of this rst k" bound is to code those k spikes that are largest in magnitude. With an additional nh + 1 bits we specify which k out of n spikes are coded we will neglect the +1 term. The rate available to code each spike value is now R V = ,1 R , h , log N. But the average distortion cannot be computed as in 24, since the k = n largest Gaussian spike values will have a variance larger than 2 for 0 1. We have used a computer simulation to approximate the functions v 1 and v 2 which give the per-spike variances of the k = n largest and n ,k = 1 ,n smallest spikes, respectively in the limit of large block sizes, Another way to look at this bound is by considering the expected numb e r o f c o ecients with magnitudes above a threshold T . In the limit and v 1;2 become moments of a Gaussian R.V. restricted to the outside of ,T ; T inside for v 2 . We were able to nd a parametric expression for the achievable R;D points, but unfortunately the formulas are too large to t in these proceedings. There is very goodagreement between the analytic bound and the above numerical simulation approach.
As can be seen from Figure 2 , the k largest" bound is better than all other bounds. At high rates, all bounds except linear approximation 21 coincide with 22, as expected. For small N and low rates, linear approximation beats the rst k" approach by a small margin.
It is fairly easy to extend these upper bounds to multiple Gaussian spikes, since we are still using lossless position coding to construct them. That is, only the expression for R V will change. The analysis of the Hamming spike case was mainly motivated by its relative simplicity. But it could be applied to lossy coding of the signi cance bitmaps of embedded image coding schemes such as SPIHT 8 . The main problem is to account for the distortion in the embedded scalar quantization which runs in parallel with the signicance bitmap encoding. Another application of Hamming spikes is related to universal lossy source coding. To c o d e a block o f N symbols from a memoryless binary source with unknown distribution p, we count the number of ones i.e. K and encode it with log N bits. After that we use a random code which a c hieves DR,log N for the given N and K. From there we can get pointwise bounds similar to those presented in 5 .
The Gaussian spike results obtained so far show the same kind of bi-modal rate distortion behavior as in Mallat and Falzon's analysis 6 . The main di erence is that in their paper, DR is found to decay approximately as R ,1 at low rates, while we aren't yet able to give such a simple characterization of the low rate decay. But Figure 2 shows clearly that the k largest" method, which is common to many practical compression schemes, pays o at low rates.
Our ongoing work is aimed at extending these results to generalized Gaussian processes and at incorporating the dependencies across scales of a wavelet transform. And of course the true rate distortion function of Gaussian spikes is still to be found.
