Two findings are reported for the D + H, -, DH + H reaction on the basis of the exact quantum mechanical calculation for J = 0, where J is total angular momentum. First, with use of the Liu-Siegbahn-Truhlar-Horowitz (LSTH) surface and the Varandas surface, we demonstrate that a rather small difference in potential energy surface (PES) induces a surprisingly large effect on reaction dynamics. Two origins of the discrepancy are pointed out and analyzed: ( 1) Noncollinear conformation in the reaction zone contributes to the reaction significantly despite the fact that the minimum energy path and the saddle point are located in the collinear configuration. (2) A difference in the distant part of PES also causes a discrepancy in the reaction dynamics indirectly, although this effect is much smaller than ( 1) . Secondly, we investigate the validity of the constant centrifugal potential approximation (CCPA) based on the accurate results for J = 0. The use of CCPA to estimate total cross section and rate constant is again proved to have practical utility as in the cases of the sudden and adiabatic approximations.
I. INTRODUCTION
Recently it has become possible to carry out very accurate quantum mechanical calculations for the three-dimensional atom-diatom chemical reaction systems with small reduced masses (e.g., H + H, + H, + Hand its isotope variants, and F + H, -tFH + HI-9 ). This makes an elaborate comparison of theory and experiment possible and enables us to investigate the effects of potential energy surface (PES) topography on the reaction dynamics without ambiguity. A nice interplay among dynamics theory, experiment and quantum chemistry would become feasible to make our understanding of the mechanisms of these reactions much deeper. 'O**' At the same time much effort should also be made to clarify the validity of the presently available approximate theories and to further develop better and more illuminating theories. This is indispensable for applications to reaction systems involving heavier atoms and to those involving polyatomic molecules.
In this paper we report the following two findings: ( 1) a large effect of PES topography on the reaction dynamics of D + H, +DH + H and (2) the usefulness of the constant centrifugal potential approximation (CCPA) 12*i3 to estimate cross section and rate constant. With use of the hyperspherical coordinate (HSC) approach we have carried out accurate 3D quantum mechanical calculations for J= 0, where J is the total angular momentum quantum number.
First, we demonstrate that a rather small difference in PES induces a surprisingly large effect on the dynamics. The PES's employed here are the Liu-Siegbahn-Truhlar-Horowitz (LSTH) surface'4*'5 and the surface proposed by Varandas (Varandas) . I6 Varandas et al. have constructed an- ' ) Department of Applied Physics, Miyazaki University, Miyazaki 889-21, Japan.
other PES (DMBE) for an H, system, which is considered to be the most accurate one at present.17 The DMBE surface was employed by Kress, Bacic, Parker, and Pack" and by Auerbach, Zhang, and Miller" to compare the cross sections with those of LSTH. Their conclusions are slightly different, but they found no significant differences in the dynamics. The difference between these two surfaces is at most 0.2 kcal mol -' . It should be noted that the Varandas surface used in this paper is the older one, which is supposed to be a surface well fitted to LSTH by rather simple analytical functions. Our purpose here is not to compare the calculated results with experiments, but to investigate the effects of PES topography on the dynamics. We found that the reaction probabilities for D+H, (Vi =ji = 0) + DH( vf = O,l,Xj,) + H calculated with use of the Varandas surface are, surprisingly, quite different from those of the LSTH surface (for instance, -60.0% at collision energy 0.455 eV). It is thus very intriguing and important to investigate what parts of the PES cause this big difference in the dynamics. This is a very basic question in the theory of reaction dynamics. From our analysis we have obtained the following two conclusions: ( 1) Noncollinear conformation in the reaction zone contributes to the reaction significantly, in spite of the fact that the saddle point and the minimum energy path are located in the collinear configuration. The maximum potential energy difference is -1.0 kcal mol -' at the angle LDHH = 120". (2) A small difference in the distant part of PES causes a difference in the inelastic transitions which affects the consecutive reactive transitions. In order to analyze these effects of PES topography we have employed the HSC approach which provides us with a powerful tool for this purpose. '2,13 The other purpose of the present paper is to test the constant centrifugal potential approximation (CCPA) based on the accurate treatment of the J = 0 case. This ap-proximation has already been applied in the adiabatic bend" and reactive infinite order sudden approximation (RIOSA)" and proved to work acceptably we11.'2*13 The total integral cross section and thermal rate constant are evaluated with use only of the reaction probability for J = 0. Our calculation shows that the CCPA also works well in the present case, especially for estimating rate constant. This is very useful, since we can estimate fairly accurate rate constant with much less effort. This paper is organized as follows: In Sec. II, in order to make discussions in the following sections smooth and clear we briefly describe our methods of calculation. These are the 3D HSC approach, the discrete variable representation (DVR) method22 '23 to calculate the 2D eigenvalue problem, the R-matrix propagation method24*25 to solve the scattering problem, and the CCPA. Section III presents analysis of the effects of PES topography. Two ways of switching surfaces, i.e., along the direction of the hyperradius and along that of the hyperangle 8, are employed. Section IV demonstrates usefulness of the CCPA. The results are compared with the accurate ones obtained by Zhang and Miller.7 Discussion and concluding remarks are given in Sec. V.
II. METHOD OF CALCULATION
As has been emphasized frequently, the HSC approach is effective and powerful not only in numerical computation but also to clarify the reaction mechanisms. In the present calculation we use the HSC defined by Johnson,26~27 which are a slight modification of the Smith-Whitten coordinates28*29 [hereafter, we call them Smith-Whitten-Johnson (SWJ) coordinates]. These are composed of the three internal coordinates (p,0,4) and the three Euler angles (a&y). Of course, the center of mass coordinate system is adopted. With use of the usual mass-scaled Jacobi coordinates, the hyperspherical internal coordinates are defined as follows: (2.14) It should be noted that the eigenvalues V$@(p) constitute only a discrete spectrum, since all variables except p are angle variables. The computational procedure is thus divided into the following two steps: ( 1) The 2D eigenvalue problem of Eq. (2.14) is solved by dividing the range ofp (pstan ,pend ) into many small sectors, and then solving each eigenvalue problem at the center of each sector. (2) Using these solutions, we next solve the close-coupling equations for F:"@(p) to obtain the S matrix, S$j,Q~,cu,j,,i~ (E), where uj,ji and 1, (u/,j, and 1,) represent vibrational, rotational and orbital angular momentum quantum numbers in the initial arrangement R (final arrangement/z ' ) . Finally, reaction probability P i,j,A 0 c ",jrl, integral cross section o,,~,~ I -uij, L and rate constant ku/j,A, c v, j, 1 are calculated by
where k,, = [ 2m, (E -Eu,j, ) ] "*/fi with cuiji representing the internal energy of a diatomic molecule in the state v,j, and m, the reduced mass in the initial channel.
In the following discussion we confine ourselves to the J = 0 case, in which H, of Eq. (2.14) becomes independent of Euler angles. For the first step mentioned above, we employ the symmetry adapted DVR method with a successive truncation technique. 22*23 In this method the eigenfunctions of the kinetic energy operator are taken as basis functions, first. In this representation (finite basis representation: FBR), the kinetic energy part of the Hamiltonian matrix can be easily analytically evaluated (in diagonal form). Then this matrix is transformed into a nondiagonal form by the DVR, in which the potential function part of the total Hamiltonian becomes diagonal and its diagonal elements are simply given by the values of the potential at each location of the DVR basis functions. By diagonalizing this Hamiltonian matrix in DVR, we finally obtain the eigenvalues and eigenfunctions. This method does not require any numerical integration, and is very fast. See Refs. 22 and 23 for more details. In the present calculation, the basis functions for the 4 coordinate are taken to be {cosm[d -(r/2)]} or {sin m [ 4 -(7r/2) ] } depending on even or odd symmetry about 4 = 7~/2, respectively. The basis functions for the ~9 coordinate are the Legendre polynomials {Pl (cos 28)). We have used 100 functions for each coordinate. The successive truncation technique is adopted: After solving the 1D eigenvalue problem with respect to 4 at each 0, the 2D surface Hamiltonian is constructed by taking a direct product of the DVR basis functions of 0 and the 1D eigenfunctions of 4 corresponding to the eigenvalues lower than a given threshold, E,,cut (pr ) . We solve this 2D eigenvalue problem from the outermost sector pen,, to the innermost sector pSta,, and have t&n 4,cut (pr ) = V,,, (pr + 1 ) + 0.07 h-tree), where El,cut (p,) and V,, (pI+ , ) are the threshold at the I th sector and the calculated highest energy level at the (I+ 1)th sector, respectively. It was confirmed that the lowest 50 levels in each symmetry have at least four significant figures. The starting positionp,,,, and the end position pad are taken to be 2.00a. and 9.98ao, respectively, and the size of sector is equal to 0.03ao.
For the second step, namely for solving the close coupling equations, we employ the usual R-matrix propagation method. 24'25 The R-matrix is propagated from pSti,, to pend in the SWJ-HSC. Then by following the method of Pack and Parker,4 the R matrix is transformed into the one in the Delves coordinates at pend and the latter is used finally to yield the Smatrix which satisfies the proper boundary conditions in the Jacobi coordinates, See Ref. 4 for more detail. Since our calculations here are required only for the J = 0 case, no transformation from body-fixed system to spacefixed system is necessary.
Exact calculations of integral cross section and thermal rate constant are usually very time consuming, because the maximum total angular momentum Jneeded for the convergence reaches up to about 30 even in such a light-mass system as D + H, . Therefore, it is very meaningful and useful to evaluate these quantities by employing the CCPA with use only of the J = 0 results. The physical meaning of the CCPA is as follows: reactive transition occurs in a spatially localized region around the potential ridge, and thus the centrifugal potential ( -#J( J + 1 )/R *) may be replaced by a constant value at a certain representative position R + in this region ( -#J( J + 1 )/R +*>. This approximation has been proved to be effective in the RIOSA and the adiabatic bend approximation. In these cases the potential ridge line and R + can be defined less ambiguously on the 2D potential energy contour. In the accurate 3D treatment, however, potential ridge itself becomes two dimensional and a choice of R + becomes slightly ambiguous, unfortunately. This problem remains to be considered more, especially for heterogeneous systems. Since the present system is not highly asymmetric, we have taken the transition state to estimate R +. The actual calculations within the CCPA are carried out as follows: The reaction probability for nonzero J is given by -P~~~~ku,j,A (Et, I =pJ 'O u,JIA'-u,j 
III. EFFECTS OF POTENTIAL ENERGY SURFACE TOPOGRAPHY
In this section we analyze the difference of the two PES (LSTH and Varandas) and its effects on the dynamics. First, we explain the potential energy curve diagram and look into the effects of dimensionality. Figure 1 (a) [ Fig. 1 (b) ] shows the adiabatic surface energies IY~~~+'=~ [ U:~",~=o*'] as a function of p for the LSTH surface. The energy in eV shown in the figure is measured from the bottom of the PES in the reactant channel. The energy levels corresponding to the vibrational states up to u = 2 are included for both initial and final arrangements: D + H, and DH + H. The avoided crossings at distances larger than -4.5a. are so sharp that they may be regarded as real crossings, while adiabatic features are seen at distances smaller than -4.0ao. It should be noted that the transition state corresponds top = 3.465ao. Figure 1 (a) depicts all symmetrized (p = 0) ro-vibrational states, in which the oddj states of H, are not included (several states are labeled in the figure) . We can easily distinguish the arrangements, since the levels asymptotically corresponding to D + H, are slightly more repulsive than the others. It is interesting to note that the levels corresponding to DH (U > 0,j = 0) + H have small wells in the reaction region, if we follow the curves diabatically.
Dimensionality effects can be seen from Figs. 1 (a) and 2, the latter of which corresponds to the collinear case for the same PES (LSTH) . It should be noted that the definition of the hyperradius p is the same and the bottom of the PES at eachp in the 3D case is also the same as that of the collinear case, since the minimum energy path is always located in the collinear configuration. Each adiabatic energy curve in the 3D case corresponding to j, = 0 asymptotically coincides with that of the collinear case with the same vibrational quantum number, of course. On the other hand, at small p, qualitatively speaking, the collinear curves are slightly shifted compared to the 3D curves, namely the former are slightly more repulsive than the latter. This is because the 3D system has one more degree of freedom (hindered rotation) that can lower the adiabatic energies at each p. Next, let us analyze the two PES, i.e., LSTH and Varandas. The characteristics of these surfaces are summarized in Table I . The Varandas surface is composed of a LEPS function and a correction term. The equilibrium distances of a diatom H, of the two surfaces are very similar. The saddle point is located in the symmetric collinear conformation with the H-H distance equal to 1.757a. on both surfaces.
The barrier height of the LSTH surface is larger than that of the Varandas by 0.12 kcal mol -' . (Av= y-H -V"ar*"dm) at the fixed angles LI>HH = 180" and 120", respectively. The loci of constant p, the classically allowed region at Etotal = 0.8 eV (measured from the bottom of the surface) and saddle point in the specified conformation are also depicted in the figures. In the classically allowed region of the collinear case [ Fig. 3 (a) 1, there is little difference between the two PES around the saddle point, and the largest difference ( -0.6 kcal mol-' ) is found in the region, 4.0~(5.Oa,. In the noncollinear case [ Fig. 3 (b) 1, on the other hand, the potential energy difference amounts to 1 .O kcal mol -' both in the saddle point region (defined at fixed angle) and in the region, 4.0<p<5.Ckzo. Figures 4(a) -4(c) are similar to Figs. 3 except that the loci of constant 0 are depicted and the angle LDHH is taken to be 150", 120", and 90", respectively.
Magnified adiabatic surface energy curves for the both PES are shown in Fig. 5 , in which the dashed lines correspond to those of the Varandas surface. It can be clearly seen that at p 2 6.0~~ both curves are very close to each other, but that the LSTH curves become more repulsive than the corresponding Varandas curves with decreasing p. This clear visualization is one of the powers of the HSC approach.
As is shown below in detail, we have obtained a rather large difference in the reaction probabilities for the two PES. In order to investigate which parts of the PES differences induce this big discrepancy in the dynamics, we have intro- LSTH to Varandas. Sincep and 8 represent, as noted before, the size of the system and the shape of the system, respectivel~,f, (PI if2 (0) I is convenient to investigate the effects of the size (shape) on the dynamics. As is clearly seen from Eqs. (3.1)-(3.3), VyYB is equal to VLsTH atp<p,, while V FYB is equal to V LSTH at 8 > e, (near collinear conformation ) . Figure 6 shows reaction probabilities summed over the final rotational states, Pi; & =F p; ; ; , , (3.4) as a function of total energy for several p0 values ( 00 = LSTH, 7,6,5, -03 = Varandas, in a, ). It should be noted that initial collision energy is obtained by subtracting 0.245 eV, vibrational zero point energy of Hz, from total energy. As is seen from Fig. 6 , the probabilities in the case of Fig 1) and the Varandas surface. Solid (dashed) curves represent those of LSTH (Varandas) .
LSTH surface are much larger than those of the Varandas surface. The difference in P g:& amounts to about 0.15. Although the adiabatic surface energies U if p = O in Fig. 1 (a) , as noted in the previous section, look diabatic at distances larger than 4Sa,, the probability P&$ in the case of p0 = 5a. hybrid surface is still smaller than that of the LSTH surface by about 0.05. Here we can think of two reasons why the reaction probability depends on such a distant part of PES. The first possible reason is that the H atom is so light and it might be able to transfer by tunneling even at such a long distance. The other reason is that the distant part of PES induces inelastic transitions which affect the consecutive reaction transitions in the reaction zone. However, the surface eigenfunctions at p = 5.0~~ are found to be extended very little into the final arrangement with probability distribution ~0.000 02. Therefore, it is concluded that the second can be the only reason for the difference between the probabilities of the LSTH and the p. = 5~2, hybrid surface. As the LSTH part increases in the hybrid surface, that is, as the value of p. increases, the corresponding probability curve comes closer and finally converges to that of the pure LSTH surface monotonically, but rather slowly. Another interesting feature of Fig. 6 is that all the probability curves are very similar in shape to one another. This is probably because the overall general feature of the PES is very similar to each other. Figure 7 shows the same probability of Eq. (3.4) as in are shown. By referring to Figs. 4(a)-4( c) , we can qualitatively understand what part of PES causes the discrepancy in probability. Even at the angle LDHH = 150", there is a difference of PES which amounts to 0.6 kcal mol -i , although this difference would not manifest strongly in the case of 0, (0.477. In the case of 8, = 0.37r, however, a large difference of -1 .O kcal mol -' exists in the classically allowed region (at E,,, = 0.8 eV) at the angle LDHH = 120". This difference appears in the region close to the saddle point and should affect the reaction probability directly. The other reason to cause the probability difference is similar to what we have discussed already in relation to Fig. 6 . That is the potential energy difference in a rather distant region at more bent structure, i.e., at smaller angles LDHH [see Fig. 4 (c) for LDHH = 907. This difference affects the nonreactive inelastic transitions which can lead to a difference in the consecutive reactive transitions.
IV. APPLICATION OF THE CONSTANT CENTRIFUGAL POTENTIAL APPROXIMATION
The integral cross sections (a,,, ;uf = 0,l) evaluated by the CCPA using the LSTH surface are compared in Fig. 8 with the exact results calculated by Zhang and Miller (ZM) .7 The CCPA results are essentially equal to the ZM results at low energies. This is generally expected, because at low energies only small number of J contribute and the CCPA obviously becomes a good approximation. At larger energies, the CCPA overestimates the cross sections in comparison with the exact results. In the same figure the CCPA integral cross sections for the Varandas surface are also shown. The difference of this result from the result of the LSTH surface is a direct consequence of the discrepancy in reaction probabilities shown in Fig. 6 . The feature is similar to that obtained by the quasiclassical trajectory calculation for the H + H, system.30*31 The state-to-state thermal rate constants (k,,+ 00; of = 0,l) are also calculated by the CCPA in the temperature range 200-1000 K, and are shown in Fig. 9 in comparison with the exact results of ZM. In both cases of uf = 0 and 1 the CCPA results of the LSTH surface are in excellent agreement with the exact ones. This is because the rate constant, owing to the Boltzmann factor, is determined dominantly by the cross sections at lower energies where the CCPA is quite accurate. In the same figure the results of the Varandas surface calculated by the CCPA are also depicted. The result for uf = 0 shows a distinct feature at low temperature in comparison with the LSTH result. Generally speaking, this kind of concave Arrhenius behavior comes from quantum mechanical tunneling effects.32 This can be confirmed in our case also, if we look at the PES contours of Figs. 3. The Varandas surface is lower than the LSTH surface in the classically forbidden tunneling region, although the saddle point energy is the same for the both potentials.
When we apply the CCPA, we have to inevitably select a representative position R ' [see Eq. (2.19) 1. Unfortunately, there is a certain ambiguity in this procedure. So it is necessary to investigate how sensitive the cross section is to the value of R +. By taking l/R +' = l/R y, l/RF, and J( l/R 1' + l/R?), the integral cross sections a,+, are calculated by the CCPA as shown in Fig. IO . The discrepancy among them is not so large. However, when reaction system is more heterogeneous or involves both heavy and light atoms, the discrepancy would be larger. As was discussed before in the sudden and adiabatic treatments,'* there can be the systems in which the conventional transition state (saddle point) is located far away from the ridge region. A good way of choosing R + in these cases should be figured out more carefully.
V. DISCUSSION AND CONCLUDING REMARKS
Before summarizing the main results obtained in this paper, here we discuss another less accurate but still useful approximation to estimate the reaction probability of Eq. (3.4) than the method employed in the present calculation. The best method is, of course, to obtain the R matrix in the Jacobi coordinates by the coordinate transformation from HSC.4p8.9 Pack and Parker' proposed the simpler method which is briefly described in Sec. II and is actually employed in this paper. This method is accurate, ifPend is located in the asymptotic region so that the proper boundary conditions in the Jacobi coordinates can be used. We explain here a much simpler method which does not require any coordinate transformation. That is to take an average of the reaction probabilities in HSC over a certain range ofp in the asymptotic region in the light of the fact that they oscillate as a function ofp. This method has been applied in the collinear reactions33 and in the approximate treatments of three-dimensional reactions,'* and proved to work well. We applied this method to the present exact treatment of the J = 0 case. The results are shown in Fig. 11 . As is seen from this figure, the averaging procedure works acceptably well, although it naturally becomes worse at high energies. Thus for the qualitative or semiquantitative analyses of reaction dynamics such as the one reported in this paper this simple averaging approximation can be useful.
We have found and reported a large effect of PES on the reaction dynamics. The state specified reaction probabilities for D + H, +DH + H are surprisingly different for the LSTH surface and the Varandas surface, which is supposed to be a good and simple analytical representation of the former. Using a hybrid surface defined as a linear combination of the LSTH surface and the Varandas surface, we have analyzed this phenomenon and pointed out the following two origins of the discrepancy: ( 1) The difference of the two surfaces in the reaction zone in the noncollinear conformation causes directly a discrepancy in the reaction probabilities. Even the conformation bent by 60" from the collinear conformation gives a significant contribution. (2) The difference in a distant region even with a large bending ( -909) conformation affects the reactive transitions indirectly. The inelastic transitions are influenced by this difference in a distant region, and the reactive transitions are affected by this. Thus, if we want to obtain accurate quantitative results on the reaction dynamics, the corresponding PES must be quite accurate not only in the reaction zone, but also in a wider region except for the highly inaccessible regions. In this sense we have to pay very careful attention to fitting potential energy surfaces. Noncollinear conformation gives a significant contribution to the final results, even if the minimum energy path and the transition state (saddle point) are located in the collinear conformation.
The CCPA was again proved to be quite useful to estimate integral cross section and rate constant. This is true especially for the latter. The present study demonstrated that we can obtain a very accurate estimate if we use the exact result for J = 0.
The HSC approach was shown again to be convenient and powerful not only for numerical calculations of reactive scattering, but also for clarifying the various effects on the reaction dynamics, although a transformation to Jacobi coordinates in the asymptotic region is required in order to obtain quantitatively reliable results.
ACKNOWLEDGMENTS
This work was supported by a Grant-in-Aid from the Ministry of Education, Science and Culture of Japan. Numerical calculations were carried out at the computer center of IMS.
