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ALMOST GLOBAL SOLUTIONS TO THE THREE-DIMENSIONAL
ISENTROPIC INVISCID FLOWS WITH DAMPING IN PHYSICAL VACUUM
AROUND BARENLATT SOLUTIONS
HUIHUI ZENG
Abstract. For the three-dimensional vacuum free boundary problem with physical singularity
that the sound speed is C1/2-Ho¨lder continuous across the vacuum boundary of the compressible
Euler equations with damping, without any symmetry assumptions, we prove the almost global
existence of smooth solutions when the initial data are small perturbations of the Barenblatt self-
similar solutions to the corresponding porous media equations simplified via Darcy’s law. It is
proved that if the initial perturbation is of the size of ǫ, then the existing time for smooth solutions
is at least of the order of exp(ǫ−2/3). The key issue for the analysis is the slow sub-linear growth
of vacuum boundaries of the order of t1/(3γ−1), where γ > 1 is the adiabatic exponent for the gas.
This is in sharp contrast to the currently available global-in-time existence theory of expanding
solutions to the vacuum free boundary problems with physical singularity of compressible Euler
equations for which the expanding rate of vacuum boundaries is linear. The results obtained in this
paper is closely related to the open question in multiple dimensions since T.-P. Liu’s construction
of particular solutions in 1996 .
1. Introduction
Consider the following three-dimensional vacuum free boundary problem for compressible Euler
equations with damping:
∂tρ+ div(ρu) = 0 in Ω(t), (1.1a)
∂t(ρu) + div(ρu⊗ u) +∇xp(ρ) = −ρu in Ω(t), (1.1b)
ρ > 0 in Ω(t), (1.1c)
ρ = 0 on Γ(t) = ∂Ω(t), (1.1d)
V(Γ(t)) = u · N , (1.1e)
(ρ, u) = (ρ0, u0) on Ω(0), (1.1f)
where (t, x) ∈ [0,∞) × R3, ρ, u, and p denote, respectively, the time and space variable, density,
velocity and pressure; Ω(t) ⊂ R3, Γ(t), V(Γ(t)) and N represent, respectively, the changing volume
occupied by the gas at time t, moving vacuum boundary, normal velocity of Γ(t), and exterior unit
normal vector to Γ(t). We are concerned with the polytropic gas for which the equation of state is
given by
p(ρ) = ργ , where γ > 1 is the adiabatic exponent.
Let c(ρ) =
√
p′(ρ) be the sound speed, the condition
−∞ < ∇N
(
c2(ρ)
)
< 0 on Γ(t) (1.2)
defines a physical vacuum boundary (cf. [5,7,19,23,25,26]), which is also called a vacuum boundary
with physical singularity in contrast to the case that ∇N
(
c2(ρ)
)
= 0 on Γ(t). The physical vacuum
singularity plays the role of pushing vacuum boundaries, which can be seen by restricting the
momentum equation (1.1b) on Γ(t): Dtu · N = −(γ − 1)−1∇N
(
c2(ρ)
) − u · N , where Dtu =
(∂t + u · ∇x)u is the acceleration of Γ(t), and the term −(γ − 1)−1∇N
(
c2(ρ)
)
> 0 serves as a
1
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force due to the pressure effect to accelerate vacuum boundaries. In order to capture this physical
singularity, the initial density is supposed to satisfy
ρ0 > 0 in Ω(0), ρ0 = 0 on Γ(0),
∫
Ω(0)
ρ0(x)dx = M,
−∞ < ∇N
(
c2(ρ0)
)
< 0 on Γ(0),
(1.3)
where M ∈ (0,∞) is the initial total mass.
The compressible Euler equations of isentropic flows with damping, (1.1a)-(1.1b), is closely re-
lated to the porous media equation (cf. [15–17,23,28,41]):
∂tρ = ∆p(ρ), (1.4)
when (1.1b) is simplified to Darcy’s law:
∇xp(ρ) = −ρu. (1.5)
(The equivalence can be seen formally by the rescaling x′ = ǫx, t′ = ǫ2t, u′ = u/ǫ.) For (1.4), basic
understanding of the solution with finite mass is provided by Barenblatt (cf. [1]), which is given by
ρ¯(t, x) = (1 + t)−3/(3γ−1)
(
A−B(1 + t)−2/(3γ−1)|x|2
)1/(γ−1)
, (1.6)
where A and B are positive constants determined by γ and the total mass M . Precisely,
B =
γ − 1
2γ(3γ − 1) and (γA)
3γ−1
2(γ−1) =
1
4π
Mγ
1
γ−1 (γB)
3
2
(∫ 1
0
y2
(
1− y2) 1γ−1 dy)−1 .
The Barenblatt self-similar solution defined in Ω¯(t) = BR¯(t)(0), which is the ball centered at the
origin with the radius R¯(t) =
√
A/B(1 + t)1/(3γ−1), satisfies
ρ¯ > 0 in Ω¯(t), ρ¯ = 0 on ∂Ω¯(t), and
∫
Ω¯(t)
ρ¯(t, x)dx = M for t ≥ 0.
The corresponding Barenblatt velocity u¯ is defined by
u¯ = −∇xp(ρ¯)
ρ¯
=
x
(3γ − 1)(1 + t) in Ω¯(t).
So, (ρ¯, u¯) defined in the region Ω¯(t) solves (1.4)-(1.5). There is only one parameter, total mass M ,
when γ is fixed, for the Barenblatt self-similar solution. We assume that the initial total mass of
problem (1.1) is the same as that for the Barenblatt solution.
It is apparent that the vacuum boundary ∂Ω¯(t) of the Barenblatt solution satisfies the physical
vacuum condition, which is the major motivation to study problem (1.1) with the initial condition
(1.3). To this end, a class of particular solutions to problem (1.1) was constructed in [23] by T. P.
Liu using the following ansatz:
Ω(t) = BR(t)(0), c
2(x, t) = e(t)− b(t)r2, u(x, t) = (x/r)u(r, t), (1.7)
where r = |x|, R(t) = √e(t)/b(t) and u(r, t) = a(t)r. In [23], a system of ordinary differential
equations for (e, b, a)(t) was derived with e(t), b(t) > 0 for t ≥ 0, and it was shown that this family
of particular solutions is time-asymptotically equivalent to the Barenblatt self-similar solution with
the same total mass. Indeed, the Barenblatt solution of (1.4)-(1.5) can be obtained by the same
ansatz as (1.7): c¯2(x, t) = e¯(t)− b¯(t)r2 and u(x, t) = a¯(t)x, and it was proved in [23] that
(a, b, e)(t) = (a¯, b¯, e¯)(t) +O(1)(1 + t)−1ln(1 + t) as t→∞.
Since the construction of particular solutions to (1.1) in [23], it has been an important open question
whether there is still a long time existence theory for problem (1.1) capturing the physical vacuum
singular behavior (1.2), and if there is a time-asymptotic equivalence of the solution to (1.1) and the
corresponding Barenblatt self-similar solution with the same total mass. This question is answered,
3respectively, in the one-dimensional case (cf. [28]) and three-dimensional spherically symmetric case
(cf. [41]). However, the problem for general three-dimensional perturbations without symmetry
assumptions keeps open. The aim of this paper is to investigate this problem.
It is quite challenging to extend the spherically symmetric results in [41] to the general three-
dimensional motions. Because one will have to deal with the intricate evolution of the vacuum
boundary geometry and its thorny coupling with the interior solution, and to investigate the bounds
for both vorticity and divergence of the velocity field. Indeed, for the three-dimensional vacuum
free boundary problem of compressible Euler equations with physical singularity, the general theory
is mostly in the local-in-time nature (cf. [5,7,19]), and the currently available global-in-time results
(cf. [13, 36]) are for expanding solutions of which the expanding rate of vacuum boundaries is
linear, O(1 + t), when the initial data are small perturbations of affine motions (cf. [37, 38]). (See
also [14, 32, 33] for related results on global-in-time expanding solutions with linear expanding
rate.) The distinction of problem (1.1) is that the expanding rate of vacuum boundaries for the
corresponding Barenblatt solutions, which are the background approximate solutions for (1.1) in
long time, is sub-linear, O((1 + t)1/(3γ−1)), which is less than O((1 + t)1/2) for γ > 1. This slow
expanding rate of vacuum boundaries creates much severe difficulties in obtaining the long time
existence of solutions to problem (1.1), due to the slow decay of various quantities. Indeed, the
stabilizing effect of fluid expansions also plays important role in the analysis in other context, for
example, in general relativistic cosmological models (cf. [31,34]). In this article, we prove the almost
global existence of solutions to problem (1.1) in the sense that the lower bound of the life span of
solutions is at least O(exp{ǫ−2/3}) if the size of the initial perturbation of the Barenblatt solution
is O(ǫ). The results obtained in the present work are the first ones for the long time dynamics of
vacuum free boundary problems of compressible fluids with physical singularity at the sub-linear
expanding rate of vacuum boundaries in multi-dimensions.
We review some previous related works before closing the introduction. Theoretical study of
vacuum states of gas dynamics dates back to 1980 when it was shown in [24] that shock waves
vanish at the vacuum. Early study of well-posedness of smooth solutions with sound speed c(ρ)
smoother than C1/2-Ho¨lder continuous near vacuum states for compressible inviscid fluids can be
found in [3, 4, 25, 26, 29, 30, 39, 40]. For the physical vacuum singularity that c(ρ) is C1/2-Ho¨lder
continuous across vacuum boundaries, the standard approach of symmetric hyperbolic systems
(cf. [10, 20, 21]) do not apply. This makes the study of well-posedness of such problems in com-
pressible fluids extremely challenging and interesting, even for the local-in-time existence theory.
For compressible isentropic Euler equations in physical vacuum, the characteristic speeds become
singular with infinite spatial derivatives at vacuum boundaries that creates much difficulties in
analyzing the regularity near boundaries, so that the local-in-time well-posedness theory is estab-
lished recently in [5–7, 18, 19]. (See also [11, 12, 27, 35] for related works on the local theory.) The
phenomena of physical vacuum singularity arise naturally in several important situations besides
the above mentioned, for example, the equilibrium and dynamics of boundaries of gaseous stars
(cf. [2, 8, 14, 27]). A paramount motivation in the study of physical vacuum is to understand the
long time stability of some physically important explicit solutions with scaling invariance such as
Barenblatt self-similar solutions and affine motions. This requires obtaining long time higher order
regularity of solutions near vacuum boundaries. Extending from local-in-time existence to long-
time ones is of fundamental importance in nonlinear problems and poses a great challenge due
to strong degenerate nonlinear hyperbolic characters. It should be pointed out, for the Cauchy
problem of the one-dimensional compressible Euler equations with damping, the Lp-convergence of
L∞-weak solutions to Barenblatt solutions of the porous media equations was given in [16] with
p = 2 if 1 < γ ≤ 2 and p = γ if γ > 2 and in [17] with p = 1, respectively, using entropy-type
estimates for the solution itself without deriving estimates for derivatives. However, the interfaces
separating gases and vacuum cannot be traced in the framework of L∞-weak solutions.
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2. Reformulation of the problem and main results
2.1. Lagrangian variables, ansatz, and perturbations. The domains of gases for the free
boundary problem (1.1) and the Barenblatt solutions, Ω(t) and Ω¯(t), are generally different. In
order to compare solutions defined on different domains, we reduce the problems to the ones defined
on a common fixed domain, the initial domain of the Barenblatt solution, Ω = Ω¯(0), which is the
ball centered at the origin with the radius R¯(0) =
√
A/B.
We define x as the Lagrangian flow of the velocity u by
∂tx(t, y) = u(t, x(t, y)) for t > 0, and x(0, y) = x0(y) for y ∈ Ω, (2.1)
and set the Lagrangian density, the inverse of the Jacobian matrix, and the Jacobian determinant
by
̺(t, y) = ρ(t, x(t, y)), A (t, y) =
(
∂x
∂y
)−1
, J (t, y) = det
(
∂x
∂y
)
.
Then system (1.1) can be written in Lagrangian coordinates as
∂t̺+ ̺A
k
i ∂t∂kx
i = 0 in Ω× (0, T ], (2.2a)
̺∂ttxi + A
k
i ∂k(̺
γ) = −̺∂txi in Ω× (0, T ], (2.2b)
̺ > 0 in Ω× (0, T ], (2.2c)
̺ = 0 on ∂Ω× (0, T ], (2.2d)
(̺, x, ∂tx) = (ρ0(x0), x0, u0(x0)) on Ω× {t = 0}, (2.2e)
where xi = xi and ∂k =
∂
∂yk
. It follows from (2.2a) and ∂tJ = J A
k
i ∂t∂kx
i that
̺(t, y)J (t, y) = ̺(0, y)J (0, y) = ρ0 (x0(y)) det
(
∂x0(y)
∂y
)
.
We choose x0(y) such that ρ0 (x0(y)) det
(
∂x0(y)
∂y
)
= ρ¯0(y), where ρ¯0(y) = ρ¯(0, y) is the initial density
of the Barenblatt solution given by (1.6). The existence of such an x0 follows from the Dacorogna-
Moser theorem (cf. [9]) and (1.3). It means that the Lagrangian density can be expressed as
̺ = ρ¯0J
−1, where ρ¯0(y) =
(
A−B|y|2)1/(γ−1) , (2.3)
and problem (2.2) reduces to
ρ¯0∂ttxi + J A
k
i ∂k
(
ρ¯γ0J
−γ
)
= −ρ¯0∂txi in Ω× (0, T ], (2.4a)
(x, ∂tx) = (x0, u0(x0)) on Ω× {t = 0}. (2.4b)
We define x¯ as the Lagrangian flow of the Barenblatt velocity u¯ by
∂tx¯(t, y) = u¯(t, x¯(t, y)) for t > 0, and x¯(0, y) = y for y ∈ Ω.
then
x¯(t, y) = ν(t)y for y ∈ Ω, where ν(t) = (1 + t) 13γ−1 .
Since x¯(t, y) does not solve equation (2.4a), as in [28, 41], we introduce a correction h(t) which is
the solution to the following initial value problem of ordinary differential equations:
htt + ht − (3γ − 1)−1(ν + h)2−3γ + νtt + νt = 0, t > 0,
h(t = 0) = ht(t = 0) = 0.
(2.5)
It should be noted that θ = ν + h behaves like ν. Precisely, there exist positive constants K and
C(n) independent of time t such that for all t ≥ 0,
(1 + t)1/(3γ−1) ≤ θ(t) ≤ K (1 + t)1/(3γ−1) , θt(t) ≥ 0, (2.6a)
5∣∣∣∣ dkdtk θ(t)
∣∣∣∣ ≤ C(n) (1 + t) 13γ−1−k , k = 1, 2, · · · , n, (2.6b)
whose proof can be found in [41]. The new ansatz is then given by
x˜(t, y) = x¯(t, y) + h(t)y = θ(t)y, where θ(t) = ν(t) + h(t), (2.7)
which satisfies
ρ¯0∂ttx˜i + J˜ A˜
k
i ∂k
(
ρ¯γ0J˜
−γ
)
= −ρ¯0∂tx˜i in Ω× (0,∞), (2.8)
where J˜ = det
(
∂x˜
∂y
)
= θ3 and A˜ =
(
∂x˜
∂y
)−1
= θ−1Id.
We define the perturbation ω by
ω(t, y) = θ−1(t) (x(t, y)− x˜(t, y)) = η(t, y) − y, where η(t, y) = θ−1(t)x(t, y), (2.9)
then (2.4a) can be expressed as
θρ¯0∂
2
t ωi + (θ + 2θt)ρ¯0∂tωi + (3γ − 1)−1θ2−3γ ρ¯0ηi + θ2−3γJAki ∂k
(
ρ¯γ0J
−γ
)
= 0, (2.10)
where
A(t, y) =
(
∂η
∂y
)−1
=
(
Id+
∂ω
∂y
)−1
and J(t, y) = det
(
∂η
∂y
)
= det
(
Id+
∂ω
∂y
)
.
Problem (2.4), hence problems (2.2) and (1.1), can be written as
θρ¯0∂
2
t ωi + (θ + 2θt)ρ¯0∂tωi + (3γ − 1)−1θ2−3γ ρ¯0ωi
+ θ2−3γ∂k
(
ρ¯γ0
(
Aki J
1−γ − δki
))
= 0 in Ω× (0, T ], (2.11a)
(ω, ∂tω) = (θ
−1(0)x0 − y, θ−1(0)u0(x0)− θ−2(0)θt(0)x0) on Ω× {t = 0}, (2.11b)
due to (2.10), ρ¯0(y) =
(
A−B|y|2)1/(γ−1) and the Piola identity ∂k(JAki ) = 0 (i = 1, 2, 3). In fact,
equations (2.10) and (2.11a) are useful, respectively, for curl estimates and energy estimates.
2.2. Notation and main results. We let ∂k =
∂
∂yk
, ∂α = ∂α11 ∂
α2
2 ∂
α3
3 for multi-index α =
(α1, α2, α3) and ∂
j =
∑
|α|=j ∂
α for nonnegative integer j. We use (∂¯1, ∂¯2, ∂¯3) = y × (∂1, ∂2, ∂3)
to denote the angular momentum derivative, and let, similarly, ∂¯α = ∂¯α11 ∂¯
α2
2 ∂¯
α3
3 for multi-index
α = (α1, α2, α3) and ∂¯
j =
∑
|α|=j ∂¯
α for nonnegative integer j.
The divergence and the i-th component of the curl of a vector filed F are
divF = δki ∂kF
i, and [curlF ]i = ǫ
ijk∂jFk, i = 1, 2, 3,
where ǫijk is the standard permutation symbol given by
ǫijk =

1, even permutation of {1, 2, 3},
−1, odd permutation of {1, 2, 3},
0, otherwise.
Indeed, the angular momentum derivative can be written as ∂¯i = ǫ
ijkyj∂k.
Along the flow map η, the i-th component of the gradient of a function f is
[∇ηf ]i = Aki ∂kf,
the divergence and the i-th component of the curl of a vector filed F are
divηF = A
k
i ∂kF
i, and [curlηF ]i = ǫ
ijk [∇ηFk]j = ǫijkArj∂rFk, i = 1, 2, 3.
Let
ι = (γ − 1)−1 and σ(y) = ρ¯γ−10 = A−B|y|2.
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We introduce, for nonnegative integers m,n, l, j,
Ej(t) =
∑
m+n+l=j
{
(1 + t)2m+1
∥∥∥σ ι+n2 ∂m+1t ∂n∂¯lω∥∥∥2
L2(Ω)
+(1 + t)2m
(∥∥∥σ ι+n2 ∂mt ∂n∂¯lω∥∥∥2
L2(Ω)
+
∥∥∥σ ι+n+12 ∂mt ∂n+1∂¯lω∥∥∥2
L2(Ω)
)}
, (2.12)
and define the higher order weighted Sobolev norm E by
E (t) =
∑
0≤j≤[ι]+7
Ej(t). (2.13)
In addition to (2.13), we also need the following Sobolev norm for curl:
Vadd(t) =
∑
0≤m≤1, 0≤n+l≤[ι]+7
(1 + t)2m
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂mt ω∥∥∥2
L2(Ω)
. (2.14)
We are now ready to state the main result.
Theorem 2.1. There exist positive constants ǫ¯ and δ¯ depending only on the adiabatic exponent γ
and the initial total mass M such that, for E (0) +Vadd(0) ≤ ǫ¯, the life span of the unique smooth
solution to problem (2.4) (hence to problem (1.1)) exceeds T∞, where
T∞ = exp
{
min
{(
δ¯
E (0)
)1/2
,
(
δ¯
Vadd(0)
)1/3}}
− 1. (2.15)
Remark 2.2. There exist positive constants ǫˆ and δˆ depending on γ and M such that if E (0) ≤ ǫ¯
and
V (t) ≤ δˆE (t) for 0 ≤ t < T, (2.16)
then problem (2.4) (hence problem (1.1)) admits a unique smooth solution in [0, T ) with
sup
0≤t<T
E (t) ≤ CE (0)
for a certain constant C independent of time t, where
V (t) =
∑
m+n+l≤[ι]+7
(1 + t)2mmin
{∥∥∥σ ι+n+12 curl∂mt ∂n∂¯lω∥∥∥2
L2
,
∥∥∥σ ι+n+12 ∂mt ∂n∂¯lcurlω∥∥∥2
L2
}
.
If condition (2.16) holds for T =∞, then we have the global-in-time existence of smooth solutions.
This conclusion can be derived mainly from the estimates in Corollary 4.2. Clearly, condition (2.16)
holds if curlω = 0 (∂iωj − ∂jωi = 0, i, j = 1, 2, 3), or equivalently, curlx = 0 (∂ixj − ∂jxi = 0,
i, j = 1, 2, 3), in particular, this condition is true for the spherically symmetric perturbations for
0 ≤ t <∞. The results obtained in this paper coincide with the ones in [41].
Remark 2.3. It should be noted that
(1 + t)2m
∑
m+2n+l≤4
∥∥∥∂mt ∂n∂¯lω∥∥∥2
L∞
≤ CE (t) (2.17)
for constant C depending only on M and γ. The high order norm E has been defined to have the
fewest derivatives to ensure that ∂2t ∂ω is pointwise bounded, a requirement for the curl estimate,
which is easy to see from the curl equation:
θcurlη(∂
2
t ω) + (2θt + θ)curlη∂tω = 0. (2.18)
Because the regularity that ∂t∂ω is pointwise bounded is needed at least to ensure that a solution to
problem (2.4) is also a solution to problem (1.1).
7Remark 2.4. The reason why the perturbation is chosen as ω(t, y) = θ−1(t) (x(t, y)− x˜(t, y)),
instead of, ζ(t, y) = x(t, y)− x˜(t, y), is as follows. The curl equation for ζ is
curlx∂
2
t ζ + curlx∂tζ = (3γ − 1)−1θ1−3γcurlxζ, (2.19)
where [curlxF ]i = ǫ
ijkA rj ∂rFk (i = 1, 2, 3) for any vector F . Since θ
1−3γ(t) is equivalent to (1+t)−1,
the accumulation of the term on the right hand side of (2.19) in time cannot be controlled easily.
However, this bad term can be absorbed in the curl equation for ω, (2.18).
3. A priori estimate
The proof of Theorem 2.1 is based on the following a priori estimates, together with the local
existence theory (cf. [7, 19]).
Theorem 3.1. Let ω(t, y) be a solution to problem (2.11) in the time interval [0, T ] satisfying the
following a priori assumptions:
E (t) ≤ ǫ20, t ∈ [0, T ], (3.1a)
(ln(1 + t))2 sup
s∈[0,t]
E (s) ≤ ǫ20, t ∈ [0, T ], (3.1b)
then
E (t) +Vadd(t) ≤ C (E (0) +Vadd(0) + ln(1 + t)Vadd(0)) , t ∈ [0, T ], (3.2)
where C is a positive constant independent of t.
To simplify the presentation, we introduce some notation. Throughout the rest of paper, C will
denote a positive constant which only depend on the parameters of the problem, γ and M , but
does not depend on the data. They are referred as universal and can change from one inequality
to another one. Also we use C(β) to denote a certain positive constant depending on quantity β.
We will employ the notation a . b to denote a ≤ Cb, a ∼ b to denote C−1b ≤ a ≤ Cb and a & b to
denote a ≥ C−1b, where C is the universal constant as defined above.
Recall that σ(y) = ρ¯γ−10 = A − B|y|2, and Ω = Ω¯(0) is the ball centered at the origin with the
radius
√
A/B. So, σ(y) is equivalent to d(y, ∂Ω), the distance function to the boundary of Ω, that
is, σ(y) ∼ d(y, ∂Ω). We will use, in the rest of this work, the notation∫
=
∫
Ω
, and ‖ · ‖W k,p = ‖ · ‖W k,p(Ω)
for k ≥ 0 and p ∈ [1,∞].
3.1. Basic inequalities I. In this subsection, we will show the bounds derived from E (t). Indeed,
it holds that ∑
m+2n+l≤4
∥∥∥∂mt ∂n∂¯lω∥∥∥
L∞(Ω)
+
∑
m+2n+l=5
∥∥∥∂mt ∂n∂¯lω∥∥∥
H1(Ω)
+
∑
6≤m+2n+l
m+n+l≤[ι]+6
∥∥∥σm+2n+l−42 ∂mt ∂n∂¯lω∥∥∥
L∞(Ω)
. (1 + t)−m
√
E (t),
whose proof will be given later in Lemma 3.3, based on the following Hardy inequalities and weighted
Sobolev embeddings.
Let k > −1 be a given real number, δ be a positive constant, and f be a function satisfying∫ δ
0 r
k+2
(
f2 + |f ′|2) dr <∞, then it holds that∫ δ
0
rkf2dr ≤ C(δ, k)
∫ δ
0
rk+2
(
f2 + |f ′|2) dr, (3.3)
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whose proof can be found in [22]. Indeed, (3.3) is a general version of the standard Hardy inequality:∫∞
0 |r−1f |2dr ≤ C
∫∞
0 |f ′|2dr.
As a consequence of (3.3), we have the following estimates.
Lemma 3.2. Let k > −1 be a given real number, and f be a function satisfying ∫Ω σk+2(f2 +
|∂f |2)dy <∞, then it holds that∫
Ω
σkf2dy ≤ C(k,Ω)
∫
Ω
σk+2(f2 + |∂f |2)dy. (3.4)
Proof. Let Ω0 be a ball centered at the origin with the radius
√
A/(4B), and Ωb = Ω \ Ω0. In
Ω0, σ has positive upper and lower bounds so that∫
Ω0
σkf2dy ≤ C(k,Ω)
∫
Ω0
σk+2f2dy ≤ C(k,Ω)
∫
Ω
σk+2f2dy.
Near the boundary, we may write the integral in the spherical coordinates (r, φ, ψ):∫
Ωb
σk(y)f2(y)dy =
∫ √A/B
√
A/(4B)
σk(r)F 2(r)dr,
where
F 2(r) =
∫ pi
0
∫ 2pi
0
f2(r, φ, ψ)r2 sinφdφdψ.
This, together with (3.3), the equivalence of σ and
√
A/B − r, and the Ho¨lder inequality, implies
that for some constants C = C(k,Ω),∫
Ωb
σk(y)f2(y)dy ≤ C
∫ √A/B
√
A/(4B)
σk+2(r)(F 2 + |Fr|2)(r)dr
≤C
∫ √A/B
√
A/(4B)
σk+2(r)
(∫ pi
0
∫ 2pi
0
(f2 + |∂rf |2)r2 sinφdφdψ
)
dr
≤C
∫ √A/B
√
A/(4B)
σk+2(r)
(∫ pi
0
∫ 2pi
0
(f2 + |∂f |2)r2 sinφdφdψ
)
dr.
It proves (3.4) by writing the last integral in the coordinates y = (y1, y2, y3). ✷
Let U be a bounded smooth domain in R3, and d = d(y) = dist(y, ∂U) be a distance function
to the boundary. For any a > 0 and nonnegative integer b, we define the weighted Sobolev space
Ha,b(U) by
Ha,b(U) =
{
da/2f ∈ L2(U) :
∫
U
da|∂kf |2dy <∞, 0 ≤ k ≤ b
}
with the norm ‖f‖2
Ha,b(U)
=
∑b
k=0
∫
U
da|∂kf |2dy. Let Hs(U) (s ≥ 0) be the standard Sobolev
space, then for b ≥ a/2, we have the following embedding of weighted Sobolev spaces (cf. [22]):
Ha,b(U) →֒ Hb−a/2(U) with the estimate
‖f‖Hb−a/2(U) ≤ C(a, b,U)‖f‖Ha,b(U). (3.5)
As a conclusion of (3.4) and (3.5), we have the following estimates.
Lemma 3.3. Let m be nonnegative integers, α and β be multi-indexes. Suppose that E (t) is finite,
then it holds that ∑
m+2|α|+|β|≤4
∥∥∥∂mt ∂α∂¯βω∥∥∥2
L∞(Ω)
+
∑
m+2|α|+|β|=5
∥∥∥∂mt ∂α∂¯βω∥∥∥2
H1(Ω)
9+
∑
6≤m+2|α|+|β|
m+|α|+|β|≤[ι]+6
∥∥∥σm+2|α|+|β|−42 ∂mt ∂α∂¯βω∥∥∥2
L∞(Ω)
. (1 + t)−2mE (t). (3.6)
Proof. When m+ 2|α| + |β| ≤ 4, we have
(1 + t)2m
∥∥∥∂mt ∂α∂¯βω∥∥∥2
Hι+[ι]+8−m−|β|, [ι]+8−m−|α|−|β|(Ω)
=(1 + t)2m
∑
0≤|h|≤[ι]+8−m−|α|−|β|
∥∥∥σ ι+[ι]+8−m−|β|2 ∂h∂mt ∂α∂¯βω∥∥∥2
L2(Ω)
.(1 + t)2m
∑
0≤|h|≤[ι]+8−m−|α|−|β|
∥∥∥σ ι+|α|+|h|2 ∂mt ∂α+h∂¯βω∥∥∥2
L2(Ω)
.Em+|α|+|β| +
∑
1≤|h|≤[ι]+8−m−|α|−|β|
Em+|α|+|h|−1+|β| ≤ E , (3.7)
which, together with (3.5) and the fact that Hq(Ω) →֒ L∞(Ω) for q > 3/2, implies that
‖∂mt ∂α∂¯βω‖2L∞(Ω) . ‖∂mt ∂α∂¯βω‖2
H
3
2+
(1+[ι]−ι)+(4−m−2|α|−|β|)
2 (Ω)
.
∥∥∥∂mt ∂α∂¯βω∥∥∥2
Hι+[ι]+8−m−|β|, [ι]+8−m−|α|−|β|(Ω)
. (1 + t)−2mE .
Similarly, we can obtain for m+ 2|α|+ |β| ≥ 6 and m+ |α|+ |β| ≤ [ι] + 6,∥∥∥σm+2|α|+|β|−42 ∂mt ∂α∂¯βω∥∥∥2
L∞(Ω)
.
∥∥∥σm+2|α|+|β|−42 ∂mt ∂α∂¯βω∥∥∥2
H
3
2+
1+[ι]−ι
4 (Ω)
.
∥∥∥σm+2|α|+|β|−42 ∂mt ∂α∂¯βω∥∥∥2
H
ι+3[ι]+25−4m−4|α|−4|β|
2 , [ι]+8−m−|α|−|β|(Ω)
. (1 + t)−2mE . (3.8)
Indeed, the derivation of the last inequality in (3.8) is not trivial, which is based on (3.4). We only
examine the difficult case where m+ 2|α| + |β| ≥ 7.∥∥∥σm+2|α|+|β|−42 ∂mt ∂α∂¯βω∥∥∥2
H
ι+3[ι]+25−4m−4|α|−4|β|
2 , [ι]+8−m−|α|−|β|(Ω)
.
∑
0≤|h|≤[ι]+8−m−|α|−|β|
0≤j≤|h|
∥∥∥σ ι+3[ι]+17−2m−2|β|4 −j∂mt ∂|α|+|h|−j∂¯|β|ω∥∥∥2
L2(Ω)
.
∑
0≤|h|≤[ι]+8−m−|α|−|β|
0≤j≤|h|
∥∥∥σ ι+3[ι]+17−2m−2|β|4 ∂mt ∂|α|+|h|−j∂¯|β|ω∥∥∥2
L2(Ω)
.
∑
0≤|h|≤[ι]+8−m−|α|−|β|
0≤j≤|h|
∥∥∥σ ι+|α|+|h|2 ∂mt ∂|α|+|h|−j∂¯|β|ω∥∥∥2
L2(Ω)
. (1 + t)−2mE ,
where (3.4) has been used j times to derive the second inequality. When m + 2|α| + |β| = 5, it
follows from (3.5) that∥∥∥∂mt ∂α∂¯βω∥∥∥2
H1(Ω)
.
∥∥∥∂mt ∂α∂¯βω∥∥∥2
H1+
1+[ι]−ι
2 (Ω)
=
∥∥∥∂mt ∂α∂¯βω∥∥∥2
H
[ι]+8−ι−(m+2|α|+|β|)
2 (Ω)
.
∥∥∥∂mt ∂α∂¯βω∥∥∥2
Hι+[ι]+8−m−|β|, [ι]+8−m−|α|−|β|(Ω)
. (1 + t)−2mE ,
where the last inequality follows from the same derivation of (3.7). ✷
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3.2. Basic inequalities II. Since JA is the adjugate matrix of (∂η∂y ) and η(t, y) = ω(t, y)+y, then
JA =
(
∂η
∂y
)∗
=
∂2η × ∂3η∂3η × ∂1η
∂1η × ∂2η
 = (1 + divω) Id− (∂ω
∂y
)
+ b, (3.9)
where b is the adjugate matrix of (∂ω∂y ) given by
b =
(
∂ω
∂y
)∗
=
 ∂2ω × ∂3ω∂3ω × ∂1ω
∂1ω × ∂2ω
 .
This, together with the fact that (∂η∂y )(
∂η
∂y )
∗ = JId, implies that
J = 1 + divω + 2−1
(|divω|2 + |curlω|2 − |∂ω|2)+ bsr∂sωr. (3.10)
Due to (3.1a) and (3.6), we have for t ∈ [0, T ],
|∂ω(t, y)| . ǫ0. (3.11)
Thus, it follows from (3.10) and (3.9) that for t ∈ [0, T ],
|J − 1| . |∂ω| . ǫ0 and ‖A− Id‖L∞ . |∂ω| . ǫ0, (3.12)
which implies, with the aid of the smallness of ǫ0, that for t ∈ [0, T ]
2−1 ≤ J ≤ 2 and ‖A‖L∞ ≤ 2. (3.13)
Indeed, 2−1 ≤ J ≤ 2 follows from |J − 1| . ǫ0, ‖A− Id‖L∞ . |∂ω| follows from (3.9), 2−1 ≤ J and
|J − 1| . |∂ω|. Moreover, we have for any function f
|[∇ηf ]i − ∂if | = |(Ari − δri )∂rf | . ǫ0|∂f |,
which means
2−1|∂f | ≤ |∇ηf | ≤ 2|∂f |. (3.14)
4. energy estimates
We let m,n, l, j be nonnegative integers, and introduce the following j-th order energy functional
Ej and dissipation functional Dj:
Ej(t) =
∑
m+n+l=j
Em,n,l(t) =
∑
m+n+l=j
(
E
m,n,l
I + E
m,n,l
II
)
(t),
Dj(t) =
∑
m+n+l=j
Dm,n,l(t) =
∑
m+n+l=j
(
E
m,n,l
I + (1 + t)
−1E
m,n,l
II
)
(t),
where
E
m,n,l
I (t) = (1 + t)
2m+1
∥∥∥σ ι+n2 ∂m+1t ∂n∂¯lω∥∥∥2
L2
,
E
m,n,l
II (t) = (1 + t)
2m
(∥∥∥σ ι+n2 ∂mt ∂n∂¯lω∥∥∥2
L2
+
∥∥∥σ ι+n+12 ∇η∂mt ∂n∂¯lω∥∥∥2
L2
+ι−1
∥∥∥σ ι+n+12 divη∂mt ∂n∂¯lω∥∥∥2
L2
)
.
Let ω(t, y) be a solution to problem (2.11) in the time interval [0, T ] satisfying (3.1a), then it is easy
to see the equivalence of the weighted Sobolev norm E and the energy functional E =
∑
0≤j≤[ι]+7Ej .
Indeed, it follows from (3.14) that
Ej ∼ Ej , j = 0, 1, · · · , [ι] + 7. (4.1)
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In addition to Ej and Dj, we introduce the j-th order weighted Sobolev norm for curl:
Vj(t) =
∑
m+n+l=j
Vm,n,l(t) =
∑
m+n+l=j
(1 + t)2m
∥∥∥σ ι+n+12 curlη∂mt ∂n∂¯lω∥∥∥2
L2
.
Now, we have the following estimates.
Proposition 4.1. Let ω(t, y) be a solution to problem (2.11) in the time interval [0, T ] satisfying
(3.1a). Then for j = 0, 1, 2, · · · , [ι] + 7,
Ej(t) +
∫ t
0
Dj(s)ds .
∑
0≤k≤j
(
Ek(0) +Vk(t) +
∫ t
0
(1 + s)−1Vk(s)ds
)
, t ∈ [0, T ]. (4.2)
The proof consists of Lemmas 4.3 and 4.9, which we will prove later in this section. Based on
Proposition 4.1 and the fact that
Vj(t) .
∑
m+n+l=j
(1 + t)2m
∥∥∥σ ι+n+12 curl∂mt ∂n∂¯lω∥∥∥2
L2
+ ǫ20Ej(t),
Vj(t) .
∑
m+n+l=j
(1 + t)2m
∥∥∥σ ι+n+12 ∂mt ∂n∂¯lcurlω∥∥∥2
L2
+ ǫ20Ej(t) +
∑
0≤k≤j−1
Ek(t),
due to (3.12) and the commutator estimate (4.16) which will be proved later, we can use (4.1) and
the mathematical induction to prove
Corollary 4.2. Let ω(t, y) be a solution to problem (2.11) in the time interval [0, T ] satisfying
(3.1a). Then for j = 0, 1, 2, · · · , [ι] + 7,
Ej(t) +
∫ t
0
(1 + s)−1Ej(s)ds
.
∑
0≤k≤j
(
Ek(0) + Vk(t) +
∫ t
0
(1 + s)−1Vk(s)ds
)
, t ∈ [0, T ],
where
Vk(t) =
∑
m+n+l=k
(1 + t)2mmin
{∥∥∥σ ι+n+12 curl∂mt ∂n∂¯lω∥∥∥2
L2
,
∥∥∥σ ι+n+12 ∂mt ∂n∂¯lcurlω∥∥∥2
L2
}
.
4.1. The zeroth order estimate. In this subsection, we prove that
Lemma 4.3. Let ω(t, y) be a solution to problem (2.11) in the time interval [0, T ] satisfying (3.1a).
Then,
E0(t) +
∫ t
0
D0(s)ds .E0(0) +V0(t) +
∫ t
0
(1 + s)−1V0(s)ds, t ∈ [0, T ]. (4.3)
Proof. Multiply (2.11a) by θ−1 and use ρ¯0 = σ
ι to obtain
σι∂2t ωi + (1 + 2θ
−1θt)σ
ι∂tωi + (3γ − 1)−1θ1−3γσιωi
+θ1−3γ∂k
(
σι+1(Aki J
1−γ − δki )
)
= 0. (4.4)
Integrate the product of (4.4) and ∂tω
i over Ω and use ∂tJ = JA
k
i ∂t∂kω
i to get
1
2
d
dt
∫ {
σι|∂tω|2 + θ1−3γ
(
(3γ − 1)−1σι|ω|2 + 2σι+1M0
)}
dy
+ (1 + 2θ−1θt)
∫
σι|∂tω|2dy = 1
2
(
θ1−3γ
)
t
∫ (
(3γ − 1)−1σι|ω|2 + 2σι+1M0
)
dy, (4.5)
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where M0 = (γ − 1)−1(J1−γ − 1) + divω. Due to (3.10), M0 can be rewritten as
M0 = 2−1
(|∂ω|2 + (γ − 1)|divω|2 − |curlω|2)+ e0,
where e0 represents the cubic term, given by
e0 =(γ − 1)−1
(
J1−γ − 1− (1− γ)(J − 1) + 2−1(1− γ)γ(J − 1)2)
+ 2−1γ
(
(J − 1)2 − |divω|2)− bsr∂sωr.
This, together with (3.10), the Taylor expansion and (3.11), implies that
0 ≤ 1
4
|∂ω|2 + γ − 1
2
|divω|2 ≤M0 + 1
2
|curlω|2 ≤ |∂ω|2 + γ − 1
2
|divω|2. (4.6)
It follows from (4.5), (4.6) and θt ≥ 0 that
1
2
d
dt
∫ {
σι|∂tω|2 + θ1−3γ
(
(3γ − 1)−1σι|ω|2 + 2σι+1M0
)}
dy
+
∫
σι|∂tω|2dy ≤ −1
2
(
θ1−3γ
)
t
∫
σι+1|curlω|2dy. (4.7)
Integrate (4.7) over [0, t] and use (2.6) and (4.6) to obtain the basic estimate:
(E0I + E0II)(t) +
∫ t
0
E0I(s)ds
.(E0I + E0II)(0) + V0(t) +
∫ t
0
(1 + s)−1V0(s)ds, (4.8)
where
E0I(t) =
∫
σι|∂tω|2dy, V0(t) = (1 + t)−1
∫
σι+1|curlω|2dy,
E0II(t) = (1 + t)
−1
∫
σι
(|ω|2 + σ|∂ω|2 + ι−1σ|divω|2) dy.
To improve the estimate (4.8), we integrate the product of (4.4) and ωi over Ω to get
d
dt
∫
σι
(
ωi∂tωi + (2
−1 + θ−1θt)|ω|2
)
dy
+ θ1−3γ
∫ {
(3γ − 1)−1σι|ω|2 − σι+1
(
Aki J
1−γ − δki
)
∂kω
i
}
dy
=
∫
σι|∂tω|2dy + (θ−1θt)t
∫
σι|ω|2dy. (4.9)
It follows from (3.9) that
δki −Aki J1−γ = δki −
(
(1 + divω) δki − ∂iωk + bki
)
J−γ = (γ − 1)divωδki + ∂iωk −Qki , (4.10)
where Q represents the quadratic term, given by
Qki = (J
−γ − 1 + γdivω)δki + (J−γ − 1)(divωδki − ∂iωk) + J−γbki .
This, together with (3.10), the Taylor expansion and (3.11), gives
−
∫
σι+1
(
Aki J
1−γ − δki
)
∂kω
idy
≥
∫
σι+1
(
2−1|∂ω|2 + (γ − 1)|divω|2 − |curlω|2) dy.
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Due to the Cauchy inequality and (2.6) (especially, θt ≥ 0), we have∫
σι
(
4−1|ω|2 − |∂tω|2
)
dy ≤
∫
σι
(
ωi∂tωi + (2
−1 + θ−1θt)|ω|2
)
dy
.
∫
σι
(|∂tω|2 + |ω|2) dy.
Thus, integrating (4.9) over [0, t], and using (2.6) (especially, |(θ−1θt)t| . (1 + t)−2), (4.8) and the
Grownwall inequality, we obtain that∫
σι|ω|2dy +
∫ t
0
E0II(s)ds . (E0I +E0II)(0) + V0(t) +
∫ t
0
V0(s)ds. (4.11)
Finally, we integrate the product of 1 + t and (4.7) over [0, t], and use (2.6), (4.8) and (4.11) to
get
(1 + t)(E0I + E0II)(t) +
∫ t
0
((1 + s)E0I + E0II) (s)ds
. (E0I + E0II)(0) + (1 + t)V0(t) +
∫ t
0
V0(s)ds. (4.12)
Due to (3.12) and (3.11), we have
|curlηω − curlω|+ |divηω − divω| . |∂ω|2 . ǫ0|∂ω|,
which, together with (3.14), implies that
V0(t) . (1 + t)
−1V0(t) + ǫ0E0II(t),
E0(t) ∼ (1 + t)(E0I + E0II)(t),
D0(t) ∼ (1 + t)E0I(t) + E0II(t).
Substitute these into (4.12) to obtain (4.3). ✷
4.2. Preliminaries for the higher order estimates.
4.2.1. Basic identities. The following identities indicate how the higher order functional are con-
structed.
Lemma 4.4. For any vector field F with F i = Fi, we have
AkrA
s
i (∂sF
r)∂t∂kF
i = 2−1∂t
(|∇ηF |2 − |curlηF |2)+ [∇ηF r]i [∇η∂tωs]r [∇ηF i]s , (4.13)
AkrA
s
i (∂sF
r)∂kF
i = |∇ηF |2 − |curlηF |2. (4.14)
Proof. We commute ∇η with ∂t and use ∂tAki = −AkrAsi∂t∂sωr to obtain
[∇ηF r]i
[∇η∂tF i]r = [∇ηF r]i ∂t [∇ηF i]r − [∇ηF r]i (∂tAkr) ∂kF i
= [∇ηF r]i ∂t
[∇ηF i]r + [∇ηF r]i [∇η∂tωs]r [∇ηF i]s . (4.15)
Simple calculation gives that
[∇ηF r]i ∂t
[∇ηF i]r =∑
i,r
{
[∇ηFr]i − [∇ηFi]r
}
∂t
{
[∇ηFi]r − [∇ηFr]i
}
+ 2
∑
i,r
[∇ηFi]r ∂t [∇ηFi]r −
∑
i,r
[∇ηFi]r ∂t [∇ηFr]i
=− ∂t|curlηF |2 + ∂t|∇ηF |2 −
[∇ηF i]r ∂t [∇ηF r]i ,
which implies that
[∇ηF r]i ∂t
[∇ηF i]r = 2−1 (∂t|∇ηF |2 − ∂t|curlηF |2) .
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Substitute this into (4.15) to get (4.13). (4.14) can be proved similarly. ✷
4.2.2. Commutators. The following estimates are for commuting ∂ and ∂¯. We use the notation
e1 = (1, 0, 0), e2 = (0, 1, 0) and e3 = (0, 0, 1) here.
Lemma 4.5. For any function f and multi-indexes α and β, we have∣∣[∂¯β , ∂α]f ∣∣ ≤ C(α, β) ∑
0≤j≤|β|−1
∣∣∣∂|α|∂¯jf ∣∣∣ . (4.16)
Proof. We use the mathematical induction to prove (4.16), and first show that∑
|α|=1
∣∣[∂¯β , ∂α]f ∣∣ ≤ C(β) ∑
0≤j≤|β|−1
∣∣∂∂¯jf ∣∣ . (4.17)
Clearly, (4.17) holds for |β| = 1, due to [∂¯i, ∂l]f = −ǫijkδlj∂kf . Suppose that (4.17) holds for
|β| = 1, · · · , L− 1, and note that for |β| = L,
∂¯β∂lf =∂¯
β−ei ∂¯i∂lf = ∂¯
β−ei [∂¯i, ∂l]f + ∂¯
β−ei∂l∂¯if
=−
∑
i
ǫijkδlj ∂¯
β−ei∂kf + [∂¯
β−ei , ∂l]∂¯if + ∂l∂¯
βf
=−
∑
i
ǫijkδlj([∂¯
β−ei , ∂k]f + ∂k∂¯
β−eif) + [∂¯β−ei , ∂l]∂¯if + ∂l∂¯
βf.
Then, (4.17) holds for |β| = L using the induction assumption. Similarly, we apply the mathemat-
ical induction to α and obtain (4.16). ✷
Lemma 4.6. For any function f , and multi-indexes α and β, we have for k = 1, 2, 3,∣∣∣∂α∂¯β (σ−ι∂k(σι+1f))− σ−ι−|α|∂k (σι+|α|+1∂α∂¯βf)∣∣∣
≤C
∑
0≤j≤|β|−1
(
σ
∣∣∣∂|α|+1∂¯jf ∣∣∣+ ∣∣∣∂|α|∂¯jf ∣∣∣)+ C|α| ∑
0≤j≤|β|+1
∣∣∣∂|α|−1∂¯jf ∣∣∣ , (4.18)
where C = C(α, β, ι,Ω).
Proof. Recall that σ(y) = A−B|y|2, then we have ∂¯σ = 0 and
∂α∂¯β
(
σ−ι∂k(σ
ι+1f)
)
= ∂α∂¯β ((ι+ 1)(∂kσ)f + σ∂kf)
=(ι+ 1)(∂kσ)∂
α∂¯βf + σ∂k∂
α∂¯βf +
∑
1≤j≤3
αi(∂iσ)∂k∂
α−ei ∂¯βf +
∑
1≤j≤3
Iα,βk,j ,
where
Iα,βk,1 = (ι+ 1)
(
∂α∂¯β((∂kσ)f)− (∂kσ)∂α∂¯βf
)
,
Iα,βk,2 = ∂
α
(
σ∂¯β∂kf
)
− σ∂α∂¯β∂kf −
∑
1≤i≤3
αi(∂iσ)∂
α−ei ∂¯β∂kf,
Iα,βk,3 = σ∂
α[∂¯β , ∂k]f +
∑
1≤i≤3
αi(∂iσ)∂
α−ei [∂¯β , ∂k]f.
This implies that
∂α∂¯β
(
σ−ι∂k(σ
ι+1f)
)− σ−ι−|α|∂k (σι+|α|+1∂α∂¯βf) = ∑
1≤j≤4
Iα,βk,j , (4.19)
where
Iα,βk,4 =
∑
1≤i≤3
αi((∂iσ)∂k − (∂kσ)∂i)∂α−ei ∂¯βf.
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When |α| ≥ 2, ∂α∂¯β∂kσ = 0 for any β and k, and then
|Iα,βk,1 | ≤ C(β, ι,Ω)
∑
0≤j≤|β|−1
∣∣∣∂|α|∂¯jf ∣∣∣+ C(β, ι,Ω)|α| ∑
0≤j≤|β|
∣∣∣∂|α|−1∂¯jf ∣∣∣ .
Due to (4.16), ∂iσ = −2Byi, ∂i∂jσ = −2Bδij and ∂ασ = 0 for |α| ≥ 3, we have
|Iα,βk,2 | ≤ C(α, β,Ω)
∑
1≤i≤3
αi(αi − 1)
∑
0≤j≤|β|
∣∣∣∂|α|−1∂¯jF ∣∣∣ ,
|Iα,βk,3 | ≤ C(α, β,Ω)
∑
0≤j≤|β|−1
(
σ
∣∣∣∂|α|+1∂¯jF ∣∣∣+ |α| ∣∣∣∂|α|∂¯jF ∣∣∣) ,
|Iα,βk,4 | ≤ C(α, β)|α|
(∣∣∂|α|−1∂¯|β|+1F ∣∣+ ∣∣∂|α|−1∂¯|β|F ∣∣) .
These estimates, together with (4.19), prove (4.18). ✷
4.2.3. Derivatives of A and J . The differentiation formulae for A and J are
∂jJ = JA
s
r∂j∂sω
r, ∂¯jJ = JA
s
r∂¯j∂sω
r, ∂tJ = JA
s
r∂t∂sω
r, (4.20a)
∂jA
k
i = −AkrAsi∂j∂sωr, ∂¯jAki = −AkrAsi ∂¯j∂sωr, ∂tAki = −AkrAsi∂t∂sωr, (4.20b)
which, together with (3.13), implies that for any polynomial function P,
|∂P(J)| + |∂P(A)| . |∂2ω|, (4.21a)
|∂¯P(J)| + |∂¯P(A)| . |∂¯∂ω|, (4.21b)
|∂tP(J)| + |∂tP(A)| . |∂t∂ω|. (4.21c)
Moreover, we can use the mathematical induction to obtain that for any polynomial function P,
nonnegative integers m, and multi-indexes α and β,∣∣∣∂mt ∂α∂¯βP(A)∣∣∣ + ∣∣∣∂mt ∂α∂¯βP(J)∣∣∣ . Im,|α|,|β|, (4.22)
where Im,|α|,|β| are defined inductively as follows:
I0,0,0 = 1, (4.23a)
Im,|α|,|β| =
∣∣∣∂mt ∂|α|∂¯|β|∂ω∣∣∣+ ∑
0≤i≤m, 0≤j≤|α|, 0≤k≤|β|
1≤i+j+k≤m+|α|+|β|−1
I i,j,k
∣∣∣∂m−it ∂|α|−j ∂¯|β|−k∂ω∣∣∣ . (4.23b)
We use the notation I˜m,|α|,|β| to denote the lower order terms in Im,|α|,|β|, that is,
I˜m,|α|,|β| =
∑
0≤i≤m, 0≤j≤|α|, 0≤k≤|β|
1≤i+j+k≤m+|α|+|β|−1
I i,j,k
∣∣∣∂m−it ∂|α|−j ∂¯|β|−k∂ω∣∣∣ . (4.24)
Then, we have the following estimates.
Lemma 4.7. For any m, α and β satisfying 2 ≤ m+ |α|+ |β| ≤ [ι] + 8, we have
(1 + t)2m
∫
σι+|α|+1
∣∣I˜m,|α|,|β|∣∣2dy . E (t) ∑
0≤j≤m+|α|+|β|−1
Ej(t), (4.25)
provided that E (t) is small.
16 HUIHUI ZENG
Proof. It follows from (4.23) and (4.16) that
(1 + t)2m
∫
σι+|α|+1|I˜m,|α|,|β||2dy .
∑
(i,j,k)∈S
Pm,|α|,|β|i,j,k + l.o.t.,
where l.o.t. represents the lower order terms, and
S =
{
(i, j, k) ∈ Z3 ∣∣ 0 ≤ i ≤ m, 0 ≤ j ≤ |α|, 0 ≤ k ≤ |β|,
1 ≤ i+ j + k ≤ m+ |α| + |β| − 1} ,
Pm,|α|,|β|i,j,k = (1 + t)2m
∫
σι+|α|+1
∣∣∣∂it∂j+1∂¯kω∣∣∣2 ∣∣∣∂m−it ∂|α|−j+1∂¯|β|−kω∣∣∣2 dy.
It suffices to prove that ∑
(i,j,k)∈S
Pm,|α|,|β|i,j,k . E (t)
∑
0≤j≤m+|α|+|β|−1
Ej(t), (4.26)
since l.o.t. can be bounded similarly. To prove (4.26), it is enough to consider the case of i+2j+k ≤
2−1(m+2|α|+ |β|), since the other case can be dealt with analogously. In what follows, we assume
(i, j, k) ∈ S and i+ 2j + k ≤ 2−1(m+ 2|α| + |β|), which implies that i+ j + k ≤ [ι] + 6.
When i+ 2j + k ≤ 2, it follows from (3.6) that
Pm,|α|,|β|i,j,k .E (t)(1 + t)2m−2i
∫
σι+|α|+1
∣∣∣∂m−it ∂|α|−j+1∂¯|β|−kω∣∣∣2 dy
.E (t)Em+|α|+|β|−i−j−k(t). (4.27)
When i+2j+k = 3, it follows from the Ho¨lder inequality, (3.6) and the fact that H1(Ω) →֒ L6(Ω)
and H1/2(Ω) →֒ L3(Ω) that
Pm,|α|,|β|i,j,k . (1 + t)2i
∥∥∥∂it∂j+1∂¯kω∥∥∥2
L6
(1 + t)2m−2i
∥∥∥σ ι+|α|+12 ∂m−it ∂|α|−j+1∂¯|β|−kω∥∥∥2
L3
. E (t)(1 + t)2m−2i
∥∥∥σ ι+|α|+12 ∂m−it ∂|α|−j+1∂¯|β|−kω∥∥∥2
H1/2
.
Due to (3.5) and (3.4), we have∥∥∥σ ι+|α|+12 ∂m−it ∂|α|−j+1∂¯|β|−kω∥∥∥2
H1/2
.
∥∥∥σ ι+|α|+12 ∂m−it ∂|α|−j+1∂¯|β|−kω∥∥∥2
H1,1
.
∫
σι+|α|
(∣∣∣∂m−it ∂|α|−j+1∂¯|β|−kω∣∣∣2 + ∣∣∣σ∂m−it ∂|α|−j+2∂¯|β|−kω∣∣∣2) dy
.
∫
σι+|α|+2
(∣∣∣∂m−it ∂|α|−j+1∂¯|β|−kω∣∣∣2 + ∣∣∣∂m−it ∂|α|−j+2∂¯|β|−kω∣∣∣2) dy
.(1 + t)2i−2m
∑
0≤h≤1
Em+|α|+|β|+h−(i+j+k),
which, together with 2 ≤ i+ j + k ≤ 3, implies that
Pm,|α|,|β|i,j,k . E (t)
∑
0≤h≤1
Em+|α|+|β|−i−j−k+h(t) ≤ E (t)
∑
0≤j≤m+|α|+|β|−1
Ej(t). (4.28)
When i+ 2j + k ≥ 4, it follows from (3.6) that
Pm,|α|,|β|i,j,k . E (t)(1 + t)2m−2i
∫
σι+|α|+3−i−2j−k
∣∣∣∂m−it ∂|α|−j+1∂¯|β|−kω∣∣∣2 dy. (4.29)
To apply (3.4) to the right hand side of (4.29), we need ι+ |α|+ 3− i− 2j − k > −1, which is the
case for m+ |α| + |β| ≤ [ι] + 8, due to
ι+ |α|+ 3− (i+ 2j + k) ≥ ι+ |α| + 3− 2−1(m+ 2|α| + |β|)
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= ι+ 3− 2−1(m+ |β|) ≥ 2−1ι− 1 > −1.
So, we can apply i+ j + k − 2 times of (3.4) to the right hand side of (4.29) to get
Pm,|α|,|β|i,j,k .E (t)(1 + t)2m−2i
∫
σι+|α|+i+k−1
∑
0≤h≤i+j+k−2
∣∣∣∂m−it ∂|α|−j+1+h∂¯|β|−kω∣∣∣2 dy
.E (t)
∑
0≤j≤m+|α|+|β|−2
Ej(t). (4.30)
Finally, (4.26) is a consequence of (4.27), (4.28) and (4.30). This finishes the proof of (4.25). ✷
In addition to the estimates stated in Lemma 4.7, we need the following estimate to perform the
curl estimates in Section 5.
Lemma 4.8. For any m, α and β satisfying 2 ≤ m+ |α|+ |β| ≤ [ι] + 9, we have∑
0≤i≤m, 0≤j≤|α|, 0≤k≤|β|
i+j+k≤m+|α|+|β|−1, 4≤i+2j+k≤m+2|α|+|β|−4
∫
σι+|α|+1
∣∣I i,j,k∂m−it ∂|α|−j ∂¯|β|−k∂ω∣∣2dy
. (1 + t)−2mE (t)
∑
0≤j≤m+|α|+|β|−2
Ej(t), (4.31)
provided that E (t) is small.
Proof. In the spirit of the proof of (4.25), it suffices to prove that
Pm,|α|,|β|i,j,k . E (t)
∑
0≤j≤m+|α|+|β|−2
Ej(t) (4.32)
for m + |α| + |β| ≤ [ι] + 9 and 4 ≤ i + 2j + k ≤ 2−1(m + 2|α| + |β|). In a similar way to the
derivation of (4.30), we can show that (4.32) holds except for a bad case of ι = 1, |α| = j = 0 and
i+ k = 2−1(m+ |β|) = 5, where
Pm,|α|,|β|i,j,k =(1 + t)2m
∥∥∥σ|∂it∂∂¯kω||∂m−it ∂∂¯|β|−kω|∥∥∥2
L2
≤(1 + t)2i
∥∥∥σ∂it∂∂¯kω∥∥∥2
L6
(1 + t)2m−2i
∥∥∥∂m−it ∂∂¯|β|−kω∥∥∥2
L3
,
due to the Ho¨lder inequality. It follows from (3.5) and (3.4) that
‖σ∂it∂∂¯kω‖2H1 .
∫ (
|∂it∂∂¯kω|2 + σ2|∂∂it∂∂¯kω|2
)
dy
.
∑
1≤l≤3
∫
σ4|∂it∂l∂¯kω|2dy ≤ (1 + t)−2i
∑
1≤l≤3
E4+l(t) ≤ (1 + t)−2iE (t)
and
‖∂m−it ∂∂¯|β|−kω‖2H1/2 . ‖∂m−it ∂∂¯|β|−kω‖2H1,1
=
∫
σ(|∂m−it ∂∂¯|β|−kω|2 + |∂∂m−it ∂∂¯|β|−kω|2)dy
.
∑
1≤l≤4
∫
σ5|∂m−it ∂l∂¯|β|−kω|2dy . (1 + t)2i−2m
∑
4≤j≤8
Ej(t).
This, together with the fact that H1(Ω) →֒ L6(Ω) and H1/2(Ω) →֒ L3(Ω), implies that (4.32) holds
for the bad case. ✷
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4.3. The higher order estimates. In this subsection, we prove that
Lemma 4.9. Let ω(t, y) be a solution to problem (2.11) in the time interval [0, T ] satisfying (3.1a).
Then for j = 1, 2, · · · , [ι] + 7,
Ej(t) +
∫ t
0
Dj(s)ds .
∑
0≤k≤j
(
Ek(0) +Vk(t) +
∫ t
0
(1 + s)−1Vk(s)ds
)
, t ∈ [0, T ]. (4.33)
Proof. Apply ∂mt ∂
α∂¯β to the product of θ3γ−1σ−ι and (4.4), and multiply the resulting equation
by θ1−3γ to obtain
∂m+2t ∂
α∂¯βωi +
(
1 + (2 +m(3γ − 1)) θ−1θt
)
∂m+1t ∂
α∂¯βωi +
(
(3γ − 1)−1θ1−3γ
+m(3γ − 1)θ−1θt
)
∂mt ∂
α∂¯βωi + θ
1−3γσ−ι−|α|∂k
(
σι+|α|+1(Rm,α,β,k1,i
−J1−γ(AkrAsi∂s∂mt ∂α∂¯βωr + ι−1Aki divη∂mt ∂α∂¯βω))
)
= θ1−3γ
∑
j=2,3
Rm,α,βj,i , (4.34)
where
Rm,α,β,k1,i = ∂mt ∂α∂¯β(Aki J1−γ − δki )
+ J1−γ(AkrA
s
i∂s∂
m
t ∂
α∂¯βωr + ι−1Aki divη∂
m
t ∂
α∂¯βω),
Rm,α,β2,i = σ−ι−|α|∂k
(
σι+|α|+1∂mt ∂
α∂¯β(Aki J
1−γ − δki )
)
− ∂mt ∂α∂¯β
(
σ−ι∂k
(
σι+1(Aki J
1−γ − δki )
))
,
Rm,α,β3,i = −
∑
2≤k≤m
Ckm(∂
k
t θ
3γ−1)
(
∂m−k+2t ∂
α∂¯βωi + ∂
m−k+1
t ∂
α∂¯βωi
)
− 2(3γ − 1)−1
∑
1≤k≤m
Ckm(∂
k+1
t θ
3γ−1)∂m−k+1t ∂
α∂¯βωi.
It should be noted that the terms on the right hand side of (4.34) are not principal ones. So, we
will first analyze the principal terms on the left hand side and then do the others.
Step 1. In this step, we will focus on the left hand side of equation (4.34) and show where the
functionals Ej and Dj come from. We integrate the product of σ
ι+|α|∂m+1t ∂
α∂¯βωi and (4.34) over
Ω and use (4.13) to get
d
dt
Em,α,β1 (t) +Dm,α,β1 (t) = Hm,α,β(t) =
∑
1≤j≤4
Hm,α,βj (t), (4.35)
where
Em,α,β1 (t) =
1
2
∫
σι+|α|
∣∣∣∂m+1t ∂α∂¯βω∣∣∣2 dy
+
1
2
(
(3γ − 1)−1θ1−3γ +m(3γ − 1)θ−1θt
) ∫
σι+|α|
∣∣∣∂mt ∂α∂¯βω∣∣∣2 dy
+
1
2
θ1−3γ
∫
σι+|α|+1J1−γ(|∇η∂mt ∂α∂¯βω|2 − |curlη∂mt ∂α∂¯βω|2
+ ι−1|divη∂mt ∂α∂¯βω|2)dy − θ1−3γ
∫
σι+|α|+1Rm,α,β,k1,i ∂mt ∂k∂α∂¯βωidy,
Dm,α,β1 (t) =
(
1 + (2 +m(3γ − 1)) θ−1θt
) ∫
σι+|α|
∣∣∣∂m+1t ∂α∂¯βω∣∣∣2 dy,
Hm,α,β1 (t) = −
∫
σι+|α|+1∂t(θ
1−3γRm,α,β,k1,i )∂mt ∂k∂α∂¯βωidy,
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Hm,α,βj (t) = θ1−3γ
∫
σι+|α|Rm,α,βj,i ∂m+1t ∂α∂¯βωidy, j = 2, 3,
Hm,α,β4 (t) =
1
2
(
(3γ − 1)−1θ1−3γ +m(3γ − 1)θ−1θt
)
t
∫
σι+|α|
∣∣∣∂mt ∂α∂¯βω∣∣∣2 dy
+
1
2
∫
σι+|α|+1∂t
(
θ1−3γJ1−γ
)
(|∇η∂mt ∂α∂¯βω|2 − |curlη∂mt ∂α∂¯βω|2
+ ι−1|divη∂mt ∂α∂¯βω|2)dy − θ1−3γ
∫
σι+|α|+1J1−γ([∇η∂mt ∂α∂¯βωr]i[∇η∂tωs]r
× [∇η∂mt ∂α∂¯βωi]s − ι−1(∂tAki )(divη∂mt ∂α∂¯βω)∂k∂mt ∂α∂¯βωi)dy.
It follows from the Cauchy inequality, (2.6) (especially, θt ≥ 0), (3.13) and (3.14) that
Em,n,l(t)−CLm,n,l(t) . (1 + t)2m+1
∑
|α|=n, |β|=l
Em,α,β1 (t) . Em,n,l(t) + CLm,n,l(t), (4.36a)
E
m,n,l
I (t) ≤ (1 + t)2m+1
∑
|α|=n, |β|=l
Dm,α,β1 (t), (4.36b)
where
Lm,n,l = Vm,n,l(t) + (1 + t)
∑
|α|=n, |β|=l
Qm,α,β1 (t).
Here Qm,α,β1 defined in (4.46) is a lower order term shown later in (4.47). (4.36a) implies that the
bound of Em,n,l can be achieved by integrating the product of (4.35) and (1 + t)2m+1 over [0, t],
which needs the bound of
∫ t
0 (1 + s)
2mEm,α,β1 ds whose principal part is
∫ t
0 (1 + s)
−1Em,n,lds. Due to
(4.36b), the problem turns to estimating
∫ t
0 (1 + s)
−1E
m,n,l
II ds.
For this purpose, we integrate the product of σι+|α|∂mt ∂
α∂¯βωi and (4.34) over Ω and use (4.14)
to give
d
dt
Em,α,β2 (t) +Dm,α,β2 (t) = Fm,α,β(t) =
∑
1≤j≤4
Fm,α,βj (t),
where
Em,α,β2 (t) =
∫
σι+|α|(∂mt ∂
α∂¯βωi)∂m+1t ∂
α∂¯βωidy
+
1
2
(
1 + (2 +m(3γ − 1)) θ−1θt
) ∫
σι+|α||∂mt ∂α∂¯βω|2dy,
Dm,α,β2 (t) =
(
(3γ − 1)−1θ1−3γ +m(3γ − 1)θ−1θt
) ∫
σι+|α|
∣∣∣∂mt ∂α∂¯βω∣∣∣2 dy
+ θ1−3γ
∫
σι+|α|+1J1−γ(|∇η∂mt ∂α∂¯βω|2 + ι−1|divη∂mt ∂α∂¯βω|2)dy
−
∫
σι+|α|
∣∣∣∂m+1t ∂α∂¯βω∣∣∣2 dy,
Fm,α,β1 (t) = θ1−3γ
∫
σι+|α|+1Rm,α,β,k1,i ∂mt ∂k∂α∂¯βωidy,
Fm,α,βj (t) = θ1−3γ
∫
σι+|α|Rm,α,βj,i ∂mt ∂α∂¯βωidy, j = 2, 3,
Fm,α,β4 (t) =
1
2
(2 +m(3γ − 1)) (θ−1θt)t ∫ σι+|α||∂mt ∂α∂¯βω|2dy
+ θ1−3γ
∫
σι+|α|+1J1−γ |curlη∂mt ∂α∂¯βω|2dy.
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Clearly, it follows from (2.6) (especially, θt ≥ 0), (3.13) and (4.36b) that
(1 + t)−1Em,n,lII (t) .(1 + t)
2m
∑
|α|=n, |β|=l
Dm,α,β2 (t) + (1 + t)−1Em,n,lI (t)
.(1 + t)2m
∑
|α|=n, |β|=l, j=1,2
Dm,α,βj (t), (4.37)
which implies
Dm,n,l(t) .
∑
|α|=n, |β|=l
{
(1 + t)2m+1Dm,α,β1 (t) + (1 + t)2m(4Dm,α,β1 +Dm,α,β2 )(t)
}
. (4.38)
Note that
(1 + t)2m
∑
|α|=n, |β|=l
(4Em,α,β1 + Em,α,β2 )(t) & (1 + t)−1Em,n,l(t)
+ (1 + t)2m
∑
|α|=n, |β|=l
∫
σι+|α|
∣∣∣∂mt ∂α∂¯βω∣∣∣2 dy − C(1 + t)−1Lm,n,l, (4.39a)
(1 + t)2m
∑
|α|=n, |β|=l
(4Em,α,β1 + Em,α,β2 )(t) . (1 + t)−1Em,n,l(t)
+ (1 + t)2m
∑
|α|=n, |β|=l
∫
σι+|α|
∣∣∣∂mt ∂α∂¯βω∣∣∣2 dy + C(1 + t)−1Lm,n,l(t), (4.39b)
due to the Cauchy inequality, (2.6), (3.13) and (3.14). So, we multiply the following equation
d
dt
(4Em,α,β1 + Em,α,β2 )(t) + (4Dm,α,β1 +Dm,α,β2 )(t) = 4Hm,α,β(t) + Fm,α,β(t) (4.40)
by (1 + t)k and integrate the resulting equation over [0, t] from k = 0 to k = 2m step by step,
and then integrate the product of (1 + t)2m+1 and (4.35) over [0, t] to get the desired higher order
estimates (4.33) for 1 ≤ j ≤ [ι] + 7.
During the process, it occurs some difficulties in dealing with the first term on the second line
of (4.39b) in the case of m ≥ 1. For example, in the step k = 2m, the dissipation we could expect
is (1+ t)−1Em,n,l(t), due to (4.36b) and (4.37), which should be bounded by (1+ t)2m−1(4Em,α,β1 +
Em,α,β2 )(t), due to (4.40), whose principal part contains (1 + t)2m−1
∫
σι+|α|
∣∣∂mt ∂α∂¯βω∣∣2, due to
(4.39a), which is a part of (1 + t)−1E
m,|α|,|β|
II , such that nothing could be obtained. To overcome
the difficulty, we may regard
∫
σι+|α|
∣∣∂mt ∂α∂¯βω∣∣2 dy as ∫ σι+|α| ∣∣∂t∂m−1t ∂α∂¯βω∣∣2 dy, since the latter
one can be bounded by (1 + t)1−2mE
m−1,|α|,|β|
I which is a lower order term. The technique will be
frequently used in dealing with the reminder terms Hm,α,β and Fm,α,β , see (4.45c) for instance.
Step 2. In this step, we prove that for any ε ∈ (0, 1),
(1 + t)2m+1Hm,α,β(t) . Hm,α,βg (t) +Hm,α,βb (t), (4.41a)
(1 + t)2mFm,α,β(t) . Fm,α,βg (t) + Fm,α,βb (t), (4.41b)
where
Hm,α,βg = (ε+ ǫ0 + ε−1ǫ20)Dm+|α|+|β| + ε−1
∑
0≤j≤m+|α|+|β|−1
Dj + (1 + t)
−1Vm,|α|,|β|, (4.42a)
Hm,α,βb =
{
ε−1|β| (Dm+1,|α|,|β|−1 +Dm,|α|+1,|β|−1)+ ε−1|α|Dm,|α|−1,|β|+1,
ε−1
(|β|Dm+1,|α|,|β|−1 +Dm+1,|α|−1,|β|) , |α| ≥ 1, (4.42b)
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Fm,α,βg = Hm,α,βg + (1 + t)2m−2
∫
σι+|α||∂mt ∂α∂¯βω|2dy, (4.42c)
Fm,α,βb =
{
ε−1|β|Dm,|α|+1,|β|−1 + ε−1|α|Dm,|α|−1,|β|+1,
0, |α| ≥ 1. (4.42d)
It should be noted that Hm,α,βg and Fm,α,βg represent the good terms which can be dealt with
easily, in particular, the second term of Fm,α,βg can be bounded using the Grownwall inequality.
However, we have to use different methods to deal with tangential derivatives (|α| = 0) and normal
derivatives (|α| ≥ 1), see for instance in Hm,α,βb and Fm,α,βb . (Indeed, the difference comes from
estimates (4.45b) and (4.45c) which devote to controlling Hm,α,β2 .) An example will be given in the
next step to illustrate why we have to distinguish these two cases.
First, we prove (4.41a). It follows from (2.6) that
(1 + t)2m+1
∫
σι+|α||Rm,α,β3,i |2dy
.
∑
1≤k≤m
(1 + t)2m−2k+1
∫
σι+|α||∂m−k+1t ∂α∂¯βω|2dy
+
∑
2≤k≤m
(1 + t)2m−2k+3
∫
σι+|α|
(
|∂m−k+2t ∂α∂¯βω|2 + |∂m−k+1t ∂α∂¯βω|2
)
dy
.
∑
1≤k≤m
Dm−k,|α|,|β| +
∑
2≤k≤m
(
Dm−k+1,|α|,|β| + (1 + t)2Dm−k,|α|,|β|
)
,
which, together with the Cauchy inequality, implies that for any ε ∈ (0, 1),
Hm,α,β3 (t) .ε
∫
σι+|α||∂m+1t ∂α∂¯βω|2dy + ε−1(1 + t)−2
∑
i
∫
σι+|α||Rm,α,β3,i |2dy
.(1 + t)−2m−1
εDm,|α|,|β| + ε−1 ∑
1≤k≤m
Dm−k,|α|,|β|
 . (4.43)
It follows from (2.6) (especially, θt ≥ 0), (3.13), (3.14), (4.21c), and |∂t∂ω| . ǫ0 (which is due to
(3.6) and (3.1a)) that for any ε ∈ (0, 1),
Hm,α,β4 (t) .(1 + t)−2
∫
σι+|α|
(
m
∣∣∣∂mt ∂α∂¯βω∣∣∣2 + σ|curlη∂mt ∂α∂¯βω|2) dy
+ (1 + t)−1‖∂t∂ω‖L∞
∫
σι+|α|+1|∂∂mt ∂α∂¯βω|2dy
.(1 + t)−2m−1(mDm−1,|α|,|β| + ǫ0D
m,|α|,|β|) + (1 + t)−2m−2Vm,|α|,|β|. (4.44)
It follows from the Cauchy inequality, (2.6) and (3.14) that for any ε ∈ (0, 1),
Hm,α,β1 (t) .ε(1 + t)−2
∫
σι+|α|+1|∂∂mt ∂α∂¯βω|2dy
+ ε−1(1 + t)2
∑
i,k
∫
σι+|α|+1|∂t(θ1−3γRm,α,β,k1,i )|2dy
.(1 + t)−2m−1
(
εDm,|α|,|β| + ε−1Qm,α,β1 + ε−1Qm,α,β2
)
, (4.45a)
Hm,α,β2 (t) .ε
∫
σι+|α||∂m+1t ∂α∂¯βω|2dy + ε−1(1 + t)−2
∑
i
∫
σι+|α||Rm,α,β2,i |2dy
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.(1 + t)−2m−1
(
εDm,|α|,|β| + ε−1Qm,α,β3
)
, (4.45b)
Hm,α,β2 (t) .ε−1
∫
σι+|α||∂m+1t ∂α∂¯βω|2dy + ε(1 + t)−2
∑
i
∫
σι+|α||Rm,α,β2,i |2dy
.(1 + t)−2m−1
(
ε−1Dm+1,|α|−1,|β| + εQm,α,β3
)
, |α| ≥ 1, (4.45c)
where
Qm,α,β1 =(1 + t)2m−1
∑
i,k
∫
σι+|α|+1|Rm,α,β,k1,i |2dy, (4.46)
Qm,α,β2 =(1 + t)2m+1
∑
i,k
∫
σι+|α|+1|∂tRm,α,β,k1,i |2dy,
Qm,α,β3 =(1 + t)2m−1
∑
i
∫
σι+|α||Rm,α,β2,i |2dy.
In what follows, we will use the estimates stated in Section 4.2 to control Qm,α,βk (k = 1, 2, 3).
Due to (3.13), (4.16), (4.22), and
Rm,α,β,k1,i =∂mt ∂α∂¯β(Aki J1−γ − δki ) + J1−γ(AkrAsi∂mt ∂α∂¯β∂sωr
+ ι−1AkiA
s
r∂
m
t ∂
α∂¯β∂sω
r) + J1−γ(AkrA
s
i∂
m
t ∂
α[∂s, ∂¯
β ]ωr
+ ι−1AkiA
s
r∂
m
t ∂
α[∂s, ∂¯
β ]ωr),
we have
|Rm,α,β,k1,i | . I˜m,|α|,|β| +
∑
0≤j≤|β|−1
|∂mt ∂|α|+1∂¯jω|,
where I˜m,|α|,|β| is defined in (4.24). This, together with (4.25), (3.1a) and (4.1), implies that
Qm,α,β1 .(1 + t)−1E (t)
∑
0≤j≤m+|α|+|β|−1
Ej(t) + (1 + t)
−1
∑
0≤j≤|β|−1
Em+|α|+j(t)
.(1 + t)−1(ǫ20 + 1)
∑
0≤j≤m+|α|+|β|−1
Ej(t) ≤
∑
0≤j≤m+|α|+|β|−1
Dj. (4.47)
Similarly, we have
|∂tRm,α,β,k1,i | . I˜m+1,|α|,|β| +
∑
0≤j≤|β|−1
(
|∂t∂ω||∂mt ∂|α|+1∂¯jω|+ |∂m+1t ∂|α|+1∂¯jω|
)
,
so that
Qm,α,β2 .(1 + t)−1
E ∑
0≤j≤m+|α|+|β|
Ej +
∑
0≤j≤|β|−1
(
E Em+|α|+j + E
m+1,|α|,j
II
) (t)
.|β|Dm+1,|α|,|β|−1 + ǫ20Dm+|α|+|β| +
∑
0≤j≤m+|α|+|β|−1
Dj. (4.48)
It needs more works to bound Qm,α,β3 . In view of (4.18), we see that
|Rm,α,β2,i | .
∑
0≤j≤|β|−1
∑
k
(σ|∂mt ∂|α|+1∂¯jHki |+ |∂mt ∂|α|∂¯jHki |)
+ |α|
∑
0≤j≤|β|+1
∑
k
|∂mt ∂|α|−1∂¯jHki |,
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where Hki = A
k
i J
1−γ − δki . This, together with (3.12), (3.13), (4.22) and (4.24), implies that
|Rm,α,β2,i | .
∑
0≤j≤|β|−1
(
σ|∂mt ∂|α|+1∂¯j∂ω|+ σI˜m,|α|+1,j + |∂mt ∂|α|∂¯j∂ω|+ I˜m,|α|,j
)
+ |α|
∑
0≤j≤|β|+1
(
|∂mt ∂|α|−1∂¯j∂ω|+ I˜m,|α|−1,j
)
. (4.49)
Due to (4.16), (3.4) and (3.14), one has that∫
σι+|α|
∑
0≤j≤|β|−1
(
|σ∂mt ∂|α|+1∂¯j∂ω|+ |∂mt ∂|α|∂¯j∂ω|
)2
dy
.
∫
σι+|α|
∑
0≤j≤|β|−1
∑
0≤l≤j
(
|σ∂mt ∂|α|+2∂¯lω|2 + |∂mt ∂|α|+1∂¯lω|2
)
dy
.
∫
σι+|α|+2
∑
0≤j≤|β|−1
∑
0≤l≤j
(
|∂mt ∂|α|+2∂¯lω|2 + |∂mt ∂|α|+1∂¯lω|2
)
dy
≤(1 + t)−2m
∑
0≤j≤|β|−1
∑
0≤l≤j
(
E
m,|α|+1,l
II + E
m,|α|,l
II
)
(t),
which means
(1 + t)2m−1
∫
σι+|α|
∑
0≤j≤|β|−1
(
|σ∂mt ∂|α|+1∂¯j∂ω|+ |∂mt ∂|α|∂¯j∂ω|
)2
dy
.|β|Dm,|α|+1,|β|−1(t) + |β|
∑
0≤j≤m+|α|+|β|−1
Dj(t).
Notice that for 2 ≤ m+ |α|+ |β| ≤ [ι] + 6, or m+ |α|+ |β| = [ι] + 7 with |α| ≥ 1,
(1 + t)2m
∫
σι+|α|
∣∣I˜m,|α|,|β|∣∣2dy . E (t) ∑
0≤j≤m+|α|+|β|
Ej(t),
which can be proved in a similar way to deriving (4.25). This, together with (4.25), (3.1a) and
(4.1), implies that
(1 + t)2m−1
∫
σι+|α|
∑
0≤j≤|β|−1
(
|σI˜m,|α|+1,j|2 + |I˜m,|α|,j|2
)
dy
.(1 + t)−1
∑
0≤j≤|β|−1
E (t)
∑
0≤l≤m+|α|+j
El(t)
.
∑
0≤j≤|β|−1
ǫ20
∑
0≤l≤m+|α|+j
Dl(t) . ǫ
2
0|β|
∑
0≤j≤m+|α|+|β|−1
Dj(t).
Similarly, we can deal with the second line of (4.49), and obtain
Qm,α,β3 . |α|Dm,|α|−1,|β|+1 + |β|Dm,|α|+1,|β|−1 + (|α| + |β|)
∑
0≤j≤m+|α|+|β|−1
Dj. (4.50)
Now, it is easy to see that (4.41a) is a conclusion of (4.43), (4.44), (4.45), (4.47), (4.48) and
(4.26). In fact, (4.41b) can be obtained similarly so that we omit the detail of its proof.
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Step 3. In this step, we prove (4.33) for j = 1 and take the proof as an example to explain why
we deal with the tangential derivatives and normal ones using different estimates. Indeed,
E1(t) +
∫ t
0
D1(s)ds .
∑
k=0,1
(
Ek(0) +Vk(t) +
∫ t
0
(1 + s)−1Vk(s)ds
)
= X (t) (4.51)
is a consequence of the following estimates: for any ε ∈ (0, 1),
E1,0,0(t) +
∫ t
0
D1,0,0(s)ds .(E0 + E
1,0,0)(0) + (V0 +V
1,0,0)(t)
+
∫ t
0
(1 + s)−1(V0 +V
1,0,0)(s)ds, (4.52a)
E0,1,0(t) +
∫ t
0
D0,1,0(s)ds .ε−1X (t) + ε
∫ t
0
D0,0,1(s)ds, (4.52b)
E0,0,1(t) +
∫ t
0
D0,0,1(s)ds .X (t) +
∫ t
0
D0,1,0(s)ds. (4.52c)
When |α| = |β| = 0 and m = 1, we have Rm,α,β,k1,i = 0 and Rm,α,β2,i = 0, so that
Qm,α,βi = 0 for i = 1, 2, 3,
and (4.52a) can be obtained easily by use of (4.3).
When m = |β| = 0 and |α| = 1, we have that Rm,α,β,k1,i = 0 and |Rm,α,β2,i | . |∂∂¯ω|+ |∂ω|, due to
(4.18), (4.21) and (4.16), so that
Qm,α,βi = 0 for i = 1, 2, and Qm,α,β3 . D0 +D0,0,1,
due to (3.14). This, together with (4.45c), (4.3) and (4.52a), implies (4.52b).
When m = |α| = 0 and |β| = 1, it follows from (4.20), (4.18), (4.21) and (4.16) that |Rm,α,β,k1,i | .
|∂ω|, |∂tRm,α,β,k1,i | . |∂t∂ω| and |Rm,α,β2,i | . σ|∂2ω|+ |∂ω|, which implies
Qm,α,β1 . (1 + t)−1E0(t) ≤ D0, Qm,α,β2 . D1,0,0 and Qm,α,β3 . D0,1,0,
due to (3.14). Indeed, Qm,α,β3 follows from∫
σι|∂ω|2dy .
∫
σι+2(|∂2ω|2 + |∂ω|2)dy, (4.53)
due to (3.4). This, together with (4.3) and (4.52a), proves (4.52c).
If we used (4.45b), instead of (4.45c), to bound Hm,α,β2 in the case of m = |β| = 0 and |α| = 1,
we would get
E0,1,0(t) +
∫ t
0
D0,1,0(s)ds . X (t) +
∫ t
0
D0,0,1(s)ds, (4.54)
instead of (4.52b). Apparently, (4.51) cannot follow from (4.52a), (4.52c) and (4.54). This simple
case explains why (4.45c), instead of (4.45b), is needed to deal with normal derivatives.
Step 4. We use the mathematical induction to prove (4.33). Clearly, (4.33) holds for j = 0, 1,
due to (4.3) and (4.51). Suppose that (4.33) holds for j = 0, · · · , l − 1, that is,
Ej(t) +
∫ t
0
Dj(s)ds
.
∑
0≤k≤j
(
Ek(0) +Vk(t) +
∫ t
0
(1 + s)−1Vk(s)ds
)
, j = 0, 1, · · · , l − 1. (4.55)
It suffices to prove (4.55) holds for j = l.
25
It follows from (4.40), (4.35) and (4.41) that for any ε ∈ (0, 1),
d
dt
Em,α,β1 (t) +Dm,α,β1 (t) . (1 + t)−2m−1
(
Hm,α,βg +Hm,α,βb
)
, (4.56a)
d
dt
(4Em,α,β1 + Em,α,β2 )(t) + (4Dm,α,β1 +Dm,α,β2 )(t)
. (1 + t)−2m−1Hm,α,βb + (1 + t)−2m
(
Fm,α,βg + Fm,α,βb
)
, (4.56b)
where Hm,α,βg , Hm,α,βb , Fm,α,βg and Fm,α,βb are defined in (4.42). Integrate the product of (4.56b)
and (1+ t)k over [0, t] from k = 0 to k = 2m step by step, and then integrate the product of (4.56a)
and (1 + t)2m+1 over [0, t] to obtain that for any ε ∈ (0, 1),
Em,|α|,|β|(t) +
∫ t
0
Dm,|α|,|β|(s)ds . Pl(t) when m+ |α|+ |β| = l, (4.57)
where
Pl(t) =(ε+ ǫ0 + ε
−1ǫ20)
∫ t
0
Dl(s)ds
+ ε−1
∑
0≤k≤l
(
Ek(0) +Vk(t) +
∫ t
0
(1 + s)−1Vk(s)ds
)
.
Here (4.36), (4.37), (4.38), (4.39), the Grownwall inequality and the induction assumption (4.55)
have been used to derive (4.57).
Indeed, the mathematical induction on m has been used to prove (4.57). Clearly, (4.57) holds
for m = l, since Hl,0,0b = F l,0,0b = 0. When m = l − 1, we have
El−1,1,0(t) +
∫ t
0
Dl−1,1,0(s)ds . Pl(t) + ε
−1
∫ t
0
Dl,0,0(s) . Pl(t),
El−1,0,1(t) +
∫ t
0
Dl−1,0,1(s)ds . Pl(t) + ε
−1
∫ t
0
(Dl,0,0 +Dl−1,1,0)(s) . Pl(t),
which implies that (4.57) holds for m = l − 1. Suppose that∑
|α|+|β|=j
El−j,|α|,|β|(t) +
∑
|α|+|β|=j
∫ t
0
Dl−j,|α|,|β|(s)ds . Pl(t), j = 0, 1, 2, · · · , k − 1. (4.58)
It is enough to prove (4.58) holds for j = k. For j = k, we have∑
|α|+|β|=k, |α|≥1
{
El−k,|α|,|β|(t) +
∫ t
0
Dl−k,|α|,|β|(s)ds
}
. Pl(t) + ε
−1
∑
|α|+|β|=k−1
∫ t
0
Dl−k+1,|α|,|β|(s)ds . Pl(t),
El−k,0,k(t) +
∫ t
0
Dl−k,0,k(s)ds
. Pl(t) + ε
−1
∫ t
0
(Dl−k+1,0,k−1 +Dl−k,1,k−1)(s)ds . Pl(t).
So, (4.58) holds for j = k, and we obtain (4.57).
It follows from (4.57) that
El(t) +
∫ t
0
Dl(s)ds . (ε+ ǫ0 + ε
−1ǫ20)
∫ t
0
Dl(s)ds
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+ ε−1
∑
0≤k≤l
(
Ek(0) +Vk(t) +
∫ t
0
(1 + s)−1Vk(s)ds
)
,
which implies that (4.55) holds for j = l, by choosing ε = ǫ0 and using the smallness of ǫ0. This
finishes the proof of this Lemma. ✷
5. Curl estimates
This section devotes to performing the estimate for sobolev norms of curl, Vm,n,l, which is needed
to bound the energy functional as we see in Proposition 4.1.
Proposition 5.1. Let ω(t, y) be a solution to problem (2.11) in the time interval [0, T ] satisfying
(3.1a). Let m,n, l be nonnegative integers satisfying m+ n+ l ≤ [ι] + 7, then for t ∈ [0, T ],
V0,n,l(t) .
∑
i=0,1
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂itω∣∣t=0∥∥∥2L2 + ∑
0≤k≤l−1
E
0,n,k
II (t)
+ sup
s∈[0,t]
E (s)
∑
0≤j≤n+l
(
sup
s∈[0,t]
Ej(s) + ln(1 + t)
∫ t
0
(1 + s)−1Ej(s)ds
)
, m = 0, (5.1a)
Vm,n,l(t) . (1 + t)−2
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂tω∣∣t=0∥∥∥2L2 + E (t) ∑
0≤j≤m+n+l−1
Ej(t)
+ (1 + t)−2 sup
s∈[0,t]
E (s)
∑
0≤j≤m+n+l
sup
s∈[0,t]
Ej(s) +
∑
0≤k≤l−1
E
m,n,k
II (t), m ≥ 1. (5.1b)
Moreover, we have for n+ l = [ι] + 7,
V1,n,l(t) .
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂tω∣∣t=0∥∥∥2L2
+ sup
s∈[0,t]
E (s)
∑
0≤j≤n+l
sup
s∈[0,t]
Ej(s) +
∑
0≤k≤l−1
E
1,n,k
II (t), t ∈ [0, T ]. (5.2)
Proof. Equation (2.10) can be rewritten in the form of
θ∂2t ω + (θ + 2θt)∂tω + (3γ − 1)−1θ2−3γη +
γ
γ − 1θ
2−3γ∇η
(
ρ¯γ−10 J
1−γ
)
= 0,
Let curlη act on it, and use the fact curlηη = 0 and curlη∇η = 0 to give
θcurlη∂
2
t ω + (2θt + θ)curlη∂tω = 0.
Commuting ∂t with curlη and noting the integrating-factor θ
2, we have
curlη∂tω =
{
θ2(0)curlη∂tω
∣∣
t=0
+
∫ t
0
eτθ2(τ) [∂τ , curlη] ∂τωdτ
}
e−tθ−2(t). (5.3)
Commute ∂t with curlη again, and integrate the resulting equation over time to obtain
curlηω = curlηω
∣∣
t=0
+ θ2(0)curlη∂tω
∣∣
t=0
∫ t
0
e−sθ−2(s)ds
+
∫ t
0
[∂s, curlη]ωds+
∫ t
0
e−sθ−2(s)
∫ s
0
eτθ2(τ) [∂τ , curlη] ∂τωdτds. (5.4)
In what follows, we use the formulae (5.3) and (5.4) to prove the estimates (5.1) and (5.2).
Step 1. In this step, we prove that for |α|+ |β| ≤ [ι] + 7,∥∥∥σ ι+|α|+12 ∂α∂¯βcurlηω∥∥∥2
L2
.
∑
i=0,1
∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂itω∥∥∥2
L2
(t = 0)
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+ sup
s∈[0,t]
E (s)
∑
0≤j≤|α|+|β|
(
sup
s∈[0,t]
Ej(s) + ln(1 + t)
∫ t
0
(1 + s)−1Ej(s)ds
)
. (5.5)
Take ∂α∂¯β onto (5.4) to obtain
∂α∂¯βcurlηω = ∂
α∂¯βcurlηω
∣∣
t=0
+ θ2(0)∂α∂¯βcurlη∂tω
∣∣
t=0
∫ t
0
e−sθ−2(s)ds
+
∫ t
0
∂α∂¯β [∂s, curlη]ωds+
∫ t
0
e−sθ−2(s)
∫ s
0
eτθ2(τ)∂α∂¯β [∂τ , curlη] ∂τωdτds. (5.6)
Clearly, (5.5) holds if the second line of (5.6) can be bounded by∥∥∥∥σ ι+|α|+12 ∫ t
0
∂α∂¯β [∂s, curlη]ωds
∥∥∥∥2
L2
. E (0)
∑
0≤j≤|α|+|β|
Ej(0) + E (t)
∑
0≤j≤|α|+|β|
Ej(t)
+ ln(1 + t) sup
s∈[0,t]
E (s)
∑
0≤j≤|α|+|β|
∫ t
0
(1 + s)−1Ej(s)ds, (5.7a)
∥∥∥∥σ ι+|α|+12 ∫ t
0
e−sθ−2(s)
∫ s
0
eτθ2(τ)∂α∂¯β [∂τ , curlη] ∂τωdτds
∥∥∥∥2
L2
. sup
s∈[0,t]
E (s)
∑
0≤j≤|α|+|β|
sup
s∈[0,t]
Ej(s). (5.7b)
We first prove (5.7a). It follows from (4.22) that
∂α∂¯β (∂t[curlηω]l − [curlη∂tω]l) = ∂α∂¯β(ǫljk(∂rωk)∂tArj) = Yα,β1,l + Yα,β2,l ,
where
Yα,β1,l = ∂t
(
ǫljk(∂rωk)∂
α∂¯β(Arj − δrj )
)
− ǫljk(∂t∂rωk)∂α∂¯β(Arj − δrj ),∣∣∣Yα,β2,l ∣∣∣ . ∑
0≤j≤|α|, 0≤k≤|β|, j+k≤|α|+|β|−1
I1,j,k
∣∣∣∂|α|−j ∂¯|β|−k∂ω∣∣∣ .
Clearly,∥∥∥∥σ ι+|α|+12 ∫ t
0
Yα,β1,l ds
∥∥∥∥
L2
.
∥∥∥σ ι+|α|+12 |∂ω||∂α∂¯β(Arj − δrj )|∥∥∥
L2
(0)
+
∥∥∥σ ι+|α|+12 |∂ω||∂α∂¯β(Arj − δrj )|∥∥∥
L2
(t) +
∫ t
0
∥∥∥σ ι+|α|+12 |∂s∂ω||∂α∂¯β(Arj − δrj )|∥∥∥
L2
ds. (5.8)
Due to (3.12), (4.22) and (4.24), one has |∂α∂¯β(Arj − δrj )| . |∂|α|∂¯|β|∂ω|+ I˜0,|α|,|β|. This, together
with (3.11), (3.6), (4.16) and (4.25), implies that∥∥∥σ ι+|α|+12 |∂ω||∂α∂¯β(Arj − δrj )|∥∥∥2
L2
. ‖∂ω‖2L∞
∥∥∥σ ι+|α|+12 |∂|α|∂¯|β|∂ω|∥∥∥2
L2
+ǫ20
∥∥∥σ ι+|α|+12 I˜0,|α|,|β|∥∥∥2
L2
. E (t)
∑
0≤j≤|α|+|β|
Ej(t),
which gives the bounds for the first two terms on the right hand side of (5.8). It follows from (4.22),
(4.24) and (4.25) that for |α|+ |β| ≥ 1,∥∥∥σ ι+|α|+12 |∂t∂ω||∂α∂¯β(Arj − δrj )|∥∥∥
L2
.
∥∥∥σ ι+|α|+12 |∂t∂ω|I0,|α|,|β|∥∥∥2
L2
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≤
∥∥∥σ ι+|α|+12 I˜1,|α|,|β|∥∥∥2
L2
. (1 + t)−2E (t)
∑
0≤j≤|α|+|β|
Ej(t),
which, together with the Ho¨lder inequality, implies that for |α|+ |β| ≥ 1,(∫ t
0
∥∥∥σ ι+|α|+12 |∂s∂ω||∂α∂¯β(Arj − δrj )|∥∥∥
L2
ds
)2
.
∫ t
0
(1 + s)−1ds
∫ t
0
(1 + s)−1
(
(1 + s)2
∥∥∥σ ι+|α|+12 |∂s∂ω||∂α∂¯β(Arj − δrj )|∥∥∥2
L2
)
ds
. ln(1 + t)
∫ t
0
(1 + s)−1E (s)
∑
0≤j≤|α|+|β|
Ej(s)ds
≤ ln(1 + t) sup
s∈[0,t]
E (s)
∑
0≤j≤|α|+|β|
∫ t
0
(1 + s)−1Ej(s)ds. (5.9)
It is easy to show that (5.9) also holds for |α| = |β| = 0, so we obtain the bound for the last term
on the right hand side of (5.8). Similarly, we have for |α| + |β| ≤ [ι] + 7,∥∥∥σ ι+|α|+12 Yα,β2,l ∥∥∥2
L2
.
∥∥∥σ ι+|α|+12 I˜1,|α|,|β|∥∥∥2
L2
. (1 + t)−2E (t)
∑
0≤j≤|α|+|β|
Ej(t),
and ∥∥∥∥σ ι+|α|+12 ∫ t
0
Yα,β2,l ds
∥∥∥∥2
L2
. ln(1 + t) sup
s∈[0,t]
E (s)
∑
0≤j≤|α|+|β|
∫ t
0
(1 + s)−1Ej(s)ds.
This finishes the proof of (5.7a).
Next, we prove (5.7b). It follows from (4.22) that
∂α∂¯β
(
∂t[curlη∂tω]l − [curlη∂2t ω]l
)
= ∂α∂¯β(ǫljk(∂tA
r
j)∂t∂rωk) = Zα,β1,l + Zα,β2,l , (5.10)
where
Zα,β1,l = ǫljk
∑
(|h|,|g|)∈S2∪S3
C(α, β, h, g)(∂t∂
h∂¯gArj)∂t∂
α−h∂¯β−g∂rωk,∣∣∣Zα,β2,l ∣∣∣ . ∑
(j,k)∈S1\(S2∪S3)
I1,j,k
∣∣∣∂t∂|α|−j ∂¯|β|−k∂ω∣∣∣ .
Here S1 = {(j, k) ∈ Z3
∣∣0 ≤ j ≤ |α|, 0 ≤ k ≤ |β|}, S2 = {(j, k) ∈ S1∣∣j = k = 0, j = 1 and k =
0, j = 0 and k = 2} and S3 = {(j, k) ∈ S1
∣∣j = |α| and k = |β|, j = |α| − 1 and k = |β|, j =
|α| and k = |β| − 2}.
It follows from Lemmas 4.7 and 4.8 that
(1 + t)2
∥∥∥σ ι+|α|+12 Zα,β2,l ∥∥∥
L2
.
√
E (t)
∑
0≤j≤|α|+|β|
√
Ej(t). (5.11)
Indeed, the case of 3 ≤ 2j + k ≤ 2|α| + |β| − 3 follows from (4.31); the case of 2j + k = 1 (with
j = 0, k = 1) follows from the same derivation of (4.27) by noting i = 1 and m = 2; and the case
of 2j + k = 2|α| + |β| − 1 is the same as that of 2j + k = 1. Notice that for k ≥ 1,
e−tθ−2(t)
∫ t
0
eτθ2(τ)(1 + τ)−kdτ ≤ e−t
∫ t
0
eτ (1 + τ)−kdτ
≤e−t/2
∫ t/2
0
(1 + τ)−kdτ + e−t(1 + t/2)−k
∫ t
t/2
eτdτ
29
.e−t/2 ln(1 + t/2) + (1 + t/2)−k . (1 + t)−k, (5.12)
where θt ≥ 0 has been used to derive the first inequality. Then, we have∥∥∥∥σ ι+|α|+12 ∫ t
0
e−sθ−2(s)
∫ s
0
eτθ2(τ)Zα,β2,l dτds
∥∥∥∥
L2
. sup
τ∈[0,t]
(1 + τ)2
∥∥∥σ ι+|α|+12 Zα,β2,l ∥∥∥
L2
∫ t
0
(1 + s)−2ds
. sup
τ∈[0,t]
√
E (τ)
∑
0≤j≤|α|+|β|
sup
τ∈[0,t]
√
Ej(τ). (5.13)
It needs more careful works to deal with Zα,β1,l . When (|h|, |g|) ∈ S2 and |g| = 0, we integrate by
parts over time to get∫ s
0
eτθ2(τ)(∂τ∂
hArj)∂τ∂
α−h∂¯β∂rωkdτ =
(
eτθ2(τ)(∂τ∂
hArj)∂
α−h∂¯β∂rωk
) ∣∣s
τ=0
−
∫ s
0
eτθ2(τ)(∂2τ ∂
hArj)∂
α−h∂¯β∂rωkdτ −
∫ s
0
eτ (θ2)τ (τ)(∂τ∂
hArj)∂
α−h∂¯β∂rωkdτ
−
∫ s
0
eτθ2(τ)(∂τ∂
hArj)∂
α−h∂¯β∂rωkdτ =
∑
1≤r≤4
Iα,β,hr,j,k (s). (5.14)
Note that
‖σ ι+|α|+12 I l,0,0∂|α|∂¯|β|∂ω‖L2 ≤ ‖I l,0,0‖L∞‖σ
ι+|α|+1
2 ∂|α|∂¯|β|∂ω‖L2 , l = 1, 2,
‖σ ι+|α|+12 I l,1,0∂|α|−1∂¯|β|∂ω‖L2 ≤ ‖σI l,1,0‖L∞‖σ
ι+|α|−1
2 ∂|α|−1∂¯|β|∂ω‖L2 , l = 1, 2.
Then, we can use (3.4) to obtain
(1 + t)
∥∥∥σ ι+|α|+12 I1,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
+ (1 + t)2
∥∥∥σ ι+|α|+12 I2,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
.
√
E (t)
∑
0≤j≤|α|+|β|
√
Ej(t). (5.15)
This, together with (4.22), (5.12) and (θ2)τ . (1 + τ)
−1θ2, implies that∥∥∥∥σ ι+|α|+12 ∫ t
0
e−sθ−2(s)(Iα,β,h2,j,k + I
α,β,h
3,j,k )(s)ds
∥∥∥∥
L2
. sup
τ∈[0,t]
{
(1 + τ)2
∥∥∥σ ι+|α|+12 I2,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
+(1 + τ)
∥∥∥σ ι+|α|+12 I1,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
}∫ t
0
(1 + s)−2ds
. sup
τ∈[0,t]
√
E (τ)
∑
0≤j≤|α|+|β|
sup
τ∈[0,t]
√
Ej(τ).
Integrate by parts over time to obtain∫ t
0
e−sθ−2(s)Iα,β,h4,j,k (s)ds = −
∫ t
0
θ−2(s)Iα,β,h4,j,k (s)de
−s
=− e−sθ−2(s)Iα,β,h4,j,k (s)
∣∣t
s=0
+
∫ t
0
e−s
(
(θ−2)s(s)I
α,β,h
4,j,k (s) + θ
−2(s)∂sI
α,β,h
4,j,k (s)
)
ds,
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which implies that ∫ t
0
e−sθ−2(s)
(
Iα,β,h1,j,k + I
α,β,h
4,j,k
)
(s)ds
=− θ2(0){(∂τ∂hArj)∂α−h∂¯β∂rωk}
∣∣
τ=0
∫ t
0
e−sθ−2(s)ds
+ e−tθ−2(t)
∫ t
0
eτθ2(τ)(∂τ∂
hArj)∂
α−h∂¯β∂rωkdτ
−
∫ t
0
e−s(θ−2)s(s)
∫ s
0
eτθ2(τ)(∂τ∂
hArj)∂
α−h∂¯β∂rωkdτds.
Then, we use (4.22), (5.12), −(θ−2)s . (1 + s)−1θ−2 and (5.15) to get∥∥∥∥σ ι+|α|+12 ∫ t
0
e−sθ−2(s)(Iα,β,h1,j,k + I
α,β,h
4,j,k )(s)ds
∥∥∥∥
L2
.
∥∥∥σ ι+|α|+12 I1,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
(τ = 0)
+ sup
τ∈[0,t]
{
(1 + τ)
∥∥∥σ ι+|α|+12 I1,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
}(
(1 + t)−1 +
∫ t
0
(1 + s)−2ds
)
. sup
τ∈[0,t]
√
E (τ)
∑
0≤j≤|α|+|β|
sup
τ∈[0,t]
√
Ej(τ).
When (|h|, |g|) ∈ S2 and |g| 6= 0 which means |h| = 0 and |g| = 2, we can obtain the same bounds
by noting that∫ s
0
eτθ2(τ)(∂τ ∂¯
gArj)∂τ∂
α∂¯β−g∂rωkdτ =
(
eτθ2(τ)(∂¯gArj)∂τ∂
α∂¯β−g∂rωk
) ∣∣s
τ=0
−
∫ s
0
eτθ2(τ)(∂¯gArj)∂
2
τ ∂
α∂¯β−g∂rωkdτ −
∫ s
0
∂τ
(
eτθ2(τ)
)
(∂¯gArj)∂τ∂
α∂¯β−g∂rωkdτ.
The case of (|h|, |g|) ∈ S3 can be bounded similarly as that of (|h|, |g|) ∈ S2, so we can obtain the
estimate involving Zα,β1,l , which, together with (5.13), proves (5.7b).
Step 2. In this step, we prove that for m ≥ 1 and m+ |α|+ |β| ≤ [ι] + 7,
(1 + t)2(m+1)
∥∥∥σ ι+|α|+12 ∂m−1t ∂α∂¯βcurlη∂tω∥∥∥2
L2
.
∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂tω∥∥∥2
L2
(t = 0) + sup
τ∈[0,t]
E (τ)
∑
0≤j≤m+|α|+|β|
sup
τ∈[0,t]
Ej(τ). (5.16)
When m = 1, apply ∂α∂¯β to (5.3) to get
∂α∂¯βcurlη∂tω = θ
2(0)∂α∂¯βcurlη∂tω
∣∣
t=0
e−tθ−2(t)
+e−tθ−2(t)
∫ t
0
eτθ2(τ)∂α∂¯β [∂τ , curlη] ∂τωdτ, (5.17)
which, together with (5.12) and the following estimate:∥∥∥σ ι+|α|+12 ∂α∂¯β [∂t, curlη] ∂tω∥∥∥
L2
.
∑
0≤j≤|α|, 0≤k≤|β|
∥∥∥σ ι+|α|+12 I1,j,k|∂t∂|α|−j ∂¯|β|−k∂ω|∥∥∥
L2
.
∥∥∥σ ι+|α|+12 I˜2,|α|,|β|∥∥∥
L2
. (1 + t)−2
√
E (t)
∑
0≤j≤1+|α|+|β|
√
Ej(t), (5.18)
proves (5.16) for m = 1. Here (4.22), (4.25) and (4.24) have been used to derive (5.18).
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When m = 2, take ∂t onto (5.17) and integrate by parts over time to obtain
∂t∂
α∂¯βcurlη∂tω = θ
2(0)∂α∂¯βcurlη∂tω
∣∣
t=0
(
e−tθ−2(t)
)
t
+ θ2(0)∂α∂¯β [∂t, curlη] ∂tω
∣∣
t=0
e−tθ−2(t)
+ e−tθ−2(t)
∫ t
0
eτ∂τ
(
θ2(τ)∂α∂¯β [∂τ , curlη] ∂τω
)
dτ
+ e−t(θ−2)t(t)
∫ t
0
eτθ2(τ)∂α∂¯β [∂τ , curlη] ∂τωdτ, (5.19)
due to
− e−tθ−2(t)
∫ t
0
eτθ2(τ)∂α∂¯β [∂τ , curlη] ∂τωdτ
=− e−tθ−2(t)
∫ t
0
θ2(τ)∂α∂¯β [∂τ , curlη] ∂τωde
τ
=− ∂α∂¯β [∂t, curlη] ∂tω + θ2(0)∂α∂¯β [∂τ , curlη] ∂τω
∣∣
τ=0
e−tθ−2(t)
+ e−tθ−2(t)
∫ t
0
eτ∂τ
(
θ2(τ)∂α∂¯β [∂τ , curlη] ∂τω
)
dτ.
In view of (4.22), (4.24) and (4.25), we see that∥∥∥σ ι+|α|+12 ∂t∂α∂¯β [∂t, curlη] ∂tω∥∥∥
L2
.
∑
0≤i≤1, 0≤j≤|α|, 0≤k≤|β|
∥∥∥σ ι+|α|+12 I1+i,j,k|∂2−it ∂|α|−j ∂¯|β|−k∂ω|∥∥∥
L2
.
∥∥∥σ ι+|α|+12 I˜3,|α|,|β|∥∥∥
L2
. (1 + t)−3
√
E (t)
∑
0≤j≤2+|α|+|β|
√
Ej(t), (5.20)
which, together with (5.19), (5.12), (θ2)τ . (1+ τ)
−1θ2, −(θ−2)t . (1+ t)−1θ−2 and (5.18), implies
that
(1 + t)3
∥∥∥σ ι+|α|+12 ∂t∂α∂¯βcurlη∂tω∥∥∥
L2
.
(∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂tω∥∥∥
L2
+
∥∥∥σ ι+|α|+12 ∂α∂¯β [∂t, curlη] ∂tω∥∥∥
L2
)
(t = 0)
+ sup
τ∈[0,t]
{
(1 + τ)2
∥∥∥σ ι+|α|+12 ∂α∂¯β [∂τ , curlη] ∂τω∥∥∥
L2
}
+ sup
τ∈[0,t]
{
(1 + τ)3
∥∥∥σ ι+|α|+12 ∂τ∂α∂¯β [∂τ , curlη] ∂τω∥∥∥
L2
}
.
∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂tω∥∥∥
L2
(t = 0) + sup
τ∈[0,t]
√
E (τ)
∑
0≤j≤2+|α|+|β|
sup
τ∈[0,t]
√
Ej(τ).
In a similar way to deriving (5.19), we have for m ≥ 3,
∂m−1t ∂
α∂¯βcurlη∂tω = I.D.+
∑
0≤i≤m−1
(m− 1)!
i!(m− 1− i)!e
−t
(
di
dti
θ−2(t)
)
×
∫ t
0
eτ∂m−1−iτ
(
θ2(τ)∂α∂¯β [∂τ , curlη] ∂τω
)
dτ,
32 HUIHUI ZENG
where
et‖σ ι+|α|+12 I.D.‖ .
∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂tω∥∥∥
L2
(t = 0) +
√
E (0)
∑
0≤j≤m+|α|+|β|
√
Ej(0).
This, together with (2.6), (5.12), (4.22), (4.24) and (4.25), proves (5.16) for m ≥ 3.
Step 3. In this step, we prove that for |α|+ |β| = [ι] + 7,
(1 + t)2
∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂tω∥∥∥2
L2
.
∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂tω∥∥∥2
L2
(t = 0)
+ sup
τ∈[0,t]
E (τ)
∑
0≤j≤|α|+|β|
sup
τ∈[0,t]
Ej(τ). (5.21)
It follows from (5.17) and (5.10) that∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂tω∥∥∥
L2
.
∥∥∥σ ι+|α|+12 ∂α∂¯βcurlη∂tω∣∣t=0∥∥∥2L2 e−tθ−2(t)
+
∑
1≤l≤3
∥∥∥∥σ ι+|α|+12 e−tθ−2(t)∫ t
0
eτθ2(τ)Zα,β1,l dτ
∥∥∥∥
L2
+ e−tθ−2(t)
∑
1≤l≤3
∫ t
0
eτθ2(τ)
∥∥∥σ ι+|α|+12 Zα,β2,l ∥∥∥
L2
dτ, (5.22)
which proves (5.21) by use of the following estimates:
e−tθ−2(t)
∑
1≤l≤3
∫ t
0
eτθ2(τ)
∥∥∥σ ι+|α|+12 Zα,β2,l ∥∥∥
L2
dτ
.(1 + t)−2 sup
τ∈[0,t]
√
E (τ)
∑
0≤j≤|α|+|β|
sup
τ∈[0,t]
√
Ej(τ), (5.23)
and ∑
1≤l≤3
∥∥∥∥σ ι+|α|+12 e−tθ−2(t)∫ t
0
eτθ2(τ)Zα,β1,l dτ
∥∥∥∥
L2
.(1 + t)−1 sup
τ∈[0,t]
√
E (τ)
∑
0≤j≤|α|+|β|
sup
τ∈[0,t]
√
Ej(τ). (5.24)
Indeed, (5.23) follows from (5.11) and (5.12), and (5.24) follows from (5.14) and (5.15). For example,
in the case of (|h|, |g|) ∈ S2 and |g| = 0, we have that∥∥∥∥σ ι+|α|+12 e−tθ−2(t)∫ t
0
eτθ2(τ)ǫljk(∂τ∂
hArj)∂τ∂
α−h∂¯β∂rωkdτ
∥∥∥∥
L2
.
∥∥∥σ ι+|α|+12 I1,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
(τ = t)
+ e−tθ−2(t)
∥∥∥σ ι+|α|+12 I1,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
(τ = 0)
+ (1 + t)−2 sup
τ∈[0,t]
{
(1 + τ)2
∥∥∥σ ι+|α|+12 I2,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
}
+ (1 + t)−1 sup
τ∈[0,t]
{
(1 + τ)
∥∥∥σ ι+|α|+12 I1,|h|,0∂|α|−|h|∂¯|β|∂ω∥∥∥
L2
}
.(1 + t)−1 sup
τ∈[0,t]
√
E (τ)
∑
0≤j≤|α|+|β|
sup
τ∈[0,t]
√
Ej(τ).
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The other cases of (|h|, |g|) ∈ S2 ∪ S3 can be done analogously.
Step 4. Based on the estimates obtained in Step 1-3, we can prove (5.1) and (5.2) by use of the
following commutator estimates. In view of (4.16), (4.22), (4.24) and (3.14), we see that for m ≥ 1,∣∣∣curlη∂mt ∂α∂¯βω − ∂m−1t ∂α∂¯βcurlη∂tω∣∣∣
.|∂mt ∂α[∂, ∂¯β ]ω|+
∑
0≤i≤m−1, 0≤j≤|α|, 0≤k≤|β|
1≤i+j+k
I i,j,k
∣∣∣∂m−it ∂|α|−j ∂¯|β|−k∂ω∣∣∣
.
∑
0≤k≤|β|−1
∣∣∣∂mt ∂|α|+1∂¯kω∣∣∣+ I˜m,|α|,|β| . ∑
0≤k≤|β|−1
∣∣∣∇η∂mt ∂|α|∂¯kω∣∣∣+ I˜m,|α|,|β|,
which, together with (4.25), implies that for m ≥ 1,
(1 + t)2m
∥∥∥σ ι+|α|+12 (curlη∂mt ∂α∂¯βω − ∂m−1t ∂α∂¯βcurlη∂tω)∥∥∥2
L2
.
∑
0≤k≤|β|−1
E
m,|α|,k
II (t) + E (t)
∑
0≤j≤m+|α|+|β|−1
Ej(t). (5.25)
Similarly, we have ∣∣∣curlη∂α∂¯βω − ∂α∂¯βcurlηω∣∣∣
.|∂α[∂, ∂¯β ]ω|+
∑
0≤j≤|α|, 0≤k≤|β|, 1≤j+k
I0,j,k
∣∣∣∂|α|−j ∂¯|β|−k∂ω∣∣∣
.|∂α[∂, ∂¯β ]ω|+ |∂ω|
∣∣∣∂|α|∂¯|β|∂ω∣∣∣+ I˜0,|α|,|β|
.
∑
0≤k≤|β|−1
∣∣∣∇η∂|α|∂¯kω∣∣∣+ |∂ω| ∣∣∣∂|α|+1∂¯|β|ω∣∣∣+ I˜0,|α|,|β|,
so that ∥∥∥σ ι+|α|+12 (curlη∂α∂¯βω − ∂α∂¯βcurlηω)∥∥∥2
L2
.
∑
0≤k≤|β|−1
E
0,|α|,k
II (t) + E (t)
∑
0≤j≤|α|+|β|
Ej(t). (5.26)
So, (5.1a) can be derived from (5.5) and (5.26); (5.1b) from (5.16) and (5.25); and (5.2) from (5.21)
and (5.25). ✷
6. Proof of Theorem 3.1
The proof is based on the estimates obtained in Propositions 4.1 and 5.1. It follows from (5.1)
and (4.1) that for k = 0, 1, · · · , [ι] + 7,
Vk(t) .
∑
0≤m≤1, n+l=k
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂mt ω∣∣t=0∥∥∥2L2 + ∑
0≤j≤k−1
Ej(t)
+ (1 + t)−2
∑
0≤n+l≤k−1
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂tω∣∣t=0∥∥∥2L2
+ sup
s∈[0,t]
E (s)
∑
0≤j≤k
(
sup
s∈[0,t]
Ej(s) + ln(1 + t)
∫ t
0
Dj(s)ds
)
,
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which implies that for k = 0, 1, · · · , [ι] + 7,∫ t
0
(1 + s)−1Vk(s)ds . ln(1 + t)
∑
0≤m≤1, n+l=k
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂mt ω∣∣t=0∥∥∥2L2
+
∑
0≤j≤k−1
∫ t
0
Dj(s)ds +
∑
0≤n+l≤k−1
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂tω∣∣t=0∥∥∥2L2
+ ln(1 + t) sup
s∈[0,t]
E (s)
∑
0≤j≤k
(
sup
s∈[0,t]
Ej(s) + ln(1 + t)
∫ t
0
Dj(s)ds
)
.
These, together with (3.1), give that for j = 0, 1, · · · , [ι] + 7,∑
0≤k≤j
(
Vk(t) +
∫ t
0
(1 + s)−1Vk(s)ds
)
. (ln(1 + t) + 1)
∑
0≤m≤1, 0≤n+l≤j
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂mt ω∣∣t=0∥∥∥2L2
+
∑
0≤k≤j−1
(
sup
s∈[0,t]
Ek(s) +
∫ t
0
Dk(s)ds
)
+ ǫ20
(
sup
s∈[0,t]
Ej(s) +
∫ t
0
Dj(s)ds
)
. (6.1)
We can use (4.2), (6.1) and the mathematical induction argument to obtain that for j = 0, 1, · · · , [ι]+
7,
Ej(t) +
∫ t
0
Dj(s)ds .
∑
0≤k≤j
Ek(0)
+ (ln(1 + t) + 1)
∑
0≤m≤1, 0≤n+l≤j
∥∥∥σ ι+n+12 ∂n∂¯lcurlη∂mt ω∣∣t=0∥∥∥2L2 , (6.2)
which, with the aid of (4.1), implies that
E (t) . E (0) +Vadd(0) + ln(1 + t)Vadd(0).
Moreover, it follows from (5.5), (5.16), (5.21), (4.1), (3.1) and (6.2) that
Vadd(t) .Vadd(0) + sup
s∈[0,t]
E (s)
∑
0≤j≤[ι]+7
(
sup
s∈[0,t]
Ej(s) + ln(1 + t)
∫ t
0
Dj(s)ds
)
.Vadd(0) + ǫ
2
0
∑
0≤j≤[ι]+7
(
sup
s∈[0,t]
Ej(s) +
∫ t
0
Dj(s)ds
)
.E (0) +Vadd(0) + ln(1 + t)Vadd(0).
This proves (3.2) and finishes the proof of Theorem 3.1.
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