We investigate the influence of an infinite dimensional Gaussian noise on the bubbling phenomenon for the stochastic harmonic map flow u(t , ·) :
1 Introduction and main result
Motivations
Effect of a noise term on the appearance of a finite time singularity has already been investigated for several stochastic PDE's, including the Schrödinger equation [18, 20] where it is shown to generate blow-up with positive probability, for any initial data. Some results in the same spirit have been obtained for the stochastic heat equation [34, 33, 22] , and also for the so-called Dyadic Model [40] , where the author shows in addition the ineluctability of the blow-up. Our work comes from an attempt to understand the effect of noise on the bubbling phenomenon for the two-dimensional Stochastic Landau-Lifshitz-Gilbert equation, for which the Stochastic Harmonic map flow is a (drastically) simplified model. The corresponding deterministic equation (LLG) has first arisen in [31] as a purely phenomenological model for magnetization dynamics, and later Gilbert [26] proposed a Lagrangian formulation of the work of L. Landau and E. Lifshitz. Meanwhile, W.F. Brown had created in the 50's the theory of micromagnetism (see the celebrated monograph [10] ), where the magnetization of a ferromagnetic material M ⊂ R 3 is represented as a time-dependent continuum
Having set all physical constants to 1, the vector field u is, at equilibrium, a solution of a minimization problem for the so-called Brown energy, under the pointwise constraint |u(t , x)| = 1, a.e. In this framework, the deterministic harmonic map flow from M to the unit sphere S 2 , namely
can be obtained by assuming that:
• the Brown energy equals the exchange energy E ≡ (1/2) M |∇u| 2 dM (corresponding to closest neighbour interaction);
• the system is "overdamped": there is no precession of u around the effective field H eff (u) := −∇E (u) ≡ ∆u.
Note that (HMF) is in fact the gradient flow associated to E , as the right hand side equals the pointwise orthogonal projection of the effective field onto Vect u (t , x) ⊥ . This model has been independently studied e.g. in [25, 29, 23, 24] , in the more general case where u : R + × M → N and M , N are Riemannian manifolds. The interest of this evolution problem lies in the fact that it provides a tool to construct harmonic maps, in some given homotopy class. Recall that a map ϕ : M → N is said to be harmonic if it is a regular solution to the minimization problem associated to the energy (1/2) M |∇u| 
Blowing-up of symmetric solutions in 2D.
The case where M denotes a surface has been particularly investigated in the literature, since the latter H 1 energy barely fails to control the nonlinear terms in the equation, and thereby to globalize the local solutions. If the initial energy is less than some quantum E (ϕ) < 1 , (1.1) depending on M only, then K.C. Chang [30] has shown, generalizing the ideas of J. Eells, J.H. Sampson [25] and M. Struwe [41] , that the solution u(t , ·) of (HMF) is global and uniformly converges towards an harmonic map u ∞ as t → ∞, homotopic to ϕ. Oppositely, the local solution u of (HMF) may not be defined globally (in the classical sense) if (1.1) is not fulfilled. Examples of finite-time blowing-up solutions were first obtained by J-M. Coron and J-M. Ghidaglia in [16] , in the case M = R n , and N = S n with n ≥ 3. Later, K.C. Chang, W. Ding and R. Ye [15] gave explicit blowing-up solutions for the case u : [0, T ]×D 2 ≡ {x ∈ R 2 : |x| < 1} → S 2 , considering 1-corotational solutions 1 of the form u = u h with u h (t , x) := x |x| sin h(t , |x|); cos h(t , |x|) .
(1.2) 1 In the existing literature, these maps are often called "equivariant", or 1-equivariant, although the latter can have by definition an additional degree of freedom b, so that u(r cos θ, r cos θ) = R θ t (a(r ), b(r ), c(r )) with a 2 +b 2 +c 2 ≡ 1, R θ corresponding to the rotation of angle θ and axis k. The form given above corresponds to the special case where a(r ) = sin h(r ), b(r ) = 0, c(r ) = cos h(r ) and should be rather called "1-corotational" (see for instance [7] ).
Under the latter symmetry assumption, the system (HMF) can then be reduced to a parabolic equation on the scalar map h(t , r ):
∂ t h = ∂ r r h + ∂ r h r − sin 2h 2r 2 , for (t , r ) ∈ [0, T ] × (0, 1) ,
and a comparison principle for (1.3) can be stated. In [15] , the authors exhibit a class of self-similar, blowing-up subsolutions of the parabolic problem (1.3), implying the divergence of ∂ r h(t , 0), at some finite time t * > 0. As described by the results of M. Struwe [41] , this implies blow-up for the corresponding solution u of (HMF), with "forward bubbling". Roughly speaking: as t t * , an amount of energy 1 localizes at the center of the disc -note that the assumption (1.2) prevents the bubbling to take place elsewhere than at the center, otherwise we would have a singular annulus with infinitely energy on it.
In (1.3), the number γ is the angle between ϕ| |x|=1 and vertical axis, so that in the case where
we have γ = 0. K.C. Chang-W. Ding-R. Ye's result has been stated under the assumption h(t , 1) ≡ γ > π. Nevertheless, a similar conclusion was established in [9] for homogeneous Dirichlet boundary conditions, which is the context of our study. Since they are not given explicitly in that form, we summarize below the existing results.
Theorem: finite-time singularity for HMF ( [15, 9] ). Assume γ = 0. Stability under random perturbations. The stability of the above result under small perturbations of the initial data, although being a seemingly academic question, echoes issues related to the appearance of singularities in the 2D stochastic LLG, for which blow-up is numerically observed in [6] . Uniqueness of solutions is also questioned through this topic, since in [9] the authors have constructed examples of nonuniqueness for the weak solutions of (HMF), by using different ways of extending the solution after the singular time. Non-equilibrium micromagnetism acquires new levels of complexity when taking into account the effects due to temperature. Thermal effects were first considered in [35] , and then formalized through Gaussian white noise in time in [11] , when restricting to a monodomain particle (or equivalently if we assume constant magnetization in space: u(t , x) = U (t )). In this context, the derivative dB dt of a 3D Brownian Motion has to be added to the effective field, see [11] . This remains true for M composed of n finitely adjacent domains (on which magnetization is constant), for which the corresponding vector (U i ) i ≤n formally satisfies: [8] ), where B 1 , . . . , B n are uncorrelated. In the case of a continuous spin chain u = u(t , x), the latter observations lead to Gaussian space-time white noise ξ = dW dt , t ∈ R + → W (t ) ∈ L 2 (M ) being a cylindrical Wiener process. Using that u × (u × ∆u) = −∆u − u|∇u| 2 , and dropping the noise in the first term for simplicity (see however [36] for a justification that it leads to the same pointwise statistics), the stochastic LandauLifshitz-Gilbert equation writes under the form:
where u× denotes the vector product, and where various conditions on the parabolic boundary can be considered.
There has been recently a series of papers on (SLLG) in two or three-dimensional domains [13, 12, 5, 4, 27, 2] dealing essentially with the notion of "weak martingale solution", that is weak both in the probabilistic sense, and in the PDE sense: solutions are constructed, considering the Wiener process as an unknown of the problem, and they belong pathwisely to the space
. However, further questions related to uniqueness and partial regularity of solutions seem quite difficult to answer in 3D, since weak solutions are not unique in general for the deterministic equation [3] , even under the assumption that the energy decreases along the flow.
Fixing M := D 2 , the two-dimensional unit disc, the model we consider here is the stochastic partial differential equation:
where W = (w 1 , w 2 , w 3 ) denotes a Wiener Process in the space L 2 (D 2 ; R 3 ), whereas "•" means that the Stratonovitch rule is used. It is well-known that parabolic equations of the form (SHMF) can be ill-posed in dimension two, see e.g. [28] , and therefore the case of space-time white noise will not be treated in this article. Besides, we need enough regularity in space so that blow-up actually makes sense. We will build solutions that are strong in the probabilistic sense (mild solutions), and sufficiently regular in space, so that the singular time τ corresponds to the first moment when the solution leaves 
Main result and comments
Writing the unknown as where g , h : [0, T ] × D 2 → R and denoting by (Φ u , Θ u ) the co-rotating frame associated to its coordinates (g , h), namely
then it can be formally checked that (SHMF) and the equation
lead to the same Kolmogorov equation on the law of the solution (for a proof in finite dimension see [39] ). There is no hope however to preserve 1-corotational symmetry along the flow if a part of du acts in the direction Vect Θ u = {(x 1 , x 2 , 0), k} ⊥ , so that we replace w 1 by 0, denote by w := w 2 which is scalar (but still infinite dimensional), and also assume that w(t , x) depends only on the radius r = |x|, see Figure 1 . We will consider noise that is regularized in space, namely with a covariance operator φφ * of trace class in the separable Hilbert space
The equation we consider in this article writes 
Additionally, for every β * > 2, there holds:
Remark 1.1. More information on blow-up behaviour for the deterministic equation (HMF) has been obtained during the last years, concerning the stability/instability of such dynamics -see the series of works [7, 32, 38] , based on the formal asymptotics in [42] . In [32] , the authors show the existence, but instability, of initial data leading to blow-up for the Heisenberg equation ∂ t u = u × ∆u, under the assumption that u is 1-equivariant. It is proved that instability is due to the extra degree of freedom compared to the 1-corotational case. This additional degree is necessary, for the Heisenberg equation as well as for the full deterministic Landau-Lifshitz-Gilbert problem, namely ∂ t u = ∆u + u|∇u| 2 + u × ∆u (LLG). It corresponds to allow for a general map
The numerical experiments in [43] also evidence the fact that for (LLG), the "pre-blow-up set" (namely the initial data leading to blow-up) forms a codimension one set only.
Oppositely, the overdamped model (HMF) allows to reduce the equation to a scalar problem (1. 
such that the corresponding solutions ν to (HMF) blow up in finite time T (ν 0 ). Theorem 1 is coherent with the stability result above, for the noise term in (SHMF') does not affect the 1-corotational symmetry.
Outline of the proof. Denoting by Σ the parabolic boundary
, then a formal application of the Itô formula shows that (SHMF') writes as an equation on the colatitude h of u: 
with (v − h 0 )| Σ = 0, and where z = z(t , r ) denotes a generic trajectory Z (ω) in the support of the solution of the stochastic linear equation
Denote by h = h(h 0 , Z ) the local solution v + Z of (1.9). Theorem 1 is a consequence of the existence of a "nice" pre-blow-up set H, namely a set of initial data h 0 such that: (a) states in H are reachable by the Markov Chain h(h 0 , Z , t ) (in a sense precised below); (b) the solutions starting from h 0 ∈ H blow up in finite time, with positive probability.
The local solvability is obtained in Sec. 2, where we prove the property (a). Theorem 1 is then obtained as a consequence of (b) (whose precise statement is Lemma 2). Lemma 2 is the core of the argument; its proof will be done in sec. 3. Technical facts related to local solvability and the comparison principle for (1.10) are treated in the appendix.
Notation and framework
In the sequel we denote by I the compact interval [0, 1]. For 1 ≤ p < ∞, the notation L p r dr will be used to designate the Banach space of real valued measurable maps r →
0 f (r )g (r )r dr . We need to introduce some functional spaces. Let A be the self-adjoint operator on
This operator has eigenpairs {(e k , λ k ) , k ≥ 1} with (e k ) forming an orthonormal basis of H , while the values λ k are negative and assymptotically quadratic in k -see Appendix A.1. We can define, when β ∈ R, the fractional power
For β ∈ R, the norm in C ([0, T ];V β ) (i.e. the space of continuous functions with values in V β ), will be denoted by the double bars
In the whole paper, we consider a filtered probability space (Ω, F , P, (F t ) t ≥0 ) satisfying the usual conditions. Note that the couples (V β , | · | β ) form separable Hilbert spaces, and thus by the classical theory of SPDE's [17] , the adapted H -valued Wiener process
where (B k ) k∈N stands for a sequence of real-valued independent brownian motions in time, (e k ) k∈N is an ONB of H , and φ : H → V β is a Hilbert-Schmidt operator, has continuous paths in the space V β , with full probability. The space of Hilbert-Schmidt operators from H into some Hilbert space K will be denoted by L 2 (H ; K ).
. Plugging the ansatz above in ∇ 2 F , there holds in addition:
By a classical inequality, (1.17) justifies that the norms |∂ r r f | H +
, where we use the notations of Remark
it is straightforward that we have the continuous embed-
. Similarly if β > 1, then V β → C (I ; R). In addition, by the formula
2 Proof of Theorem 1
Local solvability
Given β ≥ 0 and h 0 ∈ V β equation (1.9) can be written as an infinite dimensional SDE in the space V β :
where " d" denotes Itô differential, whereas the term b(r, h(r )) denotes the nonlinearity Moreover, the regularity propagates in the sense that
Remark 2.1. It is classical that a mild solution of (2.1) is also a weak solution, namely we have a.s. [17, chap. 6] . Using the notation (1.2), the map h ∈ R → u h ∈ R 
If we assume that the process h has trajectories supported in
dx, writing Itô formula and changing the variables gives:
Noticing furthermore that for u = u h the term ∆u+u|∇u| 2 equals (∂ r r h+
r 2 )u h+π/2 , together with the Stratonovitch-to-Itô rule:
we obtain that u is indeed a weak solution of (SHMF'). The case where h is supported in C ([0, τ);V β ) for 4/3 < β < 2 would lead to a similar conclusion, e.g. by adapting the generalized Itô formula [21, Prop. A.1.] to the radial case.
Proof of Proposition 1. We restrict our proof to the case β ∈ (4/3, 2]. Higher regularity, as well as the propagation, are treated in Appendix A.2. Fix T > 0. For ω ∈ Ω and t ∈ [0, T ], define the Ornstein-Uhlenbeck process 
We will show that if T * > 0 is sufficiently small, depending only on z T,β and |h 0 | β , then the mapping Γ is a contraction of a certain ball of C ([0, T * ];V β ). It relies mainly on the three following properties, whose proof are given in Appendix A.1:
with constants depending on α, β > 4/3 and A.
Consider any z as above, and h 0 ∈ V β . If v ∈ C ([0, T ];V β ), taking the V β -norm in (2.6) and using (2.7) and (2.8) gives:
Then, using (2.6), for u, v ∈ C ([0, T ];V β ), we have by (2.7) and (2.9): 
for (h 1 , ζ) lying in some neighbourhood V × W of (h 0 , z). By the previous analysis, the bound (2.13) guarantees the existence the unique fixed point
, and re-using the properties (2.7)-(2.8)-(2.9), we immediately obtain
so that the continuity of v at (h 0 , z) ∈ V ×W follows. This eventually gives the continuity
The continuity of these functionals remains true up to the maximal times, as stated in the next lemma (the proof is done in Appendix A.2).
Lemma 1 (Continuous dependence
). Let T > 0, z ∈ C ([0, T ];V β ), h 0 ∈ V β and assume that h(h 0 , z, ·) exists on [0, T ]. There exist open sets V ⊂ V β and W ⊂ C ([0, T ];V β ), with (h 0 , z) ∈ V × W , such that for all (h 1 , ζ) ∈ V × W , there exists a unique mild solution h(h 1 , ζ, ·) ∈ C ([0, T ];V β ) of (2.1). Moreover, the mapping V × W → C ([0, T ];V β ), (h 1 , ζ) → h(h 1 , ζ, ·)| [0,T ] , is continuous.
Finite-time blow-up
In the sequel, when (h 0 , z) ∈ V β ×C ([0, ∞);V β ), we will systematically denote by (h(h 0 , z), τ β (h 0 , z)) the mild solution of (2.1) on {Z = z}, and its maximal time of existence in V β , namely:
where v = v(h 0 , z) solves in the mild sense:
and where τ β (h 0 , z) < ∞ implies lim sup
(2.14)
The main argument in the proof that blow-up happens with positive probability, for any initial data, is the following lemma. Its proof will be given in Section 3. 
Lemma 2 (main lemma
then the map V := ϕ − z 1 is a solution of the translated equation (1.10) with z = z 1 , so that by the uniqueness part above there holds:
, so that by classical theory of parabolic equations, we have indeed
End of the proof of Theorem 1. Fix t * > 0, s ∈ (0, t * ) and take H,Z as in Lemma 2, with t * replaced t * −s. Since it is nonempty, we may consider an element h 1 in the interior of H. 
Since ker φ * = {0}, then φ has dense range in V β and the process Z (t ) = t 0 S(t −σ) dw φ (σ), t ≥ 0, is non degenerate. Therefore,
and similarly
Now, define the extended state space X = V β ∪ { } where the terminal state is an isolated point, and extend the process X t ,h 0 (ω) := h(h 0 , t , Z (ω)) on X, by achieving if and only if t ≥ τ β (h 0 , Z (ω)). By standard arguments (see e.g. [40] and references therein), the family of probability measures
onW := C ([0, ∞); X), the space of trajectories equipped with the σ-algebra corresponding to Borelian sets, is Markovian. Letting A := {w ∈W : τ(w) ≥ s}, we have
Denote by P (x, t ; ·) then associated transition probabilities, namely P x (w :
where Γ ⊂ X is Borelian, and by π s :W → X, w → w(s). Then (2.18) implies
where we have used (2.17) to bound P (t * − s, ξ, { }) independently of ξ ∈ H. Using in addition (2.16), we obtain P x (τ ≤ t * ) > p 1 p 0 which is positive, and by Remark 2.1 Theorem 1 is proved. ■
Proof of Lemma 2 3.1 Preliminary material
As in Chang-Ding-Ye's proof, we use a comparison principle for the scalar parabolic equation (1.3) . It is however different from that of [15, 9] , because the nonlinearity depends on the realization of the Ornstein Uhlenbeck process Z :
However additiveness of the noise in (1.9) allows to appeal to deterministic theory only, fixing ω ∈ Ω and letting z := Z (ω). We consider equations of the form
where p : R → R vanishes at the origin and
(note that for such z we have in fact z| Σ = 0). In order to take into account the main cases we have in mind, we will assume that the nonlinearity fulfills the following properties.
Assumptions on p.
We will assume that p : R → R is of class C 2 around the origin, and
for some universal constant K > 0. The proof of the following result is postponed at the Appendix.
Comparison principle for (3.1). Fixing some β > 1, assume that the assumptions (3.2) and (3.3) are fulfilled, and that we are given
In the sequel, for k > 0, and r ∈ I , we denote by 
Blow-up for a fixed trajectory
Our approach in the proof of Lemma 2 is to show first that given β > 2, and a fixed z ∈ C ([0, 2t * ];V β ) with z(0) = 0, there exists a map χ ∈ V β (depending on z) such that for every h 0 lying everywhere over χ, the associated solution h(h 0 , z, ·) blows up before t * . The proof will be completed in the next subsection, using a topological argument.
Claim 1.
Let β > 2, and fix t * > 0. There existsη > 0, such that for all z ∈ C ([0, 2t * ];V β ) with z 2t * ,β ≤η, there exists a parabola χ * = χ * (z) belonging to the family (3.4), and satisfying the property that: if h 0 ∈ V β with h 0 ≥ χ * , then
Moreover, the pre-blow-up set H = {h 0 ∈ V β , h 0 ≥ χ * }, has nonempty interior in V β .
The proof of Claim 1 will be done in several steps. In the following lemma, we exhibit an explicit family of maps {ψ ,µ,λ 0 ,ξ } satisfying the differential inequality 6) up to some positive time. Since in the sequel β > 1, we restrict our attention to maps that have a continuous version (see Remark 1.3), and when f , g ∈ V β we write f ≤ g for 〈 f , ζ〉 ≤ 〈g , ζ〉 for all non-negative ζ ∈ C ∞ 0 (I ). In the following Lemma we denote by J := [0, r 1 ] with some r 1 ∈ (0, 1).
Lemma 3. Fix z in C
([0, ∞);V β ) with z(0) = 0. For λ 0 , , δ > 0, define λ = λ ,δ,λ 0 : t ∈ [0, T λ 0 ) → λ(t )
as the solution of the ODE :
Assume that there exist t + > 0, ξ ∈ V β , ξ ≥ 0, depending on z, such that
where S(t ) = e t A , see (1.12).
Fix 0 < < 1. There exist positive constantsμ( ),δ( ), such that for all µ ≥μ( ) and 0 < δ ≤δ( ), for all λ 0 > 0 defining λ = λ ,δ,λ 0 (t ) as in (3 .7), then the map
Proof of Lemma 3. Let 0 < < 1. As in [15] , we set for (λ, r ) ∈ R * + × J :
Recall that for any fixed triplet λ, , µ > 0, the maps ϕ λ , θ ,µ satisfy for r ∈ J (see [15] ): 
, and denote by θ := θ ,µ (·), ϕ := ϕ λ(·) (·), and Sξ := t ∈ R + → S(t )ξ. On the one side, using (3.11), the trigonometric identities sin 2θ = 2 cos θ sin θ and sin 2ϕ−sin 2(ϕ+θ) = −2 sin θ cos(2ϕ+ θ), there comes
where we denote by F ϕ,θ (x) = 2x − sin 2(ϕ+θ + x)−sin 2(ϕ+θ) , x ∈ R , for ϕ, θ ∈ R. Using (3.12), the right hand side in (3.13) is bounded below by 1/(2r
panding sin θ, we eventually obtain
a.e. on [0, t + ] × J \ {0} (and therefore in the sense of positive test functions). Now, regardless of the values taken by the parameters θ, ϕ, the map F ϕ,θ vanishes at the origin, and has nonnegative derivative on R + . We deduce that since x ≥ 0 on [0, t + ] × J , then so is F ϕ,θ (x). Moreover, simple computations show that for r ∈ J :
, it is however sufficient to verify that: sup s∈R
, which is true if δ ≥δ forμ > 0 as in (3.12) . This proves the lemma. ■ Remark 3.2. Let β > 2, and consider ξ, z, t + as in Lemma 3, and assume that
Then, the map f := ψ ,µ,λ 0 ,ξ constructed above blows up at t = T λ 0 . Indeed, since ξ ∈ V β with β > 2, then |∂ r S(t )ξ| L ∞ is bounded for t ∈ [0, T λ 0 ) (see Remark 1.3), and:
Assume τ ≥ T λ 0 , and that: 
By (3.15), (3.16) and Lemma 3, the comparison principle for (1.10) can be applied so that f ≤ g on [0, T λ 0 ) × J . Since the maps f , g vanish at the origin regardless of the time variable, it follows that:
and then |∂ r h| L ∞ → ∞ as t → T λ 0 , which by Remark 1.3 implies blow-up also in the sense that lim sup t →T λ 0 |h(t )| β = ∞.
We can now turn to the proof of Claim 1.
Proof of Claim 1. Fix 2 < β ≤ 4. For each z ∈ C ([0, 2t * ];V β ), and ξ ∈ V β , we define x = x ξ,z by:
In what follows we denote by J the compact interval [0, 1/2].
Step 1: nonnegativeness of x up to a positive time. Assume that ξ ≥ χ 1 on J , where χ 1 is the parabola defined by (3.4) . Note that such ξ ∈ V β exists for β > 2 since is suffices to let for instance ξ := χ 1 , see (3.5) . Our aim now is to show that if the perturbation z is not too large in C ([0, 2t * ];V β ), then the map x defined above stays nonnegative on J .
We first claim that there exists a constant η > 0, such that for all ξ, y ∈ V β with ξ ≥ χ 1 ,
Indeed, since β > 2, then there exists c β > 0, such that for all y ∈ V β , (see Remark 1.3),
where c is such that χ 1 (r )−cr ≥ 0 for r ∈ J (note that c and therefore η do not depend on ξ), so that |y − ξ| β ≤ η will imply |∂ r y − ∂ r ξ| L ∞ ≤ c/2. We conclude by the Mean Value Theorem, observing first that both maps equal zero at the origin: if ξ − y β ≤ η, then ∀r ∈ J , y(r ) ≥ ξ(r ) − cr ≥ χ 1 (r ) − cr and thus y(r ) ≥ 0, which proves (3.18). Furthermore, for a fixed ξ ∈ V β with ξ ≥ χ 1 , since S is a strongly continuous semigroup, there exists t + (ξ) > 0 such that
and thus for 0 ≤ t ≤ t + (ξ), z 2t * ,β ≤ η, the map x defined in (3.17) verifies
We have to get rid of the dependence of t + (ξ) with respect to ξ. But if ξ ∈ V β with ξ ≥ χ 1 on I , apply the linear comparison principle (see the previous subsection) on the whole interval I to f := S(·)χ 1 , g := S(·)ξ, κ := 2t * (note that we have f ≤ g on {0} × I ∪ [0, 2t * ] × ∂I ). We obtain that t + (ξ) ≥ t + (χ 1 ) . Now define t + := t + (χ 1 ). We have proven that there exists η > 0 such that for all t ∈ [0, t + ], for all ξ ∈ V β with ξ ≥ χ 1 on I , for all z ∈ C ([0, 2t * ];V β ) with z 2t * ,β ≤ η, then
Step 2. Construction of a pre-blow-up set for a fixed z. Once and for all, fix η as in Step 1, z ∈ C ([0, 2t * ];V β ) with z 2t * ,β ≤ η, and ξ ∈ V β with ξ ≥ χ 1 on J , so that (3.20) holds for x = x ξ,z .
It suffices to prove the proposition with t * ∧t + instead of t * . Therefore, without loss of generality we assume in the sequel that t + = t * .
In order to lighten the notations we also denote by τ = τ β (·, z), and h = h(·, z). Take any 0 < < 1, and fix µ ≥μ( ), δ ≤δ( ) and λ = λ ,δ,λ 0 (t ) as in Lemma 3, where λ 0 > 0 is chosen such that
so that we know by Lemma 3, that the map f 0 := ψ ,µ,λ 0 ,ξ defined as in (3.9), fulfills
with blow-up at t = T λ 0 . Our strategy is to take h 0 ≥ f 0 | t =0 , compare g := h(h 0 , z, ·) − z with this ansatz, and then conclude by Remark 3.2 that blow-up of h happens before t + . For that purpose it remains however to chose h 0 in such a way (3.15) holds. Note that if h 0 ∈ V β is taken such that
, with ψ as in (3.9), regardless of , µ, λ 0 , and 0 ≤ t ≤ t + . In particular (3.22) will imply the bound needed on [0, t + ] × ∂J . Moreover, note that π is an upper bound for the family of maps (ϕ λ (·)) λ>0 (see Figure 2) . This motivates the following definition: let 23) and for h 0 ∈ V β , define 24) with the understanding that t Σ (h 0 ) = τ(h 0 ) if the set is empty. Note that γ is well-defined. Indeed for any u = Σ k u k e k ∈ V β , by Remark 1.3, since β > 1, the mapping t → |S(t )u| L ∞ = |Σ k u k e t λ k e k | L ∞ , t ≥ 0, is bounded (for a thorough description of the eigenpairs (λ k , e k ) the reader might refer to the appendix).
We claim now that there exists an integer Now, choose any λ 1 > 0 with
, and define f 1 := ψ ,µ,λ 1 ,ξ by the formula (3.9) with λ 1 instead of λ 0 . Since arccos is Lipshitz out of 0, we can always find k ≥ 1 such that for r ∈ J : 27) where χ k is as in (3.4) . Consider any h 1 ∈ V β with h 1 ≥ χ k on I . One has the following alternative.
• Case 1: 
Globalization, conclusion and closing remarks
To conclude we need some globalization technique to reverse the quantifiers. Define
We claim that F k (t * ) is a closed subset of B. Indeed, by definition: if z ∈ B\F k (t * ), there
. By Lemma 1, h(h 0 , z n , ·) will be defined up to t * + , provided n is large enough. And thus (F k (t * )) c is an open set of B, which proves the claim.
By Claim 1, if z ∈ B, then there exists k such that z ∈ F k (t * ), thus
Hence, by Baire's Theorem, there exists at least one k * such that F k * (t * ) has non-empty interior. Thus we can set
This finishes the proof of Lemma 2. However Condition 2, i.e. the conditional recurrence for the pre-blow-up set
• H, seems difficult to check, because it relates large time behaviour of solutions of (SHMF').
A natural idea would be to replace first H by some neighbourhood V of 0 in C
say, and then to bound below the probability to reach H from V . In the deterministic case, such stability results are for instance obtained in [30] or [14] for the full LLG equation, and rely on the energy estimate E (t ) − E (0) + [0,t ]×D 2 |u × ∆u| 2 = 0, which gives uniform bounds in t > 0. The main difficulty here is that the counterpart of the above identity writes: r cos θ, r sin θ), g = g (t , r, θ) and h = h(t , r, θ) . Putting u g ,h in (1.7) (wich is statistically equivalent to (SHMF), at least formally), then we obtain the following parabolic system:
where w 1 (t , r, θ), w 2 (t , r, θ) are independent. The above conjecture gives some indication that blow-up phenomenon should not happen for (3.31), even if u is 1-equivariant, that is g (t , r, θ) = θ +g (t , r ) and where, in order to preserve this symmetry, we would take w j = w j (t , r ) for j = 1, 2. Non-constant g (t , r ) are shown in [32] to stabilize the solutions of the Heisenberg equation, which is related to the fact that the gyromagnetic term u × ∆u makes the solution turn around the vertical axis k ≡ (0, 0, 1). This necessary extra degree of freedom also appears when taking the full noise term dw 1 • Θ u sin h + dw 2 • Φ u in the equation. For this reason, we believe that finite-time blow-up for general solutions of (SHMF) is a zero-probability event.
A Appendix
A.1 Proof of the properties (2.7)-(2.8)-(2.9)
The eigenvectors of (A, D(A)) -see (1.11)-(1.12) -derive from the so called Bessel functions of the first kind. Recall that the order one Bessel function of the first kind, which is generally denoted by J 1 (y), y ∈ R + , is determined by the ODE:
The zeros of J 1 form a countable subset (x k ) k≥1 of R * + , and it is a well known fact that, if we arrange them in ascending order (we will do this assumption in the sequel), then the x k 's are asymptotically linear in k ∈ N * . For k ∈ N * , the mappings e k := r → 1 |J 1 (x k ·)| H J 1 (x k r ) , r ∈ I , (A.1) define a family (e k ) k∈N * of eigenvectors of A, with associated eigenvalues −(x k ) 2 , k ∈ N * , which forms an orthonormal basis of H . It follows that A generates an analytical semigroup of negative type t → S(t ) = e t A , t ≥ 0, on the hilbert space H (see e.g. [37] ).
This provides also a precise definition of the fractional powers of −A, through which is bounded by c|h| on compacts, see Remark 1.3), we can find ε(t , r ) depending on p (0), f , g , such that ε(t , r ) → 0 as r → 0, uniformly in t ∈ [0, T ], and such that q f (t , r ) − q g (t , r ) = (1 + p (0) + ε(t , r ))( f (t , r ) − g (t , r )). Since p (0) > −1 and f | Σ ≤ g | Σ , this yields the existence ofr = r (T ) such that: ■
