Online shopping platforms are growing at an unprecedented rate all over the world. These platforms mostly rely on search engines, which are still primarily based on the knowledge-base and use keywords matching for finding similar products. However, customers want an interactive setup that is convenient and reliable for querying related products. In this paper, we propose a novel idea of searching for products in an online shopping system using an image-based approach. A user can provide, select, or click an image, and similar image-based products will be presented to the user. The proposed recommendation system is based on content-based image retrieval and is composed of two major phases; Phase 1 and Phase 2. In Phase 1, the proposed approach learns the class/type of the product. In Phase 2, the proposed recommendation system retrieves closely matched similar products. For Phase 1, the proposed approach creates a model of products using Machine Learning (ML). The model is then used to find the category of the test products. From the ML perspectives, we employ the Random Forests (RF) classifier, and for feature extraction, we use the JPEG coefficients. The dataset used for proof of concepts includes 20 categories of products. For image-based recommendation, the proposed RF model is evaluated for Phase 1 and Phase 2. In Phase 1, the evaluation of the proposed model generates a 75% accurate model. For performance enhancements, the RF model has been integrated into the Deep Learning (DL) setup achieving 84% accurate predictions. Based on the custom evaluation approach for Phase 2, the proposed recommendation approach achieves 98% correct recommendations, thus demonstrating its efficacy for the product recommendation in practical applications. INDEX TERMS Recommendation system, services, machine learning, random forests, deep learning, SVM.
I. INTRODUCTION
The online retail websites are rapidly evolving and their popularity is exponentially growing. As in the Nielsen Global Connected Commerce Survey (2015) [22] , 63% of respondents who bought the products during the past six months stated that they used online services. Online shoppers face the problem of selecting products from a large number of available online products. The number of these products is exponentially increasing due to a large number of companies moving to online businesses. This business growth is useful on the one hand, but on the other hand, it creates a problem for the user to accurately and optimally buy the desired item. Thus these challenges and concerns have raised the demands for recommendation systems to facilitate the users The associate editor coordinating the review of this manuscript and approving it for publication was Joey Tianyi Zhou.
with a convenient and comfortable approach. Almost every E-commerce enterprise nowadays optimize its recommendation system. The optimal recommendation system will not only benefit the customers but will also help the retailer by increasing sales and customer satisfaction.
Traditional E-commerce based search engines are still struggling for an optimal recommendation system because most of these services employ text-based searching. Most of these systems use textual meta-data of products such as attributes, descriptions, and purchase histories of the different users. The textual and key-words based systems can mislead the recommendation system for the inferior quality and non-related products needed by the users. Recently, machine learning algorithms and models have shown its efficacy in detection and recognition scenarios, for example, Neural Networks (NN), Decision Trees (DT), and Deep Learning (DL). Therefore, the traditional search paradigms of the text description can be replaced or augmented by the visual search for the product recommendation system. A picture of any product should clarify the user's demands for the appearance, usage, and brand of the desired products. While the computer vision and image processing fields have matured, the applications of product retrieval based on the image features using artificial intelligence in the online shopping domain remains mostly unexplored and is open to new findings.
In this paper, based on user interaction and interests, we propose a novel idea to search the products efficiently in an online shopping system using image-based searching techniques. As such, a user provides or selects an image, and similar products (images) are presented to the user. The proposed recommendation system consists of two major phases: In Phase 1, the proposed approach learns the class/type of the product based on the image characteristics. In Phase 2, the proposed recommendation system retrieves closely matched similar products.
For Phase 1, the proposed approach takes advantage of ML for learning the features of the image/product and generates a learned model. The model is then used to find the category/class of query products. Once the category/type of the product is identified, in Phase 2, the JPEG feature vectorsbased Euclidian distance is used to retrieve the top 20 matching products from the available items in the particular class of products. These 20 items are then further processed by the proposed ''Struct-Hist'' approach for retrieving the top 10 most relevant products. The Struct-Hist uses the image feature and is explained in the corresponding section.
From the ML phase in Phase 1 of a product's class learning, we propose the Random Forests (RF) meta-classifier due to its generalization capabilities and excellent performance in state of the art. For learning the class of the products and the feature extraction from images, we use the JPEG coefficients as image features. The dataset used for proof of concept contains product images and labels from the Amazon website. This dataset includes images having 20 categories of products. For image-based recommendation, the proposed RF model is evaluated for Phase 1 and Phase 2. In Phase 1, the evaluation of the proposed model generates a 75% accurate model. For performance enhancements, the RF model is further integrated into the DL setup and achieves 84% accurate predictions. Based on the custom evaluation approach for phase 2, the proposed recommendation approach delivers 98% correct recommendations and demonstrates its efficacy for the recommendation of image-based systems.
From the implementation point of view of the recommendation system, a user submits or selects an image of the product, and similar products (images) are presented to the user. The proposed approach is based on this assumption. However, this assumption also covers the use-cases in which the query image is obtained from the user selection, clicking, and history of user purchases. Thus, our proposed approach is based on learning features from user-based images and recommending similar products based on these images.
The rest of the paper is organized as follows: Section 2 discusses previous related work. Section 3 discusses the ML models and JPEG features. Section 4 explains the proposed approach in the form of Phase 1 and Phase 2. Section 5 evaluates the Phase 1 and Phase 2 of the image-based recommendation approach and presents the comparative analysis. Section 6 concludes the paper.
II. ILITERATURE REVIEW
The authors in [1] present a novel approach for One-Class collaborative filtering that is based on estimating the users' fashion-aware personalized ranking. The recommendation system combines high-level visual features extracted by the Convolutional Neural Network (CNN) from the past feedback and evolving trends. In [2] , the proposed approach models the human sense of the relationships between objects based on their appearances. The approach is based on the human perception of visual connections between products. This human perception is modeled as a network inference graph problem. It is thus capable of recommending clothes and accessories together with excellent subjective performance. For imagebased recommendation, the authors in [4] aim to recommend images using Tuned Perceptual Retrieval (TPR), Complementary Nearest Neighbor Consensus (CNNC), Gaussian Mixture Models (GMM), Markov Chain (MCL), and Texture Agnostic Retrieval (TAR). The authors report that the CNNC, GMM, TAR, and TPR easy to train; however, CNNC and GMM are complex, while the TPR, GMM, and TAR do not generalize well. In [5] , the authors apply the Alex-Net [32] based DL that is used to model one thousand different categories of images. The authors in [6] use the CNN model which classifies images into their relevant classes in the ImageNet Challenge. Image similarity has also been investigated in state of the art as in [7] and [8] . However, most of the approaches are based on category similarity, i.e., the products are similar if they are in a similar category. However, there is a possibility that the images might belong to a different category. In such cases, machine learning helps in finding the classes of the images. Therefore, for category retrievals, one approach is to first classify images into their respective categories. Once the category of a particular image is identified, the next step recommends the images from that category. The article [9] , uses the NN to calculate the similarities within the category. In [12] , the authors focus on learning similarity by using CNN for multi-products in a single image. In [13] , the authors concentrate on image similarity and image semantics. The authors in [14] adopt the image descriptions of visual denotations. They propose a new similarity metrics of semantic inference for event descriptions. Similarly, the article [15] proposes the semantic image browser for representing the information visualization with the automated intelligent image analysis. The authors in [23] address the issue of long queries and propose the contextualbased image recommendation system. In [24] , the authors use Geo-tagged images from social media for the travel recommendation system. They integrate the time, location, and weather information with the recorded images. The authors in [25] take advantage of the Geo-tagged images for roadbased travel recommendation system. The proposed approach recommends the most famous landmarks and travel routings. The authors use the Spatial Clustering (SC) approach for ranking and identifying the landmarks. In [26] , the authors discuss the content-based based approach for image-based recommendation retrieval. The article [27] recommends a personality-based recommendation based on the personality traits in images.
III. CLASSIFICATION AND FEATURES
In this section, we discuss the classification paradigm and the features set used for the recommended approach.
A. RANDOM FOREST (RF)
An RF algorithm by Leo Breiman [17] is a supervised algorithm that generates forests having many trees. In the RF classifier approach, generally, if we have more trees in the forest, the higher is the performance of the classification model. RF model belongs to the ensemble classifier models, which are primarily adapted for problems including classification and regression. The RF algorithm operates by producing decision trees in the training phase. These trees output the class labels, and the final decision of the class depends on the majority voting of the trees. Figure 1 shows the flow of the RF classifier. A sample ''n'' from ''N'' samples is input to the RF classifier. The RF model first generates several trees by using feature subsets. The individual tree presents a classification result. The result of the classification depends on the majority voting system. The test sample is assigned to the class that gets the highest voting scores from the trees. 
B. CONVOLUTION NEURAL NETWORKS (CNN)
CNN has proved to be a handy and innovative tool of DL to learn image feature sets and inherent relationships in lowlevel features to higher-level objects in images. The generic architecture of CNN contains interconnected layers. The CNN has repeated convolutional blocks, Rectified Linear Units (ReLU), and pooling layers [32] . Convolutional layers perform the convolution of the input with a set of filters. The filters learned during the training phase. The nonlinearity in the data is modeled by the ReLU layer [32] . The pooling layer samples the input and consolidates the image class. 
C. JPEG-COEFFICIENT FEATURES
JPEG Coefficient algorithm is developed by the Joint Photographic Expert Group (JPEG). The JPEG algorithm converts the original input image into the YCbCr color space for compression purposes. The objective is reducing the size of the image while maintaining optimal quality. The image is divided into 8 × 8 or 16 × 16 pixel blocks, as shown in Figure 2 . Discrete Cosine Transform (DCT) is applied to the 8 × 8 pixel window which generates 64 values. Then by the JPEG quantization process, the high-frequency values of an image are discarded, and the low-frequency details are preserved. Before the recommendation task, we extract the JPEG image features of each image in our data set. For feature extraction and feature vector construction, we apply the JPEG Coefficient algorithm, which is represented as follows.
where, the parameters α p and α q are as follows:
Thus the α p and α q are normalized scaling factors for orthonormal transformation, P is the horizontal spatial frequency, Q is the vertical spatial frequency. A mn is the pixel value at coordinates (m, n). B pq is the DCT coefficient at coordinates (p, q).
IV. PROPOSED MODEL
From the implementation point of view of the recommendation system, a user submits or selects an image of the product, and similar products/images are presented to the user. This is an assumption of the proposed approach. However, this assumption also covers the use-cases in which the query image is obtained from the user selection, clicking, and history of user purchases. Thus, the proposed approach is based on learning features from user-based images and recommending similar products based on these images. This assumption synchronizes us with the image-based content recognition paradigm of Computer Vision and ML. The proposed recommendation system based on the assumption is shown in Figure 3 and is composed of two major phases: In Phase 1, the proposed approach models and learns the class/category of the product based on the image characteristics. Once the category is selected by Phase 1, Phase 2 retrieves the closely matched similar products from the corresponding category. Figure 3 shows the generic flow of the steps for the imagebased recommendation system. As the proposed approach is based on the user query image, the approach employs two phases; one for the category/class learning phase and the other for a similar image retrieval phase based on the category. The green color represents the class learning phase. The blue color represents the similar image retrieval from the specific class of images as a recommendation. Phase 2 is further explained in Figure 6 . Figure 4 and Figure 5 show the first phase of the recommendation system, which is the expansion of the green blocks in Figure 3 . The first phase is based on the training and testing paradigm of the ML. For the first phase, the approach takes advantage of the ML for learning the features of the image/product characteristics and generates a learned model. The model is used to find the class/type of products that are searched or clicked by the user.
For the first ML phase of a product class learning, we use the RF classifier due to its generalization capabilities and increased performance in state of the art. For learning the class of the products and for extracting image features, we use the JPEG coefficients as image features. The RF is further integrated into the DL setup for performance analysis and performance enhancements. Figure 5 shows the steps of JPEG features being used by the RF classifier for category learning. From Figure 5 , the available image dataset is used for learning features and the type of product. The features are extracted based on the JPEG coefficients. The Coefficients are converted to a feature vector. This feature vector constitutes the feature set for the RF classifier. The RF classifier learns the distribution of the features for different categories of objects. The final model is stored for finding the corresponding category of the query image. Phase 1 in Figure 5 is the crucial step of the proposed recommendation system. The mistake in category prediction will lead to wrong retrievals in Phase 2. For a query image, of Figure 3 , in Phase 1, the JPEG features are extracted. The RF classifier uses the trained model to predict the category of the query image. Once the category is retrieved, the image is processed by Phase 2. Figure 6 shows the Deep Learning-based RF (DL-RF) approach. The structure of the proposed DL-RF for feature extraction and classification is composed of many layers. The DL-RF is comprised of 5 Convolution Layers (CL). The CL is followed by 3 fully connected layers. Each layer uses a kernel for filtering dimensions. The Kernel coefficients are incrementally calculated during the training phase. The dot product is used for the input and weight vectors. Each neuron is linked to all outputs. Each layer uses the ReLU for expediting the learning process. The Softmax layer takes input from the last fully connected layer and generates a probabilistic distribution of the category of the images. Figure 6 shows the proposed architecture for enhancing the performance of the category classification of Phase 1. Features from DL are obtained from the C7 layer and RF learns the class distribution based on these DL features.
B. ''PHASE 1'': DEEP FEATURES INTEGRATION
C. PHASE 2: IMAGE BASED RECOMMENDATION Figure 7 shows the flow of Phase 2 for recommending similar products that are closely matching the query image. For a query image, the image category is retrieved by Phase 1. The query image is then searched in the corresponding category in Phase 2. It retrieves related images based on the similarity in a particular category. As shown in Figure 7 , the category images are loaded with the query image. The JPEG features are extracted from all the images in a particular category. The JPEG features are extracted for the query image as well. This puts both the category images and the query image in the same vector space.
The next step is finding the similarity between the feature vector of the query image and the feature vectors of the category images. For similar products selection and vector matching, we use the Euclidean distance between all the vectors of the category images to the vector of the query image. These are represented as the similarity values of the query image with all the images in a particular category. The similarity scores are then sorted in the ascending order, and the top 20 are selected as the possible candidates for the recommendations as shown in Figure 7 .
For most of the recommendation systems in the state of the art, the similarity index is the last step for recommending similar products. However, in the proposed approach, we extend the similarity by introducing image matching steps. Though vector matching retrieves similar images, however, the users are generally concerned about not only item matching but also similar color matching of items. For this reason, and for robust matching, we introduce further novel steps. After the 20 most similar vectors are retrieved, the images related to these vectors are re-loaded. Then these 20 images are analyzed by image-based similarity matching. For imagebased similarity matching, we adopt the Structural Similarity Index (SSIM) of [28] to include color histograms in the matching process. This is represented as the ''Struct-Hist'' matching process. The SSIM is modified to include the color distribution (histogram) as follows: For an image, the luminance (L), contrast (C) and structure (Struc) are represented as:
where, µ x the average of x; µ y the average of y; σ 2 x the variance of x; σ 2 y the variance of y and c 3 = c 2 2 An image histogram is a mass probability function of the intensity values in an image. It is employed for color images, capturing the intensity distribution of the three color channels. The color histogram is defined as, where A, B, and C are the R, G, B, and N is the total number of pixels in an image. We combine Equations 3, 4, 5, and 6 for proposing a Structural Histogram and represent it as ''Strcut-Hist''. The Struct-Hist is the weighted combination of all the parameters as follows:
where L is the Luminance, C is Contrast, and Struc is the structure parameter. The h represents the histogram and ∝, β, γ are the weighting parameters that are set to 1 for giving equal importance to all the parameters. The values of the Struct-Hist are scaled between 0 and 1. A value 1 means complete matching, 0 implies no match, and values between 0 and 1 mean the similarity and or dissimilarity between two images. The Struct-Hist combines the structural properties and the color distribution in the images. It has a number of benefits. It not only retrieves similar items but weights also the items with similar colors.
In Figure 7 , a total of 20 items are retrieved based on the Euclidian distance between category image vectors and the query image vector. The 10 most similarly related products out of 20 products are selected by the Struct-Hist approach. With this approach, we believe that the combination of two steps of finding the 20 similar items based on the Euclidian distance and the most relevant 10 items by Struct-Hist always produce very accurate recommendations. The Struct-Hist based recommendation is compared with the state of the art approaches in the Experimental section.
V. EXPERIMENTAL EVALUATION
In this section, we present the dataset, performance evaluation of the proposed Phase 1 and Phase 2 of the proposed recommendation system. The related parameters and factors are also analyzed.
A. DATASET AND FEATURES
We use the Amazon product image data. We select a dataset of 3.5 million products that consists of 20 categories. Figure 4 shows the distribution of the category labels of the dataset. We randomly select 100 images for each class. The dataset is available at [34] . Example images from the dataset are shown in Figure 8 .
B. ''PHASE 1'' PERFORMANCE ANALYSIS AND EVALUATION
For Phase 1 of the proposed approach, we use the RF metaclassifier due to its generalization capabilities and increased VOLUME 8, 2020 performance in state of the art [29] - [31] . The features learned by the RF are based on JPEG coefficients. There are multiple reasons for choosing the JPEG Coefficients as feature vectors. The JPEG coefficients are thoroughly researched for extracting important features from images for compressing and reducing their overall size. Thus the overall image quality is maintained while sufficient image size reduction is achieved. As such, these coefficients represent the critical information in the image. From the implementation point of view, the JPEG coefficients are computationally feasible and efficient due to the DCT transformation. The transformation is regarded as a set of basis functions; thus they are efficiently precomputed and stored for the re-construction of compressed images. Also, the choice of the JPEG coefficients as feature vectors is due to the pre-comparative analysis in our work. In the preliminary experiments, we compared the features of HOG, Color Layout, and auto-correlogram features. We obtained the highest performance for the JPEG features in all cases. Also, compared to the HOG, Color Layout, and auto-correlogram features, the JPEG feature calculation is much faster. Therefore, based on all these parameters, we use JPEG features.
The performance of a particular classifier depends on the nature of data and features. For performance analysis of Phase 1, we focus on the 10-folds cross-validation as a training and testing paradigm for the validation of the class prediction. The 10-folds cross-validation not only reliably learns and tests the performance of the classifier, but is also a standard approach for classifier comparison in state of the art. The 10-folds cross-validation uses 90% data for training and 10% data for testing. For 90% of training data, the model is created and tested on the 10% testing data. The testing data is un-seen data for creating the model. Therefore, this process represents the real-world scenario for new queries to the recommendation system of Phase 1. The prediction performance from the first round is stored. The process is repeated 10 times, and the average performance is calculated for all the 10 rounds. It thus removes the bias of results, and the performance can be generalized to practical applications.
For the evaluation of Phase 1, we use the Precision, Recall, and the F-measure. The precision and recall are favored over the accuracy when the classes are not balanced. Since we have unbalanced classes in the dataset, we use these parameters for evaluation. The F-measure takes both the Precision and Recall for calculation and is a reliable parameter for similar applications. The Precision is calculated as:
where TP is True Positive and FP is False Positive.
FN is False Negative. F-measure takes both the precision and recall into consideration as follows:
The RF approach of Phase 1 is compared with the state of the art machine learning models. Following are the main comparative approaches: Logistic Regression: is the baseline algorithm for classification and regression. It is used for multi-class classification problems [18] .
Naïve Bayes: is used in many classifications and regression problems and is based on the independence property of the variables in the training data [19] . SVM: takes data to a higher dimension and uses hyperplanes to separate different classes. SVM has been used in many machine learning-based image classification tasks [20] .
DL: DL algorithm is the state-of-the-art approach. DL can be used as a simple classifier, for which the non-Deep methods extract data features and DL only learns the class separation. This approach is not as robust as the one where DL is used to extract features. DL can also be used in the second approach, for which the features are learned and also classified by the DL algorithm itself. The DL in this setting is used extensively in image classification and regression problems [21] . In the comparative experiments, when we use DL, we mean the usage of DL for classifying JPEG features.
Deep Learning with RF: In this setup, DL is integrated into the RF setup. The DL learns the features using the CNN model and classifies them by the RF classifier. The RF integration into the DL setup is shown Figure 6 . The 5 convolution layers are followed by two fully connected layers. After the DL features are obtained from the C7 layer, the features are then modeled by the RF classifier. Figure 9 shows the performance evaluation of Phase 1 based on Precision. In Figure 9 , the ''Deep Learning'' represents the approach where features are extracted by the JPEG approach and only classified by the DL. The ''Deep learning with RF'' in Figure 9 depicts the proposed method in which the features are extracted by the DL and then classified and learned by the RF. From Figure 9 , the Logistic Regression obtains a very low precision of 38.2%. The NaïveBayes has slightly improved precision of 43%, The SVM with precision of 50.4% is better than the Logistic Regression, Naive Bayes, and the DL (used as the Neural Network for learning class distribution only). The RF gets an increased Precision of 74.9%. The Precision of 74.9% is further enhanced to 85% by integrating the RF with the DL paradigm as shown in Figure 9 . Figure 10 shows the Recall evaluation of Phase 1. In Figure 10 , the Logistic Regression gets a very low Recall of 37%, The NaïveBayes has slightly improved Recall, The SVM Recall is better than the Logistic Regression, Naive Bayes, and the DL. The RF gets an increased Recall of 75%. The Recall of 75% is further enhanced to 83% by integrating the RF with the DL approach as shown in Figure 10 . Figure 11 shows the performance evaluation of Phase 1 in terms of F-measure. In Figure 11 , for the DL, features are extracted by the JPEG approach and only classified by the DL. The ''Deep learning with RF'' in Figure 11 represents the proposed approach where the features are extracted by the DL and then learned by the RF. From Figure 11 , the Logistic Regression gets a very low F-measure of 37.6%. The Naïve-Bayes has slightly improved F-measure of 41%, The SVM with F-measure of 47% is better than the Logistic Regression, Naive Bayes, and the DL. The RF gets an increased F-measure of 75%. The F-measure of 75% of RF is further enhanced to 84% by integrating the RF with the DL approach, as shown in Figure 11 .
C. ''PHASE 2'' EVALUATION
The evaluation of Phase 2 of the recommendation system is not straight forward as that of Phase 1. This is due to several reasons. First, the recommendation is a subjective process. Secondly, there is no baseline for comparison. Third, even if the data is labeled for Phase 2 of the recommendation step, it is still labeled by humans, and thus the results are subjective.
Therefore, we adopted the Autocorrelogram vector-based Euclidian distance for evaluation of Phase 2. We use the Autocorrelograms of [33] for feature vectors in Phase 2 to remove the biases that can be induced by the JPEG feature vectors used in the retrieval of Top 20 images. We could also use the JPEG vectors, but this will bias the results towards our approach because the training vectors are the JPEG vectors. Secondly, the Autocorrelograms has shown good performance for retrievability and generalization of imagebased retrieval [33] . Third, the Autocorrelogram of the image captures the spatial correlation between similar intensities in the corresponding images.
For the comparative evaluation of Phase 2, we choose the K-Nearest Neighbor (KNN) and Search-based approaches. As such, we conducted experiments involving 100 query images. These images are randomly selected from the dataset. Every image is used as the query image for Phase 2 for the retrieval of ten similar images.
For evaluation, the Autocorrelograms of the ten similar images and the query images are calculated. Then each retrieved image (vector) is compared to the query image by three approaches. These comparative approaches are:
Subjective similarity (by 3 users) 2. Euclidian distance-based similarity 3. Cosine similarity
For subject similarity, the vectors are converted to their original images for visualization purposes and presented to users. Three students (users) perform subjective evaluation. The images are retrieved for the 100 test queries using the Struct-Hist, the KNN, and the Search-based approach. These images are then arranged with retrieved labels being removed. The labels are removed so that the user has no clue of the algorithm used for retrieval for an un-bias scoring. Each user has to give a score between 0 and 10 to the retrieval performance of the particular approach for the 10 retrieved images. The scores are then averaged and scaled between 0 and 1. Figure 12 shows the result of the comparative subjective evaluation by three users. Figure 12 shows the average subjective similarity of 0.93 for the proposed ''Struct-Hist'' approach. For the KNN, the average similarity is also 0.93. Search-based retrieval has an average similarity of 0.929. An interesting result is obtained in the subject evaluation. It is seen that almost all three approaches have very similar similarity scores. This can be due to the fact that human ignores some of the details of the images and focuses more on global image features. Therefore, for a particular user, it is found that the difference between an average similarity for a particular approach is not that significant. This result also shows that as long as an image is slightly related to the query image/product, the human generally considers it a complete match.
The Euclidian similarity is based on the vector (image) distance as follows:
where p and q are two vectors, the Euclidian distance is then used as the similarity and scaled between 0 and 1, where 0 represents 0% similarity, and 1 means 100% similarity. All the other values between 0 and 1 indicate the corresponding percentage of similarity. Figure 13 shows the result of the comparative evaluation using the Euclidian similarity for the three approaches. Figure 13 shows the statistics of an average similarity of 100 query images. The higher the similarity value, the better the retrieval performance. Figure 13 shows the average similarity of 0.98 for the proposed ''Struct-Hist'' approach. For the KNN, the average similarity is 0.96. Search-based retrieval has an average similarity of 0.95. The Euclidian similarity statistics show a good overall performance for the proposed Struct-Hist approach.
The Cosine similarity between two vectors is calculated as:
where A i and B i are the components of image vectors A and B. The Cosine similarity is scaled between 0 and 1, where 0 represents 0% similarity, and 1 means 100% similarity. All values between 0 and 1 indicate the corresponding percentage of similarity. Figure 14 shows the results of the comparative evaluation using the Cosine similarity for the three approaches. Figure 14 depicts the average similarity of 0.965 for the proposed ''Struct-Hist'' approach. For the KNN, the average similarity is 0.959. Search-based retrieval has an average similarity of 0.95. The Cosine similarity of Struct-Hist is higher compared to the other two approaches.
As the proposed approach consists of two steps. First retrieving 20 images, and then selecting 10 images by the proposed Struct-Hist approach. We believe that the combination of two steps in the proposed approach always produces accurate recommendations. The Struct-Hist approach thus outperforms the others and shows its efficacy for the image-based product recommendations. Figure 15 shows some examples of retrievals. Table 1 shows the time taken by different modules. The time is represented in seconds and is the average of several runs. The experiments are conducted using the Core I7, running the Titan Nvidia GPU. Since there are many routines tested in this paper, we report the time for different modules. As in Table 1 , the average time taken for calculating and learning the JPEG features by RF is 35 seconds. The time of finding the category of the query image by the JPEG and RF is 0.03 seconds. The time for calculating and learning the Deep features by RF is 1000 seconds. Time to find the category of the query image by the Deep features and RF is 0.3 seconds. The average time taken to find the top 20 related items in ''Phase 2'' is 1 second. Time to retrieve the 10 out of 20 associated items in ''Phase 2'' is 0.003 seconds.
D. TIME COMPLEXITY

VI. CONCLUSION
We presented an image-based product recommendation system based on two phases. In Phase 1, the proposed approach learns the class/type of the product. In Phase 2, the proposed recommendation system retrieves closely matched similar products. From the ML phase of a product's class learning, we used the RF classifier. For feature extraction from images, we used the JPEG coefficients as image features. In the evaluation of Phase 1, the proposed model generates a 75% accurate model. For performance enhancements, the RF model is further integrated into the DL setup and achieves 84% correct predictions. In Phase 2, we believe that the combination of two steps in the proposed approach of finding the 20 similar items based on the Euclidian distance and 10 most similar out of 20 by the Struct-Hist approach produces very accurate recommendations. The Struct-Hist approach thus outperforms the other methods and shows its efficacy for the image recommendation. The article contributes not only to the recommendation based systems but the algorithm presented in this article can be used for generic computer vision problems. In the future, we aim to merge non-image information with the images and use the Recurrent Neural Network (RNN) architecture for the recommendation process.
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