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Processing of manifold-valued data has received considerable attention in re-
cent years. Standard data processing methods are not adequate for such data.
Among many related data processing tasks finding means or averages of manifold-
valued data is a basic and important one. Although means on Riemannian man-
ifolds have a long history, there are still many unanswered theoretical questions
about them, some of which we try to answer. We focus on two classes of means: the
Riemannian Lp mean and the recursive-iterative means. The Riemannian Lp mean
is defined as the solution(s) of a minimization problem, while the recursive-iterative
means are defined based on the notion of Mean-Invariance (MI) in a recursive and
iterative process. We give a new existence and uniqueness result for the Rieman-
nian Lp mean. The significant consequence is that it shows the local and global
definitions of the Riemannian Lp mean coincide under an uncompromised condi-
tion which guarantees the uniqueness of the local mean. We also study smoothness,
isometry compatibility, convexity and noise sensitivity properties of the Lp mean. In
particular, we argue that positive sectional curvature of a manifold can cause high
sensitivity to noise for the L2 mean which might lead to a non-averaging behavior
of that mean. We show that the L2 mean on a manifold of positive curvature can
have an averaging property in a weak sense. We introduce the notion of MI, and
study a large class of recursive-iterative means. MI means are related to an inter-
esting class of dynamical systems that can find Riemannian convex combinations.
A special class of the MI means called pairwise mean, which through an iterative
scheme called Perimeter Shrinkage is related to cyclic pursuit on manifolds, is also
studied. Finally, we derive results specific to the special orthogonal group and the
Grassmannian manifold, as these manifolds appear naturally in many applications.
We distinguish the 2-norm Finsler balls of appropriate radius in these manifolds
as domains for existence and uniqueness of the studied means. We also introduce
some efficient numerical methods to perform the related calculations in the specified
manifolds.
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It is an irony of the history of mathematics that Gauss’s efforts in the analysis of
astronomical measurements led to the theory of statistics in Euclidean space rather
than to the theory of statistics in manifolds [65, p. 12]1. Gauss was interested in
predicting spherical quantities but since the measurements were concentrated in a
small region he approximate the sphere by its tangent space around that point of
concentration, and hence reached at the celebrated Linear Mean Square estimation
technique. In fact, the approach of linearization of a manifold in order to process a
data set which takes values on the manifold is the most natural approach, and is used
in everyday life. A very common example is the case of directional data, e.g, the
heading of a vehicle moving in a plane or the direction of wind with respect to the
north. In both cases the data values live on the unit circle S1, but are represented
by a single number θ in an interval such as [0, 2π). One immediate problem is
1Of course, we should not ignore the fact that it was almost 30 years later than Gauss’s
initial calculations that mathematicians obtained a better understanding of the geometry of non-
Euclidean spaces. The efforts of Gauss and many others in this direction culminated in the 1854
introduction of Riemannian Geometry by his student B. Riemann. The interesting point is that
statistics in Euclidean space developed and flourished independently, while statistics in Riemannian
manifolds is still in its development stage. One reason is that Riemannian geometry itself was
developed mostly in the 20th century.
1
that mathematically there is no preferred reference point on S1 and it is not clear
that if we choose another point of reference how the result of our subsequent data
processing will be affected. In other words the choice of the point around which we
linearize the manifold as well as the actual linearization could affect our calculations.
Of course, with a smart linearization and especially if the data points are very close
to the point of linearization, we can get away with potential problems, as Gauss
did. However, a more systematic way is to consider the geometry of the underlying
manifold and try to define data processing tasks in an intrinsic fashion which depend
only on the geometry of the manifold and not specific linearizations.
In recent years there has been an increasing interest in geometric methods for
processing of manifold-valued due to both diverse applications and the understand-
ing that such methods can be beneficial. Manifold-valued data appear naturally
in many diverse areas such crystallography [44], diffusion tensor medical imaging
[12, 75], computer graphics [17, 83], robotics [74, 92], multi-input multi-out wireless
communications systems [64, 48], statistical analysis of shapes [62], array processing
[84, 85] and computer vision [87, 7]. The general approach to define geometric signal
processing tasks for such data has been to redefine or generalize the standard tasks
via appropriate geometrical concepts. A very basic signal processing task is to find
the mean or average of a set of data points on a manifold. The definition of the
weighted average via the Riemannian center of mass is an example of the mentioned
redefinition. Several other data processing tasks also have been redefined e.g., the
Principal Component Analysis as in [29]. Actual numerical implementation of these
geometrical methods requires specific algorithms for computations on Riemannian
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manifolds which also have received considerable attention from statistics, signal pro-
cessing and numerical analysis communities e.g., [84, 26, 2, 30, 45, 61, 3]. We should
also mention several interesting Ph.D. dissertations such as [10],[56] and [6] which
study statistics and data processing on Riemannian manifolds.
1.1 Scope and Main Contributions of this Dissertation
Although, there has been a great number of interesting works related to processing
of manifold-valued data, still the literature on this subject lacks many fundamental
pieces and there are many un-answered theoretical and applied questions in this
regard. The effort of this dissertation is to answer some of these questions which
relate to the notion of averaging of data points on a Riemannian manifold 1. For
example, the notion of L2 center of mass or Riemannian L2 mean which dates back
to E. Cartan has been used extensively in applied research. The definition Cartan
used for such a mean was a global definition which in a manifold of non-positive
curvature gives a well defined unique center of mass for a probability measure with
compact support. On the other hand, so far (with the exception of [61] and [17])
available existence and uniqueness results for the Riemannian L2 mean on manifolds
of positive curvature have been about the local L2 mean or center of mass [34, 50, 52].
In Chapter 3 of this dissertation, we give an existence and uniqueness result for the
global Riemannian mean, which in particular shows the equivalence of the local and
global definitions under an uncompromised condition (see Section 3.1.1 for more
1The focus of this dissertation is on the so-called intrinsic means and intrinsic averaging on
Riemannian manifolds. The other approach which is called the extrinsic or embedding approach
has been popular in the statistics community and is much more studied [65]. We shall touch upon
the notion of extrinsic mean in few places such as Sections 5.5.1 and 6.7.
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details)1. We treat the larger class of Riemannian Lp(1 ≤ p ≤ ∞) means together
and in particular we pay special attention to the L∞ center of mass (see Section 4.2).
Another theoretical question is the relation between the Riemannian center of mass
of a set of points and the convex hull of the set. In Section 4.5 we address this issue in
detail, and answer a related question by [32]. Another fundamental question is about
the nature of the operation of averaging in a Riemannian manifold. By this we mean,
to what extent averaging reduces the effect of noise? Above all the main reason to
average a set of data points is to reduce the effect of noise! In Section 4.6, we define
different forms of averaging properties for the Riemannian L2 mean (see Definition
4.6.1), and show that in a manifold of positive curvature averaging might in some
occasions, unfortunately, amplify the noise! This is the direct consequence of positive
curvature and it seems to be unavoidable. However, we show that in a small enough
domain in a manifold of nonnegative curvature the L2 mean can have an averaging
property in a weak sense (see Theorem 4.6.1). Although the Riemannian L2 mean
is the most popular mean used, interestingly, there are many other possibilities for
defining the notion of mean in a Riemannian manifold. For example in [6] and
[5] two different forms of mean have been introduced which have certain desirable
properties. In particular, in [5], for points on the cone of positive definite matrices,
a constructive recursive-iterative approach has been given to define the geometric
mean of N points based on the mean of N − 1 points, and recursively down to
N = 2 points. In Chapter 5, we analyze a wide class of means which are defined in a
1Although the intended goal of current study has been data analysis on manifolds, some of the
derived results and specifically Theorems 3.2.1 and 4.5.1 might be of broad interest to researchers
in Riemannian geometry, as well.
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similar or more general recursive-iterative manner. In particular, we give existence
and uniqueness results for such means. Our results are more general than those
obtained in [5], since we introduce and use different tools. In particular, we introduce
the notion of a primitive mean function, which generalizes the notion of a primitive
stochastic matrix (see Section 5.2 and Definition 5.2.3). The study of such recursive-
iterative means leads to the analysis of an interesting class of dynamical systems
that find Riemannian convex combinations. We use the diameter of the smallest
closed ball containing the points comprising the state as a Lyapunov function. We
call that ball the minimal ball (a.k.a. circumscribed ball, see Definition 4.2.1). Such
a system finds the mean of the set of initial data points by iteratively replacing
each data point with a “convex combination” of some or all data points and the
state of the system converges to a single point which will be the mean of the initial
state. In each step the mean of the points which comprise the state of the system
remains unchanged. We call this property Mean Invariance (MI). A particular class
of the mentioned means is called the pairwise mean (see Section 5.3), which can
be implemented efficiently in certain symmetric (matrix related) manifolds such as
the special orthogonal group SO(n) and the Grassmannian Gk(n). In Chapter 6
we give more specific (i.e., stronger) results for these two manifolds. In particular,
we place emphasis on identifying large domains (compared with Riemannian balls,
see Section 6.4 and [36] for more details) for the existence and uniqueness of the
means introduced in the previous chapters. Such larger domains are not balls in
the Riemannian metric but rather balls in a Finsler metric which is derived from
the matrix 2-norm (instead of the trace or Frobenius norm) in the Lie algebra
5
of SO(n). We also introduce some efficient techniques to construct (and extend)
the geodesic between two points in SO(n) or Gk(n) without the use of matrix
exponential and logarithm -which are computationally very demanding-. We apply
the derived methods to two applications.
1.2 Outline of this Dissertation
Each of the subsequent chapters (except for Chapter 2) in this dissertation has its
own introduction, contribution and outline sections (see Sections 3.1.2, 4.1.1, 5.1.1
and 6.1.1 for more details). Here, we briefly give an outline of the chapters for
ease of use and navigation. Throughout the text, it is assumed that the reader is
familiar with the basics of Riemannian geometry at the level of a first year graduate
course on the subject. Still, in Chapter 2 we have collected some less commonly
used results, mostly from global Riemannian geometry, which are critical for our
later developments. In particular, results on the structure of convex sets, bounds
on the Hessian of the distance function and triangle comparison theorems are very
essential for our developments, and are collected in this chapter. In Chapter 3 after
some historical background, Theorem 3.2.1 is proved which gives a new existence
and uniqueness result for the Riemannian Lp mean. In Chapter 4 further properties
of the Riemannian Lp mean such as smooth dependence on data points, isometry
compatibility, convexity, and averaging properties are studied. Also a simple ex-
ample is given regarding numerical calculation of the mean. In Chapter 5 a large
class of recursive-iterative means based on the notion of Mean-Invariance (MI) is
studied. Interesting relations to the Birkhoff Curve Shortening Scheme, Perron-
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Frobenius theorem, consensus algorithms [71] and cyclic pursuit on manifolds are
also unveiled. In Chapter 6, after reviewing the geometries of SO(n) and Gk(n)
we study existence and uniqueness of different means in Riemannian and 2-norm
Finsler balls; and we also derive some efficient geodesic calculations which can be
used to efficiently calculate the MI means. At the end of this chapter we also give
two applications in which our methods fit very well. We conclude the dissertation
in Chapter 7 with a summary of the dissertation, and discussions on open problems
and possible future research directions.
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Chapter 2
Preliminaries from Riemannian Geometry
2.1 Introduction and Notations
In this chapter we briefly review some specific ingredients needed from Riemannian
geometry to deal with our problems of interest. We assume the reader is familiar
with basic concepts of Riemannian geometry. We state theorems with references for
their proofs. Also since there is little consensus about the exact definition of some
terms, especially those related to convexity, we take the opportunity to set forth the
definitions.
2.1.1 Some Notational Conventions
Throughout this manuscript M is an n-dimensional (or, if specified, m-dimensional)
complete Riemannian manifold equipped with a Riemannian metric g. We might
write Mn to show the dimension of M . We only deal with the unique Levi-Civita
connection derived from g. We denote the tangent space of M at q ∈ M by TqM .
We denote the Riemannian metric at q by gq. Recall that gq(., .) : TqM ×TqM → R
is a positive definite inner product which changes smoothly with q. Usually, instead
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of gq(X, Y ) which indicates the inner product of two tangent vector X, Y ∈ TqM we
write 〈X, Y 〉q and also when the base point q is understood unambiguously we omit
the subscript and write 〈X, Y 〉. Similarly and for convenience instead of gq(X, X)
we write ‖X‖q and even ‖X‖. We call a unit-speed geodesic a normal geodesic. Such
a geodesic is parameterized by its arc-length. By a minimizing, a minimal geodesic
or a segment between two points we mean a geodesic whose length is equal to the
distance between the two points. The letter B is reserved for metric balls and a ball
B(o, ρ) is an open ball with center o ∈ M and radius ρ. We also denote a ball of
radius ρ in TqM with center 0 ∈ TqM by B(0, ρ). Unless otherwise stated, by a ball
we mean an open ball. Ā, intA and ∂A denote the closure, interior and boundary
of the set A ⊂M , respectively. The exponential map of M at q ∈M is denoted by
expq : TqM → M and whenever it is invertible its inverse is denoted by exp−1q . We
assume the injectivity radius of M to be nonzero; and we denote it by injM . Note
that expq is invertible on any ball B(q, ρ) with ρ < injM . We denote the curvature
tensor of g by R. At point q ∈ M , Kq(X, Y ) = gq(X, R(X, Y )Y ) is the sectional
curvature of the section spanned by orthonormal tangent vectors X, Y ∈ TqM . If a
is a matrix or a vector aT denotes its transpose. We usually use subscripts and less
often superscripts to denote indices of a sequence of points in a set. We also denote
a sequence whose kth term is xk by 〈xk〉∞k=1 and when there is no confusion by 〈xk〉k
or 〈xk〉.
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2.2 First Variation of Arc Length
The calculation of the first variation of arch length functional is the standard method
to characterize geodesics as stationary points (curves) of the arch length functional
(e.g., [18, p.74]). Without going into further details we mention, for future use, the
following useful immediate consequence of this calculation.
Proposition 2.2.1. Consider two points q1, q2 ∈ M with d(q1, q2) < injM and let
γ : [0, 1]→M be the minimizing geodesic connecting the two points with γ(0) = q1
and γ(1) = q2. Let c : (−ǫ, +ǫ) → M with c(0) = q2 be a smooth curve passing
through q2 such that it makes an acute angle with γ at q2, i.e., the angle between
velocity vectors −γ̇(1) and ċ(0) is less than π
2
. Then, there exists δ > 0 such that
for all 0 < t < δ, d(q1, c(t)) < d(q1, q2).
The angle condition ensures that the arc length functional for curves con-
necting q1 to c(t) is strictly decreasing for small t > 0. Figure 2.1 explains the






⇒ d(q1, c(t)) < d(q1, q2), 0 < t < δ
α
Figure 2.1: The first variation of arc length formula implies that, pro-
vided α < π
2
, by moving along c(t) the distance to q1 decreases at least
for small times.
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2.3 Structure of Convex Sets in Riemannian Manifolds
In order to study means in a Riemannian manifold M in the subsequent chapters,
we need to have a good understanding of the structure of convex sets and balls in
a Riemannian manifold. Theorems 2.3.1 and 2.3.2 below contain the main facts we
need. We also prove some simple but useful corollaries of these theorems. For sake
of completeness we recall some definitions first.
Definition 2.3.1 ([78, p.168]). Let C be a non-empty subset of a Riemannian
manifold M .
1. C is strongly convex if for any two points q1, q2 ∈ C, there exists a unique
minimizing geodesic γ in M connecting q1 and q2, and γ is contained in C.
2. If for any q ∈ C̄, the closure of C, there exists an ǫ(q) > 0 such that C ∩
B(q, ǫ(q)) is strongly convex, then C is said to be locally convex.
If C is strongly convex, then it is connected and locally convex. However, local
convexity does not imply strong convexity. For example, on the unit sphere in R3,
a closed hemisphere is locally convex but it is not strongly convex; since any two
antipodal points on the boundary can be connected by two minimizing geodesics
which lie entirely in the hemisphere. Small enough balls are strongly convex and
the injectivity radius and upper bound on the sectional curvature of M determine
a lower bound on the radius of largest strongly convex balls ([76, p. 177] and [18,
p.404]):
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Theorem 2.3.1. Let M be a complete Riemannian manifold with injectivity radius









when ∆ ≤ 0 as ∞1. Then for any o ∈M the open ball B(o, ρ) with
ρ ≤ rcx and closed ball B(o, ρ) with ρ < rcx are strongly convex, and the distance
function x 7→ d(o, x) is strictly convex along non-radial directions2.
This theorem and the definition of rcx are very important to us, as Theorem
3.2.1 which describes existence and uniqueness conditions concerns with strongly
convex balls. We shall use the following simple corollary:
Corollary 2.3.1. A closed ball of radius ρ < rcx is strongly convex; and the interior
of the geodesic segment connecting any two points on the boundary lies in the
interior of the ball.
Proof. Since B(o, ρ) ⊂ B(o, ρ′) for ρ < ρ′ < rcx; and since x 7→ d(o, x) is strictly
convex in B(o, ρ′) along non-radial directions, it follows that if q1 6= q2 are two points
on the boundary of B(o, ρ) and γ : [0, 1]→ M is a geodesic connecting them (with
γ(0) = q1, γ(1) = q2), then d(γ(t), o) < ρ for t ∈ (0, 1).
One can show that the intersection of any family of strongly convex (locally
convex) sets in a complete Riemannian manifold is strongly convex (locally convex).
1We shall follow this convention in all similar bounds we derive.
2Recall that the exponential map expo : ToM →M is a radial isometry, therefore d(o, γ(12 )) =
d(o,γ(0))+d(o,γ(1))
2 for a geodesic γ : [0, 1]→M connecting o to x = γ(1) any x inside the injectivity
ball of o.
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We are mainly interested in strongly convex sets, so we define:
Definition 2.3.2. Let M be a complete Riemannian manifold. Let A ⊂M lie in a
strongly convex subset of M . The convex hull of A denoted by ConvHull(A) is the
intersection of all strongly convex sets containing A.
Definition 2.3.3 ([76] p.145). A submanifold S of the complete Riemannian man-
ifold M is called totally geodesic if geodesics in S are also geodesics in M and any
geodesic in M which is tangent to S at some point lies in S for some time. S is
globally totally geodesic if such a geodesic stays in S for all time.
According to this definition, a strongly convex open ball in M is a totally
geodesic submanifold. This holds true for more general convex sets as the following
theorem suggests. We state some results from [19] which are relevant.
Theorem 2.3.2 (Cheeger and Gromoll). Let C be a connected locally convex subset
of a Riemannian n-dimensional manifold M . Then the closure of C, C, carries the
structure of an embedded k dimensional (0 ≤ k ≤ n) topological submanifold N of
M with smooth totally geodesic interior intC and (possibly non-smooth or empty)
boundary ∂C. For each x ∈ C define the tangent cone






∈ N for some positive t} ∪ {0 ∈ TxM}. (2.2)
Then Cx\{0} is a k-dimensional open convex cone in TxM . In case x ∈ intC,
Cx = TxintC. In particular, if there is a point q ∈ intC and a normal minimal
geodesic γ : [0, d(x, d(x, q)] → C from x ∈ ∂C to q such that the distance between
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q and ∂C is equal to d(x, q) then Cx\{0} is a half-space. Moreover, if q ∈ intC and
γ : [0, d(x, q)]→ M is the normal minimizing geodesic connecting x ∈ ∂C to q, then
γ((0, d(x, q)]) ⊂ intC.
The term “interior” here is not meant in its topological meaning; as for example
a line segment in R3 has no topological interior yet it is closed and convex in R3.
It is used in the same sprit as the “relative interior” or “interior” of a convex set in
Euclidean space (see Appendix 4.8 for definitions). Therefore, we have the following
useful corollary:
Corollary 2.3.2. Let x be point on the boundary of B(o, ρ) ⊂ M with ρ < rcx.
Then Bx\{0} ⊂ TxM is an open half-space and there exists a vector nx ∈ Cx
pointing inward B such that for any point q ∈ B the (velocity vector of the) minimal
geodesics connecting connecting x to q makes an angle less than π
2
with nx.
Proof. Note that since Bx\{0} is an open convex set it must have a supporting
hyperplane at 0 ∈ TxM and there should be a vector nx ∈ TxM pointing inward
the cone which makes angles less than π
2
with all vectors pointing inside the cone
Bx\{0} (see Appendix 4.8).
The convex hull of a set is not necessarily closed. Moreover, in contrast to the
Euclidean case, it is unknown whether the convex hull of a set of finite points in
a Riemannian manifold of non-constant curvature is closed [9, p. 231]. Therefore,
when dealing with points on the boundary of the convex hull of a set we need to
make sure that the closure of the convex hull is strongly convex.
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Proposition 2.3.1. Let C ⊂ M be a strongly convex set such that C belongs to
another bounded strongly convex set U . Then C is strongly convex. Therefore,
if A ⊂ M is such that the closure of its convex hull, ConvHull(A), belongs to a
bounded strongly convex set, then ConvHull(A) is strongly convex.
Proof. It suffices to show that the unique minimal geodesic segment connecting
q1, q2 ∈ ∂C belongs to C. Note that C is compact. Let 〈qk1〉k and 〈qk2〉k be two
sequences in intC with limits q1 and q2, respectively. Consider constant speed min-
imizing geodesics γk : [0, 1] → intC such that γk(0) = qk1 and γk(1) = qk2 . Note




2). Therefore, speeds of these geodesics are
uniformly bounded; and hence the sequence γk becomes an equicontinuous sequence
on C. By the Arzela-Ascoli theorem we can extract a subsequence which converges
uniformly to a continuous curve γ : [0, 1]→ C̄. We know from the theory of length
spaces (see e.g., [15, Proposition 2.5.17 on p. 48]) that γ is a shortest continuous
curve connecting q1 and q2 in U . Therefore, due to strong convexity of U , γ must
be the unique minimizing geodesic segment connecting q1 and q2.
Note that on the unit sphere S2 ⊂ R3 an open hemisphere is the largest
strongly convex set and its closure is not strongly convex. Therefore, the condi-
tion on C to belong to another strongly convex set is necessary to guarantee the
conclusion.
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2.4 Bounds on the Hessian of the Distance Function and Its Powers
It is obvious that the convexity properties of the Riemannian distance function are
closely related to existence and uniqueness properties of the Lp Riemannian means.
Therefore, we review the bounds on the Hessian of the distance function and its
powers. The gist of these comparison results is that in an appropriate comparison
setting, as curvature increases the Hessian of the distance function (or any power of













where α : R → M is any smooth curve or geodesic passing through x at t. The
treatment presented here is a standard one and is borrowed collectively from [78,
50]. Figure 2.2 shows the framework. Let q ∈ M be a given point and x 7→
d(q, x) the distance function from that point. For convenience, we also denote this
function by dq(x). Consider γ(·) a curve (or possibly a geodesic) such that at
specific time t, γ(t) is in the injectivity ball (or domain) around q, i.e., there is a
unique minimizing geodesic connecting q to γ(t). The goal is calculate the second
derivative of f(γ(t)) = dq(γ(t)). Consider the family of geodesics c(s, t) = ct(s) such
that for each t, ct(s) : [0, d(q, γ(t))] → M is a normal (i.e., unit speed) minimizing




Also we denote differentiation with respect to t by ˙ and with respect to s by ′.
Then s 7→ ct(s) satisfies the geodesic equation for every t, i.e., D∂sc′t(s) = 0. The
geodesic equation is a second order nonlinear differential equation. In order to





∈ Tct(s). s 7→ Jt(s) is called the Jacobi field along geodesic s 7→ ct(s).
The Jacobi field satisfies the Jacobi equation:
D2
∂s2
Jt + R(Jt, c
′)c′ = 0, (2.3)
where R is the curvature tensor of M . There are two initial conditions Jt(0) and
J ′t(0) associated with this equation. Note that the Jacobi equation is invariant
ć⊥(dq(x), t)










Figure 2.2: For each t the curve s 7→ c(s, t) is a normal minimal geodesic connecting
q = c(0, t) to γ(t), where γ(·) is a curve passing through x ∈ M . J(s, t) = ∂
∂t
c(s, t)
is the associated Jacobi vector at c(s, t). At each point on the geodesic s 7→ ct(s),
J(s, t) has two components: one parallel to ct(s), denoted by J
‖(s, t) and the other
perpendicular to that, denoted by J⊥(s, t). These two components are not shown
in the picture, but the two mentioned directions are shown.
under linear reparametrization of the geodesic s 7→ ct(s). In many occasions, it is
more convenient to assume that the original geodesic corresponds to t = 0; and
as t deviates from 0, ct(s) deviates from c0(s). We also omit the subscripts from
Jt and from c0(s). In order to be able to compare c(s) with a nearby geodesic
leaving q but with a different small velocity vector we need to assume J(0) = 0.
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At any point c(s) we can decompose J(s) ∈ Tc(s)M to a component along the
geodesic s 7→ c(s) denoted by J‖(s) and another one perpendicular to the geodesic
denoted by J⊥(s). The parallel component is not so interesting since it can be
computed explicitly as J‖(s) = (a + ts)c′(s) for constants a, b ∈ R. However, the
behavior of J⊥(s) depends on the curvature and is more interesting. It is possible
to show that 〈J ′(s), c′(s)〉 = 〈J ′(0), c′(0)〉s + 〈J(0), c′(0)〉 (see e.g., [24, p. 118]).
Therefore, once we have J(0) = 0 and choose J ′(0) perpendicular to c′(0), J(s)
remains perpendicular to c′(s). A conjugate point of q along geodesic c(s) is a point
qc = c(sc) and not equal to q, such that J(sc) = 0 for some initial conditions of
J ′(0). Let qs1 be the first such a point. A crucial fact is that for s ∈ (0, s1) and any
X ∈ Tc(s)M one can find a unique Jacobi field with J(0) = 0 such that J(s) = X,





where Cq is the cut locus of q, i.e., the set of cut points of q
1.
For such an x let cs : [0, d(q, x)] → M be the unique minimizing normal geodesic
connecting q to x, i.e., c(0) = q and c(d(q, x)) = x. For every X ∈ TxM we can find
a Jacobi field J(s) along c(s) with J(d(q, x)) = X with J(0) = 0. Then one can
show that (see e.g., [78, Lemma 4.10 p. 109])








)⊥ and if J(dq(x)) = X is parallel to c(dq(x)) then J
⊥(dq(x)) = 0
and Hessdq|x(X, X) = 0. This means that the Hessian of x 7→ dq(x) is indefinite
1Recall that a point z ∈M is a cut point of q along a geodesic γ emanating from q, if z is the
first point along γ after which γ ceases to be length minimizing.
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along the geodesic connecting q to x although it might be positive definite along
other directions. Equation (2.4) shows why we needed Jacobi fields to describe the
Hessian of the distance function.
Combining (2.3) and (2.4) is not straightforward. But one can find lower and
upper bounds on the Hessian of x 7→ dq(x) based on the upper and lower bounds
on the sectional curvatures of M , respectively. For that we need to solve (2.3) for
constant curvature. If the sectional curvature is a constant κ, then (2.3) reads as
D2
ds2
Jκ(s) + κJκ(s) = 0. (2.5)









κs) κ > 0












κs) κ > 0
1 κ = 0
cosh(
√
|κ|s) κ < 0
.
(2.6)
It is easy to see that the solution to (2.5), can be written as Jκ(s) = Jκ(0)csκ(s) +
(Jκ)′(0)snκ(s).
Let δ ≤ K ≤ ∆ be the lower and upper bounds on the sectional curva-
tures of M . One can bound 〈J⊥′(s), J⊥(s)〉 in terms of 〈(J∆)⊥′(s), (J∆)⊥(s)〉 and
〈(Jδ)⊥′(s), (Jδ)⊥(s)〉 and this results in the following (see e.g., [78, Lemma 2.9 p.
153]):
Theorem 2.4.1. If x ∈ B(q, ρ), where ρ < min{injqM, π√∆} if ∆ > 0 and ρ < injpM
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if ∆ ≤ 0, then
cs∆(dq(x))
sn∆(dq(x))




(X, X) ≤ csδ(dq(x))
snδ(dq(x))
〈X⊥, X⊥〉, (2.7)
where X⊥ is the component of X ∈ TxM orthogonal to the geodesic connecting q
to x, which is the same as the direction of the gradient of x 7→ dq(x) at x.
From this theorem we observe that the upper curvature bound is the crucial
factor in determining the lower bound on the Hessian (and its positiveness) of the
distance function. In particular, if M is of non-positive curvature, then x 7→ dq(x) is
convex within injectivity balls around q. In addition, if M is simply connected and
hence its injectivity radius is infinity, then the distance function in M is globally
convex. Along directions other than the direction of the geodesic connecting q
to γ(t), the Hessian of t 7→ dq(γ(t)) is positive definite and the distance function
is strictly convex. Note that the excluded or degenerate direction is exactly the
direction of the gradient of x 7→ dq(x) at x = γ(t). We recall the same property
for the distance function in Rn. If M is of constant curvature κ, then the lower
and upper bounds are equal, hence the Hessian of x 7→ dq(x) is Hessdq|x(X, X) =
csκ(dq(x))
snκ(dq(x))
〈X⊥, X⊥〉 for X ∈ TxM .
Let Snκ be a simply connected complete Riemannian manifold of constant cur-
vature κ and dimension n = dimM . It is well-known that these conditions de-
termine Snκ together with a Riemannian structure uniquely, up to isometry [78,




whose injectivity radius is π√
κ
. When κ ≤ 0, as mentioned before,
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the injectivity radius is infinity. Now again consider our manifold M with upper
and lower curvature bounds of ∆ > 0 and δ ≤ 0, respectively. The correspond-
ing spaces of constant curvature are (Sn∆, g̃) and (S
n
δ , ˜̃g) with distances functions
d̃ and ˜̃d. Consider points q, x ∈ M with d(q, x) < ρ as in Theorem 2.4.1. Also
consider pairs of points q̃, x̃ ∈ Sn∆ and ˜̃q, ˜̃x ∈ Snδ , counterpart to q and x, such that
d(q, x) = d̃(q̃, x̃) =
˜̃
d(˜̃q, ˜̃x). Let γ,γ̃ and ˜̃γ be unit speed geodesics passing through x,
x̃ and ˜̃x, respectively; such that the angles between each of them and the geodesics
connecting q (q̃ and ˜̃q) to x (x̃ and ˜̃x) are equal. Then we write:










( ˙̃̃γ(t), ˙̃̃γ(t)). (2.9)
We have this corollary:
Corollary 2.4.1. Let M be a complete Riemannian manifold of upper bounds on
sectional curvature ∆. Define f(x) = 1
p
dp(q, x) which we also write as f(x) = 1
p
dpq(x).
Let γ : R → M be a unit speed geodesic. Assume the angle between the geodesic
connecting q to x = γ(t) and γ(t) be α then
df
dt





(γ(t)) ≥ (p−1) ·dp−2(q, γ(t)) ·cos2 α+dp−1(q, γ(t)) · cs∆d(q, γ(t))
sn∆d(q, γ(t))
·sin2 α (2.11)
The latter is equivalent to
Hessf |q ≥ Hessf̃ |q̃. (2.12)
If M ≡ Sn∆ we have equality in the above.
Proof. We just need to calculate the first and second order derivatives of f(γ(t)) =
1
p
dpq(γ(t)) by the chain rule:
df
dt





q 〈∇dq(γ(t)), γ̇(t)〉 (2.13)
from which we have:
d2f
dt2




Now the claims follow from Theorem 2.4.1.
2.4.1 A Useful Length Comparison Estimate
Let q, x, y ∈ B(o, ρ) ⊂ M where ρ < rcx and assume X, Y ∈ TqM are such that
x = expq X and y = expq Y . Assume that M has lower and upper bounds of δ ≤ 0
and ∆ ≥ 0 on its sectional curvature. We want to find upper and lower bounds
on d(x, y) in terms of ‖X − Y ‖ and the curvature bounds. Let γ : [0, 1] → M
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be any curve in B(o, ρ) connecting x to y such that γ(0) = x and γ(1) = y. Let
ct(s) : [0, 1]→M , for fixed t, be a geodesic connecting q to γ(t) such that ct(0) = q
and ct(1) = γ(t). Denote by J(s, t) the Jacobi field along ct(s) with J(0, t) = 0
and J ′(0, t) arbitrary. We are using the same conventions established before in this
section. From Rauch’s comparison theorem (e.g., [18, p. 390]) we have
sn∆l2t (s)‖J
′(0, t)‖ ≤ ‖J(s, t)‖ ≤ snδl2t (s)‖J
′(0, t)‖, (2.15)
where lt = d(q, γ(t)) (see (2.6)). The above holds for arbitrary J
′(0, t) since we as-
sumed ∆ ≥ 0 and δ ≤ 0, otherwise it would only hold for J ′(0, t) orthogonal to c′t(0)
[18, p. 390]. Note that since γ(t) with velocity γ̇(t) = J(1, t) is a curve connecting






‖J(1, t)‖dt. Let J(t, s) be a particular Jacobi
field such that J ′(0, t) = Y − X, then we have d(x, y) ≤ maxt snδl2t (1) · ‖Y − X‖.












Now let γ : [0, 1]→M be the geodesic connecting x to y. We have ‖γ̇(t)‖ = d(x, y).
Back in TqM there is a curve α : [0, 1] → TqM with velocity vector α̇(t) = J ′(0, t)
which induces the Jacobi field J(t, s) with ‖J(1, t)‖ = d(x, y). Now α is a curve
connecting X to Y in TqM , therefore










Note that since the the distances d(q, x) and d(q, y) can be larger than rcx we have
no restriction on lt based on convexity of the distance function; that is we cannot












Therefore, in a manifold of nonnegative curvature with curvature bounded from







· ‖X − Y ‖ ≤ d(x, y) ≤ ‖X − Y ‖ (2.19)
and in a manifold of non-positive curvature with curvature bounded from below by
δ < 0 we have:






· ‖X − Y ‖. (2.20)
We will use these estimates in Section 4.6.2 when we consider the sensitivity prop-
erties of the L2 mean.
2.5 Cartan-Alexandrov-Toponogov (C.A.T.) Comparison Theorems
The material presented here can be found collectively in [15, pp.238-240], [51,
pp.197-203] and [18, pp.399-403 and p.420].
Definition 2.5.1. A (geodesic) triangle in (M, d) consists of three vertices q1, q2, q3 ∈
M and three minimal geodesics segments connecting the three points. The angle
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between the geodesic side connecting q1 to q2 and the geodesic side connecting q1 to
q3 is denoted by ∠q2q1q3. We denote the side between q1 and q2 by q1q2. The two
sides q1q2 and q1q3 and angle ∠q2q1q3 = α constitute a hinge at q1 with angle α and
sides q1q2 and q1q3. If the vertices are such that the sides of the triangle are deter-
mined uniquely, we denote the triangle by △q1q2q3. In referring to the vertices of
the triangle, sometimes it is convenient to use modulo 3 cyclic indexing, e.g., q4 ≡ q1
and so forth. The perimeter of a triangle with vertices q1, q2, q3 is
∑3
i=1 d(qi, qi+1).
As noted in the definition, a triangle is not necessarily determined uniquely
by its vertices. However, if for a triangles with vertices q1, q2, q3 ∈ M , we have
d(qi, qi+1) < injM for 1 = 1, 2, 3, then the geodesic sides are uniquely determined.
In particular, if the perimeter of that triangle is smaller than 2injM , then the
sides are defined uniquely. Since, otherwise, say d(q1, q2) ≥ injM , then the triangle
inequality requires d(q2, q3) + d(q1, q3) ≥ injM , which contradicts the condition on
the perimeter.
Definition 2.5.2. Let q1, q2 and q3 be vertices of a triangle in M . A comparison
triangle in (Snκ , d̃), if it exists, is a triangle with vertices q̃1, q̃2, q̃3 ∈ Snκ such that
d̃(q̃i, q̃i+1) = d(qi, qi+1), i = 1, 2, 3. A comparison hinge in (S
n
κ , d̃) is a hinge with
vertex q̃1 ∈ Snκ and sides q̃1q̃2 and q̃1q̃3 such that ∠q̃2q̃1q̃3 = ∠q2q1q3, d̃(q̃1, q̃2) =
d(q1, q2) and d̃(q̃1, q̃3) = d(q1, q3).
When the lengths of two sides and the angle between them from a triangle
in a manifold of constant curvature are given we can calculate the length of the
third side and the two other angles. The calculation is carried out using the well-
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known spherical, hyperbolic or Euclidean laws of cosines. For a triangle with vertices
q1q2q3 in the model space (S
n
κ , d), with κ 6= 0, the Law of Cosines for finding the
side opposite to q1 reads as [18, p. 103]:
csκd(q2, q3) = csκd(q1, q2) · csκd(q1, q3) + κ · snκd(q1, q2) · snκd(q1, q3) · cos ∠q2q1q3,
(2.21)
where functions snκ and csκ are defined in (2.6). However, in a general Riemannian
manifold Mn, where the sectional curvatures are not necessarily constant, we cannot
perform this calculation so neatly and explicitly. Nevertheless, one can find upper
and lower bounds on the length of the third side based on lower and upper bounds
on the sectional curvature of the manifold, respectively. Let δ ≤ ∆ ∈ R denote
upper and lower sectional curvature bounds of Mn, respectively. The main idea is
to compare the unknown length of the third side with the lengths of the third sides
of comparison triangles (more accurately hinges, see below) in the corresponding
model spaces, i.e., Snδ and S
n
∆. A class of very useful triangle comparison theorems
known as Toponogov or Cartan-Alexandrov-Toponogov (C.A.T) comparison theo-
rems serve this purpose. These theorems can also be used to perform other forms
comparisons: angle or secant comparisons. The statement given in the following is
a very comprehensive one which we will use in different occasions [51, pp. 197-198]:
Theorem 2.5.1 (C.A.T Comparison Theorems). Let (Mn, d) be a complete Rie-
mannian manifold. For K, the sectional curvature of M assume δ ≤ K ≤ ∆. Denote
the injectivity radius of M by injM > 0. Let rcx be as in (2.1).
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1. (Upper Bound on Curvature) If the perimeter of a triangle with vertices
q1, q2, q3 ∈ is smaller than 4rcx, i.e.,
∑3
i=1 d(qi, qi+1) < 4rcx, then a comparison
triangle △q̃1q̃2q̃3 in Sn∆ exists and is unique up to congruence.
(a) (Angle version) The angles of △q̃1q̃2q̃3 are not smaller than the corre-
sponding angles of △q1q2q3, i.e., ∠q̃i−1q̃iq̃i+1 ≥ ∠qi−1qiqi+1.
(b) (Secant version) Let x and y be two points on two different sides of
△q1q2q3. Via the obvious 1-1 correspondence between the points on the
perimeters of the two triangles find two points x̃ and ỹ (corresponding to
x and y, respectively) on the perimeter of △q̃1q̃2q̃3. Then we have that
the secant connecting x̃ to ỹ is not shorter than the secant connecting x
to y, i.e., d̃(x̃, ỹ) ≥ d(x, y)
(c) (Hinge version) Corresponding to the hinge (∠q2q1q3, q1q2, q1q3) a com-
parison hinge (∠q̃2q̃1q̃3, q̃1q̃2, q̃1q̃3) in S
n
∆ exists and d(q2, q3) ≥ d̃(q̃2, q̃3).
2. (Lower Bound on Curvature: Toponogov Theorems) With curvature bounded
from below there is no need for limiting the size of a triangle in M and for any
triangle with vertices q1q2q3 a comparison triangle in S
n
δ exists. Moreover, with
δ > 0 we have
∑
i d(qi, qi+1) ≤ 2 π√δ and equality holds only if M = S
n
δ . The
Angle, Secant and Hinge versions in this part are exactly as in the previous
part except that the directions of the inequalities are reversed.
If the bounds on the curvature are strict bounds (e.g., δ < K), then the correspond-
ing inequalities can be replaced by strict inequalities.
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One can think of the comparison triangle in Sn∆ as fatter than our original
triangle in M and the comparison triangle in Snδ as thinner than our original one
in M . As a side, we mention that the remarkable property that the lower positive
bound on curvature limits the perimeter of a triangle is the main theme in a class
problems in global Riemannian geometry known as “pinching problems”. Figure 2.3
pictorially explains the theorem.
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˜̃





















d(˜̃qi, ˜̃qi+1) = d(qi, qi+1) = d̃(q̃i, q̃i+1)(i = 1, 2, 3)
∠˜̃qi−1 ˜̃qi ˜̃qi+1 ≤ ∠qi−1qiqi+1 ≤ ∠q̃i−1q̃iq̃i−1(i = 1, 2, 3),
˜̃
d(˜̃x1, ˜̃x2) ≤ d(x1, x2) ≤ d̃(x̃1, x̃2)
[a]










d(˜̃q1, ˜̃qi) = d(q1, qi) = d̃(q̃1, q̃i) (i = 1, 2)








Figure 2.3: C.A.T comparison theorems (Theorem 2.5.1). Part [a] describes the
angle and secant versions and part [b] describes the hinge version. δ and ∆ are
lower and upper bounds on the sectional curvature of Mn, respectively. we construct
comparison triangles in (Smδ ,
˜̃
d) and (Sm∆ , d̃) with vertices ˜̃q1, ˜̃q2, ˜̃q3 and q̃1, q̃1, q̃1,
respectively. Corresponding sides of the triangles have equal lengths. Corresponding
to a secant x1x2 we find secants x̃1x̃2 and ˜̃x1 ˜̃x2 in other two triangles. The triangle
in Sm∆ is fatter and the triangle in S
m
δ is thinner than the original one in M , i.e.,
the angles and secants in M are not smaller than those in Smδ and not larger than
those in Sm∆ .
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Chapter 3
Existence and Uniqueness of the Riemannian Lp Mean
3.1 Introduction
We start with the following definition:
Definition 3.1.1. Let M be a complete Riemannian manifold of dimension n with
Riemannian structure g and corresponding distance function d. Depending on the
situation we might write (M, g) or (M, d). Assume w is a probability measure on









dp(x, s)dw(s) 1 ≤ p <∞
max
s∈supp(w) d(x, s) p =∞.
(3.1)
The Riemannian Lp center of mass or mean with respect to measure w is the set
of (global) minimizers of fp on M . Most of the times we assume that w is a finite
support probability mass function with support {xi}Ni=1, where w(xi) = wi > 0;
and because of our intended applications we might refer to xi’s as data points. We
call vector w = [w1, . . . , wN ]
T a weight vector. Unless otherwise stated, we always











p(x, xi) 1 ≤ p <∞
maxi d(x, xi) p =∞.
(3.2)
The Lp Riemannian center of mass or mean for the set {xi}Ni=1 ⊂ M with
corresponding weight vector w is the set of (global) minimizers of fp in M . We
might use alternative terms such as intrinsic Lp mean or Riemannian Lp average,
as well. When we refer to the Lp mean of {xi}Ni=1, we implicitly assume that the
weight vector is known. We denote the Lp mean of {xi}Ni=1 by x̄p; and in case there
is no ambiguity we might drop the subscript p.
Remark 3.1.1. Although we write {xi}Ni=1 as a set we are not ruling out the pos-
sibility that some of xi’s might coincide; but obviously we are not interested in and
rule out the trivial case where all of them coincide.
This definition in (M, d) is inspired by the standard corresponding definition in
the Euclidean space (Rn, ‖.‖) with the standard distance function ‖.‖. Perfunctorily,
one excepts the two to have similar properties, including existence and uniqueness
properties, provided one confines the points {xi}Ni=1 in “small enough domains” in M .
Note that the Lp mean in M is not necessarily a single point. The most immediate
and valid questions are the accurate existence and uniqueness conditions for the
Lp Riemannian means and their other properties. The main difficulty in answering
these questions arises when M is a manifold of positive sectional curvature, where
the Riemannian distance function to a point looses its convexity in distances far
away. As it will become more evident the notion of convexity plays a central with
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regards to the Lp means and their properties. Our goal in this chapter is to prove
or more accurately to improve the existence and uniqueness theorems for the Lp
means; and in the next chapter we shall investigate some important properties of
the means. Before further exposition of details about the results we shall give a
historical introduction and perspective about the subject which will help us relate
our results to the previous ones. Even before that we introduce some notations and
conventions.
3.1.1 On the History of the Riemannian Center of Mass
Here, we give a brief chronological history of the notion of Riemannian center of
mass and related existence and uniqueness results. Our account is based on the
most widely used and available texts; and it might not be complete. According to
many sources (e.g., [9, p. 235]) Cartan was the first to define and use the center of
mass in the context of Riemannian geometry. In 1920’s, he defined the L2 center
of mass in complete simply connected manifolds of nonpositive curvature (a.k.a.
Hadamard manifolds) and proved the existence and uniqueness of the center. He
used the L2 center of mass to prove that any compact subgroup of the isometry
group of an Hadamard manifold has a fixed point. A proof of Cartan’s theorem
using the L∞ center of mass instead, can be found in [78, p. 225] or [76, p. 164]1.
Aside from an unpublished work by Calabi pointed out in [9, p. 233], the next usage
is by Grove and Karcher in [34], where motivated by solving pinching problems, they
1The benefit of resorting to the L∞ mean instead of the L2 mean is that one does not need to
resort to the existence of a bi-invariance probability measure on the isometry group. I thank Prof.
P. Petersen for this remark.
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define the L2 center of mass in general Riemannian manifolds but for probability
measures with support in small enough balls. As a result, Grove and Karcher give
an extension of the result of Cartan to arbitrary manifolds. As one expects and
it will become clear later here, positive curvature and finite injectivity radius of
M are what might bring about non-uniqueness of the center. In a series of papers
[34, 35, 36] Grove, Karcher and Ruh improve i.e., enlarge the domain of existence
and uniqueness and consider new applications of the L2 center of mass. In [36],
for compact Lie groups, the domain of uniqueness is enlarged and is shown to be a
strongly convex non-ball set. Next, Karcher in [50] gives new proofs, applications
and improvements of the previous results.
Two points are worth of elaboration at this time: First, the definition used by
Grove and Karcher for the L2 center of mass is what we call the “local definition”,
i.e., given a probability measure w with support in a small ball B(o, ρ) the local
L2 center of mass is defined as a point in B(o, ρ) at which f2 is minimized. In
other words, the function under minimization is f2|B̄, the restriction f2 to B(o, ρ).
This definition serves the purposes of finding a unique zero of the gradient vector
field of f2 in B and deriving useful related estimates. However, as pointed out by
Groisser in [32] , the center defined in this fashion is susceptible to depend on the
candidate ball chosen; and the local definition does not immediately rule out the
annoying possibility that a fixed probability measure might have different centers
depending on which candidate ball we use. We refer the reader to [32] for more
on this and alternative definitions and ways to ameliorate this problem. On the
other hand, evidently the global definition does not suffer from this problem and
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as soon as its uniqueness is established, the center is independent of the candidate
ball1. Another possible benefit of resorting to global minimization of fp is that one
might expect the global minimizer to be a “better mean” than a local minimizer.
For these reasons the global definition seems to be a more natural one. As it has
become standard, the global mean is also referred to as the Frechét mean (e.g., [61]).
Second, the detailed techniques used and the Jacobi field estimates derived to show
the uniqueness of the local L2 center of mass in [34, 35, 36] and in [50] are rather
different, but the grand strategies used are very similar. Assume supp(w) ⊂ B(o, ρ).
The strategy in [34, 35, 36] is to make sure that ρ is small enough such that the
Hessian of x 7→ d2(s, x) is positive definite at any critical point x of f2 in B(o, ρ)
and for all s ∈ B(o, ρ). The strategy in [50] is to choose ρ small enough such that
the Hessian of x 7→ d2(x, s) is positive definite for all x, s ∈ B(o, ρ). In other words,
both strategies use the fact that in order for the Hessian of f2 to be positive definite
at x ∈ B(o, ρ), it is sufficient (but not necessary) for the Hessian of x 7→ d2(x, s)
to be positive definite for all s ∈ B(o, ρ). One expects that the upper bounds on
ρ derived based on the mentioned sufficient condition might not be very sharp and
can be improved. Before delving into this issue, we briefly recall the result in [50].
Let injM denote the injectivity radius of M and ∆ an upper bound on the sectional
curvatures of M . Let






Denote the gradient vector field of f2 by ∇f2. Since B(o, ρ) is strongly convex
1As we shall see, under a uniqueness condition, the two means coincide; therefore, the men-
tioned unappealing scenario will not happen.
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(see Theorem 2.3.1), −∇f2 will be pointing inward the ball on its boundary (see
Theorem 3.2 for more details). Therefore, the minimum of f2|B̄ cannot happen on
the boundary of the ball and the minimizer must lie inside the ball. In order to
guarantee the uniqueness of the minimizer, as explained before, Karcher requires
x 7→ d2(x, s) to be strictly convex for all x, s ∈ B(o, ρ). Based on the Jacobi field




, which in turn is
guaranteed if ρ < π
4∆









Unfortunately, as pointed out by Karcher [50], for the unit sphere in R3 the above
gives π
4
as the upper bound on the radius of the largest ball containing supp(w)
to ensure the uniqueness of the center of mass. Nevertheless, it is obvious that
for at least two point masses with equal weights lying in a hemisphere (i.e., if
ρ < π
2
), the midpoint of the shortest geodesic between them is the unique L2 center
of mass. Roughly speaking, in most occasions, bound (3.4) underestimates the





is not necessary to ensure the uniqueness of the local L2 center of mass
in B(o, ρ). In [52], he initially calls any local minimizer of f2 on M a “Karcher
mean”. However, later in the paper Kendall extends his definition to the situation
where in the definition of f2 the distance function d is replaced by its restriction
to B(o, ρ), i.e., d|B. Groisser calls this latter mean the “solipsistic Karcher mean”






there exists a unique solipsistic Karcher mean in B(o, ρ) (see Theorem (7.3) and the
remark above it in [52]). A ball whose radius ρ satisfies Kendall’s bound is weakly
convex but not necessarily strongly convex [18, p.405], i.e., any two points in it can
be connected by a unique geodesic which is the unique shortest curve between the
two points among all curves in the ball and not entire M ; and that is why ρ can be
larger than 1
2
injM in Kendall’s bound. It is interesting to note that the mentioned
extended definition had appeared in [16], although probably it was not noticed by
Kendall. The definition of the center of mass used in [18, p. 407] is as such. For our
applications this definition seems to add no clear benefit. Strong convexity of the
ball is needed to ensure the existence of the Riemannian center of mass. Therefore,
as also alluded to in [32], when one uses the global distance in defining f2 (as we do
in (3.1)), Kendall’s result yields the bound in (3.3) to ensure both the existence and
uniqueness of the local L2 center of mass in B(o, ρ) for a probability measure whose
support is in B(o, ρ). Observe that on the unit sphere in R3, by (3.3) the local L2
center of mass is unique if ρ < π
2
. As mentioned long time ago in [34], interest in
Riemannian center of mass also exists among probabilists who investigate Brownian
motions in manifolds and their relations to harmonic maps. Interestingly, Kendall’s
work belongs to this area of research. His proof of his uniqueness result requires
some preparations and is rooted in the mentioned literature.
The next step in this journey is the result of Buss and Fillmore [17]. Their
work is motivated by the use of the Riemannian L2 center of mass in spherical
interpolation for many applications including computer graphics and animation.
Buss and Fillmore show that for a probability mass function with finite support on
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the unit sphere in Rn, if the support is within a hemisphere, the global L2 center
of mass is unique and belongs to the hemisphere. They use an interesting reflection
argument to show that the center must lie inside the ball. They also use an elegant
technique of pairing the points in order to show that any stationary point of f2
inside the hemisphere is a local minimizer; hence, they prove the uniqueness of the
L2 center. Their uniqueness proof can be considered as an alternative proof for
Kendall’s result on a constant curvature manifold and for finite support probability
mass functions. Although, they are not specific about it, Buss and Fillmore show
that for such a measure on the unit sphere the “local” and “global” L2 centers of
mass coincide. We mention that it is usually possible to obtain a compromised
global existence and uniqueness result from a local existence and uniqueness result.
For example, assume we know that ρ < r∗ for some r∗ > 0 guarantees the existence
and uniqueness of the local Lp center of mass for a probability measure with support
in B(o, ρ) and that the center is the only stationary point of fp in B(o, ρ). Then just
by the triangle inequality we obtain the existence and uniqueness of the global Lp
center of mass for a measure with support in B(o, ρ) where ρ < 1
2
r∗. Le in [61] uses
a rather similar argument to show that in a general (i.e., nonconstant curvature)
manifold ρ < 1
2
rcx guarantees existence and uniqueness of the global L
2 mean for a
probability measure with support in B(o, ρ). Le’s work is motivated by applications
in the statistical analysis of shapes.
We should mention that statisticians have dealt with data points on circles
and spheres since early 20th century in a context known as “statistical analysis
of directional and spherical data” [28, p. xi]. A survey of references such as [65,
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28] shows that the framework of Riemannian geometry and especially the related
existence-uniqueness issues, however, have not appeared explicitly in the mentioned
context. As this body of literature is more concerned with some specific parametric
distributions (e.g., von Mises distribution) on the circle and the sphere. Another
reason is that usually what is considered as the mean, is the so-called extrinsic mean
which arises from the standard embedding of the sphere or any other manifold
in a related Euclidean space of higher dimension. In contrast, what we call the
Riemannian mean can also be called “intrinsic mean.” The extrinsic mean in most
cases is the projection of the standard Euclidean mean of the data points computed
in the ambient space onto the (sub)manifold; and in the case of the sphere or few
other manifolds it is much easier to numerically compute than the Riemannian or
intrinsic mean. Until recently with works such as [11] the Riemannian mean had
not have gained much attention in the statistics literature.
3.1.2 Contributions and Outline of the Chapter
In this chapter we provide a unified and extensive analysis of the existence and
uniqueness of global Riemannian Lp means for 1 ≤ p ≤ ∞. The main contributions
of this chapter are as follows:
1. In Theorem 3.2.1 (or Theorem 3.2.21) we derive a new bound on the radius
1We derive our results in this and other chapters for the case of finite number of points with
positive weights which we have introduced and dealt with so far. The reason is that in an applied
and computation-oriented setting this is the more realistic framework. However, most of the results
in this and the next chapter carry over to the case of arbitrary probability measures in M with no
or little extra work. Since in the related literature the existence-uniqueness results are stated for
such measures, in Section 3.2.2 we state Theorem 3.2.2 which is the counterpart of Theorem 3.2.1
for arbitrary probability measures.
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of the ball containing the support of a probability measure on M to ensure
uniqueness of the (global) Lp mean with respect to that measure. In particular,
for p = 2 our existence and uniqueness result, improves the result by Le in
[61] regarding the global L2 mean. More significantly, our result leads to the
discovery that under the best available existence and uniqueness condition
for the local Lp mean, the local and global Lp means coincide; therefore,
in the sense described before, ours is an uncompromised global existence and
uniqueness result. On the route to prove Theorem 3.2.1, we extend (with some
modifications) the method of Buss-Fillmore in [17], via comparison arguments,
to arbitrary manifolds.
2. As a part the proof of Theorem 3.2.1 (or Theorem 3.2.2) we give an alternative
and more geometrical proof for the uniqueness bound by W. S. Kendall for
the L2 mean.
The organization of the chapter is as follows: Entire Section 3.2 is devoted to the
proof of the existence and uniqueness theorems for the Lp means. In Section 3.3 we
discuss the uniqueness issue when 1 ≤ p < 2 and open problems.
3.2 Existence and Uniqueness of the Riemannian Lp Means
As mentioned before, the existence and uniqueness of properties of the Lp means
in manifolds of non-positive curvature especially if they are simply connected, look
like their counterparts in Euclidean space in many aspects. However, the case of a
manifold of positive curvature is more complicated as can be seen in the example
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of the sphere. In fact, the sphere gives us a guideline as what to expect. This fact
will be our guide in using comparison theorems to prove the following existence and
uniqueness theorem:
Theorem 3.2.1. Let (M, d) be a complete Riemannian manifold with sectional
















}(= rcx) 2 ≤ p ≤ ∞.
(3.5)
Let {xi}Ni=1 ⊂ B(o, ρ) ⊂ M with ρ < ρ∆,p, then this set of points has a unique
Lp mean for 1 < p ≤ ∞, which lies in B(o, ρ). For p = 1, unless all the data
points lie on a geodesic, again the mean exists, is unique and lies in B(o, ρ); and in
the degenerate case the mean might not be unique but it lies in the interior of the
geodesic. Moreover, for 1 < p < ∞ the Lp mean is the only stationary point of fp
(see (3.2)) in B(o, ρ). In addition, for 1 < p < 2, fp is strictly convex in B(o, ρ);
and for p = 1 it is again strictly convex unless all x′i lie on a geodesic in which case
f1 will be only convex.
The following subsections include the proof of this theorem with some extra
descriptions.
3.2.1 Proof of Theorem 3.2.1
The following subsections constitute the proof of Theorem 3.2.1. Before starting
the proof notice that we can write the expression for the gradient vector field of
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Note that for p = 1 the above remains valid at x 6= xi(1 ≤ i ≤ N).
3.2.1.1 Insideness
We show that a minimum of fp, if it exists, should happen in B(o, ρ) if 1 < p ≤ ∞
and in B(o, ρ) if p = 1. First, let us resolve the situation for points on the boundary
of the ball. By Corollary 2.3.1 the interior of a minimizing geodesic connecting any
two points in B(o, ρ) belongs to the interior of the ball; therefore, exp−1x xi ∈ TxM
belongs to the interior of Bx for any x 6= xi on the boundary of B(o, ρ), where Bx
is the tangent cone of B at x (see Theorem 2.3.2). Hence, ∇fp(x)(1 < p < ∞)
which is a linear combination of exp−1x xi’s also belongs to the interior of Bx and will
be pointing inward the ball at any point x on the boundary of the ball; therefore,
x cannot be a minimizer of fp. This also is valid for p = 1, unless when x = xi
for some i in which case the gradient of f1 at x is not defined. Note that at x,
since the boundary of the ball is smooth and exp−1x xi lies in the interior of Bx
it makes an acute angle with the radial geodesic connecting x to o. Hence, by
a first order variation of the arc-length (see Proposition 2.2.1), if we move along
this radial geodesic towards the center, we can still reduce d(x, xi) for 1 ≤ i ≤ N
and consequently we can reduce f∞(x). Therefore, for p = ∞ also a point on the
boundary of B(o, ρ) cannot minimize f∞. Next, we show that for any point outside
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B(o, ρ) like q there is q′ inside the ball such that fp(q) > fp(q
′). In order to show
that, of course, we show that d(q, xi) > d(q
′, xi) for 1 ≤ i ≤ N . If d(o, q) ≥ 2ρ, then
from the triangle inequality d(q, xi) ≥ d(o, q) − d(o, xi) > ρ, hence fp(q) > fp(o)
and q cannot be a minimizer. So we only consider a q which is in the annular
region A = {x ∈ M |ρ < d(o, x) < 2ρ}. Since d(q, o) < 2ρ < injM , there is a
unique minimal geodesic that connects q to o. This geodesic meets the boundary of
B(o, ρ) perpendicularly at a unique point, qc, which lies between q and qc.Denote the
corresponding normal vector pointing inward B(o, ρ) by nqc (see Corollary 2.3.2).
We choose a point q′, the reflection of q inside the ball, at distance d(q, qc) between
qc and o on the geodesic connecting q to o. A minimizing geodesic emanating from
qc to any of xi’s makes an angle less than
π
2
with nqc at qc (by Theorem 2.3.2).
Note that since d(qc, xi) < 2ρ < injM , the mentioned geodesic is unique. Now, we
perform two sets of comparisons: one for the case ∆ ≤ 0 and one for the case ∆ > 0.
The Case ∆ ≤ 0
Our model or comparison space is (Sn0 ≡ Rn, d̃), where d̃ is the standard Euclidean
distance function. Consider the same configuration as the one in M , in the model
space: a ball of radius ρ centered at õ and a point q̃ outside the ball at distance
d(o, q) from the center, i.e., d̃(õ, q̃) = d(o, q). Figure 3.1 shows the configuration in
both M and Sn∆. In that figure, corresponding equal angles or sides in M and S
n
∆
are marked. From q̃′ choose a geodesic which makes an angle equal to ∠oq′xi with
the geodesic connecting o to q′ and choose the point x̃i such that d̃(q̃
′, x̃i) = d(q
′, xi).
Then by applying the hinge version of Theorem 2.5.1 with upper bound on curvature
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to the triangles△q′oxi and△q̃′õx̃i we see that d(õ, x̃i) < d(o, xi), hence xi ∈ B(õ, ρ).




. Now applying the usual Law of
Cosines formula to two triangles △q̃cq̃′x̃i and △q̃q̃cx̃i yields
d̃(q̃, x̃i) > d̃(q̃
′, x̃i). (3.7)
Next, we apply Theorem 2.5.1 to triangles △qq′xi and △q̃q̃′x̃i. To verify that we
can apply the theorem, we note that:
d(q, q′) = 2d(qc, q), d(xi, q
′) ≤ d(xi, o) + d(o, q′) < 2ρ− d(qc, q). (3.8)
If d(xi, q) ≥ 2ρ− d(qc, q), then we already have the claim that d(xi, q′) < d(xi, q), so
we assume d(xi, q) < 2ρ−d(qc, q). Therefore, the perimeter of△qq′xi is smaller than
4ρ < 4rcx. Note that by construction ∠xiq
′q = π−∠oq′xi and ∠x̃iq̃′q̃ = π−∠õq̃′x̃i;
therefore ∠xiq
′q = ∠x̃iq̃
′q̃. Applying Theorem 2.5.1 to the two triangles together
with (3.7) yield d(xi, q) ≥ d̃(x̃i, q̃) > d(xi, q′).
The Case ∆ > 0
In this case we proceed exactly as the case ∆ ≤ 0, except that we need to use the
Spherical Law of Cosines to get (3.7). We elaborate on that. Let ∠q̃′q̃cx̃i = α̃i. Then



























∆d̃(x̃i, q̃c). cos α̃i, (3.10)











comparing these two equations we see that (3.7) is valid in this case, too. The rest
of the proof is as the previous case.
3.2.1.2 Existence
By the previous part we have minB(o,ρ) fp ≤ infMfp. Considering continuity of fp,
this shows existence of a minimizer of fp on M . Note that the minimum of fp on
M happens in B(o, ρ) for 1 < p ≤ ∞, while it can happen inside the ball as well as
on the boundary when p = 1, in which case it must coincide with one of the data
points. We observe that for 1 < p <∞ the gradient of fp is continuous, and the Lp
mean is a stationary point of ∇fp in B(o, ρ); while, for p = 1 the center is a critical
























Figure 3.1: We apply comparison theorems to show that for any point q in the an-
nular region A = {x ∈M |ρ < d(o, x) < 2ρ} there is the point q′ inside B(o, ρ) which
is the reflection of q across the boundary of B(o, ρ), such that d(q, xi) > d(q
′, xi).
This is essentially the result of the fact that αi <
π
2
. The left and right pictures
show the configurations in M and the model space Sn∆, respectively. Corresponding
equal angles or sides in M and Sn∆ are marked.
3.2.1.3 Uniqueness
We assume 1 ≤ p <∞ and postpone the cases of p =∞ to the end of the section.
The Case ∆ ≤ 0
Recall that since ρ < ρ∆,p =
injM
2
each x ∈ B(o, ρ) can be connected by a unique
geodesic to all xi’s. For ∆ ≤ 0 and 1 < p < ∞, from (2.6) and Corollary 2.4.1, we
see that the Hessian of x 7→ 1
p
dp(x, xi) is positive definite at x 6= xi. From this and
since x 7→ 1
p
dp(x, xi) is continuous at x = xi and d(xi, xi) = 0 < d(x, xi), we conclude
that x 7→ 1
p
dp(x, xi) (and hence fp) is a strictly convex function inside B(o, ρ) for
1 < p <∞. If p = 1 again unless all xi lie on a geodesic segment again x 7→ f1(x) will
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be strictly convex, otherwise, it will be only convex. It remains to consider p =∞.
Let q, q′ ∈ B(o, ρ) be two distinct minimizers of f∞. Let r = f∞(q) = f∞(q′).
Note that we must have r < rcx. The closed balls B(q, r) and B(q′, r) must contain
{xi}Ni=1. By the strict convexity of the distance function along non-radial directions,
the distance between any point in {xi}Ni=1 and the midpoint of the unique minimizing
geodesic connecting q and q′ is smaller than r. This contradicts the minimality of
both q and q′. Hence, the L∞ mean must be unique. This is all we want.
The Case ∆ > 0
Recall Corollary 2.4.1 and Definition 2.6 with positive ∆. Unfortunately, for ∆ > 0,
the previous rather un-tuned method, which is based on showing the strict convexity
of each individual terms in fp, gives convexity only when ρ < min{12 injM, π4√∆}. This
is because cot
√





. Therefore, in order
to guarantee strict convexity of x 7→ 1
p





. Note that this is enough to prove our claim for 1 ≤ p < 2. For p =∞ also
the argument used for ∆ ≤ 0 works for ∆ > 0. Henceforth, we assume 2 ≤ p < ∞
and ∆ > 0. The goal is to show that any stationary point of fp in B(o, ρ) is a local
minimizer of fp. Let q ∈ B(o, ρ) be a stationary point of fp i.e., ∇fp(q) = 0. Note





for 1 ≤ i ≤ N . In
this special case the Hessian of each individual term x 7→ 1
p
dp(x, xi) at x = q = o
will be positive definite; and hence q will be a local minimizer of fp. Henceforth, we
assume that q 6= o or equivalently d(q, o) > 0. Let t 7→ γ(t) be a unit speed geodesic
leaving q ∈ B(o, ρ) at t = 0. We denote the angle between the geodesic connecting
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xi ∈ B(o, ρ) to q and γ at q by αi. For convenience let us write d(xi, q) by di(q) or
















The summand can be written as


























We need to show that the above is positive if ∇fp(q) = 0. Let γqo denote the unit
speed minimal geodesic connecting q to o. Let βi denote the angle between the
geodesic connecting q to xi ∈ B(o, ρ) and γqo. The projection of ∇fp(q) along the
direction of γqo at q is zero. Therefore, we have
∑
wid
p−1(q, xi) cos βi = 0. (3.14)
1 For 1 ≤ p < 2, we cannot get a relation similar to (3.13), i.e., in (3.12) we cannot get rid
of the effect of the angle αi and reach at a lower bound independent of αi which only involves di
and βi. We will elaborate on the implications of this fact in Section 3.3. It is possible that a finer
analysis for 1 ≤ p < 2 will result in a better bound on ρ, possibly depending on p. This can be a
topic for further research.
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Our goal is to show that this is enough to guarantee that the Hessian of fp is positive
definite at q. We do this by comparison with the spherical case. Consider a ball
B(õ, ρ) ⊂ Sn∆. Choose a point q̃ inside the ball such that d̃(õ, q̃) = d(o, q). Then
choose the point x̃i such that d̃(q̃, x̃i) = d(q, xi) and ∠x̃iq̃õ = ∠xiqo = βi. Note that
by this construction x̃i might not belong to B(õ, ρ). However, applying Theorem
2.5.1 to the triangles △x̃iq̃õ and △xiqo we observe that d̃(õ, x̃i) ≤ d(xi, o) < ρ; and
therefore, x̃i ∈ B(õ, ρ). Also note that since d(o, xi), d(o, q) < ρ and d(q, xi) < 2ρ,
the perimeter of △xiqo is less than 4rcx and we are allowed to use Theorem 2.5.1.




p−1(q̃, x̃i) cos βi = 0, (3.15)
where as mentioned before ∠õq̃x̃i = βi for 1 ≤ i ≤ N .
Note that B(õ, ρ) is inside the larger hemisphere H = B(õ, π√
∆
). The boundary
of a hemisphere is a “global” totally geodesic submanifold of Sn∆, i.e., a geodesic
connecting two points on the boundary belongs to the boundary for all times [9,
p.208]. We use this fact as follows. Continue the radial geodesic connecting q̃ to
õ till it meets the boundary of the hemisphere at z̃. Also continue the geodesic
connecting q̃ to x̃i to meet the boundary of H at ỹi (1 ≤ i ≤ N). This geodesic
meets the boundary of B(õ, ρ) at ỹ′i. Figure (3.2) depicts the situation for a single
data point x̃i. For the reason explained before we have ∠q̃z̃ỹi =
π
2
(1 ≤ i ≤ N).
Then the application of the Spherical Law of Cosines twice in the triangle △q̃ỹiz̃,
once for the angle ∠q̃z̃ỹi =
π
2













Figure 3.2: õ is the center of a hemisphere H of radius π√
∆
in Sn∆. Every data point
x̃i belongs to B(õ, ρ) ⊂ H , and q̃ ∈ B is a critical point of ∇f̃p. The minimal
geodesic connecting q̃ to x̃i hits the boundary of the hemisphere perpendicularly at







∆d̃(ỹi, q̃) = cos βi cot
√
∆d̃(z̃, q̃), 1 ≤ i ≤ N. (3.16)
This relation enables us to relate βi to d̃(x̃i, q̃) via a constant (i.e., d̃(z̃, q̃) which is
independent of i. Since the derivative of t 7→ cot t is smaller than −1 on (0, π) it is
easy to see that
cot t1 − cot t2 ≤ −(t1 − t2), t1, t2 ∈ (0, π). (3.17)
Note that
d̃(ỹi, q̃)− d̃(x̃i, q̃) = d̃(x̃i, ỹi). (3.18)
Also note that d̃(x̃i, ỹi) ≥ d̃(ỹ′i, ỹi) and d̃(ỹ′i, ỹi) ≥ π2√∆ −ρ (see Figure (3.2)). There-
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fore we have






So from (3.17) we have
cot
√
∆d̃(x̃i, q̃) ≥ cot
√





∆), 1 ≤ i ≤ N. (3.20)






∆d̃(x̃i, q̃) ≥ cot
√







∆d̃(z̃, q̃) cos βi, 1 ≤ i ≤ N.
(3.21)








∆d(q, xi) > cot
√
∆d̃(q̃, z̃) cosβi. (3.22)








p−1(q, xi) cos βi = 0, (3.23)
i.e., the Hessian of fp is positive definite at q. Since on the boundary of B(o, ρ),
−∇fp is pointing inward, the Poincaré-Hopf Index Theorem implies that q is the
only zero of ∇fp in B. Hence, by our insideness argument in Subsection 3.2.1.1, q
is the unique minimum of fp in M . This completes the proof of the theorem.
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3.2.2 The Case of an Arbitrary Probability Measure in M
Our existence and uniqueness result in Theorem 3.2.1 concerns with finite number
of points in M with corresponding weights. For most data processing applications
this is the natural framework. However, it is customary to consider existence and
uniqueness of the mean for arbitrary probability measures in M . It is straightforward
to extend Theorem 3.2.1 to this more general case. In fact, the proof we gave for
Theorem 3.2.1 carries over to this case:
Theorem 3.2.2. Let w be a probability measure with support inside the ball B(o, ρ)
with ρ < ρ∆,p where ρ∆,p is defined in Theorem 3.2.1. Then for 1 < p ≤ ∞, the
Lp center of mass with respect to w is a unique point and lies inside B. For p = 1,
unless the w-measure of a geodesic segment is 1, again the center exists, is unique
and lies in B; and in the degenerate case the center might not be unique. Moreover,
for 1 < p <∞ the Lp center is in fact the only stationary point of fp (see (3.1)) in
B(o, ρ). In addition, for 1 < p < 2, fp is strictly convex in B(o, ρ); and for p = 1
it is again strictly convex unless in the degenerate case mentioned before in which
case f1 will be only convex.
Proof. The proof is essentially the same as that of Theorem 3.2.1.
3.3 Some Comments and Non-uniqueness of the L1 Mean in Manifolds
with Positive Curvature
As mentioned before, we could not get rid of the effect of the angles αi in (3.12) for
1 ≤ p < 2; hence, ρ∆,p for 1 ≤ p < 2 is smaller than the one for p ≥ 2. It might
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be possible to improve the bound for 1 ≤ p < 2. Nonetheless, a simple example
shows that the bound for p ≥ 2 is not valid for at least values of p equal or close to
1. Note that since x 7→ d(q, x) in not C1 at q, every xi is a critical point of f1, and
for this reason the mean might be a critical point of f1 which is not a stationary
point, i.e., it can be one of the xi’s. In this situation x̄1 will not satisfy ∇f1(x̄1) = 0,
necessarily. Now, consider the unit upper hemisphere in R3 and let o denote the
north pole. Consider three points x1, x2 and x3 which are located at (arc) distance




each other. Figure 3.3 shows the top view of the upper hemisphere and the triangle
△x1x2x3. By symmetry, the triangle △x1x2x3 is an equilateral triangle whose L2
(and in fact Lp, p ≥ 2 ) center of mass is o for r < π
2
by Theorem 3.2.1. At the same
time, as long as r < π
4
, again by symmetry and the same theorem o is the only Lp
mean for 1 ≤ p < 2. Denote the side length of the triangle by a. The Spherical Law
of Cosines determines the dependence of a on r as:
cos a = cos2 r − 1
2
sin2 r. (3.24)
Note that f1(o) = 3r and f1(xi) = 2a for i = 1, 2, 3. It is easy to check that there
is a number r1(≈ 0.4248π), such that if r = r1, then f1(xi) = f1(o) for i = 1, 2, 3;
hence, o can no longer be the unique L1 mean. A direct numerical evaluation of f1
shows that the four points o, x1, x2 and x3 minimize f1. Note that at xi(i = 1, 2, 3)
the gradient of f1 is not defined; whereas, at o we have ∇f1(o) = 0. For r little bit
larger than r1, we have f1(xi) < f1(o) (i = 1, 2, 3). The same holds for values of
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p close to 1; hence, o cannot be the unique Lp mean for those values of p. As an
example, for r = 0.4250π, x1, x2 and x3 (but not o) are the minimizers of f1 on the
sphere. For this value of r the sum of the internal angles of the triangle △x1x2x3 is
approximately 408◦! Despite this example, it is left open whether the derived bound
for 1 ≤ p < 2 can be improved. Nevertheless, from the proof of Theorem 3.2.1, we
maintain that although there might be more than one Lp(1 ≤ p < 2) center of mass



















Figure 3.3: Top view of the upper unit hemisphere in R3. o is the north pole
and △x1x2x3 is an equilateral triangle whose vertices are symmetrically located
at distance r from o. At o the gradient of f1 is zero (we assume equal weights).
However, for values of r close to π
2
we have f1(xi) < f1(o) and the three vertices
themselves constitute their L1 center of mass.
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Chapter 4
Properties of the Riemannian Lp Mean
4.1 Introduction
In this chapter we study some important properties of the Riemannian Lp means.
One expects the Riemannian Lp means restricted to small enough strongly convex
balls have more or less similar properties as their Euclidean counterparts. In most
occasions that is the case; however, there are exceptions, mainly in manifolds of
positive curvature.
4.1.1 Contributions and Outline of the Chapter
Two main contributions of this chapter are:
1. In Theorem 4.5.1 we give an affirmative answer to the question asked by
Groisser in [32] that whether finding the global L2 (or more generally Lp(1 <
p <∞)) mean of {xi}Ni=1 automatically finds a zero of the gradient vector field
of fp which is in the convex hull of {xi}Ni=1? In Theorem 4.5.2 we give a refined
result for manifolds of constant curvature.
2. In Definition 4.6.1 of Section 4.6 we define some notions which help us bet-
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ter understand the sensitivity or averaging properties of the L2 mean, and
in Proposition 4.6.1 and Theorem 4.6.1 discover some averaging and non-
averaging properties of the L2 mean in positively curved manifolds. The results
of this section are important, since they invite us to be cautious in averaging
data on positively curved manifolds.
The organization of this chapter is as follows: In Section 4.2 we define the minimal
ball of {xi}Ni=1 (also often ambiguously referred to as the “circumscribed ball”),
describe its relation to the L∞ mean of {xi}Ni=1 and study its other properties. The
minimal ball is crucial to our developments in Chapter 5. In Section 4.3 we derive
smoothness properties of the Lp mean. Continuous dependence of the Lp mean on
the data, weights and p are very important facts which we shall use to derive other
results. In Section 4.4 we study the important property of isometry compatibility of
the Lp means. In Section 4.5 the convexity properties of the Lp mean, by which we
mean the relative position of the mean with respect to the convex hull of the data
points are studied. As mentioned before, in Section 4.6 sensitivity and averaging
properties of the L2 mean are investigated. In Section 4.7 we consider gradient
flow and steepest descent algorithms for finding the Lp mean, and give a numerical
example for finding the Lp mean on a sphere. In Appendix 4.8 we have gathered
some facts about convex sets and cones in Euclidean space which we need especially
in Section 4.5.
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4.2 The L∞ Center of Mass and the Minimal Ball
In Theorem 3.2.1 we gave the existence and uniqueness condition for the L∞ cen-
ter of mass of {xi}Ni=1 ⊂ M . Since the L∞ mean or center of mass has significant
geometrical meaning which we shall use in the next chapter for our further devel-
opments, it is useful to study it further. An important observation is that the L∞
mean of {xi}Ni=1 is the center of the smallest closed ball containing the set.
Definition 4.2.1. Let {xi}Ni=1 ⊂ M . We call a closed ball of minimum radius that
contains {xi}Ni=1 a minimal ball of {xi}Ni=1.
Remark 4.2.1. A minimal ball is neither unique nor convex. However, if {xi}Ni=1
lies in a strongly convex ball of radius ρ < rcx, then by Theorem 3.2.1 the minimal
ball is both strongly convex and unique.
Remark 4.2.2. The minimal ball of a bounded set in an Hadamard manifold or the
related Bruhat-Tits space has been studied e.g., in [58]. Also, the minimal ball in
manifolds of positive curvature seems to have been studied or used very little. The
only reference that we are aware of which studies the minimal ball of a closed set
in a manifold of positive curvature is [1] where under the name of “circumscribed
ball” it is defined for a particular simply connected manifold with positive upper
curvature. Very often, in Euclidean space also the minimal ball is referred to as the
“circumscribed ball.” However, note that e.g., for N = 3 points in the plane the
minimal ball of {xi}3i=1 might not coincide with the usual “circumscribed circle” of
{xi}3i=1. To avoid any confusions we choose the name “minimal ball”.
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Theorem 4.2.1. Let ρ < rcx. If {xi}Ni=1 lies in the closed ball B(o, ρ), then
B(x̄∞, f∞(x̄∞)) where x̄∞ ∈ B(o, ρ) is the unique minimal ball of {xi}Ni=1 which
is strongly convex. Moreover, at least two of xi’s belong to the boundary of the ball
B(x̄∞, f∞(x̄∞)). If exactly two of them lie on the boundary of the ball then they
are at antipodal positions. B(x̄∞, f∞(x̄∞)) is the smallest closed strongly convex
ball containing {xi}Ni=1.
Proof. The fact that x̄∞, the center of the minimal ball, is unique follows from
Theorem 3.2.1. By definition the radius of the minimal ball cannot be large than ρ;
hence, the ball is strongly convex.
Now by a gradient-like method we establish the properties for the points on the
boundary of the minimal ball. Obviously one of xi’s, say x1, lies on the boundary of
B(x̄∞, f∞(x̄∞)) . In addition to x1 another point, say x2, should lie on the boundary
of the minimal ball. Otherwise, we could find a smaller ball by moving the center
toward x1 and then shrinking the radius, thereby reducing f∞(x) = d(x, x1) in a
small neighborhood of x̄∞. Now assume that there are exactly two points x1 and x2
on the boundary of B(x̄∞, f∞(x̄∞)). In this case f∞(x̄∞) = d(x1, x̄∞) = d(x2, x̄∞)
and in a small neighborhood of x̄∞, f∞(x) = maxi=1,2 d(x, xi). If ∠x1x∞x2 = α < π,
then we could reduce f∞(x̄∞) further. To see this, let γ : [0, 1]→M with γ(0) = x̄∞
be a geodesic leaving x̄∞ whose velocity vector is such that it makes an acute angle
1
2
α with the two sides of the hinge (∠x1x̄∞x2, x̄∞x1, x̄∞x2). Since the mentioned
angle is acute, from Proposition 2.2.1, we see that for small enough nonzero t,
d(γ(t), xi) < d(x̄∞, xi) = f∞(x̄∞), where i = 1, 2 . Therefore, by moving x̄∞
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infinitesimally along γ we could reduce the radius of the minimal ball further, which
contradicts the minimality assumption. Hence, x1 and x2 ought to be at antipodal
positions. Notice, that we can do this radius reduction until x1 and x2 become
antipodal on the ball or a third point lies on the ball. This completes the proof.
Figure (4.1) shows the minimal ball of N = 5 points. Three of the points are
on the boundary and two of them are in antipodal positions. This need not be the
case in general, i.e., we can have three points on the boundary and no two of them
in antipodal positions. As it can be seen the center or the L∞ mean is blind to the
points in the interior. However, if x1 moves either inside or outside the ball or if x4






Figure 4.1: The minimal ball for {xi}5i=1. At least two of the points (here three of
them) are on the boundary of the ball. The center of the ball, denoted by x̄∞ is the
L∞ mean of the points. The radius of the ball is f∞(x̄∞). The center is blind to
the data points inside the ball, i.e., small movements of these points have no effect
on the center or mean.
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4.2.1 Lipschitz Continuity of f∞(x)
Except for p = 1 and p =∞, fp is at least continuously differentiable everywhere in
B(o, ρ) with ρ < rcx (see (2.1)). For p = 1 or p = ∞, however, fp is only Lipschitz
with Lipschitz constant of L = 1. Recall that f : A ⊂ M → R is Lipschitz with
constant L if
|f(x)− f(y)| ≤ L d(x, y), (4.1)
for all x, y ∈ A. The fact that given the weights wi, f1 is Lipschitz with constant
L = 1 is immediate by the triangle inequality. To see the Lipschitz continuity for









where the weights are kept fixed independent of p. Note that f̌p(x) → f∞(x) as
p → ∞ for all x; and that given the conditions in Theorem 3.2.1, both fp and f̌p
have x̄p as their unique minimizers. For our purposes and in this part we can assume
that all the functions of interest have the compact ball A = B(o, ρ), (ρ < ρ∆,p),
as their fixed domains. Next, we show that 〈f̌p(x)〉p is a uniformly bounded and
















One can easily check that ‖∇f̌p‖x ≤ 1 for all x ∈ A. Therefore, f̌p is Lipschitz
continuous with L = 1 for 1 ≤ p < ∞. We use this fact to prove the following
proposition for our later use:
Proposition 4.2.1. Let {xi}Ni=1 ⊂ B(o, ρ) with ρ < 12 injM . Then the sequence
〈f̌p〉p has a subsequence 〈f̌pj〉pj , which converges to f∞ uniformly on B(o, ρ) as
p→∞. This implies that f∞ is Lipschitz on B(o, ρ) with Lipschitz constant L = 1.
Proof. Since f̌p is Lipschitz with constant L = 1 for all 1 < p < ∞, 〈f̌p〉p is
an equicontinuous and uniformly bounded sequence. The Arzela-Ascoli Theorem
guarantees the existence of a subsequence 〈f̌pj〉 which converges to f∞ uniformly on
B(o, ρ). Since the convergence is uniform, the limit function f∞ is Lipschitz with
constant L = 1, as well. To see this observe that for every ǫ > 0 and large pj
|f∞(x)−f∞(y)| ≤ |f∞(x)− f̌pj (x)|+ |f̌pj(x)− f̌pj (y)|+ |f̌pj(y)−f∞(y)| ≤ ǫ+d(x, y).
(4.4)
4.3 Smoothness Properties of the Lp Means
Note that x̄p depends on the data points {xi}Ni=1, on the weights wi and on the order
p. We show that x̄p depends continuously on these factors; however, higher orders
of smoothness do not hold always as we shall elaborate on. Unless otherwise stated,
by saying “f is a smooth function”, we mean “f has continuous derivatives of all
orders.” Before proving the next theorem, we recall some smoothness properties of
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the Riemannian distance function x 7→ d(q, x):
Proposition 4.3.1. Let (M, d) be a complete Riemannian manifold of injectivity
radius injM . Denote by Cq the cut-locus of q. Then we have:




. In particular it is
C∞ on B(q, injM)\{q}.
2. At x = q, x 7→ dp(x, q) has the same smoothness properties as x̃ 7→ ‖x̃ − q̃‖p
has at x̃ = q̃ where x̃, q̃ ∈ Rn and ‖.‖ is the standard Euclidean norm in Rn.
Proof. The first part is a result of diffeomorphic properties of the exponential map
[78, p. 108]. The second part is the immediate property of the exponential map and
the Riemannian distance function.
Theorem 4.3.1. Let {xi}Ni=1 belong to a ball of radius ρ defined in Theorem 3.2.1.
Then
1. For 1 ≤ p <∞, if p is an even integer, then x̄p is a smooth function of wi’s and
xi’s; otherwise, x̄p is at least a C
[p−1] function of wi’s and xi’s (for p = 1 the
non-degeneracy is assumed). Here, [a] is the integer part of a ∈ R. Moreover,
if x̄p does not lie on any xi’s, then x̄p changes smoothly as wi’s and xi’s change
in a small neighborhood.
2. For p =∞, x̄p is a continuous function of wi’s and xi’s.
Proof. First, we assume 2 ≤ p <∞. x̄p is the solution to F (x; x1 . . . , xN , w1, . . . , wN) =
−∇fp = 0 (see (3.6)). We invoke the Implicit Function Theorem (IFT). The deriva-
61
tive of Fp with respect to x is nothing but the Hessian of fp which is positive
definite as shown before. However, note that Fp is not (local) C
∞ at x = xi and
the degree of its smoothness at x = xi depends on p. For x /∈ {xi}Ni=1, Fp is a
local C∞ function of x. Similar, to the Euclidean case, if p is an even integer,
Fp is a local C
∞ function of x. For other values of p, again similar to the Eu-
clidean case, Fp is only a C
[p−1] function, because it is so at x = xi’s. Now the
result is immediate result of the Implicit Function Theorem. For 1 ≤ p < 2, note
that Fp is not differentiable at xi’s. Therefore, we can not invoke the IFT
1. For
1 ≤ p < 2, we prove continuous dependence of x̄p on wi’s and xi’s directly. Let
v = [x1, . . . , xN , w1, . . . , wN ]
T . We take a sequence vk = [x
k








which converges to v = [x1, . . . , xN , w1, . . . , wN ]
T in MN × [0, 1]N and we show that
the sequence x̄kp, i.e., the minimizer of f̌
(k)
p = f̌p, (x,vk) converges to x̄p. Recall the
definition of f̌p in (4.2) and that 〈f̌kp 〉k is an equicontinuous and uniformly bounded
sequence of functions on B(o, ρ). Therefore, by the Arzela-Ascoli theorem we can
extract a subsequence 〈f̌kjp 〉kj which converges to f̌p uniformly. Now by the uniform
convergence we observe that given any ǫ > 0 for large enough kj
− ǫ < f̌p(x;vkj)− f̌p(x;v) < ǫ. (4.5)
Therefore, min f̌p(x;vkj )→ min f̌p(x;v) as vk → v. Using this fact, the continuity
1The standard version of the Implicit Function Theorem, requires Fp to be at least C
1 in all
variables and its continuity is not enough. In the current situation, i.e., p < 2, the maximum we
can expect some form local Holder smoothness, which might require stronger versions of the IFT.
However, here, we prove continuous dependence by a different approach
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of f̌p(.; .) and noting that
|f̌p(x̄kjp ;v)− f̌p(x̄p;v)| ≤ |f̌p(x̄kjp ;v)− f̌p(x̄kjp ;vkj)|+ |f̌p(x̄kjp ;vkj)− f̌p(x̄p;v)|, (4.6)
we have lim f̌p(x̄
kj
p ;v) = fp(x̄p;v). Due to compactness of B(o, ρ), 〈x̄kjp 〉 has a con-
verging subsequence. Denote this subsequence again by x̄
kj





p ;v) = fp(x̄p;v). Now, since x̄p is the unique minimizer of f̌p we must have
lim x̄
kj
p = x̄p. We maintain that lim x̄
k
p = x̄p. Otherwise, we have an infinite subse-
quence of x̄kp, whose all terms will stay away from x̄p, but by the previous argument
this subsequence must have a subsequence converging to x̄p which is a contradiction.
The above argument works for p = 1 as long as f1 has a unique minimizer which
is ensured if {xi}Ni=1 are not on a geodesic. It also works for p =∞ because of Propo-
sition 4.2.1, which implies the equicontinuity of the sequence 〈f∞(x; xk1, . . . , xkN )〉k.
Note that for p =∞ we have no weights. The proof is complete.
Probably, lack of high order smoothness for p = ∞ is rather surprising, since
as p increases smoothness of x̄p in its dependence on xi’s increases. In Figure 4.1,
note that if x4 moves inside the minimal ball, the center will not change, but as it
moves outside the ball the center has to change. This can explain the nonsmooth
dependence of x̄∞ on the points on the boundary of the minimal ball. The following
simple corollary will be useful in Section 5.2:
Corollary 4.3.1. Let {xi}Ni=1 ⊂ B(o, ρ) with ρ < rcx. Then the radius of the
minimal ball of the set {xi}Ni=1 is a continuous function of the data points xi’s.
63
The following theorem concerns the dependence of x̄p on p.
Theorem 4.3.2. Let 1 ≤ p0 ≤ ∞ and p → p0 (for p0 = 1 we only mean p
approaching 1 from the right). Assume {xi}Ni=1 ⊂ B(o, ρ) where ρ < min{ρ∆,p0, ρ∆,p}
for p close to p0. For p0 = 1 assume the data points are not on a geodesic. Then
x̄p → x̄p0 .
Proof. The proof can be exactly as the one in the second part of the proof of the
previous theorem, except here we take a sequence 〈f̌p〉p as p → p0 which is again
equicontinuous and uniformly bounded (as explained before).
4.4 Isometry Compatibility
An important property of the L2 center of mass used in [34] is its isometric com-
patibly (see also [50]). By this we mean that if φ : M → M is an isometry of M ,
then the center of mass of {φ(xi)}Ni=1 can be found by application of φ to the center
of mass of {xi}Ni=1.
Theorem 4.4.1. Let {xi}Ni=1 ⊂ B(o, ρ) with ρ < ρp,∆. Assume φ is an isometry of
M . Then the Lp center of mass of {φ(xi)}Ni=1 is φ(x̄p).
Proof. For 1 < p < ∞, x̄p is the only zero of ∇fp(x; x1, . . . , xN) inside B(o, ρ).
Since φ is an isometry, from the chain rule it follows that φ(x̄p) is a zero of the gra-
dient of fp(x; , φ(x1), . . . , φ(xN)) in B(φ(o), ρ) (see (3.6) and note that d(xi, x̄p) =
d(φ(xi), φ(x̄p)). Because {φ(xi)}Ni=1 has a unique center in B(φ(o), ρ), we conclude
that φ(x̄p) must be this unique center. For p = 1,∞ the result follows from conti-
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nuity with respect to p. Note that for p = 1 the claim holds even in the degenerate
case.
4.5 Convexity Properties of the Lp Means
The Lp mean of {xi}Ni=1 exists uniquely as soon as {xi}Ni=1 lies in a strongly convex
ball of radius ρ determined in Theorem 3.2.1. Note that the mean is independent
of the mentioned ball and the existence of other candidate balls has no effect on
the position of the mean. Therefore, the mean belongs to the intersection of all
strongly convex balls containing {xi}Ni=1. One would like the mean to belong to the
convex hull of {xi}Ni=1. The proof of this fact is not immediate, since the convex
hull of a set is defined as the intersection of all strongly convex “sets” containing
that set and not merely the “balls.” To appreciate the difference, let M be an open
disk in R2 and {xi}3i=1 vertices of a triangle in M . The convex hull of {xi}3i=1 is the
triangle △x1x2x3 itself, but we cannot construct the triangle by intersection of any
collection of open balls in M containing {xi}3i=1, since these balls are of bounded
radius. However, if M = R2, then we could construct the triangle as an intersection
of infinitely many open circles of unbounded radius. Still, we can prove the following
theorem using the uniqueness of the stationary points of fp inside the candidate ball:
Theorem 4.5.1. If the set of points {xi}Ni=1 lies in a ball of radius ρ < ρ∆,p defined
in Theorem 3.2.1, then the Lp mean for 1 ≤ p ≤ ∞, in general, belongs to the
closure of the convex hull of the points. More precisely,
1. For 1 < p <∞, if at least one of the xi’s belongs to the interior of the convex
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hull then x̄p also belongs to the interior of the convex hull; otherwise, it belongs
the closure of the convex hull.
2. For p = 1,∞, x̄p belongs to the closure of the convex hull of {xi}Ni=1.
Moreover, for 1 < p ≤ ∞, x̄p belongs to the interior of the minimal ball of {xi}Ni=1
and for p = 1 it might belong to the boundary of the ball in addition to its interior.
The first part of the previous statement holds for the Lp mean of any K elements
of {xi}Ni=1; more precisely, the Lp mean of any K elements of {xi}Ni=1 where at least
two of them are distinct belongs to the interior of the minimal ball of {xi}Ni=1.
Proof. Let B(o, ρ) be the candidate ball. We know that ConvHull({xi}Ni=1), the
convex hull of {xi}Ni=1, belongs to B(o, ρ). Since we deal with finite number of
points we can assume that the closure of the convex hull also belongs to B(o, ρ)
(and in fact to its interior). First, let 1 < p < ∞. We already know that fp is
strictly convex in B(o, ρ) and hence in the closure of ConvHull({xi}Ni=1) which is a
strongly convex subset of B(o, ρ) by Proposition 2.3.1. About the vector field −∇fp
on the boundary of ConvHull({xi}Ni=1) we have:
Lemma 4.5.1. Let r < ρ∆,p and {xi}Ni=1 belong to a ball of radius r. Then:
1. For 1 < p < ∞, if at least one of xi’s, say x1, belongs to the interior of the
convex hull of {xi}Ni=1, then at every point on the boundary of the convex hull
the vector field −∇fp is pointing inward.
2. For 1 < p <∞, at every point on the boundary of the minimal ball of {xi}Ni=1
the vector field −∇fp is pointing inward.
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Proof. Denote the convex hull of {xi}Ni=1 by C. The condition on r guarantees that
any pair of points of interest can be connected by a unique minimizing geodesic and
that the convex hull and the minimal ball exist uniquely. Let x be a point on the
boundary of C. From Theorem 2.3.2 we know that Cx, the tangent cone of intC
at x, is an open convex cone as a subset of TxM . Let γi : [0, d(x, xi)] → M be the
normal geodesic that connects x to xi. For γi two scenarios might happen:
1. If for some t, γi(t) ∈ intC then, by definition, γ̇i(0) ∈ Cx. In particular,
γ̇1(0) ∈ Cx.
2. If for all t ∈ [0, d(x, xi)], γi(t) /∈ intC, then since by Proposition 2.3.1 C̄ is
strongly convex, γ(t) ∈ ∂C for all t ∈ [0, d(x, xi)]. Let 〈yk〉∞k=1 with yk ∈
intC be a sequence of points converging to xi and ck : [0, d(x, yk)] → C̄ the
sequence of geodesics that connect x to yk’s. Note that ċk(0) ∈ Cx. The
sequence of initial velocities 〈ċk(0)〉k is a bounded sequence in TxM ; and it
has a convergent subsequence which must converge to γ̇i(0); therefore γ̇i(0)
belongs to the boundary of Cx.
Therefore, γ̇i(0)’s belong to C̄x ⊂ TxM and at least γ̇1(0) belongs to the interior
of the closed convex cone C̄x. Since −∇fp(x) is a linear combination of γ̇i(0)’s
with positive weights, we conclude that −∇fp(x) belongs to the interior of Cx (see
Appendix 4.8). Hence, along the boundary of the convex hull −∇fp(x) points inward
the hull. This proves the first claim. The situation for the minimal ball is easier,
since its boundary is smooth. In this case for any point x on the boundary of the
ball, including those xi’s that lie on the boundary, each γ̇i(0) (defined as before) is
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pointing inward (see Corollary 2.3.1); so is −∇fp(x).
Recall that the interior of C = ConvHull({xi}Ni=1) is a smooth convex subman-
ifold of M . Assuming x1 is in the interior of the convex hull, the vector field −∇fp
is pointing inward the convex hull, and the minimum of fp|C̄ , the restriction of fp to
the compact set C̄ should happen in the interior of the hull. This point should be a
stationary point of fp|C̄ , i.e., where the projection of ∇fp(x̄p) onto Tx̄p intC is zero.
From Proposition 2.3.1, C̄ is strongly convex; therefore, each unique minimizing
geodesic connecting x̄p to xi’s (which might lie on the boundary) belongs to C̄. Us-
ing this and since the interior of C is totally geodesic by Theorem 2.3.2 each velocity
vector exp−1x̄p xi ∈ Tx̄pM (1 ≤ i ≤ N) has no component out of Tx̄pintC. This means
that at x̄p actually ∇fp(x̄p) = 0 (see (3.6)). Now recall from Theorem 3.2.1 that
∇fp has x̄p as its only zero in B(o, ρ). Therefore, x̄p should belong to the interior
of the convex hull of {xi}Ni=1. A similar argument shows that, for 1 < p < ∞, x̄p
belongs to the interior of the minimal of {xi}Ni=1. This is independent of whether
any of xi’s belong to the interior of the minimal ball, since −∇fp will be always
pointing inward the minimal ball on the boundary of the minimal ball by Part 2 of
Lemma 4.5.1.
The rest of the proof is comprised of limit arguments to address all the re-
maining cases:
1. First, for 1 < p <∞ and if none of xi’s belong to the interior of ConvHull({xi}Ni=1),
we use the smoothness results from the previous section (Theorem 4.3.1). Let
all xi’s belong to the boundary of the convex hull and let 〈xk1〉k be a sequence
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of interior points that converges to x1. Consider new sets of data points






w1, w2, . . . , wN ]
T in defining the mean. All these sets have the same
convex hull as our original set. Denote the Lp mean of each set by x̄kp. By
the preceded argument x̄kp belongs to the interior of ConvHull({xi}Ni=1) for ev-
ery k. Since the Lp mean (of N + 1 points) is a continuous function of the
points we have x̄kp → x̄p as xk1 → x1. Therefore, x̄p belongs to the closure of
ConvHull({xi}Ni=1).
2. Second, for p =∞ we have already shown that when {xi}Ni=1 (and the weights)
are fixed, as p → ∞, x̄p → x̄∞. This implies that x̄∞ must belong to the
closure of the convex hull of {xi}Ni=1. The same argument also applies to the
case p = 1, provided we exclude the degenerate situation. However, for the
degenerate situation even though the minimizer of f1 might not be unique it
belongs to the interior of the convex hull. This completes the proof of the
theorem.
The proof of the theorem suggests that x̄1 or x̄∞ might lie on the boundary of
the convex hull although some of xi’s lie in the interior of the convex hull. One can
see this easily in examples in the plane.
Remark 4.5.1. Note that the Lp mean of a subset of {xi}Ni=1 belongs to the interior
of the minimal ball of {xi}Ni=1 according to this theorem, however, it will not belong
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to the interior of the convex hull of {xi}Ni=1 even in the case of M ≡ Rn. This shows
a dramatic difference in inclusion properties of the convex hull and the minimal ball.
Remark 4.5.2. Our proof suggests that in the case we have countable number of
points with positive weights also the theorem claims hold.
Remark 4.5.3. In [32], Groisser asks the question whether (global) minimization
of f2 (see (3.1)) automatically finds a zero of the vector field ∇f2 which is inside the
convex hull of the support of the underlying probability measure w. Theorem 4.5.1
gives an affirmative answer to this question with two technical caveats. The first one
is that we assume w is a probability mass function. Note that for a more general
probability measure the question might become trivial. Second, we showed that the
center belongs to the “closure of the convex hull” rather than to the convex hull
itself. Resolving this technicality seems to be difficult, but in the next subsection
we elaborate on that further.
4.5.1 A Refined Result for Constant Curvature Manifolds
The exact structure of the convex hull of a finite set of points in a manifold of
non-constant is not known. Specifically it is not known whether the convex hull
is closed or not [9, p. 231]. If it were a closed set, as in the case of Euclidean
space, our statement in part 1 of Theorem 4.5.1 would include “convex hull” rather
then “closure of the convex hull.” Here, we show that in a manifold of constant
curvature the Lp mean (1 < p <∞) of {xi}Ni=1 belongs to the interior of the convex
hull of the set. The main property that helps us show this is the fact that these
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manifolds posses generic totally geodesic submanifolds of lower dimension, which
is rare in the case of manifolds of non-constant curvature. We recall the following
axiom of plane from [78, p. 136]: Let M be a manifold of constant curvature
of dimension n. Let W be any r dimensional subspace of TqM , q ∈ M . Then
the set Sρ(W ) = {expq X|X ∈ W, ‖X‖ < ρ} is an r-dimensional totally geodesic
submanifold of M for every ρ < injM (see Definition 2.3.3).
Theorem 4.5.2. Let M be a complete Riemannian manifold of constant curvature
∆. Define ρ∆,p as in (3.5) with 1 < p < ∞ and let ρ < ρ∆,p. Then the Lp mean of
{xi}Ni=1 ⊂ B(o, ρ) belongs to the interior of the convex hull of {xi}Ni=1.
Proof. As before denote the convex hull by C. Recall our definitions and arguments
in the proof of Theorem 4.5.1 and Lemma 4.5.1. We only need to show that−∇fp(x)
is pointing inward the convex hull. As mentioned before, exp−1x xi belongs to Cx for
1 ≤ i ≤ N . For convenience, let ηi = dp−2(x, xi) exp−1x xi. Note that −∇fp(x) =
∑
i wiηi (see (3.6)). We assume that all ηi’s belong to the boundary of the cone
Cx; otherwise, similar to Theorem 4.5.1, −∇fp(x) will be pointing inward C. First,
assume that the dimension of C is n. Let all ηi’s belong to a face F of dimension k <
n. Consequently, ηi’s and hence exp
−1
x xi’s belong to a k-dimensional subspace W ⊂
TpM , which in turn implies that {xi}Ni=1 belongs to a totally geodesic submanifold of
dimension smaller than n. This is a contradiction since we assumed the dimension of
the convex hull to be n. Now, assume there is no face of dimension less than n which
contains all ηi’s. If
∑
i wiηi does not belong to the interior of the hull, it belongs to
a face F ′ of dimension k′ < n. It follows from the properties of closed convex cones
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and their faces that ηi ∈ F ′ for 1 ≤ i ≤ N which is again a contradiction. Therefore,
if the dimension of the convex hull is n, −∇fp(x) must be pointing inward the hull
at every point x on the boundary of the hull. Next, if the dimension of C (or Cx)
is less than n, {xi}Ni=1 belongs to a totally geodesic submanifold of lower dimension
and we can apply the same argument to this submanifold. Note that our claim
is trivial if the data points lie on a geodesic, i.e, a totally geodesic submanifold of
dimension one. Therefore, we conclude that on the boundary of the convex hull of
{xi}Ni=1, the vector field −∇fp is pointing inward the hull.
We emphasize that the assumption of wi > 0 in the definition of the mean
is crucial for this result to hold. The main obstacle in extending the preceding
argument to the non-constant curvature case is that a face of the cone Cx does not
map to a k-dimensional (1 < k < n) totally geodesic submanifold via the exponential
map, necessarily. Whether constant curvature is necessary to ensure the mean to
belong to the interior of the convex hull is not clear.
4.6 Sensitivity Properties of the L2 Mean
The standard Euclidean mean enjoys an appealing averaging or smoothing property;
and in fact that is the main reason for its use in everyday life. We distinguish three
forms of averaging properties:
Definition 4.6.1 (Averaging properties). Given B(o, ρ) ⊂ M , let µw,B : BN =
B × . . . B → B denote the L2 mean function on B, i.e., µ = µwN ,B(x1, . . . , xN) is
the L2 mean of {xi}Ni=1 ⊂ B with corresponding weight vector wN = [w1, . . . , wN ]T .
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Then we say
1. µwN ,B is strongly averaging if for any two sets of points {xi}Ni=1 and {x′i}Ni=1 in
B we have
d(µwN ,B(x1, . . . , xN ), µwN ,B(x
′








2. µwN ,B is averaging if for any two sets of points {xi}Ni=1 and {x′i}Ni=1 in B we
have
d(µwN ,B(x1, . . . , xN ), µwN ,B(x
′
1, . . . , x
′





3. µwN ,B is weakly averaging if for any set of points {xi}Ni=1 in B replacing a
single point xj by another point x
′
j does not change the position of the mean
by more than d(xj, x
′
j), i.e.,
d(µwN ,B(x1, . . . , xN), µwN ,B(x1, . . . , xj−1, x
′
j, xj+1, . . . , xN)) ≤ d(xj , x′j). (4.9)
In occasions we might refer to the L2 mean without being specific about B(o, ρ),
wN , or N ; in which case we assume that ρ < ρ∆,2, o, w or N are arbitrary.
Strong averaging implies averaging which in turn implies weak averaging. It is
easy to see that the Euclidean L2 mean in Rn is strongly averaging. More generally,
in Theorem 4.6.1 we show that the Riemannian L2 mean in a manifold of nonpos-
itive curvature also has the same property. For manifolds of positive curvature the
situation is completely different and the L2 mean is not strongly averaging. The
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interpretation is that, the mean can have high sensitivity with respect to the noise.
4.6.1 Lack of (Strong) Averaging Property for L2 Mean in Manifolds
of Nonnegative Curvature
Here, we show why the L2 mean cannot be strongly averaging if M is of nonnegative
sectional curvature 1. Let q ∈ M and γ(t) = expq tX be a unit speed geodesic
emanating from q with velocity vector X ∈ TqM . Take two points x1 = expq t1X
and x2 = expq t1X on γ with 0 < t1 < t2 < injM . The L
2 mean of the set {x1, x2}
with weight vector w2 = [w, 1−w]T (0 < w < 1) is x̄ = expq(wt1+(1−w)t2)X. Now,
consider another geodesic η(t) = expq tX
′ emanating from q with velocity vector X ′
of unit norm. Take perturbed versions of x1 and x2 on η, as x
′
1 = expq t1X
′ and x′2 =
expq t1X
′. Obviously, the L2 mean of {x′1, x′2} with weight vector w2 = [w, 1− w]T
is x̄′ = expq
(
wt1 + (1− w)t2
)
X ′. It is a standard matter to show that (e.g. [66])
d(expq tX, expq tX









′) is the sectional curvature of M at q along the plane spanned by
unit norm tangent vectors X, X ′ ∈ TqM and o(t)t3 → 0 as t → 0. If Kq(X, X ′) > 0,
then t 7→ h(t) = d(expq tX, expq tX ′) is a strictly concave function on the interval
(0, ǫ) for small enough ǫ. Therefore, for 0 < t1 < t2 < ǫ and 0 < w < 1 we
have wh(t1) + (1 − w)h(t2) < h(wt1 + (1 − w)t2). This means that d(x̄, x̄′) >
wd(x1, x
′
1)+ (1−w)d(x2, x′2), which implies that the L2 mean for two points cannot
1Tacitly we assume that the sectional curvature is not identically zero.
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be strongly averaging. By choosing repeated points we can conclude that the L2
mean for more than two points also cannot be strongly averaging. Note that for
small enough ǫ, t 7→ d(expq tX, expq tX ′) is strictly increasing on the interval [0, ǫ].
Therefore, d(x̄, x̄′) < d(x2, x
′
2) for small t2. This suggests that although the L
2 mean
is not strongly averaging it might be averaging in small domains. Next, we show
that this is not possible if the sectional curvatures of M are bounded below by δ > 0
and above by ∆. First, we consider the constant curvature case and specifically the
unit sphere (in R3). Figure 4.2 explains the situation. Consider two geodesics (great
circles) t 7→ γ(t) = expq1 tX and t 7→ η(t) = expq1 tX ′ with unit velocities X and
X ′, respectively, that leave q1 at angle α. The two geodesics meet again at q2,
the antipodal of q1. As before we consider the function t 7→ d(expq1 tX, expq1 tX ′).
The interesting point is that this function achieves a maximum at t̄ = π
2
which
corresponds to midpoints x̄ = expq1 t̄X and x̄
′ = expq1 t̄X
′. The two geodesics
deviate from each other for 0 < t < t̄ and become closer for t̄ < t ≤ π. Now, if we
choose x1 = expq1(t̄ − wl)X and x2 = expq1(t̄ − (1 − w)l)X, then the L2 mean of
{x1, x2} with weight vector w2 = [w, 1−w]T is x̄ for 0 < w < 1 and all 0 ≤ l ≤ t̄. On
η we choose x′1 = expq1(t̄−wl)X ′ and x′2 = expq1(t̄− (1−w)l)X ′ whose L2 mean is
x̄′. Obviously, d(x̄, x̄′) > maxi d(xi, x
′
i). This means that the L
2 mean of two points
in a ball which contains our data points cannot be averaging. The same argument
by choosing repeated points that coincide with x1 and by varying w implies that
the L2 mean cannot be averaging for more than two points, as well. Note that by
choosing α and l small enough we see that the L2 mean cannot be averaging even
















Figure 4.2: Top view for the upper unit hemisphere in R3. The pairs of points




2 lie on two geodesics separated by angle α and connecting the two
poles q1 and q2, as shown. x̄ and x̄





2) are mirror images with respect to x̄(x̄
′). For all values of α > 0




2) to each other are, we have
that d(x̄, x̄′) > d(xi, x
′
i), i = 1, 2. Therefore, the L
2 mean on the sphere cannot be
averaging, even in very small balls.
In M , we shall use a more general argument using the properties of Jacobi
fields to show that one can always find data points {x1, x2} and their perturbations
{x′1, x′2} for which the L2 mean is not averaging. Consider q1 ∈ M and the family
of geodesics t 7→ f(t, s) = expq1 t(X + sY ) where X ∈ Tq1M and Y ∈ TXTq1M 1 .
Denote the geodesic t 7→ f(t, 0) by γ(t). In the following we denote all derivatives,
either the Levi-Civita covariant derivative of a vector field or the standard derivative
of function, with respect to t by .̇ The covariant derivatives of the related vector
fields are taken along t 7→ γ(t). Assume that ‖γ̇(0)‖ = ‖X‖ = 1. The distance
between points f(t, s) and f(t, 0) can be written as:
d(expq1 tX, expq1 t(X + sY )) = ‖J(t, 0)‖s + o(t, s), (4.11)
1Here, to avoid confusion and for convenience we shall departure from our original notation on
Jacobi fields introduced in Section 2.4 and interchange the role of the t and s variables.
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where t 7→ J(t, 0) = J0(t) = J(t) is the Jacobi field along t 7→ expq1 tX with initial
conditions J(0) = 0 and J̇(0) = Y ; and lims→0+
o(t,s)
s2
= 0. We know that there
exists an orthonormal basis of parallel vector fields {γ̇(t), E1(t), . . . , En−1(t)} along
γ. Recall, that a vector field is parallel along the geodesic t 7→ γ(t), if its covariant
derivative along γ is identically zero. We take the two dimensional section along γ
spanned by {γ̇(t), E1(t)}, and denote the sectional curvature of M along this section
by K(γ̇(t), E1(t)) = K(t). Note that 0 < δ ≤ K(t) ≤ ∆. Consider a Jacobi field
J(t) with J(0) = 0 along this section, which is orthogonal to γ′(t) along γ(t):
J(t) = g(t)E1(t), (4.12)
where g(0) = 0 , ġ(0) 6= 0 and g(t) : R→ R satisfies
g̈(t) + K(t)g(t) = 0. (4.13)
This equation is derived from the Jacobi equation (2.3); and J̇(0) = ġ(0)E1(0) = Y .
The latter is the only restriction that we impose on Y introduced before. Due to
linearity of (4.13) we can assume that ġ1(0) > 0. It is a well-known consequence of












for t > 0. In the above, each inequality is valid as long as its left side remains
positive. It is easy to see that at some time π√
∆
≤ tc ≤ π√δ , g(tc) = 0 or J(tc) = 0;
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but for t ∈ (0, tc) we have g(t) > 0. Note that q2 = γ(tc), is a conjugate point
of q1 along γ, but not necessarily the first conjugate point. Since g(t) > 0 on the
interval (0, tc) we have ‖J(t)‖ = g(t); and since g(0) = g(tc) = 0 there should be
a time 0 < t̄ < tc at which ‖J(t)‖ achieves its maximum on the interval [0, tc]. At
t̄, we have ġ(t̄) = 0 and from (4.13) we have g̈(t) = −K(t)g(t) < 0 in the interval
(0, tc) i.e., g is strictly concave in that interval. Therefore, t̄ is the only maximizer
of ‖J(t)‖ = g(t) on [0, tc]. The existence of such a t̄ is the main ingredient we
needed. We proceed very similarly to the sphere case now. Let x̄ = expq1 t̄X and
x̄′ = expq1 t̄(X + sY ) and choose t1, t2 ∈ (0, tc)\{t̄} such that t1 < t̄ < t2. We choose
two points x1 = expq1 t1X and x1 = expq1 t2X on t 7→ expq1 tX. Similarly, we choose
x′1 = expq1 t1(X + sY ) and x
′
2 = expq1 t2(X + sY ) on t 7→ expq1 t(X + sY ) and on
both sides of x̄′. Let w = t̄−t1
t2−t1 ; we have 0 < w < 1. Now, x̄ is the L
2 mean of
{x1, x2} with the weight vector w = [w, 1− w]T and x̄′ is the L2 mean of {x′1, x′2}
with the same weight vector w. Also from (4.11) we conclude that for small enough
s which depends on t1 and t2
d(expq1 t̄X, expq1 t̄(X + sY )) > d(expq1 tiX, expq1 ti(X + sY )) (4.15)
for i = 1, 2. Therefore, we have:





Note that this result holds even for t1 and t2 very close to each other and for small
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s. Therefore, the L2 mean of two points is not averaging even in small domains.
This argument, by using repetitive points and changing the weight vector, can be
extended to more than two points.
To summarize we state the following:
Proposition 4.6.1. The L2 mean is not strongly averaging in a manifold of non-
negative sectional curvature (excluding zero curvature). It also is not averaging in
a manifold with positive lower sectional curvature bound.
Note that the sectional curvature of a 1-dimensional manifold is zero and the
above excludes the case of unit circle in R2, for example. A few words are due at
this stage. First, note that we have not ruled out the possibility of finding a set
of points and their perturbations whose L2 means satisfy the averaging or strong
averaging properties: we just showed that (4.7) and (4.8) cannot hold for arbitrary
sets of points in a manifold of positive curvature. Second, we emphasized on the lack
of averaging property even in small domains, since one might suspect that this non-
averaging behavior is a global phenomenon. On the other hand, as we show next,
one can achieve weak averaging by restricting the data points to a small enough
domain.
4.6.2 Weak Averaging Property of the L2 Mean in Positively Curved
Manifolds: An Example
In manifolds of positive curvature, one can attain weak averaging in small domains.
First, we give an example which shows that the L2 mean can not be weakly averaging
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in large domains. Consider the unit sphere S2 in R3. Let x1 and x2 belong to the
upper hemisphere and assume that they are very close to the boundary of the
hemisphere in almost antipodal positions as shown in Figure 4.3. In this figure x1 is
on the yz plane and x2 is in a small neighborhood of the plane and close to the xy
plane. The z axis is normal to the page and upward pointing. x̄ is the midpoint of
geodesic segment connecting x1 and x2. Now if x2 gets reflected to the left of the yz
plane to a new point x′2, which is still close to x2, the midpoint of the new geodesic
segment between x1 and x2 will be x̄
′ which will be very far from x̄. This means
that L2 mean on the sphere is not weakly averaging in a “large” domain such as
a hemisphere. This is a global phenomenon; and stems from the fact that x1 and
x2 are close to the cut locus of each other. Recall that the lack of strong averaging








Figure 4.3: Top view of the upper unit hemisphere in R3. x̄ and x̄′ are the midpoints
of the geodesics connecting x1 to x2 and x1 to x
′
2, respectively. We have d(x̄, x̄
′)≫
d(x′2, x2) while x2 and x
′
2 are very close to each other. Therefore, sadly, the L
2 mean
is not even weakly averaging in the hemisphere!
We try to quantify this phenomenon. Let x1 ∈M and X2, X ′2 ∈ Tx1M be two






the points belong to a ball B(o, ρ) with ρ < rcx. The midpoints of the geodesic
segments joining x1 and x2 and joining x1 and x
′
2 are x̄ = expx1(
X2
2




), respectively. If M is of non-negative curvature with curvature upper








· d(x2, x′2). Applying
the hinge version of the C.A.T comparison theorem with δ = 0, i.e., comparing with



















· d(x2, x′2). (4.17)











2) ≤ d(x̄, x̄′). If we apply the hinge version of the
C.A.T comparison theorem with curvature upper bound of ∆ = 0 and use the















Therefore, in a manifold of negative curvature the equal weight L2 mean (of two
points) shows better sensitivity behavior than the L2 mean in the Euclidean space.
However, in a manifold of positive curvature we need to restrict the data to small
domains in order to guarantee a weakly averaging behavior of the L2 mean. For
example, if we require







then d(x̄, x̄′) < d(x2, x
′
2). Note that this bound is more restrictive than ρ∆,2 < rcx
but better than Karcher’s bound (3.4).
4.6.3 A General Bound for Sensitivity
Here, we show that the L2 mean in a manifold of nonpositive curvature is always
strongly averaging, and in a manifold of positive curvature it can be only weakly
averaging inside small enough balls as described below. The main result that we use
is (4.24) which is essentially Corollary 1.6 in [50]. However, there the underlying
constants are not given explicitly, while we would like to have them explicitly. To
derive (4.24) we need the following result which is given as Theorem 1.5.1 in [50]:
Let {xi}Ni=1 ⊂ B(o, ρ) with ρ < 12 min{injM, π2√∆}. For x̄2 the L
2 mean of {xi}Ni=1
(with respect to a weight vector w), and any x ∈ B(o, ρ) we have
‖∇f2(x)‖ ≥ d(x, x̄2) ·min{1, 2ρ
cs∆2ρ
sn∆2ρ









∆) ∆ > 0
(4.20)
where sn∆ and cs∆ are defined in (2.6). Consider another set of points, i.e., the
perturbations of xi’s, as {x′i}Ni=1 ⊂ B(o, ρ). We denote the L2 mean of {x′i}Ni=1 by
x̄′2. Since the weights in the definition of f2 are fixed and only xi’s change, we use


















Recall the definition of ∇f2(x; x1, . . . , xN) and the fact that ∇f2(x̄′; x′1, . . . , x′N) = 0;
so we have






− exp−1x̄′ xi + exp−1x̄′ x′i
)
. (4.22)
From (2.19) and (2.20) we have













Recall that the condition needed to use (2.19) and (2.20) is ρ < rcx which holds




















Note that for this bound we need ρ to satisfy (3.4), which is the condition we
assumed in (4.20). We state the following theorem:
Theorem 4.6.1. The L2 mean of N points is strongly averaging in a manifold of
nonpositive curvature. In a manifold with upper curvature bound of ∆ > 0, the L2









Proof. From (4.24) we see that L2 mean is strongly averaging in a manifold of
nonpositive curvature. By restricting ρ we can achieve weak averaging in B(o, ρ): if
cos 2ρ
√
∆ ≥ maxi wi, then d(x̄, x̄′) ≤ d(xj, x′j), where in the data set {xi}Ni=1, xj is
replaced by x′j . To satisfy the mentioned restriction ρ must obey (4.25).

















Karcher’s bound (3.4). The bound (4.26) is more conservative than the bound





is exactly the same restriction that we could surpass by using the method of Buss-
Fillmore in Section 3.2. A look at the proof of (4.20) in [50] shows that in order to
improve (4.20), i.e., to relate the gradient of f2(x) to d(x, x̄) for larger values of ρ we
need to find a better lower bound for Hessf2, which seems to be more complicated.
The example in the previous subsection, shows that in the case N = 2 the worst
displacement of the mean by displacing only one of the points happens when the
two data points are close to the cut points of each other, i.e., where the exponential
map is close to becoming singular. In the case of equal weights, as (4.26) suggests,
one expects that as N increases the restriction on ρ to become looser. Therefore,
we state the following conjecture which we already proved for N = 2:
Conjecture 4.6.1. The L2 mean of N points with equal weights in B(o, ρ) ⊂M is






4.6.3.1 A Lipschitz Property
The estimate in (4.24) can be used to establish the Lipschitz continuity of the L2
mean as a function from MN = M × . . .×MN to M . Recall the product structure
of MN and denote the induced distance function by dMN (., .). We also use the
convention of denoting (x1, . . . , xN ) ∈ MN by x ∈ MN . As before, the L2 mean
of {xi}Ni=1 with weight vector w is denoted by µw,B(x). The following proposition
follows easily from (4.24):






}, then µw,B : MN →M is a Lipschitz










2 , more precisely we have
d(µw,B(x), µw,B(y)) ≤ LdMN (x,y) (4.27)
for any x,y ∈ MN , such that {xi}Ni=1 and {yi}Ni=1 lie in B(o, ρ). Here, ∆ ≤ 0 is
treated as ∆ = 0.
Note that for equal weights and if M is of nonpositive curvature the Lipschitz
constant is L = 1√
N
, and if M is of positive curvature the Lipschitz constant is L >
1√
N
; which again is a testimony of higher sensitivity in the case of positively curved
manifolds. We shall see some consequences of this fact in our further developments
in Section 5.4.
4.7 Computing the Lp Means and an Example for Points on a Sphere
In this section we consider the gradient descent method for finding the Lp means.
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4.7.1 Gradient Descent Flow for Finding x̄p (1 < p <∞)
The following theorem shows that a (continuous-time) gradient flow with initial
condition in a uniqueness ball will find x̄p for 1 < p <∞:




(t) = −∇fp(z(t)), z(0) = z0 ∈ B(o, ρ), (4.28)
where ∇fp is defined in (3.6), induces a gradient descent flow on M which will take
z0 to x̄p as t→∞.
Proof. First, we need to establish existence and possibly uniqueness of a solution of
(4.28) on the interval [0,∞). Since on the boundary of B(o, ρ), −∇fp is pointing
inward the ball any solution t 7→ z(t) cannot leave B(o, ρ). Therefore, since ρ <
injM , B(o, ρ) is a local coordinate neighborhood in which the solution stays, and
exp−1o : B(o, ρ) ⊂ M → B(0, ρ) ⊂ TpM ∼= Rn is the corresponding local coordinate
function. Let D ⊂ Rn be a bounded open set. Recall that an ordinary differential
equation of the form dz
dt
= f(z) with the initial condition z(0) = z0 ∈ D and
f : D → Rn:
1. has a local solution, i.e., a solution that solves the equation only on a small
interval [0, δ), if f is continuous [20, p. 178];
2. has a global solution, i.e., a solution which solves it on [0, +∞), but not
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necessarily unique if f is continuous and has linear growth, that is there are
constants a, b > 0 such that ‖f(x)‖ ≤ a‖x‖+ b for all x ∈ Rn [20, p. 178].
3. has a global and unique solution if f is locally Lipschitz and any solution
starting in the compact set D̄ ⊂ Rn stays in D̄ for entire time [53, p. 94].
This result carries over to a local coordinate neighborhood in M such as B(o, ρ).
Now, note that for 2 ≤ p <∞, ∇fp is a locally Lipschitz vector field (see Proposition
4.3.1 also) and since z(t) does not leave B(o, ρ) we can apply part 3 of the above.
Therefore, when 2 ≤ p < ∞ the solution of (4.28) exists and is unique for t ≥ 0.
For 1 < p < 2 the existence is guaranteed by the part 2 of the above. To see this in
the Euclidean case note that, for x ∈ B(o, ρ) ⊂ Rn we have
‖x− xi‖p−1 ≤ (2ρ)p−2(‖x‖+ ‖xi‖); (4.29)
and therefore, ∇fp(x) has linear growth in B(o, ρ) (see (3.6)). Since z(t) will not
leave B(o, ρ), from part 2 we conclude that (4.28) in Rn has a solution defined on
the interval [0, +∞) for 1 < p < 2. As explained before this extends to B(o, ρ) ⊂M ,
immediately. In summary, for 1 < p <∞ the gradient flow in (4.28) has a solution
defined on the interval [0,∞). If z(t) is such a solution, since d
dt
fp(z(t)) < 0 for
z(t) 6= x̄p and since z(t) ∈ B(o, ρ), by LaSalle’s invariance principle or Lyapunov’s
Theorem [42, 53] we have z(t)→ x̄p as t→∞. This completes the proof.
We just mention that for p = 1 and∞ one might be able to define generalized
gradient flows as discussed in [20]; however, since their numerical implementation
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will impose extra difficulty we avoid this approach. In Section 4.3 we saw that x̄1 or
x̄∞ can be approximated by x̄p where p is very large or p is close to 1, respectively.
4.7.2 Gradient Descent Method for Finding x̄p
Numerical computation of the Lp mean in a manifold can be challenging. One
reason is that the explicit evaluation of the exponential map, except for some special
manifolds, is complicated. As we mentioned in Theorem 3.2.1 and Section 4.7.1, if
{xi}Ni=1 lies in B(o, ρ) the continuous-time gradient flow (4.28) for minimization of
fp starting in B(o, ρ) will converge to x̄p. Unfortunately, the continuous-time flow
is not implementable on a digital computer; and in a more realistic situation we
would either discretize the flow or use a gradient descent algorithm instead. In
either case, a new iterate might not belong to B(o, ρ) or even B(o, ρ∆,p). One can
impose an extra constraint to keep the iterates inside the ball as part of a gradient
descent algorithm; however, keeping track of the iterates will be demanding. Note
that in reality even though we might know apriori that the data points are close
enough, we might not know the actual small ball which contains the points. Finding
such a ball can be as difficult as finding the mean itself. Another complicated issue
with a gradient descent algorithm is finding a good step-size such that the new
iterate reduces the cost function by the most. Again, finding such a step-size can
be very difficult or impossible in most cases. In Table 4.1 we present an idealistic
gradient descent for finding the Lp mean for 1 < p <∞. Finding the step-size hk as
prescribed there and keeping the iterates inside a suitable ball make the algorithm
idealistic. There are possible step-size selection methods, such as the Armjio step-
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size selection, that make the algorithm realistic. However, in practice a method that
might be the most efficient is to use a small constant step-size. In the following we
give an application of such a gradient descent in finding the Lp means for points on
the unit sphere in R3. Newton-type methods also have been proposed for finding
the mean e.g., [17, 32].
Idealistic Gradient Descent Algorithm for finding the Lp(1 < p <∞) mean
1. Let {xi}Ni=1 ⊂ B(o, ρ) and ρ < ρ∆,p. Choose ǫ > 0.
2. Set x̄0p to an arbitrary point in B(o, ρ).
3. Find −∇fp(x̄0p) from (3.6)
4. While ‖∇fp(x̄k)‖ > ǫ




and find hk = argminhfp(x̄
k+1
p )
such that x̄k+1p ∈ B(o, ρ∆,p).




(c) Find −∇fp(x̄k+1p ) from (3.6)
(d) k ← k + 1
5. Set x̄p = x̄
k
p.
Table 4.1: Pseudo-code of a gradient descent algorithm for finding the Lp mean in
M . This algorithm is idealistic but it is guaranteed to converge to the mean.
4.7.3 An Example for Points on the Sphere in R3
In this example, we find the equal weight Lp mean of N = 4 points {xi}Ni=1 which
lie on the upper left part of the unit hemisphere in R3. The sphere S2 is endowed
with the Riemannian metric induced from the standard metric of R3. In this metric
the distance between x, y ∈ S2 ⊂ R3 is
d(x, y) = cos−1〈x, y〉, (4.30)
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where 〈., .〉 is the standard inner product in R3. We implement a gradient descent
algorithm with fixed step-size hk = 1. The exponential map corresponding to this
metric is calculated as follows [17]. We describe expq : TqS







. At other points it is found by a simple rotation with respect to the north
pole. Identify TqS





is a tangent vector at q. Then











where r = ‖Z‖ =
√
Z1 + Z2 and
sin 0
0
= 1. We require r < π which is the injectivity






∈ S2 ⊂ R3 is not














where r = d(z, q) = cos−1 z3. We denote by θi and φi the angles that xi ∈ R3 makes
with the z axis and the angle that the projection of xi on the xy plane makes with









and we choose the following pairs of (φi, θi)
(φ1, θ1) = (0, 0)

























































Figure 4.4: An example for equal weight Lp means of N = 4 points on the unit hemi-
sphere for p = 1.1, 2, 3, 10. The means are found by a gradient descent algorithm.
As p increases the mean moves towards the L∞ center of {xi}4i=1. For this data set
three points x1, x2 and x4 lie on the boundary of the minimal ball of {xi}4i=1.
the gradient descent algorithm in Table 4.1 with fixed step-size hk = 1. It is clear
as p increases x̄p moves towards x4: d(x4, x̄1.1) = 0.316π while d(x4, x̄2) = 0.268π
and d(x4, x̄10) = 0.220π. This demonstrates the fact that as p increases, the outliers
contribute more in determining the mean. Unfortunately, finding the Lp mean for
larger values of p becomes numerically very sensitive, since it amounts to computing
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large powers of d(x, xi) (see (3.6) for the formula of the gradient of fp) which causes
loss of numeric precision very fast. For example, in finding x̄20, with two different
initial conditions we got two answers that are apart by 3.6◦, while for p = 10 we
got two answers that are apart by only 8.5377 × 10−7 degrees. Nevertheless, by
approximating x̄20 we see that d(x1, x̄20) ≈ d(x2, x̄20) ≈ d(x4, x̄20) ≈ 0.212π. Recall
that x̄p → x̄∞ as p increases. In fact, we have d(x̄1.1, x̄20) ≈ 17.5◦ while d(x̄10, x̄20) ≈
4.8◦. For our configuration of points, from Theorem 4.2.1 we conclude that x1, x2 and
x4 must lie on the boundary of the minimal ball of {xi}4i=1 and the center of the ball
is located at approximate polar coordinates of (φ∞, θ∞) = (0.220π, 0.337π). Hence,
we see that the points belong to a ball of radius smaller than π
4
which Theorem 3.2.1
requires for uniqueness of x̄1.1. In running the algorithm for small p (1 < p < 5),
we did not observe divergence or iterates leaving the hemisphere. For p = 10 and
for some initial conditions the iterate leaves the upper hemisphere but it returns
to it and finally converges to x̄p. Overall, this is rather remarkable since we have
used a fixed step-size of hk = 1. In [17] it is reported that no divergence has been
observed for a gradient descent algorithm with fixed step-size of 1 for p = 2 on the
unit sphere. In [61] it is shown that, in particular, in S2 and for p = 2, if ρ < 3
10
rcx,
then the gradient descent algorithm with fixed step size of hk = 1 converges to x̄2.
4.8 Appendix: Some Facts About Convex Sets in Euclidean Space
A reference for the following material is [82]. Let A be a subset of the vector space
Rn which is endowed with the standard inner product 〈., .〉. We say that A is convex
if for all v1, v2 ∈ A and 0 ≤ λ ≤ 1 we have λv1 + (1 − λ)v2 ∈ A. Note that if the
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previous inclusion holds for one 0 < λ < 1 it holds for all λ ∈ [0, 1]. We say that the
convex set A is of dimension r if the smallest affine subspace of Rn which contains A
is of dimension r. We denote this subspace by SA. A is closed (open) if it is closed
(open) in SA. By the relative interior (relative boundary) or simply the interior
(boundary) of A we mean the interior (boundary) of A as a subset of SA. If the
dimension of A is r we can always embed A in an affine subspace of Rn of dimension
r < n. A face of a closed convex set A is a convex subset F ⊂ A such that for
∀v1, v2 ∈ C and a 0 < α < 1, αv1 + (1 − α)v2 ∈ F implies v1, v2 ∈ F . The only
n-dimensional face of an n-dimensional closed set A is A itself. The rest of the
faces are of lower dimensions. Any face F 6= A lies on the boundary of A. Any
two distinct faces of A have disjoint interiors and A can be decomposed to disjoint
unions of the interiors of its faces from dimension k = 0 to k = n. A hyperplane Px
passing through x ∈ A is called a supporting hyperplane of A if A lies completely in
one side of Px. Alternatively, this means that a normal vector of Px, like xx, exists
such that 〈y − x,nx〉 ≥ 0 for all y ∈ A, or equivalently y − x makes an angle not
larger than π
2
with nx. Any convex set has a supporting hyperplane at any of its
boundary points.
A convex cone C ⊂ Rn is a convex set for which x ∈ C implies tx ∈ C for all
t ≥ 0. Note that the origin belongs to C. The closure of C is a convex cone again
denoted by C̄. The sum of a point on the boundary and a point in the interior of
C belongs to the interior of C. F ⊂ C is a face of C if and only if
∑N
i=1 wivi ∈ F
with wi > 0 and
∑N
i=1 wi = 1 imply vi ∈ F for 1 ≤ i ≤ N .
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Chapter 5
Recursive-Iterative Approach in Defining Means
5.1 Introduction
The idea of minimizing fp (see (3.2)) in order to define the center of mass or mean
for a set of points on a Riemannian manifold is obviously based on our intuition
about the properties of the standard Euclidean center of mass. As we explained in
Subsection 4.6, in the case of a manifold of positive curvature, some rather counter-
intuitive situations can happen which question our reliance on the properties of the
Euclidean mean. Nevertheless, the standard Euclidean or arithmetic mean has also
some other properties, which might be used to define other kinds of means. One
of them is the property that the Euclidean arithmetic mean of e.g., three points
is equal to the arithmetic mean of the pairwise means of the three points; and
if we repeat this process, i.e., replace the points by their pairwise means, then the
newly generated points will eventually converge to the arithmetic mean of the initial
points. One interpretation is that all the intermediate sets of points generated in
this process have the same mean, i.e., the mean remains invariant under the pairwise
mean replacement. We call this the Mean-Invariance (MI) property of the arithmetic
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mean. In this chapter we want to define new means based on similar ideas or
their generalizations, i.e., to construct the mean of N points through recursion and
iteration based on the mean of K < N points. Here, we consider recursion based
definitions as well as pairwise definitions. One can mix the given data points and
produce convex combinations via pairwise or multi-point interactions in order to
generate the mean of the data points. In most occasions we generate a sequence of
points which lie in the closure of the convex hull and in the of minimal ball of the
data points, and eventually converge to a single point, i.e., the mean of the data
points. The analysis of these iterative schemes is very interesting and we develop
powerful tools for that. As explained in Section 4.5, the common property of all
the Lp Riemannian means for different values of p is that each of them assigns a
point in the closure of convex of hull of a given set of data points. However, the
actual form of this assignment depends on p. The recursive-iterative approach also
results in similar assignments. The process to define an iterative mean for N points
on a manifold M induces a very interesting dynamical system on MN . In all these
dynamics the diagonal of MN is an invariant set, and we would like the orbit of a
point in MN to converge to the diagonal of MN . If the data points belong to a small
enough strongly convex ball or a suitable strongly convex set this type of convergence
happens. However, if the data points are not close enough, a periodic behavior
might occur. As an example which shows this periodic behavior, we investigate a
Perimeter Shrinkage (PS) scheme whose invariant sets are equidistance points on
closed or periodic geodesics in M .
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5.1.1 Contributions and Outline of the Chapter
The main contribution of this chapter is introduction of the notions of convex,
strictly convex and primitive vectorial mean functions (see Definitions 5.2.2 and
5.2.3), which generalize the notions of stochastic, positive stochastic and primitive
stochastic matrices to Riemannian manifolds, respectively. Theorem 5.2.2 is a more
general version of the Perron-Frobenius Theorem about the infinite power of a prim-
itive matrix and enables us to prove our existence and uniqueness theorems for a
large class of recursive-iterative means. We use the size or radius of the minimal ball
of the iterates as a (so-called) Lyapunov function to prove Theorem 5.2.2. Section
5.2 is devoted to the development of the theory of primitive convex mean functions
and their properties. After developing all required results we digress little, at the
end of the section, and consider the dynamical systems aspect of the iterative ap-
plications of a primitive vectorial mean function and relations to infinite products
of stochastic matrices in Subsections 5.2.5 and 5.2.6, respectively.
We study two subclasses of recursive-iterative means: the pairwise mean and
Mean-Invariance (MI) based means1. We introduce the notion of pairwise mean in
conjunction with the Primitive Shrinkage (PS) scheme in Section 5.3. As another
contribution in Subsections 5.3.2 and 5.3.3 we study the problem of cyclic pursuit on
a manifold and identify the equidistance points on closed geodesics as its invariant
set (see Theorem 5.3.2 for details). The results in Section 5.3 are not entirely new
by themselves. The PS scheme, in a rather different formulation, has been known
1The pairwise mean is also based on the notion of mean-invariance; however, we prefer to
distinguish the two concepts since we use different tools to analyze them.
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to geometers interested in studying the existence of closed geodesics as the Birkhoff
Curve Shortening Scheme. In the course of this research some of the properties of
the Birkhoff Curve Shortening were re-discovered. Nevertheless, to our knowledge
the results of Theorem 5.3.2 are new in the context of cyclic pursuit schemes. In
Section 5.4 we introduce the MI means and their generalizations, and investigate
some of their properties. The main idea of building the class of means which we
call the Mean Invariance (MI) based means (see Section 5.4) was given by Ando, Li
and Mathias in [5]. They defined such means on the cone of positive (semi) definite
matrices to define geometric for such matrices (see also [77]). Later Lawson and Lim
in [59] extended this definition to manifolds of nonpositive curvature and specifically
to Hadamard manifolds. However, the tools and techniques used in [59] do not allow
for extension to the case of positive curvature manifolds 1. Despite the generalities
of our approach based on primitive mean functions, there is a special case studied
in Subsection 5.4.2.2, where we could define the MI means in domains which are not
Riemannian balls, necessarily. We do this by an extra assumption and departure
from resorting to the radius of the minimal to prove the convergence. Finally, in
Section 5.5 we give some numerical examples and provide related discussions.
1To be accurate, in order to define mean-invariance based means, Theorem 3.14 in [59] requires
the base case (see Definitions 5.4.1, 5.4.2 and 5.4.3) to have a property which the authors call
nonexpansiveness. This property is the same as what we called averaging property in Definition
4.6.1; and as we showed in Section 4.6.1 the L2 mean lacks this property in manifolds of positive
curvature (even locally). For this reason and few others, Lawson and Lim’s theory cannot be
employed to yield results as general as ours in Section 5.4.
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5.2 Convex Mean Functions and Their Finite and Infinite
Compositions
Our ultimate goal is to build the mean of N > 2 data points based on the mean
of N − 1 or less number of points in a recursive and iterative process. To have
a unified and coherent theory it is useful to introduce the notions of convex and
strictly convex mean functions and their compositions.
Definition 5.2.1. A convex mean or averaging function of order N ≥ 2 in M is a
function µ : MN ≡M×. . .×M →M that assigns to an N -tuple (x1, . . . , xN) ∈MN
a point µ(x1, . . . , xN ) called the µ-mean of (x1, . . . , xN) such that
1. µ(x1, . . . , xN ) belongs to the closure of the convex hull of {xi}Ni=1,
2. there exist a natural number K ≤ N and indices 1 ≤ i1 < . . . < iK ≤ N
such that µ(x1, . . . , xN ) belongs to the interior of any closed strongly con-
vex ball containing {xi}Ni=1, unless when xi1 = . . . = xiK = x in which case
µ(x1, . . . , xN ) = x,
3. µ(x1, . . . , xN ) is continuous in its arguments.
If in the above, item 2 is replaced by
2′. µ(x1, . . . , xN ) belongs to the interior of any closed strongly convex ball con-
taining {xi}Ni=1, unless when x1 = . . . = xN = x, in which case µ(x, . . . , x) = x,
then we call µ a strictly convex mean function of order N .
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In many occasions we denote an element (x1, . . . , xN ) ∈ MN by the boldface
letter x. Then we write x = (x1, . . . , xN) and µ(x) will be interpreted accordingly.
Unless otherwise stated, we consider the domain of µ to be of the form
Dµ = {(x1, . . . , xN) ∈MN |∃o ∈M and ρ ≤ ρµ, {xi}Ni=1 ⊂ B(o, ρ)}, (5.1)
where ρµ < rcx is a small enough real number such that µ is well defined for all
x ∈ Dµ. A convex mean function is permutation invariant if for every x ∈ Dµ we
have µ(xσ(1), . . . , xσ(N)) = µ(x1, . . . , xN), where σ is any permutation of the numbers
1, . . . , N .
Figure 5.1 shows the difference between a convex and strictly convex mean
function. In the left panel, µ is a convex mean function of order N = 6. The set
{xi}Ni=1 lies in the closed strongly convex ball shown, and the data points x1, x2
and x3 coincide and lie on the boundary of the ball containing, while the rest of
the data points lie inside the ball. The mean lies on the boundary of the ball and
µ(x1, . . . , x6) = x1 = x2 = x3. In the left panel, µ is a strictly convex mean function,
and for the same set of data points, the mean lies inside the ball, even though some
of the data coincide and lie on the boundary of the ball.
Example 5.2.1 (Lp Means as Convex Mean Functions). In Theorem 3.2.1, we
showed that the Lp mean of {xi}Ni=1 (with positive weights) for 1 < p ≤ ∞ belongs
to the interior of any closed ball containing {xi}Ni=1. Moreover, in Theorem 4.5.1
we showed that the mean also belongs to the closure of the convex hull of {xi}Ni=1.









x1 = x2 = x3
µ is a convex mean function
µ is a strictly convex mean functionn
x1 = x2 = x3 = µ(x)
Figure 5.1: Left: A convex mean function. Right: A strictly convex mean function.
case of equal weights it is also permutation invariant. The Lp(1 < p ≤ ∞) mean of
{xi}Ni=1, if some of the points appear with zero weight, is only a convex mean function
of (x1, . . . , xN). On the other hand, the L
1 mean of {xi}Ni=1 is not a strictly convex
mean function of (x1, . . . , xN), since the L
1 mean of {xi}Ni=1 does not necessarily
belong to the interior of the minimal ball of {xi}Ni=1; but, the L1 mean is a convex
mean function of (x1, . . . , xN).
In the definition of a strictly convex mean function, a more natural requirement
could have been to require µ(x1, . . . , xN ) to belong to the interior of the convex hull
of {xi}Ni=1. However, this “more natural requirement” can be restrictive and bring
about difficulties for two technical reasons. First, as explained in the previous
example and we discussed before in Section 4.5, the Lp(1 < p ≤ ∞) mean does
not satisfy this more natural requirement or at least we do not know whether it
does or not. Second, our ultimate goal is to study infinite compositions of convex
mean functions. Since the shape of the convex hull of a finite set of points in a
non-constant curvature manifold M is not well understood, it would be difficult to
define, in a sound way, the notion of reduction of the size of the convex of hull of
the points in order prove convergence results. On the other hand, working with
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balls, specifically the minimal ball, is quite straightforward. Also note that the
requirement of µ(x1, . . . , xN ) belonging to the interior of the convex hull of {xi}Ni=1
is less general than the items 1 and 2 (or 2′ ) of Definition 5.2.1 combined together.
Therefore, in summary, by having the two items 1 and 2 (or 2′) in Definition 5.2.1
we can develop a coherent theory, avoid unnecessary technicalities and consider a
large class of means.
The following proposition will give us significant notational convenience:
Proposition 5.2.1. Let µ1 be a strictly convex mean function of order N1 ≥ 2 and
let N2 > N1 be another natural number. Then µ2 : M
N2 → M , the extension of µ1
to MN2 , defined as
µ2(x1, . . . , xN1 , . . . , xN2) = µ1(x1, . . . , xN1) (5.2)
is a convex (but not a strictly) mean function of order N2.
Proof. The claim follows from the observation that the closure of the convex hull of
{xi}N1i=1 is a subset of the closure of the convex hull of {xi}N2i=1 and that any closed
ball that contains {xi}N2i=1 contains {xi}N1i=1, too.
5.2.1 Finite Compositions of Strictly Convex Mean Functions
We are interested in compositions of mean functions to construct higher order mean
functions from lower order ones. The simplest approach is to consider finite com-
positions of strictly convex mean function in the sense described in the following
theorem (whose proof is obvious):
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Theorem 5.2.1. Let µ(x1, . . . , xN ) be a strictly convex mean function. If one or
more of the input arguments are replaced by strictly convex functions of (x1, . . . , xN),
then the resultant function is still a strictly convex mean function of (x1, . . . , xN).
Next, we consider a more tangible construction:
Example 5.2.2 (Geodesic Averaging). Let µα(x1, x2) for 0 < α < 1 be a second
order strictly convex mean function that assigns to x1 and x2, a point on the unique
minimizing geodesic connecting x1 to x2 at distance αd(x1, x2) from x1. Then we
define




(x1, x2), x3). (5.3)
It is easy to see that µ3(x1, x2, x3) is a third order strongly convex mean. Note
that in Rn, µ3(x1, x2, x3) =
1
3
(x1 + x2 + x3) which is the Euclidean L
2 average of
x1, x2 and x3 (with equal weights). However, in a general Riemannian manifold,
µ3(x1, x2, x3) is not necessarily the same as the L
2 mean of xi’s with equal weights.
More disturbing is that µ3(., ., .) is not necessarily a permutation-invariant strictly
convex mean function either. We can factorize any convex combination
∑N
i=1 wixi
to a series of nested pairwise convex combinations and translate that to a series of N
nested applications of the geodesic averaging µαi(., .)’s (0 < αi < 1 and 1 ≤ i ≤ N)
defined above. A similar idea has been used in [88] to define a linear combination
of N > 2 points on a manifold based on pairwise linear or more precisely geodesic
combinations without convexity constraints. One can show that µN defined as
µN(x1, . . . , xN ) = µα1
(




is a strictly convex mean function of order N .
Besides not being permutation invariant another valid criticism about the
mean functions built in this example is that in their construction very little infor-
mation about the global geometry of M has been used. As a concrete example, let
N = 3 and {xi}Ni=1 belong to the unit sphere S2 in R3. Assume that the points
are in an open hemisphere. One can imagine another manifold M embedded in R3
such {xi}3i=1 is in M , the geodesic segments connecting x2 and x3 in S2 and in M
coincide; and the geodesic segments connecting µα2(x2, x3) in S
2 and M also coin-
cide. In this situation µ3 will assign, in both manifolds, the same point as the mean.
However, the corresponding triangle △x1x2x3 in S2 and M can have very different
shapes. In this sense the above mean functions do not involve much “search” or
“sweeping” as compared to, e.g., the L2 Riemannian mean which seeks the mean
globally. On the other hand the nested pairwise mean function in (5.4) is certainly
much easier to calculate. In the sequel, we extend the pairwise mean calculations
in two directions by infinite iterative processes. In one direction, we construct a
mean which in not permutation invariant for K > 3 points, however, it includes
more search or sweeping of the manifold. In other direction, again via an infinite
iterative process, we define a large class of permutation invariant means of higher
orders based on means of lower orders. For that we need to introduce the idea of
infinite combinations of strictly convex mean functions.
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5.2.2 Infinite Compositions of Convex Vectorial Mean Functions
Now, we introduce the notions of convex and strictly convex vectorial mean functions
from MN to MN , which can be considered as generalizations of the notions of
stochastic and positive stochastic matrices, respectively.
Definition 5.2.2. A (strictly) convex vectorial mean function of order N in M is
a function µ : MN →MN defined as
µ(x) = (µ1(x), . . . , µN(x)) ∈MN , (5.5)
where each µi : M
N → M is a (strictly) convex mean function of order N . We
call µi the ith component of µ. The composition of two or more convex vectorial
mean functions is defined the same way as the standard composition of functions
on MN . Let µ1 and µ2 be two convex vectorial mean functions of order N in M by
µ3 = µ1 ◦ µ2 we mean
µ3(x) = µ2(µ1(x)) (5.6)
for all x ∈MN . We denote the kth power of µ by µk.
The following important proposition is an immediate consequence of the above
definition:
Proposition 5.2.2. Let µ be a convex vectorial mean function of order N in M .
If y = µ(x), then the radius of the minimal ball of {yi}Ni=1 is not larger than the
radius of the minimal ball of {xi}Ni=1. Moreover, if µ is strictly convex, then the
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radius of the minimal ball of {yi}Ni=1 is less than the radius of the minimal ball of
{xi}Ni=1, unless x1 = . . . = xN , where both balls have radius of zero.
Therefore, applying a strictly convex vectorial mean function µ to a set of N
data points will generate new N points whose minimal ball radius is smaller than
that of the input points, unless all the points coincide. However, note that the
minimal ball of the output points is not necessarily inside the the minimal of the
input points.
Example 5.2.3. Let µα be the geodesic averaging function with parameter α as in
Example 5.2.2. Assume {xi}3i=1 lies in a strongly convex ball. The mean function
µ̂12α (x1, x2, x3) = µα(x1, x2) is only a convex mean function of order 3. Now define
µ as
µ(x) = (µα1(x1, x2), µα2(x2, x3), µα3(x3, x1)), (5.7)
where 0 < αi < 1 for i = 1, 2, 3. Again µ is a convex but not a strictly convex
vectorial mean function of order 3. This is because if x1 = x2 and y = µ(x), then
y1 = x1 and y1 belongs to the boundary of the minimal ball of {xi}3i=1. However,
note that µ2, the second power of µ, will be strictly convex.
This example leads us to the following definition (borrowed from the theory of
positive matrices), which introduces a notion similar to the primitivity for stochastic
matrices [43, p. 519] but for convex vectorial mean functions:
Definition 5.2.3. A convex vectorial mean function µ of order N is called primitive,
if there exists a natural number ns such that µ
ns is strictly convex. We call the
smallest value for ns, the index of primitivity of µ.
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Note that any finite composition of strictly convex vectorial mean functions
of order N is a strictly convex vectorial mean function by Theorem 5.2.1. The
following important theorem shows that the infinite power of a primitive vectorial
mean function also is (or converges to) a strictly convex vectorial mean function,
which has a special feature that all its components are the same function.
Theorem 5.2.2. Let µ be a primitive vectorial mean function of order N with
primitivity index ns ∈ N (i.e., µns is a strictly convex vectorial mean function). The
sequence of convex vectorial mean functions 〈µ̃k〉∞k=1 where
µ̃k(x) = µ
k(x) (5.8)
converges pointwise to a strictly convex vectorial mean function µ̄ whose all N
components are equal, i.e., µ̄ = (µ̄, . . . , µ̄), where µ̄ is a strictly convex mean function
of order N .
Proof. Let x = (x1, . . . , xN ) ∈MN be a point in the domain of µ. We write
xk+1 = µ̃k+1(x) = µ(xk), (5.9)
with x0 = x. We use the convention xk = (x
k
1, . . . , x
N
k ). Denote the minimal ball
of {xki }N1=1 by B(qk, rk). Note that by the definition of strictly convex vectorial
mean function, {xki }Ni=1 will stay in ConvHull({xki }Ni=1) ⊂ B(q0, r′0) for all k ≥ ns,
where r′0 < r0. Moreover, note that {xi}Ni=1 lies in a ball of radius smaller than
rcx; therefore, the minimal ball of {xi}Ni=1 exists and is unique. Also by Proposition
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5.2.2 we have rk+1 ≤ rk; therefore, there exists r∗ ≥ 0 such limk rk = r∗. We show
that r∗ = 0. Since 〈xk〉k stays in a compact subset of MN , it has a converging











ns(x̄) = x̄, (5.11)
for a point x̄ ∈MN . Note that by continuity of the radius of the minimal ball with
respect to the data points established in Corollary 4.3.1, the radius of the minimal
ball of {x̄i}Ni=1 is equal to r∗. The sequence of radii of minimal balls of {x
kj+ns
i }Ni=1,
also has r∗ as its limit. On one hand, due to continuity, the minimal ball of {x̄i}Ni=1
must have radius r∗; on the other hand, from (5.11) and due to strict convexity
of µns, the radius of the minimal ball of {x̄i}Ni=1 should be less than r∗. This is a
contradiction and we must have r∗ = 0, which means that x̄1 = . . . = x̄N = x̄. Note
that for a large enough index Kj, {xKji }Ni=1 will be in a small enough closed ball
around x̄. However, after that, due to convexity of µ, {xki }Ni=1 will stay in that ball
for all k ≥ Kj . Therefore, limk xk = x̄.
Consider the assignment x 7→ µ̄(x) = (µ̄(x), . . . , µ̄(x)). Note that due to strict
convexity of µns, x̄ must belong to the interior of any ball containing {xi}Ni=1, unless
all the data points coincide. Also, by construction, x̄ belongs to the closure of the
convex hull of {xi}Ni=1. We only need to show the continuous dependence of µ̄(x)
on x to prove that µ̄ is a strictly convex mean function (see Definitions 5.2.1 and
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5.2.2). To this end, first note that given ǫ > 0 we can find large enough K such
µ
K(x) ∈ B(µ̄(x), ǫ
2
) ⊂MN . Next, note that when K, x and ǫ are fixed, we can find
δ > 0, such that y ∈ B(x, δ) ⊂MN implies µk(y) ∈ B(µk(x), ǫ
2
) ⊂MN . Therefore,
we have that given ǫ > 0 there are K and δ > 0 such that if y ∈ B(x, δ), then
µ
K(ȳ) ∈ B(µ̄(x), ǫ
2
). However, because of the convexity of µ, µk(y) will stay in
B(µ̄(x), ǫ), for k ≥ K. Hence, µ̄(y) must be in B(µ̄(x), ǫ) and this shows continuity
of µ.
5.2.3 Higher Orders of Smoothness
Assuming µ is continuous, the strictly convex mean function µ̄ constructed in The-
orem 5.2.2 is continuous. Whether µ̄ can achieve higher orders of smoothness, if µ
itself has higher orders of smoothness, is an interesting question. In general, it seems
to be difficult to answer this question; the main reason is that we are dealing with
infinite compositions of functions. However, if we could find uniform (in k) bounds
on the norms of the derivatives of µk we might be able to answer the question using
standard tools. A special, yet important case is when µ is Lipschitz with constant
L = 1 i.e., there is L = 1 such that
dMN (µ(x), µ(y)) ≤ LdMN (x,y), (5.12)
for x,y such that {xi}Ni=1 and {yi}Ni=1 lie in a ball B(o, ρµ).
Theorem 5.2.3. If in addition to conditions in Theorem 5.2.2, µ is Lipschitz with
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Lipschitz constant L = 1 (see 5.12) in its domain, then the new strictly convex mean
functions µ̄ and µ̄ also are Lipschitz with constants L = 1 and L = 1√
N
, respectively.
Proof. Observe that the compositions of Lipschitz functions result in a Lipschitz
function whose constant is the product of the Lipschitz constants of the participating
functions. As a result, all the members in the sequence 〈µ̃k〉k defined by µ̃k = µk,
are Lipschitz with Lipschitz constant L = 1. Therefore, 〈µ̃〉k is an equicontinuous
sequence and by the Arzela-Ascolli theorem, there exists a subsequence 〈µ̃kj〉kj which
converges to µ̄ uniformly. Hence, µ̄ must be Lipschitz with constant L = 1. Note
that because of the product metric on MN , this means that µ̄ : MN → M , will be
Lipschitz with constant L = 1√
N
.
The fact that Lipschitz constant of µk is Lk, explains why we might not have
higher order smoothness in this infinite process. For example, if µ has its gradient
bounded by 1 we could apply the above theorem, and conclude that µ̄ is differentiable
almost everywhere, since it is Lipschitz. However, if the gradient of µ was bounded
by L > 1, we could not have the same conclusion, at least through this path.
5.2.4 Isometry Compatibility
We mentioned about the isometry compatibility of the Lp means in Section 4.4. For
a convex mean function µ of order N , if µ(φ(x1), . . . , φ(xN)) = φ(µ(x1, . . . , xN))
for any isometry φ of M , then µ is called isometry compatible. Similarly, we
say that a convex vectorial mean function µ of order N is isometry compatible
if µ(φ(x1), . . . , φ(xN)) =
(
φ(µ1(x)), . . . , φ(µN(x))
)
. The following theorem shows
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that if we start with isometry compatible means our higher order means also will
be isometry compatible.
Theorem 5.2.4. If in Theorem 5.2.2, µ is isometry compatible, then µ̄ also will be
isometry compatible.
Proof. The proof follows from the fact that any isometry of M is a continuous
function and that we have pointwise convergence in Theorem 5.2.2.
Therefore, all the means that we construct are isometry compatible.
5.2.5 Dynamical System Point of View
The repetitive application of µ induces an interesting dynamical system on MN .
Let us denote the diagonal of MN by
∆(MN ) = {(x1, . . . , xN ) ∈MN |x1 = . . . = xN}. (5.13)
Define a cylinder with cubical or square cross section around the diagonal as follows:
Cµ = {(x1, . . . , xN ) ∈MN |∃q = (q, . . . , q) ∈ ∆(MN ) such that max
i
d(q, xi) ≤ ρµ},
(5.14)
where ρµ is small enough such that all the components of µ are well-defined. Notice
the similarity between this definition and Definition 5.1. Now for any point x ∈ Cµ
the iteration
xk+1 = µ(xk) = µ
k+1(x) (5.15)
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is well-defined. More interestingly if B(qk, rk) is the minimal ball of {xki }Ni=1, then
the distance between xk and ∆(M
N ) measured in the L∞ norm is minimized by





d(q, xki ). (5.16)
Note that qk is the projection xk onto ∆(M
N ) under the distance induced by the
L∞ norm, and the center of the minimal ball of {xki }Ni=1 is the preimage of qk under
the diagonal map, i.e., the map which maps M to ∆(MN ). Now rk decreases at
least every ns iterations and the L
∞ distance between xk and ∆(M
N ) decreases,
accordingly. We showed in Theorem 5.2.2 that the orbit of x, converges to the diag-
onal of MN and that the diagonal of MN is the only invariant set of this dynamical
system. The orbit will eventually meet the diagonal at µ̄(x), which is the image of
the mean of {xi}Ni=1 on ∆(MN ). Figure 5.2 helps us visualize the behavior of the
dynamical system induced by a primitive mean function. One can visualize that
the smallest cubical cylinder containing xk shrinks by every ns applications of µ.
Note that the diagonal ∆(MN ) also coincides with the continuum of the equilibria
of the system (5.15). Moreover, any equilibrium point of the system is stable in the
sense of Lyapunov [53], but it is not asymptotically stable since a perturbation of
x ∈ ∆(MN ) will not eventually come back to x, necessarily.
Remark 5.2.1. In what preceded we alluded to the L∞-projection interpretation
of the L∞ mean. More generally, the Lp mean of {xi}Ni=1 (with weight vector w)












Figure 5.2: Repetitive application of the primitive mean function µ brings a point
x in the cylinder Cµ closer (in the L
∞ sense) to ∆(MN ), the diagonal of MN . In
the limit the orbit of x meets the diagonal at µ̄(x).








and for points which are close enough to ∆(MN ) define
x̄p = argminy∈∆(MN )dMN ,p(x,y). (5.18)
Therefore, we have x̄p = (x̄p, . . . , x̄p) where x̄p is the L
p mean of {xi}Ni=1 with weights
w = [w1, . . . , wN ]
T . Theorem 3.2.1 states that if x belongs to a cylinder of the form
in (5.14) whose radius is smaller than ρ∆,p, then the L
p projection of x onto ∆(MN )
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defined in (5.18) is well-defined and yields a unique point.
5.2.6 Relation to Infinite Products of Stochastic Matrices
Theorem 5.2.2 is very similar to the famous Perron-Frobenius theorem which gives
a condition for the convergence of the powers Ak of an N ×N stochastic matrix A.
More general results about the behavior of the infinite product of different matrices
are available, e.g. the result of Wolfowitz [90]. It seems that our method of using the
radius of minimal ball to study the behavior of the infinite composition of a single
convex vectorial mean function with itself can be useful in deriving similar results
for the more general case of different convex vectorial mean functions or matrices.
Since it is not of direct interest to us, we just give a simple example of such a result
here, but we believe that deeper results are possible.
Theorem 5.2.5. Let 〈µk〉k be a sequence of convex vectorial mean functions of
order N with common domains. Assume that there exists a subsequence of 〈µk〉k
which converges uniformly to a strictly convex vectorial mean function. Then the
infinite composition of 〈µk〉k defined by
µ̄k = µk ◦ · · · ◦ µ1 = µk ◦ µ̄k−1 (5.19)
converges pointwise to a strictly convex vectorial mean function µ̄, whose all com-
ponents are equal.
Proof. Let 〈µkj〉kj be a subsequence which converges uniformly to µ̃. Due to com-
pactness, the subsequence 〈xkj〉kj must in turn have a subsequence (denoted again
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by 〈xkj〉kj for convenience) which converges to a point x̄ ∈ MN . We show that
limkj µkj(xkj ) = limkj µ̃kj(x̄) = µ̃(x̄). We denote the Riemannian distance function
induced by the product structure of MN by dMN (., .). We have
dMN (µkj(xkj ), µ̃(x̄)) ≤ dMN (µkj(xkj), µ̃(xkj)) + dMN (µ̃(xkj ), µ̃(x̄)). (5.20)
Now given ǫ > 0, due to the uniform convergence of µkj to µ̃, we can find a natural
number K1(ǫ) such that for all indices kj larger than K1(ǫ),




for all x in the common domain of µk’s. Also due to continuity of µ̃ and since
xkj → x̄, there exists another natural number K2(ǫ), such that for all indices kj
larger than K2(ǫ) we have




The above three relations mean that given ǫ > 0, for all indices kj larger than
max{K1(ǫ), K2(ǫ)}




Therefore, limkj µkj(xkj ) = µ̃(x̄). The rest of the proof is essentially the proof of
Theorem 5.2.2 with ns = 1, except that the above relation replaces (5.10) in that
proof.
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Corollary 5.2.1. In Theorem 5.2.5 if all µk’s are Lipschitz continuous with Lips-
chitz constant of L = 1, then µ̄k converges to µ̄ where µ̄ itself is a strictly convex
mean function with equal components; and moreover, it is Lipschitz continuous with
Lipschitz constant of L = 1.
Corollary 5.2.2. Let 〈µk〉k be a sequence of vectorial strictly convex mean func-
tions of order N in M . If there exists a function which appears infinitely many often
in that sequence, then the result of Theorem 5.2.5 holds.
Remark 5.2.2. In [69], Moreau introduces a general theory of infinite compositions
of certain convex nonlinear operators and in particular stochastic matrices to ana-
lyze consensus algorithms with time-varying communication links or topologies. The
goal of a consensus algorithm is to bring a set of autonomous agents to agreement on
a state or quantity via local communications between the agents. The theory devel-
oped in [69] is based on the analysis of the graphs associated with the interaction of
the agents and the properties of the convex linear or nonlinear operators employed.
The convexity assumptions for the those functions mentioned in [69] are similar to
the ones we made for strictly convex vectorial mean functions in Definition 5.2.2
except that the assumptions in [69] do not include (or are not equivalent to) the
strict inclusion with respect to closed balls and only a strict inclusion with respect
to the convex hull is assumed. Hence, one cannot use the convergence results intro-
duced in [69] to define the class of means we define here. The main reason is that
the proofs in [69] rely on the inclusion properties of the convex hull of finite points
in Euclidean space which are not valid in a Riemannian manifold. Nevertheless, we
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believe that the rest of the ideas used in [69] can be used to prove stronger versions
of Theorem 5.2.5.
5.3 Perimeter Shrinkage Scheme, Cyclic Pursuit and a Pairwise Based
Mean
In this section, we use the simplest mean function of order N = 2, i.e., the geodesic
midpoint assignment or more generally the geodesic averaging, to design mean func-
tions of higher orders. Although, it is possible to analyze this process using the
methods from the previous section, it would more interesting to use other tech-
niques.
5.3.1 Perimeter Shrinkage Scheme and a Pairwise-Iterative Mean
Let µα be the geodesic averaging function defined in Example 5.2.2. Consider the
points {xi}Ni=1 ⊂ M . We use a cyclic indexing: xN+1 = x1 and xN+2 = x2. Now
assume that xi and xi+1 for all 1 ≤ i ≤ N are close enough such that µα(xi, xi+1) is
well defined i.e., is a single point. For example, if each pair of (xi, xi+1) lies in a ball
of radius less than injM
2
, where injM is the injectivity radius of M , then µα(xi, xi+1)
is well-defined. In particular, if all of the points lie in a strongly convex ball things





i+1), 1 ≤ i ≤ N (5.24)
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where k is the iteration step and x0i = xi. Figure (5.3) schematically shows the
first iteration of the process for N = 4 and α = 1
2
. We call this iterative scheme
a perimeter shrinkage scheme because of the next lemma. We define the perimeter
shrinkage map PSα : M
N →MN as
PSα(x) = (µα(x1, x2), . . . , µα(xN , x1)), (5.25)
where x = (x1 . . . , xN ) ∈ MN . Here, we have implicitly assumed that the geodesic
averagings are well-defined. We denote (x1, . . . , xN) ∈ MN by x ∈ MN and write
(5.24) compactly as
xk+1 = PSα(xk). (5.26)
If we assume the domain of PSα to be as in (5.1) with ρPSα ≤ rcx, then PSα
is a convex vectorial mean function of order N and it is easy to check that the
N − 1th power of PSα, is a strictly convex vectorial mean function of order N .
Therefore, we could use Theorem 5.2.2 to show the convergence of the iteration,
when initial data set {xi}Ni=1 lies in a strongly convex ball. However, since there is
another interesting mechanism involved, i.e., the perimeter shrinkage mechanism,
and we want to consider a domain different from the one mentioned above, we use
a different approach.
Another function which we need is the perimeter function P : MN → R defined
as:





which is also continuous. Similarly, the energy function E : MN → R, which is the
sum of the squares of the side lengths of the geodesic polygon x1 . . . xN , defined as




is continuous, too. Also recall the definition of a closed geodesic:
Definition 5.3.1. On a Riemannian manifold a closed geodesic is a loop which is
geodesic at all of its points.
Less formally, a closed geodesic is a geodesic that comes back to its initial
point but at an angle which is equal to π. A geodesic that is only closed, i.e., it
closes the loop at an angle different from π is called a geodesic lasso [24, pp. 255].
A closed geodesic is also called a periodic geodesic [9]. A simple closed geodesic
is a closed geodesic that does not intersect itself. Closed geodesics, their existence
and counting them have very old and deep roots in Riemannian geometry [9]. They
correspond to the periodic solutions of the geodesic flow.
The following simple lemma is very useful:
Lemma 5.3.1. Let {xki }Ni=1 and {xk+1i }Ni=1 be two consecutive sets of points gener-
ated by the PS process with parameter α. Let Pk and Pk+1 be the perimeters of the
closed geodesic polygons xk1x
k






2 . . . x
k+1
N , respectively. Also let Ek
and Ek+1 denote the sums of the squares of the side lengths of the closed geodesic
polygons xk1x
k






2 . . . x
k+1
N , respectively. We have






































4, unless the latter is a
closed geodesic. We assume that the initial points are such that the sides of the
initial geodesic can be determined uniquely, i.e, the shortest geodesics of interest
are unique.
closed geodesic1.
2. Ek+1 ≤ Ek with Ek+1 = Ek if and only if the geodesic polygon xk1 . . . xkN is of
equal side lengths and it is also a closed geodesic.
Here, a point is assumed to be a closed geodesic of length zero.
Proof. The proof of the first part is essentially applying the triangle identity. Recall
that for x, y, z ∈M :
d(x, y) ≤ d(x, z) + d(z, y) (5.29)
with equality if and only if z lies between x and y on the shortest geodesic connecting
1To be pedantic, we have to say that “the geodesical polygon xk1x
k
2 . . . x
k
N can be parameterized
as a unit speed closed geodesic,” since geodesics are curves, i.e., functions defined on the real line.
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these two points. Therefore, we have:
d(xk+1i , x
k+1
i+1 ) ≤ d(xk+1i , xki+1)+d(xki+1, xk+1i+1 ) = (1−α) ·d(xki , xki+1)+α ·d(xki+1, xki+2),
(5.30)
for 1 ≤ i ≤ N ; and hence Pk+1 ≤ Pk. The equality only happens when we have
equalities in all the triangle inequalities employed. But that means that the consec-






i+2 have to be geodesic at the connecting




2 . . . x
k
N has to be a closed




i+1 ) ≤ (d(xk+1i , xki+1) + d(xki+1, xk+1i+1 ))2 ≤ (1− α)2 · d2(xki , xki+1) +
2α(1− α)d(xki+1, xk+1i+1 ))d(xki+1, xki+2) + α2d2(xki+1, xki+2), (5.31)
for 1 ≤ i ≤ N . Now adding both sides of the above for 1 ≤ i ≤ N yields:











Now applying the Cauchy-Schwartz inequality gives
Ek+1 ≤ Ek((1− α)2 + 2α(1− α) + α2) = Ek, (5.33)
where the equality holds if and only if the geodesic polygon xk1 . . . x
k
N is a closed
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geodesic (as before) and the two vectors [d(x1, x2), . . . , d(xN , xN+1)]
T and
[d(x2, x3), . . . , d(xN+1, xN+2)]
T are parallel in RN (i.e., the equality condition for
the Cauchy-Schwartz inequality). It is easy to see that the latter requires that
d(xi, xi+1) = d(xi+1, xi+2) for 1 ≤ i ≤ N . This completes the proof.
The above lemma shows that the set
Ω = {(y1, . . . , yN) ∈MN | geodesic polygon y1 . . . yN is a closed geodesic}, (5.34)
is invariant under PSα, i.e., PSα(Ω) ⊂ Ω. For the elements of Ω the perimeter of
the corresponding geodesics remain invariant under the PSα map, too. However,
the energy function E in (5.28) is invariant under PSα only on ΩE ⊂ Ω:
ΩE = {(y1, . . . , yN) ∈ Ω|d(y1, y2) = . . . = d(yN , yN+1)}. (5.35)
Neither of these two sets is a fixed point set of PSα. One can see that y =
(y1, . . . , yN) ∈ MN is a fixed point of PSα if and only if y1 = . . . = yN , i.e.,
the length of the corresponding closed geodesic is zero or equivalently y belongs to
the diagonal of MN . In order to define a mean we need to guarantee that the PS
scheme converges to a fixed point of PSα. If {xi}Ni=1 lies in a strongly convex set
this will be guaranteed. A strongly convex set cannot contain a non-trivial closed
geodesic, since if such a geodesic exists in that set, for two points on the geodesic
whose distance from each other is half of the length of the closed geodesic, there are
two minimizing geodesics connecting them in that set, which contradicts the defini-
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tion of a strongly convex set. Also another consequence of the strong convexity is
that if {xi}Ni=1 lies strongly convex set A, so does {xki }Ni=1 for all k ≥ 1.
Theorem 5.3.1. Consider the perimeter shrinkage map PSα defined in (5.25). If
{xi}Ni=1 lies in a compact strongly convex set A ⊂M , then the perimeter shrinkage
iteration scheme induced by PSα converges to a single point x̄ in A, which also
belongs to the closure of the convex hull of {xi}Ni=1. The assignment (x1, . . . , xN ) 7→ x̄
is a continuous function from A to A. Moreover, the function µP,α(x1, . . . , xN ) = x̄
with domain defined in (5.1) and with parameter ρµ < rcx is a strictly convex mean
function of order N . For α = 1
2
we call x̄ the pairwise mean of (x1, . . . , xN )
1.
Proof. Denote the convex hull of {xi}Ni=1 by C and its closure by C. Note that
C ⊂ A is a compact strongly convex set by Proposition 2.3.1; hence, it includes no
closed geodesic. Consider the sequence 〈xk〉∞k=0 defined in (5.26). The sequence stays
in the compact set C = C × . . .× C. By compactness, there is a subsequence 〈xkj〉
which converges to a point x̄ = (x̄1, . . . , x̄N) ∈ C. On the other hand, from Lemma
(5.3.1) the sequence of positive numbers 〈Pk〉k and hance 〈Pkj〉kj should have a limit
P∗; and also P (PSα(x)) < P (x) in C unless P (x) = 0. Note that P (x̄) = P∗ (by
continuity of P ). If P∗ 6= 0 we have (by continuity of functions PSα and P ):
P∗ = lim
k↑∞
P (PSα((xk)) = lim
kj
P (PSα(xkj)) = P (PS − α(x̄)) < P (x̄), (5.36)
which is a contradiction. Therefore, P∗ = 0 and x̄ = (x̄, . . . , x̄), where x̄ ∈ C.
1The pairwise mean in general is not permutation invariant, so to be accurate we use n-tuple
(x1, . . . , xN ) instead of {xi}Ni=1.
122
Now, after finite steps the sets {xkji }Ni=1 will be in an arbitrary small strongly convex
ball around x̄; and hence does the next set of points PSα(x
kj
1 , . . . , x
kj
N ) and so forth.
Therefore, xk → x̄ = (x̄, . . . , x̄) in the product topology. The proof of the continuity
of x 7→ x̄ is similar to the proof of a similar fact in Theorem 5.2.1.
Now assume {xi}Ni=1 lies in a closed ball B(o, ρ). If (y1, . . . , yN) = PSN−1α (x1, . . . , xN)
then {yi}Ni=1 lies the smaller ball B(o, ρ′) for some ρ′ < ρ, unless xi’s coincide and
they lie on the boundary of B(o, ρ). Therefore, excluding this case, by the previous
part x̄ belongs to the interior of B(o, ρ), which shows that µP,α(x) is a strictly convex
mean function of order N .
Remark 5.3.1. It is appropriate here to mention both the strengths and limitations
of the notion of a primitive vectorial mean function and Theorem 5.2.1. Note that
if we define a more general version of the PS map PSα in (5.25) as
µα(x1, . . . , xN) = (µα1(x1, x2), . . . , µαN (xN , x1)), (5.37)
where α = [α1, . . . , αN ]
T , then µα(x1, . . . , xN) is a primitive vectorial mean function
with primitivity index of N − 1, provided we consider its domain to be of the form
(5.54) with parameter rcx. Therefore, the iterative application of µα, by Theorem
5.2.1, induces a strictly convex mean function of order N . A look at the proof of
Lemma 5.3.1, shows that with αi’s being different from each other, contrary to PSα,
µα is not a perimeter shrinkage map, necessarily. Hence, the use of the radius of
the minimal ball in Theorem 5.2.1, which is the consequence of the properties of
the primitive vectorial mean functions, enabled us to analyze more general mean
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functions than those we could analyze by just using the perimeter function. At the
same time the use of perimeter function in the first part of Theorem 5.3.1, enabled
us to prove the convergence of the PS scheme in a strongly convex domain whose
shape is arbitrary, i.e., it is not a ball necessarily.
5.3.2 Cyclic Pursuit on Manifolds: Discrete-time Case
As soon as we make sure that a set of data points lies in a strongly convex ball
Theorem 5.3.1 assures us that the perimeter shrinkage iteration converges to a single
point. How about when the points are not in any strongly convex domain? Analysis
of the problem in this case has relations with the problem of cyclic pursuit in which
N ordered agents such as ants, frogs or moving vehicles follow each other in a cyclic
fashion i.e., agent i follows agent i+1 (modulus N) with certain rules of pursuit [14].
The simplest rule of pursuit can be that agent i moves along the shortest path to
agent i + 1 either with speed proportional to its distance to agent i + 1 or with unit
speed. In the discrete-time setting we assume that each agent hops to the midpoint
of the shortest geodesic connecting it to the agent it follows. Therefore, maybe the
behavior of frogs will be more suitable to this situation. Now with this formulation
the cyclic pursuit problem and the PS scheme are equivalent. It is well-known that
the cyclic pursuit in the plane or in Euclidean space results in convergence to a single
point [14]. Here, we consider the cyclic pursuit problem in a compact Riemannian
manifold.
Theorem 5.3.2. Let M be a compact and connected (hence complete) Riemannian
manifold. For the points {xi}Ni=1 ⊂ M assume the PS scheme (or the cyclic pursuit
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scheme) iteration is well-defined at each step (in particular, if d(xi, xi+1) < injM ,
then this would be guaranteed). Then xk → ΩE and E(xk)→ E∗ ≥ 0, where ΩE is
defined in (5.35). More precisely,
1. If E∗ = 0, then x
k
i → x∗ ∈ M for 1 ≤ i ≤ N .
2. If E∗ > 0 and x∗ = (x
∗
1, . . . , x
∗
N) ∈ ΩE is one of the cluster points of 〈xk〉k,
then the geodesic polygon x∗1 . . . x
∗









for 1 ≤ i ≤ N .
Moreover, the set
ΩEl = {(y1, . . . , yN) ∈ ΩE|d(xi, xi+1) =
l
N
, 1 ≤ i ≤ N} ⊂ ΩE (5.38)
is an asymptotically unstable invariant set of the PS scheme unless l = 0, by which
we mean that for any point x ∈ ΩEl there is a small perturbation of x such that
the orbit of x never converges back to ΩEl . If the set of the lengths of the closed
geodesics of length smaller than l is finite1, then ΩEl is an unstable invariant set for
the PS scheme, meaning that there exists a small perturbation of x ∈ ΩEl whose
orbit will not stay close to ΩEl .
Proof. From the proof of Lemma 5.3.1 we know that if d(xki , x
k
i+1) < injM for
1 ≤ i ≤ N , then d(xk+1i , xk+1i+1 ) < injM for 1 ≤ i ≤ N . Hence, the mentioned
condition is sufficient to guarantee that the PS process remains well defined at
all steps. Now, the decreasing sequence 〈Ek〉k of real numbers must have a limit,
1This condition is satisfied automatically in the special orthogonal groups and the Grassman-
nian manifolds (see Remark 6.2.2).
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denoted by E∗. If E∗ = 0, then since after finite number of steps PSα(xk) belongs
to a small convex ball, the scheme converges to a single point by Theorem 5.3.1.
Now let E∗ > 0. The compactness of M
N requires the sequence 〈xk〉k to have a




xkj ) = lim
kj
E(xkj ) = E∗ (5.39)
and
E(PSα(x∗)) = E(PSα(limxkj)) = lim
kj
E(PSα(xkj )) = E∗. (5.40)
Therefore, x∗ belongs to ΩE . This means that any cluster point of 〈xk〉k belongs to
ΩE . This together with the compactness of M
N implies that xk → ΩE . Claims 1
and 2 follow from the definition of ΩE .
Now, note that for any x ∈ ΩEl with l > 0, there exists a small perturbation




obviously x̂k cannot come back to ΩEl because of the continuity of x 7→ E(x). If
there are only a finite number of possible values for the lengths of closed geodesics
shorter than l, then since E(x̂k) eventually will differ from E∗ by a constant ǫ > 0,
the distance of x̂k from ΩEl also will eventually be larger than a constant δǫ. This
means that ΩEl(l > 0) is an unstable invariant set with respect to PSα.
This theorem says that in a cyclic pursuit on M the agents will converge to a
formation which consists of equidistance points on closed geodesics of fixed length
l. However, only ΩE0, i.e., the diagonal of M
N is an asymptotically stable invariant
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set of the PS scheme. Note that we did not claim that the formation corresponds to
a single closed geodesic. Convergence to a single closed geodesic requires a deeper
study of the properties of the PS scheme such as the one in [21].
5.3.3 Cyclic Pursuit Schemes in Continuous-time
The formulation of the PS scheme described before is in discrete-time. It is easy to
formulate a continuous-time counterpart of the PS scheme: for all i at each instant
of time xi should pursue xi+1 along the minimizing geodesic connecting them with
speed equal to the distance between them. We implicitly have assumed that always
xi and xi+1 are such that the minimizing geodesic connecting them is unique. This
implies that xi pursues xi+1 in the sense that it tries to reduce its distance from










xi+1(t), 1 ≤ i ≤ N. (5.41)
The initial conditions for this set of equations are xi(0) = xi. A simple argument
shows that similar to the discrete-time PS scheme, the continuous-time PS scheme
also remains well-defined for all t > 0, if we start with initial conditions such that
d(xi(0), xi+1(0)) < injM for 1 ≤ i ≤ N . Now consider the energy E defined in (5.28)
as a Lyapunov function for the dynamical system (5.41) defined on MN .
d
dt
















































where ‖.‖x is the norm induced by the Riemannian structure of M at x ∈ M . We
conclude that along the trajectories of (5.41) we have d
dt
E(x1(t), . . . , xN(t)) = 0 if
and only if x = (x1, . . . , xN) ∈ ΩE . In the language of LaSalle’s invariance principle
[53, 42], ΩE is the largest invariant set of the system in (5.41) at which the total
derivative of E is zero. Based on this observation we could state a theorem similar
to Theorem 5.3.2 for the continuous-time case; however, for the sake of space we
avoid that.
We should mention that since the closed geodesic formation is not a stable for-
mation (see Theorem 5.3.2) one might think of stabilizing this formation by requiring
the autonomous agents to apply some sort of control or feedback in a decentralized
fashion. It might be possible that second order dynamics for the agents as intro-
duced in [49] for the planar case is helpful in this case too. Also we add that a
similar control problem for stabilization of the formation of agents on the sphere
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S2 embedded in R3 has been proposed in [73], with the caveat that the control
described is not found intrinsically. By this we mean that the control depends on
quantities which are measured and defined in the ambient space (i.e., R3). We also
refer the reader to [79, 80, 81] for related works.
5.4 Means Based on Mean-Invariance
In this section we introduce a simple scheme to construct higher order permutation
invariant strictly convex mean functions from simple geodesic midpoint assignment.
This idea was first introduced in [5] for defining a geometrical mean for positive
definite matrices. Here, we extend it to more general manifolds and also associate
it with the concept of mean-invariance. First, we give the definition of the simpler
equal weight Mean-Invariance (MI) based mean. We describe the procedure in the
following definition, and in Section 5.4.2 we prove existence and uniqueness and
some other properties of the derived means.
Definition 5.4.1. Let (M, d) be a complete Riemannian manifold and µ 1
2
(., .) de-
note the geodesic midpoint assignment map (see Example 5.2.2). Define the N th
order Mean-Invariance (MI) based mean function µMI,N recursively as:
1. If N = 2, then set µMI,2(., .) = µ 1
2
(., .),
2. Otherwise, in order to find µMI,N(x) for any x ∈MN set x01 = x1, . . . , x0N = xN
and perform the following iteration:
xk+1i = µMI,N−1(x
↓N+1−i
k ), 1 ≤ i ≤ N, (5.45)
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where for the N -dimensional vector x ∈ MN , x↓j ∈ MN−1 is an N − 1-
dimensional vector built from x by dropping the jth component of x out. We










for k = 1, 2, . . . or even more compactly we write
xk+1 = µMI,N(xk), (5.47)
where the components of µMI,N(·) are defined in (5.46). Assuming all the steps
of this construction are well-defined and if the sequence xk = (x
k
1, . . . , x
k
N) ∈
MN converges to a point x̄ = (x̄, . . . , x̄), then we call x̄ the N th order MI
mean of {xi}Ni=1 and set µMI,N(x) = x̄.
Assuming µMI,N(x1, . . . , xN ) is well-defined, we observe that by construction
(i.e., the iteration in (5.45)) all the generated intermediate sets of points {xki }Ni=1
have x̄ as their N th order MI mean. Hence, the name “mean-invariance” is justified.
In fact, the main idea in defining the N th order MI mean, is nothing but replacing
each point by the N −1th order mean of N −1 points including the point of interest
itself and repeating this process. One can show, using the Perron-Frobenius theorem,
that this process in Euclidean space produces the standard Euclidean mean with
equal weights. Note that µMI,2(., .) = µ 1
2
(., .) is permutation invariant. Now, assume
µMI,N−1 is permutation invariant. Since all N combinations of size N − 1 from the
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set {xi}Ni=1 are included in defining µMI,N (see (5.46)), by induction we conclude
that µMI,N must be permutation invariant.
5.4.1 Weighted Mean-invariance Means
Here, we propose two methods to incorporate weights in the defining the MI mean.
In the first method, given the set {xi}Ni=1 we can increase the number of points by
introducing new points that are repetition of the original points. For example, for
{x1, x2}, µMI,2(x1, x2) is the midpoint of the minimizing geodesic connecting them
x1 and x2, while if we set x3 ≡ x1 then µMI,3(x1, x2, x3) is a point on the geodesic at
distance third of 1
3
d(x1, x2) from x1. More generally, we can introduce Ni repetitions
of xi for all i, and resemble rational weights of wi =
Ni∑
i Ni
. We can approximate
any weight by this process; however, obviously it has the drawback of dramatically
increasing the number of total points to Nnew =
∑N
i=1 Ni.
The second idea is to include the weights in the geodesic averaging step ex-
plicitly starting with N = 2. As an example, let N = 3 and weights w1, w2 and w3
be given. We interpret these weights as global contributions of xi’s in the mean.




x1 and 1−α1 for w2. Similarly we set αi = wiwi+wi+1 with modulus 3 cyclic indexing.
Example 5.4.1. Let us consider an example with N = 3 points in R. We have
three weights {wi}3i=1 from which we determine the αi as αi = wiwi+wi+1 (i = 1, 2, 3).







T ∈ R3. Then the iteration process is obtained from (5.45)
by replacing the midpoint mean function µMI,2 = µ 1
2
that gives xk+11 ’s by µα1(., .),
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2) and so forth for i = 2, 3. Therefore, we have











α1 1− α1 0
0 α2 1− α2










Now, from the Perron-Frobenius theorem we know that Ak converges to a rank
one matrix A∞ whose all rows are the same [43, p.524]. This common vector is the
eigenvector corresponding to the largest eigenvalue of AT which is 1. The eigenvector
should be normalized so that the sum of its entries are 1. It is easy to calculate this






, i = 1, 2, 3. (5.50)





















]T , hence µ3MI(x1, x2, x3) =
1
3



















]T , hence the explicitly weighted
MI mean of {xi}3i=1 corresponding to w is µWMI,3(x1, x2, x3) = 3077x1 + 1277x2 + 3577x3.
As it can be seen in this simple example the relation between initial weights wi’s and
the actual weights wi’s is a nonlinear relation. However, our intuition that putting
a large w1 for x1 will result in large w̃1 is correct. More accurately, we can see that
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if w1 > w2 > w3 then α1 > α2 > α3, and hence w̃1 > w̃2 > w̃3.
Next, we give a formal definition for the explicitly Weighted MI (WMI) mean
based on the second idea mentioned above, since it is more practical.
Definition 5.4.2. Let (M, d) be a complete Riemannian manifold and µα(., .) be the
geodesic averaging function. Define the N th order weighted Mean-Invariance based
mean µWMI,wN (.) corresponding to the positive weight vector wN = [w1, . . . , wN ]
T
recursively as:
1. If N = 2 then µWMI,w2(., .) = µw1(., .) and w2 = [w1, w2]
T is the weight vector.

















i = 1, . . . , N + 1. (5.52)
Here 1N−1 is an N − 1-dimensional vector all whose elements are 1. We write
(5.51) more compactly as
xk+1 = µWMI,WN (xk), (5.53)
where WN is the N × N matrix of weights whose ith row is equal to the
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transpose of (wiN)
↑N+1−i. Here, for an N − 1-dimensional vector x, by x↑i we
mean the N -dimensional vector whose ith component is zero and the rest of
it is filled in an increasing order of indices with the elements of x also in a
increasing order of their indices (cf. x↓i in Definition 5.4.1). If the sequence
of points 〈xk〉k in MN converges to a point x̄ = (x̄, . . . , x̄), then we call x̄ the
N th order WMI mean of {xi}Ni=1 with weight vector wN = [w1, . . . , wN ]T and
set µWMI,wN (x1, . . . , xN ) = x̄.
In the case of equal weights the WMI mean reduces to the MI mean. Also
note that the matrix WN built in the definition, is a stochastic matrix which has
exactly one zero at each row, and each column of it also has exactly one zero. This
suggests that the convex vectorial mean function µWMI,wN must be a primitive mean
function of index ns = 2, as we will see next.
5.4.2 Existence, Uniqueness and Other Properties
Next, we prove existence and uniqueness properties of the MI and WMI means. For
this we use Theorem 5.2.2 about convex vectorial mean functions.
Theorem 5.4.1. Define
D = {(x1, . . . , xN) ∈MN |∃o ∈M and ρ < rcx, {xi}Ni=1 ⊂ B(o, ρ)}. (5.54)
For any integer N ≥ 2 and positive weight vector wN , the functions µMI,N and
µWMI,WN defined in Definitions 5.4.1 and 5.4.2 are primitive mean functions with
primitivity index of ns = 2 on the domain D defined above. Therefore, if {xi}Ni=1 lies
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in a ball B(o, ρ) with ρ < rcx, then the MI mean and the WMI mean with weight
vector wN exist, are unique, belong to B(o, ρ) and to the closure of the convex hull
of {xi}Ni=1. Moreover, µMI,N(x) and µWMI,wN (x) are strictly convex mean functions
of order N with domain D as above.
Proof. The proof is by induction over N . Obviously, all the claims hold for N = 2.
Now, we assume they holds for N ≥ 2, and we show they hold for N + 1. We only
need to show that µMI,N+1 and µWMI,WN+1 are primitive mean functions. The rest
of the claims follow from Theorem 5.2.2, immediately. First, note that µMI,N+1 is
a convex vectorial mean function of order N + 1. Its convexity follows from the
fact that each of its components, i.e., x 7→ µMI,N(x↓N+2−i) is convex by Proposition
5.2.1. Now suppose {xi}N+1i=1 ⊂ B(o, ρ) and y = µMI,N+1(x). If of one yi’s, say y1,
lies on the boundary of B(o, ρ), then by strict convexity of µMI,N , x1 = . . . = xN
and they must lie on the boundary of the ball. Assume xN+1 does not lie on the
boundary of the ball - otherwise we have nothing to prove-, then again by the strict
convexity of µMI,N , yi (2 ≤ i ≤ N + 1) lies inside the ball. Now since only one point
among {yi}N+1i=1 lies on the boundary of the ball, for the new set of points generated
as z = µMI,N+1(y) we see that all zi’s must belong to the interior of the ball. This
means that µMI,N+1 is primitive with primitivity index ns = 2. The same argument
also works for µWMI,WN+1.
This result, in particular gives a new proof for the existence, uniqueness and
continuity results derived in [5, 59].
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5.4.2.1 A Lipschitz Property in Manifolds of Nonpositive Curvature
In the construction of the MI mean from order N −1 to N , if each mean function of
order N − 1 has Lipschitz constant L, then the vectorial mean function constructed
has Lipschitz constant L′ =
√
N − 1L. In order to guarantee the resultant mean
function of order N to be Lipschitz, according to Theorem 5.2.3 we must have L = 1.
Therefore, we need to have L′ = 1√
N−1 . This only can happen if M is of nonpositive
curvature.
Theorem 5.4.2. In a manifold of non-positive curvature the MI mean function
µMI : M
N →M of order N is Lipschitz with constant L = 1√
N
.
Proof. For the L2 mean of N = 2 points with equal weights or the geodesic midpoint
assignment we found the Lipschitz constant in Proposition 4.6.2 to be L = 1√
2
.
Therefore, µMI,3 : M
3 → M3 defined according to (5.47) is Lipschitz with constant




a simple induction proves the claim.
It seems that, unfortunately, opposite to the Riemannian L2 mean no form
of Lipschitz property exists for the MI mean in the case of a manifold of positive
curvature. From Proposition 4.6.2, recall that in a manifold of positive curvature
(or more precisely in a manifold of nonnegative curvature where the curvature is not
identically zero) the Riemannian L2 mean, and in particular the geodesic midpoint
assignment, are Lipschitz but with a Lipschitz constant larger than in the Euclidean
case. This results in a Lipschitz constant larger than 1 for the vectorial mean
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function which is used to construct the MI of order N = 3. Consequently, our
iterative process, as explained in Section 5.2.3, annihilates Lipschitz property by
multiplication of the constants larger than 1.
5.4.2.2 An Existence and Uniqueness Result for Non-ball Domains
In Theorem 5.4.1, in order to have a valid MI or WMI mean we required {xi}Ni=1
to belong a to strongly convex ball of radius smaller than rcx. This in turn, was
needed because of the requirements of Theorem 5.2.2 and our requirements about
convex mean functions. As we shall see in Chapter 6 this assumption is restrictive
for our applications in homogenous spaces such as the orthogonal group and the
Grassmannian manifold, where we would like to have the same result but for points
which belong to a special non-ball strongly convex set (see Sections 6.4 and 6.6 for
more details). It is possible to prove existence and uniqueness of the MI and WMI
means in a less restrictive situation as follows:
Theorem 5.4.3. Let (M, d) be a complete Riemannian manifold. Let A ⊂ M be
a strongly convex open set with o ∈ A such that x 7→ d2(x, o) is a strictly convex
function in A. Also assume that there exists another strongly convex set A′ such
that Ā ⊂ A′.1 If {xi}Ni=1 ⊂ A, then the MI and WMI means of {xi}Ni=1 exist, are
unique, depend continuously on xi’s, and belong to the closure of the convex hull of
{xi}Ni=1. Moreover, we have
d(o, µMI(x1, . . . , xN )) ≤ max
i
d(o, xi), (5.55)
1This is a technical assumption which is automatically satisfied when A has a specific shape
such as a Riemannian or a Finsler ball as we shall see in Section 6.6.
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with equality if and only if xi’s coincide. The same holds for µWMI.
Proof. The proof is based on induction over the number of points N . The assump-
tion about A′ guarantees that the closure of the convex hull of {xi}Ni=1 is a strongly
convex set (see Proposition 2.3.1); and the claim that the mean, if it exits and is
unique, belongs to the closure of the convex hull of {xi}Ni=1 is the direct consequence
of the construction and closed-ness of the closure of the convex hull of {xi}Ni=1. Also
note that in case the MI or WMI mean of {xi}Ni=1 ⊂ A exists and is unique, after
finite number of iterations the points xki will belong to a small convex ball, hence
the continuity of the mean with respect to the initial points follows from Theorem
5.4.1. Hence, we only need to prove the existence and uniqueness of the mean as
well as (5.55). As before we only consider the MI scheme. For N = 2 due to strong
convexity of A and strict convexity of d2(o, x), µα(x1, x2) is unique, belongs to the
geodesic connecting x1 and x2, d
2(o, µα(x1, x2)) ≤ maxi d2(o, xi) with equality if and
only if x1 = x2. Now assume the claim holds for N − 1 points. Define
hk = max
i
d2(o, xki ) (5.56)
Denote by IN−1j the subset of indices {1, . . . , N} which is formed by indices that
contribute in determining xk+1j from x
k
i ’s. Note that if max1≤i≤N d
2(o, xk+1i ) happens
at i = j then
max
1≤i≤N
d2(o, xk+1i ) = d
2(o, xk+1j ) ≤ max
i∈IN−1j
d2(o, xki ) ≤ max
1≤i≤N
d2(o, xki ). (5.57)
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By the induction assumption, equality happens in the first inequality above if and
only if all the N − 1 xki s contributing in determining xk+1j for i ∈ IN−1j coincide.
The equality in the second inequality above holds if and only if max1≤i≤N d
2(o, xki )
happens at some i = l ∈ IN−1j . Therefore, hk+1 ≤ hk with equality if and only
if at least N − 1 of xki ’s coincide and these N − 1 points are not closer to o than
the other xki . Assume this situation has happened, but not all the points coincide,




N−1 is different from them with d
2(o, xkN) ≤ d2(o, xk1).
Then d2(o, xk+11 ) = d
2(o, xk1) but d
2(o, xk+1i ) < d
2(o, xk1) for 1 < i ≤ N since in
determining each of these xk+1i ’s not all of contributing x
k
i ’s coincide. Therefore,
the farthest xk+1i (1 ≤ i ≤ N) from o, which is xk+11 cannot coincide with any other
points at this step. As a result at step k + 2 we have hk+2 < hk+1 = d
2(o, xk+11 ),
unless all xki ’s would have coincided. Hence, in any situation we have hk+2 ≤ hk
with equality if and only if all xki ’s coincide. Therefore, noting the continuity of
(y1, . . . , yN) 7→ maxi d2(o, yi) and the continuity of the means of order N −1, it easy
to see that the subsequence 〈x2k−1〉k must have a converging subsequence which
converges to x̄ = (x̄, . . . , x̄) ∈ MN . This implies that after some finite steps k0,
{x2k0−1i }Ni=1 lies in a small enough convex ball. Therefore, from Theorem 5.4.1 this
means that all sequences 〈xki 〉k converge to a common limit which coincides with x̄.
Also it is obvious that limk hk = d
2(o, x̄) ≤ h1 = maxi d2(o, xi) with equality if and
only if all xi’s coincide and this proves (5.55).
139
5.4.3 Generalized Weighted Mean-Invariance Means Resembling Lp
Means
The MI or WMI means introduced before resemble the L2 mean, as evidenced by the
case of Euclidean space where the MI mean and the equal weight L2 mean coincide.
Note that by resemblance we do not necessarily mean closeness, rather we mean
similar behavior with respect to outliers. Although, note that if the data points are
close enough, then the equal weight L2 mean and the MI mean in M will be close
(at least up to the first order of approximation). It is possible to define recursive-
iterative means which resemble other Lp means, provided we start with a base case
different from K = 2. Note that the equal weight Lp mean of two close points
coincides with the midpoint of the unique minimizing geodesic connecting them, for
all p > 1. However, that is not the case for K ≥ 3 points. The following definition
generalizes Definitions 5.4.1 and 5.4.2 by choosing a base case at which the Lp mean
of K ≥ 3 points is found. We call such a mean the Generalized Weighted Mean
Invariance (GWMI) based mean of type p. The interesting point is that the same
method used in Theorem 5.4.1 can be used to prove the existence and uniqueness
of the GWMI mean, as we see in Theorem 5.4.4.
Definition 5.4.3. Let (M, d) be a complete Riemannian manifold. Assume µp,wN :
MN → M is the Lp(1 < p ≤ ∞) mean function with the positive weight vector
wN , i.e., µp,wN (x1, . . . , xN ) is the L
p mean of the set {xi}Ni=1 with the corresponding
weight vector wN , provided the mean exists uniquely. Let K ≥ 3 and 1 < p ≤ ∞
be given. We define the N th order Generalized Weighted Mean-Invariance Mean
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(GWMI) of type p or resembling the Lp mean as follows:
1. If N = K then µGWMI,p,wN (.) = µp,wK(.),
2. Otherwise, to find µGWMI,p,wN (x) where x = (x1, . . . , xN ), set x0 = x and










In the above the corresponding weight vector wiN−1 is found from wN according
to (5.52) in Definition 5.4.2. We write (5.58) more compactly as
xk+1 = µGWMI,p,WN (xk), (5.59)
where WN is defined the same as in Definition 5.4.3. If the sequence of points
xk ∈ MN converges to a point x̄ = (x̄, . . . , x̄) ∈ MN , then we call x̄ the N th
order GWMI mean of {xi}Ni=1 of type p with weight vector wN = [w1, . . . , wN ]T
and set µGWMI,p,wN (x1, . . . , xN) = x̄. If the weights are equal we call the mean
Generalized Mean Invariance (GMI) based mean.
We have the following existence and uniqueness theorem:
Theorem 5.4.4. For 1 < p ≤ ∞ define
Dp = {(x1, . . . , xN ) ∈MN |∃o ∈M and ρ < ρ∆,p, {xi}Ni=1 ⊂ B(o, ρ)}, (5.60)
where ρ∆,p is defined in (3.5). Given any integer N ≥ K and positive weight vector
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wN , the function µGWMI,p,wN defined in Definition 5.4.3 is a primitive vectorial
mean function with primitivity index of ns = 2 on the domain Dp defined above.
Therefore, if {xi}Ni=1 lies in a ball B(o, ρ) with ρ < ρ∆,p, then the GWMI mean
with weight vector wN exists, is unique, belongs to B(o, ρ) and to the closure of the
convex hull of {xi}Ni=1. Moreover, µGWMI,p,wN (x) is a strictly convex mean function
of order N with domain Dp as above.
Proof. The proof is the same as the proof of Theorem 5.4.1, except that the base
case of the induction proof is N = K instead of N = 2.
Note that even in Euclidean space the GWMI mean of type p 6= 2 and the Lp
mean are highly nonlinear functions of the data points and there might not be any
direct relation type between them.
5.5 Discussion and Examples
Besides theoretical interest, our motivation in studying the recursive-iterative means
and especially the pairwise and WMI mean is possible computational benefits over
e.g., the gradient descent method for finding the L2 mean. Recall that finding the
Lp means in a general manifold requires knowing or using the exponential map of
the manifold, which can be very difficult or computationally intensive. For certain
homogenous manifolds such as the unit sphere Sn, the special orthogonal group
SO(n) and the Grassmannian manifold Gk(n), if we use a suitable embedding of the
manifold in a Euclidean space, then the midpoint of a geodesic between two points
can be found without explicit use of the corresponding exponential maps. This fact,
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which we shall explore further in Section 6.7, can be useful in computing pairwise,
MI or WMI means in the mentioned manifolds. On the other hand, the MI and WMI
means suffer from a curse of dimensionality in the sense that the computational load
to calculate them increases exponentially with N . To see this, note that if CN is the
computation load for finding the MI mean of order N , then from 5.45 in Definition
5.4.1 we have CN = RNCN−1, where R is the number of iterations we perform till
achieve convergence. We assume that R is fixed. Clearly, the relation between CN
and CN−1 will result in a prohibitive exponential dependence of CN on N . Note that
each of the N sets of iterations performed in order to find the MI and WMI means of
order N can be implemented independently or in parallel which can result in faster
implementation. Still this parallel implementation can become expensive for large
N . Therefore, the practical use of MI and WMI or GWMI means are limited to the
situation where the number of data points is not large. In contrast, the pairwise
mean, which unfortunately is not permutation invariant (unless N = 3), is much
cheaper to calculate.
5.5.1 Perimeter Shrinkage and Pairwise Mean: An Example
In our first example we apply the PS scheme to the same set of points as in the



























An important observation which we mentioned in the beginning of the section is that
implementation of the PS scheme in this case is quite easy and does not require any
complicated calculation. To see this note that the midpoint of the geodesic be-
tween two non-antipodal points x1, x2 ∈ Sn where Sn is considered as an embedded







where ‖.‖ is the standard Euclidean norm of Rn+1. This is due to the symmetry of
Sn and the symmetry of the embedding.
Now, we apply the PS scheme to the set {xi}Ni=1. The points are fed to the
PS scheme according to their original index order. Figure 5.4 shows the perimeter






4 in terms of index iteration k. The bottom graph
show log Pk in terms of k. This latter graph suggests that the convergence of the
polygon or the the points to the pairwise mean is a linear convergence, in the sense
that Pk+1 ≤ hPk where h < 1 is a constant. This should not be surprising since,
after a while that the points become close enough, the behavior of the PS scheme
in S3 or in any manifold will become similar to its counterpart’s in Euclidean space,
which has this linear behavior.
Also we try to feed the PS scheme with the data points in different orders.
Note that we have three distinct order possibilities to feed the PS scheme. They
are 1234, 1324 and 1342. The rest of the possibilities are equivalent to one of the
three mentioned. Associated to each of these three orders we have three different
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k in terms of number of iterations



























4 in example in Section 5.5.1 under
the PS iteration. The bottom graph shows that convergence of the polygon to a
point is a linear convergence.
pairwise means µ1234, µ1324 and µ1342. It would be interesting to compare the distance
between these three means1. We also add two other means to this comparison. First,
is the equal weight L2 mean of {xi}4i=1 denoted by µL2, which is found by the gradient
descent algorithm. Second, is the so-called extrinsic mean µex which is the projection










i=1 xi is not zero. Table 5.1 shows the angular distances between all these
means in Degrees. As one can see all the distances are very small. Nevertheless, on
1A valid question which we have not addressed is: what is the source of this permutation
dependence? It seems that curvature is one factor. Also another factor is the number of data
points. By knowing and understanding these factors we might be able to devise means which are
simple to compute and yet their permutation dependence is under control.
145
d(., .) µ1234 µ1324 µ1342 µL2 µex
µ1234 0 0.2846 0.9622 0.4031 1.0373
µ1324 0.2846 0 0.8049 0.2654 1.0720
µ1342 0.9622 0.8049 0 0.5659 0.6905
µL2 0.4031 0.2654 0.5659 0 0.8251
µex 1.0373 1.0720 0.6905 0.8251 0
Table 5.1: The angular distances in Degrees between different means for the set
{xi}4i=1 in example of Section 5.5.1.
average the more sophisticated means µ1234, µ1324, µ1342 and µL2 are closer to each
other than to µex, in the sense that the average of the distances between the means
in the group is less than the average of the distances between µex and the means in
the group.
5.5.2 Cyclic Pursuit on the Sphere
Imagine a group of N frogs dispersed uniformly on a globe. If each frog starts chasing
its closest group member, what would happen after a while? Since the situation is
independent of labels, we assume frog i starts following frog i+1 which is its closest
group member. Obviously, by xN+1 we mean x1. This is exactly the formulation we
introduced in Section 5.3.2. We consider the discrete-time case, and assume at each
unit of time frog i hops to the midpoint of the minimal geodesic between itself and
from i + 1. Theorem 5.3.2 tells us that the frogs will either all meet at a point or
will converge to circular formations on great circles. We know that if they start in a
convex ball, they will converge to a point; however, if they are not initially located
in a strongly convex ball either of the two endings can happen. Note that by our
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assumption of uniform placement on the globe, if N is large enough the chance for
them of not being in a strongly convex ball is low. It seems to be difficult to give
a condition to guarantee whether a given initial configuration of the group which
is dispersed on entire globe will converge to a point or to great circles. However,
as Theorem 5.3.2 suggests a great circle in not a stable formation. We can observe
this fact in a numerical simulation. We assume there are N = 200 frogs in cyclic
pursuit. Figure 5.5 shows the evolution of their positions and Pk the perimeter of
the closed geodesic polygon xk1 . . . x
k
N in terms of the discrete-time index k. As it
can be seen, after initial approach to a great circle, due to finite precision errors in
computer simulations, Pk (k ≥ 18583) becomes smaller than 2π and converges to 0,
eventually. The conclusion is that unless the frogs commit no errors, they will meet
each other at a point. Whether they can avoid this event depends on whether they
can employ smarter rules to control their formation!
5.5.3 An Example of GMI Means on the Sphere
In this example, we find the GMI means of types p = 1.1 and p = 3, and the MI
mean for the data points {xi}Ni=1 in the example of Subsection 4.7.3. The base case
for the GMI means is K = 3. The corresponding Lp means are found by the gradient
descent algorithm. Figure 5.6 shows the resulted means. For comparison we have
shown the L1.1, L3 and L2 means of the same data set. While it seems very difficult
to give any useful quantitative measure of closeness between the Lp mean and its
GMI version, this example shows that they are close. However, as mentioned before,





























































































 in terms of k in a cyclic pursuit on a sphere
Figure 5.5: Top pictures show the evolution of the positions of a group of N = 200
frogs on a globe in discrete-time cyclic pursuit in terms of time k. Convergence is
slow and after k = 18584 iterations they reach to a formation which is the closest
to a great circle in perimeter. However, since this configuration is not stable, due
to finite precision errors in calculations they keep getting closer to each other, and
after k = 100, 000 iteration the perimeter will be 0.05π. The bottom graph shows
the perimeter Pk in terms of k, which after initial “convergence” to 2π, due to finite
precision tends towards zero.
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the GMI means of types p = 1.1 and p = 3 have different behaviors and resemble
their Lp versions.
In the simulations for this example we observed two difficulties in computing
the GMI means:
1. The first difficulty arises when the scheme is close to convergence, in this
situation we need to find the Lp mean of data points which are very close to
each other and this can be numerically difficult. Two reasons for this can be
found. The first reason is that in such a case the formulas (4.32) and (4.31)
for finding the exponential map and its inverse at a point which is close to the
data points involves divisions by small numbers and also finding the arccos of
small angles. The second reason is that one needs to use very small stepsize or
adaptive stepsize in the gradient algorithm to make sure that the new updates
are not out of the convex hull of the data points (which is a very small).
2. The second difficulty also is related to finding the Lp mean for values of p close
to 1 or very large. We already mentioned the difficulty with large valued of
p in Subsection 4.7.3. A look at (3.6), the formula for ∇fp, shows that if the
iterate of the gradient descent is close to one of the data points, then evaluation
of ∇fp requires again division by a small number. This adds some error in
finding the Lp mean; however, since in the iterative process we find many Lp
means the errors can accumulate. Again, the use of very small stepsize helps














































Figure 5.6: GMI mean of types p = 1.1 and p = 3 together with the MI mean for
four points {xi}4i=1 on the unit sphere are shown. For comparison the corresponding
Lp means are also shown. The base case for the GMI means is K = 3.
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Chapter 6
Results Specific to the Orthogonal Group and the
Grassmannian
6.1 Introduction
Feasibility of numerical computations related to manifold-valued data depends heav-
ily on our ability in computing the exponential map and geodesics of the underlying
manifold. For an arbitrary manifold computing the exponential map can be very
difficult. However, for a class of manifolds known as Riemannian symmetric spaces
that can be done with relative ease. Fortunately, Riemannian symmetric spaces nat-
urally appear in many applications, and for this reason they deserve special study.
In this chapter we study the Riemannian Lp means and recursive-iterative means in
two important symmetric spaces: the special orthogonal group SO(n) (comprised of
n×n orthogonal matrices of determinant 1), and the Grassmannian manifold Gk(n)
which is the space of k-dimensional subspaces of Rn. Finding geodesics and other
related calculations in these two manifolds boil down to matrix computations. We
place emphasize on developing efficient methods for calculation of the pairwise and
MI means in these manifolds.
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6.1.1 Contributions and Outline of the Chapter
It is an interesting fact observed in [36] (see also [16, Chapter 7]) that existence
and uniqueness of the local Riemannian L2 mean could be extended to rather large
non-ball domains in SO(n). By large we mean relative to the diameter or volume
of SO(n) or in the sense of inclusion. Such a domain can be described via a Finsler
distance induced by the matrix 2-norm -instead of the Riemannian norm- in the
Lie algebra of SO(n) (see Section (6.4)). In this chapter we try to build our results
based on this observation. More concretely, we give large domains for existence and
uniqueness of the means. These domains are not Riemannian balls rather Finsler
balls, and are larger compared with the Riemannian balls. Not all the results we
derive are completely new; however, in most occasions the already known results are
derived based on new observations (e.g., Theorem 6.5.1). Two main contributions
of this chapter are as follows:
1. In Theorem 6.6.1 we derive the existence and uniqueness results for pairwise,
MI and WMI mean of points in Finsler 2-norm balls of appropriate size on
SO(n) and Gk(n). Also in Theorem 6.5.1 we give the same result for local L
p
means.
2. In Theorems 6.7.1 and 6.7.2 we give efficient methods to find the midpoint
of the geodesic between two points in SO(n) (or Gk(n)) and the reflection of
a point with respect to another point in SO(n) (or Gk(n)). The significance
of these results is that they allow us to interpolate or extrapolate a geodesic
between two points without the explicit use of matrix logarithm and exponen-
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tial, both of which have high computational complexity. This will be helpful,
especially in finding the pairwise and MI means (see Sections 5.3, 5.4 and 6.8)
in these spaces.
We should emphasize that the results in this chapter most likely can still be strength-
ened. Our efforts to strengthen Theorem 6.5.1 to include the global Riemannian Lp
mean as well as larger Finsler domains were not successful.
The outline of this chapter is as follows: In Section 6.2 we give the needed
results about the geometry of SO(n) and Gk(n). In Section 6.3 we give the existence
and uniqueness results for means of points in a Riemannian ball in SO(n) or Gk(n).
In Section 6.4 we describe the Finsler balls based on the matrix 2-norm on the
tangent space and study convexity of the Riemannian distance function within these
strongly convex Finsler balls in SO(n) and Gk(n). In Section 6.5 existence and
uniqueness of the local Lp means in 2-norm Finsler balls is studied. In Section 6.6
we give existence and uniqueness results for pairwise, MI and WMI means in the
mentioned 2-norm balls. In Section 6.7 we derive efficient methods to find midpoint
of a geodesic between two point in SO(n) and Gk(n). In Section 6.8 we apply the
methods of Section 6.7 to implement two algorithms: the Nelder-Mead method of
direct search on SO(n) and the K-means clustering algorithm on Gk(n).
6.2 Riemannian Geometry of SO(n) and Gp(n)
Here, we briefly give needed results about the Riemannian geometry of SO(n) and
Gk(n).
153
6.2.1 Riemannian Geometry of SO(n)
The special orthogonal group SO(n) is a compact Lie group, and we denote its Lie
algebra by so(n) which is the space of n× n skew-symmetric matrices with the Lie
bracket operation defined by
[X, Y ] = XY − Y X, X, Y ∈ so(n). (6.1)
The associated Lie algebra level adjoint operator adX : so(n)→ so(n) is defined by
adX(Y ) = [X, Y ] (6.2)
for X, Y ∈ so(n). The corresponding group level adjoint representation Adx(Y ) is
defined as
Adx(Y ) = xY x
−1 = xY xT (6.3)
for x ∈ SO(n) and Y ∈ so(n). The two operators are related to each other by the
well-known relation
eadX (Y ) = AdeX(Y ) (6.4)
for X, Y ∈ so(n), where eX is the matrix exponential of n × n matrix X. In the
above eadX : so(n)→ so(n) is a linear operator defined as







where adkX(Y ) = [X, ad
k−1
X (Y )] and ad
0
X(Y ) = Y .
Remark 6.2.1. We also will use the inverse of the matrix exponential, i.e., the
matrix logarithm. It is well-known that if a non-singular n × n matrix x has no
eigenvalues on the negative real line, then its logarithm X = log x is a unique
matrix such that x = eX and all the eigenvalues of X have imaginary parts between
−π and π. Note that a skew-symmetric matrix has pure imaginary eigenvalues;
hence, if x ∈ SO(n) has no eigenvalues equal to −1, then there exists a unique
X ∈ so(n) such that all the eigenvalues of X are smaller than π in absolute value
and that x = eX . See Theorem 6.2.2 which gives the injectivity radius of SO(n) in
the standard Riemannian metric.
For x ∈ SO(n) the left translation Lx : SO(n)→ SO(n) is defined by Lx(y) =
xy for y ∈ SO(n). The right translation can be defined similarly. A tangent vector
Y ∈ so(n) can be left translated to TxSO(n) via the derivative of Lx. This way,
by left or right translations, corresponding to any Y ∈ so(n), we can build left
or right invariant vector fields YL or YR. Therefore, we can define the Lie bracket
operation for left or right invariant vector fields based on the definition of Lie bracket
on so(n). This gives an algebraic-differential picture of SO(n). There is a natural
way to equip SO(n) and more generally any compact Lie group with a Riemannian
structure which matches the group structure, in the sense that both left and right
translations are isometries. This follows from the fact that there always exists a
Riemannian structure g which is invariant under both left and right translations,
i.e., it is bi-invariant. We do not mention the details and only mention the following
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theorem [46, 33, 40]:
Theorem 6.2.1. There exists a bi-invariant Riemannian metric g on SO(n) for
which
1. SO(n) is a complete Riemannian manifold,
2. The geodesics through I, the identity of SO(n), coincide with the one-parameter
subgroups of SO(n), i.e, all such geodesics are of the form etX where X ∈ so(n).
Hence, all geodesics coincide with the one-parameter subgroups and their
translations. In this metric inversion is an isometric reflection with respect
to I.
3. If ∇ is the Levi-Civita connection for g and R is its corresponding curvature
tensor at identity then:
(a) ∇XY = 12 [X, Y ], X, Y ∈ so(n)
(b) R(X, Y )Z = −1
4
[[X, Y ], Z], X, Y, Z ∈ so(n)
(c) 〈R(X, Y )Z, U〉I = −14〈[X, Y ], [Z, U ]〉, X, Y, Z, U ∈ so(n)
The most common such a Riemannian metric is constructed from the inner
product induced by the the so-called Killing form on so(n). We avoid the details
and give the important facts which we need. The mentioned inner product on so(n)
after a scaling will be
〈X, Y 〉I = gI(X, Y ) =
1
2
tr(XT Y ), X, Y ∈ so(n). (6.6)
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For left-invariant vector fields XL and YL we have
gx(XL(x), YL(x)) = gI(x
−1XL(x), x
−1YL(x)). (6.7)
We call this metric the standard Riemannian metric of SO(n). Note that at so(n)
we have gI(X, X) =
1
2
‖X‖2F , where ‖.‖F denotes the Frobenius norm. It can be
shown that for X, Y ∈ so(n) [13]
0 ≤ ‖[X, Y ]‖F ≤ ‖X‖F‖Y ‖F . (6.8)
From this and item 3c in Theorem 6.2.1 we conclude that the sectional curvature
of SO(n) in the standard Riemannian metric satisfies 0 ≤ K ≤ 1
2
. Also it is quite
easy to establish the following Theorem, using the properties of matrix exponential
and skew-symmetric matrices:
Theorem 6.2.2. we have the following:
1. The injectivity radius of SO(n) in the standard Riemannian metric is π.
2. Let n′ = [n
2
], where [a] is the smallest integer not larger than a ∈ R. Closed
simple geodesics in SO(n) are of length 2
√
l21 + . . . + l
2
n′π, where li’s are non-
negative integers with no common factor other than 1. A shortest (nontrivial)
closed geodesic is of length 2π. A longest simple geodesic is of length 2
√
n′π.
Hence, the Riemannian diameter of SO(n) is
√
n′π.
3. In addition, for even n the farthest point from the identity I is −I and for
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odd n the farthest points from I are of the form
Î = −I + 2V V T , (6.9)
where v ∈ Rn and ‖V ‖ = 1. (‖.‖ is the standard norm of Rn.)
6.2.2 Riemannian Geometry of Gk(n)
The following materials can be found in many references, but we mostly follow
[26, 91, 46, 33]. The Grassmannian Gk(n) is defined as the manifold of k-dimensional





. Here, [a] is the integer part of real
number a. For k = 1, Gk(n) is the real projective plant RP
n−1, which is found by
identifying the antipodal points on the unit sphere Sn−1. The more complicated and
interesting case is when k is larger than 1; and henceforth we assume k ≥ 2. Gk(n)
is a smooth manifold which can be endowed with a Riemannian structure. There
is a natural Riemannian structure which is closely related to the quotient topology







|o1 ∈ O(k), o2 ∈ O(n− k), det(o1o2) = 1}. (6.10)
Here, O(n) denotes the Lie group of orthogonal matrices. Kk(n) is also denoted by
S(O(k)×O(n− k)). Now let q = [Un×k|U⊥n×(n−k)] denote an element of SO(n). The
first k-columns of q denoted by U represent a k-dimensional subspace of Rn, and
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the rest of the columns denoted by U⊥ represent the orthogonal complement of that
subspace. Consider an action of Kk(n) on SO(n) which is defined by multiplication
from the right of q ∈ SO(n). Gk(n) is identified with the set of orbits of this action
which coincides with the left coset of the subgroup Kk(n). Moreover, Gk(n) can
be considered as a Riemannian manifold whose metric is derived from the standard
Riemannian metric of SO(n). Each element q ∈ SO(n) can be associated to an
element {qKk(n)} ∈ Gk(n) which consists of the orbit of Q under the action of
Kk(n):
{qKk(n)} = {qo|o ∈ Kk(n)}. (6.11)
Note that this is the collection of elements of SO(n) whose first k columns span
the same subspace as the first k columns of q. The tangent space to SO(n) at
the identity will be decomposed to two orthogonal subspaces according to Cartan













|A ∈ R(n−k)×k}. (6.13)
gk(n) and kk(n) are called horizontal and vertical spaces, respectively. At any other
point q ∈ SO(n) we have the corresponding decomposition via left translation. Note





(i = 1, 2) are two tangent vectors at {IKk(n)}, then the Riemannian
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metric is nothing but






where g is the standard Riemannian metric of SO(n) (6.6). We denote the corre-
sponding norm at gk(n) by ‖.‖, as before. A consequence of the above relation is
that the geodesic in Gk(n) along X ∈ gk(n) is noting but the equivalent class of






V Tk×k be a Singular Value Decomposition (SVD) of X̄(n−k)×k.
We can write U = [ U1,U2 ], where U1 is (n − k) × k and U2 is (n − k) × (n − 2k).





















Assume that Σ = diag(θ1, . . . , θk), where θ1 ≥ . . . ≥ θk ≥ 0. Here, diag(a) is a
diagonal matrix whose diagonal is the vector a. Note that ‖X‖ = (∑ θ2i )
1
2 . Now,

















C(θ1, . . . , θk) = diag
(
cos θ1, . . . , cos θk
)
and S(θ1, . . . , θk) = diag
(





The decomposition in (6.16) is known as the CS decomposition of the orthogonal
matrix etX [31, 26]. An element s ∈ Gk(n) can be represented by a subspace that is












We call this the standard subspace representation of s = {etXKk(n)} ∈ Gk(n). For
any v ∈ SO(k), S(tX)v represents the same subspace, but it is in the standard form
anymore. Note that S(tX) is found from (6.16) by dropping the right most factor
and two columns of the matrix in middle. Also note that the geodesics along −X
(or XT ) is given by {(etX)T Kk(n)} which can be found simply by a transposition
operation. Therefore, a subspace S ′ which corresponds to reflection of S with respect
to {IKk(n)} is simply











Note that S ′ can be found by replacing tθi with −tθi. The Riemannian distance
between two elements of Gk(n) can be found from their subspace representations
(standard or non-standard) easily: If s1, s2 ∈ Gk(n) have subspace representa-
tions S1 and S2, respectively, let S
T
1 S2 = UCV
T be an SVD of ST1 S2, then C =
diag(cos θ1, . . . , cos θk), where 0 ≤ θ1, . . . , θk ≤ π2 are the principal angles between
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s1 and s2 and the Riemannian distance between s1 and s2 is






Theorem 6.2.3. We have the following




2. Closed geodesics in Gk(n) are of length
√
l21 + . . . + l
2
kπ, where l1, . . . , lk are
nonnegative integers with no common factor other than 1. A shortest closed
geodesic is of length π and a longest is of length
√
kπ. Hence, the distance






3. Let R : gk(n) × gk(n) × gk(n) → gk(n) denote curvature tensor of Gk(n) at
{IKk(n)}. We have
R(X, Y )Z = −[[X, Y ], Z], X, Y, Z ∈ gk(n), (6.21)
where [., .] is the matrix Lie bracket. Therefore, the sectional curvature along
two orthonormal tangent vectors X, Y ∈ gk(n) is−tr([[X, Y ], Y ]X) = ‖[X, Y ]‖2,
where ‖.‖ is the standard norm in so(n). From this, one can conclude that
the sectional curvature of Gk(n) satisfies 0 ≤ K ≤ 2.
Remark 6.2.2. In Theorem 5.3.2, a condition on the finiteness of the number of
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possible values for the lengths of closed geodesic is mentioned. From Theorems 6.2.2
and 6.2.3, this condition is satisfied in SO(n) and Gk(n).
6.2.2.1 Isometric Identification of Gk(n) with the Space of Orthogonal
Projections Matrices of Rank k
It is obvious that to any k-dimensional subspace of Rn we can associate, in a unique
way, an n × n orthogonal projection matrix. Such a matrix has the form SST ,
where S ∈ Rn×k is a matrix comprised of an orthogonal basis of that subspace.
Let us denote the linear space of n× n symmetric matrices by Sn and its subset of
orthogonal projection matrices of rank k by Pk,n. Pk,n can be isometrically identified
with Gk(n) as Riemannian manifolds via an isometric map [89]. This map, simply
maps a tangent vector at {IKk(n)} which can be represented as X = [ 0 −X̄TX̄ 0
]
to




in the tangent space to Pk,n at Ik = [ Ik×k 00 0 ]. This
can be easily extended to other points in Gk(n) via rotating a subspace in Gk(n)
and congruence transformation in Pk,n. The actual formula for the geodesic in this
space can be found e.g., in [41].
6.3 Existence and Uniqueness of Lp and MI Means in Riemannian
Balls
The following is a direct consequence of what preceded in Section 6.2:
Theorem 6.3.1. Theorems 3.2.1, 3.2.2, 5.4.1 and 5.4.4 hold true in M = SO(n)













π 1 ≤ p < 2
π
2
(= rcx) 2 ≤ p ≤ ∞.
(6.22)











π 1 ≤ p < 2
π
4
(= rcx) 2 ≤ p ≤ ∞.
(6.23)
The main shortcoming of the above theorem is that the balls of radius ρ < ρ∆,p
become increasingly small compared with the diameter of SO(n) or Gk(n) as n
increases (see Theorems 6.2.2 and 6.2.3). Note that ρ∆,p remains constant as n
increases, while the diameters of SO(n) and Gk(n) increase by n. The crucial
observation made in [36] is that one can find larger non-ball strongly convex domains
in a compact Lie group in which the local center of mass is unique. This domain is
easily described in terms of the matrix 2-norm in the Lie algebra so(n) (rather than
the norm (6.6) related to the standard Riemannian metric). We shall elaborate on
this issue next.
6.4 Large Non-ball Convex Domains in SO(n) and Gk(n) and a Finsler
Structure
For our purposes a Finsler manifold is defined as follows [72]:
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Definition 6.4.1. A Finsler metric F on a smooth manifold M assigns a norm
F (x, .) to each tangent space TxM in a smooth manner as x varies. The pair (M, F )
is called a Finsler manifold.
Remark 6.4.1. A more restricted definition requires a convexity condition on the
norm, i.e., the norm must be a Minkowski norm1. The main consequence of this
restriction is that the geodesics are well behaved in the sense of uniqueness and
smoothness. An example clears the issue [4]. In R2 the standard Euclidean norm has
only the straight lines as its length minimizing curves between two points. However,





‖∞ = max {|x|, |y|} in addition to straight
lines has some other merely piece-wise differentiable length minimizing curves too.





‖1 = |x|+ |y|. Neither of these two
norms are Minkowski norms. Also note that in these two norms the unit sphere is
not smooth, in contrast with the unit spheres in the Lp with 1 < p < ∞. For our
purposes the issue of uniqueness of Finsler geodesics are not important; hence, in
what follows we shall use a norm which is not Minkowski.
1A Minkowski norm is defined as follows: Let V be a finite dimensional vector space. A
function on V is called a Minkowski norm if:
1. F (u) ≥ 0 for every u ∈ V and F (u) = 0 if and only if u = 0,
2. F (λu) = |λ|u for every u ∈ V and λ ∈ R and







F 2(y + su + tv)|s=t=0 (6.24)
is positive definite.
165
6.4.1 The Matrix 2-Norm as a Finsler Norm




where ‖.‖ is the standard Euclidean norm in Rn. ‖A‖2 is the largest singular value of
A and for a normal matrix (hence a skew-symmetric) it is the largest eigenvalue of A
in absolute value. Note that this norm is bi-invariant with respect to left and right
multiplication by orthogonal matrices, i.e., ‖xAy‖2 = ‖A‖2 for x, y ∈ O(n). We
equip so(n) with this norm, extend it to any other tangent space via bi-invariance;
and we make SO(n) into a Finsler manifold. Now the length of a piecewise smooth












The 2-norm Finsler distance between two points x, y ∈ SO(n) is defined as the
infimum of the length of all piecewise smooth curves in SO(n) connecting x and y.
We denote the 2-norm distance between x and y by d2(x, y). A curve between x and
y is a length minimizing curve or minimal if its length is equal to distance between
x and y. We refrain from using the term geodesic hence defining them as stationary
points of the length functional requires defining a connection which requires further
preparation.
Remark 6.4.2. For n = 2, 3 and A ∈ so(n) we have ‖A‖2 = 1√2‖A‖F . Therefore,
‖.‖2 is a Minkowski norm in this case. However, it is easy to see that ‖.‖2 is not a
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Minkowski norm for n ≥ 4. For example, for n = 4, consider three so(n) elements
Y , U and V . Let Y = QΛQH with Λ = diag(+i,−i, 0, 0), where i =
√
−1, be
the eigen decomposition of Y . Here QH is the conjugate transpose of the unitary
matrix Q. Set U = QDQH with D = diag(0, 0, +i,−i) and V = U . For small
enough |s| and |t| (s, t ∈ R) we have ‖Y + sU + tV ‖2 = ‖Y ‖2 = 1. As a result the
bi-linear form in (6.24) is zero with U = V 6= 0; and it cannot be positive definite.
This automatically extends to every n > 4. Therefore, we expect to have length
minimizing curves with cranks in SO(n) (n ≥ 4) as a Finsler manifold. In fact,





tY + tU 0 ≤ t ≤ 1
2
tY + (1− t)U 1
2
≤ t ≤ 1,
(6.27)
where Y and U are defined as before. Note that ‖Ω̇(t)‖2 = ‖Y ‖2. The piecewise
linear curve Ω(t) connects the origin to Y and its length is ‖Y ‖2, so it is a length
minimizing curve. Obviously, there is the straight line segment Ψ(t) = tY with
0 ≤ t ≤ 1 which does the same, i.e, its length is equal to the distance between Y
and the origin. Theorem 6.4.1 tells us that the curve etY is a length minimizing
curve in SO(4) connecting I to eY ; and since the curve γ(t) = eΩ(t) also has the
same 2-norm length it too is a length minimizing curve in SO(4). Therefore, in
(SO(4),‖.‖2) the length minimizing curves are not unique, even locally, which is in
contrast with the Riemannian case- where the length minimizing curves are locally
unique and they are the geodesics.
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Remark 6.4.3. The 2-norm is not an admissible norm with respect to the Lie
bracket operation. A norm ‖.‖ on a Lie algebra g is admissible if ‖[A, B]‖ ≤ ‖A‖‖B‖
for A, B ∈ g [60]. As we mentioned before ‖.‖F is an admissible norm on so(n).
Any induced norm like the 2-norm, can be converted to an admissible norm via
scaling. For example, if we define ‖A‖2′ = 2‖A‖2, then from the triangle inequality
and since ‖AB‖2 ≤ ‖A‖2‖B‖2 we have ‖[A, B]‖2′ ≤ ‖A‖2′‖B‖2′ for all A, B ∈ so(n).
However, the unit ball of ‖.‖2′ is contained in the unit ball of ‖.‖2. In this sense we
have shrunk the unit ball. Some of our results here, are essentially derived in [36] in
the context of a general compact Lie group and with an admissible norm. Applying
those results to SO(n) with the ‖.‖2′ norm, results in too conservative results about
the radius of largest convex balls in SO(n).
The following theorem shows that curves of the form etX and their translates
minimize the 2 Finsler distance in addition to the Riemannian distance. Therefore,
the Finsler structure is quite simple. The proof of the theorem can be found in [16,
Chapter 7] (cf. [36]):
Theorem 6.4.1. Let X, Y ∈ so(n) with ‖X‖2 + ‖Y ‖2 < π. Then there exists
a unique H ∈ so(n) with ‖H‖2 < π such that h = eH = eXeY . Moreover,
‖H‖2 ≤ ‖X‖2 + ‖Y ‖2. Therefore, the 1-parameter subgroups of SO(n) and their
translates locally minimize the 2-norm Finsler distances. Here, locally means on
2-norm lengths not larger than π.
The following corollaries are immediate:
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Corollary 6.4.1. If X, Y are as in Theorem 6.4.1 and x = eX and y = eY , then
d2(x, y) = ‖ log xT y‖2 ≤ ‖X‖2 + ‖Y ‖2. (6.28)
Corollary 6.4.2. The tangent space gk(n) can be endowed with the Finsler 2-norm
induced from so(n). Hence, Gk(n) will be a Finsler manifold in which horizontal
geodesics and their translates locally minimize the 2-norm Finsler distance. Here,
locally means on 2-norm lengths not larger than π
2
. We denote the 2-norm distance
between x, y ∈ Gk(n) by d2(x, y).
6.4.1.1 Metric Decreasing Property of the Matrix Exponential in SO(n)
The exponential map in a Riemannian manifold of nonnegative curvature has a
metric decreasing property. This means that the distances between two points in
the tangent spaces is not smaller than the distance between their images under the
exponential on the manifold. One can show that on SO(n) this holds for any bi-
invariant Finsler distance. This fact was observed in [36] for admissible bi-invariant
norms (see also [16, Chapter 7]). Here, we give a rather different proof, where we
do not use the admissibility assumption. First, we give a short preparation about
the derivative of the matrix exponential (see [45] or [38]). Let f(t) = eA(t) where
A : [0, 1]→ so(n) is a curve in so(n). Then the derivative of f(t) is computed as
d
dt
f(t) = dexpA(t)(Ȧ(t))f(t), (6.29)
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where Ȧ(t) = dA(t)
dt




|adX (Y ) (6.30)
for any Y ∈ so(n). Here, by ea−1
a
|adX (Y ) we mean that in the Laurant expansion of
u 7→ ea−1
a
, a ∈ C is replaced by adX and then applied to Y (see (6.2)).
Theorem 6.4.2. Let ‖.‖ be any bi-invariant norm in so(n) and d its induced dis-
tance function in SO(n) 1. We have
d(eX , eY ) ≤ ‖X − Y ‖, ∀X, Y ∈ so(n). (6.31)
Proof. Consider the function f : [0, 1]× [0, 1]→ SO(n) with f(t, s) = et(X+s(Y −X)).
Note that f(1, 0) = eX and f(1, 1) = eY , i.e., s 7→ f(1, s) is a curve connecting eX
to eY , therefore:






But from (6.29) we have
∂f
∂s
= dexpt(X+s(Y −X))t(Y −X)f(t, s). (6.33)
From bi-invariance of ‖.‖ we have ‖∂f
∂s
‖ = ‖dexpt(X+s(Y −X))t(Y − X)‖. Now, we




















adiu|u=X+s(Y −X)(Y −X) = eadt(X+s(Y −X))(Y −X)
= et(X+s(Y −X))(Y −X)e−t(X+s(Y −X)). (6.35)
Therefore, ‖∂g
∂t
‖ = ‖Y −X‖ and this immediately implies that d(eX , eY ) ≤ ‖Y −X‖.
6.4.2 Hessian of the Distance Function in Symmetric Spaces
Both SO(n) and Gk(n) are symmetric spaces. One consequence is that the eigen-
values of the curvature operator do not change along a geodesic, and the Jacobi
equation becomes a constant coefficient equation which can be solved explicitly. In
the sequel assume M is a symmetric Riemannian manifold of dimension m. Let
c : [0, d(q, x)] → M be a unit speed geodesic connecting q to x. The curvature
operator Rc(t) : Tc(t) → Tc(t) defined by
X 7→ Rc(t)(X, c′(t))c′(t) (6.36)
is a self-adjoint operator which has a set of m real eigenvalues κ1(t) ≥ . . . ≥ κm(t).
Here, c′(t) is the velocity vector of c(t). Due to symmetry of M the eigenvalues
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remain constant in time and due to both the symmetry and compactness of M they
are all nonnegative, therefore κi(t) = κi ≥ 0 [46]. Denote a set of orthonormal
eigenvectors of Rc(0) by {Vi(0)}ni=1. For every i by parallel translating the vector
Vi(0) along c(t), we will have a parallel vector Vi(t) which for each t is an eigen-
vector of Rc(t) associated with κi. Hence, {Vi(t)}mi=1 will be an orthonormal frame
along c(t). Any Jacobi field J(t) along c(t) with initial condition J(0) = 0 can
be written as J(t) =
∑m
i=1 AiJi(t), where Ji(t) satisfies J
′′
i (t) + κiJ(t) = 0 and
‖J ′i(0)‖ = 1. We can solve explicitly for Ji as Ji(t) = snκi(t)Vi(t), where snκ(t) is
defined in (2.6). Now, recalling formula (2.4) for the Hessian of x 7→ d(q, x) we have
Hess(d(q, x))(Ji(t), Jj(t)) = 〈Ji(t)⊥
′
, J⊥j (t)〉δij , where δij is Kronecker’s delta. Note
that from this we have Hess(d(q, x))(Jm(t), Jm(t)) = 0, since Jm(t) has no normal
component along c(t). From that formula we have:




0 i or j = m
csκi(d(q,x))
snκi(d(q,x))
δij 1 ≤ i, j < m.
(6.37)




κid(q, x)), except when
κi = 0 in which case the expression is equal to
1
d(q,x)
. It is obvious that the largest
eigenvalue of the curvature operator, i.e., κ1 is what controls the sign of the Hessian.
For SO(n) and Gk(n) it is possible to find the κi’s more explicitly and identify the
conditions to guarantee that x 7→ d(q, x) is positive-definite.
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6.4.2.1 Eigenvalues of the Curvature Operator in SO(n) and Gk(n)
There are different ways to derive the results we are going to present. One short
way, which we shall follow, is to use the notion of reduced commutator introduced
in [13]. Let {ηi}mi=1, where m = n(n+1)2 , be an orthonormal basis for so(n). Any
Y ∈ so(n) can be written as Y =
∑m





∈ Rm by ν(Y ),
and hence identify so(n) (as a vector space) with Rm. The reduced commutator
CadX : R
m → Rm is linear operator defined via the identity
ν([X, Y ]) = CadX ν(Y ). (6.38)
Note that CadX is a matrix representing the adjoint operator adX . We recall the
following proposition from [13]:
Proposition 6.4.1. Let n = 2n′ be an even number and let ±iλ1, . . . ,±iλn′ (i =
√
−1) be the eigenvalues of X ∈ so(n). Then the eigenvalues of CadX are i(±λi ±
λj)(1 ≤ i < j ≤ n′) as well as zero with multiplicity n′. If n = 2n′ + 1 and
±iλ1, . . . ,±iλn′, 0 are the eigenvalues of X, then the eigenvalues of CadX are±iλi(1 ≤
i ≤ n′), i(±λi ± λj)(1 ≤ i < j ≤ n′) as well as zero with multiplicity n′.
Now, back to our application, we want to find the eigenvalues of the curvature
operator for SO(n) and Gk(n). From Theorems 6.2.1 and 6.2.3 we see that the
curvature operator at I and along X is given by Y 7→ −1
4
ad2X(Y ) for SO(n) and Y 7→
−ad2X(Y ) for Gk(n) with the extra condition of ‖X‖ = 1. The above proposition
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enables us to find the eigenvalues of the curvature operator. Note that we can write
λ1(−ad2X) = (|λ1(X)|+ |λ2(X)|)2, (6.39)
where λ1(A) and λ2(A) are the first and second largest eigenvalues in absolute value
of the symmetric matrix (or skew-symmetric) operator A, respectively.
6.4.3 2-norm Finsler Balls in SO(n)
The following Theorem characterizes strongly convex 2-norm (Finsler) balls in SO(n):
Theorem 6.4.3. For o ∈ SO(n) define the 2-norm (Finsler) ball
B2(o, ρ) = {oetX |X ∈ so(n), ‖X‖2 < ρ}. (6.40)




Moreover, the Riemannian distance function x 7→ d(o, x) is strictly convex inside
B2(o, ρ) along non-radial directions; and it is only convex along radial directions.
Proof. We partially follow [36] to prove the first part. Without loss of generality
we can assume that o coincides with I, the identity of SO(n). Let X, Y ∈ so(n)
and ‖X‖2, ‖Y ‖2 < ρ. Set x = eX and y = eY . We have x, y ∈ B2(I, ρ), and since
d2(x, y) < π there is a unique minimizing geodesic connecting x to y . Let z be
the unique midpoint of the minimizing geodesic connecting x to y. Note that z−1x
and z−1y have I as their midpoint. Therefore, by inversion we have (z−1x)−1 =
z−1y and z2 = zxz−1y. We write x̂ = zxz−1. Note that d2(I, x̂) = d2(I, x) < π.
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Therefore, there exists X̂ ∈ so(n) with ‖X̂‖2 < ρ such that x̂ = eX̂ , and we have
z2 = eX̂eY . From this and Theorem 6.4.1, due to the bi-invariance of d2, we have
d2(I, z
2) ≤ ‖X̂‖2 + ‖Y ‖2 < 2ρ < π, which implies that there exists Z ′ ∈ so(n) with
‖Z ′‖2 < 2ρ < π with z2 = e2Z′ . Therefore, z = eZ with Z = Z
′
2
and ‖Z‖2 < ρ
or equivalently d2(I, z) < ρ. This means that the midpoint of any minimizing
geodesic connecting two points in B2(I, ρ) belongs to B2(I, ρ). This proves the
strong convexity of B2(o, ρ). For the second statement, let X ∈ so(n) be such that
‖X‖2 and x = eX . In order to use (6.37) we normalize X as X̃ = X‖X‖ = Xd(I,x) (note
that ‖X‖ is the Riemannian norm in (6.6)). If λ1(|λ1| = ρ) and λ2 are the two largest
eigenvalues (in absolute value) of X, then the largest eigenvalue of −ad2
X̃
by (6.39)
is equal to (ρ+|λ1|)
2
d2(I,x)
. Hence, the largest eigenvalue of the curvature operator along





. Therefore, we have κ1 ≤ ρ
2
d2(I,x)
. Next, from (6.37) we see that






equivalently if ρ < π
2
. Along a radial direction the Hessian is zero.
6.4.4 2-norm Finsler Balls in Gk(n)
The next Theorem is the counterpart of Theorem 6.4.3 in Gk(n):
Theorem 6.4.4. For o ∈ SO(n) define the 2-norm (Finsler) ball
B2({oKk(n)}, ρ) = {{oetXKk(n)}|X ∈ gk(n), ‖X‖2 < ρ}. (6.41)




Moreover, the Riemannian distance function x 7→ d(o, x) is strictly convex inside
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B2(o, ρ) along non-radial directions; and it is only convex along radial directions.
Proof. Both parts follow with a very minor modification from the proof of Theorem
3.1 in [47]. The second part also can be shown similar to the previous theorem, by
noting that here κ1 <
4ρ2
d2({IKk(n)},x) .
Remark 6.4.4. These Finsler balls should not look esoteric. Recall that one can
associate [n
2
] angles, called angles of rotation, with any matrix in SO(n). B2(I, ρ)
is the set of all elements of SO(n) whose maximum angles of rotation (in absolute
value) are less than ρ. A similar interpretation is true for Gk(n) with principal angles
instead. However, here we need to allow for both positive and negative principal
angles. This means that for any s ∈ B2({IKk(n)}, ρ), its reflection with respect to
{IKk(n)} is also in B2({IKk(n)}, ρ). Figure 6.1 shows both B(0, ρ) and B2(0, ρ) in
so(n), which transform to B(I, ρ) and B2(I, ρ) in SO(n) via the matrix exponential.
The meaning of B2(I, ρ) being larger than B(I, ρ) is clear in the picture. The relation
between B(I, ρ) and B2(I, ρ) in SO(n) is very similar to the relation between the
unit circle and square in the plane.







B2(0, ρ) = {X ∈ so(n)|‖X‖2 < ρ}
B(0, ρ) ⊂ B2(0, ρ) ⊂ so(n)
Figure 6.1: In so(n), the 2-norm Finsler ball of radius ρ ≤ π is larger than the
Riemannian ball of radius ρ.
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6.5 Existence and Uniqueness of the Local Riemannian Lp Mean in
Finsler Balls
The following theorem gives existence and uniqueness of the local Lp in Finsler balls.
Recall that the local Lp mean in a set B is defined by solving minB̄ fp(x) (see (3.2)
and Section 3.1.1).
Theorem 6.5.1. Let {xi}Ni=1 be a set of data points in M = SO(n) which lies in a
Finsler ball B2(o, ρ) with ρ <
π
4
. The local Lp Riemannian mean (1 < p ≤ ∞) with
respect to the weight vector w for this set exists is unique and lies inside B2(o, ρ).
For p = 1 if the points do not lie on a geodesic, again the same holds, and if the
the points lie on a geodesic the mean might not be unique. The same holds for




Proof. We briefly give one proof for both SO(n) and Gk(n). First, note that the local
mean exists. Next, from Theorems 6.4.3, 6.4.4 and Corollary 2.4.1 we conclude that
for any two points q, x ∈ B(o, ρ), x 7→ dp(q, x)(p > 1) is a strictly convex function;
so is x 7→ fp(x). For p = 1, as before, we have the strict convexity of f1(x) if
not all the data points lie on a geodesic. For p = ∞, we might assume that the
L∞ is the minimum of x 7→ f̂(x) = maxi d2(xi, x), which is again strictly convex1.
Therefore, except for the possible degenerate case when p = 1, if the local Lp mean
does not lie on the boundary of B(o, ρ), then it is unique. To see that the mean
cannot lie on the boundary of B, first, recall the properties of strongly convex sets
1We borrow this trick from [76, p. 168], in which the trick is used to avoid the unpleasant
dealing with non-strict convexity of x 7→ d(xi, x).
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from Theorem 2.3.2. Let x be a point on the boundary of B2(o, ρ). Then, the
gradient of fp (1 ≤ p <∞) at x is a linear combination of a finite number of vectors
pointing inside B (see (3.6)); hence, itself will be pointing inside. This shows that
the Lp(1 ≤ p < ∞) mean cannot be on the boundary of B. For p = ∞, note that
there exists a vector in TxM pointing inside B to which all thee vectors exp
−1
x xi
make acute angle; and by the first variation of arc length moving along this vector
reduces f∞. Therefore, for 1 ≤ p ≤ ∞, x cannot be minimizer of fp. This completes
the proof.
Remark 6.5.1. The result about SO(n) is not completely new, it could be derived
with minor modifications from results in [36] or [16]. Ideally, one would like to have
the claims of the theorem to hold for the global Lp mean. Our efforts, unfortunately,
were not successfully in proving this. The reflection technique used by Buss and
Fillmore [17] which we also used to prove the global aspect of Theorem 3.2.1, seems
not adequate. One reason is that a 2-norm Finsler ball is not a Riemannian ball
(except for n = 2, 3). As a result a radial geodesic does not meet the boundary of
the Finsler ball perpendicularly.
Remark 6.5.2. Note that the local L∞ mean of {xi}Ni=1 ⊂ B2(o, ρ) is the center
of the minimal (Riemannian) ball of {xi}Ni=1, but this ball is not strongly convex,
necessarily.
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6.6 Existence and Uniqueness of Mean-Invariance Means in Finsler
Balls in SO(n) and Gk(n)
The following theorem gives the existence and uniqueness condition for pairwise, MI
and WMI means for points in Finsler balls in SO(n) and Gk(n):
Theorem 6.6.1. Let M = SO(n) and assume {xi}Ni=1 ⊂ B2(o, ρ) ⊂ M where
ρ < π
2
. The pairwise mean, MI and WMI means of this set exist, are unique and lie
in B2(o, ρ) and the results of Theorems 5.3.1 and 5.4.3 hold. The same statements




Proof. The proof is based on our previous results in Chapter 5. We give one short
proof for both parts. Note that since we have finite number of data points we can
assume that the points lie in B2(o, ρ
′) with ρ′ < ρ . Also note that all the operations
related to MI or WMI means remain valid inside B2(o, ρ
′). Now, the claim about
the pairwise mean follows from Theorem 5.3.1 with A = B2(o, ρ′). The claim for the
case of MI and WMI means also follows similarly from Theorems 6.4.3 (and 6.4.4
in case M = Gk(n)) and 5.4.3, with A = B(o, ρ
′) and A′ = B(o, ρ). Note that in all
cases the mean lies in B2(o, ρ).
Remark 6.6.1. This theorem gives the existence and uniqueness of pairwise, MI
and WMI means in 2-norm balls which are larger than the balls in Theorem 6.5.1
for local Lp means. While this might be considered as an advantage for recursive-
iterative means, we conjecture that the global Lp(p ≥ 2) mean should exist uniquely
in the same balls as Theorem 6.6.1 gives.
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Remark 6.6.2. In Theorem 5.4.4 we proved the existence and uniqueness of GWMI
means for data points in a Riemannian ball of specified radius. A generalization of
that theorem to Finsler balls, requires accurate analysis of the boundary (which is
nonsmooth) of the Finsler ball B2(o, ρ) in SO(n) or Gp(n). In particular, we need
to show that for {xi}Ni=1 ⊂ B2(o, ρ), the Lp mean of the data points belongs to the
interior of B(o, ρ). Notice that Theorems 3.2.1 and 6.5.1 have different assumptions
about the relative positions of the data points with respect to the boundary of the
balls. To show existence and uniqueness of the GWMI means, we have to establish
that the Lp(1 < p ≤ ∞) mean is a strongly convex mean function with respect to
Finsler balls instead of Riemannian balls (see Definition 5.2.1). This seems quite
plausible, but our efforts in showing that also were not completely successful.
Remark 6.6.3. The Perimeter Shrinkage (PS) scheme introduced in Section 5.3
remains valid if the data points do not belong to a strongly convex ball provided
d2(xi, xi+1) < π(1 ≤ i ≤ N). However, as explained in Theorem 5.3.2 the points
might converge to equidistance positions on closed geodesics.
6.7 Efficient Geodesic Interpolation and Extrapolation
In numerical computations we need to choose a numerical representation for our
manifold-valued data. Usually, this can be accomplished by choosing a suitable
embedding of the manifold in some Euclidean space. This leads to another possible
definition of mean, which is the so-called extrinsic mean:
Definition 6.7.1. Assume (M, d) is embedded in (RnE , ‖.‖), where ‖.‖ is the stan-
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dard Euclidean distance. Also denote the embedding of each x ∈ M with the
same letter. Denote by ProjM : R
nE → M the orthogonal projection operator
from the ambient space RnE onto the submanifold M . Then the extrinsic mean
of {xi}Ni=1 ⊂ M ⊂ RnE with weight vector w = [w1, . . . , wN ]T is defined by
µex = ProjM(µEC) where µEC =
∑N
i=1 wixi is the standard Euclidean weighted
average.
In some occasions it is easy to find the extrinsic mean. For example, as men-
tioned in Subsection 5.5.1 for unit sphere Sn in Rn+1, finding the related projection
operator is easy. It can be shown that the set of points in M whose projection onto
M is not unique has Lebesque measure zero [11]; hence, the extrinsic mean with
respect to a given embedding is almost always unique. On the other hand, since
there are many embedding possibilities, a given set of points can have many different
extrinsic means. Yet, there are some embeddings which have interesting properties
and bring about ease of calculations. The standard embedding of SO(n) in Rn×n
and the embedding of Gk(n) (as orthogonal projection matrices of rank k) in the
space of symmetric matrices are so. These two embeddings allow us to perform fast
geodesic midpoint calculation, as we shall see in the next two subsections.
6.7.1 Efficient Geodesic Interpolation and Extrapolation in SO(n)
The standard embedding of SO(n) in Rn×n is just the usual representation of
elements of SO(n) as n × n matrices. We also measure the distance between
x1, x2 ∈ SO(n) ⊂ Rn×n by the Frobenius norm as ‖x1 − x2‖F . The projection
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of x ∈ Rn×n onto SO(n) is defined by
ProjSO(n)(x) = argminy∈SO(n)‖x− y‖2F . (6.42)
It is easy to check that, if the determinant of x is positive, then ProjO(n)(x) = UV
T ,
where x = UΣV T is an SVD of x [43, p. 432]. Recall that an n × n matrix
can be written as x = PΘ, where P is positive semi-definite and Θ (called the
right polar factor) is orthogonal [43, p. 413]. There is also the so-called left polar
decomposition for which x = QR, where the polar factor Q is orthogonal and R is
positive semi-definite. If x is non-singular, then the polar factors are unique and
also Q = Θ. Moreover, if x is a normal matrix (i.e., xxT = xT x), then R = P . Since
x = UΣUT UV T , we have Θ = UV T , provided x is non-singular. With this brief
preparation we state the following theorem:
Theorem 6.7.1. Consider the standard embedding of SO(n) in Rn×n. Let x1, x2 ∈
SO(n). We have the followings:
1. If µEC(x1, x2) =
x1+x2
2
= UΣV T is an SVD of µEC(x1, x2), then µ 1
2
(x1, x2) =
µex(x1, x2) = UV
T . This operation produces a unique midpoint as long as x1
is not a cut point of x2. In particular, if d2(x1, x2) < π the operation remains
valid.
2. The extrapolated point Ext1(x1, x2) = x1x
T
2 x1 is the reflection of x2 with
respect to (w.r.t) x1 along the minimizing geodesic connecting x2 to x1. Unless,
x1 and x2 are antipodal points (i.e., d2(x1, x2) = π) the extrapolated point will
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be different from x2.







both are equal to the polar factor of x1+x2
2
. This holds if x1+x2
2
is nonsingular, in
which case the polar factor is equal to UV T , where UΣV T is an SVD of x1+x2
2
.
It is easy to check that x1+x2
2
is nonsingular, and its determinant is positive if no
eigenvalue of xT2 x1 is −1. This will be true if d2(I, xT2 x1) < π. This proves item
1 of the theorem. The first part of item 2 follows from the fact that inversion (or
transpose) is an reflection isometry w.r.t to the identity. Unless the reflected point
and the identity lie on a closed geodesic and in an antipodal positions the reflection
will not coincide with the original point. This proves the second part of 2.
Corollary 6.7.1. The above interpolation and extrapolation operations are well-
defined if x1 and x2 lie in a strongly convex domain, in particular in a Finsler ball
of radius ρ < π
2
.
The above theorem helps us in constructing the geodesic between two points
or extrapolating the geodesic between them in an iterative process and without the
use of matrix logarithm and exponential. Table 6.1 gives the pseudo-codes for con-
struction of the geodesic between two points and extending the geodesic beyond
them based on midpoint calculation and reflection operation. For the interpolation
part, at each level, given a set of points on the geodesic, we generate new midpoints
and double the number of intermediate points this way. The extrapolation part is
nothing but a reflection operation, but it can be complemented by another interpo-
lation between the reflected point and the new point. Note that the direct numerical
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Dyadic geodesics interpolation
1. Let M = SO(n) or M = Gk(n). Assume two non-antipodal points
x0, x1 ∈ M . Set i = 1 and fix integer K ≥ 1.





(xj, xj+1) from item 1 of Theorem 6.7.1 or 1 of Theorem 6.7.2.
3. Re-index the 2i + 1 points to 0, . . . , 2i − 1, increment i. If i > K stop;
otherwise goto step 2.
Dyadic geodesics extrapolation
1. Let M = SO(n) or M = Gk(n). Consider x0, x1 ∈ M . Set i = 1 and fix
integer J ≥ 1.
2. Level i: Given points {x0, . . . , xi−1, xi}, find xi+1 = Ext1(xi, xi−1) from
item 2 of Theorem 6.7.1 or item 2 of Theorem 6.7.2.
3. Increment i. If i > J stop; otherwise goto step 2.
Table 6.1: Pseudo-code for dyadic geodesic interpolation and extrapolation.
calculation of the form µ 1
2
(x1, x2) = x1e
1
2
log xT1 x2 compared with the SVD based mid-
point calculation in 1 has much higher complexity. Finding the matrix logarithm
has the heaviest load, although matrix exponential is also computationally demand-
ing. Moreover, in numerical calculation of log xT1 x2, there is no guarantee that the
result is skew-symmetric to machine precision and one might need to use special
algorithms for this purpose [23]. Without going into the details of the complexity
of the related numerical algorithms we give an example to compare the direct and
dyadic interpolation methods.
Example 6.7.1. We perform a comparison between the computational times for
direct and the dyadic geodesic construction techniques in MATLAB c©. Table 6.2
shows the main parts of the used MATLAB code. We try levels K = 1 and K = 2,
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Table 6.2: Left: Main part of a MATLAB code to compute the geodesic between
x1, x2 ∈ SO(n) at two levels K = 1 and K = 2 using dyadic efficient interpolation
(See Table 6.1. Right: Main part of a MATLAB code to compute the geodesic
between x1, x2 ∈ SO(n) at level K, by direct matrix logarithm-exponential calcula-
tions.
i.e., 1 and 3 intermediate points. In the direct method, instead of finding log xT1 x2
per computed point we just find E = e
1
2K
log xT1 x2, and in the subsequent calculation
use it to make the method more efficient. Table 6.3 shows the results of the median
of the computation time for the two methods. It is clear that the dyadic method is
much faster. However, note that its efficiency decreases by the level or the number of
the generated points geodesic. As explained before, the efficiency of the algorithm
mostly stems from avoiding the use of matrix logarithm. At the same time the
direct method needs to find the logarithm only once; therefore, as K increases that
advantage of the dyadic method decreases. It is interesting to mention that the first
step in some of the most powerful methods for computing the logarithm of a matrix
A (including the method used in MATLAB) is the so-called “inverse scaling and
squaring” [22], in which successive square roots of A, that is A
1
2i (i = 1, 2, . . .), are
found. On the other hand, finding the geodesic midpoint involves finding e
1
2
log xT1 x2 ,
which is nothing but the square root of xT2 x1. Theretofore, it should not be surprising
that the dyadic method is at least 10 times faster than the direct method at Level
K = 1.
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Table 6.3: Comparison between computation times for two geodesic interpolations
MATLAB codes in Table 6.2. We try two levels K = 1 and K = 2. Times are in
Seconds and each is the median of 100 independent runs.
6.7.2 Efficient Geodesic Interpolation and Extrapolation in Gk(n)
We mentioned about the isometric identification of Pk,n the space of n× n orthog-
onal projection matrices of rank k and Gk(n) in Subsection 6.2.2.1. By standard
embedding of Pk,n in Sn, the space of n× n positive semi-definite symmetric matri-
ces, we can define the extrinsic mean of {xi}Ni=1 ⊂ Pk,n as ProjPk,n(µEC(x1, . . . , xN)),
as before. Here, ProjPk,n : Sn → Pk,n is defined as
ProjPk,n(x) = argminy∈Sn‖x− y‖
2
F . (6.43)
The following lemma gives this projection operator explicitly:
Lemma 6.7.1. Let A ∈ Rn×n be symmetric and positive semi-definite. Then we
have ProjPk,n(A) = PA = UU
T , where Un×(n−k) is a matrix whose columns are the
eigenvectors of A associated to its k largest eigenvalues. If the k largest eigenvalues
of A are strictly larger than the rest, then PA is unique.
Proof. We recall that any n×n orthogonal projection P of rank k, can be associated
to a k-dimensional subspace of Rn, S, and P can written as P = UP U
T
P where UP is
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an n× k matrix whose columns are an orthonormal basis of S. Now let A = UΣUT
be the full SVD or EVD of A, where Σ = diag(σ1, . . . , σn) with σ1 ≥ . . . ≥ σn ≥ 0.
We want to find a P or a UP which minimizes
f(P ) = ‖UPUTP − A‖2F . (6.44)
Up to a additive and multiplicative constants f(P ) is equal to −tr(UP UP A). So we
need to maximize maxUP tr(UP U
T






Note that P̃ = UT UP (U
T UP )
T again is a rank k orthogonal projection matrix. The
above function is equal to
∑
i P̃iiσi, where P̃ii is the i
th element on the diagonal of P̃ .
It is easy to check that any entry of an orthogonal projection matrix is not larger
than 1 in absolute value. Therefore, the maximum value
∑
i P̃iiσi can achieve is
∑k





. But by choosing UP equal to the first k
columns of U we can achieve this particular P̃ and that maximum. This completes
the proof.
Next, we have the following theorem:
Theorem 6.7.2. Let S1 and S2 be subspaces representations of s1, s2 in Gk(n), re-
spectively. Also let P1 = S1S
T
1 and P2 = S2S
T
2 denote the corresponding orthogonal
projection matrices associated with s1 and s2. We have:
1. The extrinsic mean of s1 and s2 (or P1 and P2) can be expressed as µex(P1, P2) =
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ProjPk,n(µEC(P1, P2)) = SS
T , where S is an n × k matrix of k eigenvectors




SST is the orthogonal projection matrix associated with the midpoint of the
minimizing geodesic between s1 and s2 and S is a subspace representative of




2. Denote the reflection of s2 w.r.t s1 along the minimizing geodesic connecting
them by Ext1(s1, s2). Then Ext1(s1, s2) has the subspace representation (2P1−
I)S2.


































SVD or EVD of P , then P2 = QUP̃2Σ(QUP̃2)
T is an the SVD of P2. Moreover, for
SVD’s of µEC =
P1+P2
2
and E = P1+P̃2
2
we have a similar relation, due to the special
forms of P1 and Q. Now, we compute an SVD of E. Note that since E is symmetric






diag(cos2 θ1+1,...,cos2 θk+1) diag(cos θ1 sin θ1,...,cos θk sin θk) 0
diag(cos θ1 sin θ1,...,cos θk sin θk) diag(sin




Note that θi appears in four entries of E at locations (i, i), (i, i + k), (i + k, i) and
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1+cos2 θi cos θi sin θi




It is easy to check that Ei has λi,1 = cos
2 θi
2




Note that since θi <
π
2









; and hence, λi,1 > λj,2 for 1 ≤ i, j ≤ k. The corresponding















. Now one can check
that E has 2k eigenvalues λk,1 ≥ . . . ≥ λ1,1 > λ1,2 ≥ . . . ≥ λk,2 (1 ≤ i ≤ k) and
the rest of its n − k eigenvalues are zero. The corresponding eigen matrix can be
constructed as UE = [ŨE , Ũ
⊥































and Ũ⊥E is an n× (n− 2k) matrix whose columns span the orthogonal complement
of the subspace spanned by the columns of ŨE . Also define the diagonal matrix Λ
as
Λ = diag(cos2 θ1, . . . , cos
2 θ1, sin
2 θ1, . . . , sin




Note that E = UEΛU
T
E is an SVD (or EVD) of E. By Lemma 6.7.1, the projection
of E onto the space of orthogonal projection matrices of dimension n× n and rank
k is PE = UU



















the first statement. To prove item 2, we recall the reflection formula (6.19). The
















Therefore, (2P1− In×n)S2 spans the same subspace as S ′2 (the geodesic reflection of
S2 with respect to S1).
6.8 Two Applications
There has been an increasing number of real-world applications of averaging or
finding the mean for manifold-valued data. Of course, most applications are related
to the cases where the underlying manifold is a homogenous space. Here, we consider
two less explored applications, where the ideas introduced in this chapter fit and
serve very well. The first one is the extension of the famous Nelder-Mead algorithm
to SO(n) for maximization of a non-smooth function. The second application is
the clustering of subspaces by extension of the K-means algorithm to Gk(n)
1. Our
emphasis is on using the pairwise mean (instead of the Riemannian L2 or the MI
mean). Also for finding the pairwise mean and other related calculations we use the
efficient methods introduced before.
1The author envisioned these two applications in the early stages of this research. However,
later he found out that they had already been studied by other researchers. Papers [25, 63] and [37]
(and possibly few others) address the two mentioned applications, respectively. Nevertheless, the
treatment presented here is developed independently and differs from the ones in the mentioned
references.
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6.8.1 Nelder-Mead Direct Search Algorithm in SO(n)
Direct search methods for optimization try to find a minimum of a function without
the use of derivative information [55]. They usually are very useful in cases where the
function is non-smooth, its derivative is expensive or impossible to compute or the
function is not a even numerical in its nature. A very popular direct search algorithm
known as Nelder-Mead simplex algorithm [70] can be easily extended from Rn to a
manifold and in fact it can be efficiently implemented in SO(n) or Gk(n) using the
methods introduced, before. Interestingly, the Nelder-Mead algorithm encompasses
all the operations we mentioned so far: finding the center of mass, geodesic midpoint
assignment and geodesic reflection of a point with respect to another one. We briefly
describe the algorithm and give an example of its use for solving a non-differentiable
maximization problem with applications in adaptive optics.
In Table 6.4 a pseudo code for the Nelder-Mead algorithm which is adapted to
a Riemannian manifold M is given. The adaptation of the original Euclidean version
to M is straightforward, and mainly is achieved by the obvious use of the exponential
map of M . The algorithm consists of very simple steps. Denote the dimension of
M by m. The algorithm will be given initial m+1 points considered as vertices of a
simplex. Then, through a sequence of function evaluations, numerical comparisons,
center of mass calculations and reflections the initial simplex will move, shrink or
expand, and typically by getting close to a minimum point the simplex starts to
shrink such that it finally will converge to that point. The stopping criterion in
Step 3, compares the size of the current simplex with a given threshold to stop. We
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should mention that except for special cases there is no proof for convergence of
this algorithm. Nevertheless, the Nelder-Mead algorithm has remained a popular
tool among many practitioners in many different fields [55]. Here, we choose to use
the pairwise mean as the center of mass in Step 4. Note that, interestingly, all the
operations in Steps 4-8 can be calculated via pairwise operations. Also note that
the operation of expansion in Step 6 which gives xe = expx̄(−2 exp−1x̄ xm+1) can be
viewed as the reflection of x̄ with respect to xr which itself is the reflection of xm+1
with respect to x̄, and was computed in Step 5. Our concern, of course, should be
that the defined operations remain well-defined. For this also there is no guarantee,
unless we keep track of the points and force them to remain in valid distances, which
can be prohibitively expensive or impractical. Nevertheless, one hopes that in the
case of SO(n) or Gk(n) by starting in a large convex 2-norm Finsler ball the iterates
will stay there.
6.8.1.1 An Application in Adaptive Optics: Maximization of a
Non-differentiable Function in SO(n)
In [27], for applications in adaptive optics, maximization of the non-differentiable








is proposed. Here, {Ci}Ni=1(N ≥ 2) is a set of symmetric matrices. Without loss
of generality we can assume that the domain of f is SO(n). The mentioned max-
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Nelder-Mead Algorithm on a Riemannian Manifold
1. Let (M, d) be a complete Riemannian manifold of dimension m with
exponential map expx at x ∈M . Consider f : M → R. Set ǫ > 0
2. Choose x1, . . . , xm+1 ∈M .
3. if maxi,j d(xi, xj) < ǫ, then stop; else, reorder the points such that
f(x1) ≤ . . . ≤ f(xm+1) and goto step 4.
4. Find x̄ the center of mass of {xi}mi=1.
5. (Reflection) Find xr the reflection of xm+1 w.r.t. x̄ as xr =
expx̄(− exp−1x̄ xm+1)
(a) if f(x1) ≤ f(xr) < f(xm), then xm+1 ← x̄ and goto step 3.
6. (Expansion) if f(xr) < f(x1), then find xe the expansion of xm+1 w.r.t.
x̄ as xe = expx̄(−2 exp−1x̄ xm+1).
(a) if f(xe) < f(x1), then set xm+1 ← xe and goto 3, else set
xm+1 ← xr and goto step 3




exp−1x̄ xxm+1) = µ 1
2
(x̄, xm+1)
(a) if f(xc) ≤ f(xm+1), then set xm+1 ← xc and goto 3
(b) else goto step 8
8. (Reduction) For i = 2, . . . , m + 1 set xi ← µ 1
2
(xi, x1) and goto step 3
Table 6.4: Pseudo-code of the Nelder-Mead algorithm on a Riemannian manifold
M .
imization problem does not have a unique solution [27]. In the special case that
N = 2, C1 = C and C2 = 0n×n, the maximum value of f is equal to sum of the
positive eigenvalues of C, and certainly a solution in this case is the transpose of the
eigen-matrix of C [27]. For this special case we examine the Nelder-Mead algorithm
adapted to SO(n) to minimize −f . Let C be as follows (to 4 decimal digits)
C =
[
1.0133 0.7204 1.0904 0.1530
0.7204 −0.4630 −0.5926 1.4637
1.0904 −0.5926 0.8661 −0.9719




The eigenvalues of C are 2.2136, 1.6085,−0.9703 and −2.0769. Therefore, the max-
imum of f which is equal to the sum of positive eigenvalues of C is 3.8220. To start
the Nelder-Mead algorithm, we need to choose a simplex with m+1 vertices, where
m is the dimension of M . Here, m = n(n+1)
2
= 10. We generate m + 1 = 11 random
points inside the Finsler ball B2(0,
π
2
) as the initial simplex. We use the pairwise
mean as the center of mass in Step 4 of the algorithm. For this step, reflection,
expansion, contraction and reduction steps (see Steps 5-8) we use efficient interpo-
lation and extrapolation schemes introduced in Theorem 6.7.1. Note that in the
reflection step 5 we have xr = x̄x
T
m+1x̄, and in the expansion step xe is the reflection
of x̄ with respect to xr; therefore xe = xrx̄
T xr, which can be computed efficiently
again. After almost 110 iterations the calculated value for max f will be equal to
3.8220, in four decimal digits. Denote the solution in four decimal digits by x∗. We





0.5325 −0.5910 −0.5908 −0.1346
−0.7519 −0.0551 −0.6477 0.1102
0.3817 0.6164 −0.4003 0.5605





[ −1.0807 0.0000 0.0000 −0.3316
0.0000 2.1020 0.2347 −0.0000
0.0000 0.2347 1.7200 0.0000




Note that with C1 = C as above and C2 = 04×4, we have f(x∗) = 4.8311. The
convergence is slow in terms of the number of iterations. However, we should note
that the computation load for each step is not significant. To see the behavior of the
calculated maximizer in terms of iteration index, we have tabulated the approximate
maximum in 15 decimal digits in Table 6.5. The last row shows max f in 15 decimal
digits, which is found using the (numerical) eigenvalues of C. We should note,
despite their slow convergence, in many practical problems direct search methods
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Table 6.5: Computed maximum of the non-differentiable function f in (6.52) in
terms of the iteration index in the Nelder-Mead algorithm in SO(4).
including the Nelder-Mead algorithm are the only choices.
6.8.2 Clustering of Subspaces
Data clustering is an important task in many data and signal processing algorithms.
The standard clustering problem consists of clustering N data points x1, . . . , xN in
Rn to Nc clusters C1, . . . , CNc such that the members in cluster Ci are closer to
the center of Ci than to the center of any other clusters. By the center of Ci we
mean the Euclidean mean of the data points in Ci. The center of each cluster can
be used as a representative of the cluster or its members in subsequent analysis.
A very popular algorithm to solve this problem is an iterative algorithm called
the K-means algorithm [39]. In occasions, we might encounter a situation where
our data points are linear subspaces themselves and we would like to cluster the
data. This problem can be named as Grassmannian Clustering [37]. Interestingly,
Grassmannian-valued data appear in different applications and clustering of such
data has many potential applications. Two interesting application are the pre-coder
codebook design [68] and channel quantization in Multi-Input Multi-Output wireless
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communication channels [48, 54]. In [37] a Grassmannian K-means algorithm and
in [54] a similar K-means algorithm together with the related Vector Quantization
algorithm are proposed. These two algorithms use the extrinsic mean (see Section
6.7) for points on Gk(n), mostly due to the ensued ease of calculation. Here, we
implement a K-means algorithm with the pairwise mean, which is the easiest mean
to compute (among all the means we studied).
K-means Algorithm on a Riemannian Manifold
1. Let (M, d) be a complete Riemannian manifold. Consider a set of data
points {xi}Ni=1. Fix Nc ≤ N .
2. Randomly partition {xi}Ni=1 into Nc non-empty clusters C1, . . . , CNc .
3. for i = 1, . . . , Nc, find x̄Ci the center of Ci.
4. for i = 1, . . . , N , if d(xi, x̄Cj ) ≤ d(xi, x̄Cl)∀l 6= j then place xi in Cj . if
more than one j satisfies that condition choose one of them randomly.
5. if one of the clusters is empty assign one data point to it randomly.
6. if in Step 4, none of the clusters have changed, then stop; else goto
Step 3.
Table 6.6: Pseudo-code for the K-means algorithm on a Riemannian Manifold M .
It is assumed that finding the center of mass is a well-defined operation.
6.8.2.1 An Example of Clustering of Subspaces With the K-means
Algorithm
In our example, we generate some data points in Gk(n) (k = 3 and n = 20) around
Nc = 3 centers, and then try to cluster the data points and recover the centers
via the K-means algorithm. First, we briefly describe the process to generate these
data points. Denote the centers by c1, c2, c3 ∈ Gk(n) and the associated subspace
representation by S1, S2, S3 ∈ Rn×k. We set d2(c1, c2) = π24 = l2 and d2(c1, c3) = π6 =
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where the elements of C̄i are of uniform distribution on the interval [0, 1]. We then
normalize Ci as Ci ← Ci‖Ci‖2 li. Now Si is equal to the first k columns of e
Ci . Note
that C1 = 0. Next, we generate the actual data points around these centers. We
generate n1 = 6, n2 = 3 and n3 = 2 points around c1, c2 and c3, respectively, as
follows:





1 ≤ i ≤ Nc, 1 ≤ j ≤ ni, (6.56)
where Wi,j ∈ R(n−k)×k manifests the noise, and is of standard normal elements and
ν is a constant controlling the noise power. We set Xij as the first k columns
of eXi,j . After shuffling all these subspaces we relabel them as X1, . . . , XN , where
n = n1 + n2 + n3 = 11. The parameter ν is a variable that we shall change. First
we set ν = 0.05. We implement the K-means algorithm as in Table 6.6 and choose
the pairwise mean to find the center of mass of the clusters in Step 3. We perform
20 iterations to compute the pairwise mean. If the algorithm recovers the clusters
correctly, then either based on the number of points in each estimated cluster or
based on the distances d(ci, ĉj) we can recover the label of each of center. We do
this relabeling and show the distances between the estimated centers of clusters and
the original centers in Table 6.7. The left panel in Table 6.7 shows the median of
the distances between the estimated centers and the original centers for T = 100
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d(ci, ĉi) ĉ1 ĉ2 ĉ3
c1 0.0416 0.5657 0.4712
c2 0.5614 0.0392 0.4592
c3 0.4639 0.4613 0.0406
d(ci, ĉi) ĉ1 ĉ2 ĉ3
c1 0.1884 0.5268 0.3821
c2 0.5310 0.1885 0.4356
c3 0.3911 0.5160 0.1434
Table 6.7: Distances between the centers of the estimated clusters by the K-means
algorithm (on G3(20)) and the original centers in the example of Subsection 6.8.2.1.
Each number is the median of the results of 100 independent runs of the experiment.
The table on the left shows the distances for noise level ν = 0.05, and the one on
the right shows the distances for ν = 0.20. The ability of the K-means algorithm
to correctly detect the clusters reduces as ν increases.
independent runs. The distances are computed from (6.20). The centers are kept
fixed and the data around them are generated in each run. Next, we increase the
noise level ν to 0.20, and show the results of T = 100 runs in the right panel of
Table 6.7. Expectedly, the ability of the K-means algorithm to resolve the clusters
decreases by increasing the noise, and as can be seen d(ci, ĉi) increases as ν increases.
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Chapter 7
Conclusions and Future Research Directions
In this dissertation we studied some mostly theoretical aspects of the problem of
averaging on Riemannian manifolds. There are different ways of defining means of
data points on a Riemannian manifold, and we studied in detail two of them: the
Riemannian Lp mean (in Chapters 3 and 4) and the recursive-iterative means (in
Chapter 5). The most immediate question is that of existence and uniqueness of a
defined mean. In Theorem 3.2.1 one such a question is answered for Riemannian Lp
means. This result improves upon previous results such as the one in [61]. However,
there might be room for further improvement, e.g., in Theorem 3.2.1 can we get
rid of the specific shape of the domain that includes the support of the probability
measure (i.e., a ball)?
In Chapter 4, we studied the L∞ center of mass, smoothness and convexity
properties of the Riemannian Lp mean, and averaging or sensitivities properties of
the L2 mean. With regards to convexity there are still several open questions as
explained in Section 4.5 which especially might be of interest to pure geometers, as
the convex hull of finite points in a Riemannian manifold is still a mystery. Possible
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practical implications of the non-averaging properties whcih we explained in Section
4.6 can be a subject for further research. The fact is that in a manifold of positive
curvature, our intuition about the notion of average or mean might turn out to be
wrong, and this issue deserves further experimental study. Also we introduced the
notion of weak averaging property which is a global notion, and in Theorem 4.6.1
we identified the radius of a ball containing the data points to guarantee the weak
averaging. We also conjecture that this radius can be improved (see Conjecture
4.6.1). We did not study in detail the computational methods for finding the Lp
mean. However, convergence analysis of gradient descent and other algorithms are
widely open questions. See [61] for a result which guarantees convergence of the
gradient descent for finding the L2 mean in symmetric spaces, provided the data
points are in a ball which is smaller than the one that is needed to have a unique
mean.
In Chapter 5 we studied a large class of recursive-iterative means which are
defined based on the notion of mean-invariance. Our analysis generalizes the theories
developed in [5] and [59]. The notion of a primitive vectorial mean function and
the use of the radius of the minimal ball as a Lyapunov function allowed us to
develop a theory, in Section 5.2, which parallels the Perron-Frobenius theory about
the infinite power of a primitive stochastic matrix. Of course, an important part of
the Perron-Frobenius theorem is the explicit description of the limit mean function,
which in a Riemannian manifold is very difficult describe. We also studied the
dynamical system point of view of recursive-iterative means. We also studied the
simple pairwise mean and its relation with Perimeter Shrinkage scheme and cyclic
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pursuit on manifolds. An open problem in this regard is to design an algorithm
which brings a set of agents in cyclic pursuit to a closed geodesic in a stable fashion.
We also studied weighted MI and Generalized Weighted MI (GWMI) means which
can resemble the behavior of the Lp means. A main shortcoming of the recursive-
iterative means is that it is not easy to associate statistical notions to them. For
example, it is not obvious what the best way is to define a quantity associated with
the MI mean which parallels the variance in the case of the L2 mean.
In Chapter 6, we focused on results specific to SO(n) and Gk(n). These man-
ifolds appear naturally in many applications, and numerical computations on them
boil down to standard matrix calculations. Our major focus was on identifying 2-
norm Finsler balls of appropriate radius as domains of existence and uniqueness of
the Lp and MI means. Our efforts were not completely successful especially with
respect to the Lp mean. In particular, we were only able to show that in a 2-norm
ball of radius smaller than half of the largest strongly convex 2-norm Finsler ball,
the local (and not global) Lp mean exists uniquely (see Theorem 6.5.1). Also while
we could show that in the largest convex Finsler balls the MI and WMI means exist
uniquely, we were not able to extend this result to GWMI means (see Theorem 6.6.1
and remarks afterwards). As explained in the remarks of Theorem 6.6.1, we conjec-
ture that these results can be improved. We also studied some computational aspects
of averaging on SO(n) and Gk(n). In particular, using some standard embeddings
of SO(n) and Gk(n) in Euclidean space and in the space of symmetric matrices,
respectively, we gave the formulas to find the midpoint of the minimizing geodesic
between two points without the use of the matrix exponential and logarithm. This
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calculation can be used to efficiently find the MI and pairwise means. We also stud-
ied two simple examples: the Nelder-Mead direct search algorithm on SO(n) and
the K-means clustering algorithm on Gk(n) both of which have components that
can be implemented efficiently via the methods we introduced.
Besides the above mentioned open problems which are directly related to our
work, there is a major research direction that can be pursued. An important class of
problems arises when we know that a data set belongs to an unknown manifold, e.g.,
a low dimensional manifold and we still want to process this data set. Therefore,
one has to both learn the manifold and its exponential map, and perform data
analysis. Learning a manifold has close relations with approximating a manifold
with a graph (see e.g., [86, 57, 8]), and it would be very interesting to study existence
and uniqueness conditions and other properties of the means based on the quantities
associated with the graph of the data.
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