We study the behaviour of slow manifolds for two different discretization schemes of fast-slow systems with canard fold points. The analysis uses the blow-up method to deal with the loss of normal hyperbolicity at the canard point. While the Euler method does not preserve the folded canard, we can show that the Kahan discretization allows for a similar result as in continuous time, guaranteeing the occurence of canard connections between attracting and repelling slow manifolds upon variation of a bifurcation parameter. Furthermore, we investigate the existence and properties of a formal conserved quantity in the rescaled Kahan map.
Introduction
Systems with canards through fold points can be studied starting from the ordinary differential equation (ODE)
where we interpret ε > 0 as a small time scale sepration parameter between the fast variable x and the slow variable y. System (1.1) represents the simplest normal form of a fast-slow system exhibiting a canard point at the origin for λ = 0. The canard point is a fold point past whom trajectories connect an attracting slow manifold and a repelling slow manifold, also described as canard solution [1, 6, 17] . The origin is called singular since hyperbolicity of the dynamics breaks down at this point.
When the vector field in equation (1.1) contains additional perturbation terms in x, y, ε, λ, a functional relation between λ and ε can be discovered that guarantees the existence of such canards beyond the form (1.1) with λ = 0. Krupa and Szmolyan [15] have analyzed canard extensions for perturbations of equation (1.1) by using the blow-up method which allows to deal with the nonhyperbolic singularity at the origin. The key idea to use the blow-up method [4, 5] for fast-slow systems goes back to Dumortier and Roussarie [6] . They observed that this technique may convert non-hyperbolic singularities at which fast and slow directions interact into partially hyperbolic problems. The method inserts a suitable manifold, e.g. a sphere, at the singularity and describes the extension of hyperbolic objects through a neighbourhood of the singularity via the partially hyperbolic dynamics on this manifold; see e.g. [19, Chapter 7] for an introduction and [23, 22, 24, 10, 15, 18, 20] for a list of a few, yet by no means exhaustive, list of different applications to planar fast-slow systems. The dynamics on the mainfold are usually analyzed in different charts.
The crucial observation for proving the extension of canards in [15] is the existence of a constant of motion for the dynamics in the rescaling chart K 2 in the blown-up space. This constant of motion can be used for a Melnikov method which computes the separation of the attracting and repelling manifold under perturbations, in particular giving the parameter combinations of ε and λ for which the manifolds still intersect such that a canard connection is formed.
The observation of this constant of motion suggests that the time discretization of the canard problem demands for a structure preserving method in order to retain the property of canard connections. We investigate time discretization of the ODE (1.1) via the Kahan-Hirota-Kimura discretization scheme (see e.g. [14, 26] ) that has produced integrable maps, i.e. maps that conserve a certain quantity, in several examples of quadratic vector fields. Introducing the step size h > 0, the Kahan discretization of the ODE (1.1) gives the two-dimensional map (1.2)
In particular, we will compare the properties of this scheme with the explicit Euler discretization of equation (1.1), given by
3)
The loss of hyperbolicity at the origin also holds for the maps (1.2) and (1.3) . This suggests to apply the blow-up method, which has so far mainly been used for flows, to the fast-slow dynamical systems induced by these two maps. In that way we add the problem of folded canard solutions to the list of key examples for discrete-time fast slow systems with non-hyperbolic singularities that can be compared to continuous-time analogues, as already seen in the cases of the fold singularity [25] , the transcritical singularity [7] and the pitchfork singularity [21] . In the latter two cases also canards turned up that could easily be preserved by the Euler schemes.
In the situation of the folded canard problem, the integrable structure turns out to be crucial also for choosing the appropriate discretization scheme. In this paper we show that the Kahan map (1.2) exhibits canards for λ = 0, while the Euler map (1.3), for h > 0 fixed and sufficiently small fixed ε > 0, does not. In particular, we find that, in the rescaling chart K 2 of the blow-up, the Kahan discretization has an invariant curve with special trajectory γ h , separating bounded and unbounded solutions, analogously to the ODE case. Such a curve is shown not to exist for the Euler discretization.
Adding (quadratic) perturbations in x, y, ε, λ to the normal form (1.1), the corresponding Kahan discretization can further be shown to provide canard extensions for a functional relation between λ and ε, coinciding with the ODE result [15] up to leading order. The proof uses a discrete-time Melnikov method making use of the separatrix solution γ h in the rescaling chart K 2 . The re-transition to the original coordinates also depends on a detailed analysis of the entering and exiting chart K 1 where the attracting and repelling manifolds and their transition into K 2 are established.
The remainder of the paper is structured as follows. Section 2 recalls the setting of fastslow systems in continuous time and summarizes the main result on folded canard extensions, Theorem 2.1, with a short sketch of the proof, as given in [15] . In Section 3, we turn to the problem of corresponding discretization schemes, establishing the blow-up transformation for the discretized problem in Section 3.1. We discuss the Euler discretization and its failure to preserve the canard structure in Section 3.2. The remainder of Section 3 then discusses the various results and insights for the Kahan scheme: while in Section 3.3.1 the dynamics in the entering and exiting chart K 1 are analyzed, the existence of the separatrix solution in the rescaling chart K 2 and its transitions into K 1 are established in Section 3.3.2, where we also discuss the role of a formal conserved quantity. After briefly treating a potential symplectic discretization of the rescaled ODE system transformed into Hamiltonian coordinates, we conduct the Melnikov computation along the invariant curve in Section 3.3.4, leading to the proof of Theorem 3.10, which is the discrete-time analogue to Theorem 2.1.
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Canard extension through a fold in continuous time

Fast-slow systems
We start with a brief review and notation for continuous-time fast-slow systems. Consider a system of singularly perturbed ordinary differential equations (ODEs) of the form
where f, g, are C k -functions with k ≥ 3. Since ε is a small parameter, the variables x and y are often called the fast variable(s) and the slow variable(s) respectively. The time variable in (2.1), denoted by τ , is termed the slow time scale. The change of variables to the fast time scale t := τ /ε transforms the system (2.1) into the ODEs
Both equations correspond with a respective limiting problem for ε = 0: the reduced problem (or slow subsystem) is given by
and the layer problem (or fast subsystem) is
We can understand the reduced problem (2.3) as a dynamical system on the critical manifold
Observe that the manifold S 0 consists of equilibria of the layer problem (2.4). S 0 is called normally hyperbolic if the matrix D x f (p) ∈ R m×m for all p ∈ S 0 has no spectrum on the imaginary axis. For a normally hyperbolic S 0 Fenichel Theory [8, 13, 19, 29] implies that for ε sufficiently small, there is a locally invariant slow manifold S ε such that the restriction of (2.1) to S ε is a regular perturbation of the reduced problem (2.3). Furthermore, it follows from Fenichel's perturbation results that S ε possesses an invariant stable and unstable foliation, where the dynamics behave as a small perturbation of the layer problem (2.4).
A challenging phenomenon is the breakdown of normal hyperbolicity of S 0 such that Fenichel Theory cannot be applied. Typical examples of such a breakdown are found at bifurcation points p ∈ S 0 , where the Jacobian D x f (p) has at least one eigenvalue with zero real part. The simplest examples are folds or points of transversal self-intersection of S in planar systems (m = 1 = n). In the following we focus on the particularly challenging problem of fold points admitting (maximal) canard solutions.
Main result on folded canard extension
We introduce an additional real parameter λ and consider a family of planar ODEs similar to (2.2), namely,
We assume that at λ = ε = 0, the vector fields f and g satisfy the conditions of a folded singularity at (x 0 , y 0 ) = (0, 0) as well as of a canard point (see [15] for details). By a local change of coordinates, the canard point problem can be brought into the canonical form
where
For λ = 0 the critical manifold
is the union of two branches S a and S r where a means attracting and r repelling (see e.g. [19, Figure 8 .1]). We denote the corresponding slow manifolds for small ε > 0 by S a,ε and S r,ε .
Solving the equation f (x, y, 0, 0) = 0 for y as a function of x with y = ϕ(x), gives the reduced dynamics on S 0ẋ
In our setting, the function at the right-hand side is smooth at the origin such that the reduced flow goes through the origin via a maximal solution x 0 (t) of (2.8) with x 0 (0) = 0. In the easiest example k i = 0 for i = 3, 6 and k j = 1 for j = 1, 2, 4, 5, we obtain 2xẋ = x and, hence,ẋ = 1/2, desingularized at x = 0. Thus, there is a solution x 0 (t) which connects S a and S r , where S a is the left and S r the right branch of the parabola {y = x 2 }. Krupa and Szmolyan show that for sufficiently small ε > 0 there exists also a connection from S a,ε to S r,ε along a curve in the (λ, ε)-plane.
In more detail, for j = a, r, we define ∆ j := {(x, ρ 2 ), x ∈ I j } as sections of S j with ρ > 0 sufficiently small and intervals I j . Furthermore, we set q j,ε = ∆ j ∩ S j,ε and let π be the transition map from ∆ a to ∆ r along the flow of (2.6). Introducing the quantities
we can write the main result on extensions of canard solutions, as given in [15, Theorem 3.1]. 
The function λ c has the expansion
where the constant C is given by
Role of a constant of motion for proving the canard result
In order to use specific geometric methods in singular perturbation theory, we consider ε and λ as variables, writing
Note that the Jacobian of the above vector field in (x, y, λ, ε) has a quadruple zero eigenvalue at the origin. A well established way to gain hyperbolicity at this singularity is the blow-up technique which identifies the singularity with a manifold on which the dynamics can be desingularized. An important ingredient of this technique is that the vector field f : R n → R n of the ODE is quasihomogeneous (cf. [19, Definition 7.3.2] ), which means that there are (a 1 , . . . , a n ) ∈ N n and k ∈ N such that for every r ∈ R and each component f j : R n → R of f we have
We consider the sphere S 2 := {(x,ȳ,ε) :x 2 +ȳ 2 +ε 2 = 1}. The proof of Theorem 2.1 in [15] uses the (up to leading order) quasihomogeneous blow-up transformation
The transformation can be formalised as a map Φ : B → R 4 , where ρ and κ are small enough such that the dynamics on Φ(B) can be described by the normal form approximation. The map Φ induces a vector field X on B by Φ * (X) = X, where Φ * is the pushforward induced by Φ. The associated dynamics on B are analyzed in two charts K i , i = 1, 2, an entering and exiting chart K 1 (ȳ = 1) and a scaling chart K 2 (ε = 1), given by
The main point of interest are the dynamics in chart K 2 where the transformed equations, after dividing out a factor r 2 , have the form
where G = (G 1 , G 2 ) can be written explicitly as
On the invariant set {r 2 = 0 = λ 2 }, we have In particular, system (2.16) has an equilibrium at (0, 0) of center type, surrounded by a family of periodic orbits coinciding with the level curves of {H(x, y) = c} for c ∈ (0, 1 4 ). The special solution
separates the periodic orbits from unbounded solutions. Written as a trajectory on the manifold B, the special solutionγ c connects the endpoint p a of the critical attracting manifold S a across the sphere S 2 to the endpoint p r of the critical repelling manifold S r (see e.g. [19, Figure 8.2] ). In other words, the center manifoldsM a andM r , corresponding with p a and p r respectively and written in chart K 2 as M a,2 and M r,2 , intersect along γ c,2 for r 2 = 0 = λ 2 .
The first order separation between M a,2 and M r,2 with respect to r 2 and λ 2 is measured by the distance y a,2 (0) − y r,2 (0), where γ a,2 (t) = (x a,2 (t), y a,2 (t)) and γ r,2 (t) = (x r,2 (t), y r,2 (t)) are the trajectories in M a,2 and M r,2 respectively for given r and λ such that x a,2 (0) = x r,2 (0) = 0. This distance can be expressed by the function [15, Proposition 3.5]
20)
are the respective Melnikov integrals. Since d λ = 0, one concludes with the implicit function theorem that for r sufficiently small there is a λ such that the manifolds M a,2 and M r,2 are connected. Transforming back into the original variables yields Theorem 2.1.
Remark 2.2. Note that the equation 22) which is the non-rescaled version of equation (2.16) , corresponds with the normal form (2.6) for k 3 = k 6 = 0, k 1 = k 2 = k 5 = 1 and λ = 0. In this case, the conserved quantity is given as
vanishing on the invariant set 24) which consists precisely of the attracting branch S a,ε = {(x, y) ∈ S ε : x < 0} and the repelling branch S r,ε = {(x, y) ∈ S ε : x > 0}, such that trajectories on S ε go through the origin with speedẋ = ε/2. Hence, in this case the canard extension exists for any ε > 0 and we simply have λ c ( √ ε) = 0, in consistency with Theorem 2.1. In particular, this demonstrates that variations of λ are relevant only for perturbations of equation (2.22) according to the general form (2.6).
Canard extension through a fold in discrete time
In the following, we will investigate what kind of discretization scheme allows for a discrete-time analogon to Theorem 2.1. The existence of the constant of motion (2.17) suggests to apply a discretization method suitable for integrable systems. Before we are going to explore such a scheme, namely the Kahan method, we will demonstrate the shortcomings of an explicit Euler method in this context.
Blow-up
First of all, we introduce the quasi-homogeneous blow-up transformation for the following timediscretizations with step size h which will also be interpreted as a variable in the full system. Similarly to the ODE problem, the transformation reads
The change of variables in h is chosen such that the map is desingularized in the relevant charts.
The whole transformation can be formalised as a map Φ : B → R 5 . When P denotes the map obtained from the time-discretization, the map Φ induces a map P on B by Φ • P • Φ −1 = P . Analogously to the continuous time case, we are using the charts K i , i = 1, 2, to describe the dynamics. The chart K 1 (settingȳ = 1) focuses on the entry and exit of trajectories, and is given by
In the scaling chart K 2 (settingε = 1) the dynamics arbitrarily close to the origin are analyzed. It is given via the mapping
The change of coordinates from K 1 to K 2 is denoted by κ 12 and, when ε 1 > 0, given by
Similarly, when y > 0, the map
12 is given by
Euler discretization of the canard problem
We apply the explicit Euler discretization to system (2.11), introducing the step size h > 0 of the Euler method as an additional variable. We obtain the map P E : R 5 → R 5 , whose iterations P n E (z 0 ), for n ∈ N and z 0 ∈ R 5 , we are going to analyze close to the origin with h, ε > 0, and which is given as
where k 1 , . . . , k 6 are functions as in (2.7), written without the arguments for simplicity. Note that by the change of variables εh → h we can write the system in the slow time scale as
The critical manifold S 0 is given as
splitting into two normally hyperbolic branches, the attracting subset S a = {(x, y) ∈ S 0 : x < 0} and the repelling subset S r = {(x, y) ∈ S 0 : x > 0}. It follows from [12, Theorem 4.1] that for ε, h > 0 small enough there are corresponding forward invariant slow manifolds S a,ε,h and S r,ε,h . However, note that DP E (0, 0, 0, 0, h) has a quintuple eigenvalue 1 for any h ≥ 0, which means a complete loss of hyperbolicity at the origin as in the ODE case. We make the following observation:
Proposition 3.1. For λ = 0, the equation of the slow subsystem corresponding with (3.6) reads
which has the two solutionsx
Each solution has a fixed point at x = 0 as opposed to the continuous-time case where the slow flow followsẋ = Proof. Setting ε = 0 in (3.6), the statement follows from a straight forward calculation.
This already indicates that we cannot expect the occurence of canards for this discretization scheme. Additionally, note that the Euler map (3.5) is not invertible such that Melnikov computations, as desired for proving a similar result to Theorem 2.1 for the discrete time setting, seem not feasible.
However, we will have a look at the scaling chart K 2 in the blown-up system for further clarification. For reasons of clarity, we will ignore the index "2" in the following for all variables. Using 3.2, we observe thatr = r,λ = λ,h = h and calculatẽ
Hence, we obtain for chart K 2 the map
Assume λ = r = 0 and recall that the cooresponding ODE system (2.16) possesses the first integral H (2.17) whose zero level set {y = x 2 − 1 2
} coincides with the trajectory of the special solution γ (2.18) which establishes a canard connection. We cannot expect to find such a conserved quantity for the Euler discretization or, in fact, any other explicit Runge-Kutta method (cf. [27, Chapter 8] ). Accordingly, it follows from an easy calculation that there is no function
. In other words, we cannot identify a corresponding candidate for the canard connection. In particular, for λ = r = 0, let (x n , y n ) denote a trajectory of (3.7) and assume that for a given n ∈ Z we have (x n , y n ) = 1 2 hn,
. Then we observe, in comparison to γ = (γ 1 , γ 2 ), that
and
Hence, for x n , y n > 0 the trajectory will lie to the right of the parabola γ and jump away from γ in short time, as is illustrated numerically in Figure 1 . These observations suggest that, indeed, the Euler scheme is no appropriate discretization for preserving the folded canard phenomenon, as opposed to, for instance, canards through pitchfork or transcritical singularities (cf. [7] and [21] ) where no conserved quantity shows up in the scaling chart. Furthermore, recall from the continuous-time problem that the level sets of the conserved quantity H (2.17) for c ∈ 0, 1 4 coincide with periodic orbits of (2.16). As already discussed, the Euler scheme does typically not preserve such a conserved quantity and, consequently, also no periodic orbits. Indeed, trajectories of (3.7) above the parabola {y = x 2 − 1 2
} exhibit spiralling behaviour, as shown in Figure 2 . This adds to the evidence that a different discretization scheme is needed for capturing the qualitative behaviour of ODEs with folded canards. 
Kahan discretization of canard problem
We discretize system (2.6) with a more suitable method that has produced integrable maps in several examples, i.e. maps that conserve a certain quantity: the Kahan-Hirota-Kimura discretization scheme (see e.g. [26] ) was introduced by Kahan in the unpublished lecture notes [14] for ODEs with quadratic vector fieldsż
where each component of Q : R n → R n is a quadratic form, B ∈ R n×n and c ∈ R n . The Kahan-Hirota-Kimura discretization, short Kahan method, reads as
is the symmetric bilinear form such thatQ(z, z) = Q(z). Note that equation (3.9) is linear with respect toz and by that defines a rational mapz = Λ f (z, h), which approximates the time h shift along the soultions of the ODE (3.8). Further note that Λ
) and, hence, the map is birational.
The explicit form of the map Λ f defined by equation (3.9) is given as
We will later use this form to analyze a conserved quantity for our problem. The Kahan method is the specific form, for quadratic vector fields, of an implicit Runge-Kutta scheme which is given by (cf. [2, Proposition 1])
Hence, even if the vector field in system (2.11) is non-quadratic, the general scheme (3.11) can be applied. However, we will restrict the following analysis to the quadratic case, so that it is sufficient to deal with an explicit form of the discretization map (3.10). More precisely, we consider the model
which is the normal form (2.6) in the case
and k 6 = a 5 . Note that these are the terms that determine the constant C (2.10) in Theorem 2.1 whose discrete time analogue we are investigating in the following. Firstly, consider the simplest case, where a 1 = a 2 = a 4 = a 5 = 0. Then the Kahan discretization of system (3.12)x 13) induces the invertible, birational map P
(3.14)
The iterations (P 0 K ) n (x 0 ), for n ∈ N and x 0 ∈ R 5 , define a dynamical system. Note that by a change of variables εh → h we can write the system in the slow time scale as 15) Similarly to the Euler discretization, one can observe directly from equations (3.15) that the critical manifold S 0 is given as
splitting into the attracting branch S a and the repelling branch S r . Hence, again, there are corresponding forward invariant slow manifolds S a,ε,h and S r,ε,h for sufficiently small ε, h > 0, which also holds for the Kahan map P K , derived from the discretization of the general form (2.11). However, note that DP K (0, 0, 0, 0, h) has quintuple eigenvalue 1 for any h ≥ 0, which means a complete loss of hyperbolicity at the origin as before. 
Hence, the slow subsystem has the solutionsx = −x and, most notably,
which is exactly the discretization of the reduced dynamicsẋ = Proof. Setting ε = 0 in (3.15), the statements follow from a simple calculation.
We will see later in the analysis of P 0 (3.25), the desingularized version of P 0 K for λ = 0, that the reduced mapx = x + h 2 corresponds with the atcual dynamics of the Kahan map. The map x = −x seems to be an artefact of the underdetermined invariance equation, directly obtained from equations (3.15) .
Hence, as opposed to the Euler scheme, the Kahan method gives a trajectory that preserves the slow dynamics through the canard point (x 0 , y 0 ) = (0, 0). This already indicates the possible existence of canard solutions for the Kahan discretization.
We take a closer look by applying the blow-up transformation from Section 3.1.
Dynamics in entering and exiting chart
Recall from (3.1) that in chart K 1 we have 16) where 0 ≤ r 1 ≤ ρ, 0 ≤ ε ≤ ε 0 /ρ 2 =: δ and 0 ≤ h 1 ≤ ν for ν, δ > 0 sufficiently small, in particular ν < 1. In other words, we consider the domain
Note that, transforming the map (3.14) into the coordinates of K 1 , we can treat the potential additional terms involving a 1 , a 2 , a 4 , a 5 as O (r 1 ) and O (ε 1 r 1 ) respectively, vanishing in the case of (3.14).
We introduce the functions
We can derive the maps for each variable in chart K 1 leading to the following desingularized dynamics:
On the invariant subset {r 1 = 0, ε 1 = 0, λ 1 = 0} ⊂ D 1 , we have that G(x 1 , r 1 , ε 1 , λ 1 , h 1 ) = 1 and observe that in this casex
Hence, there are the two fixed points p a,1 (h 1 ) = (−1, 0, 0, 0, h 1 ) and p r,1 (h 1 ) = (1, 0, 0, 0, h 1 ),
Recall
For small r 1 > 0 on {ε 1 = 0, λ 1 = 0} ⊂ D 1 we obtaiñ
Hence, using the implicit function theorem, we can conclude the existence of two families of, for h 1 > 0 normally hyperbolic, curves of fixed points written as S a,1 (h 1 ) and S r,1 (h 1 ) on
is the endpoint of S j,1 (h 1 ) for j = a, r. In the situation of (3.14), where the O(r 1 )-term vanishishes, these are simply given by the lines
On the invariant set {r 1 = 0, λ 1 = 0} ⊂ D 1 , the dynamics of x 1 , ε 1 and h 1 satisfỹ
We compute the Jacobians of the map (3.19) at p a,1 (h 1 ) and p r,1 (h 1 ), restricting to the invariant set
Hence, for the vectors v a = (−1, 4, 1) and v r = (−1, −4, −1) we have
This 3.20) respectively (see Figure 3 (b) ). Note from (3.19) that on {r 1 = 0,
Hence, for δ small enough, the branch of the manifold N a,1 on {r
On the other hand, introducing a constant K > 0, we observe that for
We summarize these observations into the following Proposition: Figure 3 (b) ). In D 1 , the manifoldM i,1 is given as a graph x 1 =ĝ i (r 1 , ε 1 , λ 1 , h 1 ). Proof. The first part follows immdediately from the above considerations and standard center manifold theory. The second part follows as in [7] (see [7, Proposition 3.3 and Figure 2 ] for details).
The invariancesr
We will now investigate the dynamics in the rescaling chart K 2 in order to find a special canard trajectory connectingM a,1 andM r,1 or M a,1 and M r,1 respectively.
Dynamics in rescaling chart
Recall from (3.2) that in chart K 2 we have
Since in this chart r 2 = √ ε is not a dynamical variable (remains fixed in time), we will not write down explicitly differential, resp. difference evolution equations for λ 2 = λ/ √ ε and for h 2 = h √ ε. We will restore these variables as we come to the matching with the chart K 1 . Starting from here, we omit index "2" referring to the chart K 2 . In particular, we write x, y, r, λ, h for x 2 , y 2 , r 2 , λ 2 , h 2 rather than for original variables (before rescaling). We observe that, in chart K 2 , equation (3.12) takes the form
Comparing the coordinate transformations (2.13) and (3.21), it is easy to observe that in chart K 2 the Kahan map corresponding with the model system (3.12) is precisely the Kahan discretization of equation (3.22) and can be written as
In order to make (3.23) explicit, we first consider the case a 1 = a 2 = a 4 = a 5 = 0. Then in original coordinates the Kahan map is P 0 K (3.14) and in rescaled coordinates of K 2 (3.21) this yieldsx
Hence, we observe from (3.24) that P 0 = (P 0 1 , P 0 2 ) is given by
and we haveĴ
The functionsĜ 1 andĜ 2 will generally look very complicated and we refrain from giving general formulas here. We will give an example at the end for illustration of our results.
Invariant density and invariant curve
Similarly to the continuous-time case, we start the analysis in K 2 with the case λ = 0, r = 0 for h > 0 fixed. This means that we study the dynamics of the map P 0 (3.25). As opposed to the Euler scheme, we can actually find an invariant curve for (3.25) which deviates from the invariant parabola in the continuous time case by a function c(h). In more detail, we have the following statements:
Proposition 3.4. The parabola
is invariant under iterations of P 0 (3.25). Solutions on S h are given by
In particular, for (x, y) ∈ S h we have:
Proof. The invariance of S h follows from an easy calculation. Furthermore, observe that if (x, y) ∈ S h , we havẽ
We compute the Jacobian matrix associated with (3.25) as
(3.29)
In particular, observe that for (x, y) ∈ S h we have
The claim for x ≤ 0 can be deduced directly from this form. For x > 0, note that f h (x) and g h (x) both have exactly one root, namely at x
/h. Since g h (x) → ∞ as x → ∞ we can conclude that g h (x) stays nonnegative, while f h (x) obviously changes sign at x * . Hence, we observe for xh < 1 +
we have that
This concludes the claim.
The trajectory γ h is shown in global blow-up coordinates as γh in Figure 3 (a), in comparison to the ODE trajectoryγ c corresponding with γ c,2 in K 2 . The invariant set S h (3.27), and the trajectories thereon, can be assumed to play the role of a separatrix for iterations of P 0 (3.25) between bounded orbits, which lie above S h , and unbounded orbits, which lie below S h . This behaviour is illustrated in Figures 4, 5, 7 and 6, and further discussed in the paragraph beneath Figure 4 . Remark 3.5. Note that, when λ = 0, the map P 0 K (3.14) is the non-rescaled version of P 0 (3.25) and has the invariant curve
In particular, the map P 0 K (3.14) is the Kahan discretization of equation (2.22), as discussed in Remark 2.2. Analogously, we observe that S h,ε consists of the attracting branch S a,ε,h = {(x, y) ∈ S h,ε : x < 0} and the repelling branch S r,ε,h = {(x, y) ∈ S h,ε : x > 0}, such that trajectories on S h,ε go through the origin with speedx = x + hε 2 . Hence, in this situation the canard extension exists for any ε > 0 and we simply have λ h c ( √ ε) = 0, as in continuous time. Variations of λ will become significant for the Kahan discretization of the more general form (3.12), as we will make precise in Theorem 3.10.
We can show the following connection to the chart K 1 :
for large |n|, lies inM a,1 as well asM r,1 .
Proof. Observe from (3.4) that for |n| large enough the component ε 1 (n) of γ 1 h (n) is sufficiently small such that γ 1 h , which lies on the invariant manifold κ 21 (S h , h), has to be on N a,1 for n < 0, and N r,1 for n > 0 respectively, due to the uniqueness of the invariant manifold (see Proposition 3.3). In particular, observe that, by taking h small enough, γ 1 h reaches an arbitrarily close vicinity of some p a,1 (h * 1 ) for sufficiently small n < 0 and p r,1 (h * 1 ) for sufficiently large n > 0, within N a,1 ⊂M a,1 and N r,1 ⊂M r,1 respectively (see also Figure 3 (b) ). This finishes the proof.
Moreover, we define the function
and observe that for P 0 (3.25) we have
Hence, we can conclude that the measures Figure  (a) , the fixed pointsq in (h) andq out (h), forε = 0, are added, whose existence can be seen in an extra chart, analogously to before (see [15] ). In Figure (b 
Figure 3: The trajectory γh in global blow-up coordinates for r =λ = 0 andh > 0 fixed (a) and as
γ 1 h in K 1 for r 1 = λ 1 = 0 (b).
Formal conserved quantity
Recall from (2.17) that, for r = λ = 0, the ODE system (2.16) in chart K 2 has the conserved quantity
with the special canard solution (2.18) given by
which satisfies H(γ c,2 (t 2 )) = 0 for all t 2 ∈ R. Due to the fact that the Kahan discretization allows for a conserved quantity in several examples of quadratic vector fields, we try to find a constant of motion for the map P 0 (3.25) as the time discretization of (2.16). In Appendix A.2, we derive an Ansatz for finding a formal conserved quantity via a series expansion which is then a candidate for a finite first integral of the map. Following this approach, we obtain the formal conserved quantityH(x, y, h) for (3.25), which can be written as (3.32) where the H k (x, y) turn out to be polynomials of degree k. Hoewever, beware that this is only a formal series and convergence to a smooth function as a conserved quantity is not clear a priori.
We denoteH
and demonstrate the computation ofH 2 according to the derivation in Appendix A.2. A Taylor expansion of H(x,ỹ) as in (A.6) gives
Hence, we can obtainH 2 by solving (up to a formal integral) equation (A.8), which in our case reads
. (3.33) AssumingH 2 to be polynomial and comparing coefficients gives
Hence, we obtain the approximation
We will turn to a numerical exploitation of this approximation below. Firstly, we consider the potential existence of a separating solution similarly to γ c,2 (2.18). Let X := C 1 (I, R) denote the space of continuously differentiable functions from I to R, which is a Banach space with the usual supremum norm. We define the mapF :
(3.36)
The following Proposition then implies the existence of an invariant curve for (3.25) living on the zero level set ofH in case it exists:
Proposition 3.7. IfH as given in (3.32) is a well-defined function such thatF (3.36) is continuously Frechet differentiable, then for any compact interval I ⊂ R there is a h
Proof. Firstly, observe thatF (0, g 0 (·)) ≡ 0. We denote the Frechet derivative ofF by df . We can apply the Implicit Function Theorem for Banach spaces and, by that, deduce the statements in the Proposition if the map
is an isomorphism from X to X. Indeed, the Frechet derivative in (3.37) can be computed to be
Hence, the map (3.37) is clearly an isomorphism from X to X and the statement follows.
Note that, naturally, from Proposition 3.4, the function y
is a candidate for g h in Proposition 3.7, such that the special solution γ h (3.28) satisfiesH(γ h , h) = 0.
Since we cannot find a closed formula forH or even show its convergence analytically, we test our theoretical considerations above against numerical computations of trajectories for (3.25). Firstly, we consider different initial points (x 2,0 , y 2,0 ) for x 2,0 = 0 and y 2,0 ∈ − 1 2 , 0 . Similarly to the time-continuous system (2.16) and in contrast to the Euler discretization (see Figure 2) , we observe periodic behaviour in Figure 4 . The pictures in the first row show the trajectories (blue line) above S h (3.27) (red dashed line) while the figures in the second row show the corresponding values ofH as approximated in (3.35) (blue line) compared to the values of the first integral H (red dashed line), along the trajectories. Note that in every example our approximations ofH are constant -up to the displayed precision -along trajectories, as opposed to H. This suggests that someH indeed exists as a constant of motion under (3.25) and is approximated well by (3.35).
We observe the same evidence for the conserved quantityH when we investigate trajectories starting on a point of γ c,2 (2.18), the solution of the ODE (2.16) which separates bounded and unbounded solutions and satisfies H(γ c,2 ) = 0. Again in contrast to the Euler discretization (see Figure 1 ), we observe in Figure 5 that trajectories stay close to γ c,2 for long times connecting the repelling and attracting branches of the parabola with periodic behaviour. Since γ c,2 lies above S h , the periodicity is consistent with our conjecture of γ h (3.28) as a separating trajectory for P 0 k,2 withH(γ h ) = 0 (see also Proposition 3.7). Again,H, as approximated by (3.35), is constant along trajectories, in this case close to zero, up to high precision depending on h, as opposed to H which shows relatively large fluctuations. Additionally, we see in Figure 5 (c) that for large h the periodicity close to γ c,2 becomes less regular.
The conjecture thatH(γ h ) = 0, in caseH exists, is additionally supported in Figure 6 , which shows the trajectory γ h and the corresponding values of H + h 2 e −2yH
2 (see (3.35)), which are of order 10 −10 . Furthermore, we consider trajectories for an initial point (x 2,0 , y 2,0 ) with x 2,0 = 0 and y 2,0 < −
Recall that in the time-continuous case these trajectories are unbounded solutions of the rescaled ODE (2.16). Indeed, we can track such unbounded solutions also with the Kahan method, as illustrated in Figure 7 . As before, the figures in the first row show the trajectories (blue line) below S h (red dashed line) while the figures in the second row show the corresponding values ofH as approximated in (3.35) (blue line) compared to the values of H (red dashed line), along the trajetories. We show these trajectories up to a number of iterations N , concatenating the forward and backward orbits, i.e. displaying (x 2,−N , y 2,−N ), (x 2,−N +1 , y 2,−N +1 ), . . . , (x 2,N −1 , y 2,N −1 ), (x 2,N , y 2,N ) . We have chosen N such that at iteration N + 1 (and −(N + 1), respectively), the denominator (1 − hx + h 2 /4) in the Kahan map P 0 2,k (3.25) is close to changing sign or has just changed sign. This is the point where the Kahan discretization jumps away from the continuous-time solutions. This is indicated by a significant variation in H at time N and then followed by a significant change ofH at N + 1. The findings suggest that, if a conserved quantityH exists, the special trajectory γ h is a separatrix on compact sets, whose diameters depend on h, between periodic solutions (H > 0) and non-periodic, unbounded for h → 0, solutions (H < 0), analogously to the ODE case. In addition, we note that, even if a conserved quantityH does not exist, the dynamics of the Kahan discretization map P 0 can be structured similarly to the ODE (2.16) around a special trajectory which separates different kinds of solutions preserving, presumably, the n-th partial sum of the formal series (3.32) up to order O h 2(n+1) . (Figure (a) ) and the corresponding values of (H + h 2 e −2yH 2 )(γ h ) withh as in (3.34) (Figure (b) ). 
Symplectic discretization for Hamiltonian system
One strategy for making use of a conserved quantity in the time-discretized system concerns the potential coordinate transformation (x, y) → (v, w) into a Hamiltonian system with Hamiltonian functionĤ which is then discretized by a symplectic method of order p. In this case, [11, Chapter IX, Theorem 8.1] implies the existence of a modified HamiltonianH such that on compact sets K we havē
over exponentially long time intervals nh ≤ e C/h for some constant C > 0. In Appendix (A.1), we show how system (2.16) can be transformed into the ODE (A.1) with HamiltonianĤ (A.3) by using the invariant density 1/ϕ. We observe immediately that the Kahan map P 0 is not symplectic in the new coordinates since the invariant density 1/ϕ h of the map is not proportional to the invariant density 1/ϕ of the corresponding ODE. Hence, this strategy does not seem to be applicable for the Kahan discretization.
Of course, one could deploy a symplectic method for discretizing the Hamiltonian system (A.1) and then transform back to the original coordinates, including the estimates from (3.38). The simplest such method, of order 1, is the symplectic Euler discretization which, for step size h > 0, reads (cf. [11, Chapter VI, Theorem 3.3] )
In the case of (A.1), the scheme can be written explicitly in terms of the map
However, transforming this map back into original coordinates via ρ −1 (A.2) gives extremely long formulas which are not identifiable as a particluar discretization scheme. Hence, we refrain from following the strategy of using the transformation into Hamiltonian coordinates and applying a symplectic discretization scheme. Similarly, transforming the Kahan map via its invariant density 1/ϕ h into a symplectic map in the corresponding coordinates does not give workable formulas, aside from the fact that we would have no reference point for finding a conserved quantity of this symplectic map. In view of the transcendental formula involving an exponential function for the original Hamiltonian in the continuous-time case, it is also logical that we have not obtained nice closed analytical expressions using a discretization scheme that leads to a birational map.
Before we turn to a different approach, which will give the main result for the Kahan discretization of the folded canard problem in Section 3.3.4, we discuss briefly how a first integral for the discrete-time system or at least a quantity preserved up to an exponentially small error as in (3.38) could be applied for proving a discrete-time version of Theorem 2.1.
Assume for the following the existence of a quantityH preserved by P 0 (3.25) such that H(γ h (n), h) = 0 for all |n| ≤ M for some M ∈ N depending on h (see also Proposition 3.7). We will see, in particular, that a situation as in (3.38) would be enough for the estimates we will need in the end. However, in the situation of transforming into Hamiltonian coordinates as described in Appendix A.1, the singularity of the invariant density 1/ϕ at the parabola coinciding with the sepcial solution γ c,2 would cause difficulties. This is another reason why we refrain from using a symplectic scheme in the new coordinates and a corresponding backward transformation for conducting a discrete Melnikov computation.
Recall from (3.23) that we can write the Kahan discretization in chart K 2 as 
If we can show that d λ = 0 (A.11), the implicit function theorem can be used to deduce that D(r, λ h (r)) = 0 along a smooth function λ h (r). Hence, it would be enough to have a quantitȳ H which stays sufficiently close to H (2.17) and use the fact that γ c,2 (nh) = γ h (n) + O (h 2 ) in order to deduce d λ = 0 for sufficiently small h. In fact, taking H instead ofH in Proposition A.1 and thereby in formulas (A.11) and (A.12) with additional error estimates could lead to the required existence result for λ h (r). However, we prefer to conduct a different kind of Melnikov computation in the following which will be more insightful concerning the discrete-time dynamics of the Kahan map.
Melnikov computation along the invariant curve
Fortunately, we do not necessarily depend on the existence of a conserved quantity in the rescaled time discretization of system (2.11) in order to find a critical λ c (ε), for which canards are preserved. For the map (3.23), we can consider a different type of Melnikov computation, which we firstly derive in a more abstract setting as the discrete analogue of continuous-time results in [16] and, for a more general framework, [28] .
Consider an invertible mapx
where (x, y) ∈ R 2 , µ is a real parameter and F = (F 1 , F 2 ) and G = (G 1 , G 2 ) are some C k , k ≥ 1, vector-valued maps. Analogously to [28] , we can also write the following for µ ∈ R m , as we will see later, but for reasons of clarity we restrict to µ ∈ R.
We assume that there exists a solution (γ(n), 0) to the dynamical system induced by (3.40), such that γ(n) and G(γ(n), 0) are of at most algebraic growth when n → ±∞. Note that the linearization of (3.40) along (γ(n), 0) is given bỹ
Furthermore, we formulate the following assumptions:
(A1) There exist C k smooth invariant manifolds M ± , parametrized by some C k function y = g(x, µ) and intersecting at µ = 0 along the smooth curve (γ(t)) t∈R with {γ(t) :
(A2) There exist solutions (w ± (n), 1) for (3.41), defined on Z ≥0 and Z ≤0 respectively, such that
and w ± are of at most algebraic growth when n → ±∞ respectively.
(A3) The dynamical system defined by the iterations of the adjoint map
has a trajectory ψ(n) for n ∈ Z with exponential decay at ±∞.
Note that for any solution ψ of (3.42) we have ψ(0),γ (0) = 0 and take ψ(0) = 1. Defining
we can write the sets M ± ∩ Σ in the form (∆ ± (µ)ψ(0), µ) where ∆ ± are C k smooth functions. We can now show the following discrete time analogue to [16, Proposition 3.1] . The statement is similar to [9, Proposition 2.1] but we prefer this particular form in order to use computations for the continuous-time situation as an approximation in our arguments later. 
For every N ≥ 1, we have
d µ := d dµ (∆ − − ∆ + )(0) = N −1 n=−N ψ(n + 1), G(γ(n), 0) + ψ(−N ), w − (−N ) − ψ(N ), w + (N ) . (3.43)
Using assumptions (A1)-(A3)
, we obtain the well-defined formula
Proof. Recall from equations (3.41) and (3.42) that
Using these equations, we observe for all n ∈ Z that
Hence, we can write for all N ≥ 1
From here we obtain immediately formula (3.43).
In addition, we can deduce from the assumptions on G(γ(n), 0), w ± and ψ that letting N → ∞ leads to formula (3.44).
We can use these considerations for showing the continuation of the canard connection for a change of λ depending on the change of the time separation parameter ε, by application of Proposition 3.8 to the situation of the Kahan map (3.23) in the rescaling chart K 2 . Proof. Assumption 1 and 2 are clear due to the definition ofM a,2 andM r,2 as center manifolds and the fact that κ 12 is algebraic. Hence, the claim follows immediately.
Since the splitting of the manifoldsM a,2 andM r,2 depends on the two parameters (r, λ), we can define the distance function as
where ∆ 2 ± (r, λ) are the two-dimensional extensions to ∆ ± (see [28] for continuous time) such that ∆ where O(2) denotes higher order terms.
We are now prepared to show our main result. where C is given as in (2.10).
Proof. Firstly, we will work in chart K 2 and approximate d λ and d r in (3.45 1) and G = (G 1 , G 2 ) as in (2.15) . Using these estimates, we obtain, similarly to before, that
where w h ± denote the algebraically growing solutions of the variational equations for discrete time (see Propositions 3.8 and 3.9) and w ± for continuous time (see [28] ). Further recall that the Melnikov integrals along γ c,2 can be solved explicitly, yielding Hence, the second claim follows.
Numerical computations show that h 0 in Theorem 3.10 does not have to be extremely small but that our results are quite robust for different step sizes. In Figure 8 , we display such computations for the case a 1 = 1, a 2 = a 4 = a 5 = 0. In this case, the rescaled Kahan discretization in chart K 2 is given byx 
