Abstract
Introduction
Given two strings, obtention of the longest subsequence common to both strings is an important problem with applications in DNA sequence comparison, data compression, pattern matching, etc. In this paper we consider the more general all-substring longest common subsequence problem and present a time and space efficient parallel algorithm.
Consider a string of symbols from a finite alphabet. A substring of a string is any contiguous fragment of the given string. A subsequence of a string is obtained by deleting zero or more symbols from the original string. A subsequence can thus have noncontiguous symbols of a string. Given the string lewiscarroll, an example of a substring is scar and an example of a subsequence is scroll. Given two strings and , the longest common subsequence (LCS) problem finds the length of the longest subsequence that is common to both strings. If = twasbrillig and = lewiscarroll, the length of the longest common subsequence is 5 (e.g. warll).
The all-substring longest common subsequence (ALCS) problem finds the lengths of the longest common subsequences between and any substring of . Given strings and of lengths Ñ and Ò, respectively, we present a parallel algorithm for ALCS on a coarse-grained multicomputer (BSP/CGM) with Ô processors. The LCS and ALCS problems can be solved through a grid directed acyclic graph (GDAG). The proposed algorithm finds the lengths of the best paths between all pairs of vertices with the first vertex on the upper row of the GDAG and the second vertex on the lower row. On a BSP/CGM with Ô Solving the ALCS problem we obviously solve also the less general LCS problem. However, even considering the more general problem, we managed to obtain a time complexity of Ç´ÑÒ Ôµ, giving linear speedup over the usual algorithms for the LCS problem. We explore the properties of totally monotone matrices and the similarity between rows of the matrix as well as between consecutive Å matrices. Thus the amount of information to be computed is reduced through the elimination of redundancy. Another concern of importance is the effort to use compact data structures to store the necessary information and to reduce the size of messages to be communicated among processors.
Sequential algorithms for the LCS problem are surveyed in [4, 8] . PRAM algorithms for LCS and ALCS are presented in [7] . The ALCS problem can be solved on a PRAM [7] in Ç´ÐÓ Òµ time with ÑÒ ÐÓ Ò processors, when ÐÓ 
The BSP/CGM Model
In this paper we use the Coarse Grained Multicomputer (BSP/CGM) [5, 6, 10] model. A BSP/CGM consists of a set of Ô processors È ½ È Ô with Ç´AE Ô µ local memory per processor, where AE is the space needed by the sequential algorithm. Each processor is connected by a router that can send messages in a point-to-point fashion. A BSP/CGM algorithm consists of alternating local computation and global communication rounds separated by a barrier synchronization. In the BSP/CGM model, the communication cost is modeled by the number of communication rounds. The main advantage of BSP/CGM algorithms is that they map very well to standard parallel hardware, in particular Beowulf type processor clusters [5] . Our goal is to minimize the number of communication rounds and achieve a good speedup.
The Grid Directed Acyclic Graph (GDAG)
As in the string editing problem [2, 9] , the all-substrings longest common subsequence (ALCS) problem can be modeled by a grid directed acyclic graph (GDAG). Consider two strings and of lengths Ñ and Ò, respectively. To illustrate the main ideas of this paper, we use the following example. Let baabcbca and baabcabcabaca.
The corresponding GDAG has´Ñ · ½ µ ¢´Ò · ½ µ vertices (see Figure 1) . We number the rows and columns starting from 0. All the vertical and horizontal edges have weight 0. The edge from vertex ( ½ ½µ to vertex´ µ has weight 1 if Ü Ý . If Ü Ý , this edge has weight 0 and can be ignored.
The vertices of the top row of will be denoted by Ì ´ µ, and those of the bottom row of by ´ µ, ¼ Ò. Given a string of length Ò with symbols Ý ½ to Ý Ò , denote by the substring of consisting of symbols Ý to Ý .
We now define the cost or total weight of a path between two vertices. . This means the length of the longest common subsequence between baabcbca and ½ = baabcabca is 8. However, note that ´¼ ½¼µ is also 8. That is, if we take one more symbol of , the length of the longest common subsequence is still the same. This leads to the next definition of that deals with this leftmost position (in the example, 9 and not 10) to achieve a fixed length value (in the example 8) .
The values of ½µ. This fact has been used in several sequential algorithms for LCS [8] and in the PRAM algorithm presented in [7] which is the basis for our algorithm and for the following definition. For convenience, we define as a matrix with indices starting from 0. We denote by the row of , that is, the row vector formed by Index is the starting index of the string at the top row of . The value is the desired length of the common subsequence between and the string starting at . Consider the GDAG of Figure 1 . If we start from position of the top row and proceed to the bottom row at the position given by ´ µ then we can get a path of total weight . Actually ´ µ gives the leftmost position that gives the total weight . Let us illustrate this with an example. Since the length of string is 8, the maximum value we can expect for is therefore 8. Let us consider . This means the following: in the GDAG of Figure 1 , start from the index 0 of the top row and take edges at either of the three directions: by taking the diagonal we get a weight 1 while by taking the horizontal or vertical edges we get weight 0. Now if we wish to have a total weight of 8, then the leftmost position at the bottom row will be 9. Thus we have ´¼ µ
. If we make greater than 0 then we compare with the string starting at position .
The following property was proven in [7] and is important to our results. This property suggests the definition of Î . Due to space limitation, we state the following result without proof. Details can be obtained in [3] .
Property 1 For

Theorem 1 Given two strings
and of lengths Ñ and Ò, respectively, it is possible to solve the ALCS problem sequentially in Ç´ÑÒµ time and Ç´Òµ space.
Using a result by Schmidt [9] for all highest scoring paths in GDAGs with unit weights we can solve the ALCS problem with the above complexity. The sequential algorithm for ALCS is important since it will be used in each processor, as seen in the following. The time complexity for this algorithm is equal to the complexity of the LCS when solved by the classic dynamic programming algorithm, except for a small multiplicative constant.
Basic Strategy of the BSP/CGM Algorithm
We will now present a BSP/CGM algorithm for the ALCS problem of two given strings and of lengths Ñ and Ò, respectively. For simplicity, we consider the number of processors Ô to be a power of 2 and Ñ to be a multiple of
The algorithm divides string into Ô substrings of length . From Theorem 1, the time necessary for the Ô processors to solve the ALCS subproblem in parallel is Ç´ÑÒ Ôµ.
Then we use ÐÓ Ô rounds to join the results, in which pairs of partial solutions (for two neighboring strips) are joined to give a single solution for the union of the two strips. At each union step, the number of processors associated to each strip doubles. After ÐÓ Ô rounds we have the solution of the original problem. The sum of the times of all the union steps is Ç´Ò Ô Ñ´½ · ÐÓ Ñ Ô Ô µµ, as will be seen. Figure 4 illustrates the union process, with Ô . In each strip of the GDAG we indicate the processors used in the solution of the GDAG of the strip. 1. Each of the Ô processors runs the sequential ALCS algorithm on its local strip and computes the local .
2. In ÐÓ Ô rounds pairs of the contiguous partial solutions are joined together successively to obtain the solution of the original problem.
The most difficult part of the algorithm involves the union of two contiguous strips. In particular we need to pay special attention to the storage of using a compact data structure as well as the size of messages to be communicated among processors in each union step. This is dealt with in the next section. The union operation proper is presented in Section 6.
Compact Data Structures for
For an´Ò · ½ µ ¢´Ñ ¼ · ½ µ GDAG , the two representations of we have seen so far are not adequate. The direct representation as matrices (as in Figure 3) We summarize the results of this section in the following. 
The Basic Union Operation of Two Partial Solutions
The strategy of Section 4 utilizes one basic operation, namely the union of two contiguous strips to form a larger strip. After the last union operation we obtain the matrix corresponding to the original GDAG. Let us consider the union of two GDAGs Í and Ä of Ñ ¼ · ½ rows each, resulting in a GDAG of ¾Ñ ¼ · ½ rows. We use the given example to illustrate the operation.
Consider Í corresponding to the upper half of the GDAG (first 5 rows, from row 0 through row 4) and Ä corresponding to the lower half of the GDAG (rows 4 through row 8). Í and Ä are shown in Figure 6 (the meaning of and AE will be explained later). We first show how we can obtain using Í and Ä . The basic idea is the same as in [7] . 
Recall first
´ µ ´ µ represents the smallest value of such that ´ µ, the total weight of the best path between Ì ´ µ (vertex of the top row of GDAG ) and ´ µ (vertex of the bottom row of GDAG ), is . All the paths from Ì ´ µ Ì Í´ µ to ´ µ Ä´ µ have to cross the common boundary Í Ì Ä at some vertex and the total weight of the path is the sum of the weights of the interval in Í and in Ä. So if we are interested in determining ´ µ we need to consider paths that cross Í with total weight Ð and then cross Ä with total weight
Having fixed a certain value of Ð, the smallest value of such that there is a path from Ì ´ µ to ´ µ with weight Ð in Í and weight Ð in Ä is given by Ä´ Í´ Ðµ Ðµ, since Í´ Ðµ is the first vertex at the boundary that is at a distance of Ð from Ì ´ µ and Ä´ Í´ Ðµ Ðµ is the first vertex that is at a distance of Ð from the vertex at the boundary.
By the above considerations we have:
Observe that if we keep fixed and vary , the rows of Ä used are always the same. The variation of changes only the element that must be consulted in each row. For each row of Ä consulted, a different element is taken, due to the term Ð. This shift operation and the following observation suggest the following definitions of × Ø, and Å . Before giving these definitions let us consider the obtention of, say ´½ µ and ´½ µ, by using Equation 1. With this definition we can rewrite Equation 1:
By taking all the rows relative to a certain value of we can obtain the matrix Å , through the following definitions, to find all the elements of . 
Definition 5 (
Ï Å Ð ¼ has its rows copied from a matrix Å . The selection of which rows are copied is done by the vector Ï . Each row copied is shifted one column to the right in relation to the previous row. The amount to shift the first row copied is indicated by Ð ¼ . Figure 7 shows Å ½ that can be used to obtain ½ .
Definition 6 (Å ) Let be a GDAG for the ALCS problem, formed by the union of the
Thus by obtaining the minimum of each column of Å we get . If we denote by Ñ Ò Å the values of the minimum of the respective column of matrix Å , then we can write:
A matrix is called monotone if the minimum of a column is below or to the right of the minimum of its right neighbor column. If two or more elements have the minimum, take the upper element. A matrix is called totally monotone if every one of its ¾ ¢ ¾ sub-matrices is monotone [1] .
Theorem 3 Matrix Å is totally monotone.
The proof can be found in [3] .
Given that all the matrices Å are totally monotone, the union of GDAGs can be solved through a search of the minimum of columns for all the matrices, through an algorithm based on [1] that takes only Ç´Ñµ time for each of the Ò · ½ matrices (since the matrices have height Ñ).
Even with this algorithm, however, the total time is still Ç´ÒÑµ. This is not good enough. To solve the union problem in less time we observe that, given the similarity between adjacent rows of , matrices Å are also similar for values close to . This will be explored now.
Redundancy Elimination by Exploring Similarities
We explore the property that Ö · ½ consecutive rows of Í are Ö-variant [7] , i.e., to obtain any row from any other row we need only to remove at most Ö elements and insert at most Ö other elements. In the previous example, we have
Furthermore, it is important to determine which elements are adjacent in all the rows and form the indivisible pieces that will be called common fragments. In the example, taking rows 6, 7, 8, Consider a common fragment
Ä Ð Ø as a set of contiguous rows from the row Ð Ø , where Ð Ø varies from matrix to matrix and from block to block. This is illustrated in Figure 8 .
As in each matrix it is necessary to solve the problem of the column minima, we can avoid the repetitive computation by determining first the column minima of the common blocks. We have thus the following definition:
In other words, ÓÒØ Ð ¼ Ö Ø is a vector of the minima of the columns of the block Ø common to the matrices
Consider now the idea of row contraction of a (totally) monotone matrix.
Definition 8 [Contraction of rows of a (totally) monotone matrix] Let Å be a (totally) monotone matrix. A row contraction applied to a set of contiguous rows is the substitution of all these rows in Å by a single row. The element of column of this new row is the minimum of the elements present in column of the original substituted rows.
It can be shown that after contraction the matrix continues to be (totally) monotone.
If for each matrix Å we do successive contraction of rows, one for each one of the common blocks, the result will be a matrix that we call ÓÒØÅ , such that Ñ Ò Å Ñ Ò ÓÒØÅ .
The contraction of each block can be done by an algorithm presented in [1] We use the algorithm from Aggarwal et al. [1] to find all the column minima of the first matrix of the range, can be kept in the data structure described in Section 5 for comparing adjacent rows (the data for rows already used can be discarded).
Since there are a total of´Ò · ½ µ ´Ö · ½ µ groups of Ö · ½ matrices Å to process, the total time to determine
We can divide this work by using Õ processors, through the division of Í among the processors. Each block of Ö rows of Í can be used to determine the Ö rows of , the processing of each block being independent of the other blocks. With this, the time becomes 
Analysis of the Complete Algorithm
Given strings and of lengths Ñ and Ò, respectively, phase 1 of the BSP/CGM algorithm of Section 4 solves the ALCS for the Ô GDAGs defined for the Ô substrings of in Ç´ÑÒ Ôµ time.
We need to obtain the time complexity of phase 2. Con- The details can be found in [3] .
To get linear speedup we need to make this time Ç´ÑÒ Ôµ. This is accomplished if Ô Ô Ñ. The space needed for the proposed algorithm is Ç´Ò Ô Ñµ per processor, due to the representation of Ä in each union process.
As for the communication requirements, with Õ processors performing a union, each processor determines Ò Õ elements of Î ¼ that needs to be transmitted to the other We thus conclude this section with the main result of this paper which is a linear speedup BSP/CGM algorithm for the ALCS problem. 
Theorem 4 Given two strings and of lengths
