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Abstract. This paper deals with the so-called variable sized bin packing
problem, which is a generalization of the one-dimensional bin packing
problem in which a set of items with given weights have to be packed
into a minimum-cost set of bins of variable sizes and costs. First we
propose a heuristic and a beam search approach. Both algorithms are
strongly based on dynamic programming procedures and lower bounding
techniques. Second, we propose a variable neighborhood search approach
where some neighborhoods are also based on dynamic programming.
The best results are obtained by using the solutions provided by the
proposed heuristic as starting solutions for variable neighborhood search.
The results show that this algorithm is very competitive with current
state-of-the-art approaches.
1 Introduction
The variable sized bin packing problem (VSBPP) is a generalization of the well-
known one-dimensional bin packing packing (BPP). The objective consists of
packing a set of given items into a minimum-cost set of bins of variable sizes
and costs. Practical applications of the problem arise in packing, transportation
planning, and cutting [6]. The literature on the VSBPP oﬀers work on approx-
imation algorithms [4,3,8] and exact algorithms [11,2,1,7]. However, even the
best-performing exact approaches can only be applied to relatively small prob-
lem instances. The best algorithms for larger problem instances were proposed
by Haouari and Serairi in [6]. After introducing a range of greedy heuristics,
Haouari and Serairi also presented a genetic algorithm. They applied their algo-
rithms to two sets of problem instances. While the genetic algorithm was best
for linear-cost instances, a heuristic based on set covering performed better for
other types of instances.
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In this paper we propose hybrid algorithms based on dynamic and linear
programming techniques. First, we introduce a heuristic and a beam search
approach, both based on dynamic programming procedures and bounding tech-
niques. In addition to evaluating them as stand-alone-approaches, both algo-
rithms are also used for providing high-quality starting solutions to a variable
neighborhood search algorithm. As we will show, the combination of our heuristic
with variable neighborhood search obtains the best results, beating or equalling
the results of the best algorithms from the literature on two sets of problem
instances.
The organization of this work is as follows. The VSBPP is technically pre-
sented in Section 2. While the proposed heuristic and beam search are outlined
and experimentally evaluated in Section 3, the same is done for variable neigh-
borhood search in Section 4. Finally, in Section 5 we oﬀer conclusions and an
outlook to future work.
2 Variable Sized Bin Packing
The VSBPP can be formally deﬁned as follows. Given is a set S of n items,
S = {1, . . . , n}. Each item i ∈ S has a weight wi > 0. Furthermore, given is a
set B of m diﬀerent bin types, B = {1, . . . ,m}, where each bin type k ∈ B has
a capacity Wk > 0 and a cost ck. Without loss of generality we assume that
W1 < . . . < Wm. The goal is to pack the n items into a number of bins such that
the sum of the costs of the bin types is minimized. In the following we present
an integer programming model for the VSBPP. This model includes two sets
of binary variables. A variable xij ∈ {0, 1} is set to 1, that is, xij = 1, in case
item i is placed in bin j. Note that we assume here that maximally n bins may
be used. In this extreme case each item is packed into its own bin. Moreover, a
variable yjk ∈ {0, 1} is set to 1, that is, yjk = 1, in case bin j has bin type k.
With these variables the VSBPP can be expressed as follows.
min
n∑
j=1
m∑
k=1
ck · yjk (1)
subject to:
n∑
j=1
xij = 1 for i = 1, . . . , n (2)
m∑
k=1
yjk ≤ 1 for j = 1, . . . , n (3)
n∑
i=1
wi · xij ≤
m∑
k=1
Wk · yjk for j = 1, . . . , n (4)
xij ∈ {0, 1} for i, j = 1, . . . , n (5)
yjk ∈ {0, 1} for j = 1, . . . , n and k = 1, . . . ,m (6)
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Note that, as a generalization of the one-dimensional bin packing problem,
the VSBPP is NP-hard.
3 A Heuristic and Beam Search for the VSBPP
The two algorithms that we propose in the following are strongly based on
dynamic programming and/or lower bounding techniques. First we introduce a
heuristic that uses lower bounding techniques as greedy information. Then we
describe a beam search (BS) approach, which is a heuristic variant of branch
& bound introduced in the context of scheduling problems [12]. The central
idea of BS is the parallel construction of several solutions guided by two crucial
algorithmic components, a greedy heuristic and a lower bound.
3.1 The SSP3 Heuristic from the Literature
As mentioned already in the introduction, Haouari and Serairi [6] proposed a
range of greedy heuristics for the VSBPP. The best balance between speed and
quality is obtained by a heuristic labeled SSP3 in [6], which works as follows.
SSP3 iteratively ﬁlls one bin after the other until no unpacked items are left. In
the context of SSP3 (and beam search) we henceforth denote (partial) solutions
to the VSBPP as sequences t = t1 . . . t|t|, where ti ∈ B for all i = 1, . . . , |t|.
In other words, a (partial) solution is represented by an ordered sequence of
bin types. The interested reader may note that in the context of SSP3 such a
representation is well-deﬁned. At each iteration of SSP3, given a partial solution
t, let us denote by St ⊆ S the set of unpacked items, that is, S \St are the items
that are packed into the |t| bins of partial solution t. Two design decisions have
to be made: (1) a bin type must be chosen, and (2) the set of items that will
be packed into the new bin have to be selected from St with the condition that
the heaviest remaining item—that is, argmax{wi | i ∈ St}—is among the chosen
items. Due to this condition, only bin types k with Wk ≥ max{wi | i ∈ St} may
be considered. Let us denote the bin type with the smallest feasible capacity by
kmin. The feasible extensions of a partial solution t are all sequences tk where
k ∈ {kmin, . . . ,m}. The greedy value η(tk) of an extension tk is calculated as
follows. First, the following NP-hard subset sum problem is solved in pseudo-
polynomial time by dynamic programming [9]:
zk := max
∑
i∈St
wi · xi (7)
subject to:
∑
i∈St
wi · xi ≤ Wk (8)
xi ∈ {0, 1} for i ∈ St (9)
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Apart from the value zk of the calculated optimal solution, let us denote by
Ik ⊆ St the set of items that corresponds to this optimal solution, that is,
Ik := {i ∈ St | xi = 1}. The greedy value of tk is then deﬁned as ck/zk, that is,
η(tk) := ck/zk. At each step SSP3 chooses the bin type k∗ ∈ {kmin, . . . ,m} for
which η(tk∗) is minimal. The algorithm stops once all items are packed, that is,
when St = ∅.
3.2 Lower Bound
In the following we will denote the objective function value of a (partial) solution
t by f(t) :=
∑|t|
i=1 cti . Six diﬀerent lower bounds for the VSBPP have been
proposed in [7] in the context of a branch & bound algorithm. We implemented
two of them. The ﬁrst one, labeled L0 in [7], is a simple problem relaxation
which is obtained by allowing items to be split. However, this relaxation itself
is NP-hard and the corresponding integer program was solved with CPLEX.
Given a partial solution t, let us denote the corresponding value by L0(t). The
second bound that we chose, labeled L3 in [7], is an NP-hard bound based on
network ﬂows. Also in this case the corresponding integer program was solved
with CPLEX. With respect to a partial solution t, the corresponding value is
denoted by L3(t).
3.3 The Lower Bound Heuristic
The lower bound heuristic (LBH) is obtained as a variant of SSP3 as follows.
Instead of the original deﬁnition of the greedy values, LBH uses the following
redeﬁnition. Each feasible extension tk of a partial solution t has the greedy
value η(tk) := f(tk)+LB(tk), where LB(·) refers either to lower bound L0 or to
lower bound L3.
3.4 The BS Algorithm
The implemented BS algorithm, which is based on the previously described
heuristics and the lower bounds, works as follows. At each step, the algorithm
chooses at most μkbw feasible extensions of the partial solutions stored in a set
B, known as the beam. Hereby, kbw is the so-called beam width that limits the size
of B, and μ ≥ 1 is a parameter of the algorithm. The choice of feasible extensions
is done deterministically based on the greedy function outlined in Section 3.1.
At the end of each step, the algorithm creates a new beam B by selecting up to
kbw partial solutions from the set of chosen feasible extensions. For this purpose,
each chosen extension is evaluated on the basis of its lower bound value. Only
the maximally kbw best extensions—with respect to this evaluation—are chosen
for the new beam B. Finally, the best found complete solution is returned.
We next explain the functions of Algorithm 1 in detail. The algorithm uses four
diﬀerent functions. Hereby, function LowerBoundHeuristic() executes heuristic
LBH and stores the result in variable tbsf. Given the current beam B as input,
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Algorithm 1. Beam search (BS) for the VSBPP
1: input: a problem instance
2: Bcompl := ∅, B := {∅}
3: tbsf := LowerBoundHeuristic()
4: while B = ∅ do
5: C := Produce Extensions(B)
6: B := ∅
7: for k = 1, . . . ,min{μkbw, |C|} do
8: tk := Choose Best Extension(C)
9: if Stk = ∅ then
10: Bcompl := Bcompl ∪ {tk}
11: if f(tk) < f(tbsf) then tbsf := tk end if
12: else
13: if f(t) + UB(tk) ≤ f(tbsf) then B := B ∪ {tk} end if
14: end if
15: C := C \ {tk}
16: end for
17: B := Reduce(B, kbw)
18: end while
19: output: argmin {f(t) | t ∈ Bcompl}
function Produce Extensions(B) produces the set C of feasible extensions of all
sequences in B. More speciﬁcally, C is the set of sequences tk, where t ∈ B
and k ∈ {kmin, . . . ,m}. The third function, Choose Best Extension(C), is used for
choosing extensions from C. In this context note that for the comparison of two
extensions tk and t′k′ from C the greedy function is only useful in case t = t′,
while it might be misleading in case t 	= t′. We solved this problem as follows.
First, instead of the greedy weights η(), we use the corresponding ranks. More
speciﬁcally, given all feasible extensions {tk | k ∈ {kmin, . . . ,m}} of a sequence
t, the extension tk′ with η(tk′) ≤ η(tk) for all k ∈ {kmin, . . . ,m} receives rank
1, denoted by r(tk′) = 1. The extension with the second smallest greedy weight
receives rank 2, etc. For evaluating an extension tk we then use the sum of
the ranks of the greedy weights that correspond to the well-deﬁned sequence of
construction steps that were performed to construct sequence tk, that is
ν(tk) := r(t1) +
⎛
⎝
|t|−1∑
i=1
r(t1 · · · titi+1)
⎞
⎠ + r(tk) (10)
where t1 · · · ti denotes the subsequence of t from position 1 to position i, and ti+1
denotes the bin type at position i + 1 of sequence t. In contrast to the greedy
function weights, these newly deﬁned ν()-values can be used to compare exten-
sions of diﬀerent sequences. In fact, a call of function Choose Best Extension(C)
returns the extension from C with minimal ν() value.
Finally, the last function used by the BS algorithm is Reduce(B, kbw). This
function reduces B to the best kbw sequences with respect to an evaluation
measure based on one of the two lower bound functions outlined in Section 3.2.
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For any sequence t ∈ B the evaluation measure is deﬁned as f(t)+LB(t), where
f(t) refers to the objective function value of the partial solution t, and LB(t)
either refers to the lower bound value L0(t) or L3(t), depending on which of the
two lower bounds is used by BS.
3.5 Experimental Evaluation of LBH and BS
Both the LBH and BS were implemented in C++ and experimentally evaluated
on a cluster of PCs equipped with Pentium D processors with 3.2 GHz. For
computing the lower bounds L0 and L3 we used CPLEX 12.1. Two benchmark
sets from the literature were used for testing. Set1 consists of ten instances for
each n ∈ {25, 50, 100, 200, 500}, where n is the number of items. Moreover, these
instances are linear-cost instances, that is, Wi = ci for all i ∈ {1, . . . ,m}, where
m = 3 for all instances. The capacities, respectively costs, were chosen to be
W1 = 100, W2 = 120 and W3 = 150. Item weights were randomly drawn from
[1, 100]. These 50 instances were originally proposed in [11]. The second instance
set, henceforth denoted by Set2, was proposed in [6]. For all the instances from
Set2, the number of bin types (m) was set to 7 and capacities were deﬁned
as W1 = 70, W2 = 100, W3 = 130, W4 = 160, W5 = 190, W6 = 220 and
W7 = 250. Moreover, item weights were randomly drawn from [1, 250]. Finally,
these instances split into three diﬀerent classes, where class B1 is characterized
by a linear cost function ci = Wi (i = 1, . . . , 7), class B2 has a concave cost
function ci = 
10
√
Wi (i = 1, . . . , 7), and class B3 has a convex cost function
ci = 
0.1Wi3/2 (i = 1, . . . , 7). Set2 consists of 10 instances for each combination
of n (number of items) and class. This makes a total of 150 problem instances.
The following ﬁve algorithm versions were applied to Set1 and Set2: LBH(L0),
respectively LBH(L3), denotes the lower bound heuristic using L0, respectively
L3, as bounding technique. Furthermore, BS(L0), respectively BS(L3), denotes
beam search using L0, respectively L3, as lower bound. Note that parameter
settings kbw = 10 and μ = 4.0 were used for these versions of BS. Finally, we
also tested algorithm BS(L0, kbw = 100), that is, BS using L0 as lower bound
and using a beam width of 100. These ﬁve algorithm versions were compared to
the two best algorithms proposed in [6]: Algorithm SC is a heuristic based on
set covering, and GEN denotes a genetic algorithm. While GEN is superior to
SC for what concerns the instances of Set1, SC is notably better than GEN for
the instances of Set2.
The results of our algorithms for the instances of Set1 are presented in com-
parison to SC and GEN in Table 1. The results are presented in the same way
as in [6]. Column Gap presents the average percentage deviation (over 10 in-
stances) with respect to the value of the optimal solutions (as computed by a
branch & bound approach from [7]). Column M Gap contains the maximal one
of these gaps (over 10 instances). Furthermore, column Opt provides the num-
ber of instances (out of 10) that were solved to optimality, and column Time
(s) presents the average computation times (over 10 instances) in seconds. For
each algorithm the row labeled Summary provides the averages of the values
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in the columns (for columns Gap and Time (s)), respectively the maxium of
the values in column M Gap and the sum of the values in column Opt.
First—and surprisingly—in addition to being faster, the algorithm versions
using lower bound L0 achieve higher solution qualities than the algorithm ver-
sions using L3. This is despite the fact that L3 is a tighter lower bound than L0
(see [7]). Concerning the comparison between LBH and BS, we can state that
BS improves—in terms of solution quality—over the corresponding versions of
LBH. For example, while LBH(L0) can solve 40 (out of 50) instances to optimal-
ity, BS(L0) can solve 45 instances to optimality. However, this comes at the cost
of signiﬁcantly higher computation times. Moreover, increasing the beam width
(kbw) in BS does not seem to be very beneﬁcial. Even though the algorithm
slightly improves in terms of solution quality, this is not justiﬁed by the increase
in computation time requirements. For what concerns the comparison to SC
and GEN, we note that both LBH(L0) and BS(L0) are superior to SC in terms
of solution quality. However, while the performance of BS(L0) is comparable,
in terms of solution quality, to the one of GEN, LBH(L0) is clearly inferior to
GEN. The great advantage of GEN in comparison to both LBH(L0) and BS(L0)
are the low computation time requirements. In this context, note that both SC
and GEN were executed on a PC with a Pentium IV (3.2 GHz) processor and
2 GB of RAM, which should be comparable in speed to the machines that we
used.
The computational results for Set2 are presented in Table 2. As the compar-
ison between our ﬁve algorithm versions was basically the same as for Set1, we
only show the results of LBH(L0) and BS(L0). Moreover, these two algorithm
versions are henceforth simply denoted by LBH and BS. Note also that the for-
mat of Table 2 is slightly diﬀerent to the one of Table 1. First, optimal solutions
are not known for the instances of Set2. Therefore, instead of referring to opti-
mal solutions, columns Gap and M Gap now refer to the relative percentage
deviation from a lower bound value derived in [7]. Moreover, for the same reason
column Opt does not exist in Table 2. For what concerns the comparison of
LBH and BS to SC and GEN, we must note that both LBH and BS are gen-
erally inferior to both SC and GEN. Hereby, this is more pronounced for what
concerns instances with a concave and a convex cost function. However, also
for the instances with linear cost function LBH and BS are now inferior to SC,
which might be related to the increase in the number of bin types as well as to
the increase in the number of items.
4 Variable Neighborhood Search
Variable neighborhood search (VNS) is a metaheuristic which has originally been
proposed in [10] and extended in [5]. It is an improvement heuristic based on local
search and has already been successfully applied to a number of combinatorial
optimization problems. In contrast to population-based approaches VNS works
at each iteration on a single solution only. An eﬃcient search within the solution
space is usually achieved by the use of both diversiﬁcation and intensiﬁcation
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Table 1. Results of the Lower Bound Heuristic (LBH) and Beam Search (BS) in
comparison to SC and GEN for all instances from Set1
Alg. n Gap M Gap Opt Time (s)
LBH(L0) 25 0.68 2.92 5 0.25
50 0.19 0.77 7 0.51
100 0.07 0.55 8 1.12
200 0.00 0.00 10 2.28
500 0.00 0.00 10 5.61
Summary 0.19 2.92 40 1.95
LBH(L3) 25 0.84 2.19 4 1.53
50 0.48 1.16 3 2.40
100 0.29 1.11 6 4.17
200 0.01 0.10 9 7.49
500 0.02 0.19 9 34.29
Summary 0.33 2.19 31 9.97
BS(L0) 25 0.08 0.80 9 11.93
50 0.07 0.37 8 28.04
100 0.07 0.55 8 47.66
200 0.00 0.00 10 38.44
500 0.00 0.00 10 25.66
Summary 0.05 0.8 45 30.35
BS(L3) 25 0.08 0.80 9 22.77
50 0.11 0.40 7 44.38
100 0.11 0.74 7 76.27
200 0.01 0.10 9 62.29
500 0.02 0.19 9 125.36
Summary 0.07 0.8 41 66.21
BS(L0, kbw = 100) 25 0.08 0.80 9 61.72
50 0.07 0.37 8 302.85
100 0.02 0.18 9 710.35
200 0.00 0.00 10 684.33
500 0.00 0.00 10 450.46
Summary 0.03 0.8 46 441.94
SC 25 0.54 1.46 4 0.08
50 0.25 0.52 4 0.10
100 0.10 0.22 5 0.39
200 0.06 0.10 4 5.88
500 0.10 0.25 2 18.43
Summary 0.21 1.46 19 4.98
GEN 25 0.00 0.00 10 0.10
50 0.07 0.37 8 0.11
100 0.02 0.18 9 0.11
200 0.01 0.09 9 0.22
500 0.00 0.00 10 0.39
Summary 0.02 0.37 46 0.19
strategies. During shaking phases the current incumbent solution is perturbed
by means of diﬀerent neighborhood structures, allowing the solution process to
explore various regions of the solution space and (hopefully) to escape from local
optima. The subsequent use of local search intensiﬁes the search.
A sketch of the basic steps of a standard VNS can be found in Algorithm 2.
After the generation of an initial solution, at each iteration the current solution
x is systematically perturbed by means of κmax neighborhood structures Nκ,
where 1 ≤ κ ≤ κmax. The perturbed solution x′ is then locally optimized during
the local search phase, which results in a solution x′′. If the acceptance criterion
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Algorithm 2. A Standard Version of VNS
input: a problem instance
x ← GenerateInitialSolution()
while stopping criterion not met do
κ ← 1
while κ ≤ κmax do
x′ ← Shaking(x, κ)
x′′ ← LocalSearch(x′)
if Accept(x′′, x) then
x ← x′′
κ ← 1
else
κ ← κ + 1
end if
end while
end while
output: best solution found
is met, x′′ becomes the new incumbent solution and the search procedure starts
over again with the ﬁrst neighborhood structure. Otherwise the search continues
with x as incumbent solution and uses the next neighborhood structure κ + 1.
In the following we present our implementation of VNS for the VSBPP. In
the context of VNS, a solution x is an explicit list of bins with their items and
bin types.
4.1 Implementation of VNS for the VSBPP
In order to ﬁnd a feasible initial solution a suitable bin is randomly chosen for
each item. In fact, each item is packed into a separate bin. The selection proba-
bility is directly proportional to the ratio Wkck , hence favoring the assignment of
items to bins which have low cost with respect to their capacity.
Shaking. For our shaking step we deﬁned three neighborhood structures. The
ﬁrst one, henceforth denoted by N1, changes the type of a given number of bins.
The second one (N2) deletes bins and repacks the items, whereas the third one
(N3) is based on dynamic programming. The way in which these three neighbor-
hood structures (or operators) are used is slightly diﬀerent to the way in which
they would be used in the standard VNS that is shown in Algorithm 2. For each
of the three operators we keep track of the number of successful applications.
Then, whenever Shaking(x) is applied, the choice of the operator depends on the
performance of the corresponding operator in previous steps. Hereby, the selec-
tion probability is directly proportional to the number of successful applications
in the past. In the following we describe the three operators in more detail.
Operator N1(x) selects up to 15% of all bins currently used by solution x and
changes their corresponding bin types randomly. In case this produces a bin b
in which the assigned items do no longer ﬁt (which may happen in case the new
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bin capacity ends up being too small) items are randomly removed until the
capacity of the bin is suﬃcient. This may generate a set of currently un-packed
items, which are sorted in a non-increasing manner with respect to their weight.
Then one after the other is inserted into any of the currently open bins. We
use a roulette-wheel approach based on the remaining bin capacities, where the
selection probability for a bin to be chosen is inversely related to the remaining
capacity of the bin. If an item does not ﬁt into any of the bins currently in use, a
new bin is added to the solution. The bin type is randomly chosen proportional
to the ratio cost/capacity (a small ratio is favored).
Operator N2(x) chooses up to 5% of all bins of x and deletes them from x.
All items previously assigned to these bins have to be repacked. This is done by
assigning each of these items to a new bin whose bin type is randomly chosen
among all bin types where the item would ﬁt.
Finally, operator N3(x) uses a packing procedure based on dynamic pro-
gramming proposed in [6]. This dynamic programming procedure provides the
minimum-cost VSBPP solution for a given sequence of items. The given se-
quence imposes that for each item j that appears after an item i, item j must
appear either in the same bin as i or in a later bin. In order to obtain such an
item sequence, the items of the bins of x are appended in the order in which
they appear in x. Hereby, the items of each bin are sorted according to their
weight. The sorting is done either in a non-decreasing or non-increasing way, in
an alternating fashion.
Note that the maximal neighborhood sizes (15% of all bins in the case of N1,
respectively 5% of all bins in the case of N2) were determined after extensive
experimentation.
Local Search. Three diﬀerent neighborhood structures were used for local search.
The ﬁrst two (N4 and N5) are based on the intuition that in a (near-)optimal
solution all bins are probably quite densely packed. In other words, the remaining
capacity of all bins used should be rather small. The goal of the operatorsN4 and
N5 is therefore to obtain densely packed bins. Operator N4 tries to improve the
capacity usage, that is, it tries to decrease the remaining capacity of each bin by
moving an item from its current bin a to a diﬀerent bin b. Such a move can only
be executed if the resulting packing is feasible with respect to the corresponding
capacities and if the remaining capacity of bin b after the move is smaller than
the remaining capacity of bin a before the move. Hence we try to ﬁll up bins
whose utilization level is already high, while emptying others that are currently
not fully utilized. With a similar intention, operator N5 tries to swap an item
i currently packed in bin a with an item j currently packed into a diﬀerent bin
b. The swap is executed if and only if the remaining capacity of bin b after the
swap is smaller than the remaining capacity of bin a before the swap and the
resulting packing is feasible with respect to the bin capacities. As we are urging
to obtain densley packed bins, furthermore a swap is only considered feasible if
the remaining capacity of bin b decreases, i.e. if wi > wj .
After this ﬁrst phase there tend to be bins that are currently far from be-
ing densely packed. Hence, the goal should be to remove those bins. Therefore,
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operator N6 selects the bin with the lowest load. All items currently assigned to
this bin are tried to be inserted into other bins based on a best ﬁt procedure. In
case all items can be removed successfully, the corresponding bin can be deleted
from the solution.
In a ﬁnal step, local search iterates through all bins currently in use and tries
to change the corresponding bin types in order to use cheaper bins if possible.
The neighborhoods are used sequentially and are executed in a ﬁrst improvement
fashion.
Acceptance Criterion. After the original solution has been perturbed by the
shaking operator and the local search phase has been executed, the resulting so-
lution is compared to the original solution. It is only accepted as new incumbent
solution if the objective function value has been improved.
4.2 Computational Results
We tested three versions of VNS, where diﬀerent starting solutions have been
used. Henceforth we refer to VNS using the simple starting solution (as de-
scribed above) by VNS(si). Moreover, the version of VNS that uses the lower
bound heuristic (as described in Section 3.3) as starting solution is denoted by
VNS(lbh). Finally, the last version of VNS uses beam search (see Section 3.4)
as starting solution and is denoted by VNS(bs). Due to the random nature of
VNS, each instance was solved ﬁve times. The reported results are the average
values obtained. The run time limit has been set to 10 seconds for instances of
Set1 (small linear-cost instances), and to 100 seconds for the instances of Set2
(larger instances). Remember that the instance sets are described in Section 3.5.
VNS was implemented using C++ and has been tested on the same cluster of
PCs as LBH and BS. Tables 3 and 4 show the corresponding results for the
instances of Set1 and Set2. Note that computation times are given in the form
(X/Y ), where X refers to the time of computing the starting solution and Y to
the time of VNS. Both times must be added in order to obtain the total time of
the algorithm.
As can be seen, VNS performs very well compared to the algorithms proposed
in [6]. The best results obtained improve over – or are at least as good as – the
results of GEN (in the case of Set1) and SC (in the case of Set2). Remember
that the results of GEN and SC are given in Tables 1 and 2.
As can be seen in Table 3, for the small, linear- cost instances (Set 1), all three
versions of VNS ﬁnd the optimal solutions to all 50 problem instances. Please
note that the reported results are averaged values over 5 independent test runs
for each instance and that we are able to ﬁnd the optimal solution in every run.
This proves that this algorithm is very stable and robust. Even when using the
simple procedure for generating the starting solution, on average the optimal
solution was found after 0.75 seconds. The algorithms SC (GEN) proposed in [6]
need on average 4.98 (0.19) seconds for generating their best solution. Also note
that SC (GEN) ﬁnd the optimal solution in only 19 (46) out of 50 instances.
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Table 3. Results of VNS with diﬀerent starting solutions for all instances from Set1
Alg. n Gap M Gap Opt Time (s)
VNS(si) 25 0.00 0.00 10 (0.00/0.08)
50 0.00 0.00 10 (0.00/0.57)
100 0.00 0.00 10 (0.00/0.16)
200 0.00 0.00 10 (0.00/0.33)
500 0.00 0.00 10 (0.00/2.62)
Summary 0.00 0.00 50 (0.00/0.75)
VNS(lbh) 25 0.00 0.00 10 (0.25/0.09)
50 0.00 0.00 10 (0.51/0.72)
100 0.00 0.00 10 (1.12/0.15)
200 0.00 0.00 10 (2.28/0.00)
500 0.00 0.00 10 (5.61/0.00)
Summary 0.00 0.00 50 (1.95/0.19)
VNS(bs) 25 0.00 0.00 10 (11.93/0.11)
50 0.00 0.00 10 (28.04/0.73)
100 0.00 0.00 10 (47.66/0.18)
200 0.00 0.00 10 (38.44/0.00)
500 0.00 0.00 10 (25.66/0.00)
Summary 0.00 0.00 50 (30.35/0.20)
For the set of larger instances (Set2) our algorithm improves over the results
of the so-far best algorithm SC for what concerns the linear and convex cost
classes (class B1 and B3). Moreover, it produces comparable results for class B2.
For class B1 the average (maximum) gap obtained by the algorithms of [6] is
0.6% (1.64%). The VNS using the simple initial solution (si) yields an average
gap that is slightly worse (0.62%). When initializing the VNS with the more
sophisticated initial solutions (provided by LBH and BS) the average gap can be
reduced to 0.58%. However, only version VNS(lbh) is practical due to the high
computation time requirements of beam search. Furthermore, notice that all
proposed procedures obtain the same maximum gap. For class B2 we obtain the
same results as in [6]. Again, starting from a more sophisticated initial solution is
beneﬁcial for the solution quality. For class B3, all three versions of VNS are able
to improve the average as well as the maximum gap found by [6]. The average
(maximum) gap of the VNS is 2.43% (3.29%), while the resulting gaps of the
best algorithms from [6] amount to 2.44% (3.33%).
Concerning computation times, note that our algorithms are generally slower
than both SC and GEN. However, in absolute terms, the computation times of
VNS(si) and VNS(lbh) are still quite low. Moreover, note that the authors of [6]
have experimentally shown that GEN is not able to improve when given more
computation time. Also remember that SC is a deterministic heuristic, which
means that it can not beneﬁt from additional computation time either.
Summarizing, our best algorithm version is able to provide high quality so-
lutions for both sets of instances, whereas the performance of the algorithms
provided in [6] is instance-dependent. For Set1 GEN outperforms SC, whereas
for Set2 the performance is vice versa.
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5 Conclusions and Outlook
In this work we proposed hybrid algorithms based on dynamic and linear pro-
gramming techniques for the variable sized bin packing problem. First, we pre-
sented a heuristic and a beam search approach. Then we developed a version
of variable neighborhood search, which made use of the aforementioned heuris-
tic and beam search algorithms for providing high-quality starting solutions.
The best-performing algorithm—for what concerns the balance between solu-
tion quality and computation time—was variable neighborhood search using the
heuristic starting solution. The results achieved by this algorithm version were
for each set of problem instances at least as good as the results of the so-far best
algorithm from the literature.
In the future we plan to re-implement the best algorithms from [6] in order to
be able to provide a more detailed analysis of the results that will be based on
absolute solution qualities rather than being restricted to deviations (in percent)
from optimal solutions, respectively from lower bound values. We are convinced
that such an analysis will help to even better point out the advantages of our
best algorithms over the state-of-the-art methods from the literature.
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