Introduction
Since the creation of operations research as a discipline, a continued interest has been in the development of heuristics or approximation algorithms to solve complex combinatorial optimization problems. As many problems have been proven computationally intractable, the heuristic approaches become increasingly important in solving various large practical problems. The most popular heuristics that have been widely studied in literature include Simulated Annealing (SA) (Kirkpatrick 1983) , Tabu Search (TS) (Glover 1986) , and Genetic Algorithm (GA) (Holland 1975) . Simulated annealing is a stochastic search method that explores the solution space using a hill climbing process. Tabu search, on the other hand, is a deterministic search algorithm that attempts exhaustive exploration of the neighbourhood of a solution. In contrast to the local search algorithms such as SA and TS that work with one feasible solution in each iteration, GA employs a population of solutions and is capable of both local and global search in the solution space. Despite their successes in solving many combinatorial problems, these algorithms have some limitations. For instance, SA can be easily trapped in a local optimum or may require excessive computing time to find a reasonable solution. To successfully implement a tabu search algorithm, one requires a good knowledge about the problem and its solution space to define an efficient neighbourhood structure. Genetic algorithms often converge to a local optimum prematurely and their success often relies on the efficiency of the adopted operators. Due to the deficiencies of the conventional heuristics and ever increasing demand for more efficient search algorithms, researchers are exploring two main options, developing new methods such as nature inspired metaheuristics and investigating hybrid algorithms. In recent years, a number of metaheuristics have been developed. Examples include the Greedy Randomized Adaptive Search Procedure (GRASP) (Feo & Resende, 1995; Aiex et al., 2003) , Adaptive Multi Start (Boese et al., 1994) , Adaptive Memory Programming (AMP) (Taillard et al., 2001) , Ant System (AS) (Dorigo & Gambardella, 1997) , and Particle Swarm Optimization (PSO) (Kennedy & Eberhart 1995) . Another important research domain in heuristics is hybridization by which a search algorithm such as GA is used in conjunction with one or more other techniques, e.g., simulated annealing and/or tabu search. Because of the complementary properties of each algorithm, hybrid approaches often outperform each individual method operating alone. However, they still require excessive computational effort. In view of the above, this chapter presents a Collaborative Search Algorithm (CSA) for combinatorial optimization problems. The proposed approach contains two independent search algorithms, an enhanced simulated annealing with memory and a blockage removal feature (called Tabu-SA component hereafter), and a genetic algorithm (i.e., GA component). The two algorithms exchange information while consecutively run to solve a problem. The Tabu-SA algorithm utilizes a short-term memory, i.e., tabu list to avoid revisiting solutions temporarily. The purpose of the blockage removal feature in the Tabu-SA component is to resolve deadlock situation in which a (acceptable) solution is hard to find in the neighbourhood of a solution. The GA component employs two evolutionary operators, crossover and mutation operators, and a long-term memory, i.e., population list to conduct global search. The population list is constantly updated by the two algorithms, Tabu-SA and GA, as the search progresses. The reminder of this chapter is organized as follow. In section 2, a review of the two popular hybrid algorithms, hybrid GA and hybrid SA, is presented. Section 3 describes the proposed collaborative search algorithm (CSA). In section 4, more details of its application to flow shop scheduling problem is presented. Computational results and the comparisons with other approaches followed by conclusion are presented in sections 5 and 6.
Review of Hybrid GA and SA Algorithms
Depending on which algorithm is selected to be the core component of the hybrid algorithms, the hybrid algorithms could be categorized as hybrid SA or hybrid GA. In a hybrid SA, the driving module of the algorithm is a simulated annealing while in a hybrid GA the driving component is a genetic algorithm.
Hybrid genetic algorithms
The popular forms of hybrid GAs are constructed by: a) including a constructive heuristic to generate one or more members of the initial population (e.g., Reeves, 1995) ; b) incorporating a local search heuristic to improve the quality of the solutions built by the crossover operator (e.g., Gonçalves et al., 2005) ; and c) by combination of the former two (a and b) strategies (e.g., Wang & Zheng, 2003; Ruiz et al., 2006; and Kolonko, 1999) . Figure 1 illustrates the framework of the two popular hybrid genetic algorithms. Reeves (1995) applied a genetic algorithm to the permutation flow shop scheduling problem. To generate the initial population, the author used the NEH (Newaz et al., 1983) heuristic to generate the first member of the population and the rest of the population were generated randomly. Wang and Zheng (2003) proposed a hybrid GA for the flow shop scheduling problem. In the hybrid algorithm, the NEH algorithm (Newaz et al., 1983 ) is utilized to generate the first member of the initial population while, the rest of the individuals are generated randomly.
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To improve the performance of their algorithm, Wang and Zhang (2003) replaced the simple mutation operator of the plain GA with a simulated annealing module. Gonçalves et al., (2005) developed a hybrid GA for job shop scheduling problem. In Gonçalves et al., (2005) , a local search is used to improve the quality of all individuals built by the crossover operator. Instead of using mutation operator, Gonçalves et al., (2005) replaced 20 percent of the population with randomly generated schedules (i.e., chromosomes). Ruiz et al., (2006) also proposed a hybrid GA for the flow shop scheduling problem. In their method, the entire initial population is generated using a modified NEH (Newaz et al., 1983) algorithm. Furthermore, each time when a new population is entirely set up, the algorithm enhances the generation by applying a local search to the best member of the new population. Kolonko (1999) proposed a hybrid GA algorithm in which members of population are independent SA runs. Each member of the population is enhanced by a SA module as long as the number of trials without improvement is less than a predetermined value. To generate a new population, two individuals are selected randomly and their schedules are crossed using a special type of crossover operator. The hybrid algorithm was favourably tested using several job shop scheduling problems.
Hybrid simulated annealing algorithms
Two common forms of hybrid SAs that have been reported in literature are built by: a) adding prohibited memory (i.e., tabu list) to simulated annealing algorithm (e.g., Osman, 1993; Zolfaghari & Liang, 1999; Azizi & Zolfaghari, 2004) ; and b) addition of both prohibited and reinforcement memories (e.g., El-Bouri et al., 2007) . Recently a new hybrid simulated annealing has been also reported in the literature that combines three algorithms, simulated annealing, genetic algorithm, and tabu search (Azizi et al., 2009a and Azizi et al.,2009b) . Osman (1993) compared the performance of several heuristics including a hybrid simulated annealing that utilizes a tabu list. Osman (1993) concluded that the hybrid algorithm outperforms the conventional simulated annealing both in terms of solutions quality and a) Hybrid GA with local search www.intechopen.com computational time. Zolfaghari and Liang (1999) proposed a hybrid tabu-simulated annealing approach to solve the group scheduling problem. The performance of the hybrid method was tested and favourably compared with two other algorithms using tabu search and simulated annealing alone. Azizi and Zolfaghari (2004) proposed an adaptive simulated annealing method complemented with a tabu list. The performance of the hybrid algorithm was evaluated and compared with conventional simulated annealing using classical job shop scheduling problems. Using statistical analysis, Azizi and Zolfaghari (2004) showed that the adaptive tabu-SA algorithm outperforms a stand-alone simulated annealing algorithm. El-Bouri et al., (2007) proposed four versions of a new memory-based heuristic based on AMP and simulated annealing. The main characteristic of the proposed methods is the use of two short-term memories. The first memory is a tabu list while the second is called seed memory list that keeps tracks of the best solution visited during the last iteration. El-Bouri et al., (2007) showed that the simultaneous use of prohibited and reinforcement memories in simulated annealing could significantly improve the search performance. www.intechopen.com Azizi et al., (2009a) proposed a generic framework of a new metaheuristic, SAMED, that combines different features of several search algorithms. The framework contains several components including a simulated annealing module, three types of memories, and an evolutionary operator. Based on the generic framework, Azizi et al., (2009a Azizi et al., ( & 2009b developed several search algorithms to investigate the application of the proposed framework on two popular scheduling problems, job shop and flow shop scheduling problems. Azizi et al., (2009a Azizi et al., ( & 2009b showed that the new hybrid algorithms surpass the performance of the conventional heuristics as well as several hybrid genetic algorithms in both applications. The framework of the SAMED algorithm is presented in Figure 3 . In the figure, control 1 verifies if the current solution is accepted, and controls 2 and 3 check if the short and long iterations are completed respectively. For the case of job shop scheduling, Azizi et al. (2009a) developed another version of the new metaheuristic that includes two new components. The first component features a problemspecific local search that explores the neighbouring solutions on a critical path of a job shop scheduling solution. The second component is for blockage removal to resolve possible deadlock situations that may occur during the search (Figure 4 ). The algorithm is named SAMED-LB. Azizi et al. (2009a) showed that, in the majority of tested benchmark problems, the addition of the new components has significantly improved the computational efficiency.
The Collaborative Search Algorithm
The CSA contains two main components, a Tabu-SA algorithm with blockage removal capability (Azizi et al., 2009b ) and a genetic algorithm. These two components exchange information (i.e., solutions) via a population list while consecutively run to solve a problem. In the CSA, the original population is generated randomly or by means of other heuristics. The best member of the population is selected as the initial solution for the Tabu-SA module. The Tabu-SA module begins searching the solution space with an initial solution. Each time a solution is accepted, the quality of the solution is first compared to the overall best solution. Only if the solution improves the quality of the overall best solution, it is added to the population list. Then part of the solution that has been modified to generate the neighbouring solution is added to a tabu list. The completion of the tabu list marks the end of a short iteration. During a short iteration, the Tabu-SA also keeps track of the best solution visited during the iteration. At the end of the iteration, the tabu list is emptied and the best solution of the current iteration (if it is not the current solution) is selected as the initial solution for the next iteration. The above steps are repeated for a number of predetermined short iterations, i.e., a long iteration. Once a long iteration is completed, the performance of the search is evaluated by comparing the current (long) iteration best solution with that at the beginning of the past iteration. In the case of improvement, the Tabu-SA will continue the search; otherwise, the genetic algorithm component is called to participate in the search operations. The GA component generates a new population using the two evolutionary operators, crossover and mutation, and a copy of the current population list. The GA continues searching the solution space as long as there is improvement from one generation to another. Every time a new population is generated, GA also compares the quality of the best member of the new population with that of the overall best solution to update the original population list. Once the GA detects no improvement within its module, it will return the original population (that may have been also updated by the GA) and the best solution found during its own operations to the Tabu-SA component. The Tabu-SA utilizes the best solution (provided by GA) as the initial solution. The framework of the CSA is presented in Figure 5 . In the figure, controls 1 and 5 check if the overall best solution has been improved to update the population list. Control 2 verifies the improvement within the GA component, and controls 3 and 4 test whether or not the short and long iterations are completed respectively. The CSA could be regarded as a variation of the SAMED algorithm proposed for the flow shop scheduling problem, SAMED-FSS (Azizi et al., 2009b) . However, it differs from the SAMED-FSS algorithm in several aspects. The main differences between the two algorithms have been highlighted in Table 1 . 
Application of the CSA to the Permutation Flow Shop Scheduling Problem

Flow shop scheduling problem
The permutation flow shop scheduling problem studied in this paper can be described as follows. Consider a set of machines (M 1 , M 2 , M 3 ,…, M m ) and a set of jobs (J 1 , J 2 , J 2 ,…, J n ). Each job has to be processed on all m machines in the order given by the index of the machines. Each job consists of a sequence of m operations, O 1j , O 2j , O 3j ,…,O mj , each of them corresponding to the processing of job j on machine i during an uninterrupted processing time period P i,j . Each machine can only process one job at a time and it is assumed that each machine processes the jobs in the same order. The objective is to find the schedule that has the minimum makespan (the duration in which all jobs are completed).
Solution representation
A solution of the flow shop scheduling problem is represented by a string composed of several elements each corresponding to a job number (job based scheme). The sequence of the job numbers on the string indicates the processing order of jobs on all machines.
Neighbouring solution
A neighbouring solution is generated by inserting a randomly selected job in front or behind another job in the string (i.e., insertion technique).
CSA(Collaborative Search Algorithm) SAMED-FSS Algorithm Population list is continually updated by SA and GA throughout the search Long-term memory is updated only at the end of short iterations and is emptied at the end of long iterations The population list is initially populated by randomly generated solutions which are gradually replaced by overall best solutions as the search progresses Long-term memory contains the short iteration's best solutions that have been visited during the recent long iteration Contains a complete genetic algorithm GA component include a crossover operator Genetic algorithm operates as long as there is improvement from one generation to another Genetic algorithm component operates only for one generation Once GA stops functioning, it returns the best solution found within the GA module
The new population is scanned and the first offspring whose cost is different than that of the iteration best solution might be selected.
Components of CSA
As noted earlier, the CSA includes two main components, a Tabu-SA module with blockage removal and a genetic algorithm. The Tabu-SA component of the CSA is adopted from (Azizi et al. (2009b) . The genetic algorithm component includes a random selection mechanism, a crossover operator, and a mutation operator. In order to generate a new population, two parents are selected randomly and operated by the Precedence Preservative Crossover (PPX) (Bierwirth et al., 1996) . To generate a new offspring by the PPX crossover operator, a template vector h of length n (n denotes the number of jobs) is filled with random elements from the set {1, 2}. This vector is then used to define the order in which elements are drawn from parent 1 and parent 2. The selected element from one parent is appended to the offspring string and then the corresponding element is deleted from both parents. This procedure repeats itself until both parent strings are emptied and the offspring contains all the involved elements. The mutation operator selects a job randomly and inserts it in front or behind another job in the offspring chromosome. The corresponding makespans of the offspring chromosome before and after the mutation operation are compared and if the mutation deteriorates the quality of the offspring, the mutation result is revoked and then the chromosome is added to the population.
Initial population and initial solution
Both the initial population and initial solution in the CSA could be generated randomly. However, for the case of flow shop scheduling we developed a constructive heuristic based on the NEH algorithm (Newaz et al., 1983) to generate portion (e.g., 50% of the members) of the population. According to this constructive heuristic, a solution is first generated randomly. Then, the solution is scanned from left to right and the first two jobs on the solution string is selected and added to a template chromosome. Following this, the positions of the two jobs is swapped and the partial makespans of the template chromosome before and after the swap is calculated. The makespans are compared and the configuration that generates shorter makespan is selected. Once the configuration of the two jobs is decided, the next job on the original solution (i.e., third job from left) is inserted in all possible positions on the template chromosome (e.g., before the first job, between job one and job two, and after job two). The lengths of the schedules associated with each configuration are calculated and the one with shorter makespan is selected. The above steps are repeated until all jobs on the randomly generated solution are transferred to the template chromosome. The rest of the population members, i.e., the second portion, are generated randomly. The best member of the population is selected as the initial solution for the Tabu-SA algorithm.
Computational Results
The performance of the CSA is evaluated using 40 hard problems selected from two benchmark problem sets known as Taillard (1993) and Demirkol et al. (1998) benchmark problems. The algorithm is coded in Visual Basic and run on a Pentium 4 PC with 3.3 GHz CPU. The computational times as well as the parameters of the CSA including the size of tabu list (short iteration), long iteration (long-term memory), the initial temperature, the control parameter, and the maximum number of unacceptable moves are the same as those www.intechopen.com utilized in the SAMED-FSS algorithm (Azizi et al., 2009b) . The size of the population list is 30 for all benchmark problems except for TA21, TA22, TA24, and TA25 for which it is set to 20. For all benchmark problems, 50% of the members in each initial population are generated using the modified NEH algorithm described in section 4.2 and the remaining solutions are generated randomly. The computational results for both benchmark problem sets are summarized in Table 2 . The results presented in this table correspond to the best makespan over 10 runs and associated computing time (per second). According to the results presented in Table 2 , the CSA found solutions with shorter makespans for 24 out of 28 Demirkol et al. (1998) benchmark problems (DMU01-DMU34) compared to those provided by the SAMED-FSS (Azizi et al., 2009b) . In comparison with the PSO (Liao et al., 2007) algorithm, solutions found by the CSA for 22 benchmark problems are of better quality. The CSA also outperformed the conventional SA, standard GA, and hybrid genetic algorithm with local search (GA-LS) (Azizi et al., 2009b) in all 28 test problems. Furthermore, For all the 12 Taillard (1993) benchmark problems, the CSA found better quality solutions (including nine optimal) compared to those solutions found by the conventional SA, standard GA, hybrid genetic algorithm with local search (GA-LS), and the PSO (Liao et al., 2007) . Moreover, the CSA found the same (optimal) solutions as the SAMED-FSS for nine problems but with shorter computational times in the majority of the (nine) cases. In the remaining three problems, the CSA outperforms the SAMED-FSS both in terms of solution quality and computational times. www.intechopen.com
Conclusion
Various scheduling problems that occur in manufacturing industries have been investigated in the literature. They are inherently complex and often referred to as combinatorial NonPolynomial (NP) hard problems. These problems are very difficult to solve using existing heuristics or conventional techniques. This chapter presents a generic framework of a collaborative search algorithm to solve scheduling problems. The proposed framework contains two independent search modules that exchange information while consecutively run to solve a problem. Based on the proposed framework a search algorithm tailored for the flow shop scheduling is presented. The computational results for the two challenging classical problem sets clearly indicate the superior performance of the proposed method over several conventional techniques including a simulated annealing, a genetic algorithm and a hybrid genetic algorithm. The CSA results also compare favourably with those of the two newly developed algorithms, PSO (Liao et al., 2007) and SAMED-FSS (Azizi et al., 2009b) . Parametric representation of shapes, mechanical components modeling with 3D visualization techniques using object oriented programming, the well known golden ratio application on vertical and horizontal displacement investigations of the ground surface, spatial modeling and simulating of dynamic continuous fluid flow process, simulation model for waste-water treatment, an interaction of tilt and illumination conditions at flight simulation and errors in taxiing performance, plant layout optimal plot plan, atmospheric modeling for weather prediction, a stochastic search method that explores the solutions for hill climbing process, cellular automata simulations, thyristor switching characteristics simulation, and simulation framework toward bandwidth quantization and measurement, are all topics with appropriate results from different research backgrounds focused on tolerance analysis and optimal control provided in this book.
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