Abstract. It is shown that, assuming the Continuum Hypothesis, compact Hausdorff space of weight at most c is a remainder in a soft compactification of N.
Introduction
A compactification, γN, of the discrete space N of natural numbers is said to be soft if for all pairs A, B of disjoint subsets of N the following holds: if cl A∩cl B = ∅ then there is an autohomeomorphism h of γN such that h[A] ∩ B is infinite and h is the identity on the remainder γN \ N.
Banakh asked in [1] whether every Parovichenko space is soft-Parovichenko, where a Parovichenko space is defined to be a remainder in some compactification of N and, naturally, a soft-Parovichenko space is a remainder in some soft compactification of N. Parovichenko's classic theorem characterizes, assuming CH, the Parovichenko spaces as the compact Hausdorff spaces of weight at most c.
Example. TheČech-Stone compactification, βN, of N is soft, vacuously; hence βN \ N is soft-Parovichenko.
At the other end the one-point compactification αN is soft too as every permutation of N determines an autohomeomorphism of αN. Example 1. As remarked by Banakh in [1] if X is compact and metrizable then every compactification of N with X as its remainder is soft.
If x ∈ cl A∩cl B then there are subsets S and T of A and B respectively that converge to x. Take a permutation h of N that interchanges S and T and is the identity outside S ∪ T ; the extension of h by the identity on X is an autohomeomorphism.
Applying the Continuum Hypothesis
In this section we prove the statement in the abstract. The Continuum Hypothesis (CH) implies that every Parovichenko space is soft-Parovichenko.
Let X be compact Hausdorff and of weight ℵ 1 . We may assume X is embedded in the Tychonoff cube [0, 1] ω1 and, for technical convenience, that X ⊆ {0}×[0, 1] [1,ω1) . Our aim will be to construct a sequence f α : α < ω 1 of functions from N to [0, 1] such that theČech-Stone extension βf of its diagonal map f :
To make sure that f [N] is discrete we demand that f 0 (n) = 2 −n for all n. In this way f [N] ∪ X will be a compactification of N with X as its remainder.
Ensuring softness. To ensure softness of the compactification we take our inspiration from Example 1.
Along with the functions f α we construct an almost disjoint family S of subsets of N such that at the end every S ∈ S converges to a point x S of X. In addition we ensure that whenever A, B is a pair of disjoint subsets of N whose closures intersect then there will two setsS and T in S such that S ∩A and T ∩B are infinite, and x S = x T . As in Example 1 a permutation of N that interchanges S ∩ A and T ∩ B and is the identity outside these sets gives an auotohomeomorphism of the compactification as required.
The construction. We let A α , B α : α < ω 1 enumerate the set of ordered pairs of disjoint infinite subsets of N. We shall construct
δ be the diagonal map of f α : α < δ , and, for bookkeeping purposes, I will be the set of δ for which the closures of
The sequences should satisfy the following conditions.
(1) if α < δ then the set g δ [S δ ] converges to the point x α ↾ δ (2) if δ ∈ I then there are α, β δ such that x α ↾ δ = x α ↾ δ, and both intersections S α ∩ A δ and S β ∩ B δ are infinite (3) for all δ the family {S α :
In condition 2 we do not exclude the possibility that α = β.
At each stage δ we choose the set S δ , construct the function f δ , and determine the set K α+1 as a subset of K δ . This means that in case δ is a limit we must construct K δ first.
Making K δ if δ is a limit. Let U n : n < ω be a sequence of finite families of basic open sets in [0, 1] δ such that for all n we have X ↾ δ ⊆ U n and X ∩ U = ∅ for all U ∈ U n , and such that for every open set O around X ↾ δ there is an n such that U n ⊆ O. For every n there is a finite set F n such that every member of U n has its support in F n . Let δ n : n < ω be a strictly increasing sequence of ordinals that converges to δ and such that F n ⊆ δ n for all n.
The family U n can also be considered to be a family of basic open sets in the product [0, 1] δn . The condition that βg δn [K * δn ] = X for all n translates into two things:
• for every n there is a natural number N n such that
But then the same holds with g δ replacing g δn .
Using this we determine a strictly increasing sequence M n : n < ω of natural numbers such that M n N n for all n, such that K δn+1 \ M n+1 ⊂ K δn for all n, and such that for every U ∈ U n there is a
We let
δ ] = X, and because K δ ⊆ * K δn for all n the set is also almost disjoint from all S α and T α for α ∈ I ∩ δ.
The actual construction. Now let δ ∈ ω 1 and assume that everything has been constructed up to and/or including δ.
If the closures of g δ [A δ ] and g δ [B δ ] intersect then we add δ to the set I and determine S δ by considering a few cases.
First shrink A δ and B δ to infinite sets C and D such that the closures of g δ [C] and g δ [D] intersect in exactly one point of X ↾ δ, this point is going to grow into x δ , so we denote it x δ ↾ δ. Note that the union
The cases that can occur are
• both C and D are almost disjoint from the S α with α < δ; in this case we let S δ be an infinite subset of C ∪ D, that meets both C and D in an infinite set and is such that K δ \ S δ contains an infinite set that converges to x δ ↾ δ.
• C is almost disjoint from the S α with α < δ, but D is not; in this case we have a β < δ such that S β ∩ D is infinite, and so x β ↾ δ = x δ ↾ δ. Now let S δ be an infinite subset of C as in the previous case.
• D is almost disjoint from the S α with α < δ, but C is not; in this case we have an α < δ such that S α ∩ D is infinite, and so x α ↾ δ = x δ ↾ δ. Now let S δ be an infinite subset of D as in the previous cases.
• neither C nor D is almost disjoint from the S α with α < δ; this means that condition 2 is already met. We let S δ be an infinite subset of K δ that converges to some x δ ↾δ, again subject to the condition that K δ \S δ contains an infinite set that converges to x δ ↾ δ.
In all four cases let
In case the closures do not intersect we let K δ+1 = K δ and ignore any mention of S δ and T δ in the construction of f δ below.
In either case we still have βg δ [K * δ+1 ] = X. Before we proceed to the definition of f δ we first choose the δth coordinates of the points x α for α δ. For each α we check whether there is a β < α such that x α ↾ δ = x β ↾ δ. If that is the case then we must let x α (δ) = x β (δ). In the other case we ensure that x α ↾ δ, x α (δ) ∈ X ↾ (δ + 1). This then introduces the demand that f δ [S α ] converge to x α (δ).
To specify the function f δ we proceed much as in the construction of K δ for limit δ.
We take a sequence U n : n < ω of finite families of basic open sets in [0, 1] δ+1 as follows. First take an increasing sequence F n : n < ω of finite subsets of δ + 1 such that δ ∈ F 0 and n F n = δ + 1. Next we let B n be the family of all products α δ I α , where I α is an interval of the form [0, 2
We let U n = {B ∈ B n : B ∩ X = ∅}. We also write every U ∈ U as V U × I U , where V u is in [0, 1] δ and I U is an interval in [0, 1]. For every n we let S n = {S α : α ∈ F n } ∪ {K δ+1 } and we take an N n such that
• for all distinct X and Y in S n the intersection X ∩ Y is contained in N n • for all k N n we have g δ (k) ∈ {V U : U ∈ U} • for all U ∈ U and all α δ: if x α ↾δ ∈ V U then g δ (k) ∈ V U for all k ∈ S α \N n Because βg δ [K * δ+1 ] = X we know that for every U ∈ U n the set {k ∈ K δ+1 : g δ (k) ∈ V U } is infinite. Using this we take a strictly increasing sequence M n : n < ω of natural numbers such that M n N n for all n and we can define f δ on K δ+1 such that for all n and U ∈ U n there a
We define f δ on S α ∩ [M n , M n+1 ) whenever α ∈ F n ; because M n N n there will be no interference with the values that we specified on K δ+1 and between the different S α s.
For each α ∈ F n we can simply define
, nor in in any of the S α for some α δ, we simply choose f δ (k) in such a way that g δ (k), f δ (k) ∈ U n .
To see that f δ [S α ] converges to x α (δ) it suffices to observe that f δ has the constant value x α (δ) on the intersection S α ∩ [M n , ω), where n is such that α ∈ F n .
Some examples
Example. The statement "Every compactification of N with the ordinal space ω 1 + 1 is its remainder is soft" is consistent with and independent of the axioms of ZFC. In fact, it is equivalent to the inequality t > ω 1 .
Indeed, given such a compactification, γN, apply normality to find open sets U α and V α with disjoint closures such that [0, α] ⊆ U α and [α + 1,
Let A and B be disjoint subsets of N such that cl A ∩ cl B = ∅.
If there is an α ∈ ω 1 that is in the closure of A and B then A and B have infinite intersections with U α and we can take infinite subsets C of A ∩ U α and D of B ∩ U α such that cl C = C ∪ {α} and cl D = D ∪ {α}. Take any permutation h of N that interchanges C and D and is the identity outside C ∪ D. Then h extends to an autohomeomorphism of γN that is the identity on γN \ N.
If no such α can be found then cl A∩cl B = {ω 1 } and for every α the intersections A ∩ U α and B ∩ U α are finite. It t > ω 1 then there will be infinite sets subsets C of A and D of B such that C ∪ D ⊆ * V α for all α. Then C and D converge to ω 1 and, as above, interchanging C and D will witness softness. If t = ω 1 then there is a version of γN in which there is no infinite set C such that C ⊆ * V α for all α. That compactification is soft because if cl A ∩ cl B = ∅ then the first case above always applies: there is an α ∈ ω 1 that is in the intersection.
The intermediate conclusion is that ω 1 + 1 is soft-Parovichenko but the proof differs according to whether t = ω 1 or not.
Continuing with the case t = ω 1 we take the sum γN ⊕ αN of γN above and the one-point compactification αN, and identify ω 1 and ∞. The copy of N from αN serves as our A. The copy of N from γN serves as our B. There is no homeomorphism h that is the identity on ω 1 + 1 and that maps an infinite portion of A into B, because no infinite subset of B converges to ω 1 .
The next example, communicated by Alan Dow, is of a compact space of weight ℵ 1 , hence a Parovichenko space, that is consistently not soft-Parovichenko. It applies the principle (NT) from [3] , where it was shown to be consistent with c = b = ℵ 2 .
To formulate (NT) we need to define the notion of a weakly σ-bounded family of infinite subsets of N: given a family A of infinite subsets of N we let A ↓ denote the family of infinite sets X for which there is a member of A that contains it. We call A weakly σ-bounded if for every countable subfamily X of A ↓ there is an A ∈ A such that A ∩ X is infinite for all X ∈ X .
The principle (NT) states the following:
for each weakly σ-bounded subfamily A of P(N) and each subfamily B of A of cardinality at most ℵ 1 there is a subset C of N such that C ∩ B is infinite for all b ∈ B and for every infinite subset D of C there is an A ∈ A such that A ∩ D is infinite.
Example (Alan Dow). The compact ordered space K = ω 1 + 1 + ω * 1 is of weight ℵ 1 and hence is a Parovichenko space. The principle (NT) implies that it is not softParovichenko. We think of K as the quotient of (ω 1 + 1) × 2 obtained by identifying ω 1 , 0 and ω 1 , 1 to one point, which we call Ω.
Let γN = N ∪ K be a compactification, where K is the remainder. For every α we choose clopen sets L α , M α and R α such that
We apply the principle (NT) to the families L = {L α : α < ω 1 } and R = {R α : α < ω 1 }, and the associated families
The families L and R are clearly weakly σ-bounded: if B is a countable family of infinite sets such that for all B ∈ B there is an α B with B ⊆ L αB then take α = sup B α B ; the set L α is as required because B ⊆ * L α for all B ∈ B. The same argument works for R.
The families B L and B R are of cardinality ℵ 1 and refine L and R, respectively. The principle (NT) then guarantees there are subsets C L and C R of N such that
• B ∩ C L is infinite, for all B ∈ B L , and, likewise B ∩ C R is infinite, for all B ∈ B R , and
such that D ∩ L (or D ∩ R) is infinite We draw some consequences of this.
For every α the set L α+1 \ L α converges to the point α + 1, 0 , hance α + 1, 0 ∈ cl C L . It follows that the point in the middle, Ω, is in the closure of C L . And by a symmetric argument Ω ∈ cl C R also.
The intersection C L ∩ C R is finite. For if in were infinite then by the second condition in (NT) there is an α such that L α ∩ C L ∩ C R is infinite, and by a second application of that condition there is a β such that L α ∩ C L ∩ C R ∩ R β is infinite. But L α ∩ R β is finite, contradiction. So we may as well assume that C L and C R are disjoint. Now let h be an autohomeomorphism of γN with the property that h[C L ] ∩ C R is infinite. Take an α such that h[C L ] ∩ C R ∩ R α is infinite. Then take a β such that L β ∩ C L ∩ h −1 [C R ∩ R α ] is infinite. Take γ α such that γ, 0 is in the closure of the latter set; then h(γ, 0) is in the closure of R α ∩ N, which is R α itself. Hence certainly h(γ, 0) = γ, 0 .
