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Universal quantum computation will require
qubit technology based on a scalable platform,
together with quantum error correction proto-
cols that place strict limits on the maximum infi-
delities for one- and two-qubit gate operations1,2.
While a variety of qubit systems have shown
high fidelities at the one-qubit level3–9, super-
conductor technologies have been the only solid-
state qubits manufactured via standard litho-
graphic techniques which have demonstrated two-
qubit fidelities near the fault-tolerant thresh-
old5. Silicon-based quantum dot qubits are also
amenable to large-scale manufacture and can
achieve high single-qubit gate fidelities (exceed-
ing 99.9 %) using isotopically enriched silicon10–12.
However, while two-qubit gates have been demon-
strated in silicon13–15, it has not yet been possi-
ble to rigorously assess their fidelities using ran-
domized benchmarking, since this requires se-
quences of significant numbers of qubit opera-
tions (& 20) to be completed with non-vanishing
fidelity. Here, for qubits encoded on the elec-
tron spin states of gate-defined quantum dots, we
demonstrate Bell state tomography with fidelities
ranging from 80 % to 89 %, and two-qubit ran-
domized benchmarking with an average Clifford
gate fidelity of 94.7 % and average Controlled-
ROT (CROT) fidelity of 98.0 %. These fideli-
ties are found to be limited by the relatively
slow gate times employed here compared with
the decoherence times T ∗2 of the qubits. Sili-
con qubit designs employing fast gate operations
based on high Rabi frequencies16–18, together with
advanced pulsing techniques19, should therefore
enable significantly higher fidelities in the near
future.
Silicon provides an ideal environment for spin qubits
thanks to its compatibility with industrial manufactur-
ing technologies and the near-perfect nuclear-spin vac-
uum that isotopically enriched 28Si provides10,11. Qubits
can be encoded directly on the spins of individual nu-
clei, donor-bound electrons, or electrons confined in gate-
defined quantum dots, or they can be encoded in sub-
spaces provided by two or more spins12. Electrostatic
gate electrodes allow initialization, readout23 and, in
some cases, manipulation of qubits24 to be implemented
with local electrical pulses. For qubits encoded on sin-
gle spins, one-qubit gates can be driven using an AC
magnetic field to perform electron spin resonance (ESR)
directly8,25, through an AC electric field produced by a
gate electrode combined with the magnetic field gradient
from an on-chip micro-magnet16,17,26, or with an AC elec-
tric field acting on the spin-orbit field27–29. In enriched
28Si devices such one-qubit gates have attained fidelities
of 99.9 % or above18,30,31.
Two-qubit gates, required to complete the universal
gate set, are commonly implemented in spin systems as
the
√
SWAP 24,32, the C-Phase13,14 or the CROT13,15.
While the
√
SWAP and the C-Phase gates require fast
temporal control of the exchange interaction J , ac-
curately synchronized with spin resonance pulses, the
CROT can also be implemented with constant J 33, al-
leviating the requirements on exchange control and gate
electrode bandwidth. Here, in a silicon double quantum
dot system, we show how the full two-qubit Clifford gate
set can be constructed entirely using ESR pulses in the
presence of constant exchange coupling, and use this to
perform both Bell state tomography and Clifford-based
randomized benchmarking, providing the first detailed
analysis of two-qubit gate fidelities in a silicon-based sys-
tem.
Figure 1a shows a scanning electron microscope (SEM)
image of a silicon-metal-oxide-semiconductor (Si-MOS)
double quantum dot device, nominally identical to the
one measured and similar to the one that we previously
used to demonstrate a two-qubit logic gate13. The de-
vice was fabricated on a natural silicon substrate with a
900 nm thick isotopically enriched 28Si epi-layer (resid-
ual 29Si concentration of 800 ppm11). Aluminium gate
electrodes were fabricated using multi-layer gate stack
technology34. Quantum dots D1 and D2 are formed un-
derneath gates G1 and G2, however the exact dot cen-
tre positions can be influenced by local strain fields in
the device35. The tunnel rate between the dots and
the reservoir RG (yellow) can be modified by adjusting
the voltages on G3 and G4 (grey). An external mag-
netic field B0 = 1.42 T creates a Zeeman splitting of
EZ = gµBB0 ≈ 0.16 meV, corresponding to an ESR fre-
quency f = EZ/h = 39.33 GHz, where g is the electron
g-factor, µB is the Bohr magneton and h is Planck’s con-
stant. When operating the device in a dilution refrig-
erator at an electron temperature of Te ≈ 100 mK, the
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Figure 1 | Two-qubit device layout and operation. a, False colour scanning electron microscope image of the device.
Two quantum dots D1 and D2 are formed underneath gates G1 (blue) and G2 (red). The gates CB (purple), G3 and G4 (grey)
form confinement barriers that laterally define the quantum dots. RG (yellow) is the reservoir gate that supplies electrons
to the quantum dots. The gate electrodes ST, SLB and SRB (green) define a single electron transistor, designed to sense
charge movement in the quantum dot region. An AC current running through the ESR line (light blue) generates an oscillating
magnetic field to manipulate the electron spins. The direction of the external magnetic field B0 is indicated by the white arrow.
b-e, Control path in the charge stability diagram and schematic depicting initialization and readout: (i.) Load a spin-down
electron from the reservoir into D2 by biasing to the (0,0)-(0,1) transition (I1) for 2.75 ms. (ii.) Move the electron to a
spin relaxation hot-spot20 (H) close to the (0,1)-(1,0) anti-crossing and keep it there for 300 µs to improve the initialization
fidelity14,21. Then transfer the electron to D1 by moving it through the anti-crossing22, completing the initialization of qubit Q1
as |↓〉 (I1-H-I2 in the stability diagram). (iii.) Load another spin-down electron into D2 by biasing to the (1,0)-(1,1) transition
(I2) for 2.75 ms to initialize qubit Q2 as |↓〉. This sequence initializes the system |Q1, Q2〉 as |↓↓〉. The two-qubit system is
now ready for operation. (iv.) Perform single-qubit and two-qubit quantum operations on the two qubits in the (1,1) region
(C) by using sequences of selective ESR pulses. (v.) Read out the qubit Q2 at the (1,0)-(1,1) transition via spin-dependent
tunneling23 by biasing to R2 for 2.75 ms, then ensure D2 is unloaded by pulsing deeper into the (1,0) region (U) for 3 ms. (vi.)
Transfer the qubit Q1 from dot D1 to D2 by adiabatically sweeping through the (1,0)-(0,1) anti-crossing within 5 µs, which
is fast enough to avoid relaxation at the hot spot22. (vii.) Read out Q1 at the (0,0)-(0,1) transition (R1) for 2.75 ms. This
concludes the operational sequence. In our devices, performing readout by shuttling Q1 from D1 to D2 is advantageous over
reading out Q1 at the (1,0)-(0,0) transition directly, due to the slow tunneling rate from D1 to the reservoir.
energy gap between spin |↑〉 and |↓〉 states allows us to
read the electron spin state via spin-dependent tunnel-
ing23 and selectively load a |↓〉 electron for initialization.
An on-chip ESR antenna (light blue) creates the oscillat-
ing magnetic field B1 to perform qubit operations
36.
Figures 1b,c are charge stability diagrams of the dou-
ble quantum dot system comprising dots D1 and D2,
recorded by measuring the current through the single-
electron transistor (SET) charge sensor with a double
lock-in technique37. The charge occupancies of D1 and
D2 are labeled (N1,N2). Our two-qubit system operates
in the sequence schematically depicted in Fig. 1d,e and
described in the figure caption.
During microwave control, when operating the device
deep in the (1,1) charge stability region, the system can
be described by a Hamiltonian in a diagonalized basis33,38
(↑↑, ↑˜↓, ↓˜↑, ↓↓):
H =
1
2

2E¯Z γ2↑B1 γ1↑B1 0
γ2↑B∗1 ˜δEZ − J 0 γ1↓B1
γ1↑B∗1 0 − ˜δEZ − J γ2↓B1
0 γ1↓B∗1 γ2↓B
∗
1 −2E¯Z
 . (1)
Here, γn↓ (γn↑) is the effective gyromagnetic ratio that
couples qubit n to the oscillating magnetic field B1 cre-
ated by the ESR antenna when the other qubit is in the
|↓〉 (|↑〉) state, J is the exchange coupling, E¯Z is the av-
erage Zeeman energy, and ˜δEZ is the difference in Zee-
man energies. The corresponding energy spectrum is
shown in Fig. 2a. We extract a difference in Zeeman
energy for the two qubits of δEZ/h = 13.26 MHz at
B0 = 1.42 T, which arises from g-factor variations due to
local electric field gradients and Si/SiO2 interface rough-
ness, mediated by spin-orbit coupling39. This splitting is
∼ 500-times greater than the intrinsic ESR linewidth of
29 kHz, providing us with independent control over the
two qubits. In addition, the exchange coupling J further
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Figure 2 | Independent and Conditional Two-Qubit Control. a ESR spectra of the two-qubit system. Here, the peaks
are power-broadened and the linewidths are given by the respective Rabi frequencies. We prepare |Q1, Q2〉 in either |↓↓〉, |↓˜↑〉
or |↑˜↓〉 and measure the spin-up probability of Q1 and Q2 as a function of the applied microwave frequency. Four distinct
ESR peaks arise due to the presence of a finite exchange coupling J and a Zeeman energy difference δEZ, centered around
fc = E¯Z/h = 39.33 GHz. Each resonance peak represents a rotation of the target qubit conditional on the state of the control
qubit (CROT signal). The energy level diagram (inset) maps each peak to the corresponding transition between a pair of
two-qubit eigenstates. b Controlled qubit rotations are naturally implemented by pulsing at individual resonance frequencies.
A first pulse Uτ2↓ performs Rabi rotations on Q2 that result in the resonance frequency of Q1 oscillating between f1↓ and
f1↑. c Independent qubit control can be achieved under the presence of constant J by applying microwave pulses at the two
conditional frequencies simultaneously. A first pulse at Uτ11↑U
τ1
1↓ defines the state Q1. A second pulse U
τ2
2↑U
τ2
2↓ then rotates Q2,
independent of the state of Q1.
splits both resonance frequencies, providing us with con-
ditional control of one qubit dependent on the state of
the other qubit. J is tunable via gates G1 and G2 (see
Figs. S1,S2), but we keep it constant during our control
sequences (J/h = 1.06 MHz for Bell state tomography
and J/h = 1.59 MHz for randomized benchmarking).
We now define Uτ1↑ to be a microwave pulse of duration
τ at the frequency that rotates Q1 when Q2 is |↑〉. The
pulses Uτ1↓, U
τ
2↑, U
τ
2↓ are defined equivalently.
Since J is non-zero, applying a microwave pulse at a
single resonance frequency will lead to a conditional ro-
tation of the target qubit, as we demonstrate in Fig. 2b.
We apply a first pulse at Uτ2↓ to perform Rabi rotations
on Q2 (lower panel). When subsequently measuring the
ESR spectrum of Q1 by sweeping the microwave fre-
quency f − fc for a fixed pulse length of τpi = 1.4 µs,
we confirm that the resulting resonance frequency of Q1
oscillates between f1↓ and f1↑, as observed in Fig. 2b
(upper panel). We calibrate the length of all four reso-
nant pulses to yield pi-rotations to implement Controlled-
Rotation (CROT) and Zero-Control-Rotation (Z-CROT)
gates when the control qubit is in the 1 (|↓〉) or 0 (|↑〉)
state, respectively14. These gates are equivalent to the
CNOT and Z-CNOT gates except for an additional phase
factor.
In order to achieve single-qubit control independent of
the state of the other qubit, we need to apply a two-
frequency resonance pulse (e.g. U1↑U1↓), which yields
a X/2 gate for a pi2 -rotation. Fig. 2c shows the imple-
mentation of independent control in the experiment. A
two-frequency microwave pulse Uτ11↑U
τ1
1↓ addressing Q1 is
followed by another two-frequency pulse Uτ22↑U
τ2
2↓ address-
ing Q2 to demonstrate that the Rabi oscillations of Q2
(lower panel) do not depend on the state of Q1 (upper
panel).
We achieve two-axis control over both qubits by imple-
menting pi-rotations around the z-axis as virtual-Z (ZV )
gates40, which are changes in the phase of the refer-
ence frame defined by the multi-level rotating frame (See
Supplementary Section III). We further characterize the
qubit properties by measuring the coherence times in the
(1,1) regime to be T ∗2,Q1 = 24.3±2 µs, T ∗2,Q2 = 10.5±1 µs,
THahn2,Q1 = 290 ± 40 µs, and THahn2,Q2 = 33 ± 5 µs. (See Ex-
tended Data Fig. 2).
We continue by performing quantum state tomography
on Bell states to demonstrate the creation of entangled
states in our two-qubit system and to provide an ini-
tial estimate of obtainable gate fidelities (see Methods).
We show the quantum circuits and corresponding pulse
sequences in Fig. 3a. To prepare the four Bell states
|Φ±〉 = 1√
2
(|↑↑〉 ± |↓↓〉) and |Ψ±〉 = 1√
2
(|↑˜↓〉 ± |↓˜↑〉), we
start with the system initialized in the |↓↓〉 state. We
then perform a zero-conditional-X/2 pulse on Q1 to bring
the system into the 1√
2
(|↑˜↓〉 + |↓↓〉) state. A CROT or
Z-CROT gate is applied to entangle the two qubits. By
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Figure 3 | Bell State Tomography. a Pulse sequences to create and measure the four Bell states and their equiva-
lent quantum circuits. The Bell states are created by a single qubit Xpi/2 gate followed by a CROT gate (|Φ−〉,|Φ+〉)
or Z-CROT gate (|Ψ−〉,|Ψ+〉) that includes a ZV gate for |Ψ−〉 and |Φ−〉. One of four pre-measurement rotations Rp =
{I,X/2,−X/2, Y/2,−Y/2} is performed to project the each qubit into the Z, Y, -Y, -X, and X bases to reconstruct the density
matrices. b Quantum state tomography of the Bell states. The height of the bars represents the absolute value of the density
matrix elements after readout error correction. The phase information is encoded in the colour. c Table of Bell state fidelities
and concurrences.
varying the phase of the underlying ESR pulse to perform
either a pi- or −pi-rotation, we include the additional ZV
phase gate on Q1 that is needed to create |Φ−〉 and |Ψ−〉.
This results in the creation of the four Bell states. After
this sequence we perform one of four pre-measurement ro-
tations Rp = {I,X/2,−X/2, Y/2,−Y/2} to achieve pro-
jective measurements in the Z, Y, -Y, -X, and X bases,
respectively. Although the projection outcome on the -X
and -Y basis contains redundant information, it is useful
to cancel out systematic errors. The two-qubit density
matrix ρ is reconstructed from the combined 25 projec-
tion axes with 800 repetitions using maximum likelihood
estimation (MLE). We further exclude readout errors by
taking readout visibility into account14. The resulting
density matrices are presented in Fig. 3b. We calculate
the fidelities by comparing the reconstructed states to the
ideal Bell state |ψ〉 using F = 〈ψ|ρ|ψ〉. The extracted
Bell state fidelities demonstrate the creation of highly-
entangled states with F = 80 − 89 % and concurrences
between 0.78 and 0.82 (see table in Fig. 3c).
Tomographic characterization of quantum gates, such
as Bell state tomography, is convenient to implement
as it requires comparatively short sequences of pulses
(see e.g. Fig. 3a). It produces a first estimate of the
fidelities in the system, however disentangling gate er-
rors from state preparation and measurement (SPAM)
errors can be rather imprecise, making the quantification
of gate fidelities >99 % almost impossible. Furthermore,
it only provides the gate fidelity of a specific gate opera-
tion at a time, making it cumbersome to sample over the
whole two-qubit Clifford space. Randomized benchmark-
ing (RB) protocols, on the other hand, are inherently
insensitive to SPAM errors and allow characterization of
the average gate fidelity with much higher accuracy. This
is because gates are repeated many times, gate errors ac-
cumulate, and RB measures only the decay of the process
fidelity as a function of gate operations.
In Fig. 4 we show Clifford-based two-qubit RB of
our system. We are using the primitive gates X/2,
X/2+CROT, Z-CROT and CROT and the virtual gate
ZV /2 to construct the two-qubit Clifford space
40 (see
Methods). The primitive gates acting on Q2 are shown
in Fig. 4a. We implement the X/2 gate as two sequential
pi
2 -pulses U
pi/2
2↓ U
pi/2
2↑ , and the CROT (Z-CROT) gate as
two sequential pi2 -pulses at the same frequency U
pi/2
2↓ U
pi/2
2↓
(U
pi/2
2↑ U
pi/2
2↑ ), with all pulses being optimized to reduce
crosstalk (see Supp. Inf. Sec. III). All 11520 gates of the
two-qubit Clifford space can be generated by sequences
of 1-4 primitive gates (see Extended Data Table I), and
our implementation results in an average of 2.57 prim-
itive gates and 5.14 pi2 -pulses per Clifford gate. As the
virtual gate ZV /2 is performed by instantaneous phase
switching on the microwave source and does not include
any physical pulses that interact with the qubit system,
we do not include ZV /2 in the gate counts.
The RB protocol randomly generates a gate sequence
of varying length L − 1 with all gates chosen from the
two-qubit Clifford group. A final L-th Clifford gate is
appended at the end of each sequence to project the final
state to |↑↑〉 and is chosen randomly out of the possible
gates that give the required projection. Fig. 4b shows
the result of the projected state probability for L Clifford
gates being applied to the initial state |↓↓〉. We fit the
decay with the function P = A(1 − 43rc)L + B, but do
not include the L = 1 data point as this gate is not
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Figure 4 | Two-qubit randomized benchmarking. a
Primitive gates X/2, X/2+CROT, Z-CROT and CROT act-
ing on Q2 and their corresponding ESR pulse sequences. To-
gether with the virtual gate ZV /2 and the gates acting on
Q1, these gates span the two-qubit Clifford space. b Pro-
jected state probability as a function of the number of Clifford
gates in each sequence. Each sequence is repeated 125 times
and the measurement averages over 51 sequences of the same
length. The Clifford gates are randomly chosen from 11520
elements of the two-qubit Clifford group, with the L-th gate
projecting the state to the |↑↑〉 state. The extracted Clifford
fidelity is FClifford = 94.7±0.8 %, the primitive gate fidelity is
Fprimitive = 98.0± 0.3 %, and the conditional pi2 -pulse fidelity
is F condpi
2
= 99.0± 0.15 %.
a random element of the whole two-qubit Clifford set.
The fitting parameters A and B absorb the SPAM errors,
leaving rc as the error per Clifford gate. We obtain a
Clifford gate fidelity of FClifford = 1− rc = 94.7± 0.8 %,
a primitive gate fidelity of Fprimitive = 98.0± 0.3 %, and
a conditional pi2 -pulse fidelity of F
cond
pi
2
= 99.0 ± 0.15 %.
As all primitive gates are very similar in construction,
we expect the fidelity of the entangling CROT gate to be
very close to the average primitive gate fidelity.
Two-qubit RB is much more sensitive to decoherence
than single-qubit RB (see Extended Data Fig. 2, II). In
single-qubit RB, the qubit is almost continuously driven
around the Bloch sphere, which somewhat refocuses fluc-
tuations in the precession frequency41, while the coherent
drive also makes the qubit less sensitive to noise42. In our
mode of operation with constant J , the qubits sit idle
for approximately 50 % of the two-qubit RB sequence,
making them susceptible to dephasing on a timescale of
T ∗2 . As a consequence, the projected state probability de-
cays on a comparable timescale (see top axis in Fig. 4b).
Faster gate operations would allow more gates to be com-
pleted within T ∗2
16,17, however the comparatively small
value of J/h = 1.59 MHz limits our utilizable Rabi fre-
quencies due to power-broadening of the excitation pro-
file. Possible remedies include higher J coupling, opti-
mized shaped pulses that reduce accidental excitation of
neighbouring transitions19, dynamical decoupling of the
qubits during the idle times, and samples with higher
isotopic purification. Over the 13 hours of data acqui-
sition used to compile the data in Fig. 4b, we used fre-
quency feedback to compensate for drifts and jumps of
the ESR frequencies caused by magnetic field decay, local
charge fluctuations and residual 29Si nuclear spins (see
Extended Data Fig. 1). More sophisticated frequency
tracking schemes could also contribute to higher fideli-
ties43–45.
In conclusion, we have shown that the full two-qubit
Clifford gate set can be constructed purely using mag-
netic resonance pulses acting on silicon spin qubits, and
have used this to obtain the two-qubit gate fidelity using
randomized benchmarking. This technique, which uti-
lizes a constant exchange coupling between qubits, pro-
vides a convenient way of benchmarking fidelities without
the need for complex synchronization between exchange
gate and spin resonance pulses. The two qubits can be
controllably entangled, as demonstrated by the genera-
tion of the four Bell states with fidelities of F = 80−89 %
and concurrences between 0.78 and 0.82. We mea-
sured a platform-independent two-qubit gate fidelity of
FClifford = 94.7 ± 0.8 %, which translates into a con-
ditional pi2 -pulse fidelity of F
cond
pi
2
= 99.0 ± 0.15 % and
Fprimitive = 98.0 ± 0.3 % for the primitive gates that
include the CROT. We identify that the main source
of infidelity in our experiment is the slow Rabi fre-
quency (∼ 410 kHz) in comparison with the dephas-
ing rate. While barely affecting T ∗2 , Rabi frequencies
as high as 30 MHz have recently been demonstrated us-
ing electric-dipole spin resonance techniques in silicon de-
vices18. Two-qubit fidelities reaching the required limits
for fault-tolerance2 are therefore within reach and under-
pin silicon as a technology platform with good prospects
for scalability to the large numbers of qubits needed for
universal quantum computing46,47.
Acknowledgments
We thank S. Bartlett, R. Harper, L. M. K. Van-
dersypen, T. D. Ladd, and N. C. Jones for in-
sightful discussions. We acknowledge support from
the US Army Research Office (W911NF-13-1-0024 and
W911NF-17-1-0198), the Australian Research Council
(CE11E0001017), and the NSW Node of the Australian
National Fabrication Facility. The views and conclu-
sions contained in this document are those of the authors
6and should not be interpreted as representing the official
policies, either expressed or implied, of the Army Re-
search Office or the U.S. Government. The U.S. Govern-
ment is authorized to reproduce and distribute reprints
for Government purposes notwithstanding any copyright
notation herein. B.H. acknowledges support from the
Netherlands Organization for Scientific Research (NWO)
through a Rubicon Grant. K.M.I. acknowledges support
from a Grant-in-Aid for Scientific Research by MEXT,
NanoQuine, FIRST, and the JSPS Core-to-Core Pro-
gram.
7METHODS
Experimental setup
The measurements were conducted in an Oxford In-
struments wet dilution refrigerator with base tempera-
ture Tbath ≈ 30 mK and electron temperature Telectron ≈
100 mK. DC voltages were applied using battery-powered
voltage sources (Stanford Research Systems SIM928) and
added to voltage pulses produced with an arbitrary wave-
form generator (LeCroy ArbStudio 1104 AWG) through
resistive voltage dividers/combiners. The voltages ap-
plied to the device are attenuated 1:5 for DC voltages and
1:25 for voltage pulses. Low pass filters were included for
slow and fast lines (10 Hz to 80 MHz). ESR pulses were
delivered by an Agilent E8257D microwave vector signal
generator and attenuated at the 1.5 K stage (10 dB) and
the 20 mK stage (3 dB). The internal AWG of the vec-
tor signal generator is used to perform IQ modulation.
The stability diagrams are obtained using a double lock-
in technique (Stanford Research Systems SR830) with
dynamic voltage compensation37.
State tomography
The two qubit density operator can be described
by ρ = 12n
∑
i,j Sijσi ⊗ σj . Where σ are Pauli ma-
trices σ ∈ {I,X, Y, Z}. Pre-measurement rotations
Rp = {I,X/2,−X/2, Y/2,−Y/2} are performed on both
qubits to project the state into the {Z, Y,−Y,−X,X} ⊗
{Z, Y,−Y,−X,X} basis. The readout error for each
probability set P = (P↑↑, P↑↓, P↓↑, P↓↓) is corrected14 by
P = (F1 ⊗ F2)−1PMeasured, where
Fi =
(
Fi↑ 1− Fi↓
1− Fi↑ Fi↓
)
. (2)
In the experiment, we characterized the readout fi-
delity using the amplitude of the Rabi oscillations and
obtained F1↑ = 0.83, F1↓ = 0.92, F2↑ = 0.84, F2↓ = 0.94.
Maximum likelihood estimation (MLE) is used to esti-
mate the inversion of the matrix. The density matrix is
firstly restricted to be non-negative Hermitian:
ρˆ =
T †T
Tr(T †T )
, (3)
where the division by Tr(T †T ) is to ensure normal-
ization. Assuming the measurement error of each qubit
state follows a Gaussian distribution, it is possible to es-
timate the closest density matrix to the measured state.
The matrix T for the two qubit system can be param-
eterized by 15 independent parameters t1, ...., t15. The
resulting matrix ρ is the closest estimation of the real
density matrix by minimizing the following cost function
L(t1, t2, ..., tn) =
∑
v
(〈ψv|ρ(t1, t2, ..., tn)|ψv〉 − nv)2
2〈ψv|ρ(t1, t2, ..., tn)|ψv〉 .
(4)
Generating Clifford gates
The Clifford group consists of all elements C that ful-
fill the condition C†PC ∈ ±P , where P are the Pauli
matrices. The Clifford gates in our experiment are gen-
erated by different combinations of the primitive gates
described in Fig. 4a and a virtual-ZV /2 gate on each
qubit. All primitive gates consist of two conditional pi2 -
pulses on the same qubit, and we adjusted the pulse am-
plitude to ensure all conditional pi2 -pulses have the same
length of 0.61 µs. We then generate the Clifford group by
computer search. Comparing all possible combinations of
primitive gates to the gates in the Clifford group, we find
the combinations that require the minimal numbers of
primitive gates Lprimitive. The number of Clifford gates
that can be produced by sequencing Lprimitive gates is
summarized in Table I. All two-qubit Clifford gates can
be built out of 4 primitive gates, and on average each
Clifford gate is composed of 2.5694 primitive gates. In
two-qubit RB experiments, the projected state probabil-
ity is fitted to P = A(1− 4/3rc) +B, where A and B are
free parameters that absorb SPAM errors. The average
Clifford gate fidelity is calculated as Fc = 1− rc and the
primitive gate fidelity is Fprimitive = 1− rc/2.5694.
Lprimitive Number of Clifford gates
0 16
1 384
2 4176
3 6912
4 32
Extended Data Table I | Number of Clifford gates built
from each primitive gate length.
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Extended Data Figure 1 | Frequency tracking protocol (a) Frequency calibration of the ESR frequencies is implemented
by interleaving calibration sequences with the RB experiment. After acquisition of 3 random sequences (1 sequence is repeated
125 times), we check if the ESR frequency is still on resonance by applying a low-power (26 dB lower than the typical
operating power) pi-rotation. If the spin-up probability is above the threshold of 50 % of the readout visibility, the experiment
will continue. If the spin-up probability is below the threshold, the resonance frequency will be recalibrated until all ESR
frequencies pass the check, and the measurement will continue. (b,c) Resonance frequency fluctuations ∆f = f1↓ − favg of
f1↓ (b) and ∆f = f2↓ − favg of f2↓ (c) during the measurement period. We subtracted the average values of the respective
frequencies favg for better visibility. Over 13 hours of data acquisition, Q1 experiences multiple jumps of ∼ 600 kHz, while the
fluctuations of Q2 remain within ∼ 300 kHz. Since the resonance frequency fluctuations of Q1 and Q2 are uncorrelated, we
exclude fluctuations of B0 or the microwave reference clock as the cause of the frequency changes. (d) Variation of exchange
coupling ∆J = J − Javg during the measurement period. We subtracted the average value Javg for better visibility. The
exchange coupling is relatively stable during the experiment. If the frequency fluctuations in (b,c) were to originate from
charge noise, it is unlikely that J would remain unaffected. Furthermore, since the Stark shift of Q1 and Q2 is ≈ ±30 MHz/V,
a 600 kHz jump would require a ∼ 20 mV change of the bias voltage applied to the D1 and D2 gates. Such a change in the
electrostatic environment would deteriorate qubit readout via the SET charge sensor, but we noticed no significant change
of the readout level during the experiment. On this basis, we further exclude charge noise to be the cause of the frequency
changes. We conclude that the frequency jumps are most likely caused by spin flips of residual 29Si nuclei that locally couple
to the quantum dots.
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Extended Data Figure 2 | Single-qubit coherence properties in the (1,1) regime. Blue data corresponds to Q1
and red data corresponds to Q2. We have characterized the single-qubit coherence properties T ∗2 and T
Hahn
2 , and measured
their control fidelities via single-qubit randomized benchmarking. All data is acquired with the frequency feedback protocol
described in Extended Data Fig. 1. a Spin-up probability as a function of wait time in the Ramsey sequence. T ∗2,Q2 = 10.5±1 µs
is much shorter than T ∗2,Q1 = 24.3 ± 2 µs. b Spin-down probability as a function of wait time in the Hahn echo sequence.
THahn2,Q2 = 33± 5 µs is much shorter than THahn2,Q1 = 290± 40 µs. c Single-qubit randomized benchmarking with the other qubit
initialized in the |↓〉 state. Only the frequencies f1↓ and f2↓ are used for gate operations on Q1 and Q2 (single tone RB),
respectively. The plot shows the projected state probability with increasing number of Clifford gates. The curve is fitted with
P↑ = A(1 − 2rc) + B, and the Clifford gate fidelity is given by Fc = 1 − rc. The single-qubit Clifford gates are on average
composed of 1.875 primitive pi/2-pulses, thus the pi/2-pulse fidelity is extracted as Fpi/2 = 1− rc/1.875. The fidelity for all ESR
pulses is in excess of 99 %.
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Qubit Charge Regime FClifford Fpi/2
Q1
(1,0) 99.0 ± 0.38 % 99.5 ± 0.20 %
(1,1) 98.7 ± 0.23 % 99.3 ± 0.12 %
Q2
(0,1) 99.1 ± 0.11 % 99.5 ± 0.06 %
(1,1) 98.9 ± 0.12 % 99.4 ± 0.06 %
Extended Data Table II | Single-qubit properties in
different charge regimes. FClifford and Fpi/2 are similar
in the single electron and the (1,1) charge regime, indicating
that the dominant source of error is not noise in the exchange
coupling J .
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