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Abstract
We formulate a quantization commutes with reduction principle in
the setting where the Lie group G, the symplectic manifold it acts
on, and the orbit space of the action may all be noncompact. It is
assumed that the action is proper, and the zero set of a deformation
vector field, associated to the momentum map and an equivariant fam-
ily of inner products on the Lie algebra g of G, is G-cocompact. The
central result establishes an asymptotic version of this quantization
commutes with reduction principle. Using an equivariant family of
inner products on g instead of a single one makes it possible to han-
dle both noncompact groups and manifolds, by extending Tian and
Zhang’s Witten deformation approach to the noncompact case.
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1 Introduction
1.1 Background
Geometric quantization and the quantization commutes with reduction prin-
ciple have been studied intensively for decades. Geometric quantization has
its origins in physics, where it is a method to construct the quantum mechan-
ical description of a physical system from its classical mechanical description.
The quantization commutes with reduction principle states that geometric
quantization is compatible with the ways symmetry works in classical and
quantum mechanics.
The mathematical language of classical mechanics is symplectic geome-
try (or more generally, Poisson geometry). Symmetry in quantum mechan-
ics leads to a unitary representation of the symmetry group involved. The
quantization commutes with reduction principle has revealed deep connec-
tions between symplectic geometry and the theory of unitary representations,
with various applications to representation theory and physics.
In their 1982 paper [10], Guillemin and Sternberg conjectured that quan-
tization commutes with reduction, and proved this for compact Lie groups
acting on compact Ka¨hler manifolds, under a positivity assumption. A defi-
nition of geometric quantization that is valid for compact Lie groups acting
on compact, possibly non-Ka¨hler symplectic manifolds is attributed to Bott.
Let (M,ω) be a compact symplectic manifold, on which a compact Lie group
K acts, preserving ω. Let L→M be a K-equivariant Hermitian line bundle
whose first Chern class is [ω]. Let DL be the Dolbeault- or Spinc-Dirac op-
erator on M , coupled to L. If all structures involved in the definition of this
operator are K-invariant, then DL is K-equivariant. Bott’s definition of the
geometric quantization QK(M,ω) is
QK(M,ω) := K-index(D
L) ∈ R(K). (1)
Here R(K) is the representation ring of K, and
K-index(DL) := [kerDL+]− [kerDL−], (2)
with DL± the even and odd parts of D
L. Since M and K are compact, this
K-index is indeed a well-defined element of R(K).
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If the action of K on M is Hamiltonian, there is a momentum map
µ :M → k∗, (3)
where k∗ is the dual of the Lie algebra k of K. If 0 ∈ k∗ is a regular value of
µ, then the space
M0 := µ
−1(0)/K (4)
is an orbifold, since it can be shown that K acts on µ−1(0) with finite sta-
bilizers. For simplicity, one can assume that these stabilizers are trivial, so
that M0 is a smooth manifold. The symplectic form ω naturally induces a
symplectic form ω0 on M0. The symplectic manifold (M0, ω0) is called the
symplectic reduction orMarsden–Weinstein reduction [19] of (M,ω). The ge-
ometric quantization of (M0, ω0) is defined as the index of the Dirac operator
DL0 on M0, coupled to the line bundle L0 →M0 induced by L.
In terms of Bott’s definition of geometric quantization, Guillemin and
Sternberg’s conjecture that quantization commutes with reduction states that
the following diagram commutes:
K  (M,ω) ✤
QK //
❴
reduction R

K-index(DL)
❴
reductionR

(M0, ω0)
✤ Q // Q(M0, ω0)
(
K-index(DL)
)K
.
(5)
That is, the quantization of (M0, ω0) is the K-invariant part of the quanti-
zation of (M,ω). The Guillemin–Sternberg conjecture in this generality was
first proved 16 years after Guillemin and Sternberg’s paper, by Meinrenken
[22] (see also [21]), and by Meinrenken and Sjamaar [23] for singular values
of the momentum map. Other proofs were given by Tian and Zhang [28, 29]
and by Paradan [26].
1.2 Noncompact groups and manifolds
After these results, the natural desire arose to generalize the quantization
commutes with reduction principle to noncompact manifolds and groups.
Such a generalization is very relevant to
• physics, since most classical mechanical phase spaces (such as cotangent
bundles) are not compact; and to
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• representation theory, since the representation theory for noncompact
groups is much more intricate than for compact groups, and could
benefit greatly from such a principle in the noncompact case.
However, even stating a quantization commutes with reduction principle in
the noncompact setting proved highly challenging:
• if the manifoldM is noncompact, then the kernel of the Dirac operator
DL is infinite-dimensional in general, so its index is not well-defined;
• if the compact group K is replaced by a noncompact group G, the
finite-dimensional representations of G, which make up R(G), are not
the interesting ones.
Ma and Zhang [17, 18] solved an extended version of Vergne’s conjecture
[30] on quantization commutes with reduction for compact groups G = K
acting on noncompact manifolds, and later on Paradan [27, 25] gave a new
proof of it. They define quantization as an element of the generalized rep-
resentation ring R−∞(K), by taking localized indices of the Dirac operator
DL on expanding families of suitable relatively compact open subsets of M .
Their approach applies to several interesting examples, such as cotangent
bundles of a homogeneous spaces of compact Lie groups [27] and coadjoint
orbits associated to holomorphic discrete series representations of reductive
Lie groups [25].
Landsman [16] stated a conjecture1 for noncompact groups G and mani-
folds M , assuming that the action is cocompact, i.e. the orbit space M/G is
compact. He used the analytic assembly map from the Baum–Connes con-
jecture to define geometric quantization. This assembly map generalizes the
K-index, and is a map
µGM : K
G
∗ (M)→ K∗(C∗(G)). (6)
Here KG∗ (M) is the equivariant K-homology of M , and K∗(C
∗(G)) is the
K-theory of the C∗-algebra C∗(G) of G. Landsman defined geometric quan-
tization as
QG(M,ω) := µ
G
M
[
DL
] ∈ K∗(C∗(G)), (7)
where [DL
] ∈ KG∗ (M) is theK-homology class naturally defined by the Dirac
operator DL. There is a quantum reduction map RG : K0(C
∗(G)) → Z,
1called the ‘Hochs–Landsman conjecture’ in [20]
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induced by averaging over the group G. Landsman’s quantization commutes
with reduction conjecture asserts that
RG(QG(M,ω)) = Q(M0, ω0) ∈ Z. (8)
This conjecture was proved in a special case by Hochs and Landsman in
[12], and extensions to reduction at nontrivial representations were proved
in [13, 14]. Mathai and Zhang [20] proved an asymptotic version of the
conjecture, for large tensor powers of the prequantum line bundle L.
Despite these successes, the general noncompact case remained intractable
by the methods developed so far. Indeed, from the physics point of view, the
simplest classical mechanical system is a free particle moving in Euclidean
space Rn. This system is described by the action by Rn on its cotangent
bundle T ∗Rn. Since both the group acting and the orbit space are noncom-
pact, neither the techniques of Ma and Zhang, nor those of Landsman can be
used. This action is one particular example where the results of this paper
apply, as discussed in Subsection 3.3.
1.3 Summary of results and strategy of proof
The aim of the present paper is to generalize the quantization commutes
with reduction principle to a general noncompact setting. Our approach
is to extend the Tian–Zhang [29] Witten deformation method [31] to the
noncompact case. This method involves a deformation DL
p
t of the Dirac
operator DL
p
, which depends on a real deformation parameter t. Here, for
any p ≥ 1, the line bundle Lp → M is the p’th tensor power of the line bundle
L, which is a prequantum line bundle for the symplectic manifold (M, pω).
One difference with the method in [29] is that the group G is noncompact,
and generally does not have an inner product on the dual of its Lie algebra
g∗ that is invariant under the coadjoint action of G.
To overcome this, our first innovation is to work with families of inner
products on g∗, parametrized byM , which have a natural G-invariance prop-
erty. Such families were used by Kasparov in Section 6 of [15] for a different
purpose. Using a family of inner products allows one to define a G-invariant
Hamiltonian function H as the norm squared of the momentum map µ and
a G-invariant vector field XH1 , which is used to deform the Dirac operator.
The zero set of this vector field is assumed to be cocompact, which implies
that the symplectic reduction M0 at zero of the action is compact.
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The G-invariant part of the quantization of the action by G on (M,ω)
may then be defined as the integer
Q(M,ω)G := dim
(
kerL2T
(
(DLt )+
))G − dim(kerL2T ((DLt )−))G ,
for t large enough. Here kerL2T denotes the space of sections in the kernel of an
operator that are square-integrable transversally to orbits, in an appropriate
sense. The first main result of this paper is that invariant quantization is
well-defined in this way.
Theorem 1.1. For t large enough, the G-invariant part
(
kerL2T (D
L
t )
)G
of
the vector space kerL2T (D
L
t ) is finite-dimensional.
The proof of this fact involves some index theory on Sobolev spaces cre-
ated from G-invariant sections, and a generalization of the Anghel–Gromov–
Lawson criterion [2, 9] for Fredholmness. For compact groups G, Braverman
used a similar approach in [6]. Using techniques from [6] and the present
paper, Braverman also developed an approach for noncompact groups [5].
In terms of this definition of invariant quantization, one can state the
quantization commutes with reduction principle as follows. (See Subsections
3.1 and 3.2 for details.)
Conjecture 1.2 (Quantization commutes with reduction). Under the as-
sumptions that the Hamiltonian G-action on the prequantizable symplectic
manifold (M,ω) is proper, 0 is a regular value of the momentum map, and
the zero set of the G-invariant vector field XH1 is G-cocompact, one has the
equality
Q(M,ω)G = Q(M0, ω0), (9)
where Q(M0, ω0) is the quantization of the symplectic reduction at zero.
If M/G is compact, this conjecture reduces to Landsman’s conjecture (8)
(see Corollary 3.10), which in turn reduces to commutativity of (5) if both
G and M are compact.
The second main result in this paper establishes an asymptotic version of
this principle, under the simplifying assumption that G acts freely on µ−1(0)
(rather than just locally freely).
Theorem 1.3. If G acts freely on µ−1(0), the equality (9) holds for large
enough multiples of ω:
Q(M, pω)G = Q(M0, pω0), (10)
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for any integer p at least equal to a minimal value p0.
In the special case when M/G is compact, we recover the main result in
[20].
As in [29], the proofs of the main results start with a Bochner-type formula
for the square of the deformed Dirac operator DL
p
t on G-invariant sections:(
DL
p
t
)2
=
(
DL
p)2
+ tA+ 4πptH + t
2
4
‖XH1 ‖2, (11)
where the tensor term A is a generalization of the one in [29]. It can be de-
composed as A = A1+A2+A3 where A1 is the Tian–Zhang tensor and A2, A3
are new tensors that vanish in the setting of [29]. In the non-cocompact case,
it is possible for A to be unbounded, so it appears at first that the method in
[29] does not work. However, we use the flexibility that one has in choosing
an equivariant family of inner products on g∗, and make a judicious choice
of such a family to bound A, which is a key ingredient of our approach.
Theorem 1.1 which proves the Fredholm property of the deformed Dirac
operatorDL
p
t on G-invariant sections, also shows that for t and p large, the el-
ements of the vector space
(
kerL2T (D
L
t )
)G
localize to a relatively G-cocompact
open subset of M . As in [29] and [20], adaptations of a result by Bismut and
Lebeau [3] are then used to deduce the equality in equation (10). As a com-
parison, in [20], Mathai and Zhang used any inner product on g∗, so that the
Hamiltonian function given by the norm squared of the momentum map was
no longer G-invariant. They used a weighted average of the Hamiltonian vec-
tor field, which is G-invariant, but which is not the Hamiltonian vector field
of a G-invariant function. In the present paper, we use instead a G-invariant
family of inner products on g∗ and so the Hamiltonian function given by the
norm squared of the momentum map is G-invariant.
In Subsection 3.3, it is shown that the techniques developed here apply
for example to physical systems where the configuration space is a Lie group
G, acted on by the group itself via left multiplication. Then M = T ∗G is the
cotangent bundle of G, and the orbit space of the action is noncompact. The
zero set of the vector field XH1 is cocompact however, so Theorem 3.6 applies.
This in particular applies to the case of a free particle in Rn mentioned above,
where G = Rn. Other examples discussed in Subsection 3.3 include the case
when M/G is compact, and also the case when G itself is compact, which
is relevant to the Vergne conjecture that was completely solved in [17, 18]
using a very different index theorem. Finally, the cocompactness assumption
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in [12, 16, 20] precluded any form of the shifting trick for noncompact groups.
In the present setting, a version of the shifting trick holds.
1.4 Outline of this paper
The key ingredient of our method is the use of G-invariant families of inner
products on g∗. These are introduced in Section 2. The vector fields defined
via these families are also discussed.
The main results of this paper are Theorems 1.1 and 1.3, which are for-
mulated in a precise way in Subsection 3.2. The index theory used to show
that invariant quantization is well-defined, is developed in Section 4.
In Section 6, we will see that the kernels of the deformed Dirac operators
we use localize in a suitable way. The argument for this localization is based
on an explicit computation of the square of the deformed Dirac operator in
Section 5. A relation between these deformed Dirac operators and certain
Dirac operators on the symplectic reduction, proved in Section 7, then allows
us to complete the proof that quantization commutes with reduction.
A version of elliptic regularity is proved in Appendix A. Appendix B and
Appendix C contain some computations and estimates used in the main text,
involving deformed Dirac operators.
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1.6 Notation and conventions
For a smooth manifoldM , we denote the spaces of smooth functions, smooth
k-forms and smooth vector fields on M by C∞(M), Ωk(M) and X(M), re-
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spectively. The value of a vector field v on M at a point m will be denoted
by vm or v(m), whichever seems clearer.
If E →M is a vector bundle, the space of smooth sections of E is denoted
by Γ∞(M,E) or Γ∞(E). We write Ωk(M ;E) for the space of smooth sections
of
∧kT ∗M ⊗ E. For almost complex manifolds, Ω0,k(M) and Ω0,k(M ;E)
denote the analogous spaces of (0, k)-forms.
A subscript c denotes compactly supported functions or sections. In the
equivariant case, where a group G acts on the relevant structures, a super-
script G denotes the space of G-invariant elements.
The Lie algebra of a Lie group G will be denoted by g. We will denote
the dimension of a manifold M by dM .
Suppose G acts continuously on a topological space X , and let g ∈ G
and x ∈ X . Then Gx and gx are the stabiliser group and algebra of x,
respectively. The homeomorphism from X to itself defined by g will also be
denoted by g. In particular, if X is a smooth manifold and the action is
smooth, we have the tangent map
Txg : TxX → TgxX
of the diffeomorphism g : X → X . The action will be called cocompact if the
orbit space X/G is compact. A subset Y ⊂ X is called relatively cocompact
if its image under the quotient map is relatively compact.
We will write N = {1, 2, 3, . . .} for the set of natural numbers without the
number 0.
2 Families of metrics on g∗
The methods used in this paper are based on deforming Dirac operators
using a certain G-invariant vector field XH1 . This vector field is similar to the
Hamiltonian vector field of the norm-squared function of a given momentum
map, used in [29]. If a Lie group G is noncompact, an Ad∗(G)-invariant
inner product on the dual g∗ of the Lie algebra g may not exist. Then the
Hamiltonian vector field of the norm-squared function of a momentum map
is not G-invariant in general. To solve this problem, we work with families
of inner products on g∗, parametrized by a manifold on which G acts. Such a
family of inner products allows one to define the vector field XH1 mentioned
above. The zero set of this vector field will later be assumed to be cocompact.
10
2.1 Norms of momentum maps
Let (M,ω) be a symplectic manifold, and let G be a Lie group. Let a proper
Hamiltonian action by G on M be given, and let
µ :M → g∗
be a momentum map. We will use the sign convention that for all X ∈ g,
dµX = ω(X
M ,−), (12)
where µX denotes the pairing of µ and X , and X
M is the vector field on M
induced by X .
As in [29], we will consider the norm-squared function of µ and use this to
deform a Dirac operator onM . We would like this function to be G-invariant,
so that the resulting deformation is again a G-equivariant operator. Since
there is no Ad∗(G)-invariant inner product on the dual g∗ of the Lie algebra
g in general, we consider a smooth family of inner products {(−,−)m
}
m∈M
on g∗, which is G-equivariant, in the sense that for all m ∈ M , g ∈ G and
ξ, ξ′ ∈ g∗, (
Ad∗(g)ξ,Ad∗(g)ξ′
)
g·m = (ξ, ξ
′)m. (13)
Put differently, the inner products (−,−)m define a G-invariant smooth met-
ric on the G-vector bundle M × g∗ →M , equipped with the G-action
g · (m, ξ) = (g ·m,Ad∗(g)ξ), (14)
for g ∈ G, m ∈ M and ξ ∈ g∗. Such a metric was used by Kasparov in
Section 6 of [15] in a different context, and always exists.
Lemma 2.1. There is a metric on the trivial bundle M × g∗ →M , which is
invariant with respect to the G-action (14).
Proof. By Palais’s theorem [24], the proper G-manifold M × g∗ has a G-
invariant Riemannian metric. The vector bundle M × g∗ embeds into the
restriction of T (M × g∗) to M × {0}, via
(m, ξ) 7→ (0, ξ) ∈ TmM × g∗ = T(m,0)(M × g∗),
for m ∈M and ξ ∈ g∗. Restricting the Riemannian metric on M × g∗ to the
subbundle M × g∗ of T (M × g∗)|M×{0} in this way, one obtains the desired
metric.
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Form now on, let {(−,−)m
}
m∈M be a G-invariant metric onM×g∗ → M ,
and let {‖ · ‖m}m∈M be the associated family of norms on g∗. Consider the
function H ∈ C∞(M) defined by
H(m) = ‖µ(m)‖2m. (15)
It follows from equivariance of µ and the property (13) of the family of inner
products on g∗, that H is a G-invariant function on M .
Consider the auxiliary function H˜ ∈ C∞(M ×M) defined by
H˜(m,m′) = ‖µ(m)‖2m′.
We write d1H and d2H for the derivatives of H˜ with respect to the first and
second coordinates:
(d1H)m := dm
(
m′ 7→ H˜(m′, m));
(d2H)m := dm
(
m′ 7→ H˜(m,m′)),
for any m ∈M . In terms of these one-forms on M , one has
dH = d1H + d2H. (16)
2.2 Two vector fields
Important roles will be played by the vector fields XHj on M determined by
djH = ω(XHj ,−) ∈ Ω1(M). (17)
The Hamiltonian vector field XH of H decomposes as
XH = XH1 +X
H
2 . (18)
Note that XH1 and X
H
2 are not quite Hamiltonian vector fields. But they
turn out to have similar useful properties.
One of these is G-invariance. This property will mean that one does not
need to average them as in [20]. By G-invariance of ω, it is equivalent to
G-invariance of d1H and d2H. This follows from the following fact.
Lemma 2.2. Let M be a manifold on which a group G acts. Let F : M ×
M → R be a smooth function which is invariant under the diagonal action
by G on M ×M . Then the one-forms2 d1F and d2F on M are G-invariant.
2The notation djF is not quite consistent with the notation djH, since H is a function
on M . But the notation is hopefully self-explanatory.
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Proof. We will prove the claim for d1F . Let m ∈ M , g ∈ G, and let γ be a
curve in M with γ(0) = m. Then〈
(g∗(d1F ))m, γ′(0)
〉
= 〈(d1F )gm, Tmg(γ′(0))〉
=
d
dt
∣∣∣∣
t=0
F (gγ(t), gm)
=
d
dt
∣∣∣∣
t=0
F (γ(t), m)
= 〈(d1F )m, γ′(0)〉.
It will be useful to have explicit expressions for the vector field XH1 . For
any map f :M → g∗, we will write f ∗ for the map from M to g determined
by
(f(m), ξ)m = 〈ξ, f ∗(m)〉, (19)
for all ξ ∈ g∗. This dual map induces a vector field Vf on M , by
Vf (m) := f
∗(m)Mm =
d
dt
∣∣∣∣
t=0
exp(tf ∗(m))m. (20)
Lemma 2.3. One has
XH1 = 2Vµ.
Proof. For all m ∈ M and v ∈ TmM , we compute
ωm(X
H
1 (m), v) = 〈(d1H)m, v〉
= 2(Tmµ(v), µ(m))m
= 2〈dmµµ∗(m), v〉
= 2ωm(Vµ(m), v).
Let h1, . . . , hdG :M → g∗ be an orthonormal frame for the vector bundle
M × g∗ →M , with respect to the given family of inner products. Write
µ =
dG∑
j=1
µjhj, (21)
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for functions µj ∈ C∞(M). For each j, write
Vj := Vhj (22)
for the vector field induced by hj as in (20). Then Lemma 2.3 implies that
XH1 = 2
dG∑
j=1
µjVj . (23)
This is an analogue of (1.19) in [29].
2.3 Induced vector fields on reduced spaces
For a coadjoint orbit O ⊂ g∗, we denote the reduced space at O by MO :=
µ−1(O)/G. If O consists of regular values of µ, and G acts freely on µ−1(O),
we denote the symplectic form on MO induced by ω as in [19] by ωO. If
ξ ∈ g∗, we write Mξ := MG·ξ and ωξ := ωG·ξ.
As noted in Subsection 2.2, the vector fields XH1 and X
H
2 are G-invariant,
and hence descend to M/G at points with trivial stabilizers. Because of
Lemma 2.3, the vector field XH1 is tangent to G-orbits, so that it induces the
zero vector field on the quotient.
The vector field XH2 is not necessarily tangent to orbits. It does have the
weaker property that it is tangent to submanifolds of the form µ−1(O), for
any coadjoint orbit O ⊂ g∗ that consists of regular values of µ. This follows
from the following fact.
Lemma 2.4. Let f ∈ C∞(M) be a G-invariant function, and let Xf be its
Hamiltonian vector field. Then at every point m ∈M ,
Tmµ(X
f(m)) = 0 ∈ g∗.
Proof. For every X ∈ g, one has
〈Tmµ(Xfm), X〉 = 〈dmµX , Xfm〉 = ωm(XMm , Xfm) = −〈dmf,XMm 〉 = 0,
since f is G-invariant.
Corollary 2.5. Let m ∈ M , and write ξ := µ(m) and O := Ad∗(G)ξ. One
has
Tmµ(X
H
2 (m)) = −2µ∗(m)ξ ∈ TξO →֒ g∗.
So if ξ is a regular value of µ, then
XH2 (m) ∈ Tm(µ−1(O)) = (Tmµ)−1(TξO).
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Proof. Because of G-invariance of H, relation (18) and Lemmas 2.3 and 2.4,
one has
Tmµ(X
H
2 (m)) = −2Tmµ(Vµ(m))
Equivariance of µ implies that the latter expression equals −2µ∗(m)ξ.
Because XH2 is G-invariant and tangent to submanifolds of the form
µ−1(O) as above, it induces a vector field (XH2 )O on every symplectic reduc-
tion MO, if O consists of regular values of µ, and G acts freely on µ−1(O).
As noted above, XH1 induces the zero vector field on the reduced spaces MO.
We will mainly consider the case O = {0}.
Lemma 2.6. The vector field (XH2 )0 on M0 induced by X
H
2 is the zero vector
field.
Proof. Let ι : µ−1(0) →֒ M be the inclusion map. Then ι∗(dH) = d(ι∗H) = 0,
so XH induces the zero vector field on M0. Hence
(XH2 )0 = (X
H
1 )0 + (X
H
2 )0 = (X
H)0 = 0.
2.4 Critical points
For j = 1, 2, let Critj(H) be the set of zeroes of djH, which equals the
set of zeroes of XHj . We will later assume that Crit1(H) is cocompact, and
investigate that assumption in this subsection.
By Lemma 2.3, we have
Crit1(H) = {m ∈M ;µ∗(m) ∈ gm}. (24)
We will assume that 0 is a regular value of µ, which by Smale’s lemma implies
that gm = 0 for all m ∈ µ−1(0). Since the minimal isotropy type occurs on
an open dense subset U ⊂M (see e.g. [1], Theorem 2.3), one has gm = 0 for
all m ∈ U . Therefore,
Crit1(H) ∩ U = µ−1(0). (25)
If M0 = µ
−1(0)/G is compact, then (25) implies that any non-cocompact
parts of Crit1(H) are contained in the positive codimension part M \ U
of M . We have therefore established the following sufficient condition for
compactness of Crit1(H)/G
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Lemma 2.7. Suppose that 0 is a regular value of µ, and that M0 is compact.
Then Crit1(H)/G is compact if (M \ U)/G is compact.
An example where Crit1(H) is cocompact is the action by a Lie group on
its cotangent bundle.
Example 2.8. Let G be a Lie group, and consider the action by G on its
cotangent bundle T ∗G ∼= G×g∗ induced by left multiplication. A momentum
map for this action is the projection µ : G× g∗ → g∗, for which µ−1(0) = G.
Since the action is free, and µ−1(0)/G is a point, Crit1(H) is cocompact by
Lemma 2.7. This holds for any family of inner products on g∗.
Using a family of inner products on g∗ rather than a fixed inner product
provides a flexibility that can be used to give the vector field XH1 some
desirable properties. This may allow one to make Crit1(H) more manageable,
for example. Specifically, it follows from (24) that
µ−1(0) ∪MG ⊂ Crit1(H), (26)
where MG denotes the fixed point set of the action. In certain cases, the
converse inclusion holds as well.
Indeed, let Sym+(g∗) be the set of positive definite symmetric linear au-
tomorphisms of g∗. Consider a smooth map
b :M → Sym+(g∗)
which has the equivariance property that for all m ∈M and g ∈ G,
b(gm) = Ad∗(g)b(m) Ad∗(g)−1.
Then setting
(−,−)bm :=
(−, b(m) − )
m
,
for m ∈ M , defines a G-invariant metric (−,−)b on M × g∗ → M . Let Hb
be the resulting function defined as in (15).
For m ∈ M , let b∗(m) ∈ GL(g) be the linear endomorphism dual to
b(m). If the map b can be chosen such that b∗(m)µ∗(m) points away from
the stabilizer gm where this is possible, then the converse inclusion to (26)
holds as well.
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Lemma 2.9. If for all m ∈M outside µ−1(0) ∪MG, one has
b∗(m)µ∗(m) 6∈ gm (27)
then
Crit1(Hb) = µ−1(0) ∪MG.
Proof. Let
µ∗b :M → g
be the map dual to µ, with respect to the family of inner products {(−,−
)bm
}
m∈M on g
∗, as defined in (19). One can check that for all m ∈M ,
µ∗b(m) = b∗(m)µ∗(m).
Hence it follows from (24) that
Crit1(Hb) = {m ∈M ; b∗(m)µ∗(m) ∈ gm}.
The claim now follows from (27) and (26).
Note that if G is noncompact, properness of the action implies that MG
is empty. Hence, in the situation of Lemma 2.9, Crit1(H) is cocompact if
and only if µ−1(0) is.
2.5 Rescaling the metric
Another important flexibility one can exploit is rescaling a family of inner
products on g∗ by a positive G-invariant function. As before, let {(−,−
)m
}
m∈M be a G-invariant metric on M × g∗ → M , and let H be the associ-
ated norm squared function (15) of the momentum map. Let ψ ∈ C∞(M)
be a positive, G-invariant function, and let Hψ be the analogous function
associated to the family of inner products {ψ(m)(−,−)m
}
m∈M :
Hψ(m) := ψ(m)‖µ(m)‖2m.
We will write d1Hψ and XHψ1 for the one-form and vector field constructed
from the function Hψ in the same way as d1H and XH1 were constructed from
H.
Lemma 2.10. One has
X
Hψ
1 = ψX
H
1 .
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Proof. Since computing the one-form d1Hψ only involves differentiating with
respect to the argument of µ, one has
d1Hψ = ψd1H.
Remark 2.11. As mentioned in Subsection 2.4, the set Crit1(H) will be
assumed to be cocompact. By Lemma 2.10, rescaling the metric by a positive,
G-invariant function does not change the set Crit1(H), and hence does not
influence this assumption.
3 Assumptions and results
In [29], Tian and Zhang give an analytic proof that quantization commutes
with reduction in cases where the manifoldM and the group G are compact.
Their proof is based on a Witten-type deformation [31] of the Spinc-Dirac
operator on a symplectic manifold. In this deformation, they use the Hamil-
tonian vector field XH of the norm-squared function H of the momentum
map. Crucially, the norm on g∗ used is invariant under the coadjoint action
by G, which is always possible for compact groups. In [20], Mathai and Zhang
treat the cocompact case. Since an Ad∗(G)-invariant inner product on g∗ is
not always available then, they use a weighted average of the Hamiltonian
vector field XH, where H is now defined with respect to a norm that is not
necessarily Ad∗(G)-invariant. We will use a different deformation of Dirac
operators, using the vector field XH1 introduced in Section 2, instead of the
vector field XH.
3.1 Assumptions
We make the same assumptions as for example in [12, 20], with the important
exception that the orbit space of the action considered need not be compact.
Let (M,ω) be a symplectic manifold. Let J be an almost complex struc-
ture onM such that ω(−, J −) defines a Riemannian metric on TM . Assume
M is complete with respect to this metric.
Assume that there exists a Hermitian line bundle L over M carrying a
Hermitian connection ∇L such that
√−1
2pi
(∇L)2 = ω. Then for any p ∈ N, the
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p’th tensor power Lp → M is a prequantum line bundle for the symplectic
manifold (M, pω).
For such an integer p, Let DL
p
: Ω0,∗(M ;Lp)→ Ω0,∗(M ;Lp) be the Spinc-
Dirac operator onM coupled to the line bundle Lp via the given prequantum
data (see Section 1 of [29], or [7, 8]). Let DL
p
+ and D
Lp
− be the restrictions of
DL
p
to Ω0,even(M ;Lp) and Ω0,odd(M ;Lp), respectively.
Let G be a unimodular Lie group, with Lie algebra g, acting properly
and symplectically on M . We assume that the action of G on M lifts to L.
Moreover, we assume the G-action preserves the above metrics and connec-
tions on TM and L, as well as the almost complex structure J . Then the
operators DL
p
± commute with the G-action.
The action of G on L naturally determines a momentum map µ :M → g∗
such that for any X ∈ g and s ∈ Γ∞(L), if XM denotes the induced Killing
vector field on M , then the following Kostant formula for the Lie derivative
LXM holds:
LXM s = ∇LXM s− 2π
√−1µXs. (28)
For any integer p, and any section s ∈ Γ∞(Lp), one then has
LXM s = ∇LpXMs− 2π
√−1pµXs.
We assume that 0 ∈ g∗ is a regular value of µ. It then follows from the
definition of momentum maps that all stabilizers of the action by G on µ−1(0)
are discrete, and hence finite by properness of the action. We will assume
that these stabilizers are in fact trivial, i.e. that G acts freely on µ−1(0).
Then the Marsden–Weinstein symplectic reduction [19] (M0, ω0) is a smooth
symplectic manifold. Moreover, the prequantum line bundle L descends to a
line bundle L0 on M0. The connection ∇L induces a connection ∇L0 on L0,
such that the corresponding curvature condition
√−1
2pi
(∇L0)2 = ω0 holds. The
G-invariant almost complex structure J also descends to an almost complex
structure J0 on M0, and the metrics on L and TM descend to metrics on
L0 and TM0, respectively. Let D
L0 denote the corresponding Spinc-Dirac
operator onM0. These constructions generalize to yield the prequantum line
bundle Lp0 for the reduced space (M0, pω0), and an associated Dirac operator
DL
p
0 .
The manifoldM and the group G are allowed to be noncompact indepen-
dently, and there is no properness assumption on the momentum map µ. The
only compactness assumption made is that the set Crit1(H)/G is compact
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for a G-invariant metric on M × g∗ → M (see Subsection 2.4). By Lemma
2.3, this implies that the symplectic reduction M0 is compact as well.
3.2 Invariant quantization; the main results
Let XH1 be the vector field on M introduced in Section 2, via a G-invariant
metric on the trivial bundle M × g∗ → M .
Definition 3.1. For t ∈ R and p ∈ N, the deformed Dirac operator on
Ω0,∗(M ;Lp) is the operator
DL
p
t := D
Lp +
√−1t
2
c(XH1 ),
where c denotes the Clifford action by TM on
∧0,∗T ∗M .
The Clifford action c by TM on
∧0,∗T ∗M is explicitly defined as follows.
Let m ∈ M , v ∈ TmM , and let vC = v1,0 + v0,1 be the decomposition of
the complexification vC of v according to TmM ⊗ C = T 1,0m M ⊕ T 0,1m M . Let
(v1,0)∗ ∈ (T 0,1m M)∗ be the covector dual to v1,0 with respect to the metric.
Then
c(v) =
√
2
(−iv0,1 + (v1,0)∗∧ −) : ∧0,∗T ∗mM → ∧0,∗T ∗mM.
Here iv0,1 denotes contraction by v
0,1.
Invariant quantization will be defined in terms of the transversally L2-
kernel of DLt . The definition of this kernel involves the notion of a cutoff
function.
Let dg be a left Haar measure on G. In e.g. [4], Chapter VII, Section 2.4,
Proposition 8, it is shown that a continuous, nonnegative function f on M
exists, whose support intersects all G-orbits in compact sets, and satisfies∫
G
f(g ·m)2 dg = 1, (29)
for all m ∈M . Such functions are used in many applications in index theory
(see e.g. [15, 20]). If M/G is compact, one may take f to be compactly
supported. We will call a function f with these properties a cutoff function.
Definition 3.2. Let E → M be a G-vector bundle, equpped with a G-
invariant Hermitian metric. The vector space of transversally L2-sections of
E is the space L2T (E) of sections s of E (modulo equality almost everywhere)
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such that fs ∈ L2(E) for every cutoff function f . (Here integrals over M are
defined with respect to the Liouville measure.)
Let D be a linear operator on Γ∞(E). The transversally L2-kernel of D
is the vector space
kerL2T (D) := {s ∈ Γ∞(E) ∩ L2T (E);Ds = 0}.
Remark 3.3. The vector space L2T (E) can be given a locally convex topology
via the seminorms
‖s‖f := ‖fs‖L2(E),
where s ∈ L2T (E), and f runs over the cutoff functions for the action by G
on M . (In fact, a set of cutoff functions whose supports cover M is enough.)
On the G-invariant part3 L2T (E)
G of L2T (E), the expression
(s, s′)f := (fs, fs′)L2(E)
defines an inner product, which is independent of the choice of f (as shown
in the proof of Lemma 4.4). This turns L2T (E)
G into a Hilbert space.
The first main result of this paper is that the G-invariant part of the
transversally L2-kernel of the deformed Dirac operator is finite-dimensional
for large t, so that it can be used to define invariant quantization.
Theorem 3.4. For t large enough, the G-invariant part
(
kerL2T (D
L
t )
)G
of
the vector space kerL2T (D
L
t ) is finite-dimensional.
This result will be proved in Sections 4–6. As a consequence, invariant
quantization can be defined as follows.
Definition 3.5. The G-invariant geometric quantization of the action by G
on (M,ω) is the integer
Q(M,ω)G := dim
(
kerL2T
(
(DLt )+
))G − dim(kerL2T ((DLt )−))G , (30)
for t large enough.
3This also holds for subspaces of L2T (E) with other kinds of transformation behavior
under the action by G, as long as ||(g · s)(m)|| = ‖s(m)‖ for all g ∈ G, m ∈ M and s in
such a subspace.
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The second main result of this paper is that Conjecture 1.2 is true for
large enough powers of L.
Theorem 3.6 (Quantization commutes with reduction for large p). There
is a p0 ∈ N, such that for all integers p ≥ p0,
Q(M, pω)G = Q(M0, pω0).
Theorem 3.6 will be proved in Sections 5–7.
Remark 3.7. If Crit1(H) = µ−1(0), which in particular occurs if the action
is free, then one may in fact take p0 = 1 in Theorem 3.6. (See Remark 6.5.)
Remark 3.8. Let p ∈ N. If one includes the symplectic form ω in the
notation for L = Lω and H = Hω, then one has Lpω = Lpω and Hpω = p2Hω.
Hence
(pω)(X
Hpω
1 ,−) = d1Hpω = p2Hω = (pω)(pXHω1 ,−),
so X
Hpω
1 = pX
Hω
1 . Note that the invariant quantization Q(M, pω)
G is defined
via the operator
D
Lpω
t = D
Lpω +
√−1t
2
c(X
Hpω
1 )
= DL
p
ω +
√−1pt
2
c(XHω1 )
= DL
p
ω
pt .
Since one takes t large enough in Definition 3.5, one may therefore also use
the deformed Dirac operator DL
p
ω
t of Definition 3.1 to define Q(M, pω)
G.
Remark 3.9. A particular consequence of Theorem 3.6 is that, for t and
p large enough, the integer (30) is independent of the connection and Her-
mitian metric on L, the almost complex structure J on M , the deformation
parameter t, and the family of inner products on g∗ used (as long as they
staisfy the assumptions listed). This can also be shown directly, as noted in
Remark 6.2.
3.3 Special cases
Theorem 3.6 reduces to the main result in [20] in the cocompact case. In the
setting of the Vergne conjecture [30] (a generalization of which was proved
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by Ma and Zhang [18]), it yields information about the reduction at zero. An
example where neither M/G nor G needs to be compact is the case where
M = T ∗G is the cotangent bundle of G. Also, because M/G is not assumed
to be compact, a version of the shifting trick applies.
Corollary 3.10. If M/G is compact, Theorem 3.6 reduces to the case of
Theorem 1.1 in [20] where no Ad∗(G)-invariant inner product on g∗ exists,
and hence to the large p case of Landsman’s conjecture (8).
Proof. IfM/G is compact, then Crit1(H)/G is always compact. Since all cut-
off functions are compactly supported, all smooth sections are transversally
L2.
To see that one may take t = 0 in Definition 3.5 in the cocompact case, one
can use the index theory from Section 4. If M/G is compact, all G-invariant
Sobolev norms of the same degree are equivalent. Hence the Sobolev spaces
W kf (M ;L
p)Gt defined in (46) are equal to W
k
f (M ;L
p)G0 for all t. These spaces
in turn are equal to the spaces Hkc (M,E)
G in the proof of Theorem 2.7 in
[20]. These are isomorphic to the spaces Hkf (M,E)
G used there, via the map
(2.22) in [20].
By taking V = M in Proposition 4.7, one sees that the deformed Dirac
operator D˜L
p
t is Fredholm for any t and p. Since the vector field X
H
1 has
bounded norm, these deformed Dirac operators define a continuous family of
Fredholm operators with respect to a single Sobolev norm, so that they have
the same index. Hence the index of D˜L
p
t is independent of t, and equal to
the index of D˜L
p
.
By (4.3) in [20], in the cocompact case the index of D˜L
p
equals the index
of the operator PfD
Lp used by Mathai and Zhang. Therefore, the invariant
quantization Q(M, pω)G equals the left hand side of the equality in Theorem
1.1 in [20].
In the to [20], Bunke shows that Theorem 1.1 in [20] implies the large p
case of Landsman’s conjecture. In fact, Conjecture 1.2 reduces to Landsman’s
conjecture in the cocompact case.
Remark 3.11. The case of Theorem 1.1 in [20] where g∗ admits an Ad∗(G)-
invariant inner product and p = 1 is not a direct consequence of Theorem
3.6, but is closely related. Indeed, in that setting, the constant metric on
M ×g∗ →M defined by this inner product has the properties in Proposition
6.6, if one takes V = M . As noted in [20], the techniques from [29] generalize
directly to that case.
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Corollary 3.12. Consider the setting of the Vergne conjecture [30], where G
and Crit(H) are compact4 and µ is proper. If G acts freely on µ−1(0), then
for t and p large enough, one has
dim
(
kerL2
(
(DL
p
t )+
))G − dim (kerL2((DLpt )−))G = Q(M0, pω0).
with kerL2
(
(DL
p
t )±
)
the spaces of L2-sections in the kernels of the the even
and odd parts (DL
p
t )± of D
Lp
t , respectively.
Proof. Since an Ad∗(G)-invariant inner product on g∗ exists if G is com-
pact, one can use a constant family of inner products on g∗. Then one
has Crit1(H) = Crit(H). Hence compactness of Crit1(H) is equivalent to
(co)compactness of Crit(H).
If G is compact, then f ≡ 1 is a cutoff function. Hence G-invariant
sections are transversally L2 precisely if they are L2. Therefore,
Q(M, pω)G = dim
(
kerL2
(
(DL
p
t )+
))G − dim (kerL2((DLpt )−))G ,
for p and t large enough.
Let T ∗G be the cotangent bundle of G, equipped with the standard sym-
plectic form ω. Consider the action by G on T ∗G induced by left multiplica-
tion (see also [7], p. 197).
Corollary 3.13. One has
Q(T ∗G, ω)G = 1.
Proof. It was noted in Example 2.8 that Crit1(H) = µ−1(0) = G in this case.
So Crit1(H)/G is a point, hence compact. Furthermore, G acts freely on
µ−1(0). Since (T ∗G)0 is a point, its quantization equals 1. By Remark 3.7,
Theorem 3.6 applies with p0 = 1, so that Q(T
∗G, ω)G = 1.
Remark 3.14. Intuitively, one would expect the geometric quantization of
T ∗G to be the space L2(G). This was made precise for compact G by Paradan
[27]. With Definition 3.5 of invariant quantization, one would expect the
invariant quantization of T ∗G to be the space of G-invariant functions on
G that are square integrable after multiplication by a compactly supported
function. This is the one-dimensional space of constant functions on G, in
accordance with Corollary 3.13.
4As noted in Lemma 3.24 in [25], the set Crit(H) is compact if M is real-algebraic and
µ is algebraic and proper.
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Because of the cocompactness assumption in [12, 16, 20], it was impossible
to apply any version of the shifting trick. Indeed, even if M/G is compact,
the diagonal action by G onM×O will not be, ifO is a noncompact coadjoint
orbit. In the present setting, the shifting trick does apply to a certain extent.
LetO = Ad∗(G)ξ be a strongly elliptic coadjoint orbit ofG, with Kirillov–
Kostant–Souriau symplectic form ωO. Let HO be the function H as in (15),
for the diagonal action by G on
(
M ×O, ω × (−ωO)
)
.
Corollary 3.15 (Shifting trick). Suppose that O consists of regular values
of µ, and G acts freely on µ−1(O). If Crit1(HO) is cocompact, then for large
enough p,
Q(Mξ, pωξ) = Q
(
M ×O, p(ω ×−ωO)
)G
.
Proof. Because O is a strongly elliptic orbit, the action by G on O is proper.
Hence Theorem 3.6 applies. By the standard shifting trick, the symplectic
reduction of
(
M × O, p(ω × −ωO)
)
at zero equals (Mξ, pωξ), and the claim
follows.
4 A G-invariant index
This section contains some general index theory, which will be used to prove
that invariant quantization is well-defined (Theorem 3.4). It wil be shown
that G-invariant quantization is the index of a Fredholm operator between
Sobolev spaces defined in this section. Elliptic operators satisfying an in-
vertibility condition outside a cocompact set will be shown to define such
Fredholm operators. In Subsection 6.1, we will see that the deformed Dirac
operator DL
p
t satisfies this condition, for t large enough. This will complete
the proof of Theorem 3.4.
4.1 Sobolev spaces
Let M be a smooth manifold, and let G be a unimodular Lie group acting
properly on M . Let dg be a Haar measure on G. Let f be a smooth cutoff
function for the action by G on M (see Subsection 3.2). Suppose that M is
equipped with a G-invariant Borel measure dm (which will later be assumed
to be given by the density associated to a G-invariant Riemannian metric).
Let E → M be a G-vector bundle, equipped with a G-invariant Hermitian
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metric (−,−)E. We denote the space of smooth sections of E by Γ∞(E), and
the space of smooth, compactly supported sections of E by Γ∞c (E).
We will use Sobolev spaces constructed from spaces of transversally com-
pactly supported sections of vector bundles.
Definition 4.1. The transversal support of a section s of E is the closure
in M/G of the set of orbits O ∈ M/G such that there is a point m ∈ O
where s(m) 6= 0. If the transversal support of a section s is compact, then s
is called transversally compactly supported.
The space of smooth, transversally compactly supported sections of E
will be denoted by Γ∞tc (E). The space of G-invariant sections in Γ
∞
tc (E)
is denoted by Γ∞tc (E)
G. For all s ∈ Γ∞tc (E), the product fs is a smooth,
compactly supported section of E.
Let
D : Γ∞(E)→ Γ∞(E)
be a first order, G-equivariant, essentially self-adjoint, elliptic differential
operator. We will write σD for the principal symbol of D. Suppose that E
is Z/2 graded, and write E = E+ ⊕ E− for the decomposition induced by
this grading. Suppose that D is odd with respect to the grading. Define the
operator
D˜ : fΓ∞tc (E)
G → fΓ∞tc (E)G
by
D˜(fs) = fDs (31)
if s ∈ Γ∞tc (E)G.
Using the measure dm on M and the Hermitian metric (−,−)E on E,
one can define an L2-inner product on compactly supported smooth sections
of E. The operator D˜ is not symmetric with respect to this inner product in
general. This fact will play a role in the proof of Proposition 6.7.
Consider the k’th Sobolev inner product on fΓ∞tc (E)
G defined by
(fs, fs′)W kf (E)G :=
k∑
j=0
(
D˜j(fs), D˜j(fs′)
)
L2(E)
, (32)
for s, s′ ∈ Γ∞tc (E)G.
Definition 4.2. The Sobolev space W kf (E)
G is the completion of fΓ∞tc (E)
G
in the inner product defined by (32).
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Definition 4.3. The bounded operator
D˜ : W 1f (E)
G → W 0f (E)G.
is the continuous extension of (31).
4.2 Properties of the spaces W kf (E)
G
If G is unimodular, choosing different cutoff functions f to define the Sobolev
spacesW kf (E)
G leads to canonically isomorphic spaces. To prove this, we will
use the measure5 dO on M/G such that for all h ∈ Cc(M),∫
M
h(m) dm =
∫
M/G
∫
G
h(gτ(O)) dg dO, (33)
for any Borel section τ :M/G→ M .
Lemma 4.4. Suppose G is unimodular. Let f0 and f1 be two cutoff functions
for the action by G on M . Then the map given by
f0s 7→ f1s (34)
for s ∈ Γ∞tc (E)G induces a unitary isomorphism W kf0(E)G ∼= W kf1(E)G.
Proof. The map (34) is a bijection from f0Γ
∞
tc (E)
G to f1Γ
∞
tc (E)
G, because G-
invariant sections are determined by their restrictions to supp(f0) or supp(f1).
For k = 0, one finds for all s, s′ ∈ Γ∞tc (E)G,
(fjs, fjs
′)W 0fj (E)
G =
∫
M
fj(m)
2
(
s(m), s′(m)
)
E
dm
=
∫
M/G
∫
G
fj(gτ(O))2
(
s(gτ(O)), s′(gτ(O)))
E
dg dO.
5Existence and uniqueness of this measure is proved for any proper action in [4], Chapter
VII, Section 2.2, Proposition 4b. It can be constructed as follows. Let hG ∈ C∞c (M/G),
and let f be a cutoff function for the action. Then set∫
M/G
hG(O) dO :=
∫
M
f(m)2hG(Gm) dm.
A version of this measure for non-unimodular groups G also exists, but then the invariance
condition on dm is replaced by a condition involving the modular function.
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By the property (29) of cutoff functions, and G-invariance of s and s′, the
latter expression equals∫
M/G
(
s(τ(O)), s′(τ(O)))
E
dO,
which is independent of j.
For general k, one notes that for all s, s′ ∈ Γ∞tc (E)G,(
D˜kfjs, D˜
kfjs
′)
L2(E)
=
(
fjD
ks, fjD
ks′
)
L2(E)
,
which by the argument above is independent of j. This implies that
(f0s, f0s
′)W kf0(E)
G = (f1s, f1s
′)W kf1(E)
G
for all k, as required.
Since we assumed that G is unimodular, the Sobolev spaces W kf (E)
G are
indeed independent of f .
An analogue of the Rellich lemma holds for the restricted Sobolev spaces
W kf (E|V )G, if V ⊂ M is a G-invariant, relatively cocompact open subset of
M .
Lemma 4.5. Let V ⊂ M be G-invariant, relatively cocompact and open.
Then for all k ≥ 0, the inclusion map
W k+1f (E|V )G →֒ W kf (E|V )G
is compact.
Proof. Let Z be the intersection of V with the interior of supp(f). Restricting
to Z is an injective map
W kf (E|V )G →֒ W k(E|Z).
This map is an isometry if W k(E|Z) is defined with respect to the Sobolev
inner product coming from the elliptic operator D − σD(df). Since Z is
relatively compact, all k’th Sobolev norms on sections of E|V are equivalent,
and one may as well use the one defined by D − σD(df).
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Consider the diagram
W k+1(E|Z)   //W k(E|Z)
W k+1f (E|V )G 
 //
?
OO
W kf (E|V )G.
?
OO
We have seen that the vertical inclusion maps are isometric, and the Rellich
lemma implies that the top inclusion map is compact. Hence the bottom
inclusion is compact was well, as required.
4.3 Free actions
Suppose for now that the action by G on M is free, in addition to being
proper. (The material in this subsection will be used in Section 7, where
M is replaced by a neighborhood of µ−1(0).) For free actions, one has the
induced vector bundle
EG → M/G,
such that q∗EG ∼= E, with q :M → M/G the quotient map. The Hermitian
metric on E induces one on EG. The induced operator D
G on sections of
EG,
DG : Γ∞(EG)→ Γ∞(FG),
is again essentially self-adjoint and elliptic. Using this measure and this
metric, and the operator DG, one can define Sobolev spaces W k(EG) of
sections of EG. These are the completions of Γ
∞
c (EG) in the inner product
given by
(s, s′)W k(EG) :=
k∑
j=0
(
(DG)js, (DG)js′
)
L2(EG)
,
for s, s′ ∈ Γ∞c (EG). Then the operator DG extends to a bounded operator
DG : W 1(EG)→W 0(EG).
Lemma 4.6. The composition
Γ∞c (EG)
q∗−→ Γ∞tc (E)G f ·−→ fΓ∞tc (E)G
extends to a unitary isomorphism
ψ : W k(EG)
∼=−→ W kf (E)G.
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Proof. We only need to check that multiplication by f composed with q∗ is
an isometry. The argument is analogous to the proof of Lemma 4.4. In the
same way as there, one first computes that for all s, s′ ∈ Γ∞c (EG),
(fq∗s, fq∗s′)W 0f (E)G = (s, s
′)W 0(EG).
For general k, one then notes that for all such s, s′,
(D˜kfq∗s, D˜kfq∗s′)L2(E) =
(
fq∗(DG)ks, fq∗(DG)ks′
)
L2(E)
=
(
(DG)ks, (DG)ks′
)
L2(EG)
.
This implies that
(fq∗s, fq∗s′)W kf (E)G = (s, s
′)W k(EG),
for all k, as required.
The operators D, D˜ and DG are related by the commutative diagram
Γ∞c (EG)
q∗ //
DG

Γ∞tc (E)
G f · //
D

fΓ∞tc (E)
G
D˜

Γ∞c (FG)
q∗ // Γ∞tc (F )
G f · // fΓ∞tc (F )
G.
In other words, the unitary isomorphism ψ from Lemma 4.6 intertwines the
operators DG and D˜.
4.4 The Fredholm property
In [2], Anghel gives a criterion for an elliptic, self-adjoint differential operator
on a noncompact manifold to be Fredholm: an L2-norm estimate outside a
compact subset of the manifold. This generalizes Gromov and Lawson’s
results for Dirac operators in Section 3 of [9]. In our setting, where one
considers operators between the Sobolev spaces W 1f (E)
G and W 0f (E)
G, the
analogous estimate outside a cocompact subset is sufficient.
Proposition 4.7. Suppose M carries a G-invariant Riemannian metric.
Let the measure dm be given by the Riemannian density, and suppose M is
complete. Let K ⊂ M be a cocompact subset, and suppose there is a C > 0
such that for all s ∈ Γ∞tc (E)G with support disjoint from K,
‖D˜fs‖L2(E) ≥ C‖fs‖L2(E). (35)
Then the operator D˜ :W 1f (E)
G → W 0f (E)G is Fredholm.
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Proof. Let (sj)
∞
j=1 be a sequence in Γ
∞
tc (E)
G, such that
• the sequence (fsj)∞j=1 is bounded in W 0f (E)G;
• the sequence (D˜fsj)∞j=1 converges in W 0f (E)G.
It is enough to prove that there is a subsequence (sjk)
∞
k=1 such that (fsjk)
∞
k=1
converges inW 0f (E)
G, i.e. in L2(E). This implies that D˜ has finite-dimensional
kernel and closed range; see for example the last two paragraphs of the proof
of Theorem 2.1 in [2].
Let U be a relatively cocompact open neighborhood of K. Let Z be
the intersection of U with the interior of the support of f . Then Z is rela-
tively compact. Hence all Sobolev norms of the same degree on Γ∞c (E) have
equivalent restrictions to Γ∞c (E|Z). The sequence (fsj)∞j=1 is bounded in
W 1f (E)
G, so its restriction to Z is bounded with respect to any first Sobolev
norm. Therefore, the Rellich lemma yields a subsequence (sjk)
∞
k=1 such that
(fsjk|Z) converges in L2(E|Z).
Because f |U is zero outside Z, the sequence (fsjk|U) converges in L2(E|U),
and hence in W 0f (E|U)G. Let χ ∈ C∞(M)G be a smooth, G-invariant func-
tion, with values in [0, 1], such that
• χ ≡ 1 on K;
• χ ≡ 0 on M \ U .
Then the sequence (χfsjk)
∞
k=1 converges in W
0
f (E)
G.
To show that the sequence
(
(1 − χ)fsjk
)∞
k=1
converges in W 0f (E)
G, one
first notes that the commutator [D,χ] equals σD(dχ), with σD the principal
symbol of D. Hence for all s ∈ Γ∞tc (E)G,
[D˜, χ]fs = f [D,χ]s = σD(dχ)fs.
Since σD(dχ) is G-equivariant, and zero outside the relatively cocompact set
U \K, the operator
σD(dχ) : W
0
f (E)
G →W 0f (E)G
is bounded. Because χ is supported in U , convergence of (fsjk |U)∞k=1 and
boundedness of σD(dχ) imply convergence of ([D˜, χ]fsjk)
∞
k=1.
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Because 1 − χ is supported outside K, the assumption (35) implies that
for all k, l,
C‖(1− χ)f(sjk − sjl)‖W 0f (E)G ≤
∥∥D˜((1− χ)f(sjk − sjl))∥∥W 0f (E)G
=
∥∥(1− χ)D˜(f(sjk − sjl))− [D˜, χ]f(sjk − sjl)∥∥W 0f (E)G
≤ ∥∥D˜(f(sjk − sjl))‖W 0f (E)G + ‖[D˜, χ]f(sjk − sjl)‖W 0f (E)G .
Both terms in the latter expression become arbitrarily small, since (D˜fsj)
∞
j=1
and ([D˜, χ]fsjk)
∞
k=1 converge. Hence the sequence
(
(1−χ)fsjk
)∞
k=1
converges.
Since (χfsjk)
∞
k=1 converges as well, we conclude that (fsjk)
∞
k=1 converges
in W 0f (E)
G, as required.
4.5 The G-invariant index
Suppose the conditions of Proposition 4.7 are satisfied. Then the Fredholm
operator D˜ has a well-defined index. The proof of Theorem 3.4 is based on
the following explicit description of this index, in terms of the transversally
L2-kernel of D (see Definition 3.2).
Proposition 4.8. In the situation of Proposition 4.7, the G-invariant part(
kerL2T (D)
)G
of the transversally L2-kernel of D is finite-dimensional, and
one has
index(D˜) = dim
(
kerL2T (D+)
)G − dim(kerL2T (D−))G. (36)
A proof of this fact is given in Appendix A.
Definition 4.9. In the setting of Proposition 4.7, the G-invariant index of
D is the number (36). It is denoted by indexG(D).
In Subsection 6.1, it is shown that the deformed Dirac operator DL
p
t
satisfies the hypotheses of Proposition 4.7, for t large enough. Hence invariant
quantization is well-defined as itsG-invariant index, and Theorem 3.4 follows.
Note that this is different from the cocompact situation considered in [20],
where the undeformed Dirac operators were already Fredholm on suitable
Sobolev spaces.
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5 The square of the deformed Dirac operator
As in [20, 29], the square of the deformed Dirac operator DL
p
t plays an im-
portant role. An expression for this square is given in Theorem 5.1, which
generalizes Theorem 1.6 in [29]. As in Corollary 1.7 in [29], a term involv-
ing Lie derivatives vanishes on G-invariant sections, and one is left with the
square of DL
p
plus order zero terms. This is recorded in Corollary 5.2.
In the compact and cocompact cases, the zero order terms in the square
of the deformed Dirac operator are automatically bounded. This is not true
for non-cocompact manifolds. In Subsection 6.2, it will be shown that, for
a well-chosen family of inner products on g∗, these zero order terms sat-
isfy an estimate that can be used to localize the invariant index of DL
p
t to
neighborhoods of Crit1(H) and µ−1(0).
5.1 A Bochner formula
We first introduce some operators and vector fields that will be used in the
expression for the square of DL
p
t . Recall the notation of Subsection 2.2.
In particular, we chose an orthonormal frame {h1, . . . , hdG} for the bundle
M × g∗ → M , with respect to the given G-invariant metric on this bundle.
Let {h∗1, . . . , h∗dG} be the dual frame of M × g → M as in (19). For each j,
consider the operator Lh∗j on Ω
0,∗(M ;Lp) given by
(Lh∗j s)(m) = (Lh∗j (m)s)(m),
for all s ∈ Ω0,∗(M ;Lp) and m ∈M . We will use the fact that Lh∗j annihilates
G-invariant sections.
In addition, for any vector field v ∈ X(M), consider the commutator
vector field [v, (h∗j)
M ], given by
[v, (h∗j)
M ](m) =
[
v, h∗j(m)
M
]
(m).
Here h∗j(m)
M is the vector field induced by h∗j(m) ∈ g, and [−,−] is the Lie
bracket of vector fields. Importantly, for fixed m, the vector fields Vj in (22)
and h∗j (m)
M are equal at the point m, but not necessarily at other points.
Finally, the one-form 〈µ, Th∗j〉 ∈ Ω1(M) is defined by〈〈µ, Th∗j〉m, v〉 = 〈µ(m), Tmh∗j(v)〉
for all m ∈ M and v ∈ TmM . The dual vector field associated to 〈µ, Th∗j〉
via the Riemannian metric will be denoted by 〈µ, Th∗j〉∗.
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Theorem 5.1. Let p ∈ N and t ∈ R be given. The square of the deformed
Dirac operator DL
p
t equals
(
DL
p
t
)2
=
(
DL
p)2
+ tA + 4πptH + t
2
4
‖XH1 ‖2 − 2
√−1t
dG∑
j=1
µjLh∗j , (37)
where A is a vector bundle endomorphism of
∧0,∗ T ∗M ⊗ Lp, equal to A =
A1+A2+A3, with the endomorphisms An defined as follows. Let e1, . . . , edM
be a local orthonormal frame for TM , and write e1,0k for the component of
the complexification of ek in T
1,0M . Let ∇ be the Levi–Civita connection on
TM , and ∇T 1,0M the induced connection on T 1,0M . The endomorphism A1
is the Tian–Zhang tensor that appears in Theorem 1.6 in [29]:
A1 =
√−1
4
dM∑
k=1
c(ek)c
(∇ekXH1 )− √−12 tr(∇T 1,0MXH1 ∣∣∣T 0,1M)
+
1
2
dG∑
j=1
(√−1c(JVj)c(Vj) + ‖Vj‖2) . (38)
The tensors A2 and A3 appear because the orthonormal frame {h1, . . . , hdG}
of M × g∗ →M may not be constant:
A2 =
√−1
2
dG∑
j=1
c(〈µ, Th∗j〉∗)c(Vj) +
√−1
dG∑
j=1
dM∑
k=1
〈〈µ, Th∗j〉m, e1,0k 〉(Vj, e1,0k );
(39)
and
A3 = −
√−1
2
dG∑
j=1
dM∑
k=1
µjc(ek)c
([
ek, (h
∗
j)
M − Vj
])
−√−1
dG∑
j=1
dM∑
k=1
µj
([
e1,0k , (h
∗
j )
M − Vj
]
, e1,0k
)
. (40)
Since the operators Lh∗j in (37) map G-invariant sections to zero, one
obtains the following analogue of Corollary 1.7 in [29].
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Corollary 5.2. For p ∈ N and t ∈ R , the restriction of (DLpt )2 to Ω0,∗(M ;L)G
equals (
DL
p)2
+ tA + 4πptH + t
2
4
‖XH1 ‖2. (41)
Remark 5.3. If there is an Ad∗(G)-invariant inner product on g∗, then
Theorem 5.1 and Corollary 5.2 imply Theorem 1.6 and Corollary 1.7 in [29],
respectively. Indeed, in that case one may use a constant family of inner
products on g∗, and a constant orthonormal frame for M × g∗ → M . Then
XH1 = X
H. Since h∗j is constant, one has Tmh
∗
j = 0, so 〈µ, Th∗j〉 = 0. Also,
one has h∗j (m)
M = Vj for all m ∈ M , so that
[
v, (h∗j)
M − Vj
]
= 0 for any
vector field v. Therefore, A2 = A3 = 0, and the remaining part of (37)
becomes the equality in Theorem 1.6 in [29].
Note that, even if g∗ admits an Ad∗(G)-invariant inner product, one may
wish to use a non-constant family of inner products, for example to apply
Lemma 2.9 or Proposition 6.6. Then one should use Theorem 5.1 and Corol-
lary 5.2 rather than Theorem 1.6 and Corollary 1.7 in [29].
5.2 Proof of the Bochner formula
We give an outline of a proof of Theorem 5.1 here, and provide more details
in Appendix B.
Proof of Theorem 5.1. As in the equality (1.26) in [29], one finds that
(
DL
p
t
)2
=
(
DL
p)2
+
√−1
2
t
dM∑
k=1
c(ek)c(∇ekXH1 )−
√−1t∇XH1 +
t2
4
‖XH1 ‖2. (42)
The bulk of the proof of Theorem 5.1 consists of computing an expression
for the first order term ∇XH1 . Because of (23), one has
∇XH1 = 2
dG∑
j=1
µj∇Vj .
For all m ∈ M , one has Vj(m) = h∗j (m)Mm . Since covariant derivatives ∇v
depend locally on the vector field v, Lemma 1.5 in [29] therefore implies that
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for all s ∈ Ω0,∗(M ;L) and all m ∈M ,
(∇Vjs)(m) =
(∇h∗j (m)M s)(m) = (Lh∗j (m)s)(m) + 2π√−1pµj(m)s(m)
+
1
4
dM∑
k=1
(
c(ek)c(∇ekh∗j (m)M)
)
(m)s(m)
+
1
2
tr
(
∇T 1,0Mh∗j (m)M |T 1,0M
)
(m)s(m). (43)
Multiplying (43) by 2µj and summing over j yields
(∇XH1 s)(m) = 2
dG∑
j=1
µj(m)(Lh∗j (m)s)(m) + 4π
√−1pH(m)s(m)
+
1
2
dG∑
j=1
dM∑
k=1
µj(m)
(
c(ek)c(∇ekh∗j (m)M)
)
(m)s(m)
+
dG∑
j=1
µj(m) tr
(
∇T 1,0Mh∗j (m)M |T 1,0M
)
(m)s(m). (44)
In Proposition B.1 in Appendix B, it is deduced from (44) that
(∇XH1 s)(m) = 2
dG∑
j=1
µj(m)(Lh∗j (m)s)(m) + 4π
√−1pH(m)s(m)
+
(
1
4
dM∑
k=1
c(ek)c(∇ekXH1 ) +
1
2
dG∑
j=1
(−c(JVj)c(Vj) +√−1‖Vj‖2)
+
1
2
tr
(
∇T 1,0MXH1 |T 1,0M
))
(m)s(m)
+
√−1(A2 + A3)(m)s(m), (45)
with A2 and A3 as in (39) and (40).
The equality (37) follows by inserting (45) into (42), and using the defi-
nition (38) of the operator A1. 
6 Localizing the deformed Dirac operator
The key steps in the proofs of the main results in this paper, Theorems
3.4 and 3.6, is showing that the kernel of DL
p
t localizes to neighborhoods of
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Crit1(H) and µ−1(0), respectively. The localization estimates used to do this
are Propositions 6.1 and 6.3, which will be proved in this section. Recall
that the set Crit1(H)/G, and hence the set µ−1(0)/G, was assumed to be
compact.
6.1 Localization estimates
Let Ω0,∗tc (M ;L
p) be the space of smooth sections of the vector bundle
∧0,∗ T ∗M⊗
Lp → M with compact transversal supports. Consider the Sobolev inner
product (32) on fΩ0,∗tc (M ;L
p), defined with respect to the operator D = DL
p
t
on E =
∧0,∗ T ∗M ⊗ Lp. We write (−,−)k,t for the resulting k’th Sobolev
inner product, and ‖ · ‖k,t for the induced norm. In addition, we write
(−,−)k := (−,−)k,0 and ‖ · ‖k := ‖ · ‖k,0. Note that (−,−)0,t = (−,−)0
is the L2 inner product for all t.
Let
W kf (M ;L
p)Gt := W
k
f
(∧0,∗T ∗M ⊗ Lp)G, (46)
be the completion of fΩ0,∗tc (M ;L
p)G in the inner product (−,−)k,t. Then the
deformed Dirac operator DL
p
t induces a bounded operator
D˜L
p
t :W
1
f (M ;L
p)Gt →W 0f (M ;Lp)Gt .
The first localization estimate will be used to prove Theorem 3.4, which
states that invariant quantization is well defined.
Proposition 6.1. There is a family of inner products on g∗, a relatively
cocompact open neighborhood V of Crit1(H), and there are constants C > 0,
b > 0 and t0 > 0, such that for every t ≥ t0 and all s ∈ Ω0,∗tc (M ;L)G with
support disjoint from V ,
‖D˜Lt (fs)‖20 ≥ C
(‖fs‖21 + (t− b)‖fs‖20).
Remark 6.2. Based on Proposition 6.1, one expects Definition 3.5 to be
independent of the connection and metric on L, the almost complex structure
on M , the deformation parameter t, and the family of inner products on
g∗. Indeed, it means that the index of D˜L
p
t is determined on the relatively
cocompact set V . On V , the norm of XH1 is bounded, and all G-invariant
Sobolev norms are equivalent. Hence the family of operators
(
D˜L
p
t |V
)
t∈R
depends continuously on t, with respect to a fixed Sobolev norm.
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Furthermore, the deformed Dirac operators defined by two families of
metrics on g∗ have bounded difference on V , with respect to the L2-norm.
Hence, by Lemma 4.5, this difference is a compact operator between the first
and zero’th Sobolev spaces in question.
The intuitive idea was made rigorous by Braverman [5], who extended the
G-invariant, transversally L2-index to more general Dirac-type operators, and
proved it is invariant under a suitable notion of cobordism. This shows that
Definition 3.5 is indeed independent of the choices made.
The second localization estimate is a further localization to neighborhoods
of µ−1(0) ⊂ Crit1(H), where one uses tensor powers of the line bundle L.
Proposition 6.3. There is an equivariant family of inner products on g∗
such that for any G-invariant6 open neighborhood U of µ−1(0), there are
p0 ∈ N, t0 > 0 and C > 0 and b > 0, such that for all integers p ≥ p0, real
numbers t ≥ t0 and all s ∈ Ω0,∗tc (M ;Lp)G with support disjoint from U ,
‖D˜Lpt (fs)‖20 ≥ C
(‖fs‖21 + (t− b)‖fs‖20).
Importantly, one may use the same family of inner products on g∗ in
Propositions 6.1 and 6.3, namely the family constructed in Proposition 6.6.
Remark 6.4. Proposition 6.3 directly implies that quantization commutes
with reduction if 0 is not a value of µ at all. Indeed, one can then take U = ∅
in Proposition 6.3, and conclude that D˜L
p
t has trivial kernel for t > b and
large p. Therefore, by Proposition 4.8,
Q(M, pω)G = 0
in such cases. From now on, we suppose that 0 ∈ µ(M).
Remark 6.5. If Crit1(H) = µ−1(0), then Proposition 6.1 implies that Propo-
sition 6.3 holds with p0 = 1. The number p0 in Proposition 6.3 is the same
as the number p0 in Theorem 3.6, so the latter result also holds for p0 = 1
in this case.
6In [29], the analogous estimate is proved for any open neighborhood of µ−1(0), not
necessarily G-invariant. If µ−1(0) is compact, any neighborhood contains a G-invariant
one. In the noncompact case, one has to assume G-invariance. This is no restrictive
assumption, however.
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Before proving Propositions 6.1 and 6.3, we show how Propositions 6.1
and 4.7 imply Theorem 3.4.
Proof of Theorem 3.4. Let C, b and t0, as well as a family of inner products
on g∗ and a set V as in Proposition 6.1 be given. For t larger than both t0
and b + 1 and for s ∈ Ω0,∗tc (M ;L)G with support disjoint from V , one then
has
‖D˜Lt (fs)‖20 ≥ C
(‖fs‖21 + (t− b)‖fs‖20) ≥ C‖fs‖20.
Proposition 4.7 therefore implies that D˜Lt is Fredholm. Because of Proposi-
tion 4.8, the vector space
(
kerL2T (D
L
t )
)G
is finite-dimensional, and the integer
dim
(
kerL2T
(
(DLt )+
))G − dim(kerL2T ((DLt )−))G
is the Fredholm index of D˜Lt . 
6.2 Choosing the family of inner products on g∗
One of the main difficulties in generalizing Tian and Zhang’s localization
theorem to the non-cocompact setting, is that the operator A in (41) may
not be bounded below. We overcome this difficulty by rescaling the family of
inner products on g∗ by a G-invariant positive function ψ onM , as discussed
in Subsection 2.5. Because of Lemma 2.10, rescaling the inner products in
this way results in replacing the vector field XH1 by ψX
H
1 . A version of
this technique, of deforming a Dirac operator by Clifford multiplication by a
vector field, and then rescaling this vector field by a function, was used by
Braverman [6] in the case where G is compact.
Fix a relatively cocompact open neighborhood V of Crit1(H). This is
where cocompactness of Crit1(H) is used. We will also use the G-invariant,
positive smooth function η on M defined by
η(m) =
∫
G
f(gm)‖df‖(gm) dg, (47)
for m ∈M .
Proposition 6.6. The G-invariant metric on the bundle M × g∗ → M can
be chosen in such a way that for all m ∈M \ V ,
H(m) ≥ 1; (48)
‖XH1 (m)‖ ≥ 1 + η(m), (49)
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and there is a positive constant C, such that for all m ∈M , the operator Am
on
∧0,∗T ∗mM ⊗ Lpm is bounded below by
Am ≥ −C(‖XH1 (m)‖2 + 1). (50)
Proof. We outline a proof here, and refer to Appendix C for certain details.
By Lemma C.1 in Appendix C, there is an open cover {U˜l}l of M such
that
• every open set U˜l admits a local orthonormal frame for TM ;
• every compact subset of M intersects finitely many of the sets U˜l non-
trivially;
• there is a relatively compact subset Ul ⊂ U˜l for all l, such that Ul ⊂ U˜l,
and
⋃
l Ul =M .
Fix a local orthonormal frame {el1, . . . , eldM} for TM on every set U˜l. For all
k and l, let (elk)
1,0 be the component of the complexification of elk in T
1,0M .
Let W ⊂ M be a subset whose intersection with every nonempty cocompact
subset of M is nonempty and compact.
Consider any G-invariant metric on M × g∗ → M , let H be the associ-
ated function (15), and let XH1 be the vector field defined by (17). Fix an
orthonormal frame {h1, . . . , hdM} of M × g∗ → M , and let {h∗1, . . . , h∗dM} be
the dual frame of M × g→M as in (19).
By Lemma C.2, there are positive, G-invariant, continuous functions
F1, F2, F3 ∈ C(M)G such that for all m ∈ W , and for all l such that m ∈ Ul,
and all j = 1, . . . , dG and k = 1, . . . , dM ,
‖∇elkX
H
1 ‖(m) ≤ F1(m);
‖∇T 1,0M(elk)1,0X
H
1 ‖(m) ≤ F1(m);
‖〈µ, Th∗j〉‖(m) ≤ F2(m);∥∥[(elk)1,0, (h∗j)M − Vj]∥∥(m) ≤ F3(m);∥∥[elk, (h∗j)M − Vj]∥∥(m) ≤ F3(m).
Let N := ‖XH1 ‖2 denote the norm-squared function of XH1 . Define the con-
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tinuous, nonnegative, G-invariant functions ϕ0 and ϕ1 on M by
7
ϕ0 = min
(
H, N
1/2
1 + η
,
N
F1
,min
j
N
‖Vj‖F2 ,minj
N
|µj|F3
)
;
ϕ1 = min
(
N1/2,min
j
2N
|µj|‖Vj‖
)
Note that the functions ϕ0 and ϕ1 are strictly positive outside Crit1(H).
Therefore, by Lemma C.3, there is a G-invariant, positive, smooth function
ψ on M , such that on M \ V ,
ψ−1 ≤ ϕ0; (51)
‖d(ψ−1)‖ ≤ ϕ1. (52)
As in Subsection 2.5, consider the family of inner products {ψ(m)(−,−
)m}m∈M on g∗. This is again a G-invariant smooth metric on M × g∗ → M .
We will show that this metric has the desired properties. As in Lemma 2.10,
let Hψ be the corresponding norm-squared function of the momentum map
µ, so that X
Hψ
1 = ψX
H
1 . Write Nψ := ‖XHψ1 ‖2 = ψ2N .
First of all, note that, outside V , one has
Hψ = ψH ≥ ϕ−10 H ≥ 1;
‖XHψ1 ‖ = ψ‖XH1 ‖ ≥ ϕ−10 ‖XH1 ‖ ≥ 1 + η,
so (48) and (49) follow.
We now turn to a proof of the lower bound (50) for the operator A =
A1 +A2 +A3. We will find a bound for each of the operators An separately.
Write Aψn for the operators in (38)–(40), with H replaced by Hψ.
We will use the orthonormal frame of M × g∗ → M made up of the
functions
hψj :=
1
ψ1/2
hj .
The dual frame of M × g→ M consists of the functions
(hψj )
∗ = ψ1/2h∗j .
7If f1 and f2 are functions, and f2 is nonnegative, then by min(f1, 1/f2) we mean the
function equal to min(f1, 1/f2) where f2 is nonzero, and to f1 where f2 is zero.
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Let µψj be defined like the functions µj in (21), with hj replaced by h
ψ
j .
Analogously, let V ψj be the vector field defined like Vj in (22), with the same
replacement. Then
µψj = ψ
1/2µj;
V ψj = ψ
1/2Vj .
First, consider the operator Aψ1 . On each of the sets Ul, we use the local
orthonormal frame {ek := elk}dMk=1 for TM , and set
A˜ψ1 :=
√−1
4
dM∑
k=1
c(ek)c
(
∇ekXHψ1
)
−
√−1
2
tr
(
∇T 1,0MXHψ1
∣∣∣
T 0,1M
)
(53)
= Aψ1 −
1
2
dG∑
j=1
(√−1c(JV ψj )c(V ψj ) + ‖V ψj ‖2) .
By Lemma C.4, one has
‖∇vXHψ1 ‖ ≤ 2Nψ,
on (M \V )∩W , if v is one of the vector fields ek or e1,0k . By Lemma C.5, this
implies that, on that set, the operator A˜ψ1 satisfies the pointwise estimate
‖A˜ψ1 ‖ ≤
3
2
dMNψ.
Therefore,
Re(A˜ψ1 ) ≥ −
3
2
dMNψ,
on (M \ V ) ∩W . In addition, one has
√−1c(JV ψj )c(V ψj ) + ‖V ψj ‖2 ≥ 0
for all j (see e.g. (2.13) in [29]). Therefore, on (M \ V ) ∩W , we obtain
Re(Aψ1 ) = Re(A˜
ψ
1 ) +
1
2
dG∑
j=1
(√−1c(JV ψj )c(V ψj ) + ‖Vj‖2) ≥ −32dMNψ. (54)
To estimate the norm of the operator Aψ2 , we use the equality in Lemma
C.6:
〈µ, T (hψj )∗〉 = µjd(ψ1/2) + ψ1/2〈µ, Th∗j〉.
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By Lemma C.7, this implies that, for all j, one has
‖〈µ, T (hψj )∗〉‖ · ‖V ψj ‖ ≤ 2Nψ
on (M \ V )∩W . This allows one to find a bound for ‖Aψ2 ‖. Indeed, one has
‖Aψ2 ‖ ≤
1
2
dG∑
j=1
‖〈µ, T (hψj )∗〉‖ · ‖V ψj ‖+
dG∑
j=1
dM∑
k=1
‖〈µ, T (hψj )∗〉‖ · ‖V ψj ‖
≤ (dG + 2dGdM)Nψ.
(55)
To estimate the norm of the operator Aψ3 , we use Lemma C.8, which
states that for all vector fields v ∈ X(M) and all j,[
v,
(
(h∗j )
ψ
)M − V ψj ] = ψ1/2[v, (h∗j)M − Vj]− v(ψ1/2)Vj .
Let v be one of the vector fields ek or e
1,0
k . Then by Lemma C.9, one has for
all j, on (M \ V ) ∩W ,
|µψj |
∥∥[v, ((h∗j )ψ)M − V ψj ]∥∥ ≤ 2Nψ.
It then follows from the definition of the operator Aψ3 that, on (M \ V )∩W ,
‖Aψ3 ‖ ≤
dG∑
j=1
dM∑
k=1
|µψj |
∥∥[e1,0k , ((h∗j)ψ)M − V ψj ]∥∥+ 12
dG∑
j=1
dM∑
k=1
|µψj |
∥∥[ek, ((h∗j )ψ)M − V ψj ]∥∥
≤ 3dGdMNψ.
(56)
Because of (54), (55) and (56), there is a constant C ′ > 0 such that, on
(M \ V ) ∩W ,
Aψ ≥ −C ′Nψ.
Since both sides of this inequality are G-invariant, it holds on all of M \ V .
Finally, because V /G is compact, Aψ is bounded below on V . Therefore, the
estimate (50) follows on all of M .
From now on, we suppose the family of inner products on g∗ has the
properties in Proposition 6.6, and we omit the function ψ from the notation.
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6.3 Estimates for adjoint operators
As noted in Subsection 4.1, the operator D˜L
p
t is not symmetric with respect to
the L2-inner product in general. Let (D˜L
p
t )
∗ be the operator on fΩ0,∗tc (M ;L
p)
such that for all s, s′ ∈ Ω0,∗tc (M ;Lp)(
(D˜L
p
t )
∗fs, fs′
)
0
=
(
fs, D˜L
p
t fs
′)
0
.
In particular, for t = 0, one has the operator (D˜L
p
)∗ = (D˜L
p
0 )
∗. Theorem 5.1
and the estimates in Proposition 6.6 turn out to imply the following property
of the operator (D˜L
p
t )
∗D˜L
p
t .
Proposition 6.7. One has
(D˜L
p
t )
∗D˜L
p
t = (D˜
Lp)∗D˜L
p
+ tB + 4πptH + t
2
4
‖XH1 ‖2,
for an operator B for which there is a constant C ′ > 0 such that for all
m ∈M ,
Bm ≥ −C ′(‖XH1 (m)‖2 + 1).
To prove Proposition 6.7, we use the following expression for (D˜L
p
t )
∗.
Lemma 6.8. For all s ∈ Ω0,∗tc (M ;Lp), one has
(D˜L
p
t )
∗fs = D˜L
p
t fs+ 2c(df)s.
Proof. For s, s′ ∈ Ω0,∗tc (M ;Lp), we compute(
(D˜L
p
t )
∗fs, fs′
)
0
=
(
fs, fD˜L
p
t s
′)
0
=
(
fs,DL
p
t fs
′)
0
− (fs, c(df)s′)
0
. (57)
By symmetry of the operator DL
p
t , the first term on the right hand side of
(57) equals (
DL
p
t fs, fs
′)
0
=
(
D˜L
p
t fs+ c(df)s, fs
′)
0
.
By antisymmetry of c(df), the second term on the right hand side of (57)
equals
−(fs, c(df)s′)
0
=
(
c(df)fs, s′
)
0
,
and the claim follows.
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Lemma 6.9. For all s ∈ Ω0,∗tc (M ;Lp), one has(
(D˜L
p
t )
∗D˜L
p
t
)
fs =
(
(D˜L
p
)∗D˜L
p
+tA+4πptH+t
2
4
‖XH1 ‖2
)
fs+
√−1tc(df)c(XH1 )s,
(58)
where A is the operator from Theorem 5.1.
Proof. Because of Lemma 6.8, one has for all s ∈ Ω0,∗tc (M ;Lp),
(D˜L
p
t )
∗D˜L
p
t fs = (D˜
Lp
t )
2fs+ 2c(df)DL
p
t s.
Subtracting this equality for t = 0 from the equality for general t, one gets(
(D˜L
p
t )
∗D˜L
p
t − (D˜L
p
)∗D˜L
p)
fs =
(
(D˜L
p
t )
2 − (D˜Lp)2)fs+ itc(df)c(XH1 )s.
The desired equality therefore follows from Theorem 5.1.
A priori, it is not clear if the operator fs 7→ √−1c(df)c(XH1 )s that ap-
pears in (58) can be bounded in a suitable way. One has the following
estimate, however.
Lemma 6.10. There is a constant C ′′ > 0 such that for all s ∈ Ω0,∗tc (M ;Lp),
Re
(√−1c(df)c(XH1 )s, fs)0 ≥ −C ′′((‖XH1 ‖2 + 1)fs, fs)0.
Proof. Let s ∈ Ω0,∗tc (M ;Lp). Then, using the measure dO from (33), we find
that∣∣(√−1c(df)c(XH1 )s, fs)0∣∣ ≤ ∫
M
(
f‖df‖ · ‖XH1 ‖ · ‖s‖2
)
(m) dm
≤
∫
M/G
(∫
G
f(gτ(O))‖df‖(gτ(O)) dg
)
‖XH1 (τ(O))‖ · ‖s(τ(O))‖2 dO
=
∫
M/G
η(τ(O))‖XH1 (τ(O))‖ · ‖s(τ(O))‖2 dO. (59)
Here we have used G-invariance of the functions ‖XH1 ‖ and ‖s‖, and η is the
function defined by (47).
Since we use the metric on M × g∗ → M of Proposition 6.6, the function
η satisfies η ≤ ‖XH1 ‖ outside the set V . And since η is G-invariant, it is
bounded on the set V . Hence there is a C ′′′ > 0 such that
η ≤ C ′′′(‖XH1 ‖+ 1)
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on all of M . Let C ′′ > 0 be such that
C ′′′
(‖XH1 ‖+ 1)‖XH1 ‖ ≤ C ′′(‖XH1 ‖2 + 1).
Then (59) is at most equal to
C ′′
∫
M/G
(‖XH1 (τ(O))‖2 + 1)‖s(τ(O))‖2 dO.
It was shown in the proof of Lemma 4.4 that this expression equals
C ′′
∫
M
(‖XH1 (m)‖2 + 1)‖fs(m)‖2 dm = C ′′((‖XH1 ‖2 + 1)fs, fs)0,
and the claim follows.
Proof of Proposition 6.7. Because of Lemma 6.10, the (real part of the)
operator fs 7→ √−1c(df)c(XH1 )s is bounded below by the multiplication
operator
−C ′′(‖XH1 ‖2 + 1)
on fΓ∞tc (E)
G. In addition, we had
A ≥ −C(‖XH1 ‖2 + 1).
Lemma 6.9 therefore implies that
tB := (D˜L
p
t )
∗D˜L
p
t −
(
(D˜L
p
)∗D˜L
p
+ 4πptH + t
2
4
‖XH1 ‖2
)
≥ −t(C+C ′′)(‖XH1 ‖2+1).
(Note that the operatorB is symmetric with respect to the L2-inner product.)

6.4 Proofs of localization estimates
Let us prove Propositions 6.1 and 6.3.
Proof of Proposition 6.1. Let a family of inner products on g∗ and a set
V ⊂M as in Proposition 6.6 be given. Let the operator B and the constant
C ′ > 0 be as in Proposition 6.7. Choose any number ε > 0 and set t0 :=
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8C ′ + 4ε. Then for all t ≥ t0 and m ∈ M \ V , the fact that ‖XH1 (m)‖ ≥ 1
implies that
tBm + 4πtH(m) + t
2
4
‖XH1 (m)‖2 ≥ t
((
t
4
− C ′
)
‖XH1 (m)‖2 − C ′ + 4πH(m)
)
≥ t
(
t
4
− 2C ′
)
≥ εt.
So for all such t, and all s ∈ Ω0,∗tc (M ;L)G with supp(s) ⊂M \ V ,
‖D˜Lt (fs)‖20 =
((
D˜Lt
)∗
D˜Lt (fs), fs
)
0
≥
((
D˜L
)∗
D˜L(fs), fs
)
0
+ εt‖fs‖20
≥ ‖fs‖21 + (εt− 1)‖fs‖20.
If one sets C˜ := min(ε, 1) and b := 1, the latter expression is at least equal
to
C˜
(‖fs‖21 + (t− b)‖fs‖20).

Proof of Proposition 6.3. Consider a family of inner products on g∗ as in
Proposition 6.6. Fix a G-invariant open neighborhood U of µ−1(0). Since
H ≥ 1 outside the set V , and H is positive and G-invariant on the cocompact
set V \ U , there is a ζ > 0 such that H ≥ ζ outside U .
Let the operator B and the constant C ′ > 0 be as in Proposition 6.7. Let
p0 ∈ N be such that
ε := 4πζp0 − C ′ > 0.
Then for all p ≥ p0 and t ≥ t0 := 4C ′, one has for all m ∈M \ U ,
tBm + 4πptH(m) + t
2
4
‖XH1 (m)‖2 ≥ t
((
t
4
− C ′
)
‖XH1 (m)‖2 − C ′ + 4πζp
)
≥ εt.
So for all such p and t, and all s ∈ Ω0,∗tc (M ;Lp)G with supp(s) ⊂ M \ U ,
analogously to the proof of Proposition 6.1, we find that
‖D˜Lpt (fs)‖20 ≥
((
D˜L
p
t
)∗
D˜L
p
t (fs), fs
)
0
+ εt‖fs‖20
= ‖fs‖21 + (εt− 1)‖fs‖20.
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As in the proof of Proposition 6.1, the latter expression is at least equal to
C˜
(‖fs‖21 + (t− b)‖fs‖20),
for C˜ := min(ε, 1) and b := 1. 
Remark 6.11. In the proof of Proposition 6.3, it was necessary to take both
p and t large enough, so that the term t
2
4
‖XH1 (m)‖2 compensates for the term
tBm ≥ −tC ′(‖XH1 (m)‖2+1). This is different from the arguments in [29] and
[20] for large powers of L, since the deformation vector field and the operator
A are bounded in the compact and cocompact situations considered there.
Then it is enough that just p is large.
6.5 Discrete localized spectrum
In [29], the fact that the restriction of
(
DL
p
t
)2
to G-invariant sections has
discrete spectrum is used. This fact generalizes to the current setting as
follows.
Lemma 6.12. Let λ > 0. Then for t and p large enough, the intersection
of the interval ] − ∞, λ] with the spectrum of the restriction of (DLpt )2 to
G-invariant sections is discrete, and the corresponding eigenspaces are finite-
dimensional.
Proof. Let U be a G-invariant relatively cocompact open neighborhood of
µ−1(0), on which G acts freely. By Proposition 6.3, there are C > 0, b > 0,
t0 > 0 and p0 > 0, such that for all t > t0 and p ≥ p0, and all s ∈ Ω0,∗(M ;L)G
with support disjoint from U ,
‖D˜Lpt (fs)‖20 ≥ C
(‖fs‖21 + (t− b)‖fs‖20). (60)
Let χ]−∞,λ] be the characteristic function of the interval ]−∞, λ]. Set
Et(λ) := image
(
χ]−∞,λ]
((
D˜L
p
t
)2))
.
Then for all sections σ ∈ Et(λ),
‖D˜Lpt (σ)‖0 ≤ λ1/2‖σ‖0.
Hence by (60), one has
λ‖σ‖20 ≥ C(t− b)‖σ‖20,
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if supp(σ) ⊂M \ U . For
t > t0(λ) := max
(
t0,
λ+ b
C
)
,
this implies that σ = 0. That is, for t ≥ t0(λ), sections in Et(λ) localize to
U . Using Rellich’s lemma on the relatively compact set U/G, we see that the
space of all G-invariant sections in Et(λ) is spanned by eigensections, and
the claim follows.
7 Dirac operators on M and M0
In [29], Tian and Zhang prove a relation between the deformed Dirac operator
DL
p
t onM , and a Dirac-type operator D
LpG
Q onM0. This relation allows them
to use apply the techniques in [3] to the operator DL
p
t . We will generalize
this relation to the noncompact case.
A version of this relation in the cocompact case was (implicitly) used in
[20]. In the present setting, one basically arrives at the cocompact situa-
tion after localizing to a relatively cocompact set U . The authors though it
worthwhile to include an explicit discussion for the operator D˜L
p
t , however.
7.1 Vector bundles on orbit spaces
We begin by briefly recalling some facts and notation concerning vector bun-
dles on orbit spaces of free actions, induced by equivariant vector bundles on
the space acted on.
Let U be a manifold on which a Lie group G acts properly and freely.
(We will apply what follows to an open neighborhood U of µ−1(0) in M .)
Let q : U → U/G be the quotient map. Let E → U be a G-vector bundle.
As in Subsection 4.3, let
EG → U/G
be the induced vector bundle, such that E ∼= q∗EG as G-vector bundles over
U . Consider the Sobolev spaces W kf (E)
G as in Definition 4.2. Let
R = ψ−1 : W kf (E)
G ∼=−→W k(EG)
be the inverse of the unitary isomorphism of Lemma 4.6. (We will use the
same notation for the restriction of R to the dense subspace fΓ∞tc (E)
G.)
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For any G-invariant submanifold N ⊂ U , consider the inclusion map
i : N →֒ U , and the induced inclusion map
iG : N/G →֒ U/G.
This induces the restriction map
i∗G : Γ
∞(U/G,EG)→ Γ∞(N/G, i∗GEG).
In the setting of Subsection 3.1, let now U be a G-invariant open neigh-
borhood of µ−1(0), on which G acts freely. Let E =
∧0,∗T ∗U ⊗ (Lp|U), and
N = µ−1(0). Then, as in Subsection 3e of [29], one has the projection map
π : i∗G
(∧0,∗T ∗U ⊗ (Lp|U))G → ∧0,∗T ∗M0 ⊗ Lp0,
defined as follows. Let NG → M0 be the normal bundle to M0 in U/G.
Consider the almost complex structure JG on (TU)U/G|M0 induced by the
almost complex structure J on M . Then
i∗G(TU)G = NG ⊕ JGNG ⊕ TM0,
so
i∗G
(∧0,∗T ∗U)
G
∼= ∧0,∗(N∗G ⊕ JGN∗G)⊗∧0,∗T ∗M0.
The map π is defined via this identification, as projection onto the term∧0,0(N∗G ⊕ JGN∗G)⊗∧0,∗T ∗M0 ⊗ i∗G(Lp|U)G ∼= ∧0,∗T ∗M0 ⊗ Lp0.
Let
ι :
∧0,∗T ∗M0 ⊗ Lp0 →֒ i∗G(∧0,∗T ∗U ⊗ (Lp|U))G
be the embedding induced by the same identification, so that π ◦ ι is the
identity on
∧0,∗T ∗M0 ⊗ Lp0.
In the next subsections, we will see how the deformed Dirac operator DL
p
t
on M is related to a Dirac-type operator D
Lp0
Q on M0 by the maps
fΩ0,∗tc (U ;L
p|U)G R−→ Γ∞c
(
U/G,
(∧0,∗T ∗U ⊗ (Lp|U))G)
i∗G−→ Γ∞ (M0, i∗G(∧0,∗T ∗U ⊗ (Lp|U))G)
←→piι Ω0,∗(M0;Lp0).
(61)
(Since M0 is compact, all sections of vector bundles over M0 are compactly
supported. Therefore, the subscript c is dropped in the notation for spaces
of sections of such bundles.)
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7.2 Intermediate operators
There are several operators on the vector bundles considered in the previous
subsection that are relevant to our purposes. These operators are related to
each other by the maps R, i∗G and π in (61). Let us define these operators.
Choose a G-invariant local orthonormal frame {e1, . . . , edM} for TU , such
that {edM/G+1, . . . , edM} is a frame for the vertical tangent bundle ker(Tq).
For a G-invariant vector field v on U , consider the vector field q∗v on U/G,
given by
(q∗v)q(m) := Tmq(vm).
For j = 1, . . . , dM/G, write fj := q∗ej . Then {f1, . . . , fdM/G} is an orthonormal
frame for T (U/G). Suppose that i∗Gf1, . . . i
∗
GfdM0 is an orthonormal frame for
TM0.
Consider the operator DG on
Γ∞c
(
U/G,
(∧0,∗T ∗U ⊗ (Lp|U))G)
and the operator i∗GDG on
Γ∞
(
M0, i
∗
G
(∧0,∗T ∗U ⊗ (Lp|U))G) ,
given by
DG :=
dM/G∑
j=1
c(fj)∇(
∧0,∗ T ∗U⊗(Lp|U ))
G
fj
;
i∗GDG :=
dM/G∑
j=1
c(i∗Gfj)i
∗
G
(
∇(
∧0,∗ T ∗U⊗(Lp|U ))
G
)
i∗Gfj
=
dM0∑
j=1
c(i∗Gfj)∇
i∗G(
∧0,∗ T ∗U⊗(Lp|U ))
G
i∗Gfj
.
Here, for any G-vector bundle E → U , with a G-invariant connection ∇E ,
the connection ∇EG on EG is defined by commutativity of
Γ∞(EG)
q∗

∇EGq∗v // Γ∞(EG)
q∗

Γ∞(E)G
∇Ev // Γ∞(E)G,
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for all G-invariant vector fields v on U .
Also, consider the operator
B :=
dM∑
j=dM/G+1
c(ej)∇
∧0,∗ T ∗U⊗(Lp|U )
ej
on Ω0,∗(U ;Lp)G. Because the vector fields edM/G+1, . . . , edM are tangent to
G-orbits, B has the following property.
Lemma 7.1. The operator B is given by a vector bundle endomorphism of∧0,∗T ∗U ⊗ (Lp|U).
Proof. See Lemma 3.3 in [29].
Let BG be the operator on
Γ∞c
(
U/G,
(∧0,∗T ∗U ⊗ (Lp|U))G)
induced by the G-equivariant vector bundle endomorphism B, and let the
operator i∗GBG on
Γ∞
(
M0, i
∗
G
(∧0,∗T ∗U ⊗ (Lp|U))G)
be the restriction of BG to M0.
7.3 An operator on M0
Using the operators DG, i
∗
GDG, BG and i
∗
GBG from the previous subsection,
we define a Dirac-type operator DL0Q on M0, and show that the maps (61)
relate this operator to D˜Lt . This is a version of Corollary 3.6 and Definition
3.12 in [29] for the noncompact setting.
The first step is a relation between the undeformed Dirac operator D˜L
p
and the operator DL
p
Q on M0 defined by
DL
p
Q = π ◦
(
i∗GDG + i
∗
GBG
) ◦ ι : Ω0,∗(M0;Lp0)→ Ω0,∗(M0;Lp0).
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Proposition 7.2. The following diagram commutes:
fΩ0,∗tc (U ;L
p|U)G
R

D˜L
p
// fΩ0,∗tc (U ;L
p|U)G
R

Γ∞c
(
U/G,
(∧0,∗T ∗U ⊗ (Lp|U))G)
i∗G

DG+BG // Γ∞c
(
U/G,
(∧0,∗T ∗U ⊗ (Lp|U))G)
i∗G

Γ∞
(
M0, i
∗
G
(∧0,∗T ∗U ⊗ (Lp|U))G) i∗GDG+i∗GBG // Γ∞ (M0, i∗G(∧0,∗T ∗U ⊗ (Lp|U))G)
pi

Ω0,∗(M0;L
p
0)
ι
OO
D
L
p
0
Q // Ω0,∗(M0;L
p
0).
(62)
Proof. The bottom part of Diagram (62) commutes by definition of DL
p
Q .
The middle part of the diagram commutes by definition of the pulled-back
connection ∇i∗G(
∧0,∗ T ∗U⊗(Lp|U ))
G , and the facts that i∗GBG is the restriction to
M0 of BG, and c(i
∗
Gfj) is the restriction of c(fj).
To show that the top part commutes, let sG ∈ Γ∞c
(
U/G,
(∧0,∗T ∗U ⊗ (Lp|U))G)
be given, and set s := q∗sG ∈ Ω0,∗tc (U ;Lp|U)G. Then
(D˜L
p ◦R−1)sG = fDLps
= f
dM∑
j=1
c(ej)∇(
∧0,∗ T ∗U⊗(Lp|U ))
G
ej s
= f
dM/G∑
j=1
c(ej)∇(
∧0,∗ T ∗U⊗(Lp|U ))
G
ej s+ fBs.
The first of the latter two terms equals
fq∗ (DGsG) = (R−1 ◦DG)sG.
The second term equals fq∗(BGsG), so that indeed D˜L
p ◦R−1 = R−1 ◦ (DG+
BG).
An important property of the operator D
Lp0
Q is that it has the same index
as the Spinc-Dirac operator DL
p
0 on M0 coupled to L
p
0.
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Lemma 7.3. One has
indexD
Lp0
Q = indexD
Lp0 .
Proof. By Lemma 7.1, the operator i∗GDG+i
∗
GBG in the third horizontal arrow
in (62) has the same principal symbol as the term i∗GDG on its own. The
principal symbol of that term induces the Clifford action on
∧0,∗T ∗M0⊗Lp0.
Hence the principal symbol of D
Lp0
Q is given by the Clifford action, and is
equal to the principal symbol of DL
p
0 . Because M0 is compact, the Fredholm
indices of D
Lp0
Q and D
Lp0 are therefore equal.
The final step is to relate the deformed Dirac operator D˜L
p
t on M to the
operator D
Lp0
Q on M0. To this end, note that
R ◦ c(XH1 ) = c(q∗XH1 ) ◦R,
and that
i∗G ◦ c(q∗XH1 ) = c
(
i∗G(q∗X
H
1 )
)
= 0.
For the last equality, we have used the fact that XH1 ≡ 0 on µ−1(0), by
Lemma 2.3. We therefore obtain the following result.
Corollary 7.4. The following diagram commutes:
fΩ0,∗tc (U ;L
p|U)G
i∗G◦R

D˜L
p
t // fΩ0,∗tc (U ;L
p|U)G
i∗G◦R

Γ∞
(
M0, i
∗
G
(∧0,∗T ∗U ⊗ (Lp|U))G) i∗GDG+i∗GBG // Γ∞ (M0, i∗G(∧0,∗T ∗U ⊗ (Lp|U))G)
pi

Ω0,∗(M0;L
p
0)
D
L
p
0
Q //
ι
OO
Ω0,∗(M0;L
p
0).
(63)
To generalize the methods of [29] to the present setting, the final ingre-
dients one needs are versions of Remarks 3.7 and 3.8 in [29]. These remarks
generalize to the current setting because the form (23) of the vector field XH1
is analogous to (1.19) in [29]. Indeed, Remark 3.7 in [29] generalizes because
the vector field XH1 is still tangent to orbits. Hence, for any local frame
{f1, . . . , fdM/G} of T (U/G), the operators c(q∗XH1 ) and c(fj) anticommute.
Remark 3.8 in [29] can be generalized because of the following estimate.
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Lemma 7.5. There is a neighborhood U of µ−1(0) and a constant C > 0
such that
H|U ≤ C‖XH1 |U‖2.
Proof. Since G acts freely on a neighborhood of µ−1(0), the vector fields
Vj are linearly independent there. Hence every point m ∈ µ−1(0) has a
neighborhood Um that admits a vector bundle automorphism B of TUm such
that {BV1|Um, . . . , BVdG |Um} is orthonormal. Then, on Um, (21) and (23)
imply that
H =
dG∑
j=1
µ2j =
∥∥∥ dG∑
j=1
µjBVj
∥∥∥2 ≤ ‖B‖2‖XH1 ‖2 ≤ Cm‖XH1 ‖2,
if Um is chosen small enough so that there is a Cm > 0 such that ‖B‖ ≤ Cm
on Um.
SinceH and ‖XH1 ‖2 areG-invariant, we obtain the estimateH ≤ Cm‖XH1 ‖2
on G · Um, for any m ∈ µ−1(0). Since µ−1(0) is cocompact, one can cover it
with finitely many such sets G · Um.
Because of this lemma, one has
c(q∗XH1 )
2 ≥ 1
C
HG
on U/G, where HG is the function on U/G induced by H. This generalizes
Remark 3.8 in [29], which is a version of Proposition 8.14 in [3].
Because of Proposition 6.3, Lemma 6.12 and Corollary 7.4, and the gen-
eralizations of Remarks 3.7 and 3.8 in [29] mentioned above, the methods
of [29] generalize to the noncompact setting considered here. The key result
in [29] is Theorem 3.13, which is an analogue of (9.156) in [3] in the Spinc
setting. A generalization of that result to the cocompact setting was used
(implicitly) at the end of Section 3 in [20]. Since, in the present setting,
M0 is compact, Proposition 6.3 implies that the kernel of the Dirac operator
D˜L
p
t localizes to a relatively cocompact neighborhood of µ
−1(0). There, one
applies the same generalization of Theorem 3.13 in [29] as the one used in
[20].
More precisely, using the notation in Section 6.5, recall from Lemma 6.12
that given λ > 0, there is t0 = t0(λ) > 0 such that for all t ≥ t0(λ), the
G-invariant part of the space Et(λ) is spanned by eigensections of (D
Lp
t )
2.
Then one has the following result.
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Theorem 7.6. Let λ > 0 be such that there are no eigenvalues of (D
Lp0
Q )
2 in
the interval (0, λ]. Then there is t0 = t0(λ) > 0 such that for all t ≥ t0(λ),
one has
dimEt(λ) = dim ker(D
Lp0
Q ). (64)
Since the positive and negative eigenvalues of DL
p
t of absolute value at
most λ are in bijection with each other, one has, for t ≥ t0(λ),
indexG(D
Lp
t ) = index(D
Lp0
Q ) by Theorem 7.6,
= index(DL
p
0) by Lemma 7.3.
Thus one obtains a proof of Theorem 3.6.
A Elliptic regularity and transversally L2-kernels
Consider the setting of Proposition 4.7. Recall that the transversally L2-
kernels of the operators D± were defined as
kerL2T (D±) = {s ∈ Γ∞(E±) ∩ L2T (E);Ds = 0}.
The space L2T (E) of transversally L
2-sections of E was defined in Definition
3.2. One can give an explicit characterization of the G-invariant index of the
operator D in terms of its transversally L2-kernel as follows.
Proposition A.1. In the situation of Proposition 4.7, one has
indexG(D) = dim
(
kerL2T (D+)
)G − dim(kerL2T (D−))G.
The proof of this proposition is based on a version of elliptic regularity. It
will be convenient to use a slightly different realization of the Sobolev spaces
W kf (E)
G from the one used in Section 4. This realization is defined in terms
of the Sobolev norms ‖ · ‖fk on Γ∞tc (E), equal to(‖s‖kf)2 := k∑
j=0
‖fDjs‖2L2(E) = ‖fs‖2W kf (E)G ,
for s ∈ Γ∞tc (E)G. Let W˜ kf (E)G be the completion of Γ∞tc (E)G in the norm ‖·‖fk .
Multiplying by f then extends to a unitary isomorphism W˜ kf (E)
G ∼= W kf (E)G.
The operator D on Γ∞tc (E)
G extends continuously to an operator
Df : W˜
1
f (E)
G → W˜ 0f (E)G.
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The isomorphism W˜ kf (E)
G ∼= W kf (E)G just mentioned intertwines this oper-
ator and the operator D˜.
Let ϕ ∈ C∞c (M) be a function whose compact support is contained in the
interior of supp(f). Then
ε := min
m∈supp(ϕ)
|f(m)| > 0.
Lemma A.2. Consider the multiplication operator by ϕ,
mϕ : Γ
∞
tc (E)
G → Γ∞c (E).
It is bounded with respect to the Sobolev norm ‖ · ‖fk defined above on the
domain, and the norm ‖ · ‖W k(E) on the codomain defined by
‖s‖2W k(E) :=
k∑
j=0
‖Djs‖2L2(E), (65)
for s ∈ Γ∞c (E).
Proof. For k = 0, we note that for all s ∈ Γ∞tc (E)G,
‖ϕs‖L2(E) ≤ 1
ε
‖ϕfs‖L2(E) ≤ ‖ϕ‖∞
ε
‖s‖f0 .
For k = 1, one has
‖Dϕs‖L2(E) = ‖ϕDs+ σD(dϕ)s‖L2(E)
≤ 1
ε
(‖ϕfDs‖L2(E) + ‖σD(dϕ)fs‖L2(E))
≤ 1
ε
(
‖ϕ‖∞‖s‖f1 + ‖σD(dϕ)‖ · ‖s‖f0
)
.
Hence mϕ is also bounded with respect to the first Sobolev norms.
For general k, one similarly notes that Dkϕs equals a sum of the form
k∑
j=0
RjD
js,
where Rj is a repeated commutator of D and mϕ. All these commutators
are bounded, since ϕ is compactly supported. Hence
‖Dkϕs‖L2(E) ≤ 1
ε
k∑
j=0
‖fRjDjs‖ ≤ 1
ε
k∑
j=0
‖Rj‖ · ‖s‖fj .
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We conclude that mϕ is bounded with respect to the k’th Sobolev norms
used, for all k.
Let W k(E) be the completion of Γ∞c (E) in the norm given by (65). Be-
cause of Lemma A.2, we obtain the continuous extension
m(k)ϕ : W˜
k
f (E)
G →W k(E).
The diagram
W˜ kf (E)
G   //
m
(k)
ϕ

W˜ k−1f (E)
G
m
(k−1)
ϕ

W kf (E)
  //W k−1(E)
(66)
commutes on the dense subspace Γ∞tc (E)
G of W˜ kf (E)
G. Because all maps in
the diagram are bounded, it therefore commutes on all of W˜ kf (E)
G.
Lemma A.3. The kernel of the operator Df consists of smooth, G-invariant
sections of E.
Proof. Since G acts trivially on the space Γ∞tc (E)
G, the continuous extension
of the action to W˜ 1f (E)
G is trivial as well. Hence the kernel of Df consists of
G-invariant sections of E.
Let s ∈ ker(Df) be given. Since Djfs = 0 for all j, the section s is in all
Sobolev spaces W˜ kf (E)
G. Hence, by commutativity of (66), we find that
m(0)ϕ (s) = m
(k)
ϕ (s) ∈ W k(E)
for all k. Therefore, the section m
(0)
ϕ (s) is smooth. Since m
(0)
ϕ s is the point-
wise product of ϕ and s, we conclude that s is smooth on the interior of the
support of ϕ. Since this argument holds for any function with the proper-
ties of ϕ, we find that s is smooth on the interior of the support of f . By
G-invariance of s, it is smooth everywhere.
Proof of Proposition A.1. We have seen that
ker(D˜±) ∼= ker
(
(Df)±
) ⊂ Γ∞(E)G.
On smooth sections, the operator Df is equal to D.
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Any section s ∈ W˜ 1f (E)G satisfies
‖fs‖L2(E) = ‖s‖f0 ≤ ‖s‖f1
(with equality if and only if s ∈ ker(Df )). Since by Lemma 4.4, for G-
invariant s, the norm ‖fs‖L2(E) is independent of the cutoff function f , one
has
W˜ 1f (E)
G ⊂ L2T (E).
We conclude that
ker
(
(Df)±
) ⊂ Γ∞(E)G ∩ L2T (E),
and the claim follows. 
B Computing the square of DL
p
t
This appendix contains a proof of an explicit expression for the covariant
derivative ∇XH1 . This is the main computation in the proof of Theorem 5.1.
We will use the notation of Section 5.
Proposition B.1. For all s ∈ Ω0,∗(M ;Lp) and all m ∈M , one has
(∇XH1 s)(m) = 2
dG∑
j=1
µj(m)(Lh∗j (m)s)(m) + 4π
√−1pH(m)s(m)
+
(
1
4
dM∑
k=1
c(ek)c(∇ekXH1 ) +
1
2
dG∑
j=1
(−c(JVj)c(Vj) +√−1‖Vj‖2)
+
1
2
tr
(
∇T 1,0MXH1 |T 1,0M
))
(m)s(m)
+
√−1(A2 + A3)(m)s(m), (67)
with A2 and A3 as in (39) and (40).
The proof of this proposition is based on a number of intermediate lem-
mas.
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Lemma B.2. For all s ∈ Ω0,∗(M ;Lp) and m ∈M , one has
1
2
dG∑
j=1
dM∑
k=1
µj(m)
(
c(ek)c(∇ekh∗j(m)M)
)
(m)s(m) =(
1
4
dM∑
k=1
c(ek)c(∇ekXH1 )−
1
2
dG∑
j=1
c(gradµj)c(Vj)
+
1
2
dG∑
j=1
dM∑
k=1
µjc(ek)c
([
ek, (h
∗
j)
M − Vj
]))
(m)s(m).
Proof. Since the Levi-Civita connection ∇ is torsion-free, we have, for all j
and k, and all m ∈M ,(
∇ek
(
h∗j(m)
)M −∇ekVj) (m) =((∇h∗j (m)M −∇Vj)ek) (m) + [ek, h∗j(m)M − Vj](m) =[
ek, (h
∗
j)
M − Vj
]
(m), (68)
since h∗j(m)
M
m = Vj(m). So
1
2
dG∑
j=1
dM∑
k=1
µj(m)
(
c(ek)c(∇ekh∗j(m)M)
)
(m)s(m) =
1
2
dG∑
j=1
dM∑
k=1
µj(m)
(
c(ek)c(∇ekVj)
)
(m)s(m)
+
1
2
dG∑
j=1
dM∑
k=1
µj(m)
(
c(ek)c
([
ek, (h
∗
j)
M − Vj
]))
(m)s(m). (69)
By (23), we find that
dG∑
j=1
µjc(∇ekVj) =
1
2
c(∇ekXH1 )−
dG∑
j=1
ek(µj)c(Vj). (70)
Therefore, the first term on the right hand side of (69) equals
1
4
dM∑
k=1
(
c(ek)c(∇ekXH1 )
)
(m)s(m)− 1
2
dG∑
j=1
dM∑
k=1
(
ek(µj)c(ek)c(Vj)
)
(m)s(m).
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Because
dM∑
k=1
ek(µj)ek = gradµj,
the desired equality follows.
Lemma B.3. One has
gradµj = JVj + 〈µ, Th∗j〉∗.
Proof. Note that, for all m ∈M ,
µj(m) = 〈µ(m), h∗j(m)〉 = µh∗j (m)(m).
Hence, by (12),
dmµj = dm
(
m′ 7→ µh∗j (m)(m′)
)
+ dm
(
m′ 7→ µh∗j (m′)(m)
)
= ωm
(
Vj(m),−
)
+ 〈µ, Th∗j〉m
= ωm
(
Vj(m),−
)
+ ωm
(−, J〈µ, Th∗j〉∗m)
= ωm
(
Vj(m)− J〈µ, Th∗j〉∗m,−
)
.
Now also
dµj = ω(−, J gradµj)
= −ω(J gradµj ,−),
and the claim follows.
Lemma B.4. One has, for all m ∈M ,
dG∑
j=1
µj(m) tr
(
∇T 1,0Mh∗j(m)M |T 1,0M
)
(m) =(
1
2
tr
(
∇T 1,0MXH1 |T 1,0M
)
−
dG∑
j=1
dM∑
k=1
e1,0k (µj)
(
Vj, e
1,0
k
)
+
dG∑
j=1
dM∑
k=1
µj
([
e1,0k , (h
∗
j)
M − Vj
]
, e1,0k
))
(m).
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Proof. Note that, for all m ∈M ,
tr
(
∇T 1,0Mh∗j(m)M |T 1,0M
)
=
dM∑
k=1
(
∇T 1,0M
e1,0k
h∗j(m)
M , e1,0k
)
. (71)
Analogously to (68), we find(
∇T 1,0M
e1,0k
(
h∗j (m)
)M)
(m) =
(
∇T 1,0M
e1,0k
Vj
)
(m) +
[
e1,0k , h
∗
j(m)
M − Vj
]
(m).
Hence, at m, (71) equals
tr
(
∇T 1,0MVj |T 1,0M
)
(m) +
dM∑
k=1
([
e1,0k , h
∗
j(m)
M − Vj
]
, e1,0k
)
(m).
As in (70), one has
dG∑
j=1
µj∇T 1,0Me1,0k Vj =
1
2
∇T 1,0M
e1,0k
XH1 −
dG∑
j=1
e1,0k (µj)Vj.
The claim follows.
Lemma B.5. One has
dM∑
k=1
(JVj , e
1,0
k )(Vj, e
1,0
k ) =
1
2
√−1‖Vj‖
2.
Proof. Since 1
2
(
1 + J√−1
)
is the projection TM ⊗ C→ T 1,0M , we have
dM∑
k=1
(JVj , e
1,0
k )(Vj, e
1,0
k ) =
dM∑
k=1
(
1
2
(
1 +
J√−1
)
JVj , ek
)(
1
2
(
1 +
J√−1
)
Vj , ek
)
=
1
4
((
1 +
J√−1
)
JVj ,
(
1 +
J√−1
)
Vj
)
=
1
4
(
(JVj, Vj) +
(
JVj,
JVj√−1
)
+
( −1√−1Vj, Vj
)
+
( −1√−1Vj, J√−1Vj
))
.
Since JVj is orthogonal to Vj, the first and last terms in the latter expression
vanish. Since the extension of the Riemannian metric to TM⊗C was (tacitly)
taken to be complex-antilinear in the first coordinate, the remaining two
terms add up to 1
2
√−1‖Vj‖2.
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Proof of Proposition B.1. Let s ∈ Ω0,∗(M ;Lp) and all m ∈ M . We saw in
(44) that
(∇XH1 s)(m) = 2
dG∑
j=1
µj(m)(Lh∗j (m)s)(m) + 4π
√−1pH(m)s(m)
+
1
2
dG∑
j=1
dM∑
k=1
µj(m)
(
c(ek)c(∇ekh∗j (m)M)
)
(m)s(m)
+
dG∑
j=1
µj(m) tr
(
∇T 1,0Mh∗j (m)M |T 1,0M
)
(m)s(m). (72)
By Lemma B.2, the third term on the right hand side of (72) equals(
1
4
dM∑
k=1
c(ek)c(∇ekXH1 )−
1
2
dG∑
j=1
c(gradµj)c(Vj)
+
1
2
dG∑
j=1
dM∑
k=1
µjc(ek)c
([
ek, (h
∗
j)
M − Vj
]))
(m)s(m). (73)
The gradient of µj was computed in Lemma B.3:
gradµj = JVj + 〈µ, Th∗j〉∗. (74)
Therefore, (73) equals(
1
4
dM∑
k=1
c(ek)c(∇ekXH1 )−
1
2
dG∑
j=1
c(JVj)c(Vj)− 1
2
dG∑
j=1
c(〈µ, Th∗j〉∗)c(Vj)
+
1
2
dG∑
j=1
dM∑
k=1
µjc(ek)c
([
ek, (h
∗
j)
M − Vj
]))
(m)s(m). (75)
By Lemma B.4, the last term on the right hand side of (44) equals(
1
2
tr
(
∇T 1,0MXH1 |T 1,0M
)
−
dG∑
j=1
dM∑
k=1
e1,0k (µj)
(
Vj, e
1,0
k
)
+
dG∑
j=1
dM∑
k=1
µj
([
e1,0k , (h
∗
j)
M − Vj
]
, e1,0k
))
(m)s(m). (76)
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Because of (74), one has
e1,0k (µj) = (JVj , e
1,0
k ) +
〈〈µ, Th∗j〉, e1,0k 〉.
It was computed in Lemma B.5 that
dM∑
k=1
(JVj , e
1,0
k )(Vj, e
1,0
k ) =
1
2
√−1‖Vj‖
2.
Hence (76) equals(
1
2
tr
(
∇T 1,0MXH1 |T 1,0M
)
− 1
2
√−1
dG∑
j=1
‖Vj‖2 −
dG∑
j=1
dM∑
k=1
〈〈µ, Th∗j〉, e1,0k 〉(Vj , e1,0k )
+
dG∑
j=1
dM∑
k=1
µj
([
e1,0k , (h
∗
j)
M − Vj
]
, e1,0k
))
(m)s(m). (77)
Using expression (75) for the third term in (72) and expression (77) for
the last term yields the desired equality. 
C Estimates used to bound the operator A
The facts in this appendix were used in the proof of Proposition 6.6.
Lemma C.1. Let M be a Riemannian manifold. There is an open cover
{U˜l}l of M such that
• every open set U˜l admits a local orthonormal frame for TM ;
• every compact subset of M intersects finitely many of the sets U˜l non-
trivially;
• there is a relatively compact subset Ul ⊂ U˜l for all l, such that U l ⊂ U˜l,
and
⋃
l Ul =M .
Proof. Let {Kj}∞j=1 be a sequence of compact subsets of M such that
• for all j, the set Kj is contained in the interior of Kj+1;
• the sets Kj cover M .
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Write K−1 = K0 = ∅. For every j ∈ N, the complement of the interior of
Kj−1 in Kj is compact, and hence admits a cover {U˜j,1, . . . , U˜j,nj} by open
subsets of Kj+1 \Kj−2 that admit local orthonormal frames of TM and have
relatively compact subsets Uj,l ⊂ U˜j,k such that U j,k ⊂ U˜j,k, which cover
Kj \Kj−1. The cover
{U˜j,k; j ∈ N, k ∈ {1, . . . , nj}}
has the desired properties.
Lemma C.2. Let X be a topological space, and let {U˜l}l be an cover of X
such that
• every compact subset of X intersects finitely many of the sets U˜l non-
trivially;
• there is a relatively compact subset Ul ⊂ U˜l for all l, such that U l ⊂ U˜l,
and
⋃
l Ul = X.
For all l, let hl be a continuous function on U˜l.
Let G be a group acting on X. Let W ⊂ X be a subset whose intersection
with every nonempty cocompact subset of X is nonempty and compact. Then
there is a positive, G-invariant, continuous function F ∈ C(X)G such that
for all x ∈ W , and for all l such that x ∈ Ul,
hl(x) ≤ F (x).
Proof. For every l, the restriction hl|Ul is bounded, so there is a constant
Cl > 0 such that hl ≤ Cl on Ul. For x ∈ X , set
B(x) := max{Cl; (G · x) ∩W ∩ Ul 6= ∅}
Since the set (G · x) ∩W is compact for all x, it intersects finitely many of
the sets Ul. Hence B(x) is finite for all x. In fact, any cocompact set Z ⊂ X
has compact intersection with W , and hence intersects finitely many sets Ul.
Therefore, the function B is bounded on Z. In addition, it is G-invariant,
but not continuous in general.
Let BG be the function on X/G induced by B. Since it is bounded on
compact subsets, there is a continuous function FG ∈ C(X/G) such that
BG ≤ FG. The pullback F of FG along the quotient map X → X/G has the
desired property. (It is not necessary that F is positive in general, but one
may choose F in this way.)
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Lemma C.3. Let G be a Lie group, acting properly and isometrically on a
Riemannian manifold M . Let ϕ0, ϕ1 ∈ C(M)G be continuous, positive, G-
invariant functions on M . Then there exists a positive, G-invariant, smooth
function ψ on M , such that
ψ ≤ ϕ0;
‖dψ‖ ≤ ϕ1.
Proof. Let {Uj}∞j=1 be a countable, locally finite open cover of M , by G-
invariant, relatively cocompact open subsets. For example, one can use
Uj := {m ∈M ; d(G ·m0, m) ∈]j − 2, j[},
for a fixed orbit G · m0 ∈ M/G, where d denotes the Riemannian distance
on M . Since the action is proper, there is a G-invariant partition of unity
{χ˜j}∞j=1 on M , subordinate to the cover {Uj}∞j=1 (see e.g. [11], Corollary
B.33). Define the functions χj by
χj =
χ˜j
maxm∈Uj ‖dmχ˜j‖+ 1
.
Then for all m ∈M and j ∈ N,
χj(m) ≤ 1;
‖dmχj‖ ≤ 1;
∞∑
k=1
χk(m) > 0.
For every j ∈ N, set
Jj := {k ∈ N;Uk ∩ Uj 6= ∅};
aj := min
m∈Uj
ϕ0(m);
bj := min
m∈Uj
ϕ1(m);
αj := min
k∈Jj
min(ak, bk)
#Jk
.
Because ϕ0 and ϕ1 are continuous, positive and G-invariant, and Uj/G is
compact, the numbers aj and bj , and hence αj , are positive for all j. Define
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the function ψ by
ψ :=
∞∑
j=1
αjχj.
This function is G-invariant and smooth, and positive everywhere. Let us
show that ψ and its derivative satisfy the desired estimates.
Fix j ∈ N, and let m ∈ Uj . Then
ψ(m) =
∑
k∈Jj
αkχk(m) ≤
∑
k∈Jj
min
l∈Jk
al
#Jl
.
Since k ∈ Jj if and only if j ∈ Jk, the summands in the latter sum are at
most equal to
aj
#Jj
. Therefore,
ψ(m) ≤
∑
k∈Jj
aj
#Jj
= aj ≤ ϕ0(m).
Similarly, one estimates
‖dmψ‖ =
∥∥∥∑
k∈Jj
αkdmχk
∥∥∥ ≤∑
k∈Jj
αk ≤
∑
k∈Jj
min
l∈Jk
bl
#Jl
≤ bj ≤ ϕ1(m).
Lemma C.4. Let v be one of the vector fields ek or e
1,0
k in the proof of
Proposition 6.6. Then one has
‖∇vXHψ1 ‖ ≤ 2Nψ,
on (M \ V ) ∩W .
Proof. Note that, outside Crit1(H), one has for all vector fields v and all k,
‖∇vXHψ1 ‖
Nψ
≤ |v(ψ)|
ψ2
1
N1/2
+
1
ψ
‖∇vXH1 ‖
N
. (78)
Now suppose v is one of the vector fields ek or e
1,0
k . Then v has norm at most
1, so that the first term on the right hand side of (78) can be estimated on
M \ V by
|v(ψ)|
ψ2
1
N1/2
=
|v(ψ−1)|
N1/2
≤ ‖d(ψ
−1)‖
N1/2
≤ 1,
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by (52). On (M \ V )∩W , the estimate (51) implies that the second term in
(78) is at most equal to
1
ψ
‖∇vXH1 ‖
N
≤ 1
ψ
F1
N
≤ 1.
Lemma C.5. In the setting of the proof of Proposition 6.6, the operator A˜ψ1
satisfies the pointwise estimate
‖A˜ψ1 ‖ ≤
3
2
dMNψ
on (M \ V ) ∩W .
Proof. By Lemma C.4, one has on (M \ V ) ∩W , for all k,∥∥∥c(ek)c(∇ekXHψ1 )∥∥∥ ≤ ∥∥∇ekXHψ1 ∥∥ ≤ 2Nψ.
Similarly, one has on (M \ V ) ∩W ,
∣∣∣tr(∇T 1,0MXHψ1 ∣∣∣
T 0,1M
)∣∣∣ = ∣∣∣∣∣
dM∑
k=1
(
∇T 1,0M
e1,0k
X
Hψ
1 , e
1,0
k
)∣∣∣∣∣
≤
dM∑
k=1
∥∥∇T 1,0M
e1,0k
X
Hψ
1
∥∥
≤ 2dMNψ.
The estimate now follows from the definition (53) of A˜ψ1 .
Lemma C.6. For all j, one has
〈µ, T (hψj )∗〉 = µjd(ψ1/2) + ψ1/2〈µ, Th∗j〉.
Proof. Since (hψj )
∗ = ψ1/2h∗j , one has for all m ∈M ,
Tm(h
ψ
j )
∗ = h∗j (m)dm(ψ
1/2) + ψ1/2Tmh
∗
j .
Furthermore, one has 〈µ, h∗j〉 = µj .
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Lemma C.7. In the setting of the proof of Proposition 6.6, one has for all
j,
‖〈µ, T (hψj )∗〉‖ · ‖V ψj ‖ ≤ 2Nψ,
on (M \ V ) ∩W .
Proof. By Lemma C.6, we find that for all j,
‖〈µ, T (hψj )∗〉‖ · ‖V ψj ‖
Nψ
≤ ‖d(ψ
1/2)‖
ψ3/2
|µj| · ‖Vj‖
N
+
1
ψ
‖〈µ, Th∗j〉‖ · ‖Vj‖
N
.
By (51), the second of these terms is at most equal to 1 on (M \ V ) ∩W .
The first term is equal to
‖d(ψ−1)‖
2
|µj| · ‖Vj‖
N
,
which is less than or equal to 1 on M \ V , because of (52).
Lemma C.8. For all vector fields v ∈ X(M) and all j, one has[
v,
(
(h∗j )
ψ
)M − V ψj ] = ψ1/2[v, (h∗j)M − Vj]− v(ψ1/2)Vj .
Proof. The Leibniz rule for the Lie derivative of vector fields implies that for
all m,m′ ∈M ,[
v,
(
(h∗j )
ψ(m)
)M − V ψj ](m′) = [v, ψ(m)1/2h∗j(m)M − ψ1/2Vj](m′)
= ψ(m)1/2
[
v, h∗j (m)
M
]
(m′)− (ψ(m′)1/2[v, Vj](m′) + v(ψ1/2)(m′)Vj(m′)) .
Taking m = m′ yields the desired equality.
Lemma C.9. Let v be one of the vector fields ek or e
1,0
k in the proof of
Proposition 6.6. Then one has for all j, on (M \ V ) ∩W ,
|µψj |
∥∥[v, ((h∗j )ψ)M − V ψj ]∥∥ ≤ 2Nψ.
Proof. By Lemma C.8, one has for all v vector fields v ∈ X(M), and for all
j, and m ∈ (M \ V ) ∩W ,(
|µψj |
∥∥[v, ((h∗j)ψ(m))M − V ψj ]∥∥
Nψ
)
(m)
≤
(
1
ψ
|µj|
∥∥[v, h∗j(m)M − Vj]∥∥
N
)
(m) +
( |v(ψ1/2)|
ψ3/2
|µj|‖Vj‖
N
)
(m).
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Now suppose v is one of the vector fields ek or e
1,0
k . Then, because of (51),
the first term on the right hand side is at most equal to 1. The second term
is equal to ( |v(ψ−1)|
2
|µj|‖Vj‖
N
)
(m).
Because of (52), this expression is also at most equal to 1.
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