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We present and prove the validity of an algorithm constructing a
simultaneous triangularization of a set onNmatrices inCn×n. To do
so,weﬁrstprove that if a setofmatriceshasacommonblockdecom-
position, then the set of matrices has a simultaneous triangulariza-
tion if and only if the blocks on the diagonal have a simultaneous
triangularization.
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1. Introduction
Let A = {A1,A2, . . .,AN} be a set of N matrices in Cn×n. We say that A admits a simultaneous
triangularization if there exists a matrix T such that the matrix
A˜j = T−1AjT (1.1)
is upper triangular for every Aj ∈ A.
The problem of determining whether or not a set of operators admits a simultaneous triangular-
ization is a long studied problem. In particular, we refer to the work of Radjavi and Rosenthal [5]. One
well known necessary and sufﬁcient condition (for a semigroup of matrices) is the following (see [6]):
Theorem 1.1. A semigroup of matrices A (ﬁnite or inﬁnite) has a simultaneous triangularization if and
only if for every Aσ1 ,Aσ2 ,Aσ3 ∈ A
traceAσ1Aσ2Aσ3 = traceAσ3Aσ2Aσ1 .
There is also a well-known condition for simultaneous triangularization in term of the Lie group
generated by the set of matricesA, this will be be discussed in more details in Section 1.2.
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It is relatively easy to prove that every set of commuting matrices has a simultaneous triangular-
ization- yet by no means is this condition a necessary one (as every set of non commuting triangular
matrices forms a counter example). See [4] for details.
In recent years, there has been a growing interest in simultaneous triangularizations, as they have
found applications in both multidimensional systems (see [7]), discrete time switching systems (see
[1]) and differential inclusions (see [8,9]).
It is anything but surprising that simultaneous triangularization can be rapidly applied to such
systems, as these systems are (in general) described by a tuple of state operators, rather than a single
state operator.
It is a trivial observation that simultaneous triangularization can be understood as the existence of
a decomposition
V1 ⊂ V2 ⊂ · · · ⊂ Vn = Cn
such that:
1. The dimension of Vk is k.
2. For every k,Vk is Aj invariant.
If such a decomposition exist, one can assign a basis of Cn – say B = {v1, v2, . . ., vn} – such that
Bk = {v1, v2, . . ., vk} forms a basis of Vk . Clearly, the matrix representation of the multiplication by Aj ,
with respect to the basisB, is then upper triangular.
In other words, one can state the following: a set of matricesA admits a simultaneous triangulari-
zation if and only if there exists a basisB = {v1, v2, . . ., vn} ofCn such that
Ajvk =
k∑
i=1
via
(j)
i,k
, (a
(j)
i,k
∈ C). (1.2)
Moreover, if such a basis exists, setting T = (v1 v2 · · · vn), it is clear that T−1AjT is upper trian-
gular.
Since it will be often referred to, wewill call a basisB satisfying (1.2) as a T-basis ofCn with respect
toA, and we will say that the matrix T in (1.1) executes the triangularization ofA.
When studying simultaneous triangularization, two natural approaches come to mind:
1. Find necessary and sufﬁcient conditions for the setA to admit a simultaneous triangularization.
2. Given a set ofmatricesA, canwe construct a T-basisB ofCn with respect toA (or, equivalently,
construct a matrix T executing the triangularization)?
While the ﬁrst problem was largely treated, the second one – it seems – was somewhat neglected.
The outline of this study is to introduce an algorithm that – assuming that the setA has a simul-
taneous triangularization – will produce a T-basis of Cn with respect toA (and construct a matrix T
executing the triangularization). One extremely important property of the algorithm is that it does not
require the a priori knowledge that the setA has a simultaneous triangularization, in the sense that the
algorithm will abort if and only ifA does not have a simultaneous triangularization.
It should be mentioned that there is a great deal of literature on an algorithmic approach to a
closely related problem – determining the existence of common invariant subspace (of N matrices in
Cn×n) with dimension k. Noticeable among these, is the well-known Shemesh criterion (1984), giving
a complete solution for k = 1 and N = 2, see [10]. For more recent work, see [11,12]. However, to the
best of the authors knowledge, we did not ﬁnd a simple algorithm that, given a setA, will construct
– if exists – a matrix T executing the triangularization.
The rest of this paper will be arranged as follows: in Section 1.1 we will give the reader some
notations and background material that will be used throughout this study. In Section 2 we introduce
the readerwith themain algorithmof this study and Section 3will be devoted for a numerical example.
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1.1. Some notations and background material
As stated,Awill alwaysdenote a set ofNmatrices inCn×n. Itwill proveuseful to adopt the following
notation: if j is any subindex, then the set {A1,j ,A2,j , . . .,AN,j} will be denoted byAj .
IfA1 andA2 are two sets of matrices, we say thatA1 is similar toA2 if there exists an invertible
matrix T such that
Aj,1 = SAj,2S−1, j = 1, 2, . . .,N.
In terms of the last, A set of matricesA admits a simultaneous triangularization if it is similar to a set
of upper triangular matrices. It is easy to see that ifA1 admits a simultaneous triangularization, and
A1 is similar toA2, thenA2 must also admits a simultaneous triangularization.
The following fact will be often used: Let A be a set of matrices sharing a common invariant
subspace, say V . Assume V is generated by the (linearly independent) set B1 = {v1, . . ., vk}, and let
B = {v1, . . ., vk , vk+1, . . ., vn} be a basis of Cn containing B1. Upon setting S =
(
v1 v2 · · · vn
)
,
then S−1AjS has the block decomposition:
S−1AjS =
(
A1,j A2,j
0 A3,j
)
.
It is also easy to see that if A has a simultaneous triangularization, then all elements of A share a
common eigenvector.
For two matrices A,B ∈ Cn×n, the commutator of A and B (denoted by [A,B]) is deﬁned by:
[A,B] = AB − BA.
Theoperation [A,B] is often referred to as the Lie brackets, andwill play a key role in our further analysis.
As stated before, if [A,B] = 0 (implying that A and B commute), then A and B admit a simultaneous
triangularization. In fact, a sufﬁcient condition for simultaneous triangularization is that the rank of
[A,B] is less or equal to 1 (once again, this condition is not a necessary one). This condition is known
as Laffey’s Theorem (see Chapter 1 in [5]).
1.2. On the invariant subspaces of upper triangular matrices
As demonstrated before, there is a strong connection between simultaneous triangularization and
the commutator operation. Perhaps themost famous result relating between the twonotions is known
as Lie’s theorem and can be found in almost every textbook on Lie Algebra theory (see [1] or [2] to state
a few). Before stating the theorem, we recall, the Lie group generated byA is deﬁned as the closure of
A under the Lie brackets operation, and is often denoted byL(A). Next, We takeL(0)(A) =L(A),
and deﬁne:
L(k+1)(A) = [L(k)(A),L(k)(A)] = {[A,B]| A,B ∈L(k)(A)}. (1.3)
Finally, the Lie Algebra generated byA is said to be solvable if there exists k for which
L(k)(A) = {0}.
Adopting the above notations, Lie’s theorem can be stated as follows:
Theorem 1.2. A set of matricesA admits a simultaneous triangularization if and only ifL(A) is solvable.
Another well-known theorem which uses the commutator to describe a necessary and sufﬁcient
condition for simultaneous triangularization is the following:
Theorem 1.3 (McCoy’s Theorem). A set of matricesA = {A1,A2, . . .,AN} admits a simultaneous triangu-
larization if and only if for every non commuting polynomial p(z1, . . ., zn) and for every Ai,Aj ∈ A thematrix
p(A1, . . .,An)[Ai,Aj] is nilpotent (we recall, a matrix M ∈ Cn×n is nilpotent if Mn = 0).
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The original Theorem by McCoy was stated for A set of two matrices (that is, N = 2), and the above
is a stranger version (see [3]). An even stronger version can be found in [5], replacing the polynomial
p(z1, . . ., zn) in Theorem 1.2 with any non commuting monomial (see Theorem 1.3.9 (p. 9) in [5] for
further information). As a direct corollary of McCoy’s theorem, we have the following theorem, which
will play a key role in the suggested algorithm:
Theorem 1.4. LetA = {A1,A2, . . .,AN} be a set of matrices inCn×n. Assume that there exists an invertible
matrix T such that T−1AjT has the following block decomposition
T−1AjT =
(
A1,j A2,j
0 A3,j
)
.
ThenA = {A1,A2, . . .,AN} admits a simultaneous triangularization if and only if bothA1 = {A1,1,A1,2, . . .,
A1,N} andA3 = {A3,1,A3,2, . . .,A3,N} admit a simultaneous triangularization.
Proof. Clearly, following the remark in Section 1.1, so we may assume that Aj is of the form Aj =(
A1,j A2,j
0 A3,j
)
.
Assumeﬁrst bothA1 andA2 admit a simultaneous triangularization, executed by T1 and T2 respec-
tively. Taking T =
(
T1 0
0 T2
)
, it is then readably seen that T−1
(
A1,j A2,j
0 A3,j
)
T is upper triangular.
Next, assume A admit a simultaneous triangularization. This, By McCoy’s theorem, implies that
for every non commuting polynomial p(z1, . . ., zn) and every Ai,Aj the matrix p(A1, . . .,An)[Ai,Aj] is
nilpotent. On the other hand, it is easy to see that for every non commuting polynomial p(z1, . . ., zn),
p(A1, . . .,An)[Ai,Aj] is of the form:(
p(A1,1, . . .,A1,n)[A1,i,A1,j] ∗
0 p(A3,1, . . .,A3,n)[A3,i,A3,j]
)
(this can be shown by a simple induction). Since the last is nilpotent, both diagonal elements must
be nilpotent, implying that the condition in the statement of theorem 1.3 is met by both A1 =
{A1,1,A1,2, . . .,A1,N} and A3 = {A3,1,A3,2, . . .,A3,N}. This, in turn, implies that both A1 and A3 admit
a simultaneous triangularization, which completes the proof. 
2. The algorithm
The main algorithm of this study is the following one:
Algorithm 2.1. Initiation step: SetB = ∅, Tj = Aj , S2 = I, k = 0.
1. Step 1: Find a common eigenvector for T1, T2, . . ., TN , denote the eigenvector by v. If one does not
exists, abort and print “no simultaneous triangularization”.
2. Step 2: Set : vk+1 = S2v,B =B ∪ {vk+1}, S1 =
(
v1 v2 · · · vk+1
)
.
3. Step 3: If k + 1 = n, go to step (6). Else, completeB to a basis ofCn, denoted by {u1, . . .,u} and
continue to step (4).
4. Step 4: Set S2 =
(
u1 · · · u
)
, S = (S1 S2) and:
Ti =
(
0 In−(k+1)
)
S−1AjS
(
0
In−(k+1)
)
.
5. Step 5: set k := k + 1 and return to step (1).
6. Step 6: print “A has a simultaneous triangularization”. Output S = (v1 v2 · · · vn).
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We start with the following:
Theorem 2.2. If Algorithm (2.1) is not aborted in step (1), then A has a simultaneous triangularization,
executed by the matrix S.
Proof. To prove the theorem, it is sufﬁcient to prove that the basis constructed by the algorithm is a
T-basis ofCn with respect toA. For the last, we show that for every 1  k  n:
Ajvk =
k∑
i=1
via
(j)
i,k
(
a
(j)
i,k
∈ C
)
.
We prove by induction. For k = 1, the statement is trivial. Assume the assumption is met for k, and let
Vk be the subspace generated by Bk = {v1, v2, . . ., vk}. Denote by B′k = {u1,u2, . . .,un−k} the (linearly
independent) set chosen to completeBk into a basis ofC
n
. As in the algorithm, we denote
S1 =
(
v1 v2 · · · vk+1
)
, S2 =
(
u1 u2 · · · u
)
, S = (S1 S2) .
According to the induction assumption, we have:
S−1AjS =
(
A1,j A2,j
0 A3,j
)
and hence
Aj
(
S1 S2
) = (S1 S2) (A1,j A2,j0 A3,j
)
From the last it is clear that:
AjS2 = S1A2,j + S2A3,j.
To construct vk+1, the algorithm ﬁrst ﬁnds a common eigenvector of A3,j , say η, and then deﬁnes
vk+1 = S2η. Since η is a common eigenvalue ofA3, we may write
A3,jη = a(j)k+1,k+1η.
Since the columns of S1 are exactly the elements ofBk , we may write
S1A2,jη =
k∑
i=1
via
(j)
i,k+1,
(
a
(j)
i,k+1 ∈ C
)
.
and so
Ajvk+1 = (S1A2,j + S2A3,j)η =
k∑
i=1
via
(j)
i,k
+ S2a(j)k+1,k+1η =
k+1∑
i=1
via
(j)
i,k+1
As stated. 
Our next order of business is to prove that if indeed the set of matricesA admits a simultaneous
triangularization, then Algorithm 2.1 will proceed for n steps, resulting with a T-basis of Cn with
respect toA, as stated in the following theorem:
Theorem 2.3. Let A be a set of matrices with a simultaneous triangularization, then Algorithm 2.1 will
run for n iterations.
Proof. Assume, to arrive at a contradiction, that the algorithm has been aborted after k iterations
(k < n), and thatA admits a simultaneous triangularization. If k = 1, this implies thatA does not have
a common eigenvector, which is a clear contradiction. Thus we may assume 1 < k < n. Taking S1,S2
and S as in the algorithm,we have that S−1AS has the block decomposition S−1AS =
(
A1,j A2,j
0 A3,j
)
. Since
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the algorithmwas aborted, this means thatA3 does not have a common eigenvector. In particular,A3
does not admit a simultaneous triangularization. This serves as a contradiction, as by theorem 1.4,A3
must admit a simultaneous triangularization. 
We ﬁnalize this section with two remarks: ﬁrst, it is clear that in order to apply Algorithm 2.1, one
must have an algorithm for computing a common eigenvector for a set of matrices. If N = 2, one may
execute the Shemesh algorithm (which not only determines the existence of a common eigenvector,
but may actually construct it) to do so. For N > 2, one may either run the Shemesh algorithm for all
pairs ofmatrices inA andbisect the results, or one can solve this via brute force: To compute a common
eigenvector of a setA, one can ﬁned all eigenspaces of elements inA, and then bisect the eigenspaces.
Our second remark is this: notice, in Step 3 of the algorithm, there is a certain amount of freedom
– in completingB in to a basis ofCn. Indeed, different completions will result in different matrices T
executing the triangularization. This is not surprising: even for the one dimensional case, a triangular
form of a matrix is not essentially unique (unlike the diagonal or the Jordan form of a matrix).
3. A numerical example
To demonstrate the algorithm, we consider the following set of three matrices inC3×3:
A1 =
⎛⎝1.16 −0.04 0.143.9 −2.6 2.1
0.36 −0.84 0.94
⎞⎠, A2 =
⎛⎝ −4.02 0.88 −0.58−5.145 1.88 −2.705
−2.59 0.96 −5.11
⎞⎠,
A3 =
⎛⎜⎝3.68 1.08 0.223760 2815 −0.45
167
150
− 14975 4.12
⎞⎟⎠.
(While the data is given in precise, in all further computationswewill truncate the results after the 7th
digit.) In the ﬁrst iteration, we will ﬁnd that the three matrices share a unique common eigenvector:
v1 =
(−2
−1
2
)
. We may then choose (some what arbitrarily) u1 =
(
0
1
0
)
and u2 =
(
0
0
1
)
, resulting with:
T1 =
(−2.58 2.03
−0.88 1.8
)
, T2 =
(
1.44 −2.415
1.84 −5.69
)
, T3 =
(
1.3266667 −0.56
−0.9066667 4.34
)
.
In the second iteration, after computing the eigenvectors of each matrix, we may see that the three
matrices once again share a unique eigenvector: v =
(
0.9615239
0.2747211
)
. Since, by definition, S2 =
(
0 0
1 0
0 1
)
,
we updateB =
{(−2
−1
2
)
,
(
0
0.9615239
0.2747211
)}
.
Since in thenext iteration Ti(i = 1, 2, 3)wouldbe a scalar, thenext (and last) iterationwoldbe trivial,
wemaycompleteBarbitrarily intoabasisofC3, resultingwith thebasisB=
{(−2
−1
2
)
,
(
0
0.9615239
0.2747211
)
,
(
0
0
1
)}
.
With respect to the basisB, when setting S to be the matrix whose columns are the elements ofB,
we result with the following:
A˜1 = S−1A1S =
⎛⎝1 0 −0.070 −2 2.11123
0 0 0.5
⎞⎠,
A˜2 = S−1A2S =
⎛⎝3 −0.343401 0.290 0.75 −2.51164
0 0 −5
⎞⎠,
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A˜3 = S−1A3S =
⎛⎝4 −0.549442 −0.110 1.1666667 −0.582409
0 0 4.5
⎞⎠.
As stated at the end of Section 2, the last representation is non-unique. If one would choose a different
completion ofB at the end of the ﬁrst (or second) iteration, a different upper triangular representation
would be expected.
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