Abstract-In water flooding oilfield, petroleum production is the most crucial target for production-injection wells system. An effective, informative and accurate production prediction facilitates parameter adjustment, production optimization, fault analysis and decrease in production cost. Some effective Artificial Intelligence (AI) technologies have been widely used in various kinds of industrial fields including manufacturing, building, chemistry and medicine. In this paper, AI technologies based on least squares support vector machine (LSSVM) optimized by particle swarm optimization (PSO) are applied to model petroleum production. Finally, the proposed method is verified by using the production data from Liaohe oilfield. Empirical results show that the proposed modeling approach is more feasible and accurate than other approaches.
I. INTRODUCTION
Petroleum exploration and production are significantly global industry which is faced with massive technical challenge and high-risk process. Crude oil consumption has already increased rapidly along with swift growth of economy and acceleration of industrialization in China. Petroleum researchers and engineers have studied feasible method for a long time. Prediction of petroleum production is very important for both onshore and offshore petroleum industry. It can be used to forecast economy for petroleum engineers, and facilitate global optimization according to production targets and decrease in production cost.
The most frequently used approach by researchers and engineers is numerical simulation based on log and core analysis results [1] . However, this method is always very expensive, time-consuming and technically difficult. Besides, petroleum data are usually over decades and high-dimensional, and they always have the property of heterogeneity on account of different wells sources [2] . Traditionally, all the data would be processed manually because of the characteristic elaborated above. A lot of geographic information in oilfield is usually analyzed by domain experts according to their practical experiences, so the results may be different because of different people, and the information cannot be processed efficiently once the amount of petroleum data is extremely large. Some advanced and computer aided approach is needed for engineers and researchers.
Least squares support vector machine (LSSVM) is a least squares version of support vector machine (SVM), which is composed by a series of related learning methods that process and analyze data and recognize patterns, and widely used for classification, forecasting and regression analysis [3] [4] [5] [6] . It is a kind of kernel-based learning methods, and the better results can be found by solving some linear equations rather than a convex quadratic programming (QP) problem for classical SVM [7] . It not only overcomes the shortcoming of neural network [8] , but also inherits the advantage of SVM [9] , so the convergence speed and modeling efficiency are greatly increased. However, the optimization results of LSSVM mainly depends on the cautious selection of key parameters which is normally decided by experiential knowledge, thus the classification precision can be greatly increased if the optimal parameters are accurately acquired by some learning algorithms [10] .
Particle swarm optimization (PSO) is a kind of computational method that is used for optimizing a problem by iteratively attempting to improve the candidate solution considering given requirements [11] . It is widely used for pattern recognition [12] , fault diagnosis [13] and optimized design [14] . The rules of PSO are much more simple than other genetic algorithms, and it has drawn researchers' attention because of some prominent advantages, such as easy implementation, high precision and rapid convergence.
Yao et al. [15] proposed an improved GM model to forecast oil production of Tarim Basin, they studied the key factors affecting oil production with grey related degree, and the nonlinear relationship between oil production and main parameters is calculated according to improved GM(1,N) model. Ma and Wu [16] designed a grey oil production and consumption forecasting model using BP neural network method, which is more accuracy and reliable than original GM (1, 1) . But these models are used to predict annual output of some oilfield, which cannot accurately forecast the production of a single well. Wei et al. [17] proposed a symbolic tree model for oil and gas production prediction using time-series production data, which presents a practical method to predict petroleum production according to history data of analogous production wells. In this paper, a PSO and LSSVM method named PSO-LSSVM is proposed to solve the problem, and the PSO algorithm is used to optimize the key parameters of LSSVM.
The organization of this paper is as follows. In Section II, the proposed collaborative production process model based on LSSVM optimized by PSO algorithm is described. Section III shows an analysis of experimental results to validate the effectiveness of the proposed method. Finally, the paper concludes with a short summary and an outlook for future work in section IV.
II. THE PROPOSED HYBRID ALGORITHM BASED ON LSSVM
OPTIMIZED BY PSO In this paper, a PSO and LSSVM method is proposed to solve the problem of collaborative production process model, and the PSO algorithm is used to optimize the key parameters of LSSVM.
A. Least Squares Support Vector Machine
LSSVM is a kind of machine learning method, and it is proposed on the basis of standard SVM by Suykens and Vandewalle [18] . The convergence speed and modeling efficiency of LSSSM are greatly increased because of the good performance of generalization and less complexity. Given a training data set including N points
x R ∈ and output data k y R ∈ , the decision function can be defined as:
where is weight vector, ( ) x denotes the nonlinear map from original space to the high dimensional space, and b is the bias term. According to the structural risk minimization principle, the function estimation problem is minimized by the following minimization problem:
where γ is the regularization parameter, and k α is a slack variable.
To derive the values of parameters and , Lagrangian function is constructed as follows:
where 0 k α ≥ is Lagrangian multipliers.
The Karush-Khum-Tucker conditions for optimal solution are as follows:
the estimation function of LSSVM model can be described as:
where ( ) , k K x x is the kernel function. In this paper, radial basis function (RBF) is applied to calculate estimation function because of the good capacity for generalization, and the RBF can be represented by the following equation:
Therefore, the problem is transformed into the optimization and combination of the kernel function parameter σ and regularization parameter γ , respectively. To derive an accurate estimation model, a dynamic optimization and adjustment method for the parameters is needed.
B. Particle Swarm Optimization
Particle swarm optimization (PSO) is a type of intelligent optimization algorithm used for representing swarm intelligence, and firstly proposed by Eberhart and Kennedy [19] . It is mainly based on the imitation of swarming behavior of fishes, insects and birds. The algorithm is easily realized and has good solution speed and ability of global searching.
Each potential solution is defined as a particle in a Ndimensional search space, and the best solution can be found by numbers of iteration. Particles are updated according to the two best solutions in each iteration. The first one is best solution of some particle defined as best P , another is the globally best solution defined as best g .
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where ω is inertia weight, which effects the performance of the search algorithm. 
C. The proposed hybrid Algorithm PSO-LSSVM
The petroleum production prediction of productioninjection wells system for water flooding oilfield is a complex physical and chemical process, the mechanism model of the process is too intricate to establish, and many technological parameters are mutually coupled and strongly interrelated. Besides, it is always based on some assumptions to establish the mechanism model, which leads much larger errors. Therefore, an effective modeling method based on LSSVM optimized by PSO is proposed because of the fast convergence speed and modeling efficiency of LSSVM and the high accuracy and easy implementation of PSO.
The kernel function parameter σ and regularization parameter γ of LSSVM algorithm are very important and have big impact on the modeling result. Enumeration method is generally used to optimize the parameters in traditional method, the efficiency and precision are very low. Therefore, PSO algorithm is used to optimize the key parameters.
The loop will stop once one of the two following terminal conditions is satisfied:
where MAXGEN is the maximal number of iteration, and gen is the current number of iterative.
, where fmin is the minimal threshold of fitness, and ( ) f ⋅ is the current obtained fitness. The flowchart of the proposed hybrid method is shown in Fig. 1 . The main steps are described as follows:
Step 1. Acquire the needed data, and preprocess all the samples, such as data normalization.
Step 2. Initialize the parameters of PSO algorithm. Including the maximal number of iteration, the size of population, inertia weight and the velocity and position of the particle.
Step 3. Calculate the optimal solution of the particle in the past search and the global optimal solution of all particles in the historical search.
Step 4. Train the LSSVM regression model using training samples.
Step 5. Calculate individual fitness on the basis of fitness function.
Step 6. Optimize function parameter 2 σ and regularization parameter γ .
Step 7. Make a judgment about whether one of the two terminal conditions is satisfied, and the two terminal conditions are the maximal iterations and the setting requirement of particle fitness, respectively.
Step 8. If the termination condition cannot be satisfied, the program will be transformed to Step 9, otherwise it will be transformed to Step 10.
Step 9. The position and velocity of particles will be dynamically updated according to the proposed evolution equation.
Step 10. Both of the optimal parameters will be obtained on the basis of PSO.
Step 11. Predict test set of data using global optimal solution.
Step 12. Output the required results.
III. CASE STUDY
The oil recovery process of water flooding oilfield is summarily described, and then an analysis of experimental results to validate the effectiveness of the proposed method is illustrated.
A. Oil recovery process of water flooding oilfield
The production system of water flooding oilfield consists of six main components: oil reservoir system, production wells system, injection wells system, gathering pipe network system, water injection pipe network system and auxiliary production systems. They are interrelated and the architecture is illustrated in Fig. 2 .
The whole production system is a correlative and collaborative entirety. Many production wells influence each other because of the sharing of the same gathering pipe network system and auxiliary production system, the injection wells also influence each other because they use the same water injection pipe network system and auxiliary production system, so that the production wells and injection wells have a The explicit physical model of the oil production process is always complicated to be obtained because of the tight coupling among the six components, it is related to many technological parameters and some uncertain factors. Besides, some additional hypothesis have to be proposed to develop mechanism model. Then, a historical data based modeling method is used to build a non-linear and data-driven model in this paper.
B. Results and Analysis
In order to verify the accuracy and effectiveness of the proposed optimization algorithm, 274 sets of valid data are selected from a practical production process in Liaohe oilfield, which were collected from the year of 1993 to 2016, in which 200 sets of data act as train samples used to train prediction model and 74 sets of data are used to test the well-trained model. The predicted results are shown in Figs. 3, and they are the outputs of the models indicating aforementioned production target. Taking the oil production rate as an example, a comparison is made with two other algorithms to verify the accuracy and effectiveness of the proposed optimization algorithm as shown in Fig. 4 , and the performance comparison among the three algorithms about mean absolute error (MAE), which can efficiently reflect the real situation of forecast error, root mean square error (RMSE), which can measure the deviation between real data and predicted data, and mean absolute percent error (MAPE), which is used to show the accuracy of prediction model, is shown in Table 1 . From the obtained results, it is easy to see that the proposed PSO-LSSVM algorithm in this paper has a better accuracy and effectiveness than SVM and LSSVM, and it is suitable to predict the oil production process. Oil production is a complex technological process, and it is difficult to build the mechanism models of the expected targets. In this paper, a historical data driven production model for production-injection wells system based on LSSVM optimized by PSO is proposed by considering the whole production system and analyzing the process of oil production.
The parameters of LSSVM plays a dominant role in determining the precision of the hybrid algorithm. A PSObased solution is used to optimize the parameters, and it is proved that the hybrid algorithm has a better performance to estimate the yield and obtains a better accuracy and effectiveness by contrasting with other algorithms. In future work, an optimal control of production process will be further considered, and some other efficient AI technologies will be used to optimize the oil production process.
