ABSTRACT Isolate data among different campus information systems and not much effective information among the big data generated by these systems cause that it is a challenge for predicting achievement of students. This paper designs a student achievement predicting framework, which includes data processing and student achievement predicting. In the data processing, data extraction, data cleaning, and feature extraction are designed. Using these data in data warehouse, we propose a layer-supervised multi-layer perceptron (MLP)-based method to predict the achievement of students. Supervisions are fed to each corresponding hidden layer of MLP to improve the performance of student achievement prediction. Compared with SVM, Naive Bayes, logistic regression, and MLP, our method gets a better performance.
I. INTRODUCTION
Now in the campus there are a lot of information systems, and hundreds of GBs' educational data are generated each day, but these data are not used effectively. Dirty data, isolate data, or low content information in these systems and lacking of effective methods [1] , [2] cause that it is difficult to use various educational data to fully predict student achievement. Firstly, because of not having a unified data standard, same data in different systems have different names, for example, the school of math in another system maybe called the school of math and statistics. Secondly, same data in different systems may be inconsistent because of not timely updating data or synchronizing data. Thirdly, information systems produce a large number of data every day, among which there is few effective information, and it is difficult to extract valuable information at present [3] , [4] . Resolving these problems above in campus information systems can provide effective feedback to teachers, help teachers to predict achievement of students, and provide usable support for making decisions.
Current student achievement analysis methods mainly use historical achievement of students to predict student scores. In fact, except for these, some behaviors of students such as students' consumption, Internet access, have important influence on student achievement prediction. In order to extract useful information from the educational data and predict student achievement, in the paper we design a student achievement predicting framework, which includes data processing module and student achievement module. In the data processing module, data cleaning is the first step and it deals with dirty data including duplicate, conflict and error typing data and normalizes these data. Data transmission converts data from different information systems into the data warehouse, and then we can get various information of students from the data warehouse including their schedule, Internet logs and the corresponding consumption data etc. Using these data, a layer supervised Multi-Layer perceptron neural network based method is proposed to predict student achievement in the second module.
The main contributions of this paper are as follows: 1) We design a student achievement predicting framework, which includes data processing and student achievement. It fully exploits student behaviors and constructs multi-level classifications to improve the performance of student achievement prediction. 2) We propose a layer-supervised MLP based student achievement prediction method. In the method, supervisions are fed to corresponding each hidden layer of MLP with preprocessed data to improve the predicting results.
3) The proposed method is compared with four algorithms. The results demonstrate that our method get better performance.
The following sections are arranged listed below: Section II describes the related work. Section III proposes a student achievement predicting framework. Section IV introduces the data process module including data cleaning and data pretreatment. Section V proposes a LSMLP method to predict student achievement. Section VI show the results of experiment. Section VII summarizes the conclusion.
II. RELATED WORK A. DATA CLEAN
Over the past years, substantial progress has been made in the data cleaning field. He et al. [5] proposed an interactive, deterministic, and declarative data cleaning system called FALCON, which does not depend on a set of predefined data cleaning rules. Instead, it encourages users to browse the data, identify potential problems, and check to fix them. Bergman et al. [6] introduced QOCO, a novel query-oriented system for cleaning data with the database of oracles. In this framework, incorrect tuples are removed from the set of query result by editing the underlying database. They proved that, achieving the goal of removing (adding) incorrect (lost) tuples of the query result with the minimum interaction with oracle is usually NP-hard in general, and they proposed a heuristic algorithm to interact with the crowds of oracle. Raman et al. [7] introduced the Potter's Wheel, a system that automatically gets the structures of data values based on userdefined domains and checks constraint violations. Therefore, users can build the transformation gradually when differences of data are discovered and cleaned up without writing complex programs or long delays. Xu et al. [8] designed a unified framework to solve the data cleansing problem that allows users to specify quality rules using rejection constraints with specific predicates. They took advantage of the interaction of heterogeneous constraints and encoded them into conflict hyper-graphs. Bhattacharjee et al. [9] analyzed the problem of data cleaning and automatically identified the data of ''incorrect and inconsistent'' in the data set. Extraction, transformation, and loading (ETL) are the different steps to clean up the data to the warehouse. They also implemented different algorithms, such as string cleaning, number cleaning, hit ratio, data dictionary checking, and meta-data checking.
B. EDUCATIONAL DATA MINING
Chen et al. [10] focused on how to improve graduation rates. They proposed a hybrid data envelopment analysis (DEA) approach with educational data. The approach is illustrated by the educational data from a four-year public university. They found the most important part to improve graduation rates. The results showed that average scores of fall term, housing status, high school and average score of spring term were the four highest determinant factors and the ethnic backgrounds of the students were the least part impacting the student. The results also indicated that students living on campus were more possibly to complete their study within six years. Oztekin [11] analyzed the educational data to predict the probability of degree completion. Three popular algorithms for the data mining were compared such as decision trees, artificial neural networks, and support vector machines, and the results indicated that the average score of fall terms, housing status, high school took the most important part. The accuracy of these three methods range from 71.56 to 77.61 percent. Asif et al. [12] used educational data to study the performance of undergraduate students. Their results indicated that few key courses impacted the students. In order to improve the performance of students, teachers should pay more attention to these key courses. Jiang et al. [13] used card consumption data to find the specific behaviors of students. They discussed the behavior of consumption happened in canteen, supermarket and other place, and then summarized the significance of card analysis system. Su et al. [14] are the first to introduce data warehouse and data mining technology to analyze the consumption behavior of the student in canteen and other places. They analyzed these data to find student behaviors and provide the decision support for the school decision-makers. Saedudin et al. [15] took attention on educational data and founded that the most important attributes impacting student is 2th GPA, 3rd GPA, Entrance Examination, and 1st GPA, so some well-planned strategic program can be set to improve the performance of students. Shi et al. [16] discussed the relations between the time of using Internet and the performance of students, including the rate of students' failing grades and the score of College English Test 4. Their results can help the leaders to understand the usage of network and the behavior of students using the Internet. The results also played an important part in improving the campus network bandwidth, performance and application efficiency.
III. STUDENT ACHIEVEMENT PREDICTING FRAMEWORK
In this section, we design a student achievement predicting framework as shown in Figure 1 . It includes two modules: data processing and student achievement predicting.
Data are extracted and cleaned from different systems, and features are extracted in the data processing module. Then a layer supervised MLP based student achievement predicting algorithm is proposed in the second module.
In order to predict scores using poor quality data is a tough problem, we propose a data processing module to improve data quality and extracted features. This module brings two advantages: (1) improves data quality in two ways including view standard of database and cleaning data from information systems. (2) extracts features from different information systems to learn the activity patterns of students.
Educational data are in different systems, so it is necessary to build unified coding standard and view standard. Coding standard is the foundation of all data standards, all information systems must strictly observe the coding standard. Two most important coding are the coding of people and the coding of department, because all information systems are related to people, and people should have the same ID and the same department in different systems. VOLUME 6, 2018 FIGURE 1. The student achievement predicting framework, which includes (a) date processing module including data extraction, data cleaning and feature extraction, and (b)student achievement predicting module.
Data are extracted from views in database. Each view standard is based on a business model. The view standard focuses on core data and business in information systems. As example, a system has hundreds of tables in database, but we only focus on a few core data such as student status, course selection, examination, teachers and so on. When a system is updated, new system should build the same views, so data extracting can be quickly switched to the new system.
Cleaning the error data is an important part for data processing. The major error data problems are as follows: duplicate, irregularity, constraint without satisfaction, conflict and entry errors. To resolve these problems above, this paper propose an interactive rule engine. The predefined rules including constrained rules, precise rules, distinct rules and conflicting rules are used to clean data. This paper will cover this in more detail in section IV.
For students' education data, such as web data and consumption data, it is impossible to obtain effective information in the data intuitively. Appropriate methods should be adopted and effective features should be extracted from massive data. These features should represent students' behavior patterns, and we explore the relationship between behavior patterns and student achievement. In this paper, students' breakfast time is extracted to reflect the students' diligence, logging in the internet when it is class time reflect students' self-discipline. The student achievement of the previous semester is used to express the students' academic basis.
In the student achievement predicting module, we proposed a layer-supervised MLP based method to predict the achievement of students. In order to obtain the predicting result, supervisions are fed to corresponding hidden layers of MLP network (see figure 1(b) ). This strategy will improve the predicting performance via: (1) features in each layer contribute to final results directly. (2) scores gotten by classifiers and feedback of the intermediate results directly affect the weight of each layer.
IV. DATA PROCESSING
The architecture of data pretreatment is shown in Figure.1(a) . The entire process contains three stages after extracting data from view of database. Firstly data are auto cleaned and corrected using proper rules, and then data standardization are done. At last, we extract features from the aggregation data.
A. DATA CLEANING For wrong, conflicting, or duplicate data from different systems, we propose a rule-based method to automatically discover the mistakes and partly correct them. Constrained rules, precise rules, distinct rules and conflicting rules are used in this method to clean data.
The constrained rule could only find the errors but could not fix them. This rule means the columns in database should meet the constraints, for example, the gender of a person should not be null. When a user defined the rule ''gender should not be null'', the data with the null gender will be filtered and the system will make an alert to the manager.
The precise rule could find the irregular data, error data and then fix them. For irregular data, different names of same values can be normalized into standard data through coding standard. In order to do the case, another mapping table needs to be implemented artificially in advance (see Figure 2. ). For error data, the precise rule can help to correct them. For example, teachers' job number begin with 722018, where the number 72 means they are teachers, and the number 2018 is the year when they came to school. When the number 722018 is written as 722108 instead, then the precise rules will find and fix this error and send email to the database manager and system manager. The distinct rule could find duplicate data and remove the repeated data under demand. For instance, the name and ID card of one person should not have two records in the same table.
The conflicting rule define the data source, when two records have the conflicting values, such as different departments for a teacher saved in different systems, then the data engine could update the data from the data source to other systems.
B. FEATURE EXTRACTION
In this part, features are gained form the data cleaned before. In order to gain more accurate features, data should be standardization, data without standardization in the model will lead to poor performance. To gain more effective features, appropriate algorithm should be taken.
There are many processing methods for data standardization, and it is necessary to select the appropriate method for data standardization. (1) all the training data can be converted to data meeting with the same standard and scaled to the specified range. Data standardization can eliminate the order of magnitude difference between different features and accelerate the convergence speed in the training. Common standardization algorithms include Min-Max standardization and z-score standardization. The z-score standardization is shown as formula (1) . In this formula, u is the average of the data, which is the standard deviation of the data. According to students' historical data including consumption records, Internet logs, and scores of past courses, we induct students' behavior patterns and find relationships between behavior patterns and performance. Although these data indicate useful meanings, single factor is not obvious for classifying students. For example, spending hours online does not mean poor performance of courses, because a student may spend lots of time on studying through logging on the Internet.
Algorithm.1 provides the details that how to find the times of logging on the Internet of a student when he is in class. For each record in internet logs, we can find the student ID of this record, the course list of this student, and the property of the Internet access time such as week, weekday and section can be calculated. For example, the login time of one record is ''2012-09-10 08:45:34'', for this semester was begin with 3 sep.2012, so the week is the second week of this semester, the weekday is Monday, as section 1 of class time was from 8:00 to 8:50, this student logged on the Internet in section 1, on Monday, in the second week of this semester. Then we search his course list to find whether there is a class for him. If he logs on the Internet in his class time, he may not listen to the teacher carefully. This paper proposes another way to find whether a student is late or leave early for dinner. We calculate the consumption data week by week as Algorithm 2.
Because the data range is not consistent, it may affect the results of experiments, so the data need to be standardized before the experiments. The range of data is as TABLE 1.
In order to find the behaviors of consumption more precisely, we filter the students who eat breakfast are less than 30 times in the semester. For the web flow, as some students don't use the network in the school, their web flows are 0.
V. LAYER SUPERVISED MLP BASED STUDENT ACHIEVEMENT PREDICTING METHOD
We propose a layer-supervised Multi-Layer perceptron based student achievement predicting method (LSMLP). Student behavior patterns including past course scores, web logs, and students' consumption are considered to find the relationship between behaviors of students and the achievement of students. Then multiple scores are predicted through the corresponding classifiers and fused to produce the final results.
A. MLP
A Multi-Layer perceptron (MLP) is an artificial neural network. MLP could be used for data classification. MLP contains at least three layers called input layer, hidden layer and output layer, each layer is consisted of several nodes. There VOLUME 6, 2018 is one input layer and one output layer, but the hidden layer is not the only one. Figure 4 . is an example with one hidden layer.
Every node except for nodes in the input layer is a neuron that uses a non-liner activation function. There are two common activation functions:
The goal of MLP is to minimize the error for all nodes in output layer. For the output node i in the n th data point, set the target value T i (n), and set R i (n) the real value produced by the network. The goal is to minimize C(n) as below.
Here gradient descent algorithm is usually used to minimize C(n). 
B. LSMLP
We proposed a Layer-Supervised Multi-Layer Perceptron (LSMLP) model that optimizes the traditional Multi-Layer Perceptron (MLP) architecture. Instead of invoking objective functions at the output layer, independent classifier is introduced at each hidden layer, which made it possible to take the advantage of the intermediate outputs of the hidden layers. As a result, the overall performance of MLP is improved. The structure of our model is shown in Figure 1(b) .
As seen in Figure 1(b) , feature vectors extracted are used as the inputs of our model. We introduce an independent classifier to get the classification results and invoke the loss function to calculate the accumulated loss for each hidden layer rather than just passed the activation values forward to the next hidden layer. For fusing the Multi-Level predictions, a class based ensemble method is proposed. In this method, multiple score values for each category are summed according to corresponding weights to take full advantage of the Multi-Layer information.
Traditional MLP architecture updates coefficient and intercept gradients according to the final loss of the output layer, and back propagates to the former layer on by on. However, we store the loss value of the output layer and hidden layers. Therefore, the gradients of hidden layers will be affected not only by the final classifier of output layer, but also classifiers after the specified hidden layer. In our model, we make full use of discrimination and robustness of learned features.
We define a loss function to fuse classification errors from all hidden layers. As shown in formula (5), w c is denoted for the weight of each classifications , H is the number of hidden layers, L(h) is the loss of h-th layer and wh c means the weight of h-th layer for the classification. We use the quadratic loss function in the method.
We propose a score ensemble method to fuse the MultiLayer classifications. In this method, score from each hidden layer are summed with appropriate weight. We could get another loss function from the ensemble result. As shown in formula (6), we defined w e as the weight of ensemble method, g is one of the samples and P i is actual category of g.
The function T will calculate the score of each category for each hidden layer with the weight w c, after summing the score, and another weight w e will be used to predicting the category. The function L will calculate the loss of the ensemble method. In this method, w c and w e can be learned.via minimizing the sum of classification loss (CL) and ensemble loss(EL) by training all the records.
It is important to adjust the network parameters for improving network performance. Changing number of hidden layers and number of neurons for each layer could affect the performance of the network. After lots of tests, a five-layer network with an input layer, three hidden layers, and a linear transfer function in the output layer is found to be optimum. In the optimum situation, we use the logistic SIGMOID function as the activity function, and a method for stochastic optimization is used. In the three hidden layers, we have found the best deploy for the neurons.
C. INPUT AND OUTPUT PARAMETERS
For the inputs in our method, we illustrate them in TABLE 2. There are three kinds of input information, the first kind is generated by the web logs, and the second one is generated by the consumption data, and the third one is the average score. All the training data is from the third semester of students. In the information, netTimelong means how long students use the Internet in the third semester. The parameter totalBytes means the Internet traffic students used, which reflects the time spent on the Internet by students. As some students build VOLUME 6, 2018 FTP website for other students to download files in school, we divide the Internet traffic into the parameters freeBytes and billingBytes. The parameter freeBytes means students' free web traffic. Visiting the website that is established in campus is free, and the Internet traffic from FTP is included in freeBytes. The billingBytes reflects the time that students spend on the Internet more precisely. The parameter nLogClass means the times of logging on the Internet when a student should be in class. The parameter breakfastTime means the average breakfast time in this semester. The parameter nConsumeClass means the times of consumption when a student should be in their class time. GPA1 means the average score of a student in first semester and GPA2 means the average score of a student in the second semester.
For the output parameters, G2 means the binary classification of students' average score in the third semester, it classifies the students into two categories. One is that students' average score is above 70 and the other is that students' average score is below 70. G3 means the third-way classification of students' average score in the third semester, the algorithm divides the students into three categories, the one with average score above 80 and another one with average score below 60 and others with average score between 60 and 80.
VI. EXPERIMENT RESULTS

A. RAW DATA
We have gotten the real web logs data and the consumption data in the campus, and we choose the average scores of students in the third semester. The data involve 3733 students. Firstly, we show the relationship between online time and average score. Because 3733 students are too crowd to show clearly, we just choose 455 students from one school. Figure 5 shows that time spent online has less relationship with average score. A student who got the high average score may spends more time on the Internet, while a student who got the poor average score may spends less time online. Since it is free for students to view some website, some students are used to download shared files for other students. Computer works automatically and the student don't spend time on the Internet. Therefore, the download flow has less relationship with average score. As indicated for the Figure 6 , the total web traffic has less relationship with the average score. As the relationship between total web traffic and average score is not obvious, we introduce the billing bytes. When a student views a billing website, he should pay for the web traffic. Unfortunately, the Figure 7 shows that the relationship between billing web flow and average score is not obvious too. Figure 8 indicates the relationship between average score and the average first consume time for each day. The Y-axis means the breakfast time of students and we assume that the Y-axis is the minutes after 6 am. If the Y-axis is 10, it means 6:10, and if Y-axis is 120, it means 8:00. As is shown, for the students under line1, there are only two students who get the average score below 80. For the student on the right of line2, only few students make their first consumption above 130 which means 8:10. Figure 8 indicates the student who get the high average score wake up earlier and have breakfast earlier. Figure 9 presents the relationship between average score and LIC (login on the Internet during the class time). The figure indicates that the students with high average scores login on the Internet are fewer than the students with poor average scores. For the three students whose average scores are below 60, they used the mobile network instead of the school network or they didn't use the school network for other reasons. Figure 10 presents the relationship between average score and CC (consume during class time). The figure indicates that the students with high average score consume fewer than the students with low average score. For the three students whose average scores are below 60, they didn't eat at school or they don't consume for other reasons. Figure 11 shows the behavior of students whose average scores are between 90 and 95, and Figure 12 shows the behavior of students whose average scores are between 55 and 60. The Y axis represents the number of minutes after 6am in the morning, and the X axis shows from the 4th week to the 20th week. Figure 11 and Figure 12 show that the students with high average scores wake up earlier and more regularly.
B. RESULTS
In the subsection before, the performance of independent character is poor. In this subsection, we will combine all the characters to gain more. We compare our method with four methods including Naive Bayes (NB), Logistic Regression (LR), Support Vector Machine (SVM), and Multi-Layer Perceptron (MLP). The kernel function of the SVM is Polynomial kernel.
Then we train the LSMLP firstly to get the best parameters. The results of LSMLP show that adjustment of the network parameters is very important. Changing the number of hidden layers and number of neurons for each layer could affect the performance of the network. The results are illustrated as As shown in TABLE 3, in the layers column '(1)' means 1 hidden layer in the LSMLP and 1 neuron in the hidden layer. ' (14, 8) ' means 2 hidden layers in the LSMLP, and in the first hidden layer there are 14 neurons and in the second hidden layer there are 8 neurons. After testing the number of hidden layers and number of neurons, we find that 3 hidden lays with the number of neurons 26,17, 3 get the best result.
We test the five algorithms, and then illustrate the results in TABLE 4. As indicated in TABLE 4, the precision of NB is 78.7%; the precision of SVM is 75.6%; the precision of LR is 80%; and the precision of MLP is 79.2%. In the third-way clarification, MLP gets the best performance in precision and recall rate. Cross validation is used to test these algorithms, and LSMLP gets the best performance.
We also compare the results with the hidden layers (26,17,3). As shown in TABLE 5, MLP could not distinguish the students in category 0 (average score below 60). LSMLP could distinguish the students in category 0. The results show that LSMLP can get a better performance. We also test this method with more hidden layers, but it improves less.
VII. CONCLUSIONS
The paper proposes a student achievement predicting framework including data process module and achievement predicting module. In the data process module, data pre-processing and processing measures should be taken, and features are extracted. In the predicting module, a layer-supervised MLP based method is proposed to predict the students' achievement. Supervisions are fed to corresponding each hidden layer of MLP to improve the performance of student achievement prediction. Experiments show that our method can get better performance compared with SVM, Naive Bayes, Logistic Regression, and Multi-Layer Perceptron.
As shown in the experiment, time spent online and web flow have less relationship with average score, the student who wake up earlier and more regularly get the better performance. In the future, we will pay more attention to the details of web logs to find the behavior pattern of students. 
