Introduction
Improving gender equality in academia and research is at the center of public policy debate, and is therefore attracting much attention in the academic literature. Economics in particular remains a maledominated field. Although the share of women in economics has grown, it is still lower than in STEM fields. 1 For instance, in the US, women account for 33% of new PhDs, 29% of assistant professors at Ph.D. granting departments, and only 14% of full professors (Committee on the Status of Women in the Economics Profession (2017)). Potential explanations for the low representation of women include gender differences in the preferences for competitive environments (Niederle and Vesterlund (2007) , Buser, Niederle, and Oosterbeek (2014) ) or in bargaining abilities in the labor market (Blackaby, Booth, and Frank (2005) ), child-rearing responsibilities (Bertrand (2013) ; Bertrand, Black, Jensen, and Lleras-Muney (2018)), and gender-based discrimination (Goldin and Rouse (2000) ).
In this paper, we study gender differences in the evaluation of submissions to economics conferences. Conferences are an essential part of academic life. They are useful to receive feedback, improve presentation and communication skills, get to know fellow economists in the field, hear about the latest research, gain visibility, and develop networking and future collaborations. Indeed, it has been shown that conferences increase the cites of the articles presented there (de ) and the likelihood of co-authoring with another attendant in the future (Campos, Leon, and McQuillin (2018) ).
Hence, the presence of gender gaps in the evaluation process may have substantial impact on the professional careers of economists. Furthermore, understanding whether or not there are gender differences in this context can be informative about the state of gender equality in the academic environment. 2 Conference submissions are evaluated through blind peer-review, which is an established component of professional practice. The fundamental principle is straightforward: experts in a given domain appraise the professional performance, creativity, or quality of scientific work produced by others in their field or area of competence (Lee, Sugimoto, Zhang, and Cronin (2013) ). Peer review in economics covers a wide spectrum of activities, including the evaluation of research grant applications, review of articles submitted to journals, rating of papers and posters submitted to conferences, and promotion and tenure decisions. Threats to the impartiality of the review may be larger in the context of conferences, where referees evaluate a large number of papers in a short period of time. While there is some work on gender gaps at the evaluation of grants proposals, papers submitted to journals, and promotions, less is known regarding conferences. 3 For this project, we contacted the European Economic Association, the Spanish Economic Association, the European Association of Young Economists, the American Economic Association, the Econometric Society, and the Royal Economic Society to obtain data from their general-interest conferences under confidentiality agreements. Concrete progress has been made for the first three.
We have obtained unique data from the submissions to three general-interest academic conferences:
the Annual Congress of the European Economic Association (EEA), the Annual Meeting of the Spanish Economic Association (SAEe), and the Spring Meeting of Young Economists (SMYE). 3 These conferences are some of the largest in the world. For example, in 2017 they hosted approximately 1,000, 350, and 150 presentations, respectively. Our dataset covers all submissions from 2015-2017 for the EEA, 2012-2017 for the SAEe, and 2017 for the SMYE, adding up to 9,342 submissions. It contains information on the gender of both the authors and the referees, and on the acceptance decision. In addition, we have complemented the data with a rich set of controls-the field, cites, and eventual publication of the paper, the rank of the affiliations, prior publication, and experience of the authors, and the connections between the authors and the referees that evaluate any given paper.
We begin by showing that a 1-p.p rise in the share of male authors is associated with a .054-p.p. rise in the probability that the paper is accepted, i.e. switching from an all-female-authored to an all-maleauthored paper increases the probability of acceptance by 5.4 p.p. Given the baseline rate of acceptance for papers with all male authors (47.1%), this amounts to an 11.5% effect.
We then study whether this gap can be explained by several factors that may correlate with gender and acceptance rates. First, we control for the number of authors of the paper, given that women are more likely than men to single-author. Second, to account for the possible non-random assignment of papers to referees, we add referee fixed effects. Third, we include fifteen field fixed effects, as women are relatively more represented in some fields than others. Fourth, to account for the quality of the paper, we control for cites of the paper at submission year or, alternatively, ex-post cites and eventual publication of the paper. Fifth, to further control for quality, we include some characteristics of the authors: previous publication record, rank of their affiliations, and experience (years since they obtained their PhD). Finally, as connections may play a role in the evaluation process, we include two measures of the network connections between the authors of any given paper and the referees that evaluate it: (i) whether they are affiliated with the same institution (or, alternatively, with an institution based in the same city), and (ii) the "shortest path" in co-authorship between the referee and the authors (i.e. 1 if they are co-authors, 2 if they are co-authors of co-authors, etc.). Overall, we find that these factors are strongly correlated with the acceptance decision. For example, being affiliated with a top-50 institution increases the probability of acceptance by almost 30 p.p. Connections also have a large impact on acceptance: being in the same institution as the referee increases the probability of having the paper accepted by 14.1 p.p., and being a co-author (a co-author of a co-author) of the referee does so by 21.6 (14.1) p.p.
However, after taking all of these factors into account, the gender gap is still sizable (3.3 p.p., or 6.8%) and statistically significant. 4 Bagues, Sylos-Labini, and Zinovyeva (2017) study the presence of stereotypes in the evaluations of applications to associate and full professorships in Italy and Spain. 5 For example, 34.5% of men in Europe believe that men make better political leaders than women do, while only 22.9% of women believe this. Similarly, 32.9% (18.9%) of men (women) believe that men make better business executives than women do. In the US, these figures are 24.3% (14.8%) regarding the first question, and 15.5% (8.0%) for the second. Source: World Values Survey Wave 6: 2010-2014. European countries included: Cyprus, Estonia, Germany, Netherlands, Poland, Romania, Slovenia, Spain, Sweden, and Ukraine. 6 Academics believe that females receive about 6% fewer citations than males, holding constant the quality of their papers, according to a survey conducted by Card, DellaVigna, Funk, and Iriberri (2019). Sarsons, Gërxhani, Reuben, and Schram (2020) find that, conditional on quality, women are less likely to receive tenure the more they coauthor, while this is not the case for men.
In addition, we show that the results are robust to a number of alternative exercises. The gap is similar in size across the three conferences. It is also not sensitive to alternative ways of specifying gender and the control variables. We also show suggestive evidence that omitted factors cannot fully account for the gender gap, by performing Oster (2019)'s sensitivity test to omitted variables.
We then discuss the possible mechanisms behind the remaining gap. Following arguments in Bagues, Sylos-Labini, and Zinovyeva (2017), we perform three sets of tests to study if the gap may be driven by stereotypes against female economists. 4 First, given that there is evidence that men may hold more negative stereotypes of women than women do, finding a larger gap when papers are evaluated by male referees will be suggestive of the presence of stereotypes. 5 We test this hypothesis and find that the gap is entirely driven by male referees: female referees evaluate male and female-authored papers similarly, but male referees are more favorable towards papers written by men. Second, stereotyping should be weaker when referees are more informed about the authors' quality. Consistent with this, we find that the gender gap disappears when evaluating authors at top institutions or with a good record of publications. And third, stereotyping should be stronger in fields that are less feminized. We present evidence suggesting that the gap may be larger in more masculine fields-especially, in finance.
While these three sets of results are consistent with the gap being driven by stereotypes, there are other possible mechanisms, which we discuss next. First, our quality controls (cites of the paper and prior publications and affiliations of the authors) might be gender biased. Gender bias in the quality controls could account for the gender gap if this bias is in favor of women, which we think is unlikely in light of other work (Card, DellaVigna, Funk, and Iriberri (2019), Sarsons, Gërxhani, Reuben, and Schram (2020)). 6 Second, it could be that papers' unobserved characteristics (for example, substantive relative to methodological contributions) differ by gender, and conferences' referees value the characteristics of male-authored papers more. While we cannot rule out this explanation, it is also hard to reconcile with our heterogeneity results-it is not clear why those unobserved characteristics would only be valued by male referees, or would not matter for well-known authors. Third, it could be that there is taste-based discrimination against female economists. However, the result that the gap is only against lesser-known authors favors an interpretation based on stereotypes instead of one based on taste-based discrimination (Bohren, Imas, and Rosenberg (2019) ).
This paper contributes to four strands of the literature. First, by providing a systematic analysis of the evaluation of submissions to conferences, we contribute to the growing literature on gender differences 7 However, Chari and Goldsmith-Pinkham (2018)'s focus is more on how women's representation has evolved over fields and time and do not control for quality, so it is not straightforward to compare our estimates with theirs. in the evaluation of research. Our paper is most closely related to a concurrent working paper by Chari and Goldsmith-Pinkham (2018). They use data from the 2016 and 2017 editions of the NBER Summer Institute and find no difference in acceptance rates by gender. Submitters to the NBER Summer Institute are, on average, probably better known than submitters to the conferences that we study. Given that we find no gap for well-known authors, our results are compatible with theirs. 7 Other literature on the existence of gender gaps in the evaluation of research has found mixed results. Blank (1991) , conducting a randomized experiment at the American Economic Review, finds no differences in the acceptance rates of female-authored papers in single-blind and double-blind submissions. Similarly, Abrevaya and Hamermesh (2012) find no evidence of gender differences at the evaluations at an anonymous journal. By contrast, Broder (1993) , Wennerds and Wold (1997), and Van der Lee and Ellemers (2015) find that grant proposals submitted by women are rated lower than those submitted by men. Finally, two papers find gender gaps in the evaluation of submissions to journals. Card, DellaVigna, Funk, and Iriberri (2019), using data from four leading economics journals, find that papers by all-female authors with comparable referee recommendations end up accumulating more cites than all-male author papers. This suggests that referees set a higher bar for all-female-authored papers or, alternatively, that all-female-authored papers show characteristics that are valued differently by the refereeing process. Hengel (2018) finds that female-authored papers have abstracts that are better written, in terms of clarity, than male-authored papers, and interprets this as evidence of tougher editorial standards for women and/or biased referee assignment.
Second, by providing evidence on the interaction between the authors' and the referees' gender, our paper also contributes to the literature on "in-group" biases, i.e. the preferential treatment of individuals of one's group. In-group biases have been found, for example, among Jewish and Arab judges in Israel (Shayo and Zussman (2011) ) and among NBA referees, who tend to favor players of their own race (Price and Wolfers (2010) ). Regarding in-group gender biases, the evidence is mixed. Boring (2017) and Mengel, Sauermann, and Zölitz (2018) find that both male and female students evaluate male instructors higher, suggesting the presence of absolute biases against women. Similarly, Card, DellaVigna, Funk, and Iriberri (2019) and Krawczyk and Smyk (2016) provide evidence that both women and men are harsher against papers written by women. De Paola and Scoppa (2015) find that female candidates are less likely to be promoted when the committee is composed exclusively of males, while the gender gap disappears with mixed-sex committees, suggesting the presence of male in-group bias. Sarsons, Gërxhani, Reuben, and Schram (2020) find that male HR personnel are more likely to hire in favor of men, and women in favor of women, suggesting in-group biases for both males and females. Bagues, Sylos-Labini, and Zinovyeva (2017), however, find that a larger number of women in evaluation committees does not increase the number of female candidates who qualify. Finally, Bagues and Esteve-Volart (2010) find that female applicants to the Spanish judiciary have lower chances of being hired when they are randomly assigned to an evaluation committee including women. Our findings indicate the presence of male but not female "in-group" bias, as male (female) referees are more (equally) favorable to papers written by male (female) authors.
Third, we contribute to the literature on gender stereotypes. Bohren, Imas, and Rosenberg (2019) find, in a field experiment using online evaluations, that women are discriminated against when evaluators have not seen many prior contributions of the author. However, after more evaluations, the direction of discrimination reverses: women's work is favored over men's. Using a dynamic model, they argue that this pattern is consistent with biased beliefs or stereotypes against women. In line with this, we find that there is no gender gap for well-known authors, but we do not observe a reversal, i.e. we do not find that female well-known authors are favored relative to male well-known authors. Bordalo, Coffman, Gennaioli, and Shleifer (2019), using lab experiments, show that stereotypes vary by category, with individuals tending to overestimate the performance of other men (women) in categories that are judged to be men-typed (women-typed). Similarly, Sarsons, Gërxhani, Reuben, and Schram (2020) find that women are predicted to perform worse than their male counterparts for male-stereotyped quizzes, while in female-stereotyped quizzes, women and men are given equal credit. We provide evidence that is consistent with these findings by showing that the gap seems to be larger in more masculine fields. (2007)). There is less evidence, however, on the value of connections for conference evaluations. We contribute to this literature by showing that, in our context, connections have a large impact on papers' acceptance.
The paper proceeds as follows. Section 2 provides background on the conferences used in the analysis. Section 3 describes the data. Section 4 presents the main results. Section 5 lays out robustness checks. Section 6 discusses the possible mechanisms behind our findings, providing some additional results. Section 7 concludes.
Background
We have obtained data from paper submissions to three major conferences: the European Economic The European Association of Young Economists aims to facilitate the interaction between young researchers in economics. Its main activity is the organization of the yearly meeting: the Spring Meeting of Young Economists (SMYE). The SMYE started in 1996 as a small-scale event for German Ph.D. students in Essen. With driving forces Uwe Dulleck and Achim Wambach, it expanded rapidly from an initial 30 participants to over 100 participants during the third edition in Berlin. By now, the Spring Meeting of Young Economists has become an international event, which has been organized in 11 different countries, and receives over 700 applications per year. Only non-tenured researchers under the age of 35 can submit papers. Co-authors of submitted papers, however, can be of any status or age. For the SMYE, we have data from the 2017 edition, when it was organized in Mallorca.
These three conferences follow a similar evaluation procedure. A program chair or board is respon-8 At the SMYE, referees are given approximately five or six weeks to submit their grades. At the SAEe and the EEA, they are given around two weeks. 9 sible for the selection of papers. The board assigns papers to referees, which are given a few weeks to evaluate the papers. 8 In our sample, a median of 8 papers per referee are assigned, and 38% of papers are assigned to more than one referee. This assignment is mostly done by field of research. Referees then grade papers. The process is not double-blind, as the name of the authors usually appears on the manuscript. On top of this, depending on the configuration of the conference software in any given edition, referees may also see there the list of co-authors and who the submitter is. A justification of the assessment is normally encouraged but not required. When this is provided, it is usually very short. In the EEA and the SAEe, referees are informed of the targeted acceptance rate. This is not the case in the 9 We only observe the number of referees that nominate each paper, not whether each individual referee nominates the paper. Hence, our measure is the number of nominations obtained divided by the number of referees that evaluated the paper. 10 Card, DellaVigna, Funk, and Iriberri (2019) focus on the gender of the author with the most publications (the so-called senior author). We cannot follow the same approach as we only have 2.1% of the observations with a senior female author. SMYE. Although the program committee makes the final selection, referees are influential. In particular, the rules of the SMYE stipulate that the final selection is based on the average score, i.e. no discretionary decisions made by the EAYE Board. There is no such rule in the SAEe or in the EEA, but it is standard practice to follow referees' recommendations. In Section 6, we show that cases in which the committee overrules referees are rare.
Data
In this section, we describe the variables used in the analysis. For more details on the procedure employed to build the dataset, please see the Dataset Construction Appendix.
Outcomes. Our main outcome is a dummy variable that takes the value of one if a given paper was accepted into the conference. In Table 1 , which shows the summary statistics, we can see that the mean acceptance rate was 52%. For the SMYE, and for the EEA in 2016 and 2017, we also observe the grades given by referees to papers. The mean grade, on a 0-10 scale, is 5.73. Finally, at the SMYE each referee can nominate each paper that he or she reviews to be considered for the best paper award. Hence, as an alternative outcome variable for this conference, we consider the share of referees that nominate the paper for the award. 9 The mean of this variable is .07, i.e., on average, 7% of the referees that evaluate a paper recommend it for the award.
Authors' gender. We define the authors' gender in three alternative ways: (i) the share of male authors of the paper (which we use as the baseline), (ii) three dummies indicating whether the paper has a majority of male authors, half-male authors, or a majority of female authors, and (iii) a dummy indicating whether the submitter is male. 10 The mean share of male authors is 69%. The majority of male, half-male, and the majority of female authors categories represent 65%, 12%, and 24% of the observations, respectively. Finally, the mean share of male submitters is 67%, close to the mean share of male authors.
Referees' gender. We consider the gender of referees in some of our empirical analyses. Table 1 shows that 76% of evaluations were done by a male referee.
Fields. We classify papers into fifteen fields following the EEA submissions categories. 11 Consistent with previous work that has documented that women are more represented in some fields than in others (e.g. Dolado, Felgueroso, and Almunia (2012)), we also find that this is the case in our sample. This can be seen in Table A1 , which shows the summary statistics by the gender of the authors. For example, the share of observations on macroeconomics is .22 (.15) among papers written by a majority of male (female) authors, while this share is .11 (.20) on applied microeconomics. 12 The asinh transformation is similar to the log but can accommodate zero citations. It is defined as follows:
Cites of the paper. We have collected the number of Google Scholar cites to account for the quality of the submitted paper. Our variable Cites is defined as the asinh of the number of cites of the paper at the submission year. 12 Our main definition includes existing cites until the submission year to ensure that this variable is not a "bad control", i.e. an outcome of having been accepted into the conference.
However, one may think that, given that it takes some time for papers to be cited, an ex-post measure (i.e. some years after the conference) may capture the quality of the paper better. To take this possibility into account, we have also collected ex-post cites-the cites that the paper had in March 2019. We find that both measures of cites are highly correlated with the acceptance decision but, in fact, the ex-ante measure is a better predictor of acceptance. Finally, as an additional quality measure, we have collected data on whether the paper had been published by March 2019 in any of the 35 high-impact journals considered by Card, DellaVigna, Funk, and Iriberri (2019)-the list of journals can be consulted on Table A2 . In Table A1 , we can see that majority-male-authored papers are, on average, more cited than majority-female-authored ones.
Publication record of the authors. As an additional, indirect measure of quality, we consider the publication record of the authors in the years before the conference. Our main variable, No. Publications, is the average number of publications in the set of 35 high-impact journals in the five years prior to the submission year. For robustness, we also consider the number of publications of the most prolific coauthor, the number of publications in top-five journals in the five years before submission, and the number of publications in the mentioned 35 journals in the 10 years before the submission. Table A1 reveals that the average number of prior publications is higher in papers with a majority of male authors than in those with a majority of female authors.
Institutions of the authors. We consider the quality of the authors' affiliation at the submission year, measured through the IDEAS/RePEc ranking of institutions. For multiple-authored papers, we take the average rank of the authors' affiliations, showing robustness to considering instead the rank of the author in the highest-ranked institution. Our variables are six mutually-exclusive dummies indicating whether the affiliation is among the top-50 institutions, between the top 50 and the top 100, top 100-200, top 200-500, top 500-758 (which coincides with top the 10% institution), or below the top 10%. 13 For robustness, we also use an alternative ranking-the QS World University Ranking. 14 We do not observe large gender differences in the authors' affiliations.
Experience of the authors. To measure the experience of the authors, we have collected the year in which they obtained their PhD. For multiple-authored papers, we consider the average year (and show 13 RePEc does not specify the exact rank of institutions below the top 5%, just indicating whether they are between the top 5% and top 6%, between the top 6% and top 7%, etc. For these cases, we simply consider the mean rank of universities in that interval, e.g. if a university is between the top 5% (379 institutions) and the top 6% (454), we assign it rank 416.
14 The advantage of this ranking is that, unlike the IDEAS/Repec ranking, it is not based on authors that register in the system. The drawback is that only universities are ranked. 15 A limitation of this variable is that, given that some individuals are not registered in Repec, it is missing for 44% of our observations. The vast majority of these are weak connections, as individuals not registered in RePEc are, on average, young or not very active in research. In the analysis, we treat missing values as a separate category and, indeed, we observe that the probability of acceptance of authors in this category is similar to that for authors that are at a shortest path of more than 4. Furthermore, the presence of these missing values is unlikely to drive the results-the gender gap is also present (and is in fact larger) in the subsample with no missings. robustness to using the experience of the most experienced co-author). Our variables are six mutuallyexclusive dummies indicating the number of years passed between the PhD year and the year of the conference-hence, negative values indicate that the co-author was a PhD student at the conference.
As it can be seen in Table A1 , women in our sample are, on average, less experienced than men. For example, observations with 15 or more years of experience are 12% in papers written by a majority of male authors, and 6% in papers written by a majority of female authors.
Connections between the authors and the referees. We have collected two measures of network connections. First, we have coded whether the referee and the authors of any given paper were affiliated with the same institution (or, alternatively, with an institution based in the same city) at the submission year. As with the rest of variables, for the baseline we consider the average, i.e. the share of co-authors in the same institution as the referee, and show robustness with a dummy indicating whether there was at least one co-author in the same institution as the referee. Second, we have accessed the webpage CollEc, which provides "shortest paths" in co-authorship between any pair of the over 43,000 economists in the RePEc network, to obtain shortest paths for referee-author pairs in our sample (as of October 2019).
That is, if two economists are co-authors, then the shortest path equals one. If they are co-authors of co-authors, then the shortest path equals two, etc. 15 Table A1 shows that the shortest path is slightly lower for men than for women.
Empirical Analysis

Unconditional Gap
Our research question is whether the authors' gender affects the probability that a paper is accepted into conferences. We begin by considering the following linear probability model:
where Accepted is a dummy variable that takes the value of one if paper p, evaluated by referee r, submitted in year y to conference c, was accepted into the conference, Share Male Authors is the proportion of male authors in the paper, α cy are conference-year fixed effects, β is the parameter of interest, and prcy is an error term. The unit of observation is a pair paper-referee.
The results of fitting this model are in column (1) of Table 2 . We see that a 1-p.p rise in the share of male authors in the paper is associated with a .054-p.p. rise in the probability that the paper is accepted, i.e. switching from an all-female-authored to an all-male-authored paper increases the probability of 16 More specifically, the mean share of male authors is .66 for papers with one author, .71 for papers with two and three authors, .74 for papers with four authors, .72 for papers with five authors, and .81 for papers with six authors. acceptance by 5.4 p.p. Given the baseline rate of acceptance for papers with all male authors (47.1%), this amounts to an 11.5% effect. This effect is significant at the 1% level.
Conditional Gap
In this subsection, we consider several potential explanations for the gap that we have documented. We sequentially add factors that may correlate with both the authors' gender and the acceptance decision, and see if and how much they can account for the observed gap.
Number of authors. It has been shown that women single-author more than men (see, e.g., Boschini and Sjögren (2007)). We find that this is also the case in our sample: the mean share of male authors for single-authored papers is .66, while it is above .71 for multiple-authored papers. 16 If referees are harsher evaluating single-authored papers, this may make female-authored papers less likely to be accepted. To account for this possibility, we add number-of-authors fixed effects to equation (1). The results, reported in column (2) of Table 2 , reveal that controlling for the number of authors reduces but does not eliminate the gender gap, which is now 4.7 p.p.
Non-random assignment of papers to referees. It might be that female-authored papers are assigned to harsher referees, thus potentially creating the gender gap. To test this explanation, we add referee fixed effects to equation (1). The results, shown in column (3) of Table 2 , indicate that the gender gap remains similar (5 p.p.) after doing so.
Field. As discussed in the previous section, women are relatively more represented in some fields than others. If it is relatively harder to be accepted in more feminized fields (for example, because there are relatively fewer slots at conferences), then this might explain the gender gap. To take this issue into account, we add field fixed effects. Note, however, that the referee fixed effects most likely already account for this, as papers are assigned to referees mainly by topic. In fact, the results (column (4) of Table 2 ) reveal that the gender gap is also not sensitive to the inclusion of field fixed effects.
Cites of the paper. If women submit papers of lower quality than men, this might explain why the probability of acceptance of female-authored papers is lower. To control for quality, we add the cites of the paper as a control variable. The results, shown in column (5) of Table 2 , indicate that this variable is highly correlated with the acceptance decision: as expected, more cited papers are more likely to be accepted. The gender gap after including this control is reduced to 4.5 p.p., but is still significant.
Publication record of the authors. As an additional measure of quality, we add as a control the average number of publications of the authors in a set of 35 leading journals in the five years before the submission. In column (6) of Table 2 , we can see that one more prior publication increases the probability of acceptance by 7.8 p.p. After including this control, the gender gap is 3.1 p.p. (significant at the 5% level). 17 Regarding the first point, there is evidence that connections play an important role in evaluation processes, including national qualification exams, evaluations at the university level, and grant peer-review, as summarized in the introduction.
Institutions of the authors. As another measure of quality, we add the institution dummies as controls. We find that papers written by authors from a top 50 (50-100, 100-200, 200-500, 500-10%) institution are 32.0 p.p. (27.6, 24.2, 16.7, 9.3 p.p.) more likely to be accepted than those written by authors from a below-10% institution. These sizable effects may have two explanations. First, referees may use the affiliation of the authors as an element of judgment, i.e. they take it into consideration in the evaluation. Second, if the two previous quality controls (cites and previous publications) do not completely account for the quality of the paper, affiliations may capture some of it. After including these controls, the gender gap remains similar, at 3.2 p.p. (significant at the 5% level).
Experience of the authors. The fact that, as discussed above, female authors are, on average, less senior than male authors could create a gender gap if referees take experience into account when evaluating papers. In column (8) of Table 2 , we add the experience dummies to the regression. Overall, we do not find large differences in the probability of acceptance by experience. If anything, it would seem that papers written by more experienced authors (more than 10 years) are less likely to be accepted.
The gender gap remains unchanged when these controls are included.
Connections of authors and referees. Finally, if network connections play a role in the evaluation of papers, and male economists are better connected than female economists, this could generate the gender gap in acceptance rates. 17 By connections, we mean that the referee and the author(s) of the evaluated paper have a personal bond. 18 Column (9) of Table 2 provides the results when adding our two sets of connections variables to the regression. The results indicate that both are highly correlated with acceptance. A paper evaluated by a referee that is in the same institution as all the authors of the paper is 14.1 p.p. more likely to be accepted relative to one in which no author is in the same institution as the referee. Relative to missing paths, a shortest path of 1 (that is, all authors of the paper are coauthors the referee) increases the probability of acceptance by 21.6 p.p. Note that these large magnitudes are present conditional on a substantial number of factors, in particular, the quality of the institution. This suggests that connections are a strong driver of the evaluation process. However, the results also indicate that they cannot explain the gender gap. The estimated coefficient barely changes with the inclusion of connections to the regression, remaining at 3.3 p.p. (significant at the 5% level). This represents a 6.8% effect.
In sum, the results indicate that a non-negligible gender gap remains even after controlling for a considerable number of possible factors. In the next section, we assess the robustness of this result.
Regarding the second point, there is evidence that male economists are better connected than female economists. For example, Ductor, Goyal, and Prummer (2018) show that women have fewer collaborators than men. Hilmer and Hilmer (2007) , observe that, in the US, around half of the economics PhD students being advised by women are female, while only 18% of economics PhD students advised by men are female. 18 Cases in which this is likely to happen, and that are usually the focus of the literature on networks, are that the referee and the authors are or have been co-authors, colleagues, advisors, or mentors.
Robustness
In this section, we show that our results are robust to a number of robustness tests accounting for selection, potential omitted variables, and definition of variables. We begin by discussing the possibility of self-selection into submitting papers to conferences and what implications it may have on our estimates.
We then address the issue of possible omitted variable bias, performing Oster (2019)'s test. Next, we test if the results are driven by a specific conference. Finally, we study the robustness to alternative definitions of the gender and control variables.
Selection. If there is self-selection into submitting papers to conferences, the characteristics of the authors in our sample could differ relative to the overall population of economists. For example, if lesserknown women believe that, conditional on submission, there is a gender gap against them (consistent with what we find in this paper), they may be less likely to submit their papers. This would make female applicants to conferences to be, on average, more well-known. On the other hand, several departments are trying to get gender balance in the invited seminar speakers. This might lead well-known female economists to be invited to present and less likely to apply to conferences given that they have already several opportunities to present. This would create self-selection in the other direction, that is, female economists that apply to conferences would be, on average, less well-known.
Overall, we observe that the pool of presenters in our sample is, in terms of gender, similar to the average in the profession. According to Auriol, Friebel, and Wilhelm (2019), the share of female positions in economics research institutions in Europe is 34.3% (32.8% in top-100 institutions). 19 In our sample, the share of female authors is 31%. It could still be the case that, although the gender composition in our sample is representative of the overall population of economists, there are gender differences by quality, i.e. that there is an over-representation of female authors of high quality and an under-representation of female authors of lower quality (or the opposite). Given that all our results are conditional on submission, this would only affect our results if it induces some quality differences that the included controls do not fully capture. We discuss this possibility next. if the estimated coefficient is robust to the inclusion of observable controls, then this is also an indication 19 In the US, the share of female faculty in economics departments with doctoral programs is 23.5%, and 33.7% in those without them (Committee on the Status of Women in the Economics Profession (2017)). 20 These factors could be related to self-selection, as discussed in the previous subsection, but could also exist in the absence of self-selection, if there are gender differences in the overall population of economists. 21 Intuitively, it is more reassuring if the estimated coefficient remains invariant after controlling for covariates that raise a lot the R 2 than if this happens when controlling for covariates with less explanatory capacity. that it would not be affected much by the failure to control for other possible non-observable factors.
Oster (2019)'s version takes into account the explanatory capacity of the covariates. 21 In Table 3 , we report the results. The bias-adjusted coefficients tell us what the effects would be under the assumption that unobservables have the same explanatory power than observables. For the specification with all the controls (columns (7)-(9)), the bias-adjusted coefficient is still positive and sizable (.020, vs. .033 in the baseline). We also report Oster's δ coefficients, which indicate how much more explanatory power should unobservables, relative to observables, have to fully account for the estimated effects. Oster (2019) suggests that δ values above one are reassuring about the robustness of the results. For the specification with all the controls, we obtain δ = 2.29, indicating that possible omitted factors should have considerably more explanatory power than observables to account for the gap.
(ii) The heterogeneity results that will be presented in Section 6 also suggest that the gap cannot be fully explained by the existence of omitted factors. For example, unobserved quality cannot explain why the gap is entirely driven by male referees-unless one is willing to assume that male referees care more about quality than female referees.
Results by conference. If the effect comes from a specific conference, one could worry that it is due to some idiosyncratic component specific to that conference, as opposed to revealing a general pattern in the profession. Hence, finding that the effect is similar in the three conferences would be reassuring about the external validity of the results.
We investigate whether the effect differs by conference by adding the interactions terms Sh. Male Authors x SAEe and Sh. Male Authors x SMYE to equation (1). The results are in column (1) of Table   4 . We can see that on average, males are accepted at the EEA (the omitted category) 3.2 p.p. more than females. However, this estimate is rather imprecise due to the reduced number of observations when studying one subsample. The interactions terms are very close to zero and non-significant, suggesting that there is a gender gap of a similar magnitude in the three conferences.
Definition of the authors' gender. In column (2) of Table 4 , we account for possible non-linearities in the effect of the share of male authors. We do this by replacing the share of male authors with dummies for having a majority of male authors and half-male authors, where papers with a majority of female authors are the omitted category. A gender gap is also observed under this alternative categorization of the authors' gender: papers with a majority of male authors are 3.1 p.p. more likely to be accepted than those with a majority of female authors, and this effect is significant at the 5% level. Papers co-authored by a team of half men and half women are equally likely to be accepted than papers with a majority of female authors. 22 As explained in Section 2, while we do observe who the submitter is, it is not clear if referees know this when evaluating the paper. The information is stored in the software but whether this information is observable by referees depends on the configuration of the software in the particular edition of the conference.
In column (3) of Table 4 , we separate the gender of the submitter and non-submitters. 22 We can see that there is a gender gap in both categories: papers submitted by a female are 2.6 p.p. less likely to be accepted than those submitted by men (conditional on the gender composition of non-submitters) and switching from a paper with no female non-submitters to one with all female non-submitters does so by 5.3 p.p. (conditional on the gender of the submitter).
Definition of the control variables. Finally, Table 5 
Discussion of the Potential Mechanisms
In section 4, we saw that several potential factors (number of authors, non-random assignment of papers to referees, fields, cites of the paper, publication record, affiliation, and experience of the authors, and connections between the authors and the referees) explain some of the unconditional gap in acceptance rates. However, a gap of 3.3 p.p. remains even after taking these factors into account. In this section, we discuss four possible mechanisms behind the remaining gap.
Referees have stereotypes against female economists. Stereotypes are over-generalized beliefs about a particular category of people. As modeled by Bordalo, Coffman, Gennaioli, and Shleifer (2019), in the presence of stereotypes, individuals exaggerate group differences by focusing on the, often unlikely, features that distinguish one group from the other. In our context about gender, stereotypes would distort the perceived ability of the average member of a given gender. As argued by Bayer and Rouse (2016), stereotypes may be implicit or unconscious, which can produce behavior that diverges from the individual's own endorsed beliefs or principles.
Next, we perform three sets of tests, suggested in Bagues, Sylos-Labini, and Zinovyeva (2017), to study if stereotypes may play a role in explaining the observed gender gap. 23 The gender gap is also virtually unchanged if we consider a probit instead of a linear probability model (point estimate: .033; standard error: .010), or if we weight the observations by the inverse of the number of referees per paper (point estimate: .033; standard error: .014). 24 There are gender differences on perceptions on whether men can be be better political leaders or business executives than women, as detailed in footnote 5. There is also some evidence that such differences could exist in academia. For example, editors of prominent economics journals surveyed by Card, DellaVigna, Funk, and Iriberri (2019), think that male reviewers are less likely to give a positive evaluation of female-authored papers than female reviewers.
(i) Given that there is evidence that men hold more negative stereotypes of women than women do, finding a larger gap in papers that are evaluated by male referees would suggest the presence of stereotypes against female economists. 24 To test whether this is the case, we add the interaction term Share Male Authors x Male Referee to equation (1). The results (column (1) of Table 6 ) indicate that the gender gap is entirely driven by male referees. When papers are evaluated by female referees, there is no gender difference between male and female-authored papers. When they are evaluated by male referees, there is a 4.5 p.p. gap (effect significant at the 10% level).
(ii) Stereotyping should be weaker when referees are more informed about the authors' quality. For example, in the extreme case that referees perfectly knew the authors' ability, they would be no role for stereotyping, as referees would not need to impute the authors' ability from the ability of the group.
Hence, if the gap is driven by gender stereotypes, we expect that there is a smaller gap against wellknown authors. We test for this by considering five alternative definitions of being "well-known": being affiliated with a top-100 or top-50 institution, or having published at least one paper in a top-35 journal in the last five or ten years before submission, or in a top-five journal in the last five years before submission. 25 We replace our treatment, Share Male Authors, with two variables that measure the share of male authors among well-known authors, Share Male Authors | Well-Known, and among lesser-known authors, Share Male Authors | Lesser-Known. 26 In these specifications, we include number-of-wellknown-authors dummies on top of number-of-authors dummies. The results (columns (2)-(6) of Table   6 ) indicate that there is no gender gap against well-known authors. In the five specifications, the coefficient on Share Male Authors | Well-Known is close to zero and non-significant. All the gap is driven by lesser-known authors, with coefficients around 3-4.5 p.p. and statistically significant at the 1 or 5% levels, depending on specification.
(iii) Stereotyping should be stronger in fields that are less feminized. According to Bagues, Sylos-Labini, and Zinovyeva (2017), we should expect more stereotyping in more masculine fields because these fields offer fewer chances to interact with women. 27 Hence, if the gap is driven by gender stereo-25 These variables are, as expected, positively correlated, but not redundant. For example, among the set of authors with at least one paper in a top-35 journal in the last five or ten years before submission, 70% are not in top-100 institutions. 27 Similarly, Bordalo, Coffman, Gennaioli, and Shleifer (2019) provide evidence that stereotypes vary by category, with individuals tending to overestimate the performance of other men (women) in categories that are judged to be men-typed (women-typed). To the extent that more masculine fields are more men-typed, i.e. men have some (probably small) advantage in performance in those fields, stereotypes would lead to a larger gap in more masculine fields. 28 Fields above the median share of male authors are econometrics, theory, finance, industrial organization, law and economics, macroeconomics, political economy, and public economics. Fields above the 75th percentile are theory, finance, macroeconomics, and political economy. 29 We assign fields to macro-areas as follows. Fields in the applied-micro area are applied micro, behavioral, development, geography, history, environmental, industrial organization, labor, law and economics, and public. Fields in the macroeconomics area are macroeconomics, international, and econometrics. Fields in the theory area are theory and political economy. The finance area coincides with the finance field. Assigning econometrics or behavioral to theory does not change the results. types, we expect the gap to be larger in relatively more masculine fields. To test whether this is the case, we interact our treatment, Share Male Authors, with the variable Masculine Field, which takes the value of one (zero) if the share of male authors in the field of the paper is above (below) the median-or, alternatively, the 75th percentile. 28 The results, displayed in columns (7) and (8) of Table 6 , suggest that the gap is higher in more masculine fields. The interaction is quantitatively large (but not statistically significant): the gender gap is 3.1 p.p. (three times) larger in fields with more men than the median, and 4.6 p.p. (3.7 times) larger in fields with more men than the 75th percentile. Finally, in column (9) of Table 6 , we show the effects by macro-areas: empirical micro (the omitted category), macro, theory, and finance. 29 The results indicate that the gap is 1.6 p.p. in empirical micro, and 1.8 p.p. higher in macro and .9 p.p. higher in theory (but these differences are not statistically significant). The largest difference is with finance: the gap is 11.7 p.p. larger than in empirical micro (significant at the 5% level). 30 In sum, there is evidence that the gap is driven by male referees, only exists for lesser-known authors, and seems larger in more masculine fields. All of these results are consistent with referee stereotypes against women. However, as mentioned in Section 2, the acceptance decision is potentially influenced not only by referees but also by the program committee. Although the fact that the gender gap remains unchanged when referee fixed effects are included suggests that referees drive the gap, here we provide additional evidence that reinforces this conclusion. We exploit that, for the SMYE and for the EEA in 2016 and 2017, we can observe the grade given by each referee to each paper. For the SMYE, we also have data on whether the paper was nominated by referees for the best paper award. Using this information, we first study if there is also a gender gap when we consider Grade or Nomination as the outcome. Column (1) of Table 7 shows, for reference, the effect on Accepted using the subsample in which Grade is available. Column (2) shows that all-male-authored papers receive, on a 0-10 scale, .14 more points than all-female-authored papers (effect significant at the 10% level), and column (3) shows that they are 2.6 p.p. more likely to be nominated (significant at the 5% level). Hence, there is also a gender gap when we look at referee-specific outcomes. Second, we check how frequent overrules are, i.e. cases in which a paper is accepted even though it should have been rejected based on the grade received by referees, or vice versa. 31 We find them to be rare-only 3.1% of cases-and uncorrelated with the 30 This is consistent with the situation in the finance profession described by Sherman and Tookes (2019). They study finance faculty from the top-100 US business schools during 2009-2017 and find that women tend to have positions at lower-ranked institutions, are less likely to be tenured, and are paid approximately 4% less than men. 31 Suppose that, in a given conference-year, N papers are accepted. We define the cutoff grade as the grade obtained by paper ranked in position N. We say that there is an overrule if a paper with a grade lower (higher) than the cutoff grade is accepted (rejected). 32 We have also estimated whether the gap differs by the gender of the chair of the admissions committee. The chair was female in the EEA in 2017, in the SAEe in 2012 and 2016, and in the SMYE. We cannot reject the null that the gap is the same with male and female chairs: the interaction term on Share Male Authors x Female Chair is close to zero and non-significant (point estimate: -.001; standard error: .019). authors' gender. In columns (4)-(6) of Table 7 , we show that the results presented in columns (1)-(3) do not change when dropping overrules from the sample. 32
Our quality measures are gender biased. One possibility is that the number of cites is gender biased. If this is the case, we may find a gender gap in the evaluation of submissions to conferences after controlling for quality, but this would not imply a gender bias in conferences' evaluations. Note that, under this explanation, for the evaluations of submissions to conferences to be gender neutral, it should be that the number of cites is biased in favor of women, i.e. female-authored papers are more cited than male-authored papers conditional on quality. If cites are biased against women, then the gender bias in conferences evaluations would be larger than what we find in this paper, i.e. we would be obtaining a lower bound of the bias.
While determining biases in citations is beyond the scope of this paper, Card, DellaVigna, Funk, and Iriberri (2019) argue, based on a survey to economists, that citations are biased against women. If this is the case, we would be underestimating the gender bias in the evaluation of submissions to conferences.
Finally, note that the same argument applies to our other quality measures, namely, the quality of the authors' prior publications and affiliations. Gender biases in these variables could account for the gender gap, to the extent that they are biased in favor of women, i.e. women publishing better and being affiliated with better institutions than men of the same quality. 33
Papers' unobserved characteristics differ by gender. It may be that female-authored papers lack some characteristics that are especially valued by conferences' referees. For example, if, in comparison with male-authored papers, female-authored papers make more substantive relative to methodological contributions, and conferences' referees are especially interested in this type of papers, this could generate a gender gap in acceptance rates. 34 Although we cannot rule out this channel, we do not believe that it is the most natural explanation to our findings, as it cannot easily account for the observed heterogeneities. First, it is not clear why we should expect that these unobserved papers' characteristics are only valued by male and not female referees. Second, it is not clear how this mechanism can explain why there is only a gender gap for lesser-known authors.
Taste-based discrimination against female economists. Taste-based discrimination is consistent with the finding that the gap is driven by male referees. However, that the gap is only against lesserknown authors favors an interpretation based on stereotypes relative to one based on taste-based discrimination (Bohren, Imas, and Rosenberg (2019)). 33 However, Sarsons, Gërxhani, Reuben, and Schram (2020) suggests that women are given less credit for papers written with men, affecting negatively their tenure prospects. 34 We say "especially" interested because, given that we control for fields and quality, these unobserved characteristics must be things that are valued by referees beyond field and quality (as proxied by the number of cites, prior publications, and institutions).
Conclusion
Using data from three large European conferences, we find that all-female-authored papers are 3.3 p.p.
(6.8%) less likely to be accepted than all-male-authored papers. This gap is present after accounting for a considerable number of factors, including cites of the paper, authors' publication record, affiliation, and experience, and connections between authors and referees. Our results indicate that the gender gap is entirely driven by male referees, is against lesser-known authors, and seems larger in more maledominated fields, especially in finance, suggesting that the gap is driven by stereotypes against female economists.
These findings have direct policy implications for the design of systems to evaluate research and, more specifically, to select papers for conferences. In particular, they imply that a more gender-balanced pool of referees would lead to more gender-neutral acceptance decisions. For example, the Executive Committee of the Spanish Economic Association has recently decided that future editions of the SAEe will have a gender-balanced panel of referees. Our results suggest that this decision may enhance equality of opportunities for female economists.
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The unit of observation is a pair paper-referee. The variable Grade is available only for the SMYE and for the EEA in 2016 and 2017, and the variable Nomination is available only for the SMYE. In 15 observations the submitter information is missing. Results of regressing a dummy indicating whether the paper was accepted on the indicated set of variables and fixed effects. Cites is the asinh of the number of cites of the paper at the submission year, No. Publications is the average number of publications of the authors in the set of 35 high-impact journals specified in Table A2 in the five years prior to the submission year, the Top Ins. variables are dummies indicating the average rank of the affiliation of the authors (omitted category: below 10% institutions), the Experience variables are dummies indicating the average years passed since the authors obtained their PhD (omitted category: missing experience), the Shortest Path variables are dummies indicating the average shortest path in co-authorship between the referee and the authors (omitted category: missing shortest path), and Same Institution is the fraction of the authors that are in the same institution as the referee. Standard errors clustered by paper and referee in parentheses. * p < 0.10, * * p < 0.05, * * * p < 0.01. 
Tables
Columns (1), (4), and (7) show the estimated effect,β (also reported in Table 2 ), including different sets of control variables. Columns (2), (5), and (8) show the bias-adjusted β from Oster (2019) under the assumption that δ = 1 and R max=1.3R, with an upper limit of Rmax=1. Columns (3), (6), and (9) show the value of δ that makes the coefficient zero. ), which are publications by the most-prolific co-author (instead of average publications by all co-authors); column (5) replaces the institutions dummies based on the average quality of the authors' affiliations with institutions dummies based on the affiliation of the best-placed co-author; column(6) replaces the institution dummies (based on the RePEc/IDEAS ranking) with institution dummies based on the QS World University Ranking; column (7) replaces the experience dummies based on the average experience of the authors with experience dummies based on the experience of the most-experienced co-author; column (8) replaces the shortest-path dummies based on the average shortest path between the authors and the referee with shortest-path dummies based on the shortest-path of the co-author that is closest to the referee; columns (9)-(11) replace Same Institution with Same Ins. (Max.)-a dummy indicating whether there is at least one co-author in the same institution of the referee-, Same City-the fraction of the authors that are in an institution in the same city as the referee--, and Same City (Max.)-a dummy indicating whether there is at least one co-author in an institution in the same city of the referee), respectively. Standard errors clustered by paper and referee in parentheses. * p < 0.10, * * p < 0.05, * * * p < 0.01.
Results of regressing the indicated outcome on the share of male authors and the full set of controls and fixed effects included in column (9) of Table 2 . All columns restrict the sample to observations in which Grade is non-missing. Columns (4)-(6) also drop observations in which the program committee overruled the recommendation of the referees. Standard errors clustered by paper and referee in parentheses. * p < 0.10, * * p < 0.05, * * * p < 0.01.
Results of regressing a dummy indicating whether the paper was accepted on the indicated set of variables. In addition to the reported coefficients, all columns contain the full set of controls and fixed effects included in column (9) of Table 2 . Columns (2)-(6) include number-of-well-known-authors dummies on top of number-of-authors dummies. Well-known and lesser-known authors defined in each column as specified on the last row of the table, for example, column (2) is based on Top-100 Ins., meaning that we code an author as well-known if he or she is in a top-100 institution. Masc. Field (≥ p50) (≥ p75) is a dummy indicating if the field is above the median (75th percentile) share of male authors. Fields above the median are econometrics, theory, finance, industrial organization, law and economics, macroeconomics, political economy, and public economics. Fields above the 75th percentile are theory, finance, macroeconomics, and political economy. Macro*, Finance*, and Theory* are dummies indicating the macro-area of the paper. Fields in empirical micro (the omitted category) are applied micro, behavioral, development, geography, history, environmental, industrial organization, labor, law and economics, and public. Fields in the macroeconomics macro-area are macroeconomics, international, and econometrics. Fields in the theory macro-area are theory and political economy. Standard errors clustered by paper and referee in parentheses. * p < 0.10, * * p < 0.05, * * * p < 0.01. Online Appendices
Dataset Construction
The procedure to build the database takes place in several stages. Each year, submissions are identified by a unique paper id. To guarantee confidentiality, different elements of the files have been processed separately in order to codify the following variables:
Gender variables. We temporarily stored authors' and referees' names in a different file in order to codify gender, and deleted names afterwards. Gender is inferred from the first names of the authors using three different packages used in previous literature: ( To identify a name as male or female, we imposed a minimum probability that a name is of a given gender of 80%. Names that could not be identified with the previous procedures, or for which we obtained conflicting genders, were completed by hand by a research assistant, inferring gender from photos or pronouns on the webpages or CVs of the authors.
Papers for which in the end we cannot identify the gender of the author or, for multiple-authored papers, of all the co-authors, are dropped from the analysis (2.1% of observations).
Fields variables. For all the SMYE submissions, and 65% of SAEe submissions, we have a variable showing the field indicated by the authors at the time of submission. In these cases, we coded our fifteen field variables from this information. For the remaining cases (EEA and 35% of SAEe submissions), we temporarily stored the papers' titles on a different file and assigned the field by hand from the titles.
When the field was not obvious from the title, we used JEL codes (available for years 2016 and 2017 of the EEA) and the abstract of the paper (which we searched for online). Two observations in which, after this procedure, we could not identify the field, are dropped from the analysis. After this, we deleted the file with the titles.
Cites variables. We temporarily stored the title of each paper in a separate file. We instructed our research assistants to look for each paper in Google Scholar, and to collect the number of cites at the time of the search (March 2019) and at one year before the paper was submitted (by restricting the search to papers dated until that year). After this procedure, we deleted the titles.
Number of publications variables. We temporarily stored the names of the authors in a different file. To obtain the prior record publication of the authors, we downloaded from Econlit the names of all the authors who have published at any of the journals listed in Table A2 since 2002. We then merged those names with the names in our dataset. After this merge, we deleted names.
Institutions variables. We temporarily stored the authors' institutions in a different file, and matched those institutions with their position at the ranking of IDEAS/RePEc, as of 3 December 2018, or with the 2018 QS World University Ranking. After this merge, we deleted institution names.
Same institution and city variables. We temporarily stored authors' and referees' institutions, and coded perfect matches as 1. Then we went over the remaining observations, and coded the variables Same Institution and Same City by hand. After this, we deleted institution names.
Shortest path variables. In the original temporal file that only included authors' and referees' names, we added the Repec identifiers for authors and referees and deleted names. Then we created a file with the codes of each pair author-referee in our sample, and scraped the data from collec.repec.org (accessed on October 2019) to obtain the shortest path for each pair author-referee. Finally, we merged this back to our main dataset using the identifiers.
The unit of observation is a pair paper-referee. The variable Grade is available only for the SMYE and for the EEA in 2016 and 2017, and the variable Nomination is available only for the SMYE. 
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