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The fourth moment of Dirichlet L-functions at the central value
XIAOSHENG WU
Abstract. The fourth moment of Dirichlet L-functions at the central point has been
widely concerned, and an asymptotic formula with a power saving error term has been
proved by Young for prime moduli, while the general moduli case is still open. In this
work, we prove an asymptotic formula with a power saving error term for the fourth mo-
ment of Dirichlet L-functions at the central point for general moduli. The work relies
on our deduction of the theory for a special divisor sum function, called Dq-function,
which is the key to deduce the main term and to apply the Kuznetsov trace formula for
congruence groups. Another key ingredient is an uniform bound for a double sum in
Kloosterman sums, which is of independent interest and may be useful elsewhere.
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1. Introduction
Moments of L-functions in families encode deep properties about the family and have
a wide range of applications. Estimating moments of families of L-functions, especially
their asymptotic formulae, is regarded as a central problem in number theory. There is a
very general conjecture on asymptotic formulae for integral moments of L-functions by
Conrey, et.al., [CFK+05]. However, we can hardly obtain an asymptotic formula for a
moment higher than fourth by now.
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Moments of the Riemann zeta-function were first concerned and most extensively stud-
ied by researchers. An asymptotic formula for the fourth moment of the Riemann zeta-
function may go back to Ingham [Ing26], who proved
1
T
∫ T
0
|ζ(1
2
+ it)|4dt = a4(logT )4 + O
(
(logT )3
)
with a4 = (2π
2)−1. Ingham’s result only gave the leading term of the asymptotic formula.
Heath-Brown [HB79] improved this result by obtaining all lower-order main terms that
1
T
∫ T
0
|ζ(1
2
+ it)|4dt = P4(logT ) + O
(
T−
1
8
+ε
)
,(1.1)
where P4(x) is a computable absolute polynomial of degree 4 (see also [CFK+05, formula
(5.1.4)]). A power saving in the error term was first obtained in Heath-Brown’s result.
In fact, distinguishing all lower-order main terms with a power saving in the error is a
significant challenge and requires a difficult analysis on off-diagonal terms.
The analysis on off-diagonal terms is related to the divisor problem∑
n≤x
d(n)d(n + r)(1.2)
uniformly for r as large as possible. A divisor problem of this kind has been widely
studied, and one can also refer to [DFI94] for example. The treatment of the divisor
problem is based on estimations on Kloosterman sums. For Heath-Brown’s result (1.1),
Weil bound for Kloostermn sums works well, but to obtain a further power saving in the
error, we require the spectral theory of automorphic forms, in particular the Kuznetsov
formula to treat sums of Kloosterman sums. Then Zavorotnyi [Zav89] improved the result
to
1
T
∫ T
0
|ζ(1
2
+ it)|4dt = P4(logT ) + O
(
T−
1
3
+ε
)
.(1.3)
Further more, a beautiful explicit formula for a smoothed version of the fourth moment
of the Riemann zeta-function has been obtained by Monohashi [Mot93] (see also [Mot97,
Theorem 4.2]), which expresses the moment in terms of the central values of certain
automorphic L-functions. Based on this explicit formula, Ivic´ and Motohashi [IM95]
have replaced the factor T ε in the error of (1.3) with a power of logT , which is the
current best-known result. A generalization of Motohashi’s formula to a fourth moment
of Dirichlet L-functions modulo q weighted by a non-archimedean test function has also
been obtained by Blomer, et.al., [BHK+20], which proceeds in a different way, as well as
some interesting applications are considered.
The fourth moment of the family of Dirichlet L-functions averaged over all primitive
characters modulo q turns out to be much hard to study. Although it has some analogous
places to the Riemann zeta-function in t-aspect, as we will see, there are significant differ-
ences which cause the fourth moment of Dirichlet L-functions to be much more difficult
to treat. It has ever be conjectured by [Ram79] that, for prime q,
q−1
∑
χ( mod q)
|L(1
2
, χ)|4 ∼ (2π2)−1(log q)4.
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For q . 2 (mod 4), Heath-Brown [HB81] proved
1
ϕ∗(q)
∑∗
χ( mod q)
|L(1
2
, χ)|4 = 1
2π2
∏
p|q
(1 − p−1)3
(1 + p−1)
(log q)4 + O
(
2ω(q)
q
ϕ∗(q)
(log q)3
)
,
where the sum is over all primitive characters modulo q, ϕ∗(q) denotes the number of such
primitive characters, and ω(q) denotes the number of distinct prime factors of q. Note that
the condition q . 2 (mod 4) is reasonable since there are no primitive characters modulo
q if q ≡ 2 (mod 4). This gives an asymptotic formula if q is not divided by too many
primes. Soundararajan [Sou07] filled this gap by improving the error, so that the leading
term of the asymptotic formula has been obtained for all q.
However, due to the conjecture for integral moments by [CFK+05], it is believed that
1
ϕ∗(q)
∑∗
χ( mod q)
|L(1
2
, χ)|4 =
∏
p|q
(1 − p−1)3
(1 + p−1)
P4(log q) + O
(
q−
1
2
+ε
)
with P4(x) being a computable absolute polynomial of degree 4. When q is a prime,
Young [You11] pushed the result much close to the conjecture, more precisely, he proved
1
ϕ∗(q)
∑∗
χ( mod q)
|L(1
2
, χ)|4 = P4(log q) + O
(
q−
1
80
+
θ
40
+ε
)
,
where θ = 7/64 is the current best-known bound on the size of the Hecke eigenvalue of a
Maass form.
Young’s work also motivates the study of another difficult and interesting problem, to
obtain an asymptotic formula with a power saving for the second moment∑∗
χ( mod q)
L(1
2
, f  χ)L(1
2
, f  χ)(1.4)
of any fixed cusp forms f twisted by all primitive characters modulo q. Blomer and
Milic´evic´ [BM15] solved this problem for all sufficiently factorable q including 99.9% of
all admissible moduli. Exceptions are for those q that are essentially a prime or the prod-
uct of two primes of almost equal size. As observed by Fouvry, Kowalski and Michel,
the method in [BM15] can be applied to improve Young’s result, especially to remove the
dependence of Ramanujan-Petersson conjecture by average results on Hecke eigenvalues.
A remaining case for (1.4) with q prime was then solved by Blomer, et.al., [BFK+17a],
where estimates on bilinear forms in Kloosterman sums were introduced in solving the
problem. Along this way, Young’s exponent −1/80 + θ/40 was then improved to −1/20
by Blomer, et.al., [BFK+17a,BFK+17b]. This improvement is based on two ingredients
applied, one of which is some powerful results concerning bilinear forms in Klooster-
man sums [FKM14,KMS17,SZ16], and the other is an average result concerning Hecke
eigenvalues to remove the dependence of the Ramanujan-Petersson conjecture.
However, there are essential differences between treatments for Dirichlet L-functions
and (1.4), e.g., main terms for (1.4) are only contributed by diagonal terms, while an
asymptotic formula of the fourth moment of Dirichlet L-function relies on a difficult anal-
ysis of off-diagonal terms to deduce all lower-order main terms. For the fourth moment
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of Dirichlet L-functions, it has been more than ten years since Young announced his clas-
sical result for prime moduli, while the case for general moduli is still open. This paper
is devoted to this problem, and we specify our main result in the following theorem.
Theorem 1.1. For any q . 2 (mod 4), we have
1
ϕ∗(q)
∑∗
χ( mod q)
|L(1
2
, χ)|4 =
∏
p|q
(1 − p−1)3
(1 + p−1)
P4(log q) + O
(
q−
1
80
+
θ
40
+ε
)
(1.5)
for a certain computable absolute polynomial P4(x).
Note that Theorem 1.1 gives an asymptotic formula with the same error as the prime
cases obtained in [You11]. The two ingredients introduced in [BFK+17a, BFK+17b] to
improve the error term for prime moduli do not seem to work well for general moduli,
while we have made no attempt to optimize the error term.
If only considers the leading main term such as results of Heath-Brown and Soundarar-
jan, one can just bound all off-diagonal terms. However, to distinguish all lower-order
main terms with a power saving in the error, we should prove an asymptotic formula
for these off-diagonal terms. Comparing to the divisor problem (1.2) for the Riemann
zeta-function, we should treat the following divisor sum
1
ϕ∗(q)
∑
d|q
ϕ(d)µ(q/d)
∑∑
m≡n( mod d)
(mn,q)=1
d(m)d(n)√
mn
V
(
mn
q2
)
,(1.6)
where V(x) is a smooth function with rapid decay in x, satisfying V(x) ∼ 1 for small x.
The diagonal terms m = n contribute the leading term of the polynomial in (1.5).
The treatment of off-diagonal terms in (1.6) is much more difficult. One of the primary
difficulties is the large ranges of the sum over m and n. For the fourth moment of the
Riemann zeta-function, the averaging over t-aspect forcesm and n to be very close to each
other. Similar phenomenon also arises for Dirichlet L-functions, which is mainly due to
the cancelation of the Mo¨bius function in (1.6) but is much weaker. Another primary
difficult is the coprime condition in the sum over m and n, due to which some classical
tools such as Voronoi summation formula and the Estermann D-function are unavailable
or less power.
Difficulties of these two aspects may be a little bit clear or can be removed when q is
prime, in which case d just takes values 1 or q in (1.6). When m and n are far away from
each other, one may expect the cancelation due to the uniform distribution of the divisor
function in arithmetic progressions, that is if (m, q) = 1,∑
n≤x
n≡m( mod q)
d(n) =
1
ϕ(q)
∑
n≤x
(n,q)=1
d(n) + (error).(1.7)
The problem of estimating (1.7) is a challenging open problem, which has already been
studied such as in [Fou85,FI92], but known results are still insufficient in estimating (1.6)
for prime q. However, due to a more complicate cancelation of the Mo¨bius function, it
does not seem that any further progression on (1.7) may benefit the estimation (1.6) for
general q. In the other hand, when q is prime, the coprime condition (mn, q) = 1 does not
really work since it can be removed directly with a negligible error q−1+ε.
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Let BM,N denote the same sum as in (1.6) but withm, n restricted to the dyadic segments
M < m ≤ 2M, N < n ≤ 2N. The treatment of BM,N proceeds essentially in two different
ways, according to the relative sizes of M with respect to N. Estimating BM,N for general
q is much more difficult, and many essential difficulties, especially from the coprime con-
dition, should be handled with new ingredients. Nevertheless, the basic strategy closely
follows Young.
Off-diagonal terms with M and N relatively close contribute lower-order main terms.
When q is prime, the theory of the Estermann D-function plays a key role in the deduction
of these lower-order main terms, but it does not work for general q, due to the coprime
condition. Motivated by [Wu19], we deduce the theory for such special divisor sum
function
Dq
(
s, λ,
h
l
, r
)
=
∑
(n,q)=1
(n+r,q)=1
σλ(n)
ns
e
(
n
h
l
)
with σλ(n) =
∑
d|n d
λ. The deduction is elaborate and presented in Section 5. In addi-
tion, an application of the Kuznetsov formula for classical Kloosterman sums is insuffi-
cient to treat the error arising from the functional equation, instead, we should apply the
Kuznetsov trace formula for general Kloosterman sums for congruence groups after an
evolution of the original Kloosterman sum.
When M and N are far away from each other, such off-diagonal terms just contribute to
the error term, and Weil bound for Kloosterman sums controls them well for N/M > q1+ε.
To extend the range, we open the divisor function d(n) and let n = n1n2, where n1 ≍ N1
and n2 ≍ N2 with N1 ≪ N2 and N1N2 ≍ N. For large N1 ≫ q 12+ε, we bound them by
treating the following double sum in Kloosterman sums
D(L,K; q) =
∑
l≤L
∣∣∣∣∣∣∣
∑∗
k≤K
αke
alk
q

∣∣∣∣∣∣∣ ,
which is of independent interest. High power factors in q cause difficulties in the treatment
of such double sum, and the new ingredient is our applying exact formulae of Kloosterman
sums for prime power moduli, by which we may reduce the sum of Kloosterman sums to
a Gauss sum at last. The treatment is based on an elaborate cases analysis and is presented
in Section 12. For small N1, the functional equation for generalized EstermannD-function
with a character allows for an extra saving by averaging over m.
By following the way in [Wu20], we may extend the asymptotic formula in Theorem
1.1 from central value to 1
2
+itwith t ≪ qυ for a small constant υ > 0. This, in combination
with [Wu20, Theorem 1.1], may extend [Wu20, Theorem 1.2] for general q and any T > 0.
Theorem 1.2. For any q . 2 (mod 4) and T > 0, there exist computable constants c0, c1,
c2, c3, c4 that
1
ϕ∗(q)
∑∗
χ ( mod q)
∫ T
0
∣∣∣∣L ( 12 + it, χ)∣∣∣∣4 dt
=
∏
p|q
(1 − p−1)3
(1 + p−1)
4∑
j=0
c j
∫ T
0
1
2
∑
a=0,1
(
log
q
π
+
1
2
Γ
′
Γ
(
1
2
−it+a
2
)
+
1
2
Γ
′
Γ
(
1
2
+it+a
2
)) j
dt + E (T, q),
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and the error
E (T, q) ≪ T 1−υ1q−υ2
holds uniformly in T and q, for some computable constants υ1, υ2 > 0.
The constants υ1, υ2 may be decided by a similar bound as [Wu20, formula (1.2)],
according to the relative size of T with respect to q. Off course, the bound is weaker than
the prime case. To keep the length of the paper, we have not calculated exact values of v1
and v2 here, which may be calculated as [Wu20] step by step.
1.1. The shifted fourthmoment. We have chosen to calculate the shifted fourth moment
of Dirichtle L-function including the shifts α, β, γ, δ, because the shifts can split higher-
order poles into several simple poles and thus allow for a clearer structure of the main
terms. As mentioned by Young [You11], we may focus on the treatment of the even
characters because the case of the odd characters is similar (see also [You11, Section 8.3]
for necessary changes). Thus, what we treat directly is
M(α, β, γ, δ) =
2
ϕ∗(q)
∑
+
χ( mod q)
L
(
1
2
+ α, χ
)
L
(
1
2
+ β, χ
)
L
(
1
2
+ γ, χ
)
L
(
1
2
+ δ, χ
)
,
where the “+” indicates that the summation is over all primitive even characters.
For convenience, we introduce some notations
Zq(α, β, γ, δ) =
ζq(1 + α + γ)ζq(1 + α + δ)ζq(1 + β + γ)ζq(1 + β + δ)
ζq(2 + α + β + γ + δ)
and
Xα,γ = XαXγ, Xα,β,γ,δ = XαXβXγXδ(1.8)
with
Xα =
(
q
π
)−α Γ ( 12−α+a2 )
Γ
(
1
2
+α+a
2
) for a = 0, 1.(1.9)
Note that Zq(α, β, γ, δ) is invariable under transpositions α ↔ β as well as γ ↔ δ, and
it is also invariable under the two transpositions α ↔ γ, β ↔ δ simultaneous (e.g.,
Zq(−γ,−δ,−α,−β) = Zq(−α,−β,−γ,−δ)). In addition, Xα,γ and Xα,β,γ,δ are invariable
under any transpositions of the shifts.
Conjecture 1.3 (CFK+05). For any integer q . 2 (mod 4), and with shifts≪ (log q)−1,
we have
M(α, β, γ, δ) = Zq(α, β, γ, δ) + Xα,β,γ,δZq(−γ,−δ,−α,−β) + Xα,γZq(β,−γ, δ,−α)
(1.10)
+Xβ,γZq(α,−γ, δ,−β) + Xα,δZq(β,−δ, γ,−α) + Xβ,δZq(α,−δ, γ,−β) + O
(
q−
1
2
+ε
)
with a = 0.
There is a similar conjecture for the odd characters case, and the only difference is to
specify a = 1 in (1.9), while a = 0 for the even characters case.
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Theorem 1.4. Conjecture 1.3 holds but with an error of size O
(
q−
1
80
+
θ
40
)
.
The symmetry implies that the right-hand side of (1.10) is holomorphic with respect to
the shifts, which has been proved in a more general setting in [CFK+05, Lemma 2.5.5].
Thus, taking the limit as the shifts go to zero in (1.10) gives Theorem 1.1.
Note that M(α, β, γ, δ) and all main terms in the right-hand side of (1.10) are holomor-
phic with respect to the shifts, and so is the error. Thus, the maximum modulus principle
implies that it is sufficient to prove Theorem 1.4 for such special shifts that, each of shifts
lies in a fix annulus with inner and outer radii ≍ (log q)−1, which are separated enough so
that |α ± β| ≫ (log q)−1, etc.
1.2. Notation. We present some notations here for ease of reference. As usual, we use
ε to denote an arbitrarily small positive constant that may vary from line to line, and
e(x) denotes the exponential function e2πix. ϕ(n) is the Euler function, which denotes the
number of positive integers less than n and coprime with n. The notations σλ(n) and
σα,β(n) are defined as
σλ(n) =
∑
d|n
dλ, σα,β(n) =
∑
ad=n
a−αd−β,
and it is obvious
σα,β(n) = n
−ασα−β(n).
The symbol θ always denotes an admissible exponent for the Ramanujan-Petersson
conjecture for Maass newforms, and the current best-known result is θ = 7/64.
In this paper, W(x) always denotes a smooth non-negative function compactly sup-
ported in [1, 2], which may have different expressions for each occurrence, and we apply
W˜(u) and Ŵ(u) to denote it’s Mellin transform and Fourier transform respectively.
For notational convenience, we apply two symbols related to q. The symbol q∗ denotes
the largest square free divisor of q, and qk denotes the largest divisor of q which is co-
prime with k. Note that q0, q1, q2, . . . are not the case, where the subscripts are just serial
numbers.
In the following, functions we face are often on the shifts α, β, γ, δ, such as M(α, β, γ, δ).
In the case of no ambiguity, we frequently omit the shifts for convenience when they are
in the order α, β, γ, δ.
2. Background and auxiliary lemmas
2.1. The Dirichlet L-function and the Hurwitz zeta-function. Let q be a positive inte-
ger, and χ be a Dirichlet character modulo q. For Re(s) > 1, the Dirichlet L-function may
be defined as
L(s, χ) =
∞∑
n=1
χ(n)n−s.
The Dirichlet L-function satisfies the functional equation(
q
π
) s
2
Γ
 12 + s + a
2
 L (12 + s, χ) = i−aq− 12τ(χ) (qπ
)− s
2
Γ
 12 − s + a
2
 L ( 12 − s, χ)
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where
τ(χ) =
∑
x( mod q)
χ(x)e
(
x
q
)
, a =
{
0, χ(−1) = 1,
1, χ(−1) = −1.
For Re(s) > 1 and 0 < x ≤ 1, the Hurwitz zeta-function is defined as
ζ(s, x) =
∞∑
n=0
(n + x)−s.
The functional equation for the Hurwitz zeta-function is
ζ(1 − s, x) = (2π)−sΓ(s)
(
e
(
−πs
2
)
F(s, x) + e
(
πs
2
)
F(s,−x)
)
where
F(s, x) =
∞∑
n=1
e(nx)n−s
for Re(s) > 1.
2.2. Approximate functional equation. To expandM(α, β, γ, δ), we apply the following
approximate functional equation, which can be proved from the functional equation of
L(s, χ) standardly, see also [You11, Proposition 2.4].
Lemma 2.1 (Approximate functional equation). Let G(s) be an even, entire function of
exponential decay in any strip |Re(s)| < C satisfying G(0) = 1, and let
Vα,β,γ,δ(x) =
1
2πi
∫
(1)
G(s)
s
gα,β,γ,δ(s)x
−sds,(2.1)
where
gα,β,γ,δ(s) = π
−2s
Γ
(
1
2
+α+s+a
2
)
Γ
(
1
2
+β+s+a
2
)
Γ
(
1
2
+γ+s+a
2
)
Γ
(
1
2
+δ+s+a
2
)
Γ
(
1
2
+α+a
2
)
Γ
(
1
2
+β+a
2
)
Γ
(
1
2
+γ+a
2
)
Γ
(
1
2
+δ+a
2
) .(2.2)
Furthermore, set
V˜α,β,γ,δ(x) = X−γ,−δ,−α,−βVα,β,γ,δ(x).
with X defined by (1.8). Then
L
(
1
2
+ α, χ
)
L
(
1
2
+ β, χ
)
L
(
1
2
+ γ, χ
)
L
(
1
2
+ δ, χ
)
=
∑
m,n
σα,β(m)σγ,δ(n)χ(m)χ(n)
(mn)
1
2
Vα,β,γ,δ
(
mn
q2
)
+
∑
m,n
σ−γ,−δ(m)σ−α,−β(n)χ(m)χ(n)
(mn)
1
2
V˜−γ,−δ,−α,−β
(
mn
q2
)
.
This approximate functional equation holds for general G. However, we will apply it
with a special G, which is specified in the following.
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Definition 2.1 (Definition of G(s)). Let G(s) = Pα,β,γ,δ(s) exp(s
2), where Pα,β,γ,δ(s) is a
even polynomial in s satisfying some properties: it is rational, symmetric, and even in the
shifts; Pα,β,γ,δ(0) = 1 and Pα,β,γ,δ
(
−α+γ
2
)
= 0, Pα,β,γ,δ
(
1
2
± α
)
= 0 (as well as
β+δ
2
, 1
2
± β, etc.,
by symmetry).
2.3. The orthogonality formula. We apply the following orthogonality formula to re-
move the sum over characters, whose proof can be found in many sources, such as [HB81]
and [Sou07].
Lemma 2.2 (The orthogonality formula). For (mn, q) = 1, we have∑
+
χ( mod q)
χ(m)χ(n) =
1
2
 ∑
d|(q,m−n)
ϕ(d)µ
(
q
d
)
+
∑
d|(q,m+n)
ϕ(d)µ
(
q
d
) .(2.3)
2.4. Additive characters. Frequently, we use additive characters to remove the coprime
condition as well as the divisibility condition in sums, which we present here for ease of
reference.
Lemma 2.3. Let a(n) be an arithmetic function. For any integer k, we have∑
k|n
a(n) =
1
k
∑
d|k
∑
n
cd(n)a(n),(2.4)
where cd(n) is the Ramanujan sum.
Proof. Applying the sum of divisors formula for the Ramanujan sum and reversing the
orders of summation, we have∑
d|k
cd(n) =
∑
d|k
∑
l|(d,n)
lµ
(
d
l
)
=
∑
l|(k,n)
l
∑
m| k
l
µ(m) =
{
k for k | n,
0 otherwise.
Then (2.4) follows directly from this. 
Lemma 2.4. Let a(n) be an arithmetic function. For any integer q, we have∑
(n,q)=1
a(n) =
∑
d|q
µ(d)
d
∑
r( mod d)
e
(
rn
d
)
a(n),(2.5)
and ∑
(n,q)=1
a(n) =
∑
d|q
µ(d)
d
∑
d1 |d
∑
n
cd1(n)a(n).(2.6)
Proof. We first come to (2.5). Note that the sum over r is 0 unless d | n, in which case it
equals d. Hence ∑
r( mod d)
e
(
rn
d
)
a(n) = d
∑
d|n
a(n).(2.7)
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Applying this into the right-hand side of (2.5), we find that it evolves into∑
d|q
µ(d)
∑
d|n
a(n) =
∑
n
a(n)
∑
d|(q,n)
µ(d) =
∑
(n,q)=1
a(n).
The same discussion but with (2.7) replaced by (2.4) gives (2.6). 
2.5. Multiplicative characters. Sometimes, especially in the deduction of an asymptotic
functional equation for the Dq-function, we need to apply multiplicative characters to
remove the coprime condition in the sum.
Lemma 2.5. Let a(n) be an arithmetic function. For any integers r and q, we have∑
(n,q)=1
(n+r,q)=1
a(n) =
∑
b|q
µ(b)
ϕ(b)
∑
χ( mod b)
χ(−r)
∑
n
χ(n)χ0(n)a(n),(2.8)
where χ0 is the principle character mobulo q.
Proof. Note that χ(−r) = 0 when (b, r) , 1. The right-hand side of (2.8) equals∑
b|q
(b,r)=1
µ(b)
ϕ(b)
∑
χ( mod b)
χ(−r)
∑
n
χ(n)χ0(n)a(n).
For (b, r) = 1, it is well-known that∑
χ( mod b)
χ(−r)χ(n) =
{
ϕ(b) for b | n + r,
0 otherwise.
So the right-hand side of (2.8) evolves into∑
b|q
(b,r)=1
µ(b)
∑
b|n+r
χ0(n)a(n) =
∑
(n,q)=1
a(n)
∑
b|q
b|n+r
µ(b) =
∑
(n,q)=1
(n+r,q)=1
a(n),
which establishes the lemma. 
2.6. The reciprocity law. To split and combine the exponential function, we will fre-
quently apply the reciprocity law, which can be checked directly by Chinese Remainder
Theorem.
Lemma 2.6. Let a, b be two coprime integers. Suppose that{
x ≡ y (mod a),
x ≡ z (mod b),
we have
e
(
x
ab
)
= e
yb
a
 e (za
b
)
.
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2.7. An arithmetic formula. In some ways, the following arithmetic formula may re-
flect the cancelation of Mo¨bius function in (1.6).
Lemma 2.7. For any integer q, we have∑
d|q
ϕ(d)
d
µ
(
q
d
)
=
µ(q)
q
.
Proof. Note that both sides are multiplicative functions on q, so it is sufficient to check
the identity for prime powers. For q = pm with m ≥ 1, we have∑
d|pm
ϕ(d)
d
µ
(
pm
d
)
=
ϕ(pm)
pm
− ϕ(p
m−1)
pm−1
=

0 for m > 1,
− 1
p
for m = 1,
completing the proof of the lemma. 
2.8. The Estermann D-function. The Estermann D-function is defined as
D
(
s, λ,
h
l
)
=
∑
n
σλ(n)
ns
e
(
n
h
l
)
.
Lemma 2.8 (The Estermann D-function). Let h, l be two coprime integers. For any given
λ ∈ C, D(s, λ, h
l
) is meromorphic as a function of s, and satisfies the functional equation
D
(
1
2
+ s, λ,
h
l
)
=2(2π)−1−λ+2sΓ
(
1
2
− s
)
Γ
(
1
2
+ λ − s
)
lλ−2s
×
D
 12 − s,−λ,−hl
 sin (π (s − λ
2
))
+ D
 12 − s,−λ, hl
 cos (πλ
2
) .
If λ , 0 then D has simple poles at s = 1 and s = 1 + λ with respective residues
l−1+λζ(1 − λ), l−1−λζ(1 + λ).
This was observed by Estermann [Est30], and a proof may be found in [Mot97, Lemma
3.7].
2.9. A dyadic partition of unity. We also require a dyadic partition of unity. Let W be
a smooth non-negative function compactly supported in [1, 2] such that∑
M
W
(
x
M
)
= 1.
Here M varies over a set of positive real numbers, with the number of such M less than X
being O(logX). TheW function has the Mellin pair
W˜(u) =
∫ ∞
0
W(x)xu−1dx,
W(x) =
1
2πi
∫
(cu)
W˜(u)x−udu.
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2.10. The classical Kloosterman sums. In this section, we present some materials for
the classical Kloosterman sum, most of which can be found in Section 4.3 of [Iwa97].
The classical Kloosterman sum is defined as
S (m, n; q) =
∑∗
d( mod q)
e
md + nd
q
 ,(2.9)
which meets the following elementary properties:
S (m, n; q) = S (n,m; q),(2.10)
S (cm, n; q) = S (m, cn; q) if (c, q) = 1,(2.11)
S (m, n; q) =
∑
d|(m,n,q)
dS (mnd−2, 1; qd−1).(2.12)
The Kloosterman sum reduces to the Ramanujan sum if one ofm, n is equal to 0 (mod q).
It is well-known by Weil bound that
S (m, n; q)≪ (m, n, q) 12q 12d(q).
When q = p j with j ≥ 2, we can deduce exact expressions for Kloosterman sums.
Lemma 2.9. If q = p j with j ≥ 2 and q , (m, q) , (n, q) , q, then
S (m, n; q) = 0.
Proof. We first treat the special case with (m, q) > 1 and n = 1. Put d = bp j−1 +a in (2.9),
where a ranges modp j−1, a is prime to p, and b ranges freely modp. Then
S (m, 1; q) =
∑∗
a( mod p j−1)
∑
b( mod p)
e
m(bp j−1 + a)p j
 e
(
bp j−1 + a
p j
)
.
Note that
e
m(bp j−1 + a)p j
 = e
(
ma
p j
)
for p | m. Consequently, the sum over b vanishes, and thus S (m, 1; q) = 0. Then the
lemma follows easily from this in combination with properties (2.10) and (2.12). 
For the case (m, q) = (n, q) = (m, n, q), we can extract (m, n, q) from S (m, n; q) by the
following lemma.
Lemma 2.10. If q = p j with j ≥ 2 and (m, n, q) , q, we have
S (m, n; q) = (m, n, q)S (m′, n′; q′),(2.13)
where m′ = m/(m, n, q), n′ = n/(m, n, q), and q′ = q/(m, n, q).
Proof. We apply (2.12) to extract (m, n, q) from S (m, n; q), and then by Lemma 2.9, all
terms except the one with d = (m, n, q) vanish. This only term gives the right-hand side
of (2.13), establishing the lemma. 
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Thus, to obtain an exact expression for S (m, n, q) with q = p j, j ≥ 2, it is sufficient
to give an exact expression for the case (mn, q) = 1, which has been deduced by Iwaniec
[Iwa97].
Lemma 2.11 (Iwaniec, [Iwa97, p. 60]). If q = p j with j ≥ 2 and (q, 2mn) = 1, we have
S (m, n; q) = 0 unless m ≡ l2n (mod q), in which case there is
S (m, n; q) =
(
ln
q
)
q
1
2
{
εqe
(
2ln
q
)
+ εqe
(
−2ln
q
)}
,(2.14)
where
(
ln
q
)
is the Legendre-Jacobi symbol and εq = 1, i according to whether q ≡ 1 or −1
(mod 4). There is a similar result for q = 2 j with j ≥ 2.
2.11. The Gauss sum. For any real number α, β with α , 0, a general Gauss sum is
defined as ∑
1≤n≤N
e(αn2 + βn).
In the special case where a, b are integers with (2a,N) = 1, we have∣∣∣∣∣∣∣
∑
1≤n≤N
e
(
an2 + bn
N
)∣∣∣∣∣∣∣ =
√
N.
Though there is no simple expression for a general Gauss sum, it has been well estimated
by the following lemma.
Lemma 2.12 (Iwaniec and Kowalski, [IK04, Theorem 8.1]). We have∑
1≤n≤N
e(αn2 + βn) ≤ 2Nq− 12 + q 12 log q,
where q is decided by the rational approximation to 2α of type∣∣∣∣∣2α − aq
∣∣∣∣∣ ≤ 12Nq
with (a, q) = 1 and 1 ≤ q ≤ 2N.
2.12. Automorphic preliminaries. We sketch some basic materials we require on au-
tomorphic froms in order to apply the Kuznetsov formula in this section, which mainly
follow from [BM15], [Iwa95], and [DI82]. We write the Fourier expansion of a holomor-
phic modular form f of level Q and weight k as
f (σaz) =
∑
n≥1
ρ f (a, n)(4πn)
k
2 e(nz),
and similarly write for a Maass form f of level Q and spectral parameter κ = κ f ∈ R ∪
[−iθ, iθ] as
f (σaz) =
∑
n,0
ρ f (a, n)W0,iκ(4π|n|y)e(nx),
where W0,iκ(y) = (y/π)
1/2Kiκ(y/2) is a Whittaker function. For cusps a, c of Γ0(Q), the
Fourier expansion of the Eisenstein series Ec(σaz, s) at s =
1
2
+ iκ is written as
Ec(σaz,
1
2
+ iκ) = δacy
1/2+iκ
+ ϕac(
1
2
+ iκ)y1/2−it +
∑
n,0
ρac(n, κ)W0,iκ(4π|n|y)e(nx).
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For the special case a = ∞, we denote the Fourier coefficients as
ρ f (n) = ρ f (∞, n), ρc(n, κ) = ρ∞c(n, κ)
respectively. If f is a cuspidal newform with normalized Hecke eigenvalues denoted by
λ f (n), there is
λ f (n)ρ f (1) =
√
nρ f (n).
Estimating the size of λ f (n) is an important problem, and it is generally believed that
|λ f (n)| ≤ d(n)
which is known as the Ramanujan-Petersson conjecture. The best result known now is
λ f (n) ≪ nθ+ε
with θ = 7/64, due to Kim and Sarnak [Kim03].
Since not all cusp forms are newforms, a L2-basis B(Q) for A(Q), the space of Maass
forms of level Q, will in general also include oldforms. The same phenomenon also
occurs in a L2-basis Bk(Q) for S k(Q), the space of holomorphic cusp forms of weight
k and level Q. However, one may apply newform theory to deduce an orthogonal basis
based on normalized newforms. Taking Maass forms for example, one may find a special
orthogonal basis B(Q) that, for each f ∈ B(Q), there is a normalized newform f ∗ of level
Q1 with Q1 | Q and of the same spectral parameter (see also [BM15, Section 5]). In
particular, if m = bm′ with (m′, b) = 1, then
√
mρ f (m) =
∑
d|(Q,b/(b,Q))
µ(d)χ0(d)λ f ∗
(
b
d(b,Q)
) (
(b,Q)m′
d
) 1
2
ρ f
(
(b,Q)m′
d
)
,(2.15)
where f ∗ is the underlying newform and χ0 is the trivial character modulo Q1 (see also
[BM15, formula (5.2)]). Moreover, if f is a holomorphic forms, f ∗ satisfies the Ramanujan-
Petersson conjecture. If b ∈ N and am is any finite sequence of complex numbers sup-
ported on the integers m = bm′ with (m′, b) = 1, then∣∣∣∣∣∣∣
∑
m
am
√
mρ f (m)
∣∣∣∣∣∣∣
2
≤ d(b)2
∑
d|(b,Q)
∣∣∣∣∣∣∣
∑
m′
abm′
√
dm′ρ f (dm
′)
∣∣∣∣∣∣∣
2
(2.16)
(see also [BM15, formula (5.4)]). There is a similar result for the coefficients of Eisenstein
series that∑
c
∣∣∣∣∣∑
m
am
√
mρc(m, κ)
∣∣∣∣∣2 ≤ 9d(Q)3d(b)4 ∑
d|(b,Q)
∑
c
∣∣∣∣∣∑
m′
abm′
√
dm′ρc(dm
′, κ)
∣∣∣∣∣2(2.17)
(see also [BM15, formula (5.5)]).
2.13. Kloosterman sums for congruence groups and the Kuznetsov formula. In this
section, we present some materials we require on Kloosterman sums for congruence
groups, which can be found in [DI82]. Let a and b be two cusps of the Hecke congruence
group Γ0(Q) and let σa in PS L(2,R) be a scaling matrix such that
σa∞ = a and σ−1a Taσa = Γ∞,
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and similarly σb, where Γa is the stabilizer of a, defined as Γa = {σ ∈ Γ0(Q);σa = a}.
For any m, n ∈ Z and γ ∈ R, for which there exists
(
α β
γ δ
)
in σ−1a Γ0(Q)σb, we define the
Kloosterman sum as
S ab(m, n; γ) =
∑′
δ( mod γZ)
e
(
m
α
γ
+ n
δ
γ
)
,(2.18)
where the sum is over the δ’s, taken modulo γZ, for which there exist α and β such that(
α β
γ δ
)
in σ−1a Γ0(Q)σb. This definition does not rely on chooses of the scaling matrices,
more precisely, different scaling matrices only affect the sum by multiplying a complex
number with modulus 1. As a special case, with Q = 1, a = b = ∞ and σ∞ = 1, the
Kloosterman sum S∞,∞(m, n; γ) reduces to a classical Kloosterman sum.
An interesting example introduced by [DI82] is a particular we focus on. Let Q =
τs with (τ, s) = 1, and we consider S∞,1/s(m, n; γ) with σ1/s =
( √
τ 0
s
√
τ 1√
τ
)
. From the
definition (2.18), one notes that S∞,1/s(m, n; γ) is defined if and only if, γ may be written
as γ = s
√
τC with integer C coprime with τ, and in this case there is
S∞,1/s(m, n; γ) = e
(
n
s
τ
)
S (mτ, n, sC)(2.19)
where ss ≡ 1 (mod τ) and ττ = 1 (mod sC) (see also [DI82, formula (1.6)]).
To estimate a sum of Kloosterman sums of the type (2.18), we require the following
Kuznetsov trace formula (see also [Iwa95, Theorems 9.4, 9.5, 9.7]).
Lemma 2.13 (Kuznetsov formula). Let m, n be two positive integers and φ be a function
C2 class on [0,∞), satisfying φ(0) = 0, φ( j)(x) ≪ (1 + x)−2−ε for j = 0, 1, 2; let a and b
be two cusps of Γ = Γ0(Q); denoting by
Γ∑
a summation performed over the positive real
numbers γ for which S ab(m, n; γ) is defined, one has
Γ∑ 1
γ
S ab(m, n; γ)φ
(
4π
√
mn
γ
)
=
∑
2≤k≡0( mod 2)
∑
f∈Bk(Q)
Γ(k)φ˜(k)
√
mnρ f (a,m)ρ f (b, n)
+
∑
f∈B(Q)
φˆ(κ f )
√
mn
cosh(πκ f )
ρ f (a,m)ρ f (b, n)
+
1
4π
∑
c
∫ ∞
−∞
φˆ(κ)
√
mn
cosh(πκ)
ρac(m, κ)ρbc(n, κ)dκ
and
Γ∑ 1
γ
S ab(m,−n; γ)φ
(
4π
√
mn
γ
)
=
∑
f∈B(Q)
φ˘(κ f )
√
mn
cosh(πκ f )
ρ f (a,m)ρ f (b,−n)
+
1
4π
∑
c
∫ ∞
−∞
φ˘(κ)
√
mn
cosh(πκ)
ρac(m, κ)ρbc(−n, κ)dκ,
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where the Bessel transforms are defined by
φ˜(k) = 4ik
∫ ∞
0
φ(x)Jk−1(x)
dx
x
,
φˆ(κ) = 2πi
∫ ∞
0
φ(x)
J2iκ(x) − J−2iκ(x)
sinh(πκ)
dx
x
,
φ˘(κ) = 8
∫ ∞
0
φ(x) cosh(πκ)K2iκ(x)
dx
x
.
The Kuznetsov formula is often used together with the spectral large sieve inequalities,
proved by Deshouillers and Iwaniec [DI82, Theorem 2].
Lemma 2.14 (Spectral large sieve). Let K ≥ 1, N ≥ 1, and (an) be a sequence of complex
numbers. Let a be a cusp of Γ0(Q), which is equivalent to some
u
w
with positive coprime u
and w such that w | Q. Then all three quantities
∑
2≤k≤K
k even
Γ(k)
∑
f∈Bk(Q)
∣∣∣∣∣∣∣
∑
n
a(n)
√
nρ f (a, n)
∣∣∣∣∣∣∣
2
,
∑
f∈B(Q)
|κ f |≤K
1
cosh(πκ f )
∣∣∣∣∣∣∣
∑
n
an
√
nρ f (a,±n)
∣∣∣∣∣∣∣
2
,
∑
c
∫ K
−K
1
cosh(πκ)
∣∣∣∣∣∣∣
∑
n
an
√
nρac(±n, κ)
∣∣∣∣∣∣∣
2
dκ
are bounded by
(K2 + µ(a)N1+ε)
∑
n
|an|2,
where µ(a) is defined as
µ(∞) = Q−1 and µ(a) =
(
w,
Q
w
)
Q−1.
3. Sketch of the proof
Let us recall that
M(α, β, γ,δ) =
2
ϕ∗(q)
∑
+
χ( mod q)
L
(
1
2
+ α, χ
)
L
(
1
2
+ β, χ
)
L
(
1
2
+ γ, χ
)
L
(
1
2
+ δ, χ
)
.
By applying the approximate function equation in Lemma 2.1 and the orthogonality for-
mula in Lemma 2.2, we split M as
M(α, β, γ, δ) = A1(α, β, γ, δ) + A−1(α, β, γ, δ),
where
A1(α, β, γ, δ) =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
(mn,q)=1
m≡±n( mod d)
σα−β(m)σγ−δ(n)
m
1
2
+αn
1
2
+γ
Vα,β,γ,δ
(
mn
q2
)
and
A−1(α, β, γ, δ) = Xα,β,γ,δA1(−γ,−δ,−α,−β).(3.1)
Thus, it is sufficient to deal with A1.
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To treat A1, we split it into diagonal terms and off-diagonal terms, and then classify the
off-diagonal terms into two categories according to m ≡ n (mod d) and m ≡ −n (mod d).
Furthermore, we split m ≡ n (mod d) according to m < n and m > n. Consequently, we
rewrite A1 as
A1(α, β, γ, δ) = AD(α, β, γ, δ) + AO(α, β, γ, δ) + A
∗
O(α, β, γ, δ) + AO(α, β, γ, δ),(3.2)
where AD and AO denote respective contributions from the diagonal terms and the off-
diagonal terms with m ≡ −n (mod d), and where AO and A∗O denote contributions from
such off-diagonal terms with m ≡ n (mod d), according to m < n and m > n.
The diagonal terms mainly contribute to the main term, and we evaluate AD in the
next section, which is not complicated. For the off-diagonal terms, there is an obvious
relationship
A∗O(α, β, γ, δ) = AO(γ, δ, α, β),(3.3)
and thus we just need to treat AO and AO, which are specifically defined by
AO(α, β, γ, δ) =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
(mn,q)=1,m<n
m≡n( mod d)
σα−β(m)σγ−δ(n)
m
1
2
+αn
1
2
+γ
Vα,β,γ,δ
(
mn
q2
)
and
AO(α, β, γ, δ) =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
(mn,q)=1
m≡−n( mod d)
σα−β(m)σγ−δ(n)
m
1
2
+αn
1
2
+γ
Vα,β,γ,δ
(
mn
q2
)
.
Applying the dyadic partition of unity to the sums over m, n gives
AO =
∑
M,N
BM,N(3.4)
and
AO =
∑
M,N
BM,N,(3.5)
where BM,N and BM,N are the same expressions as AO and AO respectively, but weighted
by W
(
m
M
)
W
(
n
N
)
. We primarily focus on the treatment of BM,N since the one for BM,N is
much the same with some variations, and we will point out their differences specially.
The treatment of off-diagonal terms in BM,N is extremely complicated, which takes up
most of the space. Since only terms with m < n are counted in BM,N, we may assume
M ≪ Nqε,
a convention that holds throughout the treatment of BM,N . We classify these off-diagonal
terms into two categories, corresponding to M,N close and far away from each other. As
we will see, the first category contributes to the main term, while the second category
contributes to the error only.
To evaluate BM,N , we write it as
BM,N = (Main term)M,N + EM,N(3.6)
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for a certain main term that is too complex to explicitly write here. We deduce an exact
expressions for (Main term)M,N in Section 7
1. Deduced from the exact expression, the
following upper bound
(Main term)M,N ≪ M
1
2N−
1
2qε,(3.7)
holds, which turns out to be very small when M,N are not close enough.
To bound the error term, we prove the following estimate for EM,N in Section 10.
Theorem 3.1. For M ≪ Nqε, MN ≪ q2+ε, we have
EM,N ≪ q−
1
2
+θ+εM−
1
2N
1
2 .(3.8)
The treatment of BM,N proceeds much the same as BM,N , but with some minor varia-
tions, which are mainly because the different Gamma factors, caused by m ≡ −n, and the
absence of the assumption M ≪ Nqε. The variations should be made especially when
M,N are close, but it is unnecessary when M,N are far away from each other. Conse-
quently, we should prove instead the following bounds
(Main term)M,N ≪ min
{
M
1
2N−
1
2 ,M−
1
2N
1
2
}
qε(3.9)
and
EM,N ≪ q−
1
2
+θ+ε
(
M−
1
2N
1
2 + M
1
2N−
1
2
)
,(3.10)
which are identical to (3.7) and (3.8) respectively with the assumption M ≪ Nqε.
In Section 9, we combine all various main terms from AO, AO, etc., to deduce the main
term of Theorem 1.4. In Section 11, we complete our proof of Theorem 1.4 by bounding
off-diagonal terms with M,N far away from each other, where we also need the trivial
bound
BM,N ≪ q−1+ε(MN)
1
2 .(3.11)
4. Diagonal terms
For the diagonal terms with m = n, we have
AD(α, β, γ, δ) =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
(n,q)=1
σα−β(n)σγ−δ(n)
n1+α+γ
Vα,β,γ,δ
(
n2
q2
)
=
1
2πi
∫
(1)
G(s)
s
gα,β,γ,δ(s)q
2s
∑
(n,q)=1
σα−β(n)σγ−δ(n)
n1+α+γ+2s
ds.
By the Ramanujan identity, the sum over n is
ζq(1 + α + γ + 2s)ζq(1 + α + δ + 2s)ζq(1 + β + γ + 2s)ζq(1 + β + δ + 2s)
ζq(2 + α + β + γ + δ + 4s)
,
which has simple poles at 2s = −α − γ, etc., while G(s) vanishes at these poles. We
move Re(s) to −1
4
+ ε, passing the pole at s = 0 only. Then the integral along the new
1Young have chosen to directly deduce the summation of main terms over M,N instead, because there is
an obstruction in [You11] to deduce an exact expressions for a single (Main term)M,N .
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line is bounded by≪ q− 12+ε, and the pole at s = 0 gives Zq(α, β, γ, δ). We summarize this
calculation in the following:
Lemma 4.1. We have
AD(α, β, γ, δ) = Zq(α, β, γ, δ) + O
(
q−
1
2
+ε
)
,
and similarly the contribution of the diagonal terms to A−1 is
A−D(α, β, γ, δ) = Xα,β,γ,δZq(−γ,−δ,−α,−β) + O
(
q−
1
2
+ε
)
.
5. TheDq-function
For off-diagonal terms, we need to treat the divisor sum of the type∑
n∈S q
σλ(n)
ns
e
(
n
h
l
)
with S q being a set of positive integers meeting some coprime conditions. More precisely,
we should deduce the theory of this type divisor sum with S q = {n ∈ N : (n, q) = 1} and
S q = {n ∈ N : (n, q) = 1, (n + r, q) = 1} for any given integer r.
5.1. The generalized Estermann D-function with a character. Suppose that q, l, h are
integers, and χ is a character modula q. For any given λ ∈ C, the generalized Estermann
D-function with a character is defined as
D
(
s, λ,
h
lq
, χ
)
=
∑
n
σλ(n)χ(n)
ns
e
(
n
h
lq
)
.(5.1)
Lemma 5.1. For any fixed λ ∈ C, D(s, λ, h
lq
, χ) is meromorphic as a function of s, satisfy-
ing the functional equation
D
(
s, λ,
h
lq
, χ
)
= 2(2π)−2−λ+2s(lq)λ−2sΓ (1 − s) Γ (1 + λ − s)
(5.2)
×
[
cos
(
π
2
(2s − λ)
)
A1
(
1 − s, λ, h
lq
, χ
)
+ cos
(
πλ
2
)
A2
(
1 − s, λ, h
lq
, χ
)]
,
where
A1
(
s, λ,
h
lq
, χ
)
=
∑
1≤u,v≤lq
χ(uv)e
(
uvh
lq
)
F
(
s,
u
lq
)
F
(
s + λ,
v
lq
)
,(5.3)
A2
(
s, λ,
h
lq
, χ
)
=
∑
1≤u,v≤lq
χ(uv)e
(
uvh
lq
)
F
(
s,
u
lq
)
F
(
s + λ,− v
lq
)
.(5.4)
If λ , 0 then D has simple poles at s = 1 and s = 1 + λ with respective residues
(lq)−2+λ
∑
1≤u,v≤lq
χ(uv)e
(
uvh
lq
)
ζ
(
1 − λ, v
lq
)
,
(lq)−2−λ
∑
1≤u,v≤lq
χ(uv)e
(
uvh
lq
)
ζ
(
1 + λ,
u
lq
)
.
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Proof. The functional equation has already been proved by Wu [Wu19, Lemma 4.3],
whose focus is primitive character. However, the primitive character condition has not
been applied in the proof of the functional equation, and so it applies here.
To the residues, we observe that
D
(
s, λ,
h
lq
, χ
)
= (lq)−2s+λ
∑
1≤u,v≤lq
χ(uv)e
(
uvh
lq
)
ζ
(
s,
u
lq
)
ζ
(
s − λ, v
lq
)
.(5.5)
Then calculating the residue of the Hurwitz zeta-function at the pole 1 provides the two
residues for the lemma. 
Note that, in the functional equation (5.5), we do not need the coprime condition
(h, lq) = 1. As a special case with (h, lq) = 1 and χ = χ0, we may simplify Ai by
the following lemma.
Lemma 5.2. Let h, l, q be three integers satisfying (h, lq) = 1 and χ0 be the principle
character modulo q. For any given λ ∈ C, we have
D
s,−λ,− h
lq
 = 1
lq
∑
1≤uv≤lq
e
(
uvh
lq
)∑
m
1
ms
e
(
mu
lq
)∑
n
1
ns+λ
e
(
nv
lq
)
.
and
D
s,−λ,− h
lq
, χ0
 = 1
lq
∑
1≤uv≤lq
e
(
uvh
lq
) ∑
(m,q)=1
1
ms
e
(
mu
lq
) ∑
(n,q)=1
1
ns+λ
e
(
nv
lq
)
.
Proof. We show the second identity in full details, and the treatment of the first identity is
identical. For the sums on the right-hand side of the second identity, we sum over v first,
which is ∑
1≤v≤lq
e
(
(n + uh)v
lq
)
=
{
lq for lq | n + uh,
0 otherwise.
Thus, the right-hand side evolves into∑
1≤u≤lq
∑
(m,q)=1
1
ms
e
(
mu
lq
) ∑
n≡−uh( mod lq)
(n,q)=1
1
ns+λ
=
∑
(mn,q)=1
1
msns+λ
e
−mnh
lq

by an exchange of the summations, and this establishes the lemma. 
Since coprime conditions in the sum do not rely on higher power factors, we may
restrict ourself to square free q.
Proposition 5.3. Let q be a square free number, and χ0 be the principle character modulo
q. For q, l, h coprime with each other and λ ∈ C, D(s, λ, h
lq
, χ0) satisfies the functional
equation
D
(
s, λ,
h
lq
, χ0
)
= 2(2π)−2−λ+2sΓ (1 − s)Γ (1 + λ − s)
∑
q1q2q3=q
µ(q2q3)
q2q3
(lq1q2)
1+λ−2s
∑∗
r( mod q2)
×
[
cos
(
π
2
(2s − λ)
)
D
(
1 − s,−λ,− xr
lq1q2
)
+ cos
(
πλ
2
)
D
(
1 − s,−λ, xr
lq1q2
)]
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with  xr ≡ r (mod q2),xr ≡ hq3 (mod lq1).
In addition, the residues at s = 1 and s = 1 + λ are respectively
µ(q)l−1+λq−1ζq(1 − λ), µ(q)l−1−λq−1ζq(1 + λ).
Proof. By Lemma 5.1, the functional equation may follow from evolutions of Ai for
i = 1, 2. Let us recall that
A1
(
s, λ,
h
lq
, χ0
)
=
∑
1≤u,v≤lq
(uv,q)=1
e
(
uvh
lq
)
F
(
s,
u
lq
)
F
(
s + λ,
v
lq
)
.
We remove the coprime condition with (2.5) to get
A1 =
∑
q0q1=q
µ(q0)
q0
∑
r( mod q0)
∑
1≤u,v≤lq
e
(
uv(h + rlq1)
lq
)∑
m
1
ms
e
(
mu
lq
)∑
n
1
ns+λ
e
(
nv
lq
)
.(5.6)
Since h + rlq1 just runs through the complete system of residue classes modulo q0 as r
does, there is ∑
r( mod q0)
e
(
uv(h + rlq1)
lq
)
=
∑
r( mod q0)
e
(
uvhr
lq
)
with {
hr ≡ r, (mod q0),
hr ≡ h, (mod lq1).
For (h, q) = 1, it is easy to see that
(hr, q) = (hr, q0) = (r, q0).
Let q0 = q2q3 with q3 = (hr, q0). We reduce q3 in the exponential function to get∑
r( mod q0)
e
(
uvhr
lq
)
=
∑
q2q3=q0
∑∗
r( mod q2)
e
(
uvxr
lq1q2
)
with {
xr ≡ r (mod q2),
xr ≡ hq3 (mod lq1).
Applying this into (5.6) gives
A1 =
∑
q1q2q3=q
µ(q2q3)
q2q3
∑∗
r( mod q2)
∑
1≤u,v≤lq
e
(
uvxr
lq1q2
)∑
m
1
ms
e
(
mu
lq
)∑
n
1
ns+λ
e
(
nv
lq
)
.
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We observe that contribution only comes from such terms with q3 | m and q3 | n, and
all other terms vanish if we sum over other variables first. To see this, we sum over u first
and find that ∑
1≤u,v≤lq
e
(
uvxr
lq1q2
)∑
m
1
ms
e
(
mu
lq
)∑
n
1
ns+λ
e
(
nv
lq
)
=
∑
1≤v≤lq
∑
n
1
ns+λ
e
(
nv
lq
)∑
m
1
ms
∑
1≤u≤lq
e
(
vxrq3 + m
lq
u
)
,
where ∑
1≤u≤lq
e
(
vxrq3 + m
lq
u
)
=
{
lq for vxrq3 ≡ −m (mod lq),
0 otherwise.
This implies that contribution arises just from such terms with
−m ≡ vxrq3 (modlq),
in particular q3 | m. The same phenomenon happens for n. Thus, we may add the condi-
tions
q3 | m, q3 | n
to the sums at no cost.
We extract q3 from the sums to have
A1 =
∑
q1q2q3=q
µ(q2q3)
q2q3
q2−2s−λ3
∑∗
r( mod q2)
∑
1≤u,v≤lq1q2
e
(
uvxr
lq1q2
)∑
m
1
ms
e
(
mu
lq1q2
)∑
n
1
ns+λ
e
(
nv
lq1q2
)
.
Then it follows from the first identity of Lemma 5.2 that
A1
(
s, λ,
h
lq
, χ0
)
=
∑
q1q2q3=q
µ(q2q3)
q2q3
q2−2s−λ3 lq1q2
∑∗
r( mod q2)
D
(
s,−λ,− xr
lq1q2
)
.(5.7)
Similarly, there is
A2
(
s, λ,
h
lq
, χ0
)
=
∑
q1q2q3=q
µ(q2q3)
q2q3
q2−2s−λ3 lq1q2
∑∗
r( mod q2)
D
(
s,−λ, xr
lq1q2
)
.(5.8)
Thus, the functional equation follows immediately from (5.2) with these new expressions
forAi.
We now come to the residues. By Lemma 5.1, the residue at 1 is
res(1) = (lq)−2+λ
∑
1≤u,v≤lq
χ0(uv)e
(
uvh
lq
)
ζ
(
1 − λ, v
lq
)
.
We first sum over u by writing u with u = jq + r to get
res(1) = (lq)−2+λ
∑
1≤v≤lq
(v,q)=1
ζ
(
1 − λ, v
lq
) ∑∗
r( mod q)
e
(
rvh
lq
) ∑
j( mod l)
e
(
jvh
l
)
.
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The sum over j is 0 unless l | v, in which case it equals l. Making the change of variables
v→ vl, we have
res(1) = l−1+λq−2+λ
∑∗
v( mod q)
cq(vh)ζ
(
1 − λ, v
q
)
= µ(q)l−1+λq−2+λ
∑∗
v( mod q)
ζ
(
1 − λ, v
q
)
= µ(q)l−1+λq−1ζq(1 − λ).
The residue at 1 + λ can be obtained similarly. 
5.2. TheDq-function. For integers q, l, r, h and any λ ∈ C, we define theDq-function as
Dq
(
s, λ,
h
l
, r
)
=
∑
(n,q)=1
(n+r,q)=1
σλ(n)
ns
e
(
n
h
l
)
.
Obviously, there is
Dq
(
s, λ,
h
l
, r
)
= Dq∗
(
s, λ,
h
l
, r
)
.
Proposition 5.4. Let q, l, r, h be integers, satisfying (l, qh) = 1. For any fixed λ ∈ C,
Dq(s, λ, hl , r) is meromorphic as a function of s, satisfying the functional equation
Dq
(
1
2
+ s, λ,
h
l
, r
)
= 2(2π)−1−λ+2sΓ
(
1
2
− s
)
Γ
(
1
2
+ λ − s
)
×
∑
a|q
∑
b|qr
µ(ab)
ab
∑
a1 |a
∑
b1 |b
(la1b1)
λ−2s
∑∗
i( mod a1)
∑∗
j( mod b1)
e
(
jr
b1
)
×
sin (π (s − λ2
))
D
 12 − s,−λ,− hi, jla1b1 , χ′0
 + cos (πλ2
)
D
 12 − s,−λ, hi, jla1b1 , χ′0


with χ′
0
being the principle character modulo a1b1 and
hi, j ≡ ilb1 (mod a1),
hi, j ≡ jla1 (mod b1),
hi, j ≡ ha1b1 (mod l).
If λ , 0, thenDq has simple poles at s = 1 and s = 1 + λ with respective residues
ϕ(q)
q
∑
b|qr
µ(b)
ϕ(b)
l−1+λζq(1 − λ),
ϕ(q)
q
∑
b|qr
µ(b)
ϕ(b)
l−1−λζq(1 + λ).
Proof. Note that a replacement of q with q∗ does not have any effect in the functional
equation, as well as in the two residues. Thus, it is sufficient to prove the proposition for
square free q, which is always assumed in our following proof. We first express coprime
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conditions in terms of multiplicative characters with (2.8), then
Dq
(
s, λ,
h
l
, r
)
=
∑
b|q
µ(b)
ϕ(b)
∑
χ( mod b)
χ(−r)D
(
s, λ,
hq
lq
, χ0χ
)
,(5.9)
where χ0 is the principle character modulo q. We apply the functional equation (5.2) to
the generalized Estermann D-function. Then it follows
Dq
(
s, λ,
h
l
, r
)
=2(2π)−2−λ+2s(lq)λ−2sΓ(1 − s)Γ(1 + λ − s)(5.10)
×
[
cos
(
π
2
(2s − λ)J1(1 − s) + cos
(
πλ
2
)
J2(1 − s)
)]
with
Ji(s) =
∑
b|q
µ(b)
ϕ(b)
∑
χ( mod b)
χ(−r)Ai
(
s, λ,
hq
lq
, χ0χ
)
for i = 1, 2. Applying the expression (5.3) and then executing the sums over b and χ with
(2.8), we have
J1(s) =
∑
1≤u,v≤lq
(uv,q)=1
(uv+r,q)=1
e
(
uvh
l
)
F
(
s,
u
lq
)
F
(
s + λ,
v
lq
)
.(5.11)
The coprime conditions on uv are obstructions to calculate the sums, which should be
removed again. With q = (q, r)q
r
, it is obvious that
(uv, q) = 1
(uv + r, q) = 1
⇐⇒ (uv, q) = 1
(uv + r, qr) = 1
.
Applying this and removing the coprime conditions by Mo¨bius inversion, we have∑
1≤u,v≤lq
(uv,q)=1
(uv+r,q)=1
=
∑
a|q
µ(a)
∑
b|qr
µ(b)
∑
1≤u,v≤lq
a|uv
b|uv+r
=
∑
a|q
∑
b|qr
µ(ab)
∑
1≤u,v≤lq
a|uv
b|uv+r
by assuming (a, b) = 1 in the sum at no cost.
In addition, we apply (2.4) to write the conditions a | uv and b | uv + r in terms of the
Ramanujan sum, and then it follows
∑
1≤u,v≤lq
(uv,q)=1
(uv+r,q)=1
=
∑
a|q
∑
b|qr
µ(ab)
ab
∑
a1 |a
∑
b1 |b
∑
1≤u,v≤lq
ca1(uv)cb1(uv + r).
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Inserting this with the exponential sum formula for the Ramanujan sum into (5.11), we
find
J1(s) =
∑
a|q
∑
b|qr
µ(ab)
ab
∑
a1 |a
∑
b1 |b
∑∗
i( mod a1)
∑∗
j( mod b1)
e
(
jr
b1
)
×
∑
1≤u,v≤lq
e
(
uvh
l
)
e
(
iuv
a1
)
e
(
juv
b1
)
F
(
s,
u
lq
)
F
(
s + λ,
v
lq
)
.
Then a simple arrangement shows
J1(s) =
∑
a|q
∑
b|qr
µ(ab)
ab
∑
a1 |a
∑
b1 |b
∑∗
i( mod a1)
∑∗
j( mod b1)
e
(
jr
b1
)
(5.12)
×
∑
1≤u,v≤lq
e
(
uv(ha1b1 + jla1 + ilb1)
la1b1
)∑
m
1
ms
e
(
mu
lq
)∑
n
1
ns+λ
e
(
nv
lq
)
.
In the expression (5.12), we should note that there are many terms in the sum over
u, v, which make no essential contribution to J1. In particular, all terms with (u, q) > 1
or (v, q) > 1 are in the case, which certainly vanish if we sum over a, b, a1, b1, i, j first.
What’s more, we note that many terms in the sum over m, n vanish if we sum over other
variables first. As we will see, these nonessential terms do not contribute toA1, but lead to
obstructions to bound the error when we apply the functional equation. Thus, we should
kick them out now. Actually, we observe that all terms in the sum over m, n satisfying at
least one of the following three conditions
(mn, a1b1) > 1, qa1b1 ∤ m, qa1b1 ∤ n
can be removed at no cost. Let us see this in detail. For notational convenience, we apply
the following notation
hi, j = ha1b1 + jla1 + ilb1.
Then it is easy to see that (hi, j, la1b1) = 1 and
hi, j ≡ ilb1 (mod a1),
hi, j ≡ jla1 (mod b1),
hi, j ≡ ha1b1 (mod l).
We show in full detail for the the sum over m, and the case for n is identical. To see this,
we first kick out all nonessential terms with (v, q) > 1 at no cost, and then we sum over u
to find ∑
1≤u,v≤lq
(v,q)=1
e
(
uvhi, j
la1b1
)∑
m
1
ms
e
(
mu
lq
)∑
n
1
ns+λ
e
(
nv
lq
)
(5.13)
=
∑
1≤v≤lq
(v,q)=1
∑
n
1
ns+λ
e
(
nv
lq
)∑
m
1
ms
∑
1≤u≤lq
e
(
vhi, jqa1b1 + m
lq
u
)
,
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where ∑
1≤u≤lq
e
(
vhi, jqa1b1 + m
lq
u
)
=
{
lq for vhi, jqa1b1 ≡ −m (mod lq),
0 otherwise.
This provides that contribution arises just from such terms that
−m ≡ vhi, jqa1b1 (modlq),
in particular qa1b1 | m and (m, a1b1) = 1 since (vhi, jqa1b1 , a1b1) = 1. Identical discussions
show the same result for the sum over n. Thus, we add conditions
(m, a1b1) = 1, qa1b1 | m, (n, a1b1) = 1, qa1b1 | n
to the sum over m, n at no cost.
We extract qa1b2 from the sum to get
J1(s) =
∑
a|q
∑
b|qr
µ(ab)
ab
∑
a1 |a
∑
b1 |b
(qa1b1)
2−2s−λ
∑∗
i( mod a1)
∑∗
j( mod b1)
e
(
jr
b1
)
×
∑
1≤u,v≤la1a2
e
(
uvhi, j
la1b1
) ∑
(m,a1b1)=1
1
ms
e
(
mu
la1b1
) ∑
(n,a1b1)=1
1
ns+λ
e
(
nv
la1b1
)
.
Then by the second identity of Lemma 5.2,
J1(s) =
∑
a|q
∑
b|qr
µ(ab)
ab
(5.14)
×
∑
a1 |a
∑
b1 |b
(qa1b1)
2−2s−λla1b1
∑∗
i( mod a1)
∑∗
j( mod b1)
e
(
jr
b1
)
D
s,−λ,− hi, jla1b1 , χ′0
 ,
with χ′
0
being the principle character modulo a1b1. A similar deduction shows
J2(s) =
∑
a|q
∑
b|qr
µ(ab)
ab
∑
a1 |a
∑
b1 |b
(qa1b1)
2−2s−λla1b1
∑∗
i( mod a1)
∑∗
j( mod b1)
e
(
jr
b1
)
D
s,−λ, hi, jla1b1 , χ′0
 .
(5.15)
Applying (5.14) and (5.15) into (5.10), one obtains the functional equation after making
the change of variables s→ 1
2
+ s.
To calculate the residues, we apply Lemma 5.1 into (5.9). Then, the residue at 1 is
(lq)−2+λ
∑
b|q
µ(b)
ϕ(b)
∑
χ( mod b)
χ(−r)
∑
1≤u,v≤lq
χ0(uv)χ(uv)e
(
uvh
l
)
ζ
(
1 − λ, v
lq
)
.
In this formula, applying (2.8) as before gives
res(1) = (lq)−2+λ
∑
1≤u,v≤lq
(uv,q)=1
(uv+r,q)=1
e
(
uvh
l
)
ζ
(
1 − λ, v
lq
)
.
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Now we apply
(uv, q) = 1
(uv + r, q) = 1
⇐⇒ (uv, q) = 1
(uv + r, qr) = 1
and then remove the coprime conditions (uv + r, qr) = 1 with (2.6) to find
res(1) =(lq)−2+λ
∑
b|qr
µ(b)
b
∑
b1 |b
cb1(uv + r)
∑
1≤u,v≤lq
(uv,q)=1
e
(
uvh
l
)
ζ
(
1 − λ, v
q
)
(5.16)
=(lq)−2+λ
∑
b|qr
µ(b)
b
∑
b1 |b
∑∗
j( mod b1)
e
(
jr
b1
) ∑
1≤u,v≤lq
(uv,q)=1
e
(
uv(hb1 + jl)
lb1
)
ζ
(
1 − λ, v
lq
)
.
With u = iq + k, the sum over u is equal to∑∗
k( mod q)
e
(
vk(hb1 + jl)
lb1
) ∑
i( mod l)
e
(
ivqb1(hb1 + jl)
l
)
.
Since (qb1(hb1 + jl), l) = 1, the last sum over j vanishes unless l | v, in which case it is
equal to l. Applying this as well as two changes of variables v→ lv and vk → k in (5.16),
we have
res(1) =l(lq)−2+λ
∑
b|qr
µ(b)
b
∑
b1 |b
∑∗
v( mod q)
ζ
(
1 − λ, v
q
) ∑∗
j( mod b1)
e
(
jr
b1
) ∑∗
k( mod q)
e
(
k(hb1 + jl)
b1
)
.
Since (hb1 + jl, b1) = 1, we apply Chinese Remainder Theorem and write the sum over k
in terms of the Ramanujan sum to find∑∗
k( mod q)
e
(
k(hb1 + jl)
b1
)
= ϕ(qb1)cb1(hb1 + jl) = ϕ(q)
µ(b1)
ϕ(b1)
.
Consequently, the sum over j also turns out to be the Ramanjan sum, equal to µ(b1) since
(b1, r) = 1. Thus, we conclude that
res(1) =l(lq)−2+λ
∑∗
v( mod q)
ζ
(
1 − λ, v
q
) ϕ(q)∑
b|qr
µ(b)
b
∑
b1 |b
µ2(b1)
ϕ(b1)
 .
Note that ∑∗
v( mod q)
ζ
(
1 − λ, v
q
)
= q1−λζq(1 − λ)
and
ϕ(q)
∑
b|qr
µ(b)
b
∑
b1 |b
µ2(b1)
ϕ(b1)
= ϕ(q)
∑
b|qr
µ(b)
ϕ(b)
.
Therefore, we have
res(1) =
ϕ(q)
q
∑
b|qr
µ(b)
ϕ(b)
l−1+λζq(1 − λ).
The treatment for the residue at 1 + λ follows identically. 
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6. Initial treatment for off-diagonal terms AO
6.1. Some arithmetical sums. We require the computation of some arithmetical sums.
Lemma 6.1. For any integers q, n with (n, q) = 1, Re(α) < 0 we have
σα(n) = ζq(1 − α)
∑
(l,q)=1
cl(n)
l1−α
(6.1)
Proof. This is an analog of [You11, Lemma 5.2] but with an extra coprime condition
in the sum over l. The proof is obvious, which follows immediately from the formula
cl(n) =
∑
d|(l,n) dµ(l/d) and a reversal of summations. 
Lemma 6.2. Let k | q, Re(s) > 1, and Re(λ) > −1. Then∑
(r,q)=k
1
rs
∑
(l,q)=1
cl(r)
l2+λ
=
1
ks
∏
p|k
p∤q/k
(
1 − 1
ps
)−1 ζq(s)ζq(1 + λ + s)
ζq(2 + λ)
.
Proof. We apply the change of variables r → k♯r, where k♯ is largest divisor of r owning
the same distinct prime factors as k. So there are
(r, q) = 1, (k♯, q/k) = 1, (k♯, l) = 1,
by which we have
cl(k
♯r) = cl(r),
∑
k♯
1
k♯
s =
1
ks
∏
p|k
p∤q/k
(
1 − 1
ps
)−1
,
and then ∑
(r,q)=k
1
rs
∑
(l,q)=1
cl(r)
l2+λ
=
1
ks
∏
p|k
p∤q/k
(
1 − 1
ps
)−1 ∑
(r,q)=1
1
rs
∑
(l,q)=1
cl(r)
l2+λ
.
After our executing the sum over l by Lemma 6.1 it becomes
1
ks
∏
p|k
p∤q/k
(
1 − 1
ps
)−1
1
ζq(2 + λ)
∑
(r,q)=1
σ−1−λ(r)
rs
=
1
ks
∏
p|k
p∤q/k
(
1 − 1
ps
)−1 ζq(s)ζq(1 + λ + s)
ζq(2 + λ)
,
which establishes the lemma. 
We require an approximate functional equation for the divisor function, which will be
applied to separate variables in σλ(n + r).
Lemma 6.3. Let n be any positive integer. For λ ∈ C, we have
σλ(n) =
∑
(l,q)=1
cl(n)
l1−λ
̟λ
(
l√
n
)
+ nλ
∑
(l,q)=1
cl(n)
l1+λ
̟λ
(
l√
n
)
,(6.2)
where
̟λ(x) =
∫
(a)
x−wζq(1 − λ + w)
G(w)
w
dw
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with a > |Re(λ)|.
Proof. This lemma is an analog of [You11, Lemma 5.4] and can be proved similarly. The
difference is due to an extra coprime condition (l, q) = 1 in the sum, and thus Lemma 6.3
should be applied to replace [You11, Lemma 5.2] in the proof. 
The following lemma is required in the deduction of the main term.
Lemma 6.4. For any nonzero z ∈ C, we have∏
p|q
p − 2
p − 1
∑
k|q
1
kz
∏
p|k
p − 1
p − 2
∏
p|k
p∤q/k
(
1 − 1
pz
)−1∑
d|k
ϕ(d)µ
(
q
d
)
(6.3)
=
ϕ∗(q)q
ϕ(q)qz
∏
p|q
(
1 − 1
pz
)−1 (
1 − 1
p1−z
)
.
Proof. It is an exercise to check that both sides of the identity are multiplicative functions
of q. Thus, it is sufficient to check the identity with q = pm, m ≥ 1. Note that the term
µ
(
q
d
)
vanishes unless
q
d
equal to 1 or a prime number, which implies that k can only take
values at pm and pm−1. We check the identity in two cases according to m ≥ 2 and m = 1.
For m ≥ 2, a direct calculation gives that the left-hand side in (6.3) is equal to
p − 2
p − 1
 p − 1
p − 2
1
pmz
(
1 − 1
pz
)−1 (
ϕ (pm) − ϕ
(
pm−1
))
− p − 1
p − 2
1
p(m−1)z
ϕ
(
pm−1
)
=
ϕ(pm)
pmz
(1 − 1
pz
)−1 (
1 − 1
p
)
− 1
p1−z

=
ϕ∗(pm)pm
ϕ(pm)pmz
(
1 − 1
pz
)−1 (
1 − 1
p1−z
)
.
For m = 1, the left-hand side in (6.3) is
p − 2
p − 1
 p − 1
p − 2
1
pz
(
1 − 1
pz
)−1
(ϕ (p) − 1) − 1
 = 1
pz
(
1 − 1
pz
)−1
(p − 2)(p − pz)
p − 1
=
ϕ∗(p)p
ϕ(p)pz
(
1 − 1
pz
)−1 (
1 − 1
p1−z
)
.
Thus, we complete the proof. 
6.2. Separations of variables. By writing n = m + r, we have
BM,N =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
r≡0 ( mod d)
(6.4)
×
∑
(m,q)=1
(m+r,q)=1
σα−β(m)σγ−δ(m + r)
m
1
2
+α(m + r)
1
2
+γ
Vα,β,γ,δ
(
m(m + r)
q2
)
W
(
m
M
)
W
(
m + r
N
)
,
which is much the same as BM,N in [You11] but with extra coprime conditions
(m, q) = 1, (m + r, q) = 1
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in the sum. These coprime conditions do not affect separations of variable too much
except the expansion of σγ−δ(m+ r) by Lemma 6.3 in the beginning and the expression of
the sum over m in terms ofDq-function in the end.
We apply the approximate functional equation (6.2) to expand σγ−δ(m + r), and this
splits BM,N into two terms
BM,N = CM,N + C˜M,N ,(6.5)
where CM,N is the contribution from the first term of the approximate functional equation
and C˜M,N is the second term. More precisely,
CM,N =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
r≡0 ( mod d)
∑
(l,q)=1
1
l1−γ+δ
(6.6)
×
∑
(m,q)=1
(m+r,q)=1
σα−β(m)cl(m + r)
m
1
2
+α(m + r)
1
2
+γ
Vα,β,γ,δ
(
m(m + r)
q2
)
W
(
m
M
)
W
(
m + r
N
)
̟γ−δ
(
l√
m + r
)
,
and
C˜M,N(α, β, γ, δ) = CM,N(α, β, δ, γ).(6.7)
For notational convenience, we apply the following two notations
H1(s, u1, u2,w) =
G(s)G(w)
sw
gα,β,γ,δ(s)W˜(u1)W˜(u2)ζq(1 − γ + δ + w),(6.8)
H(s, u1, u2, v,w) =
Γ(v)Γ(1
2
+ γ + s + u2 − v − w2 )
Γ(1
2
+ γ + s + u2 − w2 )
H1(s, u1, u2,w),(6.9)
both of which decay rapidly as any one of the variables gets large in the imaginary direc-
tion.
Lemma 6.5. With cs = cv =
1
4
+ ε, cw = ε, and cu1 = cu2 = 0, we have
CM,N =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
r≡0 ( mod d)
1
r
1
2
+γ
∑
(l,q)=1
1
l1−γ+δ
∑∗
h( mod l)
e
(
hr
l
) (
1
2πi
)5
(6.10)
×
∫
(cs)
∫
(cu1 )
∫
(cu2 )
∫
(cw)
∫
(cv)
q2sMu1Nu2
rs+u2−v−
w
2 lw
Dq
(
1
2
+ α + s + u1 + v, α − β,
h
l
, r
)
× H(s, u1, u2, v,w)dvdwdu2du1ds.
Proof. The proof is the same as [You11, Lemma 5.5] since the coprime conditions
(l, q) = 1, (m, q) = 1, (m + r, q) = 1
have no affect on separations of variables, but are retained to the end of the proof. 
By Proposition 5.4, we move cv to ε, crossing the two poles ofDq at 12+s+u1+v = 1−α
and 1
2
+ s+u1+v = 1−β, whose residues contribute main terms toCM,N . The integral along
the new paths contributes an error, denoted by EM,N , in which we move cs to ε without
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encountering any poles. Let PM,N(α, β, γ, δ) denote the contribution of the former pole,
and PM,N(β, α, γ, δ) corresponds to the latter pole by symmetry. We have
CM,N = PM,N(α, β, γ, δ) + PM,N(β, α, γ, δ) + EM,N ,(6.11)
where the main terms will be calculated in Section 7 and the error EM,N will be bounded
in Section 10.
7. The main term of AO
To deduce the main term of AO, we should first deduce exact expressions for PM,N ,
which we present in the following.
Lemma 7.1. For cs =
1
4
, cu1 = cu2 = 0, and cw = ε, we have
PM,N =ζq(1 − α + β)
(
1
2πi
)4 ∫
(cs)
∫
(cu1 )
∫
(cu2 )
∫
(cw)
q−α−γ−u1−u2+
w
2
∏
p|q
(
1 − 1
p1−(α+γ+2s+u1+u2−
w
2
)
)(7.1)
× Mu1Nu2 ζ(α + γ + 2s + u1 + u2 −
w
2
)ζq(1 + β + δ + 2s + u1 + u2 +
w
2
)
ζq(2 − α + β − γ + δ + w)
× H2(s, u1, u2,w)dwdu2du1ds,
where
H2(s, u1, u2,w) =
Γ(1
2
− α − u1 − s)Γ(α + γ + 2s + u1 + u2 − w2 )
Γ(1
2
+ γ + s + u2 − w2 )
H1(s, u1, u2,w).(7.2)
Proof. By Proposition 5.4, the residue ofDq-function at 12 + s + u1 + v = 1 − α is
ϕ(q)
q
∑
b|qr
µ(b)
ϕ(b)
l−1+α−βζq(1 − α + β).
Thus, we have
PM,N =ζq(1 − α + β)
ϕ(q)
qϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
)∑
b|q
µ(b)
ϕ(b)
∑
r≡0 ( mod d)
(r,b)=1
∑
(l,q)=1
cl(r)
l2−α+β−γ+δ
(7.3)
×
(
1
2πi
)4 ∫
(cs)
∫
(cu1 )
∫
(cu2 )
∫
(cw)
q2sMu1Nu2
rα+γ+2s+u1+u2−
w
2 lw
H2 (s, u1, u2,w) dwdu2du1ds,
observing that cs =
1
4
+ ε, cu1 = cu2 = 0, cw = ε, and
H2(s, u1, u2,w) = H
(
s, u1, u2,
1
2
− α − u1 − s,w
)
.
The ratio of gamma factors in H2 is
Γ(1
2
− α − u1 − s)Γ(α + γ + 2s + u1 + u2 − w2 )
Γ(1
2
+ γ + s + u2 − w2 )
,
so we may move cu2 to 1 without encountering any poles. Now both summations over l
and r converge absolutely, which we will execute by using Lemma 6.2.
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For convenience, we apply here two notations
k = (q, r), z = α + γ + 2s + u1 + u2 − w2 .
With these notations, we have
PM,N =ζq(1 − α + β)
ϕ(q)
qϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
)∑
b|q
µ(b)
ϕ(b)
∑
k|qb
d|k
∑
(r,q)=k
∑
(l,q)=1
cl(r)
l2−α+β−γ+δ
×
(
1
2πi
)4 ∫
(cs)
· · ·
∫
(cw)
q2sMu1Nu2
rzlw
H2 (s, u1, u2,w) dwdu2du1ds,
where the sum over l, r is ready to apply Lemma 6.2, and it follows
PM,N =ζq(1 − α + β)
ϕ(q)
qϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
)∑
b|q
µ(b)
ϕ(b)
(7.4)
×
(
1
2πi
)4 ∫
(cs)
· · ·
∫
(cw)
q2s
∑
k|qb
d|k
1
kz
∏
p|k
p∤q/k
(
1 − 1
pz
)−1
Mu1Nu2
× ζq(z)ζq(1 + β + δ + 2s + u1 + u2 +
w
2
)
ζq(2 − α + β − γ + δ + w)
H2(s, u1, u2,w)dwdu2du1ds.
We first come to the sum over b, d, and k in the above formula, which is essentially to
calculate the following arithmetic sum∑
d|q
b|q
µ(b)µ
(
q
d
)
ϕ(d)
ϕ(b)
∑
k|qb
d|k
1
kz
∏
p|k
p∤q/k
(
1 − 1
pz
)−1
=
∑
k|q
1
kz
∏
p|k
p∤q/k
(
1 − 1
pz
)−1∑
d|k
ϕ(d)µ
(
q
d
)∑
b|qk
µ(b)
ϕ(b)
.
It is easy to see that ∑
b|qk
µ(b)
ϕ(b)
=
∏
p|q
p − 2
p − 1
∏
p|k
p − 1
p − 2 .
After inserting this formula, one notes that the arithmetic sum is ready to apply Lemma
6.4, which gives∑
d|q
b|q
µ(b)µ
(
q
d
)
ϕ(d)
ϕ(b)
∑
k|qb
d|k
1
kz
∏
p|k
p∤q/k
(
1 − 1
pz
)−1
=
ϕ∗(q)q
ϕ(q)qz
∏
p|q
(
1 − 1
pz
)−1 (
1 − 1
p1−z
)
.
Applying this into (7.4), we have
PM,N =ζq(1 − α + β)
(
1
2πi
)4 ∫
(cs)
· · ·
∫
(cw)
q−α−γ−u1−u2+
w
2
∏
p|q
(
1 − 1
p1−z
)
Mu1Nu2
× ζ(z)ζq(1 + β + δ + 2s + u1 + u2 +
w
2
)
ζq(2 − α + β − γ + δ + w)
H2(s, u1, u2,w)dwdu2du1ds.
At last, we move cu2 back to 0 and complete our proof, observing that the pole of the
Riemann zeta-function at z = α + γ + 2s + u1 + u2 − w2 = 1 is canceled by the factor
1 − 1
p1−z . 
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Remark. At the end of the above proof, the pole of ζ(α+γ+2s+u1 +u2 − w2 ) is canceled
in PM,N , while it should give a non-negligible contribution in [You11], especially when M
and N are close. The pole is the obstruction to calculate PM,N directly in Young [You11],
while it is actually a by-product of their removing coprime conditions (mn, q) = 1 in the
original formula. For prime q, we can skirt this obstruction by recovering the partition
first, but it does not work for general q. Actually, even if we recover the partition first, the
residue is still very large, especially when q contains small prime factors.
The upper bound of the main term mentioned in (3.7) is presented specially in the
following lemma.
Lemma 7.2. For M ≪ Nqε, we have
PM,N(α, β, γ, δ)≪ M
1
2N−
1
2qε.
Proof. Observing the location of poles of H2, we may move the contours in (7.1) to
cs = ε, cu1 =
1
2
− 2ε, cu2 = −12 + ε, cw = ε,
without encountering any poles. Then the lemma follows by a trivial estimate on the
integral along these lines. 
We useAO(α, β, γ, δ) for the main term of AO(α, β, γ, δ) andA∗O(α, β, γ, δ) for the main
term of A∗
O
(α, β, γ, δ). We evaluateAO in the following proposition, and thenA∗O follows
by switching the shifts.
Proposition 7.3. We have
AO(α, β, γ, δ) =P(α, β, γ, δ) + P(β, α, γ, δ) + P(α, β, δ, γ) + P(β, α, δ, γ) + O
(
q−
1
2
+ε
)
,
where
P(α, β, γ, δ) = ζq(1 − α + β)ζq(1 − γ + δ)
ζq(2 − α + β − γ + δ)
q−α−γ(7.5)
× 1
2πi
∫
( 14 )
G(s)
s
gα,β,γ,δ(s)
Γ(1
2
− α − s)Γ(α + γ + 2s)
Γ(1
2
+ γ + s)
×
∏
p|q
(
1 − 1
p1−(α+γ+2s)
)
ζ(α + γ + 2s)ζq(1 + β + δ + 2s)ds.
Proof. We sum up from (3.4), (6.5), (6.7), and (6.11) that
AO(α, β, γ, δ) = P(α, β, γ, δ) + P(β, α, γ, δ) + P(α, β, δ, γ) + P(β, α, δ, γ),(7.6)
where
P(α, β, γ, δ) =
∑
M≪Nqε
PM,N(α, β, γ, δ).
Observing the location of poles of H2, we can easily take
cu1 = −A, cu2 = A
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for large A in (7.1) to see that PM,N ≪ q−2020 with M ≫ N(q)ε. That is to say, we can
extend P to the sum over all M,N with a negligible error. Then we restore the dyadic
partition of unity by applying a formula due to Mellin transform
∑
M,N
(
1
2πi
)2 ∫
(cu1 )
∫
(cu2 )
F(u1, u2)M
u1Nu2W˜(u1)W˜(u2)du1du2 = F(0, 0)(7.7)
for a ‘nice’ function F (see also [You11, Lemma 6.2]). To see the nice function, we apply
two changes of variables s→ s − u1 and w→ w − 2u1 + 2u2 in (7.1), then
PM,N =ζq(1 − α + β)
(
1
2πi
)4 ∫
(cs)
∫
(cu1 )
∫
(cu2 )
∫
(cw)
q−α−γ−2u1+
w
2
∏
p|q
(
1 − 1
p1−(α+γ+2s−
w
2
)
)
× Mu1Nu2 ζ(α + γ + 2s −
w
2
)ζq(1 + β + δ + 2s − 2u1 + 2u2 + w2 )
ζq(2 − α + β − γ + δ − 2u1 + 2u2 + w)
× H2(s − u1, u1, u2,w − 2u1 + 2u2)dwdu2du1ds,
where
H2(s − u1, u1,u2,w − 2u1 + 2u2) =
Γ(1
2
− α − s)Γ(α + γ + 2s − w
2
)
Γ(1
2
+ γ + s − w
2
)
gα,β,γ,δ(s − u1)
× W˜(u1)W˜(u2)
G(s − u1)G(w − 2u1 + 2u2)
(s − u1)(w − 2u1 + 2u2)
ζq(1 − γ + δ − 2u1 + 2u2 + w).
So after summing over M and N in (7.1), we get
P =ζq(1 − α + β)
(
1
2πi
)2 ∫
( 1
4
)
∫
(ε)
q−α−γ+
w
2
∏
p|q
(
1 − 1
p1−(α+γ+2s−
w
2
)
)
(7.8)
× ζ(α + γ + 2s −
w
2
)ζq(1 + β + δ + 2s +
w
2
)
ζq(2 − α + β − γ + δ + w)
H2(s, 0, 0,w)dwds,
where
H2(s, 0, 0,w) =
Γ(1
2
− α − s)Γ(α + γ + 2s − w
2
)
Γ(1
2
+ γ + s − w
2
)
G(s)G(w)
sw
gα,β,γ,δ(s)ζq(1 − γ + δ + w).
To eliminate the w-line integration in (7.8), we move it to Re(w) = −1 + ε. Observing
that the pole of ζ(1−γ+δ+w) is canceled byG(γ−δ) = 0, we have only crossed the pole
at w = 0, which contributes the main term P(α, β, γ, δ). A direct estimate shows that the
integral along the new lines is bounded by≪ q− 12+ε, which establishes the lemma. 
Due to the relationship between A∗O and AO mentioned in (3.3), we switch the parame-
ters to get
Proposition 7.4. We have
A∗O(α, β, γ, δ) =P(γ, δ, α, β) + P(δ, γ, α, β) + P(γ, δ, β, α) + P(δ, γ, β, α) + O
(
q−
1
2
+ε
)
,
where P(α, β, γ, δ) is defined by (7.5).
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8. Dual off-diagonal terms AO
By writing r = m + n, we have
BM,N =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
r≡0 ( mod d)
(8.1)
×
∑
(m,q)=1
(r−m,q)=1
σα−β(m)σγ−δ(r − m)
m
1
2
+α(r − m) 12+γ
Vα,β,γ,δ
(
m(r − m)
q2
)
W
(
m
M
)
W
(
r − m
N
)
,(8.2)
whose variables can be separated as before. At first, we apply the approximate functional
equation (6.2) to σγ−δ(r − m) to write
BM,N = CM,N(α, β, γ, δ) +CM,N(α, β, δ, γ),(8.3)
where
CM,N =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
r≡0 ( mod d)
∑
(l,q)=1
1
l1−γ+δ
(8.4)
×
∑
(m,q)=1
(r−m,q)=1
σα−β(m)cl(r − m)
m
1
2
+α(r − m) 12+γ
Vα,β,γ,δ
(
m(r − m)
q2
)
W
(
m
M
)
W
(
r − m
N
)
̟γ−δ
(
l√
r − m
)
.
We apply the notation
H(s, u1, u2, v,w) =
Γ(v)Γ(1
2
− γ − s − u2 + w2 )
Γ(1
2
− γ − s − u2 + v + w2 )
H1(s, u1, u2,w),(8.5)
which obviously decays rapidly on Im(s), Im(u1), Im(u2), Im(w). In addition,H(s, u1, u2, v,w)
has at most a polynomial growth on Im(v), to be specific, it follows from Stirling’s ap-
proximation that
Γ(v)Γ(1
2
− γ − s − u2 + w2 )
Γ(1
2
− γ − s − u2 + v + w2 )
≪ (1 + |Im(v)|)Re(γ+s+u2−w2 )− 12 .
In particular, if Re(γ + s + u2 − w2 ) − 12 < 0, H(s, u1, u2, v,w) has a polynomial decay on
Im(v).
Then one can separate variables as in Section 7 of [You11] to obtain the following
analog of Lemma 6.5.
Lemma 8.1. With cs = cv =
1
4
+ ε, cu1 = cu2 = 0, and cw = 2, we have
CM,N =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
r≡0 ( mod d)
1
r
1
2
+γ
∑
(l,q)=1
1
l1−γ+δ
∑∗
h( mod l)
e
(−hr
l
) (
1
2πi
)5
(8.6)
×
∫
(cs)
∫
(cu1 )
∫
(cu2 )
∫
(cw)
∫
(cv)
q2sMu1Nu2
rs+u2−v−
w
2 lw
Dq
(
1
2
+ α + s + u1 + v, α − β,
h
l
,−r
)
× H(s, u1, u2, v,w)dvdwdu2du1ds.
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One notes that CM,N is almost the same as CM,N except different gamma factors in
H, as well as a different path for the w-integral, which is applied to keep the absolute
convergence for the v-integral. We move the v-line of integration to cv = ε, crossing the
two poles ofDq-function at 12 + s+u1+v = 1−α and 12 + s+u1+v = 1−β with respective
residues PM,N(α, β, γ, δ) and PM,N(β, α, γ, δ). For the remained integral, denoted by EM,N ,
we move cs to ε without encountering any poles. In conclusion, we have
CM,N = PM,N(α, β, γ, δ) + PM,N(β, α, γ, δ) + EM,N ,(8.7)
where PM,N will be calculated in the next section and EM,N will be bounded together with
EM,N in Section 10.
8.1. Themain terms. We first deduce exact expressions for PM,N in the following lemma.
Lemma 8.2. For cs =
1
4
, cu1 = cu2 = 0, and cw = ε, we have
PM,N =ζq(1 − α + β)
(
1
2πi
)4 ∫
(cs)
∫
(cu1 )
∫
(cu2 )
∫
(cw)
q−α−γ−u1−u2+
w
2
∏
p|q
(
1 − 1
p1−(α+γ+2s+u1+u2−
w
2
)
)(8.8)
× Mu1Nu2 ζ(α + γ + 2s + u1 + u2 −
w
2
)ζq(1 + β + δ + 2s + u1 + u2 +
w
2
)
ζq(2 − α + β − γ + δ + w)
× H2(s, u1, u2,w)dwdu2du1ds,
where
H2(s, u1, u2,w) =
Γ(1
2
− α − u1 − s)Γ(12 − γ − s − u2 + w2 )
Γ(1 − α − γ − 2s − u1 − u2 + w2 )
H1(s, u1, u2,w).(8.9)
Proof. After calculating the residue, we have
PM,N =ζq(1 − α + β)
ϕ(q)
qϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
)∑
b|q
µ(b)
ϕ(b)
∑
r≡0 ( mod d)
(r,b)=1
∑
(l,q)=1
cl(r)
l2−α+β−γ+δ
×
(
1
2πi
)4 ∫
(cs)
∫
(cu1 )
∫
(cu2 )
∫
(cw)
q2sMu1Nu2
rα+γ+2s+u1+u2−
w
2 lw
H2 (s, u1, u2,w) dwdu2du1ds,
which is the same expression as (7.3) but with H2 replaced by H2 only. The difference
between H2 and H2 is that the ratio of gamma factors
Γ(1
2
− α − u1 − s)Γ(α + γ + 2s + u1 + u2 − w2 )
Γ(1
2
+ γ + s + u2 − w2 )
appearing in H2 is replaced by
Γ(1
2
− α − u1 − s)Γ(12 − γ − s − u2 + w2 )
Γ(1 − α − γ − 2s − u1 − u2 + w2 )
in H2.
We initially move the contours of the integration so that
cs = ε, cu1 = cu2 = 0, cw = 3ε,
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passing no poles. Then we move the s-line of integration to cs =
1
2
+ ε, crossing a pole at
1
2
− α − u1 − s = 0.
We consider the residue first. With k = (q, r), the pole at 1
2
− α − u1 − s = 0 gives
ζq(1 − α + β)
ϕ(q)
qϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
)∑
b|q
µ(b)
ϕ(b)
∑
k|qb
d|k
∑
(r,q)=k
∑
(l,q)=1
cl(r)
l2−α+β−γ+δ
(8.10)
×
(
1
2πi
)3 ∫
(cu1 )
∫
(cu2 )
∫
(cw)
q1−2α−2u1Mu1Nu2
r1−α+γ−u1+u2−
w
2 lw
H1
(
1
2
− α − u1, u1, u2,w
)
dwdu2du1,
in which we may move cu2 to 2ε to make both summations over l and r converge abso-
lutely. So one may execute the sum over l, r with Lemma 6.2, and then execute the sum
over d, b, k with Lemma 6.4 as before to reduce (8.10) to
ζq(1 − α + β)
(
1
2πi
)3 ∫
(cu1 )
∫
(cu2 )
∫
(cw)
q−α−γ−u1−u2+
w
2
∏
p|q
(
1 − 1
pα−γ+u1−u2+
w
2
)
Mu1Nu2(8.11)
×
ζ
(
1 − α + γ − u1 + u2 − w2
)
ζq
(
2 − 2α + β + δ − u1 + u2 + w2
)
ζq(2 − α + β − γ + δ + w)
× H1
(
1
2
− α − u1, u1, u2,w
)
dwdu2du1.
For the integral along the new line, the sum over l, r converges absolutely, and then
similar calculations as for (7.1) show that it has the same expression as (8.8) except cs =
1
2
+ ε. We move cs back to
1
4
to obtain the expression for PM,N and cross the pole at
1
2
−α− u1 − s = 0 again, observing that the pole of the zeta-function is canceled. An easy
calculation shows that this residue is equal to (8.11), so the two residues cancel, and we
establish the lemma. 
As a result of Lemma 8.2, we have the following upper bound for PM,N .
Lemma 8.3. We have
PM,N ≪ min
{
M
1
2N−
1
2 ,M−
1
2N
1
2
}
qε.(8.12)
Proof. Observing the location of poles of H2, we can directly observe the two bounds in
(8.12) by moving the contours of the integration in (8.8) to
cs = ε, cu1 =
1
2
− 2ε, cu2 = −12 + ε, cw = ε,
as well as to
cs = ε, cu1 = −12 + ε, cu2 = 12 − 2ε, cw = ε,
where no poles are crossed. 
Let AO(α, β, γ, δ) denote the main term of AO(α, β, γ, δ), and we deduce it in the fol-
lowing proposition.
Proposition 8.4. We have
AO(α, β, γ, δ) =P(α, β, γ, δ) + P(β, α, γ, δ) + P(α, β, δ, γ) + P(β, α, δ, γ) + O
(
q−
1
3
+ε
)
,
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where
P(α, β, γ, δ) = ζq(1 − α + β)ζq(1 − γ + δ)
ζq(2 − α + β − γ + δ)
q−α−γ(8.13)
× 1
2πi
∫
( 1
4
)
G(s)
s
gα,β,γ,δ(s)
Γ(1
2
− α − s)Γ(1
2
− γ − s)
Γ(1 − α − γ − 2s)
×
∏
p|q
(
1 − 1
p1−(α+γ+2s)
)
ζ(α + γ + 2s)ζq(1 + β + δ + 2s)ds.
Proof. It follows from (3.5), (8.3), and (8.7) that
AO(α, β, γ, δ) = P(α, β, γ, δ) + P(β, α, γ, δ) + P(α, β, δ, γ) + P(β, α, δ, γ),
where
P(α, β, γ, δ) =
∑
M,N
PM,N(α, β, γ, δ).
Note that P is a sum over all M,N, so we can recover the dyadic partition directly with
(7.7) as before. So we sum over M and N in (8.8) to get
P =ζq(1 − α + β)
(
1
2πi
)2 ∫
( 1
4
)
∫
(ε)
q−α−γ+
w
2
∏
p|q
(
1 − 1
p1−(α+γ+2s−
w
2
)
)
(8.14)
× ζ(α + γ + 2s −
w
2
)ζq(1 + β + δ + 2s +
w
2
)
ζq(2 − α + β − γ + δ + w)
H2(s, 0, 0,w)dwds,
where
H2(s, 0, 0,w) =
Γ(1
2
− α − s)Γ(1
2
− γ − s + w
2
)
Γ(1 − α − γ − 2s + w
2
)
G(s)G(w)
sw
gα,β,γ,δ(s)ζq(1 − γ + δ + w).
Now we move the w-line of integration in (8.14) to cw = −14 + ε. Since the pole of
ζ(1 − γ + δ + w) is cancelled by G(γ − δ) = 0, we cross the pole at w = 0 with residue
P(α, β, γ, δ, t). For the remained integral, we move cs to 16 followed by cw → −23 + ε,
crossing no poles. Then a trivial estimate gives an upper bound O
(
q−
1
3
+ε
)
for this integral
and completes the proof. 
9. The main term of the Theorem
In this section, we assemble all main terms arising from both off-diagonal terms and
diagonal terms to deduce the main term of Theorem 1.4, which proceeds much the same
as [You11], and we sketch it here.
At first, we combine AO and AO to deduce the main contribution of off-diagonal terms
in A1, which follows easily by (3.2) with Propositions 7.3, 7.4, and 8.4 that
Q(α, β, γ, δ) + Q(β, α, γ, δ) + Q(α, β, δ, γ) + Q(β, α, δ, γ) + O(q−
1
3
+ε),(9.1)
where
Q(α, β, γ, δ) = P(α, β, γ, δ) + P(γ, δ, α, β) + P(α, β, γ, δ).
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Lemma 9.1. We have
Q(α, β, γ, δ) =
ζq(1 − α + β)ζq(1 − γ + δ)
ζq(2 − α + β − γ + δ)
(
q
π
)−α−γ ∫
( 1
4
)
G(s)
s
π2sgα,β,γ,δ(s)(9.2)
× ζq(1 − α − γ − 2s)ζq(1 + β + δ + 2s)
Γ
(
1
2
−α−s
2
)
Γ
(
1
2
+α+s
2
) Γ
(
1
2
−γ−s
2
)
Γ
(
1
2
+γ+s
2
)ds.
Proof. The lemma can be proved identically to [You11, Lemma 8.1], and the only differ-
ence is to apply the functional equation
∏
p|q
(
1 − 1
p1−(α+γ+2s)
)
ζ(α + γ + 2s) =
1
π
1
2
−α−γ−2s
Γ
(
1−α−γ−2s
2
)
Γ
(
α+γ+2s
2
) ζq(1 − α − γ − 2s)
in place of the functional equation of ζ(α + γ + 2s) in the original proof. 
Secondary, by the relationship (3.1), one can easily deduce the main contribution of
off-diagonal terms in A−1 from (9.1), by switching the signs of the shifts and multiplying
by Xα,β,γ,δ, which is
Q−(α, β, γ, δ) + Q−(β, α, γ, δ) + Q−(α, β, δ, γ) + Q−(β, α, δ, γ) + O(q
− 1
3
+ε)
with
Q−(α, β, γ, δ) = Xα,β,γ,δQ(−γ,−δ,−α,−β).
Nowwe combinemain terms of off-diagonal terms in A1 and A−1. We coupleQ(α, β, γ, δ)
with Q−(β, α, δ, γ) and the other three pairs by switching the shifts, which follow easily
from the following lemma.
Lemma 9.2. We have
Q(α, β, γ, δ) + Q−(β, α, δ, γ) = Xα,γ
ζq(1 − α + β)ζq(1 − α − γ)ζq(1 + β + δ)ζq(1 − γ + δ)
ζq(2 − α + β − γ + δ)
.
(9.3)
Proof. The lemma can be proved identically to [You11, Lemma 8.3] with ζ replaced by
ζq only. 
By combining these main terms of off-diagonal terms with the diagonal terms in Lemma
4.1, we get the main term of M that
Zq(α, β, γ, δ) + Xα,β,γ,δZq(−γ,−δ,−α,−β) + Xα,γZq(β,−γ, δ,−α)
+ Xβ,γZq(α,−γ, δ,−β) + Xα,δZq(β,−δ, γ,−α) + Xβ,δZq(α,−δ, γ,−β) + O(q−
1
3
+ε),
which gives the main term of Theorem 1.4.
10. Error terms with M and N close
This section is devoted to bounding the error terms EM,N and EM,N . For ease presenta-
tion, we set all the shifts α, β, etc., equal to 0, and one can easily generalize the arguments
below to handle small enough nonzero parameters.
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10.1. The error term EM,N . We first recall that EM,N is given by the right-hand side of
(6.10), but with the contours of the integration at
cs = cw = cv = ε, cu1 = cu2 = 0.(10.1)
After applying the functional equation to Dq, we replace the sums over a and b with a
factor qε and rename a1, b1 as a, b for notational convenience, subsequently, χ
′
0 denotes
the principle character modulo ab. Then we have
EM,N ≪ qε
∑∑∑
a,b,d|q
(b,d)=1
µ2(ab)(|E+| + |E−|),
where
E± =
ϕ(d)
ϕ∗(q)
∑
r≡0 ( mod d)
(r,b)=1
∑
(l,q)=1
1
lab
∑∗
i( mod a)
∑∗
j( mod b)
∑∗
h( mod l)
e
(
jr
b
)
e
(
hr
l
)
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2
r
1
2
+s+u2−v−w2 lw (lab)2s+2u1+2v
× D
12 − s − u1 − v, 0,±hi, jlab , χ′0
H±(s, u1, u2, v,w)dvdu2du1dwds,
and where
H±(s, u1, u2, v,w) = 2(2π)
−1+2s+2u1+2vΓ(1
2
− s − u1 − v)2H(s, u1, u2, v,w)S ±(10.2)
with
S + = 1, S − = sin(π(s + u1 + v)).
We will treat the sums over r, j, h carefully by writing them in terms of the Kloosterman
sum and the Ramanujan sum. Here H± decays rapidly in all variables since H does and
that the exponential decay of the gamma factors cancels the exponential growth of S −.
Notation. Note that we need only treat such d and square free a, b that (a, b) = 1 and
(b, d) = 1. Especially, there are ab ≤ q and bd ≤ q. These conditions should be kept in
mind in the following.
We now move cu1 to −12 − 3ε and expand D into absolutely convergent Dirichlet series,
then
E± =
ϕ(d)
ϕ∗(q)
∑
r≡0 ( mod d)
(r,b)=1
∑
(l,q)=1
1
lab
∑
(m,ab)=1
d(m)S±(m, r)
r
1
2m
1
2
(10.3)
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2ms+u1+v
rs+u2−v−
w
2 lw (lab)2s+2u1+2v
× H±(s, u1, u2, v,w)dvdu2du1dwds
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with the exponential sum
S±(m, r) =
∑∗
i( mod a)
∑∗
j( mod b)
∑∗
h( mod l)
e
(
hr
l
)
e
(
jr
b
)
e
±mhi, jlab
 .(10.4)
With a negligible error, we restrict the m-sum in E± to m ≤ M−1Na2b2qε, which will be
assumed in the rest of this section. To see this, we move the paths of the integration in E±
to
cs = 2, cu1 = −A, cu2 = A, cw = 2A, cv = ε
for large A, crossing no poles. Then trivial estimates show that the contribution of terms
with m ≫ M−1Na2b2qε is negligible.
We simplify the exponential sum S±(m, r) by writing it in terms of the Ramanujan sum
and the Kloosterman sum in the following lemma.
Lemma 10.1. Let a, b, and l be three integers coprime with each other. We have
S±(m, r) = ca(m)S (ra2,±m; lb).
Proof. We recall from Lemma 5.4 that
hi, j ≡ ilb (mod a),
hi, j ≡ jla (mod b),
hi, j ≡ hab (mod l).
Applying Lemma 2.6, we split the last exponential function as
e
±mhi, jlab
 = e
±mi(lb)2
a
 e
±m(hb + jl)a2
lb
 .
Inserting this into (10.4), we sum over i first, which turns out to be the Ramanujan sum
ca(m). In addition, by Chinese Remainder Theorem, we write the sums over j and h in
terms of Kloosterman sums to get
∑∗
j( mod b)
∑∗
h( mod l)
e
(
jr
b
)
e
(
hr
l
)
e
±m(hb + jl)a2
lb
 = S (ra2,±m; lb),
and the lemma follows. 
Note that we may change the order of the summations in (10.3) as we want. More
precisely, we may move the lines of integration in (10.3) without encountering any poles
so that all integrations and summations converge absolutely, taking
cs = cv = ε, cu1 = −34 , cu2 = cw = 32
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for example, and similarly, we can move the contours back to (10.1) after changing the
order. By applying Lemma 10.1 and changing the order of the summations, we have
E± =
ϕ(d)
ϕ∗(q)
∑
r≡0 ( mod d)
(r,b)=1
∑
m≤M−1Na2b2qε
(m,ab)=1
d(m)ca(m)
r
1
2m
1
2
×
∑
(l,q)=1
S (ra
2,±m; lb)
lab
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2ms+u1+v
rs+u2−v−
w
2 lw (lab)2s+2u1+2v
× H±(s, u1, u2, v,w)dvdu2du1dwds.
Note that
ca(m) = µ(a)
for (m, a) = 1.2 We split the coprime condition (l, q) = 1 into (l, a) = 1 and (l, qa) = 1 and
remove (l, qa) = 1 by Mo¨bius inversion ∑
c|(l,qa)
µ(c).
Then it follows
E± ≪
∑
c|qa
|E±|,
where
E± =
ϕ(d)
ϕ∗(q)
∑
r≡0 ( mod d)
(r,b)=1
∑
m≤M−1Na2b2qε
(m,ab)=1
d(m)
r
1
2m
1
2
∑
(l,a)=1
S (ra
2,±m; lbc)
labc
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2ms+u1+v
rs+u2−v−
w
2 (lc)w (labc)2s+2u1+2v
× H±(s, u1, u2, v,w)dvdu2du1dwds.
We should keep in mind that a, b, c are square free divisors of q, satisfying (a, bc) = 1.
Let E±(R,M∗) be the same expression as E± but with r and m restricted to respective
dyadic segments R ≤ r ≤ 2R and M∗ ≤ m ≤ 2M∗. Now we are left to estimate E±(R,M∗)
with M∗ ≪ M−1Na2b2qε.
We apply (2.19) with Q = a2bc, τ = a2, and s = bc, which gives
S (ra
2,±m; lbc) = e
∓mbc
a2
 S∞,1/bc(r,±m; γ).
Note that S∞,1/bc(r,±m; γ) is defined if and only if, γ = labc with integer l coprime with
a, that is to say, the sum over l in E± is equal to the sum over γ.
2The coprime condition (m, a) = 1 benefits from our kicking out nonessential terms in the deduction of
the functional equation forDq. If not the case, an extra factor from ca(m) will causes an obstruction in the
treatment.
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Let
φ±(x) =
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
(
x
4π
)2s+2u1+2v+w
H±(s, u1, u2, v,w)dvdu2du1dwds
(10.5)
with the contours of the integration given as in (10.1). By moving the integration to
suitable paths without encountering any poles, one can easily check that φ±(0) = 0 as
well as φ
( j)
± (x) ≪ (1 + x)−2−ε, j = 0, 1, 2. Then replacing the sum over l by the sum over γ
gives
E±(R,M∗) =
ϕ(d)
ϕ∗(q)
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
∓m bc
a2
)
d(m)
r
1
2m
1
2
Σ±(r,m),(10.6)
where
Σ±(r,m) =
Γ∑
γ
S∞,1/bc(r,±m; γ)
γ
φ±
(
4π
√
mr
γ
)
.
We apply the Kuznetsov formula with a = ∞ and b = 1/bc to get
Σ+(r,m) =
∑
k≥2
k even
∑
f∈Bk(Q)
φ˜+(k)Γ(k)
√
rmρ f (r)ρ f (b,m)
+
∑
f∈B(Q)
φˆ+(κ f )
√
rm
cosh(πκ f )
ρ f (r)ρ f (b,m)
+
1
4π
∑
c
∫ ∞
−∞
φˆ+(κ)
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(m, κ)dκ,
and
Σ−(r,m) =
∑
f∈B(Q)
φ˘−(κ f )
√
rm
cosh(πκ f )
ρ f (r)ρ f (b,−m)
+
1
4π
∑
c
∫ ∞
−∞
φ˘−(κ)
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(−m, κ)dκ.
Applying these into (10.6), we rewrite
E±(R,M∗) = Eh±(R,M∗) + Em±(R,M∗) + Ec±(R,M∗)
to correspond to the holomorphic forms, the Maass forms, and the Eisenstein series. Ob-
viously, there is Eh−(R,M∗) = 0.
By integral transforms of Bassel functions as in [You11, Section 9.3], we have
φ˜+(k) =
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
H˜+(s, u1, u2, v,w, k)dvdu1du2dwds,
43
where
H˜+(s, u1, u2, v,w, k) =
Γ( k−1
2
+ s + u1 + v +
w
2
)
Γ( k+1
2
− s − u1 − v − w2 )
Γ(1
2
− s − u1 − v)2
× Γ(v)Γ(
1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 )
G(s)G(w)
sw
g(s)W˜(u1)W˜(u2)ζ(1 + w)c
∗.
with c∗ being some bounded factors like powers of 2, π, etc., which do not affect the
convergence of the integrals. Also, there exist
φˆ+(κ) =
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
Hˆ+(s, u1, u2, v,w, κ)dvdu1du2dwds,
with
Hˆ+(s, u1, u2, v,w, κ) = cos(π(s + u1 + v +
w
2
))Γ(s + u1 + v +
w
2
+ iκ)Γ(s + u1 + v +
w
2
− iκ)
× Γ(1
2
− s − u1 − v)2
Γ(v)Γ(1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 )
× G(s)G(w)
sw
g(s)W˜(u1)W˜(u2)ζ(1 + w)c
∗,
and
φ˘−(κ) =
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
cosh(πκ)H˘−(s, u1, u2, v,w, κ)dvdu1du2dwds,
(10.7)
with
H˘−(s, u1, u2, v,w, κ) =Γ(s + u1 + v + w2 + iκ)Γ(s + u1 + v +
w
2
− iκ)
× sin(π(s + u1 + v))Γ(12 − s − u1 − v)2
Γ(v)Γ(1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 )
× G(s)G(w)
sw
g(s)W˜(u1)W˜(u2)ζ(1 + w)c
∗.
All treatments of Eh+(R,M∗), Em±(R,M∗), and Ec±(R,M∗) follow in the same way by
spectral large sieve inequalities given in Lemma 2.14 with slight variations, which are
because of their different Fourier coefficients and Gamma factors. We show in detail for
Ec±(R,M∗) and point out necessary variations for other cases.
Proposition 10.2. We have
Ec±(R,M∗) ≪ q−
1
2
+ε
(
N
M
) 1
2
R−ε.(10.8)
We only show in details for Ec− since the case of Ec+ is similar.
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Proof. We recall that
Ec−(R,M∗) =
ϕ(d)
ϕ∗(q)
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
m bc
a2
)
d(m)
r
1
2m
1
2
× 1
4π
∑
c
∫ ∞
−∞
φ˘−(κ)
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(−m, κ)dκ.
Let Ec−(R,M∗;K) be the same expression as Ec−(R,M∗) but with the integral over κ re-
stricted to [K, 2K], which after us applying (10.7) evolves into
Ec−(R,M∗;K) ≪
ϕ(d)
ϕ∗(q)
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
m bc
a2
)
d(m)
r
1
2m
1
2
∑
c
∫ 2K
K
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(−m, κ)
(10.9)
×
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
cosh(πκ)H˘−(s, u1, u2, v,w, κ)dvdu1du2dwdsdκ.
The rapid decay of H˘− allows for a truncation of all integrals except the one over κ at
height (qK)ε with a negligible error. After this truncation, we may move the integration
in Ec−(R,M∗;K) without encountering any poles to any contours with
cv = cw = ε,

cs ≥ ε,
− ε ≤ cs + cu1 ≤ 12 − 2ε,
cs + cu2 ≥ −12 + 2ε
for any K(10.10)
and
cv = cw = ε,

cs ≥ ε,
cs + cu1 ≤ 12 − 2ε,
cs + cu2 ≥ −12 + 2ε
especially for large K ≫ qε.(10.11)
We apply Stirling’s approximation to see that
cosh(πκ)Γ(s + u1 + v +
w
2
+ iκ)Γ(s + u1 + v +
w
2
− iκ) ≪ qεK−1+2cs+2cu1+2cv+cw .(10.12)
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By Cauchy-Schwarz inequality,
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
m bc
a2
)
d(m)
r
1
2
+2s+u1+u2m
1
2
+
w
2
∑
c
∫ 2K
K
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(−m, κ)dκ(10.13)
≪

∑
c
∫ 2K
K
1
cosh(πκ)
∣∣∣∣∣ ∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
1
r
1
2
+2s+u1+u2
√
rρc(r, κ)
∣∣∣∣∣2dκ

1
2
×

∑
c
∫ 2K
K
1
cosh(πκ)
∣∣∣∣∣ ∑
M∗≤m≤2M∗
(m,ab)=1
e
(
m bc
a2
)
d(m)
m
1
2
+
w
2
√
mρb,c(−m, κ)
∣∣∣∣∣2

1
2
.
We bound the second factor first, which follows directly by the large sieve inequality of
Lemma 2.14 that
≪
(
K2 +
M∗
Q
) 1
2

∑
M∗≤m≤2M∗
(m,ab)=1
1
m1+ε

1
2
≪
K + N 12
M
1
2
 b 12qε
since µ(b) = Q−1, M∗ ≪ M−1Na2b2qε, and Q = a2bc. For the first factor, we apply the
change of variables r → d♯r, where d♯ is largest divisor of r owning the same distinct
prime factors as d. Then exchanging the order of the sums gives∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
=
∑
d♯
∑
R≤r≤2R
r=r′d♯
(r′,bd♯)=1
.
Note that the number of d♯ is not more than Rε since d♯ must have the same distinct prime
factors as d. Then by (2.17), the first factor is at most
∑
d♯

∑
c
∫ 2K
K
1
cosh(πκ)
∣∣∣∣∣ ∑
R≤r≤2R
r=r′d♯
(r′,bd♯)=1
1
r
1
2
+2s+u1+u2
√
rρc(r, κ)
∣∣∣∣∣2dκ

1
2
(10.14)
≪
∑
d♯
∑
d1 |(d♯,Q)

∑
c
∫ 2K
K
1
cosh(πκ)
∣∣∣∣∣ ∑
R/d♯≤r′≤2R/d♯
(r′,bd♯)=1
1
(r′d♯)
1
2
+2s+u1+u2
√
d1r′ρc(d1r
′, κ)
∣∣∣∣∣2dκ

1
2
.
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After applying the large sieve inequality of Lemma 2.14, we find that it is bounded by
≪
∑
d♯
∑
d1 |(d♯,Q)
(
K2 +
d1R
d♯Q
) 1
2

∑
R/d♯≤r′≤2R/d♯
(r′,bd♯)=1
1
(r′d♯)1+4cs+2cu1+2cu2

1
2
(10.15)
≪
∑
d♯
∑
d1 |(d♯,Q)
(
K2 +
d1R
d♯Q
) 1
2
(
1
d♯R4cs+2cu1+2cu2
) 1
2
≪ 1
R2cs+cu1+cu2−ε
 K
d
1
2
+
R
1
2
dQ
1
2
∑
d1 |(d,Q)
d
1
2
1
 .
In (10.15), we have replaced d♯ by d in the final step at no cost, observing that d♯ has the
same prime factors as d and satisfies d ≤ d♯. In conclusion, we bound the spectral sum in
(10.13) as
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
m bc
a2
)
d(m)
r
1
2
+2s+u1+u2m
1
2
+
w
2
∑
c
∫ 2K
K
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(−m, κ)dκ(10.16)
≪ q
ε
R2cs+cu1+cu2−ε
K + N 12
M
1
2

Kb
1
2
d
1
2
+
R
1
2
dQ
1
2
∑
d1 |(d,Q)
d
1
2
1
b
1
2

≪ q
1
2
+ε
dR2cs+cu1+cu2−ε
K + N 12
M
1
2
 (K + q− 12R 12 ) ,
observing that d1b ≤ Q and db ≤ q, two results deduced directly from
d1 | Q, b | Q, (d1, b) = 1
and
d | q, b | q, (d, b) = 1
respectively.
Applying (10.12) and (10.16) into (10.9) gives
Ec−(R,M∗;K) ≪ q−
1
2
+2cs+εMcu1Ncu2K−1+2cs+2cu1+3ε
K + N 12
M
1
2
 (K + q− 12R 12 )R−2cs−cu1−cu2+ε.
(10.17)
If R ≤ K2q, it follows that
Ec−(R,M∗;K) ≪ q−
1
2
+2cs+εMcu1Ncu2K2cs+2cu1+3ε
K + N 12
M
1
2
R−2cs−cu1−cu2+ε.(10.18)
When K ≪ M− 12N 12qε, we take the contours as in (10.10) with
cs = ε. cu1 =
1
2
− 3ε, cu2 = −12 + 3ε;
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When K ≫ M− 12N 12qε, we take the contours as in (10.11) with
cs = ε, cu1 = −12 − 3ε, cu2 = 12 + 3ε.
With these in (10.18), a direct calculation gives
Ec−(R,M∗;K) ≪ q−
1
2
+ε
(
N
M
) 1
2
R−εK−ε.
If R ≥ K2q, then (10.17) evolves into
Ec−(R,M∗;K) ≪ q−1+2cs+εMcu1Ncu2K−1+2cs+2cu1
K + N 12
M
1
2
R 12−2cs−cu1−cu2+ε.(10.19)
When K ≪ M− 12N 12qε, we take the contours as in (10.10) with
cs =
1
4
+ ε, cu1 =
1
4
− 3ε, cu2 = −14 + 3ε;
When K ≫ M− 12N 12qε, we take the contours as in (10.11) with
cs =
1
4
+ ε, cu1 = −14 − 3ε, cu2 = 14 + 3ε.
With these in (10.19), a direct calculation gives
Ec−(R,M∗;K) ≪ q−
1
2
+ε
(
N
M
) 1
4
R−εK−ε.
Thus, we establish the lemma by summing over K. 
We now come to Eh+(R,M∗;K). The treatment of holomorphic spectrum proceeds
identically as the Eisenstein spectrum and turns out to be much simpler. Note that, for
any contours in (10.10) or (10.11), the ratio of Gamma factors in H˜+ is bounded by
Γ( k−1
2
+ s + u1 + v +
w
2
)
Γ( k+1
2
− s − u1 − v − w2 )
≪ K−ε
by Stirling’s approximation. Then a similar application of the large sieve inequality as
for the Eisenstein spectrum, but no need for any extra discussion on K, gives a smaller
bound.
We bound the Maass spectrum in the following.
Proposition 10.3. We have
Em±(R,M∗) ≪ q−
1
2+θ+ε
(
N
M
) 1
2
R−ε.(10.20)
Proof. The proposition follows by the same argument used for the Eisenstein spectrum.
Following the proof of Proposition 10.2, we only need a replacement of (2.17) by (2.15)
to separate d♯ from the Fourier coefficients. We can bound the extra factor λ f ∗ arising
from the replacement with the known bound due to Kim and Sarnak [Kim03] that
λ f ∗(n)≪ nθ+ε
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with θ = 7/64. More precisely, the following estimate due to (2.15) is applied in the
analog of (10.14) to replace (2.17)∑
R≤r≤2R
r=r′d♯
(r′,bd♯)=1
1
r
1
2
+2s+u1+u2
√
rρ f (r) ≪ d♯
θ+ε
∑
d1 |(d♯,Q)
∣∣∣∣∣∣
∑
R/d♯≤r′≤2R/d♯
(r′,bd♯)=1
1
(r′d♯)
1
2
+2s+u1+u2
√
d1r′ρ f (d1r
′)
∣∣∣∣∣∣.
Note that the extra factor d♯
θ+ε
contributes at most a factor qθ+ε to Em±(R,M∗) after our
replacing d♯ with d as in (10.15). Then the rest of the proof follows identically to the
Eisenstein spectrum. 
At last, we sum up from the holomorphic spectrum, theMaass spectrum, and the Eisen-
stein spectrum to obtain that
E±(R,M∗) ≪ q−
1
2
+θ+ε
(
N
M
) 1
2
R−ε,
which establishes Theorem 3.1 by a summation over R and M∗.
10.2. The dual error term. We apply the functional equation toDq, and the same treat-
ment as in Section 10.1 gives
EM,N ≪ qε
∑∑∑
a,b,d|q
(b,d)=1
µ2(ab)(|E+| + |E−|),
where
E± =
ϕ(d)
ϕ∗(q)
∑
r≡0 ( mod d)
(r,b)=1
∑
(l,q)=1
1
lab
∑
(m,ab)=1
d(m)S±(m,−r)
r
1
2m
1
2
(10.21)
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2ms+u1+v
rs+u2−v−
w
2 lw (lab)2s+2u1+2v
× H±(s, u1, u2, v,w)dvdu2du1dwds
with S±(m,−r) defined by (10.4) and H± given by an expression identical to (10.2) except
that H is replaced by H.
Recall that the ratio of the Gamma factors in H is
Γ(v)Γ(1
2
− s − u2 + w2 )
Γ(1
2
− s − u2 + v + w2 )
,
we can easily move the path of the integration to make both summations over l and m
converge absolutely, and thus we can change their order. However, we can not make the
r-sum converge absolutely without crossing any poles, 3 so we can not truncate the sum
over m to m ≤ M−1Na2b2qε as we have done for EM,N .
3Note that the sums over r in (10.21) is in the order we require, which we have prepared before separating
variables in CM,N .
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By the same computations as in Section 10.1, we may reduce the problem to bounding
E±(R,M∗) =
ϕ(d)
ϕ∗(q)
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
∓m bc
a2
)
d(m)
r
1
2m
1
2
Σ±(r,m)(10.22)
where
Σ±(r,m) =
∑
γ
S∞,1/bc(r,∓m; γ)
γ
Θ±
(
4π
√
mr
γ
)
with Θ± given by an expression identical to (10.5) except H± is replaced by H±. Note that
we have lost the bound M∗ ≪ M−1Na2b2qε here.
We apply the Kuznetsov formula as before, then
Σ−(r,m) =
∑
k≥2
k even
∑
f∈Bk(Q)
Θ˜−(k)Γ(k)
√
rmρ f (r)ρ f (b,m)
+
∑
f∈B(Q)
Θˆ−(κ f )
√
rm
cosh(πκ f )
ρ f (r)ρ f (b,m)
+
1
4π
∑
c
∫ ∞
−∞
Θˆ−(κ)
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(m, κ)dκ
and
Σ+(r,m) =
∑
f∈B(Q)
Θ˘+(κ f )
√
rm
cosh(πκ f )
ρ f (r)ρ f (b,−m)
+
1
4π
∑
c
∫ ∞
−∞
Θ˘+(κ)
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(−m, κ)dκ.
Applying these into (10.22), we rewrite
E±(R,M∗) = Eh±(R,M∗) + Em±(R,M∗) + Ec±(R,M∗)
to correspond to the holomorphic forms, the Maass forms and the Eisenstein series. Also,
there is Eh+(R,M∗) = 0.
Integral transforms as before give
Θ˜−(k) =
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
˜
H−(s, u1, u2, v,w, k)dvdu1du2dwds
with
˜
H−(s, u1, u2, v,w, k) =
Γ( k−1
2
+ s + u1 + v +
w
2
)
Γ( k+1
2
− s − u1 − v − w2 )
sin(π(s + u1 + v))Γ(
1
2
− s − u1 − v)2
× Γ(v)Γ(
1
2
− s − u2 + w2 )
Γ(1
2
− s − u2 + v + w2 )
G(s)G(w)
sw
g(s)W˜(u1)W˜(u2)ζ(1 + w)c
∗.
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In addition,
Θˆ−(κ) =
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
ˆ
H−(s, u1, u2, v,w, κ)dvdu1du2dwds
with
ˆ
H−(s, u1, u2, v,w, κ) = cos(π(s + u1 + v + w2 ))Γ(s + u1 + v +
w
2
+ iκ)Γ(s + u1 + v +
w
2
− iκ)
× sin(π(s + u1 + v))Γ(12 − s − u1 − v)2
Γ(v)Γ(1
2
− s − u2 + w2 )
Γ(1
2
− s − u2 + v + w2 )
× G(s)G(w)
sw
g(s)W˜(u1)W˜(u2)ζ(1 + w)c
∗,
and
Θ˘+(κ) =
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
cosh(πκ) ˘H+(s, u1, u2, v,w, κ)dvdu1du2dwds
with
˘
H+(s, u1, u2, v,w, κ) =Γ(s + u1 + v +
w
2
+ iκ)Γ(s + u1 + v +
w
2
− iκ)
× Γ(1
2
− s − u1 − v)2
Γ(v)Γ(1
2
− s − u2 + w2 )
Γ(1
2
− s − u2 + v + w2 )
× G(s)G(w)
sw
g(s)W˜(u1)W˜(u2)ζ(1 + w)c
∗.
Proposition 10.4. We have
Ec±(R,M∗) ≪ q−
1
2
+ε
(
M
N
+
N
M
) 1
2
R−εM∗−ε.(10.23)
Proof. We come to Ec−(R,M∗) first. By the same treatment as in Proposition 10.2, we
have
Ec−(R,M∗) =
∑
K
Ec−(R,M∗;K)
with
Ec−(R,M∗;K) ≪
ϕ(d)
ϕ∗(q)
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
−m bc
a2
)
d(m)
r
1
2m
1
2
∑
c
∫ 2K
K
√
rm
cosh(πκ)
ρc(r, κ)
(10.24)
× ρb,c(−m, κ)
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
ˆ
H−(s, u1, u2, v,w, κ)dvdu1du2dwdsdκ.
This expression is similar as (10.9) for Ec−(R,M∗;K), but with Hˆ+ replaced by ˆH−. More
precisely, the ratio of gamma factors
Γ(v)Γ(1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 )
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appearing in H˘− is replaced by
Γ(v)Γ(1
2
− s − u2 + w2 )
Γ(1
2
− s − u2 + v + w2 )
,
as well as an extra sin(π(s + u1 + v)) appears in
ˆ
H−.
The differences will affect the treatment in two aspects. At first, we note that
ˆ
H− has
rapid decay as any of s, u2, u2,w but not v gets large in the imaginary direction. So we
should truncate all the integrals except the two over v and κ at height (qK)ε with a negli-
gible error, and the integral over v should be treated specially. Next, the location of poles
of
ˆ
H− is different, which may affect our moving paths of the integrals. Especially, as we
will see, we can not bound Ec−(R,M∗;K) well by moving the paths without encountering
any poles. So we move cv just to the left of 0, crossing a pole with the residue denoted by
resc−(R,M∗;K). Then
Ec−(R,M∗;K) = E
′
c−(R,M
∗;K) + resc−(R,M
∗;K),
where E′c−(R,M∗;K) is the same integral with cv just to the left of 0.
For E′c−(R,M∗;K), we can move the contours without encountering any poles such as
cv = −5ε, cw = 2ε,

cs ≥ ε,
cs + cu1 =
1
2
+ 4ε,
cs + cu2 ≤ −2ε,
for M∗ ≤ K2Q(10.25)
and
cv = −5ε, cw = 1 + ε,

cs ≥ ε,
cs + cu1 =
1
2
+ 4ε,
cs + cu2 ≤ −2ε,
for M∗ > K2Q,(10.26)
where Re(s + u1 + v +
w
2
± iκ) ≥ 1
2
always holds. Then applying Stirling’s approximation,
we have
cos(π(s + u1 + v +
w
2
))Γ(s + u1 + v +
w
2
+ iκ)Γ(s + u1 + v +
w
2
− iκ)
× sin(π(s + u1 + v))Γ(12 − s − u1 − v)2
Γ(v)Γ(1
2
− s − u2 + w2 )
Γ(1
2
− s − u2 + v + w2 )
≪(qK)εeπ|v′ |e− π2 |v′−κ|e− π2 |v′+κ|(1 + |v|)− 32+cs+cu2+ 12 cw
with v′ − v = Im(s + u1 + w2 ) ≪ (qK)ε. Note that −32 + cs + cu2 + 12cw < −1 for contours
given by (10.25) and (10.26), so a careful but elementary estimation bounds the v-integral
by
(qK)ε
∫ ∞
0
eπ|v
′ |e−
π
2
|v′−κ|e−
π
2
|v′+κ|(1 + |v|)− 32+cs+cu2+ 12 cwdv ≪ K− 32+cs+cu2+ 12 cw .(10.27)
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With cw = 2ε if M
∗ ≤ K2Q and cw = 1 + ε otherwise in the spectral sum
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
−m bc
a2
)
d(m)
r
1
2
+2s+u1+u2m
1
2
+
w
2
∑
c
∫ 2K
K
√
rm
cosh(πκ)
ρc(r, κ)ρb,c(m, κ)dκ,
we have the following upper bound for it
≪

q
1
2
+εK
dR2cs+cu1+cu2−ε
(
K + q−
1
2R
1
2
)
M∗−ε, for M∗ ≤ K2Q,
q
1
2
+ε
abdR2cs+cu1+cu2−ε
(
K + q−
1
2R
1
2
)
M∗−ε, for M∗ > K2Q.
(10.28)
This upper bound can be deduced much the same as (10.16), but the following bound
≪
KM
∗−ε, for M∗ ≤ K2Q,
a−1b−
1
2M∗−ε, for M∗ > K2Q
is applied to bound the second factor in (10.13) instead, which is a direct result of the
large sieve inequality of Lemma 2.14.
Applying (10.27) and (10.28) into the expression of E′c−(R,M∗;K), we get 4
E′c−(R,M∗;K) ≪q−
1
2
+2cs+εMcu1Ncu2K−
1
2
+cs+cu2+ε
(
K + q−
1
2R
1
2
)
R−2cs−cu1−cu2+εM∗−ε(10.29)
when M∗ ≤ K2Q, and
E′c−(R,M∗;K) ≪q−
1
2
+2cs+εMcu1Ncu2K−1+cs+cu2+ε
(
K + q−
1
2R
1
2
)
R−2cs−cu1−cu2+εM∗−ε
when M∗ > K2Q. It is obvious that the second bound is dominated by the first one.
We will deduce the bound needed with appropriate values of cs, cu1 , cu2 in (10.29). More
precisely, if R ≤ K2q, we take the contours as in (10.25) with
cs = ε, cu1 =
1
2
+ 3ε, cu2 = −12 − 3ε
to get
E′c−(R,M∗;K) ≪ q−
1
2
+ε
(
M
N
) 1
2
R−εK−εM∗−ε.
If R ≤ K2q, we take the contours as in (10.26) with
cs =
1
4
+ ε, cu1 =
1
4
+ 3ε, cu2 = −14 − 3ε;
to get
E′c−(R,M∗;K) ≪ q−
1
2
+ε
(
M
N
) 1
4
R−εK−εM∗−ε.
4With cv > 0, there is an analog of (10.29) for Ec−(R,M∗;K), where we can not make both exponents of
K and R negative simultaneously if just move the paths without encountering any poles.
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The treatment for the residue resc−(R,M∗;K) is similar and much simper than the case
E′c−(R,M∗;K). Note that resc−(R,M∗;K) has the same expression as Ec−(R,M∗;K) but
with
˘
H+ replaced by
cos(π(s + u1 +
w
2
))Γ(s + u1 +
w
2
+ iκ)Γ(s + u1 +
w
2
− iκ)
× sin(π(s + u1))Γ(12 − s − u1)2
G(s)G(w)
sw
g(s)W˜(u1)W˜(u2)ζ(1 + w)c
∗,
which decays rapidly on κ. So similar calculations, with cu1 reducing several ε and cu2
adding several ε in the same contours, give the same bound for the residue. The calcula-
tions turn out to be much simpler since we do not need to care the exponent of K. Thus,
we sum up over K to obtain the bound for it.
Note that Ec+(R,M∗) is matched with Θ˘+(κ), where the factor sin(π(s + u1 + v)) disap-
pears. We write
Ec+(R,M∗) =
∑
K
Ec+(R,M∗;K),
where
Ec+(R,M∗;K) ≪
ϕ(d)
ϕ∗(q)
∑
R≤r≤2R
r≡0 ( mod d)
(r,b)=1
∑
M∗≤m≤2M∗
(m,ab)=1
e
(
m bc
a2
)
d(m)
r
1
2m
1
2
∑
c
∫ 2K
K
√
rm
cosh(πκ)
ρc(r, κ)
× ρb,c(−m, κ)
(
1
2πi
)5 ∫
· · ·
∫
awbwq2sMu1Nu2
r2s+u1+u2m
w
2
˘
H+(s, u1, u2, v,w, κ)dvdu1du2dwdsdκ.
The Gamma factor Γ(1
2
− s − u1 − v)2 in ˘H+ assures the repaid decay of the integrand
in Ec+(R,M∗;K), so we may truncate all the integrals except κ at height (qK)ε with a
negligible error. Similarly, we move cv to −2ε, crossing the pole at v = 0 with the residue
denoted by resc+(R,M
∗;K), which has the same expression as Ec+(R,M∗;K) but with ˘H+
replaced by
Γ(s + u1 +
w
2
+ iκ)Γ(s + u1 +
w
2
− iκ)Γ(1
2
− s − u1)2
G(s)G(w)
sw
g(s)W˜(u1)W˜(u2)ζ(1 + w)c
∗.
Observing the location of poles, one may move cu2 in resc+(R,M
∗;K) freely. Now
Ec+(R,M∗;K) = E
′
c+(R,M
∗;K) + resc+(R,M
∗;K),
where E′c+(R,M∗;K) is the same integral as Ec+(R,M∗;K) but with cv = −2ε.
We treat E′c+(R,M∗;K) first, in which
cv = −2ε, cw =
 2ε, for M
∗ ≤ K2Q,
1 + ε, for M∗ > K2Q.
Applying (10.12) and (10.28) into the expression of E′c+(R,M∗;K) gives
E′c+(R,M∗;K) ≪ q−
1
2
+2cs+εMcu1Ncu2K2cs+2cu1−2ε
(
K + q−
1
2R
1
2
)
R−2cs−cu1−cu2+εM∗−ε.(10.30)
We bound E′c+(R,M∗;K) by (10.30) with special values of cs, cu1 , cu2 .
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For small K ≪ qε, we need not care the exponent of K, but we should avoid poles of
Γ(s + u1 + v +
w
2
± iκ) in moving the paths. If K ≪ qε and R ≤ K2q, it is easy to see that
E′c+(R,M∗;K) ≪ q−
1
2
+εR−εK−εM∗−ε
with cs = cu1 = cu2 = ε. If K ≪ qε and R > K2q, we move the contours such as
cs =
1
4
+
3
2
ε, cu1 = −14 , cu2 = 14 ,
without encountering any poles, which gives
E′c+(R,M∗;K) ≪ q−
1
2
+ε
(
N
M
) 1
4
R−εK−εM∗−ε.
When K ≫ qε is large, the poles of Γ(s + u1 + v + w2 ± iκ) will not be crossed, but we
should keep the exponent of K negative. If K ≫ qε and R ≤ K2q, we move the contours
such as
cs =
3
4
ε, cu1 = −12 , cu2 = 12 ,
without encountering any poles. By a simple calculation, we get
E′c+(R,M∗;K) ≪ q−
1
2
+ε
(
N
M
) 1
2
R−εK−εM∗−ε.
If K ≫ qε and R > K2q, we move the contours such as
cs =
1
4
+
3
4
ε, cu1 = −14 , cu2 = 14 ,
without encountering any poles. Then a direct calculate gives
E′c+(R,M∗;K) ≪ q−
1
2
+ε
(
N
M
) 1
4
R−εK−εM∗−ε.
The treatment for res(R,M∗;K) is similar and easiler since cu2 is free. The analog to
(10.30) for the residue is
resc+(R,M
∗;K) ≪ q− 12+2cs+εMcu1Ncu2K2cs+2cu1+2ε
(
K + q−
1
2R
1
2
)
R−2cs−cu1−cu2+εM∗−ε.
Then the same discussions just as above for E′c+(R,M∗;K), with cu1 reducing several ε
and cu2 adding several ε, show the same bound for the residue.
In conclusion, we sum both E′c+(R,M∗;K) and the residue over K to get the bound for
Ec+(R,M∗), completing the proof. 
Similar calculations but with some minor variations give a smaller bound for the holo-
mophic spectrum and the following bound for the Maass spectrum.
Proposition 10.5. We have
Em±(R,M∗) ≪ q−
1
2
+θ+ε
(
M
N
+
N
M
) 1
2
R−ε.(10.31)
Thus, we conclude from the holomorphic spectrum, theMaass spectrum, and the Eisen-
stein spectrum that
E±(R,M∗) ≪ q−
1
2+θ+ε
(
M
N
+
N
M
) 1
2
R−ε,
and we sum over R and M∗ to get (3.10).
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11. Off-diagonal terms with M and N far away
This section is devoted to bounding these BM,N as well as BM,N with M and N far away
from each other. We put our focus on BM,N , and the treatment for BM,N proceeds identically
after we classify them according to M > N and M < N. For notational convenience, we
set all shifts to zero as before, and the arguments extend easily to nonzero parameter
values. Also, we define the exponents µ, ν as
M = qµ, N = qν
Let η = 1
80
− 1
40
θ. Applying (3.8) as well as the trivial bound (3.11), we may reduce the
proof of Theorem 1.4 to proving
BM,N ≪ q−η+ε
for
2 − 2η ≤ µ + ν ≤ 2, 1 − 2θ − 2η ≤ ν − µ.(11.1)
We recall that
BM,N =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑∑
m≡n( mod d)
(mn,q)=1
d(m)d(n)
m
1
2n
1
2
V
(
mn
q2
)
W
(
m
M
)
W
(
n
N
)
,
and with the definition of V it becomes
BM,N =
1
2πi
∫
(ε)
(
q2
MN
)s
G(s)
s
g(s)
× 1
ϕ∗(q)
√
MN
∑
d|q
ϕ(d)µ
(
q
d
) ∑∑
m≡n( mod d)
(mn,q)=1
d(m)d(n)Ws
(
m
M
)
Ws
(
n
N
)
,
whereWs(x) = x
1
2
+sW(x). Since G(s)g(s) exponentially decay in the imaginary direction,
we can omit the affect of s to get
BM,N ≪
1
ϕ∗(q)
√
MN
∑
d|q
ϕ(d)µ
(
q
d
) ∑∑
m≡n( mod d)
(mn,q)=1
d(m)d(n)W
(
m
M
)
W
(
n
N
)
.
We write d(n) =
∑
n1n2=n
1 and apply the dyadic partition of unity to both n1 and n2 with
n1 ≍ N1, n2 ≍ N2, and N1N2 ≍ N. Without loss of generality, we assume N2 ≥ N1. Now
the problem reduces to bounding BM,N1,N2 , defined as
BM,N1,N2 =
1
ϕ∗(q)
√
MN
∑
d|q
ϕ(d)µ
(
q
d
)
×
∑∑
m≡n1n2( mod d)
(mn1n2,q)=1
d(m)W
(
m
M
)
W
(
n1
N1
)
W
(
n2
N2
)
W
(
n1n2
N1N2
)
.
We define two exponents ν1, ν2 as
N1 = q
ν1, N2 = q
ν2
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with
ν = ν1 + ν2, ν1 ≤ ν2.(11.2)
After applying Mellin transform to W
(
n1n2
N1N2
)
, we can remove it as V , then
BM,N1,N2 ≪
1√
MN
∑
(m,q)=1
d(m)∆N1,N2(m)W
(
m
M
)
,
where
∆N1,N2(m) =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
) ∑
(n1,q)=1
∑
n2≡mn1( mod d)
(n2,q)=1
W
(
n1
N1
)
W
(
n2
N2
)
.
Since (mn1, q) = 1, we rewrite the condition in the sum over n2 as
n2 ≡ mn1 (mod d)
(n2, q) = 1
⇐⇒ n2 ≡ mn1 (mod d)
(n2, qd) = 1
,
and remove the coprime condition (n2, qd) = 1 by Mo¨bius inversion, then
∆N1,N2(m) =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
)∑
a|qd
µ(a)
∑
(n1 ,q)=1
∑
n2≡mn1( mod d)
n2≡0( mod a)
W
(
n1
N1
)
W
(
n2
N2
)
.
By Chinese Remainder Theorem, we apply Poisson summation formula to n2, then
∆N1 ,N2(m) =
1
ϕ∗(q)
∑
d|q
ϕ(d)µ
(
q
d
)∑
a|qd
µ(a)
∑
(n1 ,q)=1
N2
ad
∑
h
e
(
hx
ad
)
W
(
n1
N1
)
Ŵ
(
h
ad/N2
)
,
where Ŵ is the Fourier transform ofW and x (mod ad) is given by{
x ≡ 0 (mod a),
x ≡ mn1 (mod d).
By Lemma 2.6, there is
e
(
hx
ad
)
= e
(
hman1
d
)
,
and thus
∆N1,N2(m) =
N2
ϕ∗(q)
∑
d|q
ϕ(d)
d
µ
(
q
d
)∑
a|qd
µ(a)
a
∑
(n1 ,q)=1
∑
h
e
(
hman1
d
)
W
(
n1
N1
)
Ŵ
(
h
ad/N2
)
.
To treat ∆N1,N2(m), we first come to the h = 0 term, which is equal to
N2
ϕ∗(q)
Ŵ(0)
∑
(n1,q)=1
W
(
n1
N1
)∑
d|q
ϕ(d)
d
µ
(
q
d
)∑
a|qd
µ(a)
a
,
where the sum over d and a cancels adequately. To see this, we alter the order of the
summation, then ∑
d|q
ϕ(d)
d
µ
(
q
d
)∑
a|qd
µ(a)
a
=
∑
a|q
µ(a)
a
∑
d|qa
ϕ(d)
d
µ
(
q
d
)
.
57
To the right-hand side, we just need to consider the sum over d for square free a, and it
vanishes if there is a prime p with p | a and p2 | q, since µ(q/d) = 0 for the case. If not
the case, it follows qa =
q
a
and by Lemma 2.7 that∑
d|qa
ϕ(d)
d
µ
(
q
d
)
= µ(a)
∑
d| q
a
ϕ(d)
d
µ
(
q
ad
)
= a
µ(q)
q
.
After our applying this, it is easy to see that the sum over a vanishes.
We are remained to treat the terms with h , 0. To be specific, we have
BM,N1,N2 ≪
∑
d|q
ϕ(d)
d
µ2
(
q
d
)∑
a|qd
µ2(a)|R(d, a)|
where
R(d, a) =
N2
aϕ∗(q)
√
MN
∑
(m,q)=1
d(m)W
(
m
M
) ∑
(n1,q)=1
∑
h,0
e
(
hman1
d
)
W
(
n1
N1
)
Ŵ
(
h
H
)
(11.3)
with
H = adN−12 ≪ qN−12 .
Due to the rapid decay of the Fourier transform Ŵ, contribution from such terms with
|h| ≥ Hqε is negligible. So we may assume that the h-sum is over h ≤ Hqε with Hqε =
adqεN−1
2
≫ 1, which gives particularly
ν2 ≤ 1 + ε.(11.4)
Notation. In the rest of this section, we should keep in mind that a | q is square free and
d | q satisfies (a, d) = 1, and these also hold for a0, a1, . . . and d0, d1, . . . , which always
denote divisors of a and d respectively.
The expression of R(d, a) in (11.3) is not ready for directly processing right now, due
to the coprime condition (m, q) = 1 in the m-sum. The condition is perfect if we bound
the n-sum by Weil bound. However, this bound is not sufficient for some cases, especially
when N1 is close to q
1
2 , for which we should also obtain savings from the m-sum. By
the reciprocity law, one may reduce the exponential function to e
(
−dhm
an1
)
, with which we
may regard the m-sum as the generalized Esterman D-function. However, the coprime
condition (m, q) = 1 turns out to be an obstruction in applying Proposition 5.3. As we
will see, removing the coprime condition, especially (m, d) = 1 by Mo¨bius inversion∑
(m,d)=1
a(m) =
∑
d0 |d
µ(d0)
∑
d0 |m
a(m),
will bring an extra factor d
1
2
0
to the final bound, which makes the bound invalid unless d0 is
small. To eliminate this influence, we should not pin our hope on the cancelation of µ(d0).
Instead, we observe that the common divisor d0 = (m, d) could lower the Weil bound for
the n-sum. So we solve the problem by also removing the coprime condition (m, d) = 1
in R(d, a) before applying Weil bound to the n-sum.
More precisely, we split the coprime condition in the sum over m as
(m, q) = 1⇐⇒
{
(m, d) = 1,
(m, qd) = 1,
and remove (m, d) = 1 by Mo¨bius inversion to get
R(d, a) =
∑
d0 |d
µ(d0)Rd0(d, a),(11.5)
where
Rd0(d, a) =
N2
aϕ∗(q)
√
MN
∑
(m,qd)=1
d0 |m
d(m)W
(
m
M
) ∑
(n1,q)=1
∑
h,0
e
(
hman1
d
)
W
(
n1
N1
)
Ŵ
(
h
H
)
.
Now the problem reduces to proving
Rd0(d, a)≪ q−η+ε.(11.6)
Note that the ε in this bound allows our neglect of ε in following estimates about the
exponents.
Before further evolution on Rd0(d, a), we first recall the region of exponents here. We
sum up from (11.1), (11.2), and (11.4) that the region to treat is
2 − 2η ≤ ν + µ ≤ 2, 1 − 2θ − 2η ≤ ν − µ,(11.7)
ν = ν1 + ν2,
1
2
− θ − 2η ≤ ν1 ≤ ν2 ≤ 1,
where 1
2
− θ − 2η in the last inequality is deduced from other inequalities. Let ρ be the
exponent defined as d0 = q
ρ. we will bound Rd0(d, a) separately by partitioning the region
into several parts, according to
(1) 1 + 2η − 3ρ ≤ ν − µ;
(2) 1 − 2θ − 2η ≤ ν − µ < 1 + 2η − 3ρ:
• 1
2
+ 2η − 5
2
ρ ≤ ν1;
• 1
2
− θ − 2η < ν1 < 12 + 2η − 52ρ.
Since θ and η are small, we should note that this partition really works when ρ is very
small. If not the case, part (2) disappears and the bound in part (1) is dominated by the
second inequality in (11.7). .
11.1. Estimate for ν − µ large. In this section, we prove (11.6) with exponents in part
(1), which turns out to be a direct result of Weil bound for Kloosterman sums. With
d1 = d/d0.
it follows
Rd0(d, a) =
N2
aϕ∗(q)
√
MN
∑
(m,qd)=1
d(d0m)W
(
d0m
M
) ∑
(n1 ,q)=1
∑
h,0
e
(
hman1
d1
)
W
(
n1
N1
)
Ŵ
(
h
H
)
.
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Further more, we may assume (hm, d1) = 1 at no cost when apply Weil bound to the sum
over n1 and bound other sums trivially. Then we have
Rd0(d, a)≪
N2q
ε
aq
√
MN
MH
d0
(
d
1
2+ε
1
+ N1d
−1
1
)
,
which after a simple calculation with H = adN−1
2
becomes
Rd0(d, a)≪ d
− 3
2
0
q
1
2
+ε
(
N
M
)− 1
2
+
(
N
M
)− 1
2
≪ q−η+ε
since N1, ad ≤ q1+ε.
11.2. Estimate for ν − µ near 1 and ν1 large. This section is devoted to proving (11.6)
with exponents in the first case of part (2), where N
M
is near q, and N1 can not go far away
from [q
1
2 , q
3
4 ]. More precisely, an easy calculation shows
1
2
+ 2η − 5
2
ρ ≤ ν1 < 34 + 12η − 34ρ.
We combine m with h to one longer variable l = mh. Then a trivial estimate shows
Rd0(d, a)≪
N2q
ε
aq
√
MN
∑
l≤L
∣∣∣∣∣∣∣
∑
(n1,q)=1
e
(
an1l
d1
)
W
(
n1
N1
)∣∣∣∣∣∣∣(11.8)
with
d1 = d/d0, L = MHq
ε/d0.
This double sum is of independent interest for it’s many applications, and we will give an
uniform upper bound for it in Proposition 12.1 in the last section. As a direct consequence
of this uniform bound, we have the following Lemma.
Lemma 11.1. Let (αk) be a sequence of complex numbers satisfying ak ≪ kε. For any
positive integers L,K, and a satisfying (a, d1) = 1, we have∑
l≤L
∣∣∣∣∣∣∣
∑∗
k
αke
alk
d1

∣∣∣∣∣∣∣ ≪
(
LKd
− 1
2
1
+ LK
1
2 + L
1
2K + L
1
2 d
3
4
1
)
(LKd1)
ε.
We apply Lemma 11.1 into (11.8) to get
Rd0(d, a)≪
N2q
ε
aq
√
MN
(
LN1d
− 1
2
1
+ LN
1
2
1
+ L
1
2N1 + L
1
2d
3
4
1
)
.
An easy calculation with
L ≪ adM
d0N2
qε, ad ≤ q, d1 =
d
d0
N1N2 = N
gives
Rd0(d, a)≪ q−
1
2
+ε
(
M
N
) 1
2
N1 + q
ε
(
M
N
) 1
2
N
1
2
1
+ q−
1
2
+εN
1
2
1
+ d
− 5
4
0
q
1
4
+εN
− 1
2
1
.(11.9)
For ν − µ close to 1 and ν1 < 34 + 12η − 34ρ, all terms in (11.9) except the last one are
obviously negligible, then
Rd0(d, a)≪ q
1
4
− 5
4
ρ− 1
2
ν1+ε.
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With ν1 ≥ 12 + 2η − 52ρ, we have
1
4
− 5
4
ρ − 1
2
ν1 ≤ 14 − 54ρ − 12 ×
(
1
2
+ 2η − 5
2
ρ
)
= −η,
proving the bound (11.6).
11.3. Estimate for ν − µ near 1 and ν1 near 12 . In this section, we prove (11.6) for the
last case in part (2), where the exponents satisfy
1 − 2θ − 2η ≤ ν − µ < 1 + 2η − 3ρ, 1
2
− θ − 2η < ν1 < 12 + 2η − 52ρ,
with which N
M
and N1 are close to q and q
1
2 respectively.
We begin by recalling that
Rd0(d, a) =
N2
aϕ∗(q)
√
MN
∑
(m,qd)=1
d0 |m
d(m)W
(
m
M
) ∑
(n1,q)=1
∑
h,0
e
(
hman1
d
)
W
(
n1
N1
)
Ŵ
(
h
H
)
.
By Lemma 2.6, there is
e
(
hman1
d
)
= e
−dhm
an1
 e ( hm
adn1
)
.
Since h ≪ adN−12 qε, it is easy to see that
hm
adn1
≪ M
N
qε ≪ q−1+2θ+2η+ε,
and thus
e
(
hm
adn1
)
= 1 + O
(
q−1+2θ+2η+ε
)
.
A trivial estimate shows that the contribution of O-term to Rd0(d, a) is negligible, then
Rd0(d, a)≪
N2q
ε
aq
√
MN
∑
h,0
Ŵ
(
h
H
) ∑
(n1 ,q)=1
W
(
n1
N1
) ∑
(m,qd)=1
d0 |m
d(m)e
−dhm
an1
W (m
M
)
.
Since the sum over h will be bounded trivially with absolute values, we may assume
(h, a) = 1 in the above formula at no cost.
We will treat the sum over m by writing it in terms of the generalized Estermann D-
function, for which we should remove extra coprime conditions. After splitting the co-
prime condition into
(m, qd) = 1⇐⇒
{
(m, a) = 1,
(m, qad) = 1,
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we may remove both conditions d0 | m and (m, qad) = 1 by (2.4) and (2.6) respectively.
Then we have
Rd0(d, a)≪
N2q
ε
aq
√
MN
1
d0
∑
d01 |d0
∑
bc|qad
µ(bc)
bc
∑
h,0
(h,a)=1
Ŵ
(
h
H
) ∑
(n1,q)=1
W
(
n1
N1
)∑
m
cbd01(m)d(m)χ0(m)e
−dhm
an1
W (m
M
)
with χ0 being the principle character modulo a. Applying the exponential sum formula
for cbd01(m) and writing g = (h, n1), we get
Rd0(d, a)≪
N2q
ε
aq
√
MN
∑
d01 |d0
∑
b|qad
µ2(b)
bd0
∑
g≤H
∑
1≤|h|≤Hqε/g
(h,a)=1
∣∣∣∣∣∣∣
∑
(n1,qh)=1
W
(
n1g
N1
)
U(h, n1)
∣∣∣∣∣∣∣ ,(11.10)
where
U(h, n1) =
∑∗
j( mod bd01)
∑
m
d(m)χ0(m)e
−dhm
an1
 e ( jm
bd01
)
W
(
m
M
)
.
The treatment of U(h, n1) relies on properties of the generalized Estermann D-function.
Since (an1, bd01) = 1, we combine the two exponential functions by Lemma 2.6 to get
e
−dhm
an1
 e ( jm
bd01
)
= e
(
my j
an1bd01
)
with  y j ≡ jan1 (mod bd01),y j ≡ −bd2h (mod an1), and d2 = d/d01.
It is obvious that (y j, an1bd01) = 1, and thus after using the Mellin transform of W, we
may write the sum over m in terms of the generalized Estermann D-function, that is
U(h, n1) =
1
2πi
∑∗
j( mod bd01)
∫
(2)
MsD
(
s, 0,
y j
an1bd01
, χ0
)
W˜(s)ds.
Since a is a square free number satisfying (a, n1bd01) = 1 and (y j, an1bd01) = 1, we
may treat D
(
s, 0,
y j
an1bd01
, χ0
)
by using Proposition 5.3. We move the integration to −1, and
cross a double pole at s = 1 with the residue not more than
≪
∑∗
j( mod bd01)
M
an1bd01
qε ≪ MN−11 qε,
whose contribution to Rd0(d, a) is a negligible error
≪
(
N
M
)− 1
2
qε ≪ q− 12+η+θ+ε.
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Then applying the functional equation of Proposition 5.3 to the generalized Estermann
D-function with q = a, q1 = a3, q2 = a2, q3 = a1 gives
U(h, n1) = U+(h, n1) + U−(h, n1) + O(MN
−1
1 q
ε),
where
U±(h, n1) =
∑
a1a2a3=a
µ(a1a2)
a1a2
×
∑∗
j( mod bd01)
∑∗
r( mod a2)
1
2πi
∫
(−1)
Ms(n1Ω)
1−2sD
(
1 − s, 0, ±x j,r
n1Ω
)
W˜±(s)ds,
with
Ω = a2a3bd01
and x j,r (mod n1Ω) given by
x j,r ≡ r (mod a2),
x j,r ≡ −a1bd2h (mod a3n1),
x j,r ≡ ja2a3n1 (mod bd01).
Here
W˜±(s) = W˜(s)2(2π)
2s−1
Γ(1 − s)2C±(πs),
and C+(x) = 1,C−(x) = − cos x,
We expand D into Dirichlet series with the variables change s→ 1 − s, then
U±(h, n1) =
∑
a1a2a3=a
µ(a1a2)
a1a2
M
n1Ω
∑∗
j( mod bd01)
∑∗
r( mod a2)
∑
k
d(k)e
(±x j,rk
n1Ω
)
W0
(
kM
n2
1
Ω2
)
.
Here W0 is defined as
W0(x) =
1
2πi
∫
(ε)
x−sW˜±(1 − s)ds,
and by Stirling’s approximation one can easily check it’s following properties: x jW
( j)
0
(x) ≪A
x−A for any A > 0, and for x small, there are W0(x) = c1 log x + c2 + O(x1−ε) and
W
( j)
0
(x) = c j + O(x
1−ε) for j = 1, 2, . . . , see also [You11, P.23] for details. Thus, the
k-sum is actually over k ≪ N
2
1
Ω
2
g2M
qε. We will only treat U+ in detail just because the
treatment of U− is identical.
We first execute both sums over j and r in U+(h, n1) by writing them in terms of the
Ramanujan sum. More precisely, applying Lemma 2.6 twice, we split the exponential
function into three factors as
e
(
x j,rk
a2a3n1bd01
)
= e
(
− xy
a3n1
)
e
 z1k j
bd01
 e (z2kr
a2
)
,
with
x = a2b
2d01h, y = a1d2k, (z1, bd01) = 1, (z2, a2) = 1.
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Exact values of z1 and z2 are inessential, since the last two exponents contribute a factor
ca2bd01(k) after our summing over j and r. Thus,
U+(h, n1) =
∑
a1a2a3=a
µ(a1a2)
a1a2
M
n1Ω
∑
k
d(k)ca2bd01(k)e
(
− xy
a3n1
)
W0
(
kM
n2
1
Ω2
)
.
Actually, we will bound the sum over k trivially after summing over n1, and the obvi-
ous bound ca2bd01(k) ≪ (a2bd01, k)1+ε implies that the factor ca2bd01(k) makes no essential
contribution to the sum.
Now we conclude that
Rd0(d, a)≪ R+d0(d, a) + R−d0(d, a) +
(
q−
1
2
+η+θ+ε
)
,(11.11)
where
R±d0(d, a) =
MN2q
ε
aqN1
√
MN
∑
d01 |d0
∑
b|qad
µ2(b)
bd0
∑
a1a2a3=a
1
a1a2Ω
(11.12)
×
∑
0,gh≪Hqε
(h,a)=1
g
∑
(n1,qh)=1
W
(
n1g
N1
)∑
k
d(k)ca2bd01(k)e
(
∓ xy
a3n1
)
W0
(
kM
n2
1
Ω2
)
.
Here we have denoted N1
n1g
W
(
n1g
N1
)
by W
(
n1g
N1
)
.
Let V(h, k) be defined as
V(h, k) =
∑
(n1,qh)=1
e
(
xy
a3n1
)
W
(
n1g
N1
)
W0
(
kM
n2
1
Ω2
)
.
We will save from the sum over n1 by using the theory of exponential sums, and bound
all other sums trivially. By the partial summation it suffices to bound the following expo-
nential sum
S(x, y) =
∑
(n1,qh)=1
n1≍N1/g
e
(
xy
a3n1
)
.
By Lemma 2.6,
e
(
xy
a3n1
)
= e
(
−a3n1y
x
)
e
(
y
a3n1x
)
.
Recalling that x = a2b
2d01h, we note that any prime p dividing x also divides qh. So we
split the coprime condition in S(x, y) as
(n1, qh) = 1⇐⇒
{
(n1, x) = 1,
(n1, qx) = 1,
and remove (n1, qx) = 1 by Mo¨bius inversion to get
S(x, y) =
∑
l|qx
µ(l)
∑
(n1 ,x)=1, l|n1
n1≍N1/g
e
(
−a3n1y
x
)
e
(
y
a3n1x
)
.
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Since (l, x) = 1, we may write n1 = l( j+ xr) to split n1 into residue classes (mod x). Then
we eliminate the first exponential function to get
S(x, y) ≪qεxmax
l, j
∣∣∣∣∣∣∣∣∣
∑
N1
glx
<r≤ N1
glx
+C
e
(
y
a3xl( j + xr)
)∣∣∣∣∣∣∣∣∣
with C ≪ N1
glx
.
We bound the above exponential sum by the following lemma, which is given as Corol-
lary 8.5 in [IK04].
Lemma 11.2 (Corollary 8.5 of [IK04]). Suppose that f (u) satisfies
F
A
≤ u
k
k!
∣∣∣ f (k)(u)∣∣∣ ≤ F
for k = 2, 3 in the segment [Q, 2Q]. Then for 1 ≤ Q′ ≤ Q ≤ F we have∑
Q<m≤Q+Q′
e( f (m)) ≪ AF 16Q 12 log 3Q,
where the implied constant is absolute.
To apply the lemma, we let
f (u) =
y
a3xl( j + xu)
, F ≍ yg
a3N1x
, Q =
N1
glx
,
and A be absolute. When k is large enough to keep F ≥ Q, we apply the lemma to get
V(h, k)≪ x
(
yg
a3N1x
) 1
6
(
N1
gx
) 1
2
qε.(11.13)
Since
x = a2b
2d01h, y = a1d2k,
the bound in (11.13) increases as h and k get large. Thus, with
h =
H
g
qε =
ad
gN2
qε, k =
N2
1
Ω
2
g2M
qε =
(a2a3bd01N1)
2
g2M
qε
the largest h and k, a direct calculation gives
F ≍ yg
a3N1x
≪ N
M
a1d2(a2a3bd01)
2
a3a2b2d01ad
qε =
N
M
qε
since
a = a1a2a3, d = d01d2.
So the bound (11.13) evolves into
V(h, k)≪
(
N
M
) 1
6
N
1
2
1
(a2b
2d01H)
1
2qε.
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After summing over g, h, k trivially, we have
R±d0(d, a)≪
MN2
aqN1
√
MN
∑
d01 |d0
∑
b|qad
1
bd0
∑
a1a2a3=a
1
a1a2Ω
H
N2
1
Ω
2
M
(
N
M
) 1
6
N
1
2
1
(a2b
2d01H)
1
2qε.
With H = ad
N2
, a direct calculation gives
R±d0(d, a)≪
N2
1
aqN
5
6M
2
3
∑
d01 |d0
∑
b|qad
∑
a1a2a3=a
(a2b
2d01)
1
2 (ad)
3
2Ω
a1a2bd0
qε.
Recalling Ω = a2a3bd01, we have
R±d0(d, a)≪
N21
aqN
5
6M
2
3
∑
d01 |d0
∑
b|qad
∑
a1a2a3=a
a
1
2
2
a3d
1
2
01
b(ad)
3
2
a1
qε ≪ d
1
2
0
N21q
1
2
+ε
N
5
6M
2
3
since abd ≤ q.
For small k, F < Q is possible, in which case Lemma 11.2 is not available. However,
we can treat this special case by the trivial bound. The inequality F < Q gives
k <
N2
1
a3
a1d2g2
.
Applying this into (11.12) and calculating all the sums trivially, we get
R±d0(d, a)≪
N2
1
q
√
M
N
qε,
which is certainly a negligible error with N
M
near q and N1 near q
1
2 .
In conclusion, we have that
R±d0(d, a)≪ d
1
2
0
N2
1
q
1
2
+ε
N
5
6M
2
3
= d
1
2
0
q
1
2
+ε(MN)−
3
4
(
M
N
) 1
12
N21 = q
1
2
+
1
2
ρ− 3
4
(µ+ν)− 1
12
(ν−µ)+2ν1+ε.
With
µ + ν ≥ 2 − 2η, ν − µ > 1 − 2θ − 2η, ν1 < 12 + 2η − 52ρ,
a simple calculation shows
1
2
+
1
2
ρ − 3
4
(µ + ν) − 1
12
(ν − µ) + 2ν1 ≤ − 112 + 173 η + 16θ − 92ρ ≤ −η
as η ≤ 1
80
− 1
40
θ, which, in combination with (11.11), proves (11.6).
Thus, we complete the proof of Theorem 1.4.
12. A double sum in Kloosterman sums
Let a, q be positive integers satisfying (a, q) = 1, and (αk) be any sequence of complex
numbers satisfying ak ≪ kε. We often encountered double sums of the type
D(L,K; q) =
∑
l≤L
∣∣∣∣∣∣∣
∑∗
k≤K
αke
alk
q

∣∣∣∣∣∣∣ .
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For a special case with αk being a smooth enough function of k, applying Weil bound
gives at once
D(L,K; q) ≪
(
Lq
1
2 + LKq−1
)
(LKq)ε.
With αk a smooth function of k and q prime, Friedlander and Iwaniec [FI85, P. 337]
state a bound
D(L,K; q) ≪ q 18+ε(LK) 34 + q 14+εL 54K 14 ,(12.1)
valid for 1 ≤ L < K, LK < q. They also mention that this is also true with slight
modification for composite q. However, the bound in (12.1) is nontrivial for L and K in
rather short segments (e.g., L = q
1
8 and K = q
3
8
+ε).
Also, with αk a smooth function of k and q prime, Young [You11, Proposition 4.3]
shows
D(L,K; q) ≪ L 12q 34+ε + LK 12qε,
valid for L,K ≪ q1+ε.
Motivated by [You11], we prove an uniform bound for general q. For composite q, the
treatment is based on an elaborate cases analysis, and the application of exact expressions
for Kloosterman sums to prime power moduli plays a key role.
Proposition 12.1. For any positive integers q, L,K, and any sequence of complex numbers
(αk) satisfying ak ≪ kε, we have
D(L,K; q) ≪

(
LKq−
1
2 + LK
1
2 + L
1
2K + L
1
2q
3
4
)
(LKq)ε, K ≫ q 12 ,(
LK
1
2 + L
1
2K
1
2q
1
2
)
(LKq)ε, K ≪ q 12 .
(12.2)
It is obvious that Lemma 11.1 is a direct result of this proposition. The estimation of
the double sums is related to counting integer solutions of a congruence equation, which
we consider in the following proposition.
Proposition 12.2. For any integer z and positive integers K1,K2, we have
∑∗
k2−k1≡z( mod q)
W
(
k1
K1
)
W
(
k2
K2
)
≪
K1K2
q
+
K1 + K2
q
1
2
+
min{K1,K2}(z, q) 12
q
1
2
+ q
1
2
 (K1K2q)ε.
(12.3)
Remark. Proposition 12.2 is especially effective for K1,K2 ≫ q 12 . If min{K1,K2} ≪ q 12
and max{K1,K2} ≪ q, one should apply the trivial bound∑∗
k2−k1≡z( mod q)
W
(
k1
K1
)
W
(
k2
K2
)
≪ min{K1,K2}.(12.4)
We first deduce Proposition 12.1 from Proposition 12.2, and the proof of Proposition
12.2 will be given in the next section.
Proof of Proposition 12.1. We apply the dyadic partition of unity to the sum over l, and
use Cauchy inequality to get
D(L,K; q)2 ≪ L
∑∗
k1 ,k2≤K
αk1αk2
∑
l
e
al(k1 − k2)
q
W ( l
L
)
.(12.5)
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We split l into residue classes (mod q) and apply Poisson summation formula to get
D(L,K; q)2 ≪L
2
q
∑∗
k1 ,k2≤K
αk1αk2
∑
z
∑
c( mod q)
e
ca(k1 − k2)
q
 e (cz
q
)
Ŵ
(
z
q/L
)
.
Note that the sum over c is 0 unless
a(k1 − k2) + z ≡ 0 (mod q),
in which case it equals q. That is,
D(L,K; q)2 ≪ L2Kε
∑
z
Ŵ
(
z
q/L
) ∑∗
k1,k2≤K
k2−k1≡az( mod q)
1.(12.6)
Now the problem is reduced to counting integer solutions for the congruence equation
k2 − k1 = az(modq), considered in Proposition 12.2.
For K ≫ q 12 , we bound (12.6) by applying (12.3). We sum over z with 0 ≤ z ≤
q1+εL−1(z, q)−1 if q1+εL−1(z, q)−1 ≥ 1 and with the only term z = 0 otherwise. More
precisely,
D(L,K; q)2 ≪ L2
∑
z
Ŵ
(
z
q/L
) K2
q
+
K
q
1
2
+
K(z, q)
1
2
q
1
2
+ q
1
2
 (LKq)ε
≪
(
L2K2
q
+ L2K + LK2 + Lq
3
2
)
(LKq)ε.
For K ≪ q 12 , the same calculation but with (12.4) in place of (12.3) gives
D(L,K; q)2 ≪ L2K1+ε
∑
z
Ŵ
(
z
q/L
)
≪
(
L2K + LKq
)
(LKq)ε.
Combining these two bounds proves the proposition. 
12.1. Proof of Proposition 12.2. The proof of Proposition 12.2 relies on the estimate of
a special exponential sum in the following.
Lemma 12.3. For any integer q ≥ 1, and x, y, z ∈ Fq, we define T (x, y, z, q) by
T (x, y, z, q) :=
∑∗
a( mod q)
∑∗
b( mod q)
a−b≡z( mod q)
e
(
ax + by
q
)
.
Then we have
T (x, y, z, q)≪
 (x, y, q)
1
2q
1
2
+ε, x = 0 or y = 0,
(x, y, q)
3
2 (x + y, z, q/(x, y, q))
1
2q
1
2
+ε, otherwise.
(12.7)
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The proof of this lemma takes much space, so we complete the proof of Proposition
12.2 first and prove the lemma at last. We apply Poisson summation formula in each of
k1, k2 (mod q) to see that∑∗
k2−k1≡z( mod q)
W
(
k1
K1
)
W
(
k2
K2
)
=
K1K2
q2
∑
x
∑
y
T (x, y, z, q)Ŵ
(
x
q/K1
)
Ŵ
(
y
q/K2
)
,
by which Proposition 12.2 follows with the bound (12.7) forT (x, y, z, q). Note that a cases
analysis should be given in the summation over x, y. To be specific, the first term in (12.3)
is due to the case that both x and y equal 0; the second term is due to the case only one of
x, y equals 0; the third term is due to the case x , 0, y , 0 and (x, y, q)(x+y, z, q/(x, y, q) >
q1+ε/max{K1,K2}, which means that one of x, y is uniquely determined by the other; the
last term is due to otherwise.
Now the rest space is devoted to the proof of the lemma.
Proof of Lemma 12.3. By Chinese Remainder Theorem and Lemma 2.6, there is
T (x, y, z, q) = T (xq2, yq2, z, q1)T (xq1, yq1, z, q2)(12.8)
for any q1, q2 satisfying q1q2 = q and (q1, q2) = 1. Thus, the problem reduces to the
evaluation of T (x, y, z, q) for q = pm, m ≥ 1.
When q = p, we treat T by writing it as a Ramanujan sum if p | z, and as a Kloosterman
sum if p ∤ z. For p | z, we calculate directly that
T (x, y, 0, p) =
∑∗
a( mod p)
e
(
a(x + y)
p
)
= cp(x + y) ≪ (x + y, z, p)1+ε.(12.9)
For p ∤ z, we solve for b to have
T (x, y, z, p) =
∑∗
a( mod p)
a,z
e
ax + (a − z)yp
 .
Using (a − z) = a(1 − za) gives
T (x, y, z, p) =
∑∗
a( mod p)
a,z
e
ax + a(1 − az)y
p
 .
With the variables change a→ z − za, it follows
T (x, y, z, p) =
∑∗
a( mod p)
a,1
e
(−axz + ayz
p
)
e
(
xz − yz
p
)
≪ S (−xz, yz; p).
Thus, it follows from Weil bound that
T (x, y, z, p)≪ (x, y, p) 12 p 12 .(12.10)
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When q = pm with m ≥ 2, we apply the orthogonal basis to rewrite T as
T (x, y, z, q) = 1
q
∑
t( mod q)
∑∗
a( mod q)
∑∗
b( mod q)
e
(
ax + by
q
)
e
 (b − a + z)t
q
(12.11)
=
1
q
cq(x)cq(y) +
1
q
T (x, y, z, q),
where
T (x, y, z, q) =
∑
t.0( mod q)
e
(
zt
q
)
S (−x, t; q)S (y, t; q).
The evaluation of T (x, y, z, q) will rely on exact expressions for Kloosterman sums to
prime power moduli in situations. We will show full details for T (x, y, z, q) with q = pm,
p > 2, and the special case for p = 2 could be treated by the same arguments with minor
variations. The variations are due to purely technical reasons, such as the solution of the
congruence equation 2n ≡ a (mod p)m is slightly difference when p = 2, which is not
difficult to treat.
If x ≡ 0 (mod q) or y ≡ 0 (mod q), at least one of the Kloosterman sums in T (x, y, z, q)
reduces to the Ramanujan sum. Taking x ≡ 0 (mod q) for example, with Weil bound for
S (y, t; q), we have
T (x, y, z, q)≪
∑
t.0( mod q)
cq(t)(y, q)
1
2q
1
2
+ε ≪ (x, y, q) 12q 32+ε.(12.12)
The same bound holds for y ≡ 0 (mod q).
If neither of x (mod q) and y (mod q) is equal to 0, Lemma 2.9 means that the Kloost-
erman sums vanish unless (x, q) = (y, q) = (t, q) = pm
′
, in which case we apply Lemma
2.10 to get
S (−x, t; q) = pm′S (−x′, t′; q′), S (y, t; q) = pm′S (y′, t′; q′)
with x′ = x/pm
′
, y′ = y/pm
′
, t′ = t/pm
′
, and q′ = q/pm
′
. For the special case m′ = m − 1,
applying Weil bound gives at once
T (x, y, z, q)≪
∑
t.0( mod q)
pm−1|t
p2m−1 ≪ p2m ≤ (x, y, q)2q.(12.13)
Now it remains to bound T (x, y, z, q) for (x, q) = (y, q) = (t, q) = pm
′
, m′ ≤ m − 2.
Before this we should treat a special case T ′(x, y, z, q), defined as
T ′(x, y, z, q) =
∑∗
t( mod q)
e
(
zt
q
)
S (−x, t; q)S (y, t; q)
with (x, q) = (y, q) = 1 and q = pm ≥ p2. Then by Lemma 2.11, we have
S (−x, t; q)S (y, t; q) = 0
unless that both −tx and ty are quadratic residues modulo q, in which case we write
t ≡ −l2x = l2c2x,yy (mod q)
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with c2x,y ≡ −x/y. Note that ∑∗
t( mod q)
t≡−l2 x
=
1
2
∑∗
l( mod q)
since every t just appears twice in the sum over l. In addition, by (2.14) we have
S (−x, t; q)S (y, t; q) =
(−xycx,y
q
)
q
×
[
ε2qe
(
2l(−x + cx,yy)
q
)
+ e
(
−2l(x + cx,yy)
q
)
+ e
(
2l(x + cx,yy)
q
)
+ ε2qe
(
2l(x − cx,yy)
q
)]
.
So we conclude that
T ′(x, y, z, q) = T ′1 + T
′
2 + T
′
3 + T
′
4,
where
T ′1 =
(−xycx,y
q
)
q
2
ε2q
∑∗
l( mod q)
e
(
l2xz + 2l(−x + cx,yy)
q
)
,
and there are similar expressions for T ′
2
, T ′
3
, and T ′
4
. We treat T ′
1
only since the cases of
other terms are similar.
To estimate T ′1, we have three cases to deal with:
• z ≡ 0 or −x + cx,yy ≡ 0 (mod q);
• q , (−x + cx,yy, q) , (z, q) , q;
• (−x + cx,yy, q) = (z, q) , q.
If z ≡ 0 (mod q), the exponential sum reduces to the Ramanujan sum, and we have
T ′1 ≪ qcq(−x + cx,yy) ≪ (x + y, q)q1+ε = (x + y, z, q)q1+ε,
observing from the definition of cx,y that
(−x + cx,yy, q) | (x + y, q), (x + cx,yy, q) | (x + y, q).
If −x + cx,yy ≡ 0 (mod q), the exponential sum reduces to a Gauss sum, and it follows by
Lemma 2.12 that
T ′1 ≪ q1+ε(z, q)
(
q
(z, q)
) 1
2
≪ (z, q) 12q 32+ε = (x + y, z, q) 12q 32+ε,
For the second case q , (−x+cx,yy, q) , (z, q) , q, we find that T ′ vanishes. To see this,
we take (−x + cx,yy, q) < (z, q) for example, and the treatment of the other case proceeds
identically. Let (−x + cx,yy, q) = pm1 and m = m1 + m2 with m2 ≥ 2. After a reduction of
the common factor in the exponential function, it follows
T ′1 =
(−xycx,y
q
)
pm+m1
2
ε2q
∑∗
l( mod pm2 )
e
(
l2xz′ + 2lωx,y
pm2
)
(12.14)
with z′ = z/pm1 and ωx,y = (−x + cx,yy, q)/pm1 . Put l = dpm2−1 + c, where c ranges
modpm2−1, c is prime to p, and d ranges freely modp. Then the exponential sum in T ′1
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evolves into∑∗
c( mod pm2−1)
∑
d( mod p)
e
(
(d2p2m2−2 + 2dcpm2−1 + c2)xz′ + 2cωx,y
pm2
)
e
(
2dωx,y
p
)
.
Since (z′, p) = p and (ωx,y, p) = 1, the sum over d vanishes, which means T ′1 = 0.
For (−x + cx,yy, q) = (z, q) = pm1 , q, we bound the sum over l by writing it as a Gauss
sum. With the same notations just as above, we also have the equation (12.14), but with
(z′, p) = 1 and (ωx,y, p) = 1. To remove the coprime condition in the exponential sum, we
add back all terms with (l, q) > 1, which are regarded as several sums of the type∑∗
l0( mod p
m2−m0 )
e
(
l20xz
′pm0 + 2l0ωx,y
pm2−m0
)
(12.15)
with (xz′ωx,y, p) = 1, according to the value of m0. A similar discussion as in the second
case shows that the sum in (12.15) is equal to 0 unless m0 = m2 or m0 = m2 − 1, in which
cases, the sum is equal to 1 or −1. Thus, the contribution of these added terms is bounded
by
≪ pm+m1 ≪ (x + y, z, q)q.
Now with all (l, q) > 1 terms added back, the new exponential sum over l in (12.14)
turns out to be a Gauss sum, which is well controlled by Lemma 2.12 that
T ′1 ≪ pm+m1+
m2
2
+ε ≪ (x + y, z, q) 12q 32+ε.
Thus, we conclude from the three cases that
T ′(x, y, z, q)≪ (x + y, z, q) 12q 32+ε.
To deduce T (x, y, z, q) with (x, q) = (y, q) = (t, q) = pm
′
for 1 ≤ m′ < m, we observe
from Lemma 2.10 that
T (x, y, z, q) = p2m
′
T ′(x′, y′, z, q′),
where x′ = x/pm
′
, y′ = y/pm
′
, and q′ = q/pm
′
, and thus it follows
T (x, y, z, q)≪ (x, y, q) 12 (x + y, z, q/(x, y, q)) 12q 32+ε.(12.16)
We apply (12.12), (12.13), and (12.16) into (12.11) to get that, for q = pm with m ≥ 2,
T (x, y, z, q)≪ (x, q)(y, q)
q1−ε
+

(x, y, q)
1
2q
1
2
+ε, x ≡ 0 or y ≡ 0,
(x, y, q)2, x ≡ y ≡ pm−1,
(x, y, q)
1
2 (x + y, z, q/(x, y, q))
1
2q
1
2
+ε, x ≡ y ≡ pm′ ≤ pm−2,
0, otherwise.
(12.17)
For convenience, we use the uniform bound
≪ (x, y, q) 32 (x + y, z, q/(x, y, q)) 12q 12+ε
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to control the last three cases in the second term of (12.17). Consequently, the first term
in (12.17) is dominated by the second term since (x, q)(y, q) ≤ (x, y, q)q. That is,
T (x, y, z, q)≪
 (x, y, q)
1
2q
1
2+ε, x ≡ 0 or y ≡ 0 (mod q),
(x, y, q)
3
2 (x + y, z, q/(x, y, q))
1
2q
1
2
+ε, otherwise,
(12.18)
for q = pm with m ≥ 2.
Now we come to deduce an upper bound for T (x, y, z, q) for general q by multiplying
all distinct prime powers. By the Prime Number Theory, the number of different prime
powers in q is not more than log q/ log log q, so the product of all absolutely constants
in≪ is bounded by qε. Note that (12.9) and (12.10) are dominated (12.18), and the first
bound in (12.18) for x ≡ 0 or y ≡ 0 (mod q) is also dominated by the second one. So we
multiply all prime powers with (12.18) to get the same bound for general q, completing
the proof. 
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