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Resumo
Neste trabalho estudamos os instantons da teoria de Yang-Mills nos espacos de Schwarz-
schild e de Reissner-Nordstrom com grupo de gauge SU(2). Instantons s~ao soluc~oes classicas
da teoria de Yang-Mills denida em um espaco com metrica riemanniana (positiva-denida)
e com ac~ao nita.
Primeiramente revisamos a formulac~ao geometrica da teoria de Yang-Mills em uma
variedade 4-dimensional, identicando os campos de gauge com conex~oes em um brado
principal. Em seguida apresentamos os principais resultados classicos relacionados aos
instantons no espaco plano.
Na segunda parte da dissertac~ao realizamos um estudo sistematico das soluc~oes da teoria
de Yang-Mills nos espacos de Schwarzschild e de Reissner-Nordstrom euclidianos. Esta
abordagem nos permitiu descobrir novas famlias de instantons neste contexto. Ainda, os
resultados obtidos mostram que o numero de famlias de instantons no espaco de Reissner-
Nordstrom depende diretamente da carga eletrica que caracteriza esta geometria.
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Abstract
In this work we study instanton solutions of the Yang-Mills theory in Schwarzschild
and Reissner-Nordstrom spaces with gauge group SU(2). Instantons are solutions to the
classical eld equations of Yang-Mills theory dened in a space with Riemannian (positive
denite) metric with nite action.
We begin with a review of the geometric setting of Yang-Mills theory on a four di-
mensional manifold, which relates the gauge elds to connections on a ber bundle. We
proceed by presenting the main results related to instantons in at space.
In the second part of this thesis we perform a systematic study of the solutions of Yang-
Mills theory in Euclidian Schwarzschild and Reissner-Nordstrom spaces. This approach
led us to discover a new family of instantons dened in those backgrounds. Moreover,
our results show that the number of instanton families in the Reissner-Nordstrom space
depends directly on the eletric charge which caracterizes this geometry.
v
Convenc~oes
Durante esta dissertac~ao trabalharemos no sistema de unidades naturais, no qual
c = 1;
~ = 1;
G = 1;
sendo c a velocidade da luz no vacuo, ~ a constante de Planck dividida por 2 e G a
constante de Newton.
Tambem iremos adotar a convenc~ao de Einstein para somatorias: sempre que umndice
aparecer duas vezes em um mesmo termo a somatoria sobre este ndice deve ser subenten-
dida. Por exemplo
xkx
k = x1x
1 + x2x
2 + : : : xnx
n:
Finalmente, escrevemos as matrizes de Pauli da forma usual:
1 =
 
0 1
1 0
!
;
2 =
 
0  i
i 0
!
;
3 =
 
1 0
0  1
!
:
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Captulo 1
Introduc~ao
A teoria de Yang-Mills foi introduzida por C. N. Yang e R. L. Mills [1] como uma ge-
neralizac~ao da teoria de Maxwell para grupos de simetria n~ao-abelianos. Mais tarde, esta
teoria desempenhou um papel central na formulac~ao do modelo padr~ao das partculas ele-
mentares [2]. Alem de ter se tornado fundamental para a construc~ao de varios modelos em
fsica, tanto na area de partculas elementares quanto em materia condensada, a teoria de
Yang-Mils foi um dos fatores responsaveis pela reaproximac~ao entre a fsica e a matematica
que ocorreu na segunda metade do seculo XX. Nesta dissertac~ao estaremos interessados
nas soluc~oes das equac~oes classicas da teoria de Yang-Mills com grupo de gauge SU(2),
tanto em espaco plano quanto em espacos curvos associados a soluc~oes das equac~oes da
relatividade geral.
As soluc~oes das equac~oes classicas de uma dada teoria carregam informac~oes impor-
tantes sobre a estrutura n~ao-perturbativa da teoria qua^ntica associada [3, 4, 5]. Em
particular, soluc~oes das equac~oes de movimento euclidianas1 com ac~ao nita s~ao ingre-
dientes fundamentais em diversos calculos semi-classicos, tanto em meca^nica qua^ntica n~ao-
relativstica quanto em teorias qua^nticas de campos, e fornecem resultados que n~ao podem
ser obtidos em nenhuma ordem da teoria de perturbac~ao. Estas soluc~oes classicas de ac~ao
nita da teoria euclidiana s~ao denominadas instantons.
O estudo de propriedades n~ao-perturbativas via metodos semi-classicos pode ser ilustrado
por meio de um sistema qua^ntico n~ao-relativstico e unidimensional, descrito por uma la-
1A teoria euclidiana aparece devido a uma rotac~ao de Wick na coordenada tempo.
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grangiana da forma
L =
1
2

dx
dt
2
  V (x):
Podemos calcular a evoluc~ao temporal do sistema via formalismo de integrais funcionais [6],
hxf ; T=2jxi; T=2i =
Z
d[x(t)]e
i
~S[x(t)];
onde a integral em d[x(t)] e calculada sobre todos os caminhos tais que x( T=2) = xi e
x(T=2) = xf e
S[x(t)] =
Z T=2
 T=2
L[x(t0)]dt0
e a ac~ao do sistema. Por outro lado, tambem podemos calcular a evoluc~ao temporal
expandindo hxf ; T=2jxi; T=2i em uma base de auto-estados, j ni, da hamiltoniana H e
assim Z
d[x(t)]e
i
~S[x(t)] =
X
n
 n(xf ) n(xi)e
 iEnT=~;
onde En e a energia do estado j ni. Fazendo a continuac~ao analtica da express~ao acima
para tempos imaginarios temosZ
d[x(t)]e 
1
~SE [x(t)] =
X
n
 n(xf ) n(xi)e
 EnT=~; (1.1)
sendo SE a ac~ao euclidiana, dada por
SE =
Z T=2
 T=2
"
1
2

dx
dt
2
+ V (x)
#
dt: (1.2)
Vemos que no limite T ! 1 somente os estados de menor energia contribuem para a
express~ao do lado direito da eq. (1.1). Sendo assim, calculando o lado esquerdo desta
equac~ao, obtemos tanto as energias quanto as auto-func~oes associadas aos estados de mais
baixa energia do sistema.
Uma forma n~ao-perturbativa de calcular o lado esquerdo da eq. (1.1) e utilizar o metodo
das inclinac~oes mais acentuadas, mais conhecido como \method of steepest descent". Tal
metodo e uma aproximac~ao que se torna adequada no limite ~ ! 0, e por isso esta asso-
ciado a um tratamento semi-classico da teoria. O metodo das inclinac~oes mais acentuadas
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consiste em expandir a ac~ao euclidiana ate ordem quadratica em torno dos seus extremos
SE [x0(t) + (t)]  SE [x0(t)] +
Z
dd 0
2SE
()( 0)
[x0(t)]()(
0);
sendo x0(t) um extremo do funcional ac~ao. Neste caso a integral funcional se torna gaus-
siana e podemos calcula-la diretamente. Os extremos da ac~ao s~ao exatamente as soluc~oes
das equac~oes classicas de movimento associadas ao sistema em quest~ao, de onde vemos a
releva^ncia destas para o estudo da teoria qua^ntica. E facil notar que, nesta aproximac~ao,
n~ao precisamos considerar as congurac~oes cuja ac~ao e innita, pois a contribuic~ao destas
e nula. Conclumos assim que a expans~ao semi-classica da ac~ao deve ser feita precisamente
em torno dos instantons da teoria.
Este procedimento pode ser generalizado para as teorias qua^nticas de campos, sendo o
leitor remetido as refere^ncias [4, 5] para uma introduc~ao aos calculos instanto^nicos neste
contexto (que est~ao fora do escopo desta dissertac~ao). No caso da teoria de Yang-Mills
pura (ou seja, sem a presenca de outros campos), veremos que o espaco das congurac~oes
de ac~ao nita se divide em componentes disjuntas e que, em cada componente, o mnimo da
ac~ao esta associado a potenciais (anti)auto-duais2. E facil mostrar que tais congurac~oes
satisfazem automaticamente as equac~oes de campo e que, por serem mnimos da ac~ao em
cada componente, s~ao a contribuic~ao dominante na expans~ao semi-classica da integral de
trajetoria [4]. Alguns efeitos qua^nticos importantes foram descobertos por meio de calculos
involvendo instantons, como, por exemplo, a estrutura n~ao-trivial do vacuo na teoria de
Yang-Mills pura [7] (-vacuo) e uma soluc~ao para o problema U(1) [8]. Apesar de na
literatura padr~ao o termo instanton estar associado a qualquer soluc~ao das equac~oes de
movimento euclidianas com ac~ao nita, nesta dissertac~ao usaremos este termo somente
para denotar potenciais (anti)auto-duais da equac~ao de Yang-Mills com ac~ao nita..
Nesta dissertac~ao estaremos interessados nas soluc~oes classicas da teoria de Yang-Mills
em geometrias associadas a soluc~oes das equac~oes de Einstein no vacuo. Mais especica-
mente, vamos nos concentrar no estudo de instantons nos espacos plano, de Schwarzschild
e de Reissner-Nordstrom.
2Como veremos no captulo 2, um potencial A e denominado auto-dual se o tensor de campo F
associado a este potencial satisfaz as equac~oes de auto-dualidade:
F = F
:
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A dissertac~ao esta dividida em tre^s captulos principais e um ape^ndice. No captulo 2
apresentamos uma revis~ao da teoria de Yang-Mills com grupo SU(2) em uma variedade
(pseudo)riemmaniana arbitraria de dimens~ao quatro. Em seguida mostramos que o tensor
de energia-momento simetrico associado a potenciais (anti)auto-duais e nulo e, portanto,
tais congurac~oes n~ao perturbam a geometria do espaco-tempo (de acordo com a teoria
da relatividade geral). Sendo assim, espacos que s~ao soluc~ao das equac~oes de Einstein no
vacuo s~ao as variedades mais interessantes, sob um ponto de vista fsico, para se estudar
as soluc~oes auto-duais da teoria de Yang-Mills. Ainda neste captulo, iniciamos o estudo
de soluc~oes instanto^nicas no espaco plano e mostramos a relac~ao entre estas soluc~oes e
a topologia deste espaco. Em particular, mostramos que todas as congurac~oes de ac~ao
nita se dividem em classes e que dentro de cada classe os instantons s~ao mnimos da ac~ao.
Tambem relacionamos a ac~ao dos instantons neste espaco ao segundo numero de Chern
na esfera S4, o que mostra, em particular, que a ac~ao destas soluc~oes no espaco plano e
sempre um numero inteiro.
No captulo 3 apresentamos um estudo sistematico dos instantons no espaco de Schwarz-
schild euclidiano. Este estudo nos permite recuperar todas as soluc~oes instanto^nicas ja
conhecidas nesta geometria [9, 10, 11] e tambem exibir uma nova famlia de instantons
descoberta por nos durante o desenvolvimento deste projeto de mestrado [12]. As soluc~oes
desta nova famlia interpolam as soluc~oes de Charap e Du, que foram os primeiros instan-
tons descobertos na geometria de Schwarzschild. Alem disso, a ac~ao varia continuamente
entre os valores 1 e 2, o que caracteriza uma diferenca marcante entre a estrutura da teo-
ria de Yang-Mills no espaco de Schwarzschild e no espaco plano, pois como mencionamos
acima, a ac~ao das soluc~oes instanto^nicas no espaco plano e sempre um numero inteiro. Essa
diferenca ilustra o fato que os resultados obtidos no captulo anterior dependem diretamente
da topologia de R4, e, portanto, n~ao s~ao validos para espacos com outras topologias, como
no caso da geometria de Schwarzschild.
O captulo 4 e dedicado a generalizac~ao do procedimento adotado no captulo anterior
para o espaco de Reissner-Nordstrom euclidiano. A metrica de Reissner-Nordstrom e uma
soluc~ao das equac~oes de Einstein que descreve um espaco tempo esfericamente simetrico
em torno de um corpo de massa m e carga eletrica Q, sendo que o espaco de Schwarzschild
e recuperado no limite de carga zero. Devido as semelhancas entre os espacos de Reissner-
Nordstrom e de Schwarzschild, a maior parte dos argumentos utilizados no captulo 3 pode
ser adaptada sem diculdades para o caso estudado no captulo 4. Os resultados obtidos
indicam que existem novas famlias de instantons no espaco de Reissner-Nordstrom, com
CAPITULO 1. INTRODUC ~AO 5
ac~ao variando continuamente dentro de cada famlia. Tambem mostramos que o numero
de famlias depende diretamente da carga Q, sendo que este numero diverge quando nos
aproximarmos do caso extremo jQj = m [13].
O ape^ndice contem uma breve introduc~ao a teoria de brados principais e conex~oes.
Esta linguagem e utilizada durante a dissertac~ao, principalmente no captulo 2, e e tambem
utilizada com freque^ncia em trabalhos mais recentes relacionados a teorias de gauge.
Tambem apresentamos no ape^ndice, de forma resumida, as classes de Chern, que s~ao utiliza-
das na identicac~ao entre instantons no espaco plano e os SU(2)-brados principais sobre
a esfera S4. A maior parte do conteudo original desta dissertac~ao, captulos 3 e 4, pode
ser estudada por leitores que n~ao possuem conhecimento sobre o conteudo apresentado no
ape^ndice.
Captulo 2
Instantons no espaco plano
Neste captulo iremos estudar instantons no espaco plano e a sua relac~ao com a topologia
deste espaco. Primeiramente iremos fazer uma breve revis~ao da teoria de Yang-Mills e
apresentar a interpretac~ao geometrica para o potencial de gauge desta teoria. Para isso
usaremos alguns conceitos de geometria diferencial que s~ao apresentados no ape^ndice. Em
seguida iremos estudar alguns resultados gerais relacionados a instantons. Vamos mostrar
que no espaco plano o espaco congurac~oes de ac~ao nita e dividido em componentes
disjuntas que podem ser classicadas por uma certa carga topologica. Iremos mostrar que
em uma dada componente as congurac~oes de ac~ao mnima s~ao exatamente os instantons.
Em seguida vamos apresentar as soluc~oes de 1 instanton e tambem apresentar o metodo
de Witten [14] para obter soluc~oes multi-instantons. Por m iremos estabelecer a relac~ao
entre instantons no espaco plano e brados sobre a esfera S3.
2.1 A teoria de Yang-Mills
A teoria de Yang-Mills e uma teoria de gauge n~ao-abeliana introduzida como uma ge-
neralizac~ao da teoria de Maxwell nos anos 50 [1] e hoje e parte fundamental na descric~ao
das interac~oes descritas pelo modelo padr~ao [2]. Na teoria de Yang-Mills a simetria local e
dada por um grupo n~ao-abeliano, em contraste com a teoria de Maxwell na qual o grupo
de simetria e U(1). O leitor e remetido as refere^ncias [15, 16] para uma otima revis~ao da
abordagem original (sem o uso de ferramentas modernas de geometria diferencial) desta
teoria. Durante toda a dissertac~ao vamos nos restringir a teoria de Yang-Mills com grupo
de gauge SU(2), porem os resultados da presente sec~ao podem ser facilmente generalizados
6
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para o grupo SU(N).
A teoria de Yang-Mills no espaco plano e descrita por um potencial A(x) que toma
valores na algebra de Lie g, que nesta dissertac~ao sera sempre su(2). Uma das principais
caractersticas das teorias de gauge e que existe uma classe de congurac~oes que descrevem
a mesma realidade fsica, e por isso n~ao podem ser distinguidas. No caso de teorias de Yang-
Mills isso se reete na identicac~ao de potenciais relacionados por uma transformac~ao de
gauge
~A = U
 1AU + U 1@U; (2.1)
sendo U(x) uma func~ao de R4 em SU(2). A partir do potencial A podemos denir o
campo tensorial
F = @A   @A + [A; A ]: (2.2)
E facil mostrar que se ~A e A est~ao relacionados por uma transformac~ao de gauge dada por
U(x) ent~ao
~F = U
 1FU: (2.3)
Usando o tensor F podemos denir a lagrangiana desta teoria,
L =   1
162g
tr(FF
); (2.4)
onde g e a constante de acoplamento. Apesar de a constante de acoplamento ter papel fun-
damental na teoria qua^ntica, ela n~ao tem qualquer relevancia para os aspectos classicos da
teoria1, e por isso vamos xar g = 1 daqui por diante. A ac~ao associada a esta lagrangiana
e
S =
Z
d4xL =   1
162
Z
d4x tr(FF
): (2.5)
Usando a eq. (2.3) e facil vericar que a lagrangiana, e consequentemente a ac~ao, s~ao
invariantes por transformac~oes de gauge. As equac~oes de Euler-Lagrange obtidas a partir
desta lagrangiana s~ao
@F
 + [A; F
 ] = 0: (2.6)
Note que essas equac~oes s~ao o equivalente n~ao-abeliano das equac~oes de Maxwell n~ao
homoge^neas no vacuo:
r  ~E = 0; e r ~B = @
~E
@t
:
1E imediato notar que um fator que multiplica a ac~ao n~ao altera as equac~oes de movimento classicas.
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Por outro lado, podemos denir uma 1-forma A = Adx
, e a partir da eq. (2.1) temos
~A = U 1AU + U 1dU: (2.7)
A relac~ao acima, em conjunto com os resultados apresentados no ape^ndice, nos permite
concluir que A dene uma conex~ao no brado trivial R4  SU(2), conforme cara claro na
proxima sec~ao.
2.2 Formulac~ao geometrica da teoria de Yang-Mills
Dada uma variedadeM de dimens~ao 4 dotada de uma metrica (pseudo)-riemanniana g,
podemos formular a teoria de Yang-Mills em M identicando o campo de gauge com uma
conex~ao em um SU(2)-brado (n~ao necessariamente trivial) sobreM , que denotaremos por
E. Localmente essa conex~ao pode ser descrita por 1-formas su(2)-valorizadas Ai, denidas
em abertos Ui 2M associados as trivializac~oes locais do brado (ver ape^ndice). Note que
o ndice i identica o domnio no qual a 1-forma Ai esta denida e n~ao deve ser confundido
com a componente i de A. Para evitar possveis confus~oes iremos omitir o ndice i sempre
que este n~ao for necessario, porem n~ao podemos esquecer que em geral A e denido apenas
localmente. A partir desta conex~ao temos a forma local da curvatura
F = DA = dA+A ^A; (2.8)
que em termos de coordenadas x de M pode ser escrita como F = 12Fdx
 ^ dx , com
F = @A   @A + [A; A ]:
Se a intersec~ao Ui \ Uj 2M e n~ao vazia, os potenciais Ai e Aj correspondentes a cada
conjunto est~ao relacionados por
Aj = t
 1
ij Aitij + t
 1
ij dtij ; (2.9)
onde tij(x) e a func~ao de transic~ao entre as trivializac~oes (Ui; i) e (Uj ; j) (ver ape^ndice).
Em particular dada uma trivializac~ao (Ui; i) e uma func~ao h : Ui ! SU(2) podemos
denir uma outra trivializac~ao (Ui; Lh 1  i), sendo Lh 1 a multiplicac~ao a esquerda por
h 1 na parte associada a SU(2) do produto Ui  SU(2). A conex~ao local associada a esta
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trivializac~ao esta denida no mesmo aberto Ui e pode ser escrita em termos da conex~ao Ai
como
~Ai = h
 1Aih+ h 1dh:
Comparando essa express~ao com a eq. (2.1) vemos que uma mudanca de gauge e simples-
mente a mudanca na conex~ao induzida por uma troca da trivializac~ao local no brado
E.
Em cada vizinhanca Ui vamos denir uma ac~ao
Si =   1
82
Z
Ui2M
tr(F ^ ?F ); (2.10)
sendo ?F o dual de Hodge da 2-forma F , e portanto tambem uma 2-forma. Podemos
denir o dual de Hodge a partir da sua ac~ao em uma base coordenada,
? (dx1 ^ dx2 ^    ^ dxk) =
pjgj
(n  k)!
12:::k
k+1k+2:::n
dxk+1 ^ dxk+2 ^    ^ dxn ;
(2.11)
sendo n a dimens~ao da variedade, g = det(g) o determinante da metrica e 12:::n o
smbolo totalmente anti-simetrico denido por
12:::n =
8><>:
+1 se (12 : : : n) e uma permutac~ao par de (1 2 : : : n);
 1 se (12 : : : n) e uma permutac~ao mpar de (1 2 : : : n);
0 em qualquer outro caso:
Dessa forma, em termos das coordenadas x de M , temos
?F =
1
2
F ? (dx
 ^ dx) =
pjgj
4
Fg
gdx
 ^ dx: (2.12)
Usando a express~ao acima temos
tr(F ^ ?F ) =
pjgj
8
tr

FF11g
12g1222

dx ^ dx ^ dx ^ dx
=
pjgj
8
tr

FF11g
12g1222

g dx0 ^ dx1 ^ dx2 ^ dx3
= tr
h
FF11g
12g122(2

2   22)
i
dx0 ^ dx1 ^ dx2 ^ dx3
=
1
2
tr(FF
)
p
jgjdx0 ^ dx1 ^ dx2 ^ dx3:
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Como Fj = t
 1
ij Fitij em Ui \ Uj (lembrando que i e j neste caso se referem as trivial-
izac~oes e n~ao as coordenadas), temos que
tr(Fi ^ ?Fi) = tr(Fj ^ ?Fj)
na intersec~ao. Sendo assim, a 4-forma tr(F ^ ?F ) esta bem denida em todo M , mesmo
se o brado E n~ao e trivial, e vamos denir a ac~ao da teoria de Yang-Mills na variedade
M como
S[A] =   1
82
Z
M
tr(F ^ ?F ) =   1
162
Z
M
tr(FF
)
p
jgjdx0 ^ dx1 ^ dx2 ^ dx3: (2.13)
E facil vericar que esta express~ao recupera a eq. (2.5) quando M = R4 com a metrica
plana.
As equac~oes de Yang-Mills s~ao obtidas procurando potenciais que extremizam a ac~ao (2.13).
Um potencial A e extremo da ac~ao se
d
dt
(S[A+ tA])

t=0
= 0
para qualquer A com suporte compacto em Ui
2. Usando a eq. (2.13) na equac~ao acima
temos: Z
Ui
tr f(@A   [A ; A])Fg
p
jgjdx0 ^ dx1 ^ dx2 ^ dx3 = 0Z
Ui
tr

 Aa
a
2i
@   abcAaAb
c
2i

F e
e
2i
p
jgjdx0 ^ dx1 ^ dx2 ^ dx3 = 0Z
Ui
 
 @F a   1pjgjF a@pjgj   abcAbF c
!
Aa
p
jgjdx0 ^ dx1 ^ dx2 ^ dx3 = 0:
E como essa equac~ao deve ser valida para qualquer A com suporte compacto em Ui temos
a equac~ao de Yang-Mills
rF + [A; F ] = @F +  F + [A; F ] = 0; (2.14)
2Uma maneira mais formal e global de denir a ac~ao e sua variac~ao e fazer os calculos no brado E e
n~ao na base M conforme descrito na refere^ncia [17]. N~ao iremos adotar este procedimento neste trabalho
pois, alem de introduzir complicac~oes desnecessarias para os nossos objetivos, esta n~ao e a abordagem usual
para teoria de Yang-Mills na literatura da area.
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onde usamos
@
p
jgj = 1
2
p
jgjg@g =
p
jgj ;
sendo   o smbolo de Christoel associado a conex~ao de Levi-Civita. Vale notar que,
para o caso M = R4, a express~ao acima recupera as eqs. (2.6) quando escrita em coor-
denadas cartesianas. Dessa forma conclumos que as equac~oes acima s~ao a generalizac~ao
n~ao-abeliana das equac~oes de Maxwell n~ao-homoge^neas no vacuo quando a teoria esta
denida em uma variedade (pseudo)riemanniana arbitraria.
Por outro lado, se  e uma p-forma su(2)-valorizada em Ui, denimos (ver ape^ndice) a
derivada exterior covariante de  com relac~ao a conex~ao A por
D = d +A ^     ^A = d + [A; ]: (2.15)
Usando esta denic~ao e a eq. (2.12) podemos calcular ?D ? F . Para isso vamos primeiro
calcular cada termo separadamente:
d(?F ) =
1
4
@

F
p
jgj

dx
^dx^dx =
p
jgj(@F+ F)dx^dx^dx;
e assim
?d(?F ) = jgj1
4
(@F
+ F
)
g0dx
0 = sgn(g)

@F
 +  F


gdx
:
(2.16)
Vamos agora calcular o segundo termo,
A ^ ?F =
pjgj
4
AF
dx
 ^ dx ^ dx;
e assim
? (A ^ ?F ) = jgj
4
AF

g0dx
0 = sgn(g)AF
gdx
:
E facil ver que para calcularmos ? (?F ^A) basta inverter A e F na express~ao acima. Com
estes resultados temos
?D ? F = sgn(g)

@F
 +  F
 + [A ; F
 ]

gdx
;
=   sgn(g) (rF + [A; F ]) gdx:
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Comparando a express~ao acima com a eq. (2.14), e lembrando que a operac~ao ? e um
isomorsmo entre o espaco das k-formas e o espaco das (n-k)-formas, vemos que a equac~ao
de Yang-Mills e equivalente a
D ? F = 0: (2.17)
A seguir veremos que essa forma da equac~ao e bastante conveniente para o estudo de
instantons.
2.3 Instantons em variedades riemannianas
Como pode ser visto a partir das eqs. (2.14), a equac~ao de Yang-Mills e uma equac~ao
diferencial parcial (EDP) de segunda ordem n~ao-linear em A, e por isso procurar soluc~oes
desta equac~ao e uma tarefa altamente n~ao trivial. No entanto, devido a identidade de
Bianchi (ver ape^ndice) temos
DF = 0: (2.18)
que, em coordenadas, correspondem ao equivalente n~ao-abeliano das equac~oes de Maxwell
homoge^neas:
r  ~B = 0; e r ~E =  @
~B
@t
De acordo com as eqs. (2.17) e (2.18), se a curvatura F associada a um potencial A satisfaz
?F = kF , sendo k uma constante, ent~ao A e automaticamente uma soluc~ao das equac~oes
de Yang-Mills. A equac~ao ?F = kF e de primeira ordem e seus termos n~ao-lineares s~ao
apenas quadraticos, e portanto e bem mais simples que a equac~ao de Yang-Mills.
Por outro lado, se ! e uma p-forma temos (ver [18])
? ? ! = sgn(g)( 1)p(n p)!;
sendo n a dimens~ao da variedade. Como estamos interessados em variedades de dimens~ao
4, e F e uma 2-forma, temos
? ? F = sgn(g)F: (2.19)
Mas, se ?F = kF , vemos da relac~ao acima que
k2 = sgn(g);
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e assim se M e riemanniana (todos os autovalores da metrica s~ao positivos) temos k = 1.
SeM for lorentziana (um autovalor da metrica negativo e os outros positivos) temos k = i.
Como F toma valores na algebra de Lie g, o segundo caso so faz sentido se g = ig, o que n~ao
e verdade para grupos de Lie compactos3, e, em particular, n~ao e valida para su(2). Vamos
a partir de agora nos restringir a variedades riemannianas, onde vamos buscar potenciais
que satisfacam
?F = F; (2.20)
sendo que para o sinal ( )+ o potencial A e denominado (anti)auto-dual.
O restante desta dissertac~ao sera dedicado a estudar soluc~oes da eq. (2.20) com ac~ao
nita, que chamaremos de instantons. A releva^ncia fsica deste tipo de soluc~ao, ao menos no
caso plano, aparece ao usarmos o metodo do tempo imaginario para buscar resultados n~ao-
perturbativos em teorias qua^nticas4. Antes disso porem, vamos apresentar um resultado
importante relacionado ao tensor energia-momento deste tipo de soluc~ao.
Tensor energia-momento de soluc~oes auto-duais
Sabemos que o tensor energia-momento simetrico de um campo cuja lagrangiana e L
pode ser calculado usando [19]
T = 2g
 1=2 @
@g
(
p
gL) =  2 @L
@g
+ gL: (2.21)
Substituindo L =   1
162
tr(FF
) na express~ao acima temos
T =
1
82

F a F
a
  
1
4
gF
a
 F
 a

: (2.22)
Uma congurac~ao (anti)auto-dual satisfaz
F = 
p
g
2
F ;
3Vale lembrar que as teorias de gauge de interesse fsico est~ao, em geral, associadas a grupos de Lie
compactos.
4As aplicac~oes de instantons em teorias qua^nticas n~ao ser~ao consideradas nesta dissertac~ao. O leitor e
remetido as refere^ncias [4, 5] para alguns exemplos de calculos qua^nticos envolvendo instantons.
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e nesse caso e facil mostrar que
FaF a =
1
4
F aF a 

 :
Substituindo essa relac~ao na eq. (2.22) vemos que o tensor de energia-momento de uma
congurac~ao (anti)auto-dual e nulo.
De acordo com a relatividade geral, a presenca de materia e energia altera a geometria
do espaco tempo, conforme descrito pelas equac~oes de Einstein
R   1
2
R = 8T ; (2.23)
onde R e o tensor de Ricci (ver [18, 19]) e R a curvatura escalar associados a metrica
g . Vemos que o lado esquerdo da equac~ao acima esta relacionado a geometria do espaco-
tempo enquanto o lado direito esta relacionado ao conteudo de energia e momento. Como
o tensor energia-momento de potenciais de Yang-Mills (anti)auto-duais e nulo, tais campos
n~ao alteram a geometria do espaco-tempo. Conclumos que, dada uma soluc~ao das equac~oes
de Einstein no vacuo g e um potencial de Yang-Mills A (anti)auto-dual com relac~ao a
essa metrica, o par (g ; A) e automaticamente uma soluc~ao da teoria de Einstein-Yang-
Mills. Sendo assim, variedades que s~ao soluc~ao das equac~oes euclidianas de Einstein no
vacuo s~ao as variedades mais interessantes, sob um ponto de vista fsico, para se estudar
soluc~oes auto-duais da equac~ao de Yang-Mills.
2.4 Instantons no espaco plano
A soluc~ao mais simples das equac~oes euclidianas (metrica positiva) de Einstein no
vacuo e o espaco plano. Como a maioria dos trabalhos em teorias qua^nticas de campo
s~ao em espaco plano (onde o processo de quantizac~ao e melhor compreendido), e natural
que o primeiro trabalho sobre instantons tenha surgido neste contexto [22]. Nesta sec~ao
estaremos interessados em estudar as soluc~oes da eq. (2.20) em R4 com ac~ao nita. Como
R4 e contratil a um ponto, todo brado principal em R4 sera trivial (ver ape^ndice) e por
isso os potenciais de gauge est~ao denidos globalmente.
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2.4.1 Congurac~oes com ac~ao nita
Lembrando que a ac~ao associada a um potencial A e dada por
S =   1
82
Z
R4
tr(F ^ ?F ) = 1
322
Z
R4
F a F
 ad4x;
vemos que, para que A tenha ac~ao nita, F deve tender a zero mais rapido que r 2 quando
jxj ! 1 . No entanto, isso n~ao requer necessariamente que A! 0, pois dada uma func~ao
(diferenciavel) h de R4 em SU(2) e denindo A = h 1dh temos
F = dA+A ^A = 0:
Portanto a condic~ao de ac~ao nita imp~oe que A ! h 1dh + O(r 2), para alguma func~ao
h : R4 ! SU(2), quando jxj ! 1. Conclumos que cada congurac~ao de ac~ao nita dene
uma func~ao, h1 = limr!1 h, da esfera no innito, S3, no grupo SU(2).
Devemos lembrar que se x 2 S3 ent~ao
g = x0I + ix11 + ix22 + ix33 2 SU(2);
sendo i as matrizes de Pauli. Por outro lado, um elemento de SU(2) sempre pode ser
escrito como
g =
 
a+ id c+ ib
 c+ ib a  id
!
;
com a2 + b2 + c2 + d2 = 1. Dessa forma vemos que SU(2) ' S3.
Sendo assim, h1 pode ser classicado pelo terceiro grupo de homotopia de S3, 3(S3) =
Z [18, 21]. Portanto podemos associar um inteiro k, relacionado a classe (ou grau do mapa)
de h1 em 3(S3), a cada congurac~ao de ac~ao nita A. Este numero e denominado o
winding number da congurac~ao A. Como um exemplo, pode-se mostrar que
fk : S
3  ! SU(2); fk(x) = (x0I + ixjj)k
esta na classe k de 3(S
3). Para ver isso basta notar que f0(x) e constante e conse-
quentemente [f0] = 0 (f0 esta na classe 0 de 3(S
3)) e tambem que f1 e a identidade
(modulo a identicac~ao entre S3 e SU(2)) e assim [f1] = 1. Usando a propriedade
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[f  g] = [f ] + [g] (ver [21]), onde (f  g)(x) = f(x)  g(x), temos
[fk] = k[f1];
o que mostra que fk esta na classe k de 3(S
3).
A discuss~ao do ultimo paragrafo mostra que o espaco das congurac~oes de ac~ao nita
e formado por componentes disjuntas associadas as classes de equivale^ncia das func~oes
h1. Vamos mostrar a seguir que se dois potenciais de gauge com ac~ao nita, A e ~A, s~ao
relacionados por uma transformac~ao de gauge ~A = g 1Ag + g 1dg, ent~ao eles est~ao na
mesma componente. Ou seja, se A ! h 1dh e, consequentemente, ~A ! (g  h) 1d(g  h),
ent~ao as classes [g1] e [(g  h)1] tem que coincidir. Note que h esta denida apenas
para pontos na esfera no innito. Caso pudessemos estender h(x), associada a um dado
potencial A, para todo o R4, poderamos fazer uma transformac~ao de gauge em A com a
func~ao g(x) = h(x) 1, e teramos um potencial ~A com ~A ! 0 no innito. Neste caso, A
estaria na mesma componente que a congurac~ao trivial A = 0, e portanto a classe de h
em 3(S
3) deve, necessariamente, ser a trivial. Em particular, este raciocinio mostra (em
conjunto com o restuldao que iremos provar a seguir) que um mapa denido na esfera no
innito so pode ser estendido para todo o R4 se ele for topologicamente trivial.
Carga topologica
Podemos mostrar que dois potenciais relacionados por uma transformac~ao de gauge
est~ao na mesma componente provando que classe de equivale^ncia associada a estes po-
tenciais (em 3(S
3)) pode ser calculada usando a seguinte express~ao invariante por trans-
formac~oes de gauge
Q =   1
82
Z
R4
tr(F ^ F ): (2.24)
Chamaremos Q de carga topologica, sendo que esta carga e intimamente relacionada ao
segundo numero de Chern, como cara claro na ultima sec~ao deste captulo. Para provar
que Q denido pela express~ao acima coincide com a componente de A (e consequentemente
com a classe de h) devemos primeiro notar que
d (tr (F ^ F )) = tr (dF ^ F + F ^ dF ) = tr( [A;F ] ^ F   F ^ [A;F ]) = 0;
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e assim a 4-forma tr(F ^F ) e fechada5 6. Como R4 e contratil a um ponto temos que toda
forma fechada e exata [18] e consequentemente F = dK, onde K e uma 3-forma em R4.
Um calculo simples mostra que
K = tr

A ^ dA+ 2
3
A ^A ^A

satisfaz F = dK. Usando o teorema de Stokes temosZ
R4
tr(F ^ F ) =
Z
R4
dK =
Z
S3
(1)
tr(A ^ dA+ 2
3
A ^A ^A);
sendo S3(1) a esfera no innito. Como dA = F  A ^A e como no innito F = 0, temos
  1
82
Z
R4
tr(F ^ F ) = 1
242
Z
S3
tr(A ^A ^A) = 1
242
Z
S3
tr
 
h 1dh ^ h 1dh ^ h 1dh ;
(2.25)
onde usamos que o comportamento assintotico do potencial e dado por A! h 1dh.
Vamos usar duas propriedades do funcional w(h) denido abaixo (sobre func~oes de S3
em SU(2)), sendo que a prova destas propriedades sera apresentada no m da sec~ao:
w(h)  1
242
Z
S3
tr
 
h 1dh ^ h 1dh ^ h 1dh : (2.26)
propriedade 1: w(h) = w(g) se h e h0 est~ao associadas a mesma classe em 3(S3) (ou
seja [h] = [g]).
propriedade 2: w(h  g) = w(h) +w(g), sendo (h  g)(x) = h(x)  g(x) e a multiplicac~ao e
a usual do grupo SU(2).
Como qualquer mapa h : S3 ! SU(2) e homotopico a um fk = (f1)k (para algum k)
as propriedades acima mostram que w(h) = w(fk) = kw(f1). Sendo assim, se mostrarmos
que w(f1) = 1 provamos que w(h) = [h], ou seja, mostramos que w mede qual a classe da
(ou grau da) aplicac~ao h. Neste caso, comparando a express~ao de w(h) com a eq. (2.25)
5Uma k-forma ! e fechada se d! = 0. Se ! = d para uma (k-1)-forma  dizemos que ! e exata. Note
que toda forma exata e fechada mas nem toda forma fechada e exata [18].
6De fato toda 4-forma sobre uma variedade de dimens~ao 4 e fechada. No entanto, este calculo mostra
que tal resultado e verdade mesmo para variedades de dimens~ao mais alta.
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conclumos que carga topologica Q indica a qual componente do espaco de congurac~oes
pertence o potencial A.
Para calcular a integral devemos primeiro notar que sob uma rotac~ao R temos f1(Rx) =
Uf1(x)V , sendo U e V matrizes em SU(2) independentes de x (tal resultado segue dire-
tamente da identicac~ao usual de SU(2)  SU(2) com o recobrimento duplo de SO(4),
ver [20]). Sendo assim e facil notar que o integrando da eq. (2.26) e invariante por rotac~oes
para h = f1 e portanto podemos calcula-lo apenas no polo norte x
0 = 1 e xi = 0:
tr
 
f 11 df1 ^ f 11 df1 ^ f 11 df1
 
x=xN
=  i tr(j1j2j3)dxj1 ^ dxj2 ^ dxj3
=  ij1j2j3 tr(j1j2j3)dx1 ^ dx2 ^ dx3
= 12dx1 ^ dx2 ^ dx3:
Identicamos a 3-forma dx1 ^ dx2 ^ dx3 com o elemento de volume ! de S3 em xN e assim
k(f1) =
1
22
Z
S3
! = 1:
A partir destes resultados conclumos que w(h) mede a classe de h em 3(S
3) e por-
tanto, de acordo com a eq. (2.25) a carga topologica Q(A) mede o inteiro correspondente
a componente de A no espaco de congurac~oes. Em particular, como a carga topologica e
invariante por transformac~oes de gauge, vemos que potenciais relacionados por uma trans-
formac~ao de gauge est~ao na mesma componente no espaco de congurac~oes.
Prova da propriedade 1: Para provarmos a propriedade 1 devemos notar que h 1dh
e o pullback por h : S3 ! SU(2) da forma de Maurer-Cartan (ver [18] por exemplo) em
SU(2), e portanto o integrando da eq. (2.26) e o pull-back por h de uma 3-forma  em
SU(2). Pode-se mostrar que se duas func~oes h e h0 s~ao homotopicas ent~ao h e h0 est~ao
na mesma classe da cohomologia de de Rham (ver [18] ou [21]) e assim
h   h0 = d;
para alguma 2-forma . Como S3 n~ao tem bordo a integral de d em S3 e zero (pelo
teorema de Stokes) e assim w(h) = w(h0).
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Prova da propriedade 2: Para demonstrarmos a propriedade 2 devemos notar que,
como o funcional w e invariante por homotopia, podemos sempre deformar h para h0 tal
que h0(x) = e para x no hemisferio sul de S3 e deformar g para g0 tal que g0 = e no
hemisferio norte de S3. Neste caso
w(h  g) = w(h0  g0);
=
1
242
Z
S3
(+)
tr
 
h0 1dh0 ^ h0 1dh0 ^ h0 1dh0+
+
1
242
Z
S3
( )
tr
 
g0 1dg0 ^ g0 1dg0 ^ g0 1dg0 ;
=
1
242
Z
S3
tr
 
h0 1dh0 ^ h0 1dh0 ^ h0 1dh0+
+
1
242
Z
S3
tr
 
g0 1dg0 ^ g0 1dg0 ^ g0 1dg0 ;
) w(h  g) = w(h0) + w(g0) = w(h) + w(g);
onde S3(+) e S
3
( ) s~ao os hemisferios norte e sul de S
3.
2.4.2 Propriedades da ac~ao
Nesta sec~ao vamos apresentar algumas propriedades da ac~ao. Comecamos notando que
 
Z
d4x tr [(F  (?F )) (F  (?F ))]  0; (2.27)
pois dada uma 2-forma su(2)-valorizada B temos
tr(BB
) = B a B
 b tr

a
2i
b
2i

=  1
2
B a B
 a < 0:
Podemos mostrar tambem que tr[FF
 ] = tr[(?F )(?F )
 ] e substituindo essa relac~ao
na equac~ao acima temos
 
Z
d4x tr(FF
)  
Z
d4x tr[F(?F )
 ])  
Z
tr(F ^ ?F )  
Z
tr(F ^ F ):
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Comparando a express~ao acima com as express~oes para a ac~ao (eq. (2.13)) e para carga
topologica (eq. (2.24)) de um potencial A conclumos que
S  jQj: (2.28)
A relac~ao acima estabelece um limite inferior para a ac~ao em uma determinada com-
ponente do espaco de congurac~oes. E facil ver, a partir da eq. (2.27), que este limite e
atingido exatamente para potenciais (anti)auto-duais. Sendo assim
Sins = jQj; (2.29)
de onde conclumos que a ac~ao associada a soluc~oes instanto^nicas e sempre um inteiro.
Alem disso vemos das equac~oes acima que as soluc~oes instanto^nicas s~ao um mnimo global
da ac~ao dentro de cada componente do espaco de congurac~oes, e portanto devem ser a
contribuic~ao de maior releva^ncia na aproximac~ao semi-classica da integral de trajetoria
para teoria de Yang-Mills [5].
2.4.3 Exemplos de soluc~oes auto-duais
Na sec~ao anterior estudamos algumas propriedades associadas a instantons em espacos
planos. Nesta sec~ao vamos exibir explicitamente uma soluc~ao auto-dual na classe 1, que
esta associada a congurac~oes de 1 instanton. Em seguida faremos uma breve descric~ao do
metodo introduzido em [14] para calcular soluc~oes multi-instantons.
Soluc~ao de um instanton
Nesta sec~ao vamos reproduzir o resultado de [22], onde uma soluc~ao de um instanton
(denominada pseudo-partcula pelos autores) foi obtida pela primeira vez. Como estamos
interessados em congurac~oes na classe 1, vamos buscar soluc~oes da eq. (2.20) da forma
A = f(r)h 1dh; (2.30)
com h(x) =
 
x0I + ixii

=r e r =
p
(x0)2 + (x1)2 + (x2)2 + (x3)2. Para que este potencial
tenha ac~ao nita e esteja bem denido na origem devemos impor f(r) / r2 quando r ! 0
e f(r)! 1 quando r !1.
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A curvatura para um potencial dado pela eq. (2.30) e (note que n~ao vamos distin-
guir ndices superiores de inferiores nesta sec~ao ja que estamos tratando do espaco plano
euclidiano)
F0i = i

a0
r
(x20i   ijkx0xjk) + 2ai + a2( ijkx0xjk + xixkk   xkxki)

;
Fij = i

a0
r
(x0xij   x0xji   xijklxkl + xjiklxkl) + 2aijkk +
  a2 x20ijkk   x0(xij   xji) + ijlxlxkk	 ;
onde denimos a(r) = f(r)=r2 e a linha indica derivada em relac~ao a r.
A relac~ao F = ?F (ou F =
1
2F) para um potencial dado pela eq. (2.30) se
reduz a
a0 =  ra2:
As soluc~oes desta equac~ao que satisfazem as condic~oes de contorno apropriadas (ver paragrafo
acima) s~ao da forma
a(r) =
1
r2 + 2
! f(r) = r
2
r2 + 2
;
sendo  uma constante que determina o \tamanho" do instanton. O potencial e dado por
A =
r2
r2 + 2
h 1dh: (2.31)
A ac~ao desta congurac~ao e dada por
S =   1
82
Z
tr(F ^ ?F ) =   1
82
Z
tr(F ^ F ) = w(h) = 1;
onde usamos explicitamente a relac~ao entre w(h) e a classe de h em 3(S
3).
Podemos interpretar essa soluc~ao sicamente como um instanton localizado (no espaco
e no tempo) em torno de x = (0; 0; 0; 0) e de tamanho caracterstico . Como a teoria e
invariante por translac~oes, podemos obter outras soluc~oes localizadas em qualquer ponto
x fazendo uma translac~ao no potencial dado pela eq. (2.31).
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Metodo de Witten para soluc~oes multi-instantons
O metodo mais geral para obter as soluc~oes de multi-instantons em R4 e a construc~ao
ADHM[23]. No entanto, nesta dissertac~ao iremos apenas fazer uma breve descric~ao do
metodo usado por Witten [14] para obter soluc~oes multi-instantons, pois este sera o ponto
de partida para o estudo de instantons em espacos curvos que apresentaremos nos proximos
captulos. Witten buscou soluc~oes (anti)auto-duais da equac~ao de Yang-Mills a partir de
um ansatz esfericamente simetrico
A =
a
2i

(; r)
xa
r
d + (; r)
xaxc
r2
dxc + ((; r)  1)abcx
b
r
d

xc
r

+ (; r)d

xa
r

;
(2.32)
sendo  = x0 e r =
p
(x1)2 + (x2)2 + (x3)2. Note que uma congurac~ao dada por este
ansatz e caracterizada por quatro func~oes: , ,  e .
Sob uma transformac~ao de gauge dada por U(x) = exp(f(r;)2i x
kk=r) a forma do ansatz
n~ao muda, porem as func~oes do ansatz se transformam como:
~ = + @f; (2.33a)
~ =  + @rf; (2.33b)
~ =  cos f    sin f; (2.33c)
~ =  sin f +  cos f: (2.33d)
Esse tipo de transformac~ao de gauge corresponde a uma simetria U(1) do problema e pode
ser usada para simplicar sua soluc~ao.
As equac~oes de auto-dualidade para um potencial dado pelo ansatz (2.32) s~ao
@+  = @r   ; (2.34a)
@r+  =  (@   ); (2.34b)
r2(@   @r) = 1  2   2: (2.34c)
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A ac~ao para um potencial dado pela eq. (2.32) e dada por
S =
1
322
Z
d3x
Z
dtF a F
 a
=
1
4
Z 1
 1
dt
Z 1
0

1
2
(@t + )
2 +
1
2
(@r + )
2 +
1
2
(@t  )2+
+
1
2
(@r  )2 1
4
r2(G01)
2 +
1
4
r 2(1  2   2)2

; (2.35)
sendo G01 = @0   @r.
Vemos que a ac~ao e ide^ntica a de uma teoria de gauge abeliana com campo de Higgs em
uma variedade de dimens~ao 2 dotada da metrica g = r2 (sendo que  = 0 corresponde
a t e  = 1 a r). Para tornar essa equivale^ncia mais clara basta identicarmos
 $ B0
 $ B1
 + i $ ;
sendo B o campo de gauge e  um campo de Higgs complexo. Nesta teoria as trans-
formac~oes dadas pelas eqs. (2.33) s~ao exatamente as transformac~oes de gauge.
Usando a teoria abeliana, Witten [14] relacionou as equac~oes de campo deste sistema
com a equac~ao de Liouville em 2 dimens~oes
r2f = e2f :
Dessa forma Witten obteve soluc~oes que descrevem qualquer numero de instantons alin-
hados em uma reta.
2.5 A relac~ao entre instantons em R4 e brados em S4
Nesta sec~ao vamos mostrar a relac~ao entre os instantons em R4 e SU(2)-brados sobre
a esfera S4. A partir dessa relac~ao cara claro a relac~ao entre a carga topologica Q denida
pela eq. (2.24) e a integral da segunda classe de Chern em S4 (ver ape^ndice para a denic~ao
das classes de Chern).
A esfera S4 n~ao e contratil a um ponto mas podemos denir dois hemisferios Hn e
Hs, cada um contratil a um ponto, tais que S
4 = Hn
S
Hs. Consideremos as coordenadas
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polares de S4:
x0 = cos ;
x1 = sin  sin 1 sin 2 cos;
x2 = sin  sin 1 sin 2 sin;
x3 = sin  sin 1 cos 2;
x4 = sin  cos 1;
sendo que ,  1 e  2 variam entre 0 e  e  varia entre 0 e 2. Denimos os hemisferios
sul (Hs) e norte (Hn) como:
Hs =
n
x 2 S4
 > 
2
  
o
;
e
Hn =
n
x 2 S4
 < 
2
+ 
o
;
para um  positivo e sucientemente pequeno.
Estes hemisferios s~ao subconjuntos abertos de S4 (e portanto subvariedades) e assim
todo SU(2)-brado sobre a esfera induz um SU(2)-brado em cada hemisferio. Como Hn e
Hs s~ao contrateis a um ponto, os brados induzidos ser~ao triviais. Qualquer impedimento
para que o brado original (sobre S4) seja trivial esta associada a forma como colamos os
brados triviais sobre Hn e Hs, sendo que toda informac~ao sobre a colagem esta codi-
cada na func~ao de transic~ao (ver ape^ndice para discuss~ao sobre reconstruc~ao de brados
principais)
gns : Hn
\
Hs ! SU(2):
E facil notar da propria denic~ao dos hemisferios que
Hn
\
Hs = I  S3;
sendo I um intervalo aberto da reta e S3 o equador de S4. Como o intervalo I e contratil
a um ponto vemos que esses mapas, e consequentemente os SU(2)-brados sobre S4, s~ao
classicados pelo grupo 3(S
3) = Z. Dessa forma podemos associar um inteiro k a cada
brado.
Dado um SU(2)-brado E sobre S4 e uma conex~ao ! (sendo 
 a curvatura associada)
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neste brado, temos que a segunda classe de Chern e uma 4-forma c2(
) denida na
variedade base. Podemos escrever c2(
) em termos da forma local de curvatura como
c2(
) =
1
82
tr(F ^ F ); (2.36)
sendo F a forma local da curvatura da curvatura 
. Devido ao teorema de Chern-Weyl (ver
ape^ndice) sabemos que se ! e !0 s~ao duas conex~oes distintas sobre o brado E, ent~ao a
diferenca c2(
)   c2(
0) e uma forma exata7. Assim, se calcularmos a integral de c2 em
S4 o resultado depende apenas da estrutura do brado E e n~ao da conex~ao utilizada. A
integral de c2 na variedade base e denominada segundo numero de Chern.
Como discutido no incio desta sec~ao, o brado E pode ser obtido colando dois SU(2)-
brados triviais, um sobre Hn e outro sobre Hs. Sendo assim so precisamos denir os
potenciais (formas locais da conex~ao) nestes dois abertos. Vamos denotar por An e As as
1-formas de conex~ao em Hn e Hs. Alem disso, sabemos que tr(F ^F ) e fechada, e portanto
e exata em cada hemisferio (porem n~ao em todo S4). De fato, temos (conforme discutido
na sec~ao anterior)
tr(Fs ^ Fs) = dKs = d

tr

As ^ dAs + 2
3
As ^As ^As

;
com Kn dado por uma express~ao analoga (obtida fazendo as substituic~oes s $ n nos
ndices).
Para calcularmos a integral Z
S4
c2(
);
podemos dividir S4 em duas metades separadas pelo plano  = =2. E assim, no calculo
da integral, vamos usar a forma local An na semi-esfera superior, S
4
(+), a forma local As e
na semi-esfera inferior, S4( ). Dessa forma:Z
S4
c2(
) =  
Z
S4
(+)
dKn  
Z
S4
( )
dKs =  
Z
S3
Kn +
Z
S3
Ks:
A segunda igualdade foi obtida usando o teorema de Stokes e levando em considerac~ao a
7Ou seja, as formas c2(
) e c2(

0) est~ao na mesma classe da cohomologia de de Rham de S4 [18].
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diferenca na orientac~ao de cada fronteira. Temos ent~aoZ
S4
c2(
) =
1
82
Z
S3
tr

Fn ^An   1
3
An ^An ^An

+
 
Z
S3
tr

Fs ^As   1
3
As ^As ^As

:
No entanto, as duas formas locais de conex~ao est~ao relacionadas,no equador (S3), por
An(x) = g
 1
sn Asgsn+ g
 1
sn dgsn;
e as formas locais de curvatura por
Fn(x) = g
 1
sn Fsgsn:
Portanto Z
S4
c2(
) =   1
242
Z
S3
tr
 
g 1sn dgsn ^ g 1sn dgsn ^ g 1sn dgsn

: (2.37)
Comparando a express~ao acima com a eq. (2.26) conclumos que o o segundo numero
de Chern em S4 e exatamente menos a classe (ou winding number) da func~ao de transic~ao
do brado restrita ao equador. Neste sentido, esta integral classica os tipos de SU(2)
brados sobre S4. Veremos que essa classicac~ao de brados esta diretamente relacionada
aos instantons em R4.
Os resultados apresentados em [24] garantem que todo potencial (diferenciavel) de
Yang-Mills com ac~ao nita em R4 pode ser estendido de forma suave para a compacti-
cac~ao8 R4
Sf1g = S4. Uma armac~ao equivalente e: toda congurac~ao de ac~ao nita
em R4 da teoria de Yang-Mills pode ser obtida a partir de uma congurac~ao em S4.
Como para uma congurac~ao suave o valor do integrando em um ponto n~ao e relevante
para o resultado da integrac~ao temos (fazendo as identicac~oes necessarias)
Q =   1
82
Z
R4
tr(F ^ F ) =   1
82
Z
S4
trF ^ F:
Sendo assim, vemos que cada componente do espaco de congurac~oes da teoria de Yang-
8A identicac~ao entre a compacticac~ao a um ponto de Rn e a esfera Sn e um resultado padr~ao em
topologia, ver por exemplo a refere^ncia [25].
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Mills (que conforme visto na sec~ao anterior s~ao classicadas por Q) esta relacionada a uma
classe de SU(2)-brados sobre S4, que por sua vez s~ao classicados pelo segundo numero
de Chern.
Captulo 3
Instantons no espaco de
Schwarzschild
Neste captulo vamos estudar as soluc~oes auto-duais de ac~ao nita da teoria de Yang-
Mills no espaco de Schwarzschild euclidiano e mostrar que algumas das propriedades estu-
dadas no captulo anterior deixam de ser validas nesta geometria. No espaco de Schwarz-
schild eudlidiano o tempo e compacticado e por isso podem existir congurac~oes inde-
pendentes do tempo com ac~ao nita. A nossa abordagem nos permite recuperar todas
as soluc~oes auto-duais ja conhecidas e tambem exibir uma nova famila de instantons no
espaco de Schwarzschild descobertos pelo autor desta dissertac~ao e seu orientador [12].
3.1 O espaco de Schwarzschild euclidiano
A metrica de Schwarzschild e a mais conhecida (com excec~ao do espaco plano) soluc~ao
das equac~oes de Einstein. Ela descreve o espaco-tempo em torno de uma distribuic~ao
estatica, esfericamente simetrica e n~ao carregada de massa. Nas coordenadas de Schwarz-
schild, (t; r; ; ), a metrica e dada por:
ds2 =  H(r)dt2 +H(r) 1dr2 + r2d
; (3.1)
com H(r) =
 
1  2mr

e d
 a metrica usual em S2.
Sabemos que a singularidade em r = 2m se deve apenas a uma escolha de coordenadas
e que a unica singularidade fsica desta metrica e r = 0. A extens~ao para a regi~ao r  2m
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e obtida usando as coordenadas de Kruskal [19, 26], que s~ao denidas implicitamente pelas
equac~oes:  r
2m
  1

er=2m = X2   T 2; (3.2a)
X + T
X   T = e
t=2m: (3.2b)
Usando estas coordenadas a metrica e escrita como
ds2 =
32m3e r=2m
r
  dT 2 + dX2+ r2d
: (3.3)
Para obtermos a metrica no caso euclidiano, fazemos uma rotac~ao de Wick: t = i em
coordenadas de Schwarzschild e T = iT em coordenadas de Kruskal. As equac~oes para as
coordenadas de Kruskal apos a rotac~ao s~ao: r
2m
  1

er=2m = X2 + T 2; (3.4a)
X + iT
X   iT = e
2arg(X+iT ) = ei=2m: (3.4b)
Segue diretamente da primeira equac~ao que as coordenadas de Kruskal, no caso euclidiano,
so est~ao denidas para r  2m. Dessa forma, a extens~ao da soluc~ao neste caso n~ao pode ser
feita para a regi~ao 0 < r < 2m. Na segunda equac~ao arg(X + iT ) varia de 0 a 2, que s~ao
identicados, e sendo assim  varia entre 0 e 8m, sendo que estes pontos consequentemente
devem ser identicados. Ou seja, no caso euclidiano o tempo e uma coordenada periodica
com perodo 8m.
Uma outra maneira de mostrar que o tempo e uma coordenada perodica e estudar o
comportamento da metrica de Schwarzschild euclidiana proximo a r = 2m em coordenadas
de Schwarzschild. A metrica e
ds2 = H(r)d2 +H(r) 1dr2 + r2d
:
Na regi~ao r  2m vamos procurar coordenadas (;R) tais que Rd = H(r)1=2d e dR =
H(r) 1=2dr. Fazendo essa mudanca de coordenadas os dois primeiros termos da metrica
s~ao reescritos como R2d2+dR2, que coincide com a express~ao da metrica do espaco plano
2 dimensional em coordenadas polares. Sendo assim, para que R = 0 n~ao represente uma
singularidade co^nica,  deve ser periodica com perodo 2, que e exatamente o esperado de
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uma coordenada angular em coordenadas polares. Vamos ent~ao encontrar R e  na regi~ao
em torno de r = 2m:
d
d
=
H(r)1=2
R

p
H 0(2m)(r   2m)=R;
dR
dr
= H(r) 1=2  1p
H 0(2m)
(r   2m) 1=2:
E assim temos
R  2

r   2m
H 0(2m)
1=2
=
p
8m(r   2m); (3.5a)
  H
0(2m)
2
 =
1
4m
; (3.5b)
onde a linha indica derivada em relac~ao a r.
Como  e periodica, com perodo 2, temos que  tambem e periodica, com perodo
8m. Usando essas coordenadas ca claro que, topologicamente, o espaco de Schwarzschild
euclidiano e R2  S2, onde R2 esta relacionado as coordenadas (; r), ou (;R), e S2 as
coordenadas (; ). Como todo SU(2) brado sobre R2S2 e trivial1 podemos considerar
um potencial de gauge denido globalmente ao estudarmos a teoria de Yang-Mills no espaco
de Schwarzschild Euclidiano.
3.2 O Ansatz
Usando as coordenadas x = (; r sin  cos; r sin  sin; r cos ), vamos buscar uma
soluc~ao partindo do mesmo ansatz esfericamente simetrico que foi usado no caso plano
(ver eq. (2.32)):
A =
a
2i

(; r)
xa
r
d + (; r)
xaxc
r2
dxc + ((; r)  1)abcx
b
r
d

xc
r

+ (; r)d

xa
r

:
(3.6)
Este ansatz possui uma simetria U(1) analoga ao caso plano, e as eqs. (2.33) continuam
validas. Sendo assim podemos usar esta simetria e escolher um gauge em que (; r) = 0.
Em conseque^ncia da natureza polar das coordenadas (; r), devemos fazer algumas
imposic~oes sobre as func~oes , ,  e  para que um potencial dado pela express~ao acima
1Como R2  S2 pode ser deformado em S2 basta considerarmos os brados sobre S2 [27].
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seja regular em todo o espaco de Schwarzschild. Todas as func~oes do ansatz devem ser
periodicas em  (com perodo 8m), e no limite r ! 2m devemos impor que ! 0 e que
todas as outras func~oes se tornem independentes de  .
Uma conseque^ncia importante da diferenca entre a topologia do espaco de Schwarzschild
e do espaco plano (ambos euclidianos) e que no primeiro o tempo e compacticado e
por isso podem existir congurac~oes independentes do tempo com ac~ao nita, o que e
claramente impossvel no espaco plano devido a integral no tempo divergir para este tipo
de congurac~ao. Vamos, por simplicidade, nos restringir a potenciais independentes do
tempo, e neste caso as equac~oes de auto-dualidade F = ?F se reduzem a:
0 =
1
r2
 
1  2   2 ; (3.7a)
A0  =  H(r)0; (3.7b)
A0  =  H(r)0: (3.7c)
De onde temos imediatamente que
0

=
0

;
e sendo assim (r) = c1(r) e (r) = c2(r). Podemos usar ent~ao as eqs. (2.33) com
f = cte para eliminar . Dessa forma temos uma express~ao simplicada do ansatz:
A =
a
2i

(; r)
xa
r
d   abcx
b
r
d

xc
r

+ (; r)d

xa
r

: (3.8)
Fazendo uma transformac~ao de gauge (singular) dada por
U = exp( i'3=2) exp( i2=2);
obtemos o ansatz usado em [11, 12]:
A = (r) d
1
2i
+ (r) sin  d'
2
2i
+ (cos d'+ (r) d)
3
2i
: (3.9)
Para o potencial dado pela express~ao acima as equac~oes de auto-dualidade se reduzem
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a
0(r) =  

1  2m
r
 1
(r)(r); (3.10a)
0(r) =
1  2(r)
r2
: (3.10b)
O mesmo resultado seria obtido substituindo  = 0 nas eqs. (3.7). Segue imediatamente
das eqs. (3.10) que  deve satisfazer a equac~ao diferencial ordinaria (EDO) de segunda
ordem
r
2
(r   2m)d
2
dr2
+ (r   2m)d
dr
  + r2d
dr
 = 0; (3.11)
e que  e dado, em termos de , por
2(r) = 1  r20(r): (3.12)
Devemos notar que a equac~ao acima imp~oe uma restric~ao nas soluc~oes da eq. (3.11), pois
 deve ser uma func~ao real para que A tome valores em su(2).
A densidade lagrangiana para um potencial auto-dual da forma (3.9) e
L = 1
82
tr(F ^ ?F ) = 1
82
tr(F ^ F ) =   1
82
@
@r

(1  2) d ^ dr ^ d
; (3.13)
e a ac~ao euclidiana correspondente
S =   1
82
Z
M
tr(F ^ ?F ) = 4m (1  2) 1
2m
: (3.14)
Conforme veremos nas proximas sec~oes, as soluc~oes em que estaremos interessados
satisfazem (2m) = (1) = 0 2, ou ent~ao (2m) = (1) = 0 e, e em ambos os casos a
eq. (3.14) pode ser reescrita como
S = 4m [(1)  (2m)] : (3.15)
Podemos tambem, seguindo uma abordagem semelhante a de [28], denir um campo
2A express~ao (1) consiste em um abuso de linguagem para limr!1 (r).
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tensorial U(1) a partir do nosso potencial (ver tambem a discuss~ao sobre cargas em [29, 30]):
f =  i tr [3 (@A   @A)] :
Substituindo a express~ao para o potencial temos:
f0i = 0(r)
xi
r
; (3.16a)
?f0i =
xi
r3
: (3.16b)
Identicando esse campo tensorial com um campo eletromagnetico , pois ambos est~ao asso-
ciados ao mesmo grupo de gauge, temos que todas as congurac~oes dadas pelo ansatz (3.9)
te^m carga magnetica unitaria (com a normalizac~ao de carga escolhida). De acordo com a
eq. (3.16a) vemos que a existe^ncia e valor da carga eletrica destas congurac~oes depende
do comportamento assintotico de (r).
3.3 As soluc~oes
3.3.1 Regularidade das soluc~oes
E imediato encontrar tre^s soluc~oes para as eqs. (3.10):
i. (r) = 0, (r) = 1. Neste caso, S = 0.
ii. (r) =  m
r2
, 2(r) = 1  2mr . Neste caso, S = 1.
iii. (r) = c  1r , sendo c uma constante, e (r) = 0. Neste caso, S = 2.
A primeira soluc~ao descreve uma congurac~ao trivial. As outras duas, quando reescritas
na forma regular, dada pela eq.(3.6), correspondem aos instantons de Charap e Du [10],
e foram os primeiros instantons descobertos nesta geometria. Alem disso, de acordo com
as eqs. (3.16), estas soluc~oes correspondem a um monopolo magnetico e um dyon [32]
respectivamente, conforme observado em [29]. E facil notar que a terceira soluc~ao esta
denida numa direc~ao xa em su(2) e por isso corresponde a uma congurac~ao abeliana
[31].
De acordo com a sec~ao anterior, a soluc~ao iii (para c 6= 1=2m) e ii n~ao s~ao regulares,
pois (2m) 6= 0 em ambos os casos. No entanto, a imposic~ao (r)! 0 para r ! 2m pode
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ser relaxada, sem prejuzos ao procedimento descrito na sec~ao anterior, se estivermos in-
teressados em soluc~oes com depende^ncia temporal trivial3. Dada uma soluc~ao da eq.(3.11)
com (2m) = C 6= 0, podemos reescrever o potencial na sua forma regular, eq.(3.6), e usar
uma transformac~ao de gauge com U = exp(iCt xaa=2r) para obtermos uma congurac~ao
equivalente, porem com ~(2m) = 0. No entanto, as novas func~oes ~(; r) = (r) sin(Ct) e
~(; r) = (r) cos(Ct) so ter~ao perodo 8m se (2m) satiszer a relac~ao
(2m) = p=4m; p 2 Z: (3.17)
Conclumos assim que, soluc~oes da eq. (3.11) que satisfacam a relac~ao acima estar~ao asso-
ciadas a potenciais de gauge regulares desde que (2m) = 0. Ainda, uma rapida inspec~ao
na soluc~ao abeliana mostra que esta e da forma
(r) =
p+ 2
4m
  1
r
;
para qualquer p 2 Z. Sendo assim, dado p 2 Z, existe sempre ao menos uma soluc~ao que
satisfaz (2m) = p=4m.
3.3.2 Soluc~oes em serie
Vamos buscar uma soluc~ao da eq. (3.11) em torno de r = 2m na forma de uma serie de
pote^ncias
(r) =
1X
k=0
ak(r   2m)k;
com a0 = p=4m, p 2 Z, de acordo com a eq. (3.17). Substituindo a express~ao em serie na
eq. (3.11) temos duas situac~oes distintas:
p > 0: todos os coecientes podem ser determinados por uma relac~ao de recorre^ncia n~ao-
linear. Neste caso o metodo fornece uma unica soluc~ao, que e a abeliana.
p  0: temos uma situac~ao bem mais interessante. Os coecientes ak com k <  p+ 1 s~ao
determinados a partir da relac~ao de recorre^ncia, porem essa relac~ao n~ao xa o valor
de a p+1. Este coeciente serve como um para^metro livre a partir do qual todos
3Por trivial queremos dizer que consiste em uma rotac~ao com velocidade angular constante no \plano"
denido pelas func~oes  e .
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os coecientes com k >  p + 1 podem ser determinados. Temos dessa forma uma
famlia de soluc~oes parametrizadas pelo coeciente a p+1 para cada p  0.
Apesar de o metodo da serie de pote^ncias fornecer soluc~oes da eq. (3.11), estas soluc~oes
s~ao apenas locais (validas apenas na vizinhanca de r = 2m). Estamos interessados em
soluc~oes globais, r 2 [2m;1), desta equac~ao que satisfacam 2(r)  0 e com ac~ao nita.
Temos fortes evide^ncias numericas de que, com excec~ao da soluc~ao abeliana, todas as
soluc~oes da eq. (3.11) com p   2 divergem para r !1 ou est~ao associadas a  com valores
imaginarios em algum ponto4. E facil vericar que as soluc~oes com p = 0 correspondem
ao caso estudado em [11], no qual os autores, usando uma abordagem totalmente diferente
da apresentada neste trabalho e que so vale para o caso p = 0, apresentam uma famlia de
soluc~oes auto-duais com ac~ao variando de 0 a 2. Sendo assim, no restante deste captulo
vamos nos concentrar no estudo de soluc~oes da famlia p =  1.
E facil mostrar que as soluc~oes com p = 0 e p =  1 te^m comportamentos bastante
distintos. Examinando o comportamento de (r) em torno de r = 2m vemos que, no
primeiro caso (r)  c1 + c2(r   2m) e no segundo (r)  c3(r   2m)1=2, onde ci s~ao
constantes que caracterizam as soluc~oes dentro das respectivas famlias. Mais especi-
camente, pode-se mostrar que as soluc~oes pertencentes as famlias p = 0 e p =  1 n~ao
s~ao equivalentes de gauge, a n~ao ser no caso das soluc~oes abelianas (que s~ao todas rela-
cionadas por transformac~oes de gauge). Para vericar isto basta substituir a expans~ao em
serie correspondente as soluc~oes de cada famlia na express~ao (3.13), que e invariante por
transformac~oes de gauge, e comparar os termos de ordem mais baixa na serie de pote^ncias
obtida.
A famlia p=-1
Para a0 =  1=4m segue diretamente da relac~ao de recorre^ncia que a1 = 0(2m) = 14m2 .
Usando s = r   2m, os primeiros termos da soluc~ao em serie s~ao dados por
(s+ 2m) =   1
4m
+
s
4m2
+

16m3
s2   + 1
16m4
s3   
2   7  10
256m5
s4 +O(s5); (3.18)
onde introduzimos o para^metro adimensional  dado por  = 16m3 a2.
Pode-se mostrar, diretamente da relac~ao de recorre^ncia satisfeita por ak, que:
4Os resultados que ser~ao apresentados na sec~ao 4.4 corroboram estas evide^ncias.
CAPITULO 3. INSTANTONS NO ESPACO DE SCHWARZSCHILD 36
1. para  =  3, temos  3(r) =  mr2 , que e a ja mencionada soluc~ao de Charap e Du
com S = 1;
2. para  =  2, temos  2(r) = 14m   1r , que e a ja mencionada soluc~ao de Charap e
Du com S = 2.
No entanto, conforme discutido anteriormente, o metodo da serie de pote^ncias fornece
apenas uma soluc~ao local. De acordo com os resultados que ser~ao apresentados na sec~ao 3.4
o raio de converge^ncia para as soluc~oes obtidas e, em geral, no maximo 2m. Sendo assim
esse metodo n~ao e suciente para calcular a ac~ao associada a cada , e nem mesmo
para determinar se a esta e nita. Para responder essas quest~oes precisamos estudar as
propriedades globais das soluc~oes, conforme faremos a seguir. No m deste captulo tambem
apresentaremos um metodo que permite expressar estas soluc~oes como uma serie em uma
nova variavel, mas neste caso com raio de converge^ncia aparentemente innito.
Apesar de suas limitac~oes, podemos usar a soluc~ao obtida pelo metodo da serie de
pote^ncias para gerar valores (2m + ) e 
0
(2m + ), com  positivo e sucientemente
pequeno, e integrar numericamente a eq.(3.11) a partir destes valores. Note que n~ao pode-
mos integrar numericamente a partir de r = 2m pois este n~ao e um ponto regular da
EDO. A gura 3.1 mostra algumas soluc~oes obtidas desta forma. As curvas destacadas
correspondem as soluc~oes de Charap e Du [10].
A gura 3.1 sugere que:
1. soluc~oes com  <  3 (abaixo da curva destacada inferior) n~ao s~ao limitadas, e assim
a ac~ao associada n~ao e nita (cf eq.(3.15));
2. soluc~oes com  3 <  <  2 (entre as curvas destacadas) interpolam entre as soluc~oes
de Charap e Du;
3. soluc~oes com diferentes valores de  n~ao se intersectam.
Vamos provar que as soluc~oes de interesse s~ao exatamente as com  2 ( 3; 2). Neste
caso  esta associado a um potencial auto-dual regular, via eq. (3.6), com ac~ao nita que
interpola entre os instantons de Charap e Du.
3.3.3 Ac~ao nita
Para provarmos que existem soluc~oes de ac~ao nita na famlia p =  1 comecamos
notando uma propriedade local de  que segue diretamente da expans~ao em serie (3.18):
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Figura 3.1: Gracos de (r) para  variando de  4 (curva inferior) a  1 (curva superior)
em intervalos iguais. As curvas destacadas correspondem as soluc~oes de Charap e Du
( =  3 para a curva destacada inferior e  =  2 para a curva destacada superior).
para r   2m 1 temos
1(r) < 2(r); (3.19a)
01(r) < 
0
2(r): (3.19b)
Sendo assim, os gracos de  com valores distintos de  n~ao se cruzam para r suciente-
mente proximo de 2m. Na verdade, um estudo mais detalhado da equac~ao diferencial (3.11)
nos da um resultado muito mais forte, cuja prova sera apresentada na proxima sec~ao: se
1 < 2   2 ent~ao
1(r) < 2(r) 8r 2 (2m;1); (3.20a)
01(r) < 
0
2(r) 8r 2 (2m;1): (3.20b)
As equac~oes acima mostram que, se    2, gracos correspondentes a (r) com
valores de  distintos n~ao se cruzam. Note que isso n~ao e verdade para soluc~oes gerais
da eq. (3.11), pois se trata de uma EDO de segunda ordem. Ainda, a eq. (3.20b) mostra
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que (r) < 1=r
2 se  <  2, o que garante (vide eq. (3.12)) que  e real se  <  2.
Vamos usar as eqs (3.20) para estudar o comportamento assintotico de  e assim provar
que existem soluc~oes de ac~ao nita na famlia p =  1.
Express~ao assintotica de 
Escolhendo um valor xo  2 ( 3; 2) e usando 1 =  3 na eq.(3.20b) temos
2m=r3 < 0(r);
ou seja, a derivada de  e sempre positiva e portanto (r) e uma func~ao monotona
crescente. Por outro lado, da eq. (3.20a) temos
 3(r) < (r) <  2(r); (3.21)
e assim (r) e limitada. Como  e uma func~ao contnua, monotona e limitada, o limite
C = lim
r!1(r) (3.22)
existe. A desigualdade (3.21) restringe C ao intervalo (0; 1=4m), se  2 ( 3; 2). Vamos
agora usar o limite C para estudar a forma assintotica da eq. (3.11) e assim obter a
express~ao assintotica das soluc~oes .
Para  2 ( 3; 2) denimos
f(r) = (r) 

C   1
r

; (3.23)
e da eq. (3.22) segue imediatamente que f(r) ! 0 para r ! 1. Substituindo  em
func~ao de f na eq.(3.11) obtemos
r(r   2m)d
2f
dr2
+ 2
 2m+ r2(C + f) df
dr
= 0:
Como f ! 0 para r sucientemente grande, temos a seguinte equac~ao para a forma
assintotica de f
d2f
(1)

dr2
+ 2C
df
(1)

dr
= 0:
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A soluc~ao desta equac~ao que se anula no innito e
f (1) (r) = 
e 2Cr
2C
;
sendo  uma constante de integrac~ao.
Podemos ent~ao usar a eq.(3.23) para determinar o comportamento assintotico de 
(r)  C   1
r
+ 
e 2Cr
2C
(r  1): (3.24)
O comportamento assintotico de  e dado por
2(r) = 1  r20(r)  r2e 2Cr (r  1):
Concluimos ent~ao que, para  2 ( 3; 2),  ! 0 quando r ! 1 e podemos usar a
eq. (3.15) para calcular a ac~ao. Como C 2 (0; 1=4m) vemos que a ac~ao esta restrita a
valores entre 1 e 2.
Vemos ainda, substituindo a express~ao 3.24 na eq. (3.16), que todas as congurac~oes
com  2 ( 3; 2) tem carga eletrica unitaria e, como tambem possuem carga magnetica,
correspondem a dyons.
A gura 3.2 mostra um subconjunto das soluc~oes numericas obtidas com  variando
de  3 a  2. Pode-se observar que estas soluc~oes s~ao crescentes e n~ao se intersectam, o
que esta de acordo com os resultados das eqs. (3.20). Tambem vemos que estas soluc~oes
interpolam entre as soluc~oes de Charap e Du.
Observac~ao: Todos os resultados que nos permitiram concluir que as soluc~oes apresen-
tadas possuem ac~ao nita podem ser adaptados para o caso p = 0, estudado em [11]. Para
isso basta fazermos as substituic~oes
 3(r)! 0;
 2(r)! 1
2m
  1
r
;
na eq. (3.21). Seguindo um procedimento analogo ao desenvolvido nesta sec~ao mostraramos
que as soluc~oes desta famlia interpolam entre as soluc~oes  = 0 e a abeliana, e que a ac~ao
associada a estas soluc~oes varia de 0 a 2.
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Figura 3.2: Figura de cima: Gracos de (r) como func~ao de r para  variando uniforme-
mente entre  =  3 (curva inferior) e  =  2 (curva superior). Figura de baixo: Gracos
semilog de (s+ 2m) como func~ao de s associados aos mesmos valores de  da gura de
cima.
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A ac~ao da famlia p=-1
Apos esta observac~ao voltamos agora a tratar apenas da famlia p =  1. Usando a
eq. (3.20a) para R > 2m temos
m
R2
< (1)  (R) < 1
R
;
e assim
(R) +
m
R2
< (1) < (R) + 1
R
:
Essa express~ao nos permite fazer estimativas com precis~ao arbitrariamente grande para a
ac~ao de soluc~oes com  2 ( 3; 2) usando a eq. (3.15)
S = 1 + 4m(1):
De fato, usando dados da gura 3.2 ja obtemos estimativas com erro da ordem de 10 6
para a ac~ao destas soluc~oes.
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Figura 3.3: Ac~ao S (associada com ) como uma func~ao de .
A gura 3.3 ilustra como a ac~ao depende do para^metro . Vemos da gura que a ac~ao
varia continuamente entre 1 (soluc~ao tipo monopolo) e 2 (soluc~ao abeliana). Notamos aqui
uma grande diferenca em relac~ao ao caso plano no qual a ac~ao so assume valores discretos.
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Isso n~ao deve ser surpresa uma vez que os argumentos que levaram a quantizac~ao da ac~ao
no caso plano dependem da topologia deste espaco que e diferente do caso tratado neste
captulo conforme discutido no m da sec~ao 3.1.
3.3.4 Prova das propriedades (3.20)
Vamos apresentar a demonstrac~ao de que as eqs. (3.20) s~ao validas para 1 < 2   2.
Primeiro provamos que, se  <  2, ent~ao:
0(r) <
1
r2
= 0 2(r) 8r 2 (2m;1): (3.26)
Podemos demonstrar essa relac~ao diretamente do teorema de unicidade para EDOs. A
eq. (3.19b) mostra que essa relac~ao e valida para r   2m 1, e para que ela deixe de ser
valida deve existir um ponto r0 > 2m tal que 
0
(r0) =
1
r20
. Denindo
g(r) =

(r0) +
1
r0

  1
r
;
temos que g(r) satisfaz o mesmo problema de valor inicial que (r). Pelo teorema de
unicidade de EDOs teramos g(r) = (r), e assim  =  2 (vide eq. (3.18)), o que contradiz
nossa hipotese concluindo assim a demonstrac~ao.
Prosseguimos demonstrado que, se 1 < 2   2, ent~ao
01(r) < 
0
2(r) 8r 2 (2m;1): (3.27)
Conforme visto na sec~ao anterior, essa relac~ao vale para r   2m  1 (ver eq. (3.19b)).
Suponha que exista r 2 (2m;1) tal que 01(r) = 02(r), e seja r0 o menor valor de r tal
que valha essa relac~ao. Como 0 e contnuo, temos
01(r) < 
0
2(r) 8r 2 (2m; r0): (3.28)
Integrando ambos os lados desta equac~ao de 2m ate r obtemos
1(r) < 2(r) 8r 2 (2m; r0]; (3.29)
onde usamos que (2m) =  1=4m para todo .
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Por outro lado, a partir da eq. (3.11) temos
1
2
(r0   2m)(002   001)(r0) + r0

01(r0) 
1
r20

(2   1)(r0) = 0; (3.30)
pois estamos supondo que (01   02)(r0) = 0. Segue diretamente das eqs. (3.26) e (3.29)
que (002   001)(r0) > 0, i.e., ddr (02   01)(r0) > 0. Sendo assim 02(r0   ) < 01(r0   )
para  positivo e sucientemente pequeno. Isso contradiz a eq. (3.29) e portanto n~ao existe
tal r0. Provamos assim a relac~ao. (3.27).
Por m, integrando a eq. (3.27) de 2m a r segue imediatamente que, para 1 < 2   2,
1(r) < 2(r) 8r 2 (2m;1): (3.31)
O que conclui a prova das eqs. (3.20).
3.4 Express~ao analtica para 
Nas sec~oes anteriores mostramos que existe uma nova famlia de instantons na teoria
de Yang-Mills no espaco de Schwarzschild euclidiano que interpola as soluc~oes de Charap e
Du. Entretanto, fora da regi~ao r  2m, estes potenciais so foram obtidos numericamente.
Nesta sec~ao vamos utilizar o metodo do mapa conforme, introduzido em [33, 34], para
escrever  como uma serie de pote^ncias, cujo raio de converge^ncia e, ao menos de acordo
com nossas investigac~oes numericas, innito.
O metodo do mapa conforme se baseia no fato de que, se uma func~ao existe e n~ao
apresenta singularidades no seu domnio, porem sua expans~ao em serie de pote^ncias possui
raio de converge^ncia nito, isto esta associado a singularidades na extens~ao analtica desta
func~ao para o plano complexo. No entanto, como no domnio da func~ao n~ao existem
singularidades, deve haver um setor angular no plano complexo, contendo o domnio da
func~ao, no qual a continuac~ao analtica da func~ao n~ao possui singularidades. Se zermos
uma mudanca de coordenadas r ! !, de modo que este setor angular seja mapeado no
disco unitario (!  1), nesta nova variavel a func~ao pode ser escrita como uma serie de
pote^ncias com raio de converge^ncia 1 (o leitor e remetido a [33, 34] para uma explicac~ao
mais detalhada deste metodo).
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Figura 3.4: Figura ilustrando o metodo do mapa conforme. Na gura, z0 representa
a primeira singularidade da continuac~ao analtica da func~ao de interesse para o plano
complexo.
Em termos da variavel transladada s = r   2m, denimos a nova variavel
s! ! = (1 + s=R)
1=a   1
(1 + s=R)1=a + 1
; (3.32)
onde R e a, cujos signicados est~ao representado na gura 3.4, devem ser escolhidos de
modo a evitar a primeira singularidade na continuac~ao analtica de (s). N~ao existe um
procedimento sistematico para determinar R e a, mas vericamos que a escolha R = m
e a = 1, alem de simplicar sensivelmente a equac~ao para , aparentemente fornece um
raio de converge^ncia innito para a serie de pote^ncias (evide^ncias disso ser~ao mostrada a
seguir). Com esta escolha de R e a a transformac~ao e simplesmente
!(r) = 1  2m
r
; (3.33)
com inversa
r(!) =
2m
1  ! : (3.34)
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Nas novas variaveis a eq. (3.11) e reescrita como
(!   1)2!d
2 
d!2
+ 4m 
d 
d!
  2 = 0; (3.35)
onde  (!) = (r(!)). E facil mostrar que as soluc~oes de Charap e Du s~ao polino^mios em
! de grau 1 (abeliana) e 2 (monopolo). Sendo assim, a nova famlia de soluc~oes apresentada
na sec~ao anterior, nesta variavel, interpola entre uma reta e uma parabola.
Vamos escrever as soluc~oes da eq. (3.35) como uma serie de pote^ncias em !. Conforme
ja discutido, estamos interessados em soluc~oes que satisfazem (2m) =  (0) =   14m . Dessa
forma, se  (!) = 1m
P1
n=0 bn!
n+, temos  = 0 e b0 =  14 . Substituindo a soluc~ao em
serie na eq. (3.35) obtemos b1 =
1
2 , b2 ca indeterminado e b3 = 0. A relac~ao entre b2
e  e facilmente obtida, b2 =
+2
4 . Todos os outros coecientes bn+1, com n  3, s~ao
determinados pela relac~ao
bn+1 =
2bn [n(n  1) + 1]  bn 1(n  1)(n  2)  4
Pn 1
q=0 (q + 1)bn qbq+1
(n2   1) : (3.36)
Apos calcular os coecientes bn, podemos voltar para a antiga variavel r:
(r) =
1
m
1X
n=0
b()n

1  2m
r
n
; (3.37)
onde b
()
n depende de  por meio de b2. Os primeiros termos da serie (3.37) s~ao:
(r) =   1
4m
+
1
2m

1  2m
r

+
+ 2
4m

1  2m
r
2
  
2 + 5+ 6
16m

1  2m
r
4
+
 
2 + 5+ 6
15m

1  2m
r
5
+O
"
1  2m
r
6#
:
A gura 3.5 mostra uma soluc~ao tpica obtida pelo metodo do mapa conforme. Vemos
que a soluc~ao obtida por este metodo tem raio de converge^ncia aparentemente innito e
e indistiguvel da soluc~ao numerica, mesmo para valores de r da ordem de 106. A gura
tambem ilustra o fato de que o raio de converge^ncia da serie de pote^ncias em r e no maximo
2m.
A gura 3.6 mostra o comportamento de bn para um valor tpico de  2 ( 3; 2).
Observamos na gura que jbnj ! 0 para n!1 e dessa forma a sequencia jbnj e certamente
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Figura 3.5: Gracos da express~ao em serie obtida antes (linha contnua) e depois (linha
pontilhada) de usarmos o metodo do mapa conforme. A linha tracejada corresponde a
soluc~ao numerica apresentada na sec~ao anterior. Notamos que a soluc~ao em serie obtida
com o metodo do mapa (truncada em n=30 000) e indistinguvel da soluc~ao numerica para
r variando de 2m ate valores da ordem de 106. Para todas as curvas usamos  =  2:5.
limitada por uma constante c > 0. Podemos usar este fato para provar (contanto que a
condic~ao jbnj ! 0 seja valida) que a serie (3.37) e convergente para ! = 1   2m=r < 1.
Para isso podemos usar o teste da comparac~ao com a expans~ao em serie da func~ao
f(!) = c(1  !) 1 =
1X
k=0
!n:
Todos os coecientes da serie para  (!) s~ao menores em modulo do que os da serie para f , e
como a serie para f(!) e absolutamente convergente, para j!j < 1, temos consequentemente
que a serie para  (!) e absolutamente convergente, tambem para j!j < 1. Conclumos
assim que, se jbnj ! 0 para n ! 0 conforme o indicado pela gura 3.6, a serie (3.37) e
convergente para r 2 [2m;1).
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Figura 3.6: Graco dos coecientes bn como func~ao de n para  =  2:5.
Neste captulo apresentamos um procedimento para o estudo sistematico de instantons
no espaco de Schwarzschild euclidiano. A nossa abordagem reduziu o problema a buscar
soluc~oes de uma EDO n~ao-linear e que deve obedecer algumas restric~oes para que esteja
associada a um potencial de gauge em su(2) com ac~ao nita. Estudando as soluc~oes a partir
do metodo da serie de pote^ncias, vimos que estas se dividem naturalmente em famlias, e
que apenas 2 famlias possuem soluc~oes de ac~ao nita5. Uma dessas famlias ja havia sido
descoberta em [11], usando um metodo totalmente diferente do adotado neste trabalho,
e a outra foi recentemente apresentada por nos em [12]. Em ambos os casos o espectro
da ac~ao e contnuo, o que representa uma grande diferenca comparada ao caso plano, no
qual a ac~ao e sempre um numero inteiro. As soluc~oes obtidas correspondem a dyons e
interpolam a soluc~ao abeliana (que representa um dyon) e a soluc~ao monopolo de Charap e
Du. Note que esta ultima possui um carater distinto das outras congurac~oes na famlia,
pois e a unica que n~ao possui carga eletrica. Alem disso, veremos no proximo captulo que
a soluc~ao monopolo tem papel fundamental para existe^ncia de soluc~oes de ac~ao nita.
5Alem da soluc~ao abeliana, presente em todas as famlias.
Captulo 4
Instantons no espaco de
Reissner-Nordstrom
Neste captulo vamos estudar instantons no espaco de Reissner-Nordstrom euclidiano.
Este espaco e a soluc~ao das equac~oes de Einstein que descreve a geometria na regi~ao ex-
terna a um corpo esfericamenet simetrico, estatico e carregado eletricamente, sendo que
recuperamos a geometria de Schwarzschild quando a carga eletrica deste corpo e zero. Dev-
ido as semelhancas entre as geometrias de Schwarzschild e Reissner-Nordstrom euclidianas,
muitos dos resultados obtidos no captulo anterior podem ser imediatamente generaliza-
dos para caso estudado neste captulo. Em particular, as soluc~oes que iremos estudar se
agrupam em famlias associadas a numeros inteiros n~ao positivos, da mesma forma que no
espaco de Schwarzschild. Vamos mostrar que, para que existam soluc~oes de ac~ao nita em
uma determinada famlia p, basta que nessa famlia exista uma soluc~ao cujo comportamento
assintotico seja (r) / 1=r2. Vamos chamar soluc~oes com esse comportamento assintotico
de tipo monopolo, pois veremos que essas soluc~oes possuem somente carga magnetica.
Os resultados obtidos indicam que a carga do buraco negro tem um papel importante na
estrutura das soluc~oes instanto^nicas nesta geometria.
4.1 O espaco de Reissner-Nordstrom euclidiano
A metrica de Reissner-Nordstrom descreve o espaco-tempo em torno de um corpo
estatico e esfericamente simetrico com massa m e carga eletrica Q [26]. Em coordenadas
48
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de Schwarzschild generalizadas a metrica e
ds2 =  H(r)dt2 + 1
H(r)
dr2 + r2d
2; (4.1)
com
H(r) = 1  2m
r
+
Q2
r2
: (4.2)
Note que para Q = 0 recuperamos a metrica de Schwarzschild. Sabemos que se jQj > m o
sistema apresenta uma singularidade nua em r = 0 (ver [19, 26]). Dessa forma temos que,
de acordo com a conjectura do censor cosmico, as situac~oes de interesse fsico s~ao as que
satisfazem m  jQj [19, 26]. Vemos das eqs. (4.1) e (4.2) que, para m > jQj, a metrica
possui 3 singularidades: os dois zeros de H(r),
r = m
p
m2  Q2; (4.3)
e r = 0. As singularidades em r = r est~ao apenas associadas ao sistema de coordenadas
empregado e n~ao est~ao relacionadas a uma singularidade fsica (do mesmo modo que a
singularidade em r = 2m no caso de Schwarzschild). Quandom = jQj os dois horizontes r+
e r  coincidem e temos o caso extremo, que possui uma serie de propriedades interessantes
que o distinguem do caso n~ao-extremo [19, 26], mas que n~ao sera abordado neste trabalho.
O espaco euclidiano e obtido a partir de uma rotac~ao de Wick,  = it, e neste caso a
metrica e
ds2 = H(r)d2 +
1
H(r)
dr2 + r2d
2: (4.4)
Para o caso n~ao-extremo, podemos repetir os passos que levaram as eqs. (3.5), e encontrar
coordenadas (;R) nas quais os dois primeiros termos da metrica s~ao transformados na
metrica de R2 em coordenadas polares. No caso euclidiano, a coordenada r esta limitada
ao intervalo [r+;1), diferente do caso lorentziano, onde podemos estender a metrica para
toda regi~ao r 2 (0;1). Para r proximo de r+ podemos escrever as novas coordenadas
(;R) como
R  2

r   r+
H 0(r+)
1=2
; (4.5a)
  H
0(r+)
2
: (4.5b)
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Segue imediatamente que a coordenada  e periodica, com perodo  = 4=H 0(r+) e
tambem que a topologia deste espaco e R2  S2. Sendo assim, da mesma forma que no
espaco de Schwarzschild, todo SU(2)-brado sera trivial e por isso podemos novamente usar
um unico potencial de gauge denido em todo o espaco de Reisnner-Nordstrom. O caso
extremo difere signicativamente do n~ao-extremo pois sua topologia e R1  S1  S2 [26]
e assim, apesar de a coordenada tempo ser periodica, n~ao ha nenhuma restric~ao sobre
o seu perodo. Como a topologia do caso extremo difere da do espaco de Schwarzschild
euclidiano, a generalizac~ao da abordagem utilizada no captulo anterior para este caso
requer uma analise mais cuidadosa que esta fora do escopo desta dissertac~ao.
4.2 O Ansatz
Da mesma forma que no captulo anterior, vamos buscar soluc~oes adotando o ansatz
A = (r) d
1
2i
+ (r) sin  d'
2
2i
+ (cos d'+ (r) d)
3
2i
: (4.6)
Apesar de um potencial desta forma ser singular, podemos usar, conforme discutido an-
teriormente, uma transformac~ao de gauge para escreve^-lo em sua forma regular, eq. (3.6).
Para isso as func~oes  e  devem satisfazer as seguintes condic~oes:
(r+) =
2p

=
H 0(r+) p
2
; p 2 Z; e (4.7a)
(r+) = 0; se p 6= 0: (4.7b)
As equac~oes de auto-dualidade para um potencial da forma (4.6) s~ao
0(r) =   1
H(r)
(r)(r); (4.8a)
0(r) =
1  2(r)
r2
: (4.8b)
E, assim como no caso de Schwarzschild, podemos reescrever estas equac~oes como
r2H(r)
d2
dr2
+ 2rH(r)
d
dr
  2+ 2r2d
dr
 = 0; (4.9)
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e determinar  em termos de  via
2(r) = 1  r20(r): (4.10)
Para um potencial desta forma a ac~ao e dada por
S =   1
82
Z
M
tr(F ^ ?F ) = 
2

(1  2) 1
r+
: (4.11)
Conforme veremos, para as soluc~oes em que estaremos interessados (r+) = (1) = 0 ou
(r+) = (1) = 0, e assim
S =
2
H 0(r+)
[(1)  (r+)] : (4.12)
Da mesma forma que no captulo anterior, podemos denir um campo de gauge U(1),
f =  i tr [3 (@A   @A)] ;
que identicaremos com um campo eletromagnetico. Substituindo a eq. (4.6) nessa ex-
press~ao temos
f0i = 0(r)
xi
r
; (4.13a)
?f0i =
xi
r3
: (4.13b)
Novamente conclumos que todas as congurac~oes possuem carga magnetica unitaria e que
a carga eletrica relativa a este campo abeliano depende do comportamento assintotico de
(r).
4.3 As soluc~oes
A soluc~ao abeliana,
(r) = c  1
r
; (4.14a)
(r) = 0; (4.14b)
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encontrada no captulo anterior para o espaco de Schwarzschild, tambem e soluc~ao da
equac~ao de auto-dualidade no espaco de Reissner-Nordstrom para qualquer valor da carga
Q, como pode ser concludo diretamente das eqs. (4.8). Entretanto, para que esta soluc~ao
corresponda a um potencial regular em todo o espaco, a escolha da constante c agora
depende da carga por meio da relac~ao
c =
pH 0(r+)
2
+
1
r+
; p 2 Z: (4.15)
A ac~ao associada a esta soluc~ao e
Sab = 1 +
mp
m2  Q2 ; (4.16)
e tambem depende da carga do buraco negro (porem independe de p), conforme descrito
pela equac~ao acima e ilustrado na gura 4.1. Note que no limite jQj ! m a ac~ao da
soluc~ao abeliana diverge, o que mostra, mais uma vez, a necessidade de um estudo separado
do problema para o caso extremo. Veremos no restante deste captulo que, conforme
antecipado pelos resultados relacionados a soluc~ao abeliana, a carga eletrica que caracteriza
a metrica de Reissner-Nordstrom tem um papel central na estrutura das soluc~oes auto-duais
de ac~ao nita da teoria de Yang-Mills neste espaco.
4.3.1 Soluc~oes em serie
Vamos procurar soluc~oes da eq. (4.9) que, em torno de r = r+, possam ser escritas
como uma serie de pote^ncias
(r) =
1X
k=0
ak(r   r+)k; (4.17)
com a0 = pH
0(r+)=2 (ver eqs.(4.7)). Neste caso, assim como no espaco de Schwarzschild,
temos duas situac~oes distintas: para p > 0 todos os coecientes da serie (4.17) podem
ser determinados pela relac~ao de recorre^ncia obtida substituindo a express~ao em serie na
eq. (4.9). Sendo assim, se p > 0 obtemos apenas a soluc~ao abeliana. Para p  0 o
coeciente a p+1 n~ao e xado pela relac~ao de recorre^ncia e serve como para^metro livre, a
partir do qual todos os outros coecientes, com k >  p + 1, podem ser calculados. Este
para^metro livre da origem a uma famlia de soluc~oes (n~ao necessariamente de ac~ao nita),
que denotaremos por famlia p. E facil vericar, diretamente da relac~ao de recorre^ncia
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Figura 4.1: Ac~ao da soluc~ao abeliana como uma func~ao da carga Q do buraco negro de
Reissner-Nordstrom.
satisfeita pelos coecientes ak, que se p < 0 ent~ao (r+) = 0, que e uma das condic~oes
necessarias para podermos calcular a ac~ao usando a eq. (4.12).
Vemos que esta situac~ao e analoga a descrita no captulo anterior. De fato, denindo o
para^metro adimensional
 = 2r p+2+ a p+1; (4.18)
e sabendo que H(r) > 0 para r 2 (r+;1), podemos generalizar diretamente todos os
argumentos utilizados na sec~ao 3.3.4, e mostrar que, se 1 < 2  ab ent~ao
1(r) < 2(r) 8r 2 (r+;1); (4.19a)
01(r) < 
0
2(r) 8r 2 (r+;1): (4.19b)
Onde ab = 2( 1)p e o valor do para^metro associado a soluc~ao abeliana na famlia p.
Em particular isso mostra que para que (r) seja sempre real devemos ter   ab, ver
eq. (4.10)
No espaco de Schwarzschild, o principal resultado usado para mostrar que a ac~ao das
soluc~oes encontradas e nita foi a existe^ncia do limite C (vide eq. (3.22))
1. Uma rapida
1Apesar de, no espaco de Schwarzschild, termos estudado apenas a famlia p =  1, todos os argumen-
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inspec~ao no captulo anterior mostra que, para garantirmos a existe^ncia de C naquele
caso usamos explicitamente a soluc~ao abeliana e a soluc~ao tipo monopolo. Veremos que
no espaco de Reissner-Nordstrom os analogos destas soluc~oes tambem ser~ao fundamentais
para provar que o limite C existe e assim garantir a existe^ncia de soluc~oes com ac~ao nita
em uma determinada famlia p.
E facil notar que as formas assintoticas das EDOs para  no espaco de Reissner-
Nordstrom (eq. (4.9)) e no espaco de Schwarzschild (eq. (3.11)) s~ao ide^nticas. Sendo assim,
se pudermos garantir a existe^ncia de C, com C > 0, no espaco de Reissner-Nordstrom,
podemos repetir os passos usados para obter a eq. (3.24) e mostrar que2
(r)  C   1
r
+ 
e 2Cr
2C
; r  1: (4.20)
Neste caso conclumos imediatamente que a ac~ao pode ser calculada usando a eq. (4.12) e
tambem que a ac~ao associada e nita. Dessa forma, temos que a existe^ncia de C, com C
positivo, garante que o potencial de gauge associado a  tem ac~ao nita.
A eq. (4.19a) mostra que as soluc~oes  com  < ab s~ao limitadas. Sendo assim, para
garantirmos a existe^ncia de C (com  < ab) no espaco de Reissner-Nordstrom, e su-
ciente encontrarmos um analogo da soluc~ao tipo monopolo, que, assim como no captulo
anterior, servira para mostrar que as soluc~oes de interesse s~ao crescentes (para r sucien-
temente grande). Portanto, se em uma famlia p existe uma soluc~ao, com mon < ab, cujo
comportamento assintotico e
mon(r) =  
a
r2
+O
h 
1
r
3i
; r  1; (4.21)
sendo a uma constante, garantimos a existe^ncia de uma subfamlia, associada a  2
(mon; ab), em que as soluc~oes possuem ac~ao nita usando o mesmo tipo de raciocnio
empregado no captulo anterior. Segue diretamente das eqs. (4.13) que congurac~oes com o
comportamento assintotico dado por (4.21) te^m carga eletrica zero, e portanto s~ao monopo-
los magneticos (o que justica empregar o termo tipo monopolo para denominar este tipo
de soluc~ao).
A ac~ao de uma soluc~ao da forma (4.21) em uma famlia p segue diretamente das
tos utilizados para demonstrar a existe^ncia de uma subfamlia de ac~ao nita nesta geometria podem ser
generalizados para o caso p = 0, conforme mencionado no m da sec~ao 3.3.3.
2Segue dessa equac~ao que C n~ao pode ser negativo, pois neste caso  divergiria quando r ! 1,
contrariando assim a propria existe^ncia de C.
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eqs. (4.11) e (4.21):
Smon =  p; (4.22)
ou seja, a ac~ao deste tipo de soluc~ao e sempre inteira. Tambem e imediato provar, a partir
da eq. (4.9) e da condic~ao
(r+) = pH
0(r+)=2  0;
que a  0. Este resultado sera importante na proxima sec~ao.
A discuss~ao desta sec~ao mostra que a tarefa de provar que em uma determinada famlia
p existem congurac~oes de ac~ao nita ca reduzida a provar que existem soluc~oes tipo
monopolo (comportamento assintotico da forma (4.21)) nesta famlia. No restante deste
captulo vamos estudar, usando uma combinac~ao de ferramentas analticas e numericas,
condic~oes que garantam a existe^ncia deste tipo de soluc~ao em uma determinada famlia p.
4.4 Existe^ncia de soluc~oes tipo monopolo
Nesta sec~ao vamos investigar sob quais condic~oes uma soluc~ao tipo monopolo existe em
determinada famlia p. Como vimos na sec~ao anterior, a existe^ncia de tal soluc~ao garante
a existe^ncia de uma subfamlia de soluc~oes (dentro da famlia p) com ac~ao nita. Va-
mos primeiramente exibir algumas propriedades analticas das soluc~oes da eq. (4.9) com as
condic~oes assintoticas caractersticas de soluc~oes tipo monopolo. Em seguida, iremos apre-
sentar resultados numericos que, em conjunto com os resultados analticos, nos permitem
determinar as condic~oes para existe^ncia deste tipo de soluc~ao.
4.4.1 Propriedades analticas
Vamos comecar exibindo algumas condic~oes necessarias para a existe^ncia de soluc~oes
tipo monopolo em cada famlia, que mais tarde ser~ao importantes para determinar quais
famlias possuem soluc~oes de ac~ao nita. Desta forma, dada uma famlia p (devemos
lembrar que p  0), vamos supor3 que exista uma soluc~ao tipo monopolo, mon(r). Da
eq. (4.21) temos
0mon(r) =
2a
r3
+O(1=r4); para r  1;
e assim, para r grande temos 0mon(r) < 
0
ab
(r) = 1=r2+O(1=r3), sendo ab o para^metro
associado a soluc~ao abeliana. De acordo com a eq. (4.19b) sabemos que 01(r) < 
0
2(r) se
3Na proxima sec~ao vamos estabelecer numericamente a existe^ncia destas soluc~oes.
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1 < 2, e sendo assim conclumos que mon < ab.
Por outro lado, sabemos que, na famlia p, a soluc~ao abeliana e
ab(r) = p
H 0(r+)
2
+
1
r+
  1
r
;
e que a condic~ao mon < ab imp~oe, devido a eq. (4.19a),
lim
r!1ab(r) = p
H 0(r+)
2
+
1
r+
> 0:
Portanto, para que exista uma soluc~ao tipo monopolo em uma famlia p a relac~ao
  2
r+H 0(r+)
=  Sab < p  0 (4.23)
deve necessariamente ser satisfeita. Esse argumento corrobora a armac~ao feita no captulo
anterior de que n~ao existem soluc~oes com ac~ao nita (alem da abeliana) para p   2 no
espaco de Schwarzschild, pois Sab = 2 nesta geometria. Essa relac~ao tambem fornece um
limite superior para o numero de famlias de instantons no espaco de Reissner-Nordstrom
em func~ao da carga eletrica associada a este espaco:
N  1 +
&
mp
m2  Q2
'
;
onde d e e a func~ao teto (ou seja dwe e o menor inteiro maior que ou igual a w).
Mostramos ate aqui que, para que exista uma soluc~ao tipo monopolo em uma famlia
p, a condic~ao dada pela eq. (4.23) deve ser satisfeita. No restante desta sec~ao vamos
apresentar algumas propriedades analticas de soluc~oes da eq. (4.9) com o comportamento
assintotico caracterstico de monopolos que, em conjunto com os resultados numericos
que ser~ao apresentados na proxima sec~ao, indicam que a condic~ao (4.23) e suciente para
garantir a existe^ncia de soluc~oes tipo monopolo na famlia p.
Sendo assim, todas as famlias com p = 0; 1; : : : ; pmin, sendo pmin o menor inteiro
maior que  Sab, possuem soluc~oes auto-duais com ac~ao nita. Dessa forma, o numero de
instantons no espaco de Reissner-Nordstrom e dado por
N = 1 +
&
mp
m2  Q2
'
: (4.24)
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Vemos da express~ao acima que o numero de famlias depende da carga e que no limite de
carga zero temos apenas duas soluc~oes, o que esta de acordo com o estudado no captulo
anterior, e que quando nos aproximamos do caso extremo o numero de famlias cresce
indenidamente.
A equac~ao em termos da variavel z = r+=r
Para estudarmos a existe^ncia de soluc~oes tipo monopolo vamos trabalhar com a variavel
adimensional
z =
r+
r
: (4.25)
Essa variavel esta relacionada a !, que e obtida a partir do metodo do mapa conforme (ver
sec~ao 3.4), via
z = 1  !:
Na variavel z a condic~ao para existe^ncia de uma soluc~ao tipo monopolo e (vide eq. (4.21))
(r(z)) =  (z) =  z2 +O(z3); z  1; (4.26)
sendo que  deve ser soluc~ao da equac~ao
(1  z)z2

1  z r 
r+

d2 
dz2
  2r+ d 
dz
  2 = 0: (4.27)
Em termos da variavel z, a condic~ao de regularidade (4.7) e dada por  (1) = pH 0(r+)=2.
Vamos procurar soluc~oes da equac~ao acima, em torno de z = 0, na forma de uma serie
de pote^ncias. Para que as soluc~oes satisfacam a condic~ao (4.26) elas devem ser da forma
 (z) =  z2 +
1X
k=3
bkz
k: (4.28)
Neste caso, a existe^ncia de soluc~oes do tipo monopolo ca reduzida a mostrar que existem
valores de  tais que uma soluc~ao da eq. (4.27) da forma acima satisfaz a condic~ao  (1) =
pH 0(r+)=2.
Podemos calcular os coecientes bk substituindo a eq. (4.28) na eq. (4.27). A relac~ao
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de recorre^ncia obtida dessa forma e
b3 =
 

1 + r r+

+ 2r+
2
2
;
e para bk com k  4:
bk =

1 + r r+

(k   2)(k   1)bk 1   r r+ (k   3)(k   2)bk 2 + 2r+
Pk 1
q=2 qbqbk q+1
k(k   1)  2 : (4.29)
Sendo assim vemos que todos os coecientes podem ser determinados pela relac~ao de
recorre^ncia e portanto existe uma unica soluc~ao da forma (4.28) associada a cada valor
de . Note que para  = 0 temos  0(z) = 0.
Por outro lado temos que, em termos da variavel z, a soluc~ao abeliana e
 ab(z) = c  z
r+
: (4.30)
Para4 c = 0 podemos provar que
 ab(z) =   z
r+
<  (z); 8z 2 (0; 1); (4.31a)
 0ab(z) =  
1
r+
<  0(z); 8z 2 (0; 1): (4.31b)
Tambem podemos mostrar que se 0  1 < 2 ent~ao
 1(z) >  2(z); 8z 2 (0; 1); (4.32a)
 01(z) >  
0
2(z); 8z 2 (0; 1); (4.32b)
As provas destes resultados est~ao no m desta sec~ao.
Para um valor xo de z podemos pensar em  (z) como uma func~ao em . Os resultados
acima mostram que  (z) e monotona (decrescente) e limitada como func~ao de , e portanto
4Note que neste caso  n~ao esta associada a um potencial regular, porem ainda e uma soluc~ao da
eq. (4.27).
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o limite5
 1(z) = lim
!1
 (z) (4.33)
existe e dene uma func~ao na variavel z. A eq. (4.31a) garante que 0 <  1(z)   ab(z)
para z 6= 0. Segue da propria construc~ao de  1(z) que6 , dado um valor x qualquer no
intervalo (0;  1(z)), existe um x 2 (0;1) tal que  x(z) = x. Ou seja, variando  entre
0 e 1, a curva  (z) (com z xo) cobre todo o intervalo (0;  1(z)).
Para o caso particular z = 1 esses argumentos mostram que qualquer valor x no intervalo
(0;  1(1)) esta associado a um x tal que  x(1) = x. Dessa forma vemos que, dado p 2 Z
tal que
2
H 0(r+)
 1(1) < p  0;
existe um p tal que  p(z) e soluc~ao da eq. (4.27) com
 p(1) = p
H 0(r+)
2
:
Conclumos que tal  p(z) e uma soluc~ao tipo monopolo associada a um potencial de gauge
regular, o que garante (vide discuss~ao da ultima sec~ao) que a famlia p possui soluc~oes de
ac~ao nita. Dessa forma, este resultado nos permite estabelecer quais famlias possuem
soluc~oes de ac~ao nita (alem da abeliana): uma famlia p possui ac~ao nita se
2
H 0(r+)
 1(1) < p  0:
Na proxima sec~ao iremos apresentar resultados numericos que, de fato, mostram que
 1(z) =  ab(z). Em conjunto com os resultados apresentados nos ultimos paragrafos isto
mostra que a condic~ao da eq. (4.23),
  2
r+H 0(r+)
=  1  mp
m2  Q2 < p  0;
e suciente para garantir que existem soluc~oes de ac~ao nita na famlia p. Vamos apresentar
tambem resultados numericos que indicam que  (z) e uma func~ao contnua em  (para z
5Estamos ignorando aqui quest~oes mais nas ligadas a continuidade de tal func~ao, que seriam necessarias
para tornar rigoroso este argumento. De qualquer forma isto n~ao invalida nossa argumentac~ao pois os
resultados numericos que ser~ao apresentados na proxima sec~ao indicam que  (z) como func~ao de  e, de
fato, contnua.
6Supondo novamente que  (z) como func~ao de  e contnua.
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xo), que foi hipotese fundamental para os resultados obtidos nesta sec~ao.
Prova das eqs. (4.31) e (4.32)
Segue diretamente da denic~ao de  (z) que para 0 < z  1 vale:
 ab(z) =   z
r+
<  (z); (4.34a)
 0ab(z) =  
1
r+
<  0(z): (4.34b)
Dado um  xo, para que a eq. (4.34b) deixe de ser valida deve existir z0 2 (0; 1) tal
que  0(z0) =  
0
a(z0). Neste caso, temos imediatamente que f(z) = C   z=r+ e soluc~ao
da eq. (4.27) com mesma condic~ao inicial que (z), escolhendo C =  (z0) + z=r+, e,
consequentemente  (z) = C   z=r0 o que contradiz a eq. (4.28). Sendo assim
 0a(z) <  
0
(z); 8z 2 (0; 1):
Integrando ambos os lados da equac~ao acima
 a(z) <  (z); 8z 2 (0; 1);
o que demonstra o resultado das eqs. (4.31).
Para provarmos o resultado das eqs. (4.32) devemos primeiro notar que se 0  1 < 2
temos, para 0 < z  1:
 1(z) >  2(z); (4.35a)
 01(z) >  
0
2(z):: (4.35b)
Fixados 1 e 2, como  
0
(z) e uma func~ao contnua em z, para que a eq. (4.35b) deixe de
ser valida deve existir pelo menos um z 2 (0; 1) tal que
01(z) = 
0
2(z):
Se z0 e o menor z tal que a igualdade acima seja valida temos, para 0 < z < z0,
 01(z) >  
0
2(z):
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Integrando a eq. (4.35b) em z de 0 a z0 temos
 1(z0) >  2(z0): (4.36)
Agora, subtraindo as equac~oes obtidas substituindo  1(z) e  2(z) na EDO (4.27) obtemos
z20(1  z0)

1  z r 
r+

 001(z0)   002(z0)

= 2 [ 1(z0)   2(z0)]

 01(z0)r+ + 1

:
E usando os resultados das eqs. (4.31b) e (4.36) na equac~ao acima conclumos que
 001(z0)   002(z0) > 0:
Como  01(z0) =  
0
2
(z0), o resultado acima garante que
 01(z0   ) <  02(z0   );
para  positivo e sucientemente pequeno. Isto contradiz a hipotese
 01(z) >  
0
2(z);
e assim conclumos que n~ao existe z 2 (0; 1) tal que  01(z) =  02(z). Isto demonstra o
resultado (4.32b),
 01(z) >  
0
2(z); 8z 2 (0; 1):
Integrando esta equac~ao de 0 a z 2 (0; 1) provamos a eq. (4.32a),
 1(z) >  2(z); 8z 2 (0; 1);
o que conclui a demonstrac~ao das eqs. (4.32).
4.4.2 Resultados numericos
Iniciamos a investigac~ao numerica do problema estudando o raio de converge^ncia das
soluc~oes em serie dadas pela eq. (4.28) e com os coecientes calculados via eq. (4.29).
Nota-se claramente da gura 4.2 que o raio de converge^ncia da serie e, em geral, menor
que 1. Dessa forma, n~ao podemos usar o metodo de serie de pote^ncias para estudar o
comportamento das soluc~oes  (z) em todo o intervalo z 2 (0; 1). No entanto, para z
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sucientemente pequeno a expans~ao em serie e valida, e podemos usar a serie de pote^ncias
para gerar pares ( ();  
0
()), com  positivo e sucientemente pequeno. Estes valores
podem ser usados como condic~oes iniciais para integrarmos numericamente a eq. (4.27)
(analogamente ao que zemos no captulo anterior). Este e o procedimento que usamos
para estudar como as soluc~oes  (z) dependem do para^metro .
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Figura 4.2: Figura da esquerda: graco da func~ao obtida truncando a serie de  (z) em
k = 102. Figura da direita: graco da func~ao obtida truncando a serie de  (z) em k = 10
4.
Para construir os gracos das duas guras escolhemos  = 2, xamos a carga do espaco de
Reisnner-Nordstrom em Q = m=2 e trabalhamos em unidades tais que m = 1.
O primeiro ponto que precisamos investigar e se, dado um valor xo de z, a func~ao
 (z) e contnua na variavel . Para responder esta quest~ao, xamos z e variamos  em
intervalos dados por um   1. O graco da gura 4.3 ilustra os resultados obtidos no
caso Q = m=2. Podemos observar um comportamento bastante regular de   ao variarmos
 e, portanto, os resultados numericos indicam que, de fato,  (z) varia continuamente com
. Dessa forma, estes resultados corroboram a argumentac~ao que nos permitiu concluir
que o limite  1(z) existe7.
Em seguida queremos estudar como se comporta a soluc~ao limite  1(z). Para isso
estudamos numericamente as func~oes  (z) para valores crescentes de .
O resultado da gura 4.4 indica que as curvas associadas a  (z) se aproximam da
curva associada a soluc~ao abeliana quanto mais aumentamos . Para um resultado mais
preciso, xamos z, o que equivale a fazer um corte vertical na gura 4.4, e construimos um
graco de  (z0) por . O resultado obtido esta representado na gura 4.5.
7Note que n~ao estamos armando que os argumentos numericos apresentados provam a continuidade
da func~ao  (z) como func~ao de , que seria o resultado necessario para uma demosntrac~ao formal da
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Figura 4.3: Graco que ilustra o comportamento de  (1=2) para valores de  variando
entre 0 e 2 em intervalos dados por  = 0; 01. Para construir o graco xamos a carga do
espaco de Reisnner-Nordstrom em Q = m=2 e trabalhamos em unidades tais que m = 1.
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Figura 4.4: Gracos de  (z) para valores crescentes de . A curva destacada e referente
ao graco de  ab(z) =  z=r+. Para construir o graco xamos a carga do espaco de
Reisnner-Nordstrom em Q = m=2 e trabalhamos em unidades tais que m = 1.
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Figura 4.5: Graco de r+ (1=2) por . Para construir o graco xamos a carga do espaco
de Reisnner-Nordstrom em Q = m=2 e trabalhamos em unidades tais que m = 1.
Analisando a gura 4.5 vemos que  (1=2) se aproxima assintoticamente de   12r+ , que e
exatamente o valor de  ab em z = 1=2. Este resultado indica que no limite !1 devemos
ter  (z) !  ab(z), conforme ja indicavam os resultados apresentados na gura 4.4. Isso
nos permite concluir que
 1(z) =  ab(z) =   z
r+
:
Recordando a discuss~ao apresentada na sec~ao anterior, conclumos, a partir dos resultados
numericos apresentados nesta sec~ao, que quando  varia no intervalo [0;1), a curva  (1)
varia no intervalo [0; 1=r+). Devemos lembrar tambem que se  (z) satisfaz a condic~ao
 (1) = pH 0(r+)=2; p 2 Z;
ent~ao esta func~ao esta associada a um potencial auto-dual tipo monopolo na famlia p.
Combinando estes resultados vemos que se p satisfaz a condic~ao
p >
2
H 0(r+)
 ab(1) =  1  mp
m2  Q2 ;
ent~ao existe uma soluc~ao tipo monopolo na famlia p, o que garante (vide discuss~ao das
existe^ncia de  1.
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sec~oes anteriores) a existe^ncia de soluc~oes de ac~ao nita nesta famlia.
Podemos resumir as conclus~oes do ultimo paragrafo na seguinte sentenca: a condic~ao
p >
2
H 0(r+)
 ab(1) =  1  mp
m2  Q2
e suciente para garantir a existe^ncia de soluc~oes de ac~ao nita em uma determinada
famlia p. A discuss~ao no incio da sec~ao anterior mostra que a condic~ao acima e tambem
necessaria para existe^ncia de soluc~oes de ac~ao nita. Sendo assim, temos que o numero
de famlias de instantons no espaco de Reissner-Nordstrom depende diretamente da carga
eletrica que caracteriza este espaco, por meio da relac~ao
N = 1 +
&
mp
m2  Q2
'
:
A gura 4.6 ilustra as famlias de instantons para o caso Q = m9=10. Os resultados
apresentados neste captulo mostram que para este valor da carga eletrica existem 4 famlias
com soluc~oes de ac~ao nita. Em cada uma dessas famlias, os potenciais auto-duais de ac~ao
nita s~ao limitados pelas soluc~oes abeliana e tipo monopolo. As famlias de instantons
correspondem as regi~oes hachuradas na gura 4.6.
Neste captulo estudamos os instantons no espaco de Reissner-Nordstrom usando uma
abordagem analoga a introduzida no captulo anterior para o caso de Schwarzschild. Procu-
ramos soluc~oes das equac~oes de auto-dualidade adotando o ansatz (4.6), e vimos que, da
mesma forma que no captulo anterior, as soluc~oes se dividem em famlias associadas a
numeros inteiros p. Em mostramos que para garantir a existe^ncia de soluc~oes com ac~ao
nita em uma dada famlia basta mostrar que nesta famlia existe uma soluc~ao com compor-
tamento assintotico dado por (r)!  a=r2, que denominamos tipo monopolo. Na ultima
sec~ao estabelecemos as condic~oes necessarias para a existe^ncia de soluc~oes tipo monopolo
em uma famlia p. Em particular, mostramos que se
 1  mp
m2  Q2 < p  0;
ent~ao existe uma soluc~ao tipo monopolo na famlia p. Este resultado nos permite expres-
sar o numero de famlias de instantons (obtidos via ansatz (4.6)) no espaco de Reissner-
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Figura 4.6: Figura ilustrativa representado as 4 famlias de instantons para o caso Q =
m9=10. Note que voltamos a trabalhar com a coordenada r e normalizamos as curvas de
forma que '(r+) = p em cada famlia.
Nordstrom em func~ao da carga eletrica que caracteriza este espaco:
N = 1 +
&
mp
m2  Q2
'
:
Os resultados apresentados neste captulo mostram que a carga eletrica do espaco de
Reissner-Nordstrom tem grande releva^ncia para a estrutura das soluc~oes instanto^nicas
neste espaco.
Captulo 5
Conclus~oes e perspectivas futuras
Nesta dissertac~ao revisamos resultados classicos associados aos instantons no espaco
plano e investigamos novas soluc~oes instanto^nicas nos espacos de Schwarschild e Reissner-
Nordstrom euclidianos. Buscamos soluc~oes adotando um ansatz independente do tempo
originalmente introduzido por Witten [14] para o caso plano e generalizado para as geome-
trias de interesse. Tanto no espaco de Schwarzschild quanto no de Reissner-Nordstrom,
por quest~oes ligadas a topologia destes espacos e a regularidade dos potenciais de gauge,
vimos que as soluc~oes das equac~oes de auto-dualidade se dividem em famlias associadas a
numeros inteiros e n~ao positivos p.
No espaco de Schwarzschild identicamos as soluc~oes da famlia p = 0 com os instantons
que foram exibidos em [11] por um metodo diferente do utilizado nesta dissertac~ao. Uma
investigac~ao numerica, mais tarde corroborada pelos resultados relacionados ao espaco de
Reissner-Nordstrom, mostrou que as famlias com p   2 n~ao possuem soluc~oes com ac~ao
nita (com excec~ao da abeliana, presente em todas as famlias). Em seguida, estudando
propriedades das soluc~oes pertencentes a famlia p =  1, descobrimos uma nova famlia
de instantons no espaco de Schwarzschild [12]. As soluc~oes desta famlia interpolam os
instantons de Charap e Du [10] com ac~oes 1 e 2. Em particular, a ac~ao associada as novas
soluc~oes varia continuamente entre os valores 1 e 2, em contraste com os instantons no
espaco plano, onde a ac~ao so assume valores inteiros. Este resultado ilustra como certas
propriedades classicas dos instantons em R4 s~ao fortemente dependentes da topologia deste
espaco, n~ao permanecendo validas quando estudamos as equac~oes de auto-dualidade em
variedades com outras topologias.
Nossa investigac~ao das soluc~oes no espaco de Reissner-Nordstrom mostrou que existem
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soluc~oes com ac~ao nita em uma famlia p se e somente se p satisfaz a relac~ao
 1  mp
m2  Q2 < p  0;
sendo que a ac~ao dentro destas famlias varia de S = jpj a S = 1 + m=
p
m2  Q2. Em
particular, isso mostra que no caso de Schwarzschild (que e obtido no limite Q! 0) so as
famlias p = 0 e p =  1 te^m soluc~oes de ac~ao nita. Alem disso, conclumos que o numero
de famlias de instantons no espaco de Reissner-Nordstrom com carga eletrica Q e dado
por1
N = 1 +
&
mp
m2  Q2
'
:
Desta forma conclumos que a estrutura das soluc~oes instanto^nicas no espaco de Reissner-
Nordstrom depende diretamente da carga eletrica Q que caracteriza este espaco, e que
quando nos aproximamos do caso extremo (jQj = m) este numero diverge.
A seguir listamos alguns pontos que n~ao foram abordados nesta dissertac~ao e conside-
ramos temas interessantes para investigac~oes futuras:
 o estudo de soluc~oes auto-duais mais gerais nos espacos de Schwarzschild e Reissner-
Nordstrom. Em particular, potenciais que n~ao possuam tantas simetrias quanto o
usado nesta dissertac~ao, ou com depende^ncia temporal n~ao-trivial.
 a generalizac~ao da abordagem adotada no captulo 4 para o estudo de instantons no
espaco de Reissner-Nordstrom extremo (com jQj = m).
 as possveis aplicac~oes destas soluc~oes para o estudo de processos qua^nticos no con-
texto de teorias de campo denidas sobre espacos curvos (porem n~ao-dina^micos).
Alem dos pontos levantados acima, julgamos que uma investigac~ao formal dos resultados
numericos apresentados no captulo 4 tambem seria interessante.
1Sendo d e a func~ao teto, denida como: dwe e o menor inteiro maior ou igual a w.
Ape^ndice A
Introduc~ao a brados
O objetivo deste ape^ndice e introduzir alguns conceitos matematicos que foram usados
na dissertac~ao. Vamos primeiramente fazer uma introduc~ao a teoria de conex~oes em bra-
dos principais. Em seguida iremos introduzir a teoria de brados associados e conex~oes
nestes brados, e por m faremos uma breve introduc~ao a teoria de classes caractersticas,
dando enfoque as classes de Chern.
Para compreens~ao do material apresentado neste captulo e necessario conhecimento
previo de conceitos basicos em geometria diferencial e grupos de Lie. O leitor que n~ao
estiver familiarizado com alguns dos conceitos usados durante este ape^ndice e remetido ao
captulo zero de [17] ou ao quinto captulo de [18].
A.1 Fibrados Principais
Um brado principal consiste de
1. Uma variedade1 E, chamada de espaco total.
2. Uma variedade M , chamada de espaco base.
3. Um grupo de Lie G, com uma ac~ao livre em E a direita. Dados p 2 E e g 2 G vamos
denotar por pg a ac~ao de G em E.
4. Uma sobrejec~ao  : E  ! M tal que, dados x 2 M e p 2 E, com (p) = x, temos
 1(x) = pG. Ou seja, a imagem inversa de x por  e a orbita de p pela ac~ao de G.
1Todas as variedades e aplicac~oes que iremos considerar neste trabalho s~ao diferenciaveis (C1).
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Chamamos  de projec~ao e  1(x) de bra sobre x.
5. Uma cobertura de M por abertos Ui e de difeomorsmos
Ti : 
 1(Ui)  ! Ui G
da forma Ti(p) = ((p); si(p)), sendo que as func~oes
si : 
 1(Ui)  ! G
satisfazem s(pg) = s(p)g. As aplicac~oes Ti s~ao chamadas trivializac~oes locais.
Para economizar notac~ao, vamos resumir as condic~oes acima dizendo que  : E  !M
e um brado principal com grupo G. Algumas vezes tambem vamos denotar um brado
principal por E(M;G). Durante toda a dissertac~ao vamos considerar que G e um grupo
de matrizes, pois alem de este ser o caso na maioria das teorias de interesse fsico, tambem
torna a apresentac~ao da teoria de conex~oes em brados consideravelmente mais simples.
Para uma exposic~ao da teoria de brados para grupos de Lie arbitrarios (n~ao necessaria-
mente de matrizes) o leitor e remetido a refere^ncia [17].
Em um brado principal,  : E  ! M , dados dois abertos Ui e Uj da cobertura2 de
M , com Ui
T
Uj 6= ;, podemos denir a func~ao de transic~ao
gij : Ui
\
Uj  ! G
da seguinte forma. Dado p 2 E com (p) = m denimos:
gij(x) = si(p)sj(p)
 1:
Como si(pg)sj(pg)
 1 = si(p)g(sj(p)g) 1 = su(p)sv(p) 1, vemos que gij n~ao depende da
escolha de p 2  1(x), e por isso esta bem denida como func~ao em Ui
T
Uj .
Uma sec~ao local em um brado  : E  !Me uma aplicac~ao diferenciavel de um aberto
U M em E:
 : U  ! E
2Daqui por diante vamos omitir o fato dos abertos fazerem parte da cobertura de M quando isto car
claro pelo contexto.
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tal que    e a identidade em U .
Existe uma corresponde^ncia natural entre trivializac~oes e sec~oes locais. Basta notarmos
que, dada uma trivializac~ao local
Tu : 
 1(U)  ! U G
podemos denir uma sec~ao local u : U  ! E a partir de
u(m) = T
 1
u (m; e):
Por outro lado, dada uma sec~ao local u : U  ! E podemos denir uma trivializac~ao local
a partir de sua inversa:
T 1u (m; g) = u(m)g:
E facil notar que T 1u : U  G  !  1(U) e de fato inversvel, e portanto dene uma
trivializac~ao local.
Um brado principal e trivial se existe uma trivializac~ao local Tu com U =M . Devido
a essa identicac~ao entre sec~oes e trivializac~oes locais, temos que o brado e trivial se e
somente se ele admite uma sec~ao global.
Reconstruindo brados a partir das func~oes de transic~ao
Tambem podemos reconstruir um brado a partir de func~oes de transic~ao denidas na
variedade base. Para isso, se temos:
 uma variedade M ,
 uma cobertura de M por abertos Ui (ou seja
S
i Ui =M),
 um grupo de Lie G,
 um conjunto de func~oes tij : Ui \ Uj  ! G satisfazendo:
i. tii(x) = e, onde e e a identidade em G;
ii. tij(x) = [tji(x)]
 1;
iii. tik(x)  tkj(x) = tij(x),
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denimos a uni~ao
E =
 [
i
Ui G
!
:
Ainda, dados (x; g) 2 Ui G e (y; h) 2 Uj G introduzimos a relac~ao de equivale^ncia
(x; g)  (y; h), x = y e h = tij(x)  g:
Neste caso e facil mostrar que E = E=  e um G-brado sobre M com projec~ao ([x; g]) =
x. Denimos as trivializac~oes locais T 1i : Ui  G !  1(Ui) como Ti(x; g) = [(x; g)],
sendo [(x; g)] a classe de equivale^ncia que contem (x; g). Essa abordagem mostra que toda
a informac~ao sobre o brado esta codicada em suas func~oes de transic~ao.
Fibrados equivalentes
Dados dois brados  : E ! M e 0 : E0 ! N , o primeiro com grupo G e o segundo
com grupo G0, uma aplicac~ao f : E ! E0 e denominada morsmo de brados (em ingle^s
bundle map) se leva uma bra de E em uma bra de E0. Ou seja, um mapa f e um
morsmo de brados se dados p1; p2 2  1(x) ent~ao f(p1); f(p2) 2 0 1(y) para x 2 M e
algum y 2 N . Neste caso f induz um mapa entre as variedades base
~f :M ! N;
sendo ~f(x) = 0(f(p)), para qualquer p 2  1(x). Note que ~f so esta bem denida se f
for um morsmo de brados.
Dizemos que dois brados  : E ! M e 0 : E0 ! M sobre a mesma base e com
mesma bra s~ao equivalentes se existe um morsmo de brados f : E ! E0 tal que o mapa
induzido ~f :M !M e a identidade.
Fibrados induzidos
Dado um G-brado principal  : E  ! N e uma func~ao f :M ! N podemos denir o
brado induzido (em ingle^s pullback bundle) fE, que e um G-brado sobre M . Denimos
o brado induzido como
fE  f(x; p) 2M  Ejf(x) = (p)g
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sendo que a projec~ao, 0 : fE ! M , e denida trivialmente por 0(x; p) = x. Se (Ui; i)
s~ao as trivializac~oes locais de E temos que f 1(Ui) e uma cobertura de M e podemos
denir trivializac~oes locais nesta cobertura de forma que as func~oes de transic~ao
tij : f
 1(Ui)
\
f 1(Uj)! G
satisfacam tij(x) = tij(f(x)). Assim, podemos pensar em f
E como sendo o brado obtido
colando, sobre cada ponto x 2M , a bra Gf(x).
Um teorema importante relacionado a brados induzidos, cuja prova pode ser encon-
trada na refere^ncia [27], e o seguinte
Teorema: Dado um G-brado principal  : E ! N e dois mapas homotopicos f e g de
uma variedade M em N , os brados induzidos fE e gE s~ao equivalentes.
Um corolario que segue diretamente (ver [18]) do resultado acima e: se uma variedade
M e contratil a um ponto3 ent~ao todo brado sobre M e trivial.
Podemos mostrar, usando o teorema acima, um resultado um pouco mais geral. Seja
N um retrato de deformac~ao4 de M e seja H : [0; 1]M !M a deformac~ao de M em N .
Denindo f(x) = H(0; x) e g(x) = H(1; x), func~oes de M em M , o teorema acima garante
que, se E e um G-brado qualquer sobre M , ent~ao fE e gE s~ao equivalentes. Tambem
devemos notar que como N 2 M , temos que  1(N) e um G-brado sobre N . Agora,
sabemos que f e a identidade em M , e portanto fE = E. Sendo assim, gE e equivalente
a E. Mas sabemos que g(x) 2 N , e portanto gE so depende do brado  1(N) sobre
N . Neste sentido, todo brado sobre M e \equivalente" a um brado sobre N , onde por
\equivalente" queremos dizer que ele e induzido por um brado na deformac~ao retratil N .
3Dizemos que uma variedade M e contratil a um ponto se nesta variedade a aplicac~ao identidade,
f(x) = x, e homotopica a um mapa constante, g(x) = x0.
4Dizemos que uma variedade N e um retrato de deformac~ao da variedade M se existe uma func~ao
contnua H : [0; 1]M !M que satisfaz:
H(0; x) = x; 8x 2M;
H(t; x) = x; 8x 2 N;
H(1; x) 2 N; 8x 2M:
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A.2 Conex~oes em Fibrados Principais
Antes de denirmos uma conex~ao em um brado principal precisamos da denic~ao de
uma forma g-valorizada.
Denic~ao: Dada uma algebra de Lie g, uma n-forma, !, g-valorizada e uma aplicac~ao
linear:
! : V      V  ! g
totalmente antissimetrica nos seus argumentos. Dada uma base Tj de g, podemos sempre
decompor ! =
dX
j=1
!jTj , sendo d = dim g e !
j 1-formas usuais (R-valorizadas). Vamos
denotar o espaco dos campos de k-formas g-valorizadas em E por k(P; g).
Podemos denir uma conex~ao em um brado principal,  : E  ! M , com grupo G e
algebra de Lie associada g, de tre^s maneiras equivalentes.
Denic~ao 1: Uma conex~ao e uma decomposic~ao do espaco tangente em cada ponto
p 2 E em:
TpE = Vp Hp;
sendo Vp = ker(

TpP
). Ou seja, dado um vetor X 2 TpE, existe uma decomposic~ao unica
X = Y +XH , com Y 2 Vp e XH 2 Hp. Tambem impomos que Rg(Hp) = Hpg e que Hp
depende de forma suave de p. Denominamos Hp de espaco horizontal.
Denic~ao 2: Uma conex~ao e uma 1-forma g-valorizada denida em E, tal que as
propriedades abaixo s~ao satisfeitas:
a. Dado A 2 g denimos o campo vetorial A# como:
A#p =
d
dt
(p(t))

t=0
;
sendo (t) 2 G e _(0) = A. Exigimos ent~ao que !(A#) = A.5
b. Para g 2 G, temos a representac~ao adjunta Adg : g  ! g (ver [18, 17]). Exigimos
que:
!pg(RgX) = Adg 1 [!p(X)] ;
5Uma escolha natural e (t) = exp(tA).
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ou seja, Rg! = Adg 1 !.
Denic~ao 3: Uma conex~ao associa a cada trivializac~ao local
Ti : 
 1(Ui)  ! Ui G
uma 1-forma g-valorizada !u em U . Esta e denominada forma local da conex~ao. Se Tj e
uma outra trivializac~ao local e gij : Ui
T
Uj  ! G e a func~ao de transic~ao de Tj para Ti
exigimos que as conex~oes satisfacam:
!j(Yx) = L
 1
gij(x)(gij(Yx)) +Adgij(x) 1(!i(Yx)): (A.1)
Se G e um grupo de matrizes essa relac~ao pode ser reescrita da forma:
!i = g
 1
ij !ugij + g
 1
ij dgij :
A forma local de conex~ao e associada (em fsica) a uma escolha de gauge, e a troca de !i
por !j e denominada uma mudanca de gauge. Essa identicac~ao e discutida no captulo 2
dessa dissertac~ao.
A equivale^ncia das tre^s denic~oes esta demonstrada nas refere^ncias [17, 18]. As de-
monstrac~oes em si s~ao diretas porem longas e por isso n~ao ser~ao feitas neste ape^ndice. No
entanto e importante entender qual a relac~ao entre as tre^s denic~oes de conex~ao.
Dada uma 1-forma como na denic~ao 2 podemos recuperar facilmente as denic~oes 1 e
3. Para recuperar a denic~ao 1, basta denirmos Hp = ker(!p), A = !(X) 2 g, Y = A# e
XH = X Y . Para a denic~ao 3, e so tomarmos !i = i !, sendo i a sec~ao local associada
a trivializac~ao Ti.
Dado um produto  : g  g  ! g, podemos denir um produto exterior (cunha)
associado para as formas g-valorizadas. Em termos da decomposic~ao em uma base esse
produto e:
! ^  =
 X
a
!aTa
!
^
 X
b
bTb
!
=
X
a;b
!a ^ b(Ta; Tb):
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O caso mais usual e quando  e o colchete da algebra de Lie. Neste caso vamos escrever:
! ^[;]  = [!; ]:
Outro caso que ocorre com freque^ncia e, no caso de grupos de matrizes, usarmos a multi-
plicac~ao usual de matrizes como produto. Neste caso vamos omitir o subscrito .
Tambem podemos denir a derivada exterior de campos de k-formas g-valorizadas a
partir da derivada exterior de formas usuais. Se ! 2 k(P; g) denimos:
d! = d
 X
a
!aTa
!
=
X
a
(d!a)Ta 2 k+1(P; g):
Denic~ao: Dada  2 k(P; g), denimos H 2 k(P; g) como:
H(X1; : : : ; Xk) = (X
H
1 ; : : : ; X
H
k ):
Curvatura
Denic~ao: A derivada exterior covariante de uma k-forma,  2 k(P; g), e denida
como:
D!  (d)H :
Deve-se notar que a derivada exterior esta relacionada a conex~ao !. Quando estiver claro
do contexto qual a conex~ao utilizada vamos denotar a derivada covariante somente por D.
Denic~ao: A curvatura, 
 2 2(P; g), e a derivada covariante da conex~ao:

 = D!:
E facil vericar que a curvatura satisfaz [17]
Rg
 = Adg
:
Uma forma pratica de se obter a curvatura de uma dada conex~ao ! e via a equac~ao de
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estrutura [18, 17]:

 = d! +
1
2
[!; !]: (A.2)
Aplicando a equac~ao acima a dois campos vetoriais X1 e X2 temos:

(X1; X2) = d!(X1; X2) + [!(X1); !(X2)]:
Essa express~ao e ainda mais simples no caso de G ser um grupo de matrizes. Neste
caso podemos reescrever a equac~ao como:

 = d! + ! ^ !:
Assim como no caso da conex~ao, tambem podemos denir a forma local de curvatura:

i = 

i
:
E devido as propriedades do pullback, podemos reescrever a equac~ao de estrutura para
essa forma local como:

i = d!i +
1
2
[!i; !i]:
Uma propriedade importante da forma local de curvatura e que formas associadas a
diferentes trivializac~oes locais se relacionam de uma maneira bem mais simples do que as
formas de conex~ao. E facil mostrar que [17]:

j = Adgij(x) 1
i:
Identidade de Bianchi
Escrevendo a curvatura via a equac~ao de estrutura (A.2) e facil provar a identidade de
Bianchi
D
 = 0: (A.3)
Prova: Usando a equac~ao de estrutura vemos que
d
 = d (d! + [!; !]) = d[!; !]:
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E facil mostrar, decompondo ! em uma base Ta da algebra de Lie g, que
d[!; !] = [d!; !]  [!; d!];
e portanto
D
(X1; X2; X3) = (d
)
H = [d!; !]H   [!; d!]H = 0;
pois !(X) = 0 para qualquer campo horizontal X.
A identidade de Bianchi tem grande releva^ncia para o estudo de soluc~oes auto-duais da
equac~ao de Yang-Mills, conforme vimos ao longo do desenvolvimento desta dissertac~ao.
A.3 As classes de Chern
Nesta sec~ao vamos fazer uma breve introduc~ao a classes caractersticas visando apre-
sentar as classes de Chern em um brado principal.
Polino^mios G-invariantes
Dado um grupo de Lie G com algebra de Lie g, um mapa k-linear simetrico
P : g g     g  ! R ou C (A.4)
e denominado G-invariante se, para todo g 2 G e A1; A2; : : : ; Ak 2 g,
S(Adg A1;Adg A2; : : : ;Adg Ak) = S(A1; A2; : : : ; Ak);
sendo Ad : G ! GL(g) a representac~ao adjunta de G (ver [17, 18]). Assim, Adg e um
operador linear inversvel em g.
Vamos denotar o espaco dos mapas k-lineares simetricos e G-invariantes por Ik(G).
Uma aplicac~ao S 2 Ik(G) induz uma aplicac~ao S : g ! R denida como P (A) =
S(A;A; : : : ; A). Vamos chamar P de um polino^mio G-invariante. Note que um polino^mio
G-invariante de grau k e uma func~ao homoge^nea de grau k da algebra g em R (ou C) que
satisfaz
P (Adg A) = P (A);
para qualquer elemento g 2 G. Por outro lado, dado P , um polino^mio G-invariante de grau
k, obtemos um elemento de ~P 2 Ik(G) da seguinte forma: expandimos P (t1A1 + t2A2 +
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: : : tkAk) como um polino^mio nos ti e identicamos ~P (A1; A2; : : : ; Ak) com o coeciente do
termo t1t2 : : : tk multiplicado por 1=k!. Denominamos ~P de polarizac~ao de P . E imediato
notar que
P (A) = ~P (A;A; : : : ; A);
e portanto n~ao vamos distinguir P e ~P daqui por diante.
Dada uma variedade M e formas g-valorizadas i 2 qi(M; g), i = 1; 2; : : : ; k, podemos
escrever i =
P
a 
a
i Ta, onde fTag e uma base de g e dado P 2 Ik(G). Denimos:
P (1; 2; : : : ; k) 
X
a1;a2;:::;ak
a11 ^ a22 : : : akk P (Ta1 ; Ta2 ; : : : ; Tak): (A.5)
Teorema de Chern-Weyl
Seja E(M;G) um brado principal e ! uma conex~ao em E. Usando uma trivializac~ao
local podemos escrever a forma local da conex~ao, A, e da curvatura, F = dA + A ^ A. E
facil vericar que, dado P 2 I2k(G), a 2k-forma P (F ) esta bem denida na variedade base
M . Podemos agora enunciar o teorema de Chern-Weyl:
Teorema de Chern-Weyl:
Dado um brado principal E(M;G), um polino^mio G-invariante P e ! e !0 conex~oes
em E, temos:
i. dP (F ) = 0;
ii. Se 
 e 
0 s~ao as curvaturas associadas as conex~oes ! e !0, e denotando suas
formas locais respectivamente por F e F 0, ent~ao
P (F )  P (F 0) = d;
para algum  2 2k 1(M; g). Ou seja, a classe dos polino^mios P (F ) na coho-
mologia de de Rham n~ao depende da conex~ao usada, mas somente da estrutura
do brado E(M;G).
A classe de P (F ) na cohomologia de de Rham e denominada classe caracterstica.
Vamos agora estudar um exemplo de classe caracterstica que aparece naturalmente no
estudo de instantons: as classes de Chern.
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As classes de Chern
Vamos considerarG-brados principais nos quais o grupoG e um subgrupo deGL(m;C),
ou seja, os elementos de G s~ao matrizes complexas m m e inversveis. Os elementos da
algebra de Lie g associada s~ao matrizes complexasmm. Denimos polino^mios invariantes
cj 2 Ij(G) usando a relac~ao
det

I   1
2i
A

=
mX
k=0
cj(A)
m j :
E facil notar que se as matrizes em G s~ao unitarias, os elementos da algebra de Lie
s~ao anti-hermitianos e portanto cj(A) e real. Estamos interessados no caso particular
G = SU(N). Neste caso, como A 2 g e anti-hermitiano, temos que 12iA e hermitiano e
portanto pode ser diagonalizado por um elemento g 2 SU(N), ou seja,
det

I   1
2i
A

= det

I   g 1 1
2i
Ag

= det (I +D) ;
onde D = diag(D1; : : : ; Dm). Vemos assim que
det

I   1
2i
A

= (+D1)(+D2) : : : (+Dm)
= m + m 1 (D1 +D2 +   +Dm) +
+m 2 (D1D2 +D1D3 + : : : Dm 1Dm) + : : :
Como os polino^mios cj(A) s~ao G-invariantes conclumos que
c1(A) =   1
2i
trA;
c2(A) =   1
82

(trA)2   tr(A2) ;
:
:
:
cm(A) =

1
2i
m
detA:
De acordo com o que foi discutido no incio desta sec~ao estes polino^mios denem classes
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caractersticas no G-brado principal, que s~ao as classes na cohomologia de de Rham das 2j-
formas cj(
). Denominamos cj(
) de a j-esima classe de Chern. Em um brado E(M;G),
cj(
) e uma 2j-forma denida na base M e, dada uma subvariedade compacta N 2M de
dimens~ao 2j  dimM , podemos integrar cj(
) em N . Se a variedade N n~ao tem bordo
vemos que a integral de cj(
) n~ao depende da conex~ao ! e o resultado da integral e sempre
um numero inteiro [35]. Denominamos este inteiro de j-esimo numero de Chern.
Durante a dissertac~ao estivemos interessados na segunda classe de Chern, c2(
). Em
particular, como as matrizes de su(N) s~ao anti-hermitianas temos
c2(
) =
1
82
tr(
 ^ 
): (A.6)
Dado um SU(N)-brado sobre uma variedade compacta M de dimens~ao quatro podemos
denir o segundo numero de Chern comoZ
M
c2(!) =
1
82
Z
M
tr(
 ^ 
): (A.7)
No captulo 4 mostramos a relac~ao entre este numero e a carga topologica dos instantons
em R4.
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