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Welfare in general can be defined as the level of a person's ability 
to meet their basic needs in the form of clothing, food, boards, 
education, and health. Welfare can be assessed in terms of family 
welfare. This study aims to perform analysis of artificial neural 
network modeling backpropagation method. The model will 
compare the optimization algorithm of artificial neural network 
results. 
The data used are 251 data of pre prosperous family in 
Banguntapan District, Bantul Regency. There are 16 input 
variables with 14 variables from BPS and 2 additional variables. 
There is one variable that has constant data so that this variable is 
not used in artificial neural network model analysis. There is a 
hidden layer with a number of dynamic neurons. Output layer 
there are 4 neurons which is the family welfare category. Data is 
processed using Matlab and SPSS. The system results show that 
the best accuracy for training is 68% of the Scale Conjugate 
Gradient algorithm while for best test results it is 68.8% of the 
Gradient Descent algorithm. 
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PENDAHULUAN  
       Family welfare is the creation of a 
harmonious state and the fulfillment of physical 
and social needs for family members, without 
experiencing serious obstacles in the family 
environment, and in the face of family 
problems will be easy to be tackled together by 
family members, so the standard family life can 
be realized. Prosperous family is a model 
generated from the family welfare effort 
(Soembodo, 2008). 
 Law Number 10 of 1992, a prosperous 
family is a family formed on the basis of 
legitimate marriages, able to meet the material 
and spiritual needs of a decent, devoted to God 
Almighty, has a harmonious and balanced 
relationship between members and between 
families with society and the environment. 
 The National Family Planning and Family 
Planning Board (BKKBN) divides the criteria 
of prosperous families in three stages: the Pre-
Prosperous Family (KPS), Prosperous 1 (KS 1) 
and Prosperous Families (KS). Definition of 
Family Welfare according to BKKBN based on 
the Law of the Republic of Indonesia Number 
52 of 2009 which is a family formed based on 
legitimate marriage, able to meet the needs of 
spiritual life and material worthy, devoted to 
God Almighty, has a harmonious relationship, 
harmonious and balanced between members 
and between families with communities and the 
environment. Indonesia is a developing country 
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with a high number of poor people so that the 
level of family welfare is still considered low. 
       The high number of poor people makes the 
ideals of the state to prosper the community is 
further realized even though the government 
continues to cope with poverty. Many policies 
have been issued by the government to 
overcome the problem of poverty, ranging from 
the provision of community consumptive 
assistance and productive assistance but the 
policy on its implementation has not been able 
to overcome the problem of poverty. 
      Policies that have been done often just 
cause new problems such as the existence of 
poor people when the distribution of BLT 
suffered injuries, fainted even to death because 
of jostling waiting for distribution. This kind of 
phenomenon shows the state has failed to 
perform its function to improve the people's 
welfare (Meniarta, et al, 2009). 
      Poverty and income inequality is still a 
homework for Yogyakarta Special Region 
Government (DIY), this is because until now, 
the poverty rate in DIY reaches 13.1% or the 
highest in Java Island. Besides having the 
highest poverty rate in Java, DIY also has the 
highest income inequality nationally. The gap 
between rich and poor in DIY is highest at 0.43 
compared to the national ratio of 0.3. 
(daerah.sindonews.com/2-8-2017). 
       Currently the development of technology 
that leads to machine learning is expected to 
help detect the potential level of family welfare 
in a region. Artificial neural network one of the 
existing methods in machine learning with soft 
computing approach is very reliable to perform 
computing in parallel by learning from the 
patterns taught. The softcomputing approach is 
widely used for problem solving including one 
for prediction due to the ability to adapt (self 
organizing). One of the methods on 
softcomputing is very good for predicting 
artificial neural network (artificial neural 
network). Neural networks are computational 
models that work like biological nervous 
systems when in contact with the outside world. 
 
Artificial Neural Network 
Artificial Neural Network (ANN) is one of the 
artificial representations of the human brain that 
always tries to simulate the learning process in 
the human brain. The term artificial is used 
because the artificial neural network is 
implemented by using a computer program 
capable of completing a number of calculation 
processes during the learning process 
(Schalkoff, 1992). 
       The Artificial Neural Network Learning 
Algorithm has a major advantage, namely the 
"learning" ability of the given example. 
Backpropagation is a supervised learning 
algorithm that uses a weight adjustment pattern 
to achieve a minimum error value for the output 
of real predicted outcomes (Ripley, 1996). 
Figure 1 shows the ANN architecture with 
backpropagation algorithm. 
                   
 
Figure 1. Neural Network Architecture  
 
Backpropagation   
        The propagation method is a frequently 
used method of dealing with the problem of 
recognizing complex patterns. The term is 
derived from the operation of this network, 
which is done based on the difference between 
the output and the target then calculated the unit 
error gradient, which results are then used to 
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calculate the error gradient of the units on the 
previous screen (Limin Fu, 1994). 
The learning algorithm for networks with a 
hidden screen (with bipolar sigmoid activation 
function) is as follows: 
a. Initialize all weights with small random 
numbers. 
b. If the termination conditions have not been 
met, take steps 3-9. 
c. For each pair of learning data, perform steps 
4-9. 
 
Phase I: Forward Chaining 
Each input unit receives a signal and passes it 
to a hidden unit above it. 
1. Compute all outputs in hidden units zj (j = 
1,2,3, ..., p): 
z_netj = vj0 + ∑ 𝑥𝑖𝑣𝑗𝑖
𝑛
𝑖=1
       ;        zj
= f(z_netj)
=
2
1 + e−z_netj
− 1 
2. Compute all outputs in output layer unit yk 
(k = 1,2,…,m) : 
y_netk = wk0 + ∑ 𝑧𝑗𝑤𝑘𝑗
𝑝
𝑘=1
    ;       yk  
=  f(y_netk)
=
2
1 + e−y_netk
− 1 
 
Phase II : Backward 
3. Calculate factor δ output unit based on error 
in each output unit yk (k = 1,2, ..., m): 
𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘)𝑓
′ = (𝑡𝑘 − 𝑦𝑘)
(1 + 𝑦𝑘)(1 − 𝑦𝑘)
2
 
 
δk is the unit of error to be used in the screen 
weights underneath. 
 
4. Calculate the change rate of wkj weights 
with learning rate α: 
∆𝑤𝑘𝑗 = 𝛼𝛿𝑘𝑧𝑗     ;    k = 1,2,…,m ; j = 
0,1,…,p 
5. Calculate factor δ hidden units based on 
errors in each hidden unit zj (j = 1,2,3, ..., p): 
𝛿_𝑛𝑒𝑡𝑗 = ∑ 𝛿𝑘𝑤𝑘𝑗
𝑚
𝑘=1
 
6. Factor δ Hidden Units : 
𝛿𝑗 = 𝛿_𝑛𝑒𝑡𝑗𝑓
′(𝑧_𝑛𝑒𝑡𝑗) = 𝛿𝑛𝑒𝑡𝑗
(1 + 𝑧𝑗)(1 − 𝑧𝑗)
2
 
7. Calculate the rate of change of weight vji 
with learning rate α: 
∆𝑣𝑗𝑖 = 𝛼𝛿𝑗𝑥𝑖 ;    j = 1,2,…,p ; i = 0,1,…,n 
Phase III : Update weight 
8. Calculate all weight changes. 
The weight change of the line leading to the 
output unit: 
𝑤𝑘𝑗(𝑛𝑒𝑤) = 𝑤𝑘𝑗(𝑜𝑙𝑑) + ∆𝑤𝑘𝑗   
(k=1,2,…,m ; j=0,1,…,p) 
9. Line weight changes leading to hidden units: 
𝑣𝑗𝑖(𝑛𝑒𝑤) = 𝑣𝑗𝑖(𝑜𝑙𝑑) + ∆𝑣𝑗𝑖   
(j=1,2,…,p ; i=0,1,…,n) 
Familly Welfare Level 
        Definition of welfare according to 
Indonesian dictionary derived from the word 
prosperous that has the meaning of safe, 
sentosa, prosperous, and safe (apart from all 
kinds of disorders, difficulties, and so on). The 
word prosperity contains the meaning of 
sanskrit "catera" which means umbrella. Catera 
in the welfare context means a prosperous 
person who is free from poverty, folly, fear, or 
anxiety, so that life is safe and secure, both 
inward and inner (Purwana, 2014). 
       Family welfare is the creation of a 
harmonious state and the fulfillment of physical 
and social needs for family members, without 
experiencing serious obstacles in the family 
environment, and in the face of family 
problems will be easy to be tackled together by 
family members, so the standard family life can 
be realized. Family welfare is a condition that 
must be created by the family in forming a 
prosperous family (Soembodo, 2006). 
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METHODOLOGY 
       Samples of data taken are family welfare 
data that exist in one District of Bantul with 14 
indicator from BPS. The family welfare 
variable used in this study is based on the 
provisions of BPS shown in table 1. 
Table 1. Familly Welfare Indicators  
NO Variable name Sub Variable 
1 Status of Recidence 
a. Self Owned 
b. Long term Rent  
c. Short term Rent 
d. Free 
2 Floor  M2 
3 FloorType 
a.  Not Soil 
b. Soil 
c. Bamboo 
4 Roof Type 
a. Concrete 
b. Tile 
c. Sirap 
d. Zinc 
5 Water 
a. Bottle water 
b. Water Refil 
c. Plumbing System 
d. Retail Plumbing 
System  
e. Boreholes 
f. Natural Well 
g. Spring Water 
h. River Water 
i. Rain Water 
6 Getting Water 
a.  Buy 
b. Not Buy 
7 Power Source 
a. PLN 
b. Non PLN 
c. Petromax 
d. Torch 
8 Cooking Fuel 
a. Power 
b. LPG 
c. Kerosene 
d. Charcoal 
e. Firewood 
9 Toilet 
a. Self Owned 
b. Group 
c. Public Facilities 
d. No 
10 House Wall Type 
a. Brick 
b. Wood 
c. Bamboo 
d. Half  Brick 
11 
Human Waste 
System 
a. Tank 
b. Pond  
c. River 
d. Soil Hole  
12 Television 
a. Have  
b. Not Have 
13 Motor Cycle 
a. Have 
b. Not Have 
14 Aset Soil     M2 
 
        In this study add 2 secondary variables 
that are expected to give good result, that is 
variable Number of family member and last 
education head of family. The data used in this 
research are 251 family data in Banguntapan 
District, Bantul Regency. Data is divided for 
training data and data testing. Data processing 
is done using Matlab and SPSS. This study uses 
software development methods consisting of 
the following stages: 
1. Problem Statement 
      This stage includes a literature study by 
studying several textbooks, journals, and other 
scientific papers that support some research on 
family welfare and methods existing in artificial 
neural networks. Further detection results will 
be used to help predict the number of pre 
prosperous families. 
      This data will assist decision makers in 
managing poverty reduction programs. The data 
used as many as 251 data which is the 
aggregate data of pre prosperous family in the 
District of Banguntapan, Bantul Regency. Data 
obtained from SKPD BKKPPKB that handle 
poverty data. 
 
2.  Design System 
      This stage is designed system that includes: 
determination of research locations, data 
collection, determination of training and testing 
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process, Artificial Neural Network architecture 
(ANN) network architecture based on artificial 
neural network optimization algorithm.  
a) Research location 
The research was conducted at Banguntapan 
District in Bantul District. The reason to use the 
data of Sub-district of Banguntapan because of 
the District in Bantul Regency has the highest 
number of poor people. 
b) Data collection 
Samples of data taken are family welfare data, 
especially pre-prosperous family group as much 
as 251 data. The data will be divided into 2 
groups ie data for training and data for testing. 
Data obtained from SKPD BKKPPKB Bantul 
District. 
c) Training process. 
In addition to the input data input pair, there 
will be a training process, some of the things 
required in the ANN training process include: 
1. Data is divided into data that will be used for 
training as much as 80-90% and for training as 
much as 10-20% 
2. Variables used in this study is divided into 
several parts, namely input variables and output 
variables. The input variables used in this study 
were 16 variables consisting of 14 indicators 
based on indicators from BPS and 2 additional 
indicators. As for the dependent variable is the 
family welfare status consisting of 4 groups or 
categories. 
3. The determination of neural network 
architecture (ANN). To get maximum 
prediction result during practice required good 
ANN architecture. In this research will perform 
the best architecture test by using Scale 
Conjugate optimization algorithm. 
Result dan Discussion 
       The data used in this study as many as 251 
pre-prosperous family data in the District 
Banguntapan Bantul regency. The data obtained 
is aggregate data from SKPD BKKPPKB 
Bantul Regency which includes basic data of 
pre prosperous family and family status based 
on BPS welfare level. From several variables, 
there are 14 variables of family welfare 
indicator and 2 supporting variables. The data 
were processed using Matlab and SPSS to get 
the architecture and accuracy of good 
identification result. In this research will show 
the result of comparison of model optimization 
that is Scale Conjugate Gradient and Gradient 
Descent. 
 
a. Scale Conjugate Gradien (SCG) 
      One of the existing optimization models on 
artificial neural networks is the Scale Conjugate 
Gradient. In this section will be seen the 
maximum value of system architecture of this 
model. The architecture obtained from several 
experiments and resulted in the maximum 
classification value in this study is shown in 
Figure 2. 
Tabel 3. Results of Classification Accuracy SCG 
Sample Observed 
Predicted 
1 2 3 4 
Percent 
Correct 
Train 1 42 7 3 1 79.2% 
2 8 45 8 4 69.2% 
3 5 6 46 6 73.0% 
4 3 8 10 19 47.5% 
Overall 
Percent 
26.2% 29.9% 30.3% 13.6% 68.8% 
Test 1 4 2 0 0 66.7% 
2 2 8 0 1 72.7% 
3 2 1 3 3 33.3% 
4 1 0 1 2 50.0% 
Overall 
Percent 
30.0% 36.7% 13.3% 20.0% 56.7% 
Dependent Variable: TARGET 
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Figure 2. The Best Architecture of SCG 
 
       From the simulation of several experiments 
for the above data obtained the best ANN 
architecture seen in Figure 2. The input layer 
there are 16 neurons and hidden layer there are 
8 neurons. While at the output layer there are 4 
neurons which is a prosperous family category. 
The number of neurons in the hidden layer is 
generated randomly by the system as many as 8 
neurons. 
        To get the best architecture is done 
experiment 4 times by doing the parameter 
value of artificial neural network. The result of 
comparison of system experiment can be seen 
in table 2. 
       Table 2. Result of Comparasion System SCG 
 
No   
Sum of Data 
SSE 
Sum of 
Neuro
n 
Accuracy 
Lamdha 
Train 
% 
Test 
% 
Train 
% 
Test 
% 
1 87,6 12,4 60,92 8 60,5  54,8 0,0000005 
2 88 12 52,92 8 68,8 56,7 0,0000001 
3 88,8 11,2 60,23 8 62,3 53,6 
0,0000000
1 
4 89,2 10,8 65,28 8 57,6 63,0 0,0000009 
 
The comparison result shown by table 2 
illustrates that the artificial neural network 
system will give good result if the amount of 
training data used is 88% and the data testing is 
12% with lamda value of 0.00000001, this 
reason is because Sum of Square Error the 
smallest of the other experiments. Accuracy of 
training shows the greatest value of existing 
data is 68.8%. Details of SPSS system 
classification results in this experiment can be 
seen in table 3. 
       The ROC graph (Receiver Operating 
Characteristic) in Figure 3 is used to see 
predicted results, if the graph is above the 
normal line, the result is high sensitivity. 
 
Figure 1. ROC Graphic of SCG Algorithm 
 
b. Gradient Descent (GD) 
       In this second artificial neural network 
algorithm optimization model will compare 
several experiments to find the greatest 
accuracy value. The best neural network 
architecture obtained by the number of neurons 
in the hidden layer are 6 neurons. The 
architectural drawing shown in Figure 4. 
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Figure 4. The Best Architecture of GD 
 
       The number of artificial neural network 
architecture inputs on Scale Conjugate Gradient 
and Gradient Descent are the same ie there are 
16 neurons. To get the best architecture is done 
experiment 4 times by doing the parameter 
value of artificial neural network. The result of 
comparison of system experiment can be seen 
in table 4. 
   
Table 4. Result of Comparasion System GD 
 
       The comparison result shown by table 4 
illustrates that the artificial neural network 
system will give good result if the amount of 
training data used is 90% and the data testing is 
10% with the alpha and momentum value is 0.9 
with the best Testing accuracy value is 68 % 
and Training accuracy 49.6%. Cross Entropy 
Error training value is 260,529 while Cross 
Entropy Error value is 25,246. The result of 
classification accuracy can be seen in table 5. 
 
Table 5. Results of Classification Accuracy GD 
Data Obs 
Predicted 
1 2 3 4 
Percent 
Correct 
Train 1 40 3 10 0 75.5% 
2 15 22 32 0 31.9% 
3 7 5 49 0 80.3% 
4 3 7 32 1 2.3% 
Overall 
Percent 
28.8% 
16.4
% 
54.4
% 
0.4% 49.6% 
Test 1 5 1 0 0 83.3% 
2 1 3 3 0 42.9% 
3 1 1 9 0 81.8% 
4 1 0 0 0 0.0% 
Overall 
Percent 
32.0% 
20.0
% 
48.0
% 
0.0% 68.0% 
Dependent Variable: TARGET 
 
        The ROC graph in Figure 5 is used to see 
the predicted results, if the graph is above the 
normal line then the result of high sensitivity. 
 
 
           Figure 5. ROC of GD Algorithm  
      From the training result for 2 kinds of 
optimization of artificial neural network 
algorithm Scale Conjugate Gradient and 
Gradient Descent obtained the result shown in 
table 5.1 and table 5.3 shows that the best 
accuracy of training result is on Scale 
Conjugate Gradient algorithm that is equal to 
68,8% compared to Gradient Descent but for 
No  
Sum of Data 
CEE 
Train 
Sum 
of 
Hidd 
Accuracy 
α 
 
 
µ 
Train 
(%) 
Test 
(%) 
Train 
(%) 
Test 
(%) 
 
1 87,3 12,7 209,278 6 58,4 59,4 0,1 
0,9 
2 88,8 11,2 241,47 6 52 67,9 0,4 
0,9 
3 89,6 10,4 243,596 6 56,4 50 0,9 
0,4 
4 90 10 260,529 6 49,6 68 0,9 
0,9 
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best Testing accuracy produced by Gradient 
Descent algorithm that is equal to 68%. 
 
Conclussion 
       The results of the explanation that existed 
in the previous chapter then it can be drawn 
conclusions about the results of research 
include: 
a. Backpropagation algorithms can be used to 
classify family welfare 
b. The neural network architecture optimization 
algorithm Scale Conjugate Gradient has better 
training accuracy result than Gradient Descent. 
c. Variables that have the same value will affect 
the results of classification of artificial neural 
networks. 
d. Accuracy value of training generated equal to 
68% and accuracy of testing value equal to 
68,8%. 
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