Person re-identification concerns about the problem of recognizing people across space (captured by different cameras) and/or over time gaps. Though recently the literature on it grows rapidly, all the proposed solutions have treated it as a normal classification or ranking problem. In this paper, however, we argue that it is in fact a natural transfer learning problem, thus it's valuable and also necessary to investigate how the progress on transfer learning could benefit the research on it. We present so far the first study on justifying the effectiveness of a representative transfer learning methodology: feature-based inductive transfer learning, for person re-identification. Extensive experiments on standard datasets with typical methods result in several important findings.
INTRODUCTION
Person re-identification aims to recognize people across cameras with different views or reappearing under the view of the same camera at different time. It is a very challenging task due to the great appearance variation of the same person and quite similar body shapes and clothes of different persons. Despite the rapidly growing interest on it, existing solutions usually treat it as a normal classification or ranking problem like many other recognition tasks. However, we would like to argue that it is in fact a typical transfer learning problem, for which the existing research progresses on transfer learning should be investigated for justifying their effectiveness.
The reason is very simple. In person re-identification the query and gallery sets usually have quite different data for the same person, indicating different data distributions, which is a typical domain adaption problem [1] . Furthermore, to better learn a mapping between the query data and the gallery data, it is very common that a model is learned from the data of This work was supported by "R&D Program for Implementation of AntiCrime and Anti-Terrorism Technologies for a Safe and Secure Society", Special Coordination Fund for Promoting Science and Technology of the Ministry of Education, Culture, Sports, Science and Technology, the Japanese Government.
some people and then gets tested on the data of other persons from the same dataset [2] . In this case, it becomes in fact an inductive transfer learning (ITL) problem as it will be proved by the definition of ITL in the following section.
Existing work on person re-identification are either featurebased [3, 4, 5, 6] or learning-based [7, 8, 2, 9] . Feature-based methods focus on designing an effective feature representation to reduce the gap between the training and test domains. Learning-based approaches essentially learn a classification/ranking model on a different but related task, and then transfer the model to the test/target task. However, all these efforts have been made without noticing that they are using traditional approaches to solve a transfer learning problem.
The work of third-party collaborative representation (TPCR) [10] is the only one which has explicitly borrowed the idea from ITL for person re-identification, though it was not presented in the ITL point of view. It tried to use the third-party datasets to represent the testing dataset, and has got some encouraging results. It is worth mentioning that the recent work on transfer re-identification [11] has used the multi-task learning model which is also a type of ITL, however, it works on a newly defined binary verification task but not the original person re-identification problem.
In this paper, we directly look into the problem of justifying the effectiveness of a representative transfer learning approach -feature-based induction transfer learning, for person re-identification. To the best of our knowledge, this is the first time such a problem is concerned. By conducting extensive experiments on widely-used benchmark datasets with various settings, we will not only answer the question of whether feature-based ITL is helpful or not, but also point out when and how the benefits of using ITL can be ensured.
FEATURE-BASED INDUCTIVE TRANSFER LEARNING

Inductive transfer learning
We follow [1] on defining the notations and problem for ITL. Let D = {X , P (x)} denote a domain, where x ∈ X ⊂ R d is an arbitrary sample in the d-dimensional feature space X and P (x) is a marginal probability distribution of x representing the data distribution in the feature space. T = {Y, f (·)} is used to denote a task, in which Y stands for a label space and f (·) denotes a predictive function which maps a sample x ∈ X to its corresponding label y ∈ Y, i.e., y = f (x). Definition (Inductive Transfer Learning). In ITL, the labels of the target task (Y T ) are supposed to be given, while those for the source task (Y S ) could be either available or unavailable. In most situations, ITL refers to the former case, which is also the focus of this paper, while the latter has a special name of self-taught learning [12] . For transfer learning, the existing approaches can be grouped into four groups based on how the knowledge is transferred, all of which have been studied for the ITL problem [1] . In this paper, we focus on the largest group of feature-representationtransfer, which is probably also most inclusive.
For feature-based ITL with Y S given, if f S (·) and f T (·) are optimized simultaneously, then it becomes a multi-task learning problem, for which there are some existing solutions [1] . However, these solutions are limited by the few possibilities on combining f S (·) and f T (·) in a single objective function. Therefore, we choose to optimize them not simultaneously, but sequentially instead, to test various state-of-theart learning algorithms. Inspired by [12] , we use the simple framework shown in Figure 1 . In this framework, we optimize f S (·) for learning a feature construction/mapping model, and then use the model to map the target domain into a transferred space. After that, we learn a discriminative classification/ranking model from the mapped training data, and apply it to the mapped testing data for person re-identification. 
SUPERVISED FEATURE CONSTRUCTION
Generally speaking, any feature selection or embedding methods are applicable for learning the feature mapping model in the source domain. Here, we investigate three representative approaches developed in different directions: feature selection, feature mapping design, and feature mapping learning.
Robust feature selection
Different from other dimension reduction approaches, feature selection methods have a physical meaning on selecting a subset of relevant features from the original ones, thus can provide a better understanding about data properties. Moreover, many state-of-the-art feature selection models have shown outstanding performances on recognition problems [13] . Therefore, we choose the latest work named correntropy for robust feature selection (CRFS) [13] to justify the effectiveness of using feature selection models for ITL.
Many of the feature selection methods aim at solving the following general optimization problem
with different definitions for ϕ o and ϕ R , where Y S is a n × L binary matrix representing the labels for the n number of samples belonging to L classes in X S , d is the feature dimensionality, λ is a trade-off factor, and M i denotes the i-th row of a matrix M . CRFS uses the l 2,1 -norm function for ϕ R and the correntropy function for ϕ o , which have shown better results than other choices. For ITL, we can use U as the feature mapping model or use CRFS as a learning algorithm for T T .
Collaborative representation
Our former work TPCR [10] uses the effective and efficient collaborative representation for constructing a feature mapping model on T S , which can be stated as follows. Suppose the source task works on the labeled data
which is equal to map x T by a linear model
where λ is a predefined tradeoff parameter with a small value like 0.001. Then, the representation coefficientsα(x T ) are applied a class-wise sum to form a new representationβ(
Finally,β(x T ) gets its l 2 -norm normalized for serving as the transferred feature representation. Note that the class-wise sum can also be formulated as a linear mapping model P y built from Y S . Then, P y P becomes the supervised feature mapping model in the ITL framework, though it's manually designed but not learned.
Sparse representation with dictionary learning
The key idea behind TPCR is to use the relative similarity between a target sample and every source class as the transferred representation. However, the heuristic class-wise sum of collaborative representation coefficients may not be the best choice for measuring this relative similarity. Since essentially it does not base on discriminative learning, this representation may not even succeed in distinguishing all the training samples in the source domain. Therefore, it is valuable to see whether introducing learning into the model can do a better job or not. In fact, up to now no learning-based model has been proposed for l 2 -norm based collaborative representation, but a lot of models have been proposed for making the l 0 -norm or l 1 -norm based sparse representation discriminative. From all the candidates holding the state-of-the-art performances on various recognition tasks, we choose the recently proposed LC-KSVD [14] model as it is most efficient and also closest to the TPCR model.
The LC-KSVD algorithm (named "LC-KSVD2" in [14] ) optimizes the following objective function:
T denoting the representation coeffi-
T denoting the learned dictionary, H and Q denoting the label information, and the projection matrices W and T denoting the learned mapping functions which can discriminatively map a i to its corresponding label (in a vector form). α and β are trade-off parameters, and N th is a predefined sparsity threshold.
Instead of classifying a target sample x T by the index of the maximum value in the L-dimensional score vector W a T (a T is the representation coefficient vector for x T ), we use the score vector itself as the transferred feature representation for x T . Note that this feature mapping model is optimized to best classify the training samples, so it has a clearer physical meaning of modeling the relative similarity than TPCR.
DISCRIMINATIVE CLASSIFICATION/RANKING
Once the target domain is mapped by the feature mapping model, any supervised classification/ranking method is applicable for the discriminative learning in it. To make it as general as possible, we just choose two easy options: the simplest Euclidean-distance based nearest-neighbor classification strategy which needs no specific training, and the efficient "CRFS" feature selection model to have a discriminative projection of the data before applying nearestneighbor classification. Note that, for multiple-shot person re-identification in which the query and gallery units are sets of samples, we use the minimum point distance (MPD) in the Euclidean space to measure the dissimilarity of two sets.
EXPERIMENTS 5.1. Datasets
To have a thorough investigation on the effectiveness of using ITL for person re-identification, we follow TPCR [10] on using 7 widely-used benchmark datasets: VIPeR [15] , iLIDS [2] , iLIDS-MA, iLIDS-AA [5] , and 3 ETHZ datsets (seq1, seq2, and seq3) [4] . Detailed statistics of these datasets are given in [10] , while the descriptions of how they were built can be found in the references for them. Such details are omitted here due to the space limitation.
We choose them because they are not only very representative but also quite suitable for our experiments. VIPeR is the largest (containing 632 persons) and also most difficult dataset which has only 2 images per person. The iLIDS, iLIDS-MA and iLIDS-AA datasets were collected from the same i-LIDS video surveillance data released by the Home Office of UK, but they were built independently and are supposed to contain different persons. Therefore, they are good for testing the effectiveness of transfer learning when the domains and tasks are related. Meanwhile, these three datasets have quite different properties which make them non-overlapping. More concretely, all the 119 persons in iLIDS have only 2 to 8 images for each of them, while iLIDS-MA and iLIDS-AA have averagely about 50 video frames for 40 and 100 persons, respectively. Unlike iLIDS and iLIDS-MA which were manually annotated, iLIDS-AA has its data cropped using the automatically tracked bounding boxes which have introduced significant localization noises. The 3 ETHZ datasets together contain 146 persons and they are used only in the source tasks in our experiments due to that the performance on them has just got saturated [10] .
Methods for comparison
Using the algorithms introduced in section 3 and section 4, we get six different combinations for inductive transfer learning: "CRFS+MPD", "TPCR+MPD", "LCKSVD+MPD", "CRFS+CRFS", "TPCR+CRFS", and "LCKSVD+CRFS" 2 . In each of them, the first algorithm does the feature construction in the source domain, while the second performs discriminative learning in the target domain. To verify the effectiveness of these ITL methods, we compared them with three baseline methods ("MPD", "CRFS", and "LCKSVD") which directly work on the target task without transferring.
Experimental settings
We conducted 12 independent experiments with different dataset settings for their source and target tasks as detailed in Table 1 . In all the experiments, if not specified, we followed the common choice [4, 5] of randomly sampling 10 images/frames per person for query and gallery, respectively. , while Y-axis shows the average cumulative matching/recognition rate at rank top 10% (i.e., the Cumulative Matching Characteristic value at rank top 10%). Table 1 . Datasets for the source and target tasks in each of the 12 experiments. 'S' and 'D' in the experiment names indicate whether the datasets used for both tasks are "the same" or "different". "P*" states the number of persons for the target task, implying the other people in the same dataset are left for the source task. "N*" presents the number of images per person. "ETHZs" denotes all the 3 ETHZ datasets.
Experiment VIPeR S P316 When there are not enough samples, we put as many of them (up to 10) in the query and had the rest (at least one sample) serve as the gallery. When there are multiple samples for each person in the query and/or gallery, they were treated as a whole set following the multiple-shot re-identification problem setting [5] . For VIPeR and iLIDS, when the target domain contains only part of the dataset, we conducted 10 times random data sampling for result averaging. For other datasets, though all the persons were used in either the source or target domain, we also conducted 10 times random sampling of samples to make the averaged results unbiased. We used exactly the same 400-dimensional color and texture histograms based features as adopted in [16] and [10] for raw feature representation. Though the Cumulative Matching Characteristic (CMC) curve is a standard performance measurement for person re-identification, directly using it to show the results for each of our 12 experiments is not only impractical due to the limited space budget, but also troublesome for cross-experiment comparisons. Therefore, based on the fact that in person re-identification we expect to see the correct match in the first a few ranks, we used the value at rank top 10% on the CMC curve as a compact measurement. Figure 2 enable answering the following questions. Question 1: Can feature-based inductive transfer learning help person re-identification? The answer is yes if two preconditions are satisfied: first, the data in the source and target tasks need to be related; second, there are sufficient samples per class for both tasks. We can see that experiments "iLIDS-MA D1", "iLIDS-AA N10 D", "iLIDS-AA N23 D", and "iLIDS-AA N46 D" satisfy both pre-conditions, while the others fail in meeting either or both of them. Question 2: How to make the best use of ITL? Generally, feature selection methods (e.g. CRFS) and good feature designs (e.g. TPCR) seem to perform better than strong feature mapping learning algorithms (e.g. LCKSVD) on learning the feature mapping model in source domain, which suggest that too strong learning in source domain may overfit the source task and hurts its generalization ability to the target task. Question 3: Is parametric learning in target domain necessary? Clearly, the answer is no. It is possible that parametric learning methods perform worse than simple nonparametric approach like MPD when there are too few samples for each class. Given insufficient data, more complicated learning method is easily subject to under-fitting and thus produces poor predictions.
Results and discussions
Results in
CONCLUSIONS AND FUTURE WORK
The paper presents the first study on the effectiveness of using feature-based inductive transfer learning for person re-identification. Extensive experimental results show that feature-based ITL can be beneficial for solving this problem if the data in the source and target tasks are related, and the number of samples per class in both tasks is large enough. However, quantitative measurements for verifying these two pre-conditions seem hard to be found. Future work includes further exploring the properties of different ITL algorithms.
