Abstract.-The effect of taxonomic sampling on phylogenetic accuracy under parsimony is examined by simulating nucleotide sequence evolution. Random error is minimized by using very large numbers of simulated characters. This allows estimation of the consistency behavior of parsimony, even for trees with up to 100 taxa. Data were simulated on 8 distinct 100-taxon model trees and analyzed as stratified subsets containing either 25 or 50 taxa, in addition to the full 100-taxon data set. Overall accuracy decreased in a majority of cases when taxa were added. However, the magnitude of change in the cases in which accuracy increased was larger than the magnitude of change in the cases in which accuracy decreased, so, on average, overall accuracy increased as more taxa were included. A stratified sampling scheme was used to assess accuracy for an initial subsample of 25 taxa. The 25-taxon analyses were compared to 50-and 100-taxon analyses that were pruned to include only the original 25 taxa. On average, accuracy for the 25 taxa was improved by taxon addition, but there was considerable variation in the degree of improvement among the model trees and across different rates of substitution. [Parsimony; phylogenetic accuracy; phylogenetic error; taxon sampling.]
Finding optimal phylogenetic trees using parsimony is extremely difficult when there are many taxa. As the number of taxa grows, the number of possible bifurcating trees grows such that it rapidly becomes impossible to evaluate all trees for optimality with current computing limits (Graham and Foulds, 1982) . Remarkably, a simulation by Hillis (1996) led him to suggest that it may be easy to recover very large trees with high levels of accuracy. Using a 228-taxon tree originally obtained from real data (Soltis et al., 1997) , parsimony analysis of a single simulated data set of 5000 nucleotide characters recovered the exactly correct topology. Even a simple, approximate parsimony algorithm (parsimony-driven stepwise addition, with no branch swapping) obtained a tree that was >99% identical to the model tree. Hillis (1996) offered two hypotheses based on this result. First, a general property of the parsimony method is that the true tree will become increasingly easy to discover as the density of taxonomic sampling increases. This effect would be due to shortening of the average branch length across the tree, which will cause homoplasy to be dispersed across the tree, rather than being concentrated in pairs of long branches. The dispersal of homoplasy allows detection of the true phylogenetic signal, even in the presence of considerable noise. Second, analysis of very large numbers of taxa would reduce the need for computationally complex methods of analysis. In other words, if parsimony tends to become a highly accurate estimator of tree topology as the number of taxa grows large, then there is no need to pursue more computationally demanding model-based methods, such as maximum likelihood. The first hypothesis has recently been simplified to read that increasing the density of taxonomic sampling will increase the accuracy of phylogenetic inference (e.g., Pollock et al., 2002; Zwickl and Hillis, 2002) . This hypothesis has been the subject of intense debate over the past few years, with both supporters (e.g., Purvis and Quicke, 1997; Hillis, 1997 Hillis, , 1998 Graybeal, 1998; Pollock et al., 2002; Zwickl and Hillis, 2002) and detractors (e.g., Kim, 1996 Kim, , 1998 Rosenberg and Kumar, 2001 ). The second hypothesis clearly follows, if the first is correct. Given the increasing emphasis on model-based methods in phylogenetics, the behavior of parsimony in large trees warrants further attention.
Differences in methodology are responsible for at least part of the difficulty in reaching a consensus opinion on this topic. For example, different authors have measured "accuracy" in different ways: either as the fraction of the branching pattern of the true tree that is inferred correctly ( p), or, out of many true trees, the fraction of those trees that are inferred exactly correctly ( f ). Thus, Kim (1996) , using f , showed that accuracy decreases as the number of taxa increases, whereas simulations by Zwickl and Hillis (2002) , using p, showed that accuracy increased as the number of taxa was increased. Another difference across studies is that, in several cases, the sampling space of taxa has differed among trees of different sizes. For example, when Kim (1996) studied the effects of adding taxa, the additional taxa simultaneously increased the taxonomic scope. The total substitution depth of the tree increased along with the number of taxa, so the average branch length did not decrease. Hillis (1998) correctly argued that such a study design is not relevant to the usual definition of increased taxon sampling, which involves addition of taxa within a group, and not addition of distantly related taxa (but see Pollock and Bruno [2000] for evidence that adding taxa outside the group of interest can improve accuracy of maximum likelihood analysis).
Simple logical arguments predict that f will decrease as taxa are added to a phylogenetic problem (Kim, 1996) , and Kim's (1996 Kim's ( , 1998 analytical method has shown that to be correct. However, Kim's method is only applicable to f , and not to p. Indeed, Yang and Goldman (1997) pointed out that there is no theory describing the expected relationship between the number of taxa and p. Because the current controversy is focused on p, from here forward the term accuracy will refer to p. It appears that simulations are needed to study the relationship between p and the number of taxa. The simulations published to date appear to support the hypothesis that, under parsimony, p will increase with the number of taxa. Although Hillis (1996) did not vary the number of taxa, the result that an entire 228-taxon tree could be inferred correctly is consistent with the hypothesis that accuracy increases with the number of taxa. However, the specific model tree used in those 228-taxon simulations may have been one that was particularly easy for parsimony analysis (Kumar and Gadagkar, 2000) . A recent series of papers Kumar, 2001, 2003; Pollock et al., 2002; Zwickl and Hillis, 2002; Hillis et al., 2003) appears to have resulted in agreement that increasing taxon sampling generally increases accuracy. The debate between those two groups has focused more on whether the increase in accuracy is strictly due to the addition of taxa (Pollock et al., 2002; Zwickl and Hillis, 2002; Hillis et al., 2003) , or if the main effect of adding taxa is to bring additional characters into the analysis (Rosenberg and Kumar, 2003) .
The entire series of studies is based on a single 66-taxon model tree inferred from sequence data from 14 mammalian orders (Murphy et al., 2001) , and so provides little evidence regarding the generality of these results across trees with different shapes. Further, those previous simulation studies have either contrasted the effects of increasing the number of characters against the effects of increasing the number of taxa (e.g., Kumar, 2001, 2003) or held the number of characters constant at a relatively low value (e.g., Zwickl and Hillis, 2002) . In either case, p was always measured as the deviation from the true, or model, tree. Such a design confounds the two different kinds of phylogenetic error (Swofford et al., 1996) : systematic error and random error. Systematic error occurs when the most parsimonious tree (MPT) for a data set with an infinite number of characters is not identical to the model tree. I will hereafter refer to this hypothetical MPT found using an infinitely large data set as MPT∞. Random error can be divided into two distinct types: tree-search error and sampling error. Tree-search error occurs when the search algorithm fails to find the correct MPT for a specific data set. It has been suggested that increased character sampling will reduce the chance of a tree searching error (Hillis et al., 1994) , but there have been no studies of the relationship between number of characters and success of heuristic search algorithms in large trees. The level of tree-search error cannot be determined with certainty for a phylogeny with many taxa, but may be estimated by performing multiple heuristic searches from randomly chosen starting points and evaluating the frequency with which the same estimated MPT is found across searches. Sampling error occurs when the true MPT for a finite data set is not identical to MPT∞ (which may or may not be identical to the true tree, depending on whether or not there is any systematic error). Increasing the number of characters will reduce sampling error (so long as the additional characters are sampled from a homogeneous source). It is not clear if the level of sampling error at a fixed number of characters will increase or decrease with increasing taxonomic sampling. However, sampling error can be estimated in simulations, by generating multiple independent data sets on the same tree with the same number of characters and evaluating the similarity in MPT topology among replicate data sets. Note, however, that both kinds of random error are properly referenced to MPT∞, and not to the true (or model) tree. When Hillis (1996) suggested that parsimony is a highly accurate estimator of phylogeny for dense taxon sampling, he meant that the systematic component of error becomes small, so that MPT∞ becomes more similar to the true tree as the density of taxonomic sampling is increased. Thus, only by determining (or, at least, estimating) MPT∞ can we adequately test Hillis's (1996) hypothesis.
The purpose of this study is to further explore the relationship between the number of taxa and the accuracy of parsimony inference. I use simulations, based on several different model trees. The model trees are themselves generated by a simulated birth-death-sampling process, rather than by analysis of real data. Using simulated trees carries the risk that the models may not have a realistic shape, but it eliminates the risk that a real tree may have been inferred incorrectly (either in terms of branching order or branch lengths) and, thus, represent a tree shape that is inherently "easy" for parsimony analysis. I try, to the degree that it is practical, to separate the three sources of phylogenetic error. In particular, I attempt to isolate the systematic component of error under parsimony by using only data sets containing a very large number of characters, in order to estimate MPT∞. To allow direct comparisons between this and previous studies, I adhere to Hillis's definition of accuracy ("percent tree correct"; p) and I restrict analysis to cases in which all trees (including subsets) are of the same substitution depth or "diameter" .
METHODS

Tree Generation
A total of 8 computer-generated, rooted trees, each with 100 taxa, are examined here in detail. All trees were generated using a birth-death model of speciation (Nee et al., 1994; Yang and Rannala, 1997) . To provide at least a minimal level of diversity among trees, the trees were generated using 2 different parameter sets. Four trees were generated using the evolver module of PAML (version 3.14a; (Yang, 1997) and 4 were generated using Phyl-O-Gen (Rambaut, 2002) . For the PAML trees, parameter values were: birth rate = 0.4, death rate = 0.2, substitution depth = 0.2 (called "tree height" in PAML, measured in units of substitutions per site in one lineage from the root to the tip, although the absolute vales of the branch lengths were overridden when sequence evolution was simulated-see below), and random taxonomic sampling. Taxonomic sampling was based on a complete clade of 2500 extant species by setting the species sampling parameter ρ = 0.04. PAML produces only ultrametric trees. These were altered to include rate variation among taxa by multiplying each branch length by a normally distributed random number with mean = 1 and variance = 0.3. To avoid hard polytomies, a minimum branch length of 0.0001 was imposed for these trees. This parameter set produced trees with a mixture of long and short internal branches. Another 4 trees were generated using Phyl-O-Gen. A complete clade of 2500 extant taxa was generated using two distinct phases: an initial rapid growth phase with a birth rate/death rate ratio = 5:1, which was maintained until a total of 2000 extant taxa were present; then a slow-growth phase with a birth rate/death rate ratio = 1.2:1, which was maintained until a total of 2500 extant taxa was reached. This parameter set produced trees with generally short internal branches and long terminal branches. The unmodified ultrametric branch lengths were used for the Phyl-O-Gen trees. From each 2500-taxon Phyl-O-Gen tree, a single random sample of 100 taxa was generated and used as the starting tree for the current study. A sample tree from each of the 2 sources is shown in Figure 1 . The two different treegeneration schemes produce trees with different shapes, in addition to the obvious difference of a clock in the Phyl-O-Gen trees and no clock in the PAML trees. In the Phyl-O-Gen trees, most of the bifurcation events are located in the half of the tree closest to the root, whereas in the PAML trees the bifurcations are spread more evenly across the whole time range of the tree.
Generation of stratified subsamples.-Subsamples of 25 and 50 taxa were generated from each of the eight 100-taxon trees, following a scheme that expands on the one used by Rosenberg and Kumar (2003) . This scheme was designed to mimic the following realistic situation. A large monophyletic clade (with a total of 2500 extant taxa) is first examined by obtaining a sample of 25 taxa that span the full diversity of the clade. After analysis of those initial 25 taxa, an additional 25 taxa are randomly sampled. After analysis of the 50-taxon sample, another 50 taxa are sampled, resulting in a final study that includes 100 taxa. This scheme, with replication, was implemented in the following way. For each of the eight 100-taxon trees, 3 independent subsets of 25 taxa were randomly chosen. Each subset was checked to ensure that it included lineages on both sides of the most basal bipartition on the full 100-taxon tree (this represents an attempt to sample the full diversity of the large clade, and also ensures that all subsample analyses include problems with equivalent diameter). For each 25-taxon subset, 4 independent sets of 25 additional taxa were chosen at random from the pool of 75 "unselected" taxa. The original 25 plus each set of 25 newly selected taxa comprised the four 50-taxon subsamples. This sampling scheme thus created a total of three 25-taxon subsamples and twelve 50-taxon subsamples from each 100-taxon model tree.
Sequence Generation DNA sequences were simulated along each model tree using the evolver module of PAML (version 3.14a; Yang, 1997) . Following the recommendation of Zwickl and Hillis (2002) , a moderately complex model of evolution was used for simulated sequence evolution. All data sets were generated using an HKY+ model (Hasegawa et al., 1985; Yang, 1993) . Parameter values for the HKY+ model were transition/transversion parameter κ = 8, gamma shape parameter α = 0.4, and nucleotide frequencies = 0.1, 0.2, 0.3, and 0.4 (for T, A, C, and G, respectively). All data sets were simulated on the full 100-taxon trees. Analyses of taxonomic subsets used the same data generated for the full 100 taxa by using the "delete taxa" and "restore taxa" commands in PAUP. All trees and subsets were examined under 2 different levels of overall substitution rate. This was accomplished by using the branch length multiplier parameter "m" in the evolver control file, which scales the tree so that the sum of all branch lengths equals m (this also scaled the Phyl-O-Gen trees to be the same substitution depth as the PAML trees). In the following analyses, "lower rate" simulations used m = 4, where "higher rate" simulations used m = 20. The PAML trees originally had branch lengths that summed to about 10, so m = 4 is equivalent to an average root-to-tip distance of about 0.08 substitutions per site, whereas m = 20 is equivalent to an average root-to-tip distance of about 0.4 substitutions per site. The Murphy et al. (2001) 66-taxon mammal data set produces a tree with an average root-to-tip distance of about 0.2 substitutions per site, so the values used here fall within a range of substitution rates that might be encountered with real data.
Analyses
All analyses were conducted using parsimony, using the computer program PAUP * 4.0b10 (Swofford, 2000) . Each search began from a starting tree obtained by parsimony-driven sequential addition with taxa added in a randomly determined order, followed by TBR branch swapping (see Swofford et al., 1996 , for a description of these methods). Multiple searches were conducted for each data set, using different taxon-addition orders. Preliminary studies using 20 to 100 replicate searches indicated that, with 10 6 characters, 5 replicate searches were generally sufficient to find the MPT. In a few cases where 5 searches found 4 or 5 different trees, new data were generated and those data were subjected to 20 replicates for each search. No limit was placed on the number of trees saved at any step (but in no instance was more than a single tree held at the end of any search). Error ( p) is measured as the Robinson-Foulds distance (Robinson and Foulds, 1981; Penny and Hendy, 1985) between the MPT and the reference tree, divided by twice the number of internal branches. This is the same measure of p used by Hillis (1996) , Rosenberg and Kumar (2001) , and Zwickl and Hillis (2002) .
The MPT from each of the large data sets is intended to approximate the tree that would be most parsimonious if the data set were infinitely large (MPT∞). However, even with 10 6 characters, different data sets may have different MPTs. The following procedure was used to estimate MPT∞ for each model tree. A minimum of 5 independent, very large data sets was simulated on each 100-taxon model tree. Initially, data sets were generated with 10 6 characters per taxon. If at least 4 of the 5 independent data sets gave the same MPT (for either the full 100-taxon set or for any given subset), that tree was deemed to be the estimated MPT∞. If the 5 data sets 2005 DEBRY-TAXON SAMPLING 435 FIGURE 1. Two of the eight 100-taxon trees used in this study. The upper tree was generated using the program PAML, whereas the lower tree was generated using the program Phyl-O-Gen. See text for a detailed description of tree generation methods. For each 100-taxon tree, 1 specific realization of a 25-taxon subsample is highlighted in bold. did not agree, then at least 5 larger data sets were generated and the procedure was repeated. Computer memory constraints limited maximum data set size to 2 × 10 6 characters. When the 2 × 10 6 -character data sets did not agree, but there was a clear majority, the most common tree among the replicates was chosen as the estimated MPT∞. When there was no clear majority, the tree with the smallest error (relative to the true tree) was used as the estimated MPT∞.
RESULTS
Success of Heuristic Searches with Very Large Data Sets
Using large data sets to estimate MPT∞ requires first that the MPT can be found for each data set. This cannot be proven, of course, with so many taxa. In order to assess the success at finding the MPT with the basic heuristic search strategy of parsimony-driven sequential addition plus TBR branch swapping, every search was repeated a minimum of 5 times with different, randomly chosen taxon addition orders. The search strategy appears to be reasonably effective at identifying the MPT when used with these very large data sets. Across all the searches conducted on data generated under the lower substitution rate (including all 100-taxon models, all subsets examined under each model, and all 5 replicate data setsover 600 distinct analyses), a single, identical MPT was found in all 5 replicate searches >80% of the time. A single, identical MPT was found in at least 4 of the 5 replicate searches >95% of the time. For the data sets generated under the higher substitution rate, the heuristic searches were less successful-a single, identical MPT was found in at least 4 of the 5 searches only 56% of the time. There was considerable variability in search success across different model trees at the higher substitution rate. At the extremes, one model tree gave an identical MPT in at least 4 of 5 replicate searches 75% of the time, whereas another model tree gave an identical MPT in at least 4 of 5 replicate searches only 19% of the time. In order to determine how much impact tree search error may have on the subsequent analyses, the model tree with the lowest frequency of finding a single, identical MPT across replicate searches was reanalyzed using 20 replicates for every search. In that case, the tree that was ultimately most parsimonious out of the 20 replicates was found within the first 5 replicate searches 93% of the time, so it appears that the strategy of using only 5 replicate searches did not significantly alter the ability to find the MPT for these data sets and subsets. For this same model tree, all the results described below were compared between the analyses using 5 replicate searches and those using 20 replicates. Only very minor differences were observed in any of the measures described below.
Estimating MPT∞ Adequate estimation of MPT∞ requires elimination (or minimization) of random sampling error, in addition to minimizing tree search error. Data sets must be large enough so as to be functionally equivalent to an infinitely large data set. Using ≥10 6 simulated characters did not fully achieve the objective of eliminating random sampling error under parsimony, but the remaining sampling error was small relative to the systematic component of phylogenetic error. In other words, the trees found using multiple, independent data sets were more similar to each other than they all were to the true (model) tree. The magnitude of the sampling error generally varied with the inverse of the number of taxa. For the 25-taxon subsets, replicate data sets almost always produced identical MPTs. For the full 100-taxon data sets, there were a total of 16 different analyses (8 trees, with 2 different substitution rates for each tree). The identical MPT was found for each of the 5 replicates in only 5 of those 16 cases. However, across all 16 analyses the average RF distance between replicate MPTs was only 2.6, whereas the average RF distance between the MPT and the model (true) tree was 16.9. Adequate estimation of MPT∞ could also be hindered if the model trees include many branches on which the expected number of total substitutions is close to 0 (Kumar and Gadagkar, 2000) . Even at the lower substitution rate, however, branches with expected length near 0 are not likely to be a problem in the present study. The PAML trees were generated with a minimum branch length of 4 × 10 −6 at the lower substitution rate. Any branch that short would be expected to have an average of 4 changes per data set. The Phyl-O-Gen trees were not generated with any specific restriction, but the minimum branch length across all branches on all 4 trees used here was slightly over 2 × 10 −6 , and only 3 branches across all 4 Phyl-O-Gen trees had a length of less than 4 × 10 −6 at the lower substitution rate.
The Relationship Between Accuracy and Taxonomic Sampling
Across all model trees and both substitution rates, average error was 10.7% for the 25-taxon subsamples, 10.4% for the 50-taxon subsamples, and 8.9% for the full 100-taxon trees. Using the error level for the 25-taxon subsamples as a reference point, increasing sampling from 25 to 50 taxa reduced the average error by about 3% and increasing sampling from 25 to 100 taxa reduced the average error by about 17%. Despite the reductions in average error as taxon sampling is increased, the level of error actually increased in a majority (106 of 192) of the individual replicates when sampling was increased from 25 to 50 taxa. The level of error also increased in exactly half (24 of 48) of the individual replicates when sampling was increased from 25 to 100 taxa.
The overall level of error across the full tree may not be the most appropriate measure on which to base a decision regarding adding taxa to a phylogenetic study, depending on the question of greatest interest. The stratified sampling scheme adopted here allows us to address a question that may be quite common: if we are concerned only with estimating the original 25-taxon phylogeny, does increasing taxon sampling to 50 or 100 taxa improve the accuracy with which those original 25 taxa are inferred? We can examine this question because each of the 25-taxon subsets is fully included in 4 of the 50-taxon subsets (and, of course, in 1 of the 100-taxon trees). This is similar to the approach taken by Pollock et al. (2002) and Rosenberg and Kumar (2003) . Pollock et al. (2002) suggested measuring the effect of increased taxon sampling as E = (E s − E p )/E s , where E s is the error in the smaller taxonomic sample (the subsample analysis) and E p is the error obtained when an analysis using the larger sample is pruned to include only the taxa in the smaller subsample (the pruned analysis). E provides an intuitive measure of the effect of increased taxonomic sampling: the fraction of error that is removed by increased taxonomic sampling. But the intuitive nature of E holds only so long as E s > E p . If E s can be less than E p , then E is not symmetrical. It is bounded at +1, but unbounded below 0 and undefined if E s = 0. For example, if E s = 0.08 and E p = 0.02, then E = 0.75. But the same magnitude of change in the opposite direction gives a very different result: if E s = 0.02 and E p = 0.08, then E = −3. The asymmetry in E caused no problems for Pollock et al. (2002) , because, under their simulation conditions, the error always either stayed constant or decreased with increased taxonomic sampling. In the present study, however, error frequently increases with increased taxonomic sampling (Table 1) , particularly when the 25-taxon subset analyses are compared to the 50-taxon pruned analyses. Indeed, E is undefined for 32 of the 192 individual comparisons. Both E s = 0 and E p = 0 in 13 of those 32 replicates. These could reasonably be assigned a E value of 0. But in the remaining 19 cases, the 25-taxon subtree is inferred with perfect accuracy, whereas errors affecting those 25 taxa are introduced when sampling is increased to 50 taxa, so E is truly undefined in those cases.
If E values cannot be used directly, then how do we quantify the impact of increased taxonomic sampling on accuracy? In the following results, I report a simple count of replicates in which error is increased or decreased by increased taxonomic sampling, regardless of the magni- tude of the change. Then, to incorporate a measure of the magnitude of changes in error as taxonomic sampling is increased, I report E values that are based on averaging the error across replicates before E is calculated. Overall, increasing taxon sampling from 25 to 50 taxa increased accuracy for the 25-taxon tree in 41% of the replicates and decreased accuracy in 30% of the replicates (Table 1) . There is, however, a noticeable effect of tree shape and substitution rate. For only the trees generated using PAML (both substitution rates combined), accuracy for the 25-taxon tree decreased more often than increased when taxon sampling was increased from 25 to 50 taxa. For only the data sets generated under the lower substitution rate (across all 8 trees combined), accuracy also decreased in a plurality of replicates when taxon sampling was increased from 25 to 50. This pattern is amplified when the results are partitioned according to both tree shape and substitution rate. At one extreme (Phyl-O-Gen trees at the higher substitution rate), an increase from 25 to 50 taxa improved accuracy in 48% and degraded accuracy in only 21% of the replicates. At the other extreme (PAML trees at the lower substitution rate), increasing sampling from 25 to 50 taxa improved accuracy in only 17% and degraded accuracy in 50% of the replicates. These results are not likely to be an artifact of using trees generated in two different ways. Across all runs, identical settings of the m parameter resulted in very similar numbers of constant, variable, and parsimony-informative sites for both the PAML trees and the Phyl-O-Gen trees.
Increasing sampling from 25 to 100 taxa improved accuracy more often, compared to the 50-taxon analyses (Table 2) . Across all conditions combined, increasing sampling from 25 to 100 taxa increased accuracy in 58% of the replicates, compared to only 19% of the replicates in which accuracy decreased. As with the pruned 50-taxon results, increasing sampling from 25 to 100 taxa improved accuracy most often for Phyl-O-Gen trees and the higher substitution rate, and least often for PAML trees and the lower substitution rate. To assess the average magnitude of E across all the simulations performed here, the RF error values were averaged across replicates prior to calculation of E. Calculated in this way, increasing taxon sampling from 25 to 50 taxa removed approximately 17% of the error in the 25-taxon data set, across all replicates combined (Table 1) . Increasing taxon sampling from 25 to 100 taxa removed 49% of the 25-taxon error, across all replicates combined ( Table 2 ). The average error removed showed variation between the 2 tree shapes and between the 2 substitution rates similar to that seen when the results are tabulated as counts. Of specific interest are the results for data generated at the lower substitution rate on the PAML trees. Increasing taxon sampling from 25 to 50 taxa increased, rather than decreased, average error by about 11% for the 48 replicates that share that combination (Table 1) . However, increasing sampling from 25 to 100 taxa for the same combination (PAML trees at the lower substitution rate) did decrease the average error, by about 19% (Table 2) .
DISCUSSION
The question "should we add more taxa or more characters?" has been asked many times in recent years. The present simulations differ from other recent analyses in that I address only the "more taxa" part of that question. The current study focuses only on the systematic component of error in parsimony analysis, so the results herein may tell us more about the underlying behavior of the parsimony method than they do about making a specific choice between more characters or more taxa in any particular real situation. The results generally support the conclusions of Zwickl and Hillis (2002) and Pollock et al. (2002) that the accuracy of parsimony analysis improves with increased taxonomic sampling. Both the average overall accuracy and the average accuracy for a specific taxonomic subset increased with increased taxon sampling. Unlike those two prior studies, however, these simulations show variation among trees, and include a nontrivial fraction of cases in which accuracy decreased with increased taxon sampling.
The results pertaining to accuracy across the entire tree as a function of taxon sampling may be compared most directly with results presented by Rosenberg and Kumar (2001) and Zwickl and Hillis (2002) . In the present study, overall accuracy increased as sampling was increased from 25 to 50 taxa, and increased again as sampling was increased from 50 to 100 taxa. However, the magnitude of this increase is much smaller than that reported by Zwickl and Hillis (2002) . In Zwickl and Hillis' (2002) results, increasing sampling from 25 to 50 taxa improved overall accuracy by approximately 30% (based on their fig. 5b ), compared to only about a 3% improvement in both the present study and Rosenberg and Kumar (2001) . In Zwickl and Hillis' (2002) study, increasing sampling from 25 to 66 taxa (the maximum available in their design) improved accuracy by approximately 50%, compared to only a 17% improvement for a much larger increase in taxon sampling (25 to 100 taxa) in the present study. Indeed, extrapolating the straight-line relationship presented in Zwickl and Hillis' (2002) fig. 5b to 100 taxa suggests an expectation of near perfect accuracy at 100 taxa under their simulation conditions. For the conditions used here, the 100-taxon trees were inferred with an average error of nearly 9%. Clearly, if parsimony does become a fully consistent estimator of phylogeny with dense taxon sampling, it will only happen with more taxa than were examined here. Zwickl and Hillis (2002) did not provide details regarding among-replicate variability, so there is no way to determine if any of their 25-taxon subsamples had higher accuracy than some of their 50-taxon subsamples, or higher accuracy than the full 66-taxon tree. In the present study, overall accuracy decreased, rather than increased, in a majority of replicates when sampling was increased from 25 to 50 taxa, and decreased in half of the replicates when sampling was increased from 25 to 100 taxa.
Overall accuracy will often not be the most appropriate measure of success when deciding if it is worth adding taxa to an existing study. Suppose, for example, that a study with 25 taxa includes representatives of all or most of the recognized major lineages in a group. The goal of adding taxa may be to improve the accuracy of estimation among those basal splits. Adding more taxa may not be deemed worthwhile if it retains all the errors initially made in the 25-taxon analysis, even if the overall accuracy is improved. Conversely, adding taxa may be well worth the effort if errors made at the 25-taxon level are likely to be corrected, even if other errors may be introduced in the new parts of the tree.
The results pertaining to accuracy of a subset analysis compared to accuracy of a larger, pruned analysis may be compared to the results obtained by Pollock et al. (2002) and Rosenberg and Kumar (2003) . Using a subset of the original simulations from Rosenberg and Kumar (2001) , Pollock et al. (2002) examined the effect of increased taxonomic sampling on the accuracy with which a smaller taxonomic subset is inferred. They observed a simple pattern: pruning the full 66 taxon tree always gave at least the same accuracy (and nearly always gave higher accuracy) for a randomly chosen subset of taxa, compared to the analyses that utilized only the data for the smaller taxonomic sample. Rosenberg and Kumar (2003;  fig. 1 ) also obtained increased accuracy with increased taxon sampling in nearly every case. In contrast, in the present study there were many instances in which accuracy decreased when more taxa were included. Indeed, for 3 individual model trees at the lower substitution rate, accuracy for a 25-taxon subset was never observed to improve with increased taxon sampling. On average, however, the present results support the conclusion that increasing taxon sampling does increase the accuracy of parsimony analysis (so long as the individual RF error values are averaged across all replicates before E is calculated). Further study will be needed to determine if this trend continues for even larger increases in taxonomic sampling. More importantly, the current results show that the shape of the tree might have a considerable effect on the advantage (or disadvantage) of increasing The suggestion that the impact of increased taxon sampling may depend on the shape of the tree raises the question: what sort of model trees should we use in simulation studies of accuracy? The present study used artificial trees, whereas previous studies used trees that had been inferred from real data (Hillis, 1996; Rosenberg and Kumar, 2001; Pollock et al., 2002) . It is possible to criticize use of model trees from either source. Artificial trees may be generated in shapes that are never found in nature, whereas trees inferred from real data may not accurately reflect the true shape of the tree that generated the data. If the method used to infer the real phylogeny is biased in favor of making certain types of error (either in terms of branching order or branch lengths), then the resulting model tree may be particularly easy to reconstruct. Using a method to infer the original tree that is different from the method(s) used to test the impact of taxon sampling may eliminate this potential flaw, depending on whether or not the methods in question share similar biases.
It may be questioned whether 10 6 characters represents a sufficiently large sample to justify the claim that the systematic component of phylogenetic error has been isolated. In the current study, it is indeed likely that the estimated MPT∞ is not the true MPT∞ in some cases, because the number of replicate data sets was very small (this is particularly a problem in those instances in which all replicate data sets did not give the same topology). Nevertheless, Kim's (1996) assessment that analysis of consistency by simulation would be virtually impossible is almost certainly overly pessimistic. Kim asserted that random error will be eliminated only when enough characters are generated so that every possible site pattern is sampled with a certain minimum frequency. By that argument, however, the "easiest" parts of the tree (clades that have a long common ancestor branch) will be the ones that cause the most difficulty-because site patterns that contradict such a clade will be extremely unlikely. In fact, random sampling error is eliminated for those easy parts of the tree even with much smaller numbers of characters. It is the clades with a short common ancestor branch for which random error is not completely eliminated until much larger numbers of characters are generated. In the present case, at least, generating and analyzing multiple independent data sets demonstrated that the remaining random error is quite small relative to the systematic error. Another worry is that the tree that is most parsimonious for 10 6 characters may simply be different from the tree that is most parsimonious for a truly infinite number of characters. For a much smaller problem (5 taxa), Holland et al. (2003) recently discovered that the most common MPT for a small number of characters can be different from the tree that would be most parsimonious if an infinite supply of characters were available. For their 5-taxon problem, this tendency to be misleading occurred only in a very narrow region of the branch-length parameter space, and disappeared when the number of characters was >5000. It is not clear, however, if such an effect might apply to 25-, 50-, or 100-taxon trees and, if so, if the number of characters required to overcome the effect might be much larger in larger trees. In any case, it seems likely that any such errors would be small compared to the observed differences between the estimated MPT∞s and the true trees.
By design, this study holds the number of characters constant, and so does not speak directly to the core issue of the recent debate Kumar, 2001, 2003; Zwickl and Hillis, 2002; Pollock et al., 2002; Hillis et al., 2003) concerning the relative merit of increasing the number of characters versus increasing the number of taxa. As discussed by Hillis et al. (2003) , the effect of increasing the number of characters will vary, depending on the number of characters already examined. If the initial number of characters is small, then an increase in character sampling will go a long way toward achieving convergence. So long as the tree being converged on is the true tree, or is very similar to the true tree, then adding characters should produce improvement in accuracy in those cases. If the number of characters is already large and if convergence is already nearly achieved, then adding more characters will make little or no difference in the inferred phylogeny.
The conclusions presented here only apply to parsimony. When accuracy does decrease with added taxon sampling, that is a consequence of the particular requirements on tree shape that are imposed by parsimony. For other methods, the relationship between branch lengths and consistency may be different. If a substantially correct model is used, then either the minimum-evolution method or maximum likelihood (ML) should be consistent regardless of the number of taxa or pattern of branch lengths. However, it has been shown that use of an incorrect model will result in inconsistency problems for NJ that can be quite similar to those under parsimony (DeBry, 1992) , and that use of an incorrect model can result in an increase in phylogenetic error using NJ as more and more taxa are examined (Strimmer and von Haeseler, 1996) . However, other considerations may argue in favor of increasing taxon sampling under other methods, particularly ML. For ML, including more taxa improves estimation of model parameters (Pollock and Bruno, 2000) , and, thus, improves the chance that ML will be a consistent estimator of the phylogeny. Finally, both the present and other recent studies Rosenberg and Kumar, 2003) examine only the effects of adding randomly chosen taxa on accuracy of an initial phylogenetic investigation. It is possible that larger improvements in the accuracy for a small subset of taxa can be achieved by targeted addition of taxa (Goldman, 1998; Hillis, 1998) .
