Dynamic Time Warping (DTW) is a widely used algorithm in speech recognition for measuring similarity between two time series. This non-parametric technique overcomes the problems associated with Pearson's correlation coefficient by allowing a non-linear mapping of one sequence to another obtained through the minimization of the distance between the two. Despite its superiority as a similarity measure, its application in the field of economics is almost non-existent. This paper seeks to fill this gap in the economics literature by providing a self-contained description of the method. In addition, it demonstrates an application of DTW to the prediction of recessions in US using Treasury term spread data. The exercise shows that DTW is successful in predicting the recessions of both 1999 and 2007. The predictions are stronger when asymmetric step-pattern is adopted.
Introduction
"We learn from history that we do not learn from history."-Georg Wilhelm Friedrich Hegel What motivated the above-mentioned famous quote by the German philosopher Hegel?
Is economic history totally irrelevant or perhaps irrelevant only in the current context? If we believe that history does not repeat itself, then it is understandable if someone casts doubt on its relevance. In that case, the necessity to learn from history probably diminishes.
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But if history emerges as a wave of recurrent phenomena, then expending resources to learn as much as possible from it should be a sage investment. In the most optimistic view of things, if history is a useful indicator of future, we can take necessary steps ahead of time to prevent various catastrophes from taking place in the future. Financial stress and economic breakdown is just one example of such catastrophes.
The first step in learning from history is finding similar historical episodes that can be juxtaposed with current events, which is a nontrivial task. Often times, this task is driven by a tendency to cherry-pick historical analogies as pointed out by Eichengreen (1992) . To alleviate this problem of cherry-picking, Pearson's correlation coefficient can be used to find similarity in a formal manner between two data sets representing two different historical phases. However, this coefficient has some serious drawbacks. For example, it is sensitive to the presence of outliers. Also, it fails to find similarity between two data series if they are out of phase. An illustration of such a case is presented in figure 1. Although the two sine curves look quite similar, and have the same frequency and amplitude, they differ in their phases. Consequently, a Pearson correlation coefficient yields a value of only 0.42. Pearson's correlation not only fails to find similarity between two out of phase time series, it sometimes may also indicate strong similarity between two data series which are actually dissimilar. To illustrate this case, two Wiener processes w 1 and w 2 are plotted in figure 2.
Clearly, these two processes are diverging from each other with time. Despite the divergence, a Pearson correlation coefficient of 0.92 is estimated which gives a misleading picture of the strength of the relation between these two processes. This further highlights the necessity of a measure of similarity which will not be subject to these kinds of shortcomings. One such measure is Dynamic Time Warping (DTW). It is an effective non-parametric method to find an optimal alignment between two time-series sequences under certain restrictions by 2 warping the sequences in a non-linear fashion to match each other. Although it was originally developed in the 1970s as an algorithm to aid speech recognition, it has been successfully applied to other fields as well, such as, data mining and information retrieval (Müller 2007 , Begum et al. 2015 . Unlike correlation coefficient, DTW enables the comparison between two data series of different lengths which adds to its advantages.
Figure 2: Diverging Wiener processes
While we postpone the discussion of the method until section 3, at this point we allude to the usefulness of DTW by briefly highlighting the results when it is applied to the data series generated in the previous two examples illustrated in figures 1 and 2. DTW yields a measure of 15.4 for the out of phase sine curves example, and a measure of 102.39 for the diverging Wiener processes example. As will be explained later, the lower the value of DTW, the higher the similarity is between two data series. Therefore, according to DTW, out of phase sine curves generated in figure 1 are more akin to each other than the diverging Wiener processes generated in figure 2 are. These results align with our expectation formed previously by a visual inspection of figures 1 and 2. Therefore, DTW clearly outperforms Pearson's correlation coefficient in both of these examples. Surprisingly, despite economics' heavy reliance on time series analysis, economic literature as of yet is almost oblivious to DTW's existence and usefulness. To the best of my knowledge, the only paper that can be related to economics which deals with DTW is Wang et al. (2012) .
But it merely uses DTW as a similarity measure vis-á-vis Pearson's correlation coefficient and totally ignores the necessity to provide a reasonable description of the basic method, let alone of different possible extensions. Therefore, the main objective of this paper is to familiarize economists with the fundamentals of DTW and enlighten them about its potentially useful applications in the field of economics.
As a demonstration of DTW's application, we employ DTW to predict recessions in the US. More precisely, we apply DTW to Treasury yield spread, a popular leading indicator, in order to find historical periods similar to the ones preceding the recessions of 2001 and 2007, respectively. Then use that information to estimate the probability of a recession in the near future. In addition, we seek to motivate the idea that this algorithm is an excellent tool to understand our current economic state by juxtaposing it with closely matching historical periods. The idea is not to establish DTW as a superior recession prediction method, rather to demonstrate its potential use in economics.
The rest of the paper is organized as follows. Section 2 discusses the existing relevant literature, particularly on recession prediction. Section 3 presents a formal description of DTW. Then section 4 proceeds to explain the data used, and the steps involved in the practical implementation of DTW algorithm in predicting US recession. After that, results are discussed in section 5. Finally, section 6 concludes.
Literature Review
Because of pervasive repercussions ensuing a recession, accurate and timely prediction of recessions is of great interest. Consequently, an ever increasing body of economic literature has developed with a focus on forecasting recessions. Many of them are concerned with proposing and examining the efficacy of a number of recession indicators. Simultaneously, myriads of parametric models have also been employed and compared with each other in terms of their out-of-sample forecasting performances. Wheelock et al. (2009) does an excellent survey of some important studies done between the years 1991 and 2008 concerned with forecasting recessions. This survey confirms that the majority of recession-forecasting studies estimate a probit model of the following type, in which the dependent variable is basically a binary variable. It takes a value of 1 to indicate recession periods and 0 to represent non-recession periods:
where F indicates the cumulative normal distribution function. According to this equation, a statistically significant α 1 implies that the recession indicator S t−k is useful for forecasting a recession k periods ahead. Sometimes, additional explanatory variables in the form of a 4 vector X t−k are added to the above model in forecasting exercises to examine the usefulness of S t−k :
The main idea behind estimating equation (2) is that, if α 1 appears to be statistically significant in equation (1) but not in equation (2), then S t−k actually does not have the explanatory power to predict recessions.
As already mentioned, numerous recession indicators have been discussed in the literature. But amongst all, treasury term spread stands out. Two of the earliest studies, Estrella & Hardouvelis (1991) and Estrella & Mishkin (1998) (Wright 2006 , King et al. 2007 ).
Other studies that employ probit models include Rosenberg & Maurer (2008) and Dotsey (1998) . Decomposing the term spread into interest rate expectations and term premium, Rosenberg & Maurer (2008) Other studies which analyze probit model extensions include Kauppi & Saikkonen (2008) and Nyberg (2010) . The former examines the predictive performance of various dynamic probit models. One of the variants allows the conditional probability of the binary response to depend on both its lagged values and on lagged values of the binary response.
Extensions with interaction terms are also examined. They show that dyanamic probit models outperform the traditional static model in terms of both in-sample and out-of-sample predictions of U.S. recessions. They also confirm that the interest rate spread continues to be an important predictor. Nyberg (2010) provides similar results for US and Germany using the same methods as the previous study. He further reports that dynaminc probit models incorporating both US stock returns and German term spread outperform the models with only US term spread in predicting US recessions.
More recent studies that have sought to predict recessions include among several others 6 Liu & Moench (2016), Berge (2015) and Gogas et al. (2015) . Using Treasury term spread as the benchmark predictor of recessions, Liu & Moench (2016) reassess the predictability of U.S. recessions at horizons from three months to two years ahead for a large number of previously proposed leading-indicator variables. They employ an efficient probit estimator for partially missing data and assess relative model performance based on the receiver operating characteristic (ROC) curve. They find that adding six-month lagged observations of the Treasury term spread significantly improves the power of the probit model to predict recessions. They also show that at short forecast horizons, the annual return on the S&P500 index and at long forecast horizons, balances of margin debit at broker-dealers significantly enhance out-of-sample predictive ability.
Berge (2015) The literature review makes three points clear: (i) Treasury term spread is generally a useful predictor of recession, sometimes by itself and sometimes in conjunction with other variables (ii)the evidence of the application of non-parametric method in the area of recession prediction is scant and associated with limited success (iii) there is no consensus on the type of the forecasting models to be used and additional variables to be included. This paper seeks to address these issues in the literature by employing a non-parametric technique called Dynamic Time Warping (DTW) to predict US recessions. We will show how the application of DTW on the treasury term yield data alone is sufficient to correctly predict US recessions without raising . This will help remove the burden of searching for other variables that may be required to complement the recession forecasting ability of the treasury term spread.
Methodology
In this section, we will describe the fundamentals of Dynamic Time Warping (DTW). We will show how the basic algorithm works and also explore various constraints to achieve different goals. The following exposition roughly follows the choice of symbols used in Chapter 4 of Rabiner & Juang (1993) and the description in Chapter 4 of Müller (2007) .
General definition
The objective of DTW is to compare two time-dependent sequences: a query sequence,
In the following, to index the elements in X and Y we will use the symbols, respectively, i = 1...n and j = 1...m. To compare the two different sequences, a local cost measure is required. This measure is also known as a local distance or dissimilarity measure.
To obtain this measure, a non-negative, local dissimilarity function f is defined between any pair of elements x i and y j with the shortcut:
Typically, d(i, j) is small i.e. low cost if x and y are similar to each other, otherwise
is large i.e. high cost. The most commonly employed distance function is the Euclidean distance, though other functions such as squared Euclidean, Manhattan, Gower coefficient etc are also available. In Cartesian coordinates, if x = (x 1 , x 2 , ..., x n ) and y = (y 1 , y 2 , ..., y n ) are two points in Euclidean n-space, then the distance d from x to y is given bythe following Euclidean distance function:
Employing one of the distance functions mentioned above, the local cost measure for each pair of elements of the sequences X and Y is evaluated. This yields a cost matrix C ∈ R N +M defined by C(n, m) := d(i, j). The ultimate objective is to find next an alignment between X and Y such that the overall cost is minimal. As Müller (2007) put it, "Intuitively, such an 8 optimal alignment runs along a 'valley' of low cost within the cost matrix C". More formally, finding an optimal alignment involves finding the warping curve φ(k), where k = 1...T :
The warping functions φ x and φ y remap the time indices of X and Y , respectively. Given φ, the average accumulated distortion between the warped time series X and Y is computed in the following manner:
where m φ (k) is a non-negative weighting coefficient which controls the contribution of each
Since this is usually related to the slope of the local path constraints which will be briefly discussed below, this is also known as slope weighting function. The denominator M φ applies an overall normalization to the accumulated distortion to yield an average path distortion that is independent of the lengths of the two sequences being compared. The exact form of M φ will be discussed in subsection 3.3.
Finally, dynamic programming is applied to find the optimal alignment φ such that
Warping constraints
As can be imagined, the number of possible warping paths through the grid of the cost matrix is exponentially explosive unless the search space is reduced. This reduction is also necessary to ensure a proper time alignment between two sequences. Typical warping constraints that are considered necessary are as follows:
1. Boundary constraints 2. Monotonicity conditions 3. Local continuity constraints 4. Global path constraints 5. Slope weighting
Boundary constraints
The boundary constraints involve the imposition of the following conditions:
These ensure that the time sequences' beginning point and ending point match each other. As a result, the alignment does not consider partially one of the sequences.
However, these constraints can be relaxed depending on the objective, for example partial time series matching. The basic idea of boundary constraints originated from the realization that speech patterns being compared usually have well-defined endpoints that mark the beginning and the ending frames of the pattern. Therefore, the endpoint information needed to be incorporated to obtain an accurate match.
Monotonicity conditions
Monotonicity conditions take the following form:
The above conditions guarantee that time series' time ordering is preserved. These prevent the alignment path from going back in time. Essentially, negative slopes of a warping curve of the type as bounded within a gray circle in the left panel of figure 3 are ruled out. 
Local Continuity Constraints
The basic objective of local continuity or step-size constraints is to ensure that no element in X and Y is omitted, otherwise potential loss of information may occur. Therefore, a discontinuous warping curve as in the right panel of figure 3 is ruled out. The shaded circle in the figure represents the hole in the curve. Generally, local continuity constraints can take various forms. Depending on the directions of matches between i and j they allow, they can be categorized as symmetric or asymmetric. An example of symmetric local constraints as proposed by Sakoe & Chiba (1978) is as follows:
The above 
Global Path Constraints
In addition to the local path constraints, global path constraints or "windowing" can be applied to the warping functions to specify regions in the (i, j) plane where warping curves would not enter. It ensures that the warped curve is not too far away from the diagonal. Sakoe & Chiba (1978) proposed the following adjustment window condition such that timeaxis fluctuation does not cause an excessive timing difference:
where r is an appropriate positive integer called window length. In figure 5 , because of window length r the dotted warping curve is not allowed, but the solid warping curve within the window r is allowed. In this paper, we do not apply global path constraints. But interested readers can find more details in Sakoe & Chiba (1978) and Giorgino (2009) .
Slope weighting
While the symmetric or asymmetric type of step pattern sets out the admissible directions in the alignment, the slope weighting function can be used to attach preferences to those directions. In other words, it allows us to attach different non-negative weights to vertical, horizontal, and diagonal directions based on our preferences. The idea is to have the least preferred direction receive the highest weight, and the most preferred direction the lowest weight. However, note that the actual warping path will be eventually determined according to equation (7).
Similar to the local continuity constraints, a number of heuristic slope weighting functions have been proposed in the literature. However, in this paper we will apply two of the weighting functions proposed by Sakoe & Chiba (1978) . For the symmetric step pattern discussed above, we use the following weighting function:
The above function admits an equal preference for alignments both in the vertical and horizontal direction which is also higher than the preference for an alignment in the diagonal direction. According to the left panel in figure 4 , equation (14) attaches slope weights of 1,1 and 2 to the horizontal, vertical and diagonal transitions, respectively. For the asymmetric step pattern discussed above, we use the following weighting function which attaches an equal weight of 1 to all the directions (see the right panel in figure 4 ):
The choice of the weighting functions in this paper is purely heuristic. It is not possible to determine a priori which function will yield a better result. We will apply both to compare their relative superiority.
Normalization
Normalization is done in order to compute an average per-step distance along the warping curve. This enables the comparison of alignments between two time sequences of different lengths. It is customary to define the normalizing factor M φ as the sum of the components of the local weight. 1 Formally, it takes the following form:
Therefore, for the local weight in equation (14) the normalizing factor becomes:
and for the local weight in equation (15) the normalizing factor becomes:
Dynamic programming algorithm
To solve equation (7), recursive dynamic programming (DP) algorithms are very well-suited.
We use the following algorithm for the symmetric step-pattern described above:
Initial condition: g(1, 1) = d(1, 1) DP equation:
For the asymmetric step-pattern described above, the following change is made to DPequation (19):
Note that we have not specified any restricting conditions for the global path constraints since we will not apply any windowing. The DP-equation, g(i, j) must be recursively calculated in an ascending order with respect to coordinates i and j. The algorithm will run from the initial condition at (1, 1) up to (N, M ).
Algorithm (19) is employed to produce the cost matrix in the left panel of figure 6 for the following two time series where X is the query series and Y is the reference series: X = 3, 2, 2, 1, 2, 3, 1, 3 Y = 2, 1, 2, 3, 3, 1, 2, 1.
The optimal path is denoted by the crooked line starting from the bottom-left corner
(1,1) up to the top-right corner (8,8) and the measured distance is 4. Notice how the transition took place vertically from (i, j) = (7, 6) to (i, j) = (7, 7) instead of diagonally to (i, j) = (8, 7), though both transitions occur between 0 and 1. The reason lies in the way our algorithm is defined which attaches a higher weight to the diagonal path resulting in a higher cost for that path. Therefore, the diagonal alignment is avoided in favor of the Following Estrella & Trubin (2006) , the treasury term spread is constructed by taking a difference between 10-year treasury constant maturity rate and secondary market 3-month treasury rate expressed on a bond-equivalent basis. Since FRED database provides the secondary market rate on a discount basis, the following formula is applied to convert the three-month discount rate into a bond-equivalent basis:
Bond-equivalent yield = 100 × 365 × discount yield 100 360 − 91 × discount yield 100 (21) 3-month treasury constant maturity rate data are also available from FRED, but only from January 1982. However, data on both 10-year treasury constant maturity rate and secondary market 3-month treasury rate are available for a much longer period, from January 1953 up to now. Therefore, 3-month treasury constant maturity rate data are not used in this paper. Nevertheless, Composite Leading index data is available only from January 1982.
We apply DTW to find k = 5 time periods from historical data whose data patterns resemble most closely the pattern of some query data of a particular period of interest. This particular period of interest is chosen to represent a time frame of a reasonable length before a recession occurs. The choice of this query length is made with a heuristic approach. The basic idea is to pick a time frame which is long enough to capture some visibly distinct 15 pattern underlying the query data. Through several experiments which are not presented
here, it appears that a query length ranging from 16-24 months is reasonable for economic data. In the following, we summarize the basic steps to implement DTW with boundary constraints in our paper:
1. Select a query data X of length N and historical data Z of length H.
2. Compute distance D 1 using DTW between X and the first N elements of Z. . This is done to ensure that the search for the next minimum D i does not end up capturing almost the same historical time period shifted by 1 or two time indexes.
To find distances between
As one can imagine, obtaining overlapping historical matches is not well-suited to our task of uncovering unique historical matches. After obtaining historical matches, they are ranked in an ascending order of their DTW distances resulting in the best match being ranked one. Next, for each match we assign a probability of 1 if a recession occurs within 6 months of the matching period, otherwise assign 0. Then we calculate a weighted probability of a recession within 6 months. There are various methods available to calculate weights, the simplest being equal weights which do not take into account rank information. Several other methods for obtaining rank-based weights have been proposed by Stillwell et al. (1981) , such as rank-sum, rank reciprocal and rank exponents. However, they are all ad hoc methods for generating weights.
Therefore, we employ a more systematic method called Rank Order Centroids (ROC)
proposed by Barron (1992) to generate weights based on ranks. A comparative analysis of ROC is presented in Barron & Barrett (1996) where ROC emerges as a stable and superior weight selection method. It is a surrogate weighting method which converts ranks into values that are normalized on a (0, 1) interval. ROC weights are computed from the vertices of the simplex, w 1 ≥ w 2 ≥ ... ≥ w n ≥ 0, restricted to n i=1 w i = 1. The defining vertices of this simplex are e 1 = (1, 0, ..., 0), e 2 = (1/2, 1/2, 0, ..., 0),..., e n = (1/n, 1/n, ..., 1/n). The coordinates of the centroid which give the weights are obtained by averaging the corresponding coordinates of the defining vertices. Therefore, the centroid is given by,
For example, for n=5 the weights are as follows: The graph confirms that DTW has indeed been successful in matching the pre-recession query data with those from four other pre-recession periods. Only the second match corresponds to a historical period which does not precede any recession occurring within the next 2 years. Overall, from the perspective of visual confirmation the graph adds support to the efficacy of US treasury term spread in foreshadowing domestic recessions. Table 1 contains the probabilities of recessions within 6 months and 12 months of periods corresponding to the historical matches. Using the ROC weights above, we compute the weighted probabilities of a recession within the next 6 and 12 months, respectively, as follows:
Pr(Recession within next 6 months) =0.457 × 1 = 0.457 (24) Pr(Recession within next 12 months)=0.457 × 1 + 0.157 × 1 = 0.614
The calculations in equations (24) and (25) show that once we widen the horizon of prediction from within 6 months to within 12 months, the probability of a recession improves by almost 15 percentage points. In fact, (25) suggests based on historical patterns that the probability of a recession occurring within a year from 01 September 2000 is higher than not occurring.
Evidence of an actual recession taking place within half a year from 01 September 2000 corroborates our predictions' accuracy. 
Probabilities calculated in equations (30) and (31) 
The estimated probabilities in equations (32) and (33) indicate a higher probability of a recession occurring than not within the next 6 and 12 months after the query end date.
Actual data shows that a recession started indeed 6 months after the query data had ended in June 2007. Therefore, again we find evidence that historical matches obtained by applying DTW to Treasury yield spread data are very useful in predicting future US recessions.
Next, we apply DTW with the asymmetric step-pattern to the same query data. The 5 best historical matches for the query data obtained using this method are displayed in the middle graph in figure A.6. In contrast with figure A.5, figure A.6 picks up the period preceding the recession starting in November 1973 (match no. 5), but cannot match the period preceding the recession of 1957. Otherwise, the rest of the matched periods are similar to the ones in figure A.5. Table 6 contains the probabilities of recessions within 6 and 12 months of periods corresponding to the historical matches found in figure A.6. As expected, table 6 is the same as table 5. Therefore, the weighted probabilities implied by table 6 should be equal to the ones obtained from equations (32) and (33). In other words, both symmetric and asymmetric step-patterns yield the same predictions for recessions.
Next, we specify our second query data of the same length as before but spanning the and 12 months of the query data to be all equal to 0.54 3 . An actual recession starting in December 2007, which is within 3 months after the query end date confirms the prediction obtained through the symmetric step-pattern DTW application.
Finally, we employ DTW with the asymmetric step-pattern to uncover the 5 best historical matches for the second query period. Table 8 contains the probabilities of a recession within 3, 6 and 12 months after the periods associated with the historical matches found in figure A.8. Using the ROC weights in equation (23), each of the weighted probabilities of a recession occurring within 3, 6 and 12 months after the end of the query data, can be estimated as a value equal to 0.744. In each case, the weighted probability is merely the summation of all the weights obtained in equation (23) 
Historical matches for the current period
Now that we have appreciated the usefulness of DTW in predicting US recessions, we shift our focus to the current economic phase US is in. Particularly, we look for 5 best historical matches for the period 01 March 2016 -01 June 2017. As above, the query length set here is equal to 16 months, that is 4 quarters. The results obtained from a symmetric step-pattern DTW are depicted in figure A.9. The closest match marked as 1 in the graph implies that if history is to repeat, then given our current economic state we are at least 6.5 years away from the next recession. While the rest of the historical matches do not signal a distance of this magnitude from the next recession, they do confirm that the next recession from now is at least more than a year away. The results remain very similar once DTW is implemented with an asymmetric step-pattern and therefore, is not presented here.
False flags
As discussed in the literature review, one of the major setbacks that non-parametric methods suffer from is that they raise frequent false flags signaling imminent recessions.
For this reason, before concluding about the usefulness of DTW in conjunction with
Treasury term spread data, it is imperative to look for the presence of similar symptoms in it. This can be accomplished by pinpointing multiple historical periods which are at least one year away from the next recession, and during which the behavior of Treasury term spreads appear to be similar to the ones as exhibited by actual pre-recession periods. To circumvent the challenge posed by the second condition, we examine multiple candidate periods with behavior seemingly similar or not.
Most of the candidates we consider cannot be matched with any historical periods in the vicinity of imminent recessions and therefore, we do not discuss them here. However, there are two suspect periods which raise false signals. The first one is January 1966 -December 1966 which overlaps with matches no. 1 and 2 that were incorrectly identified in figures, respectively A.7 and A.8. This period finds a maximum of 4 historical matches using DTW with symmetric step-pattern as displayed in figure A.11. The first and the fourth match clearly do not precede any recession occurring in the next one year. However, the second and the third match do approach recessions. Using equation 22, it can be shown that the probability of a recession both within the next 6 and 12 months is equal to 0.42. Therefore, the probability is higher that a recession would not occur. 
Conclusion
Finding correct historical matches for a particular period's data, known as query data may have many useful applications. However, finding these matches is a challenging task. In this paper, we have shown why Pearson's correlation coefficient is ill-suited for this purpose, and how a dynamic time warping (DTW) algorithm overcomes correlation coefficient's weaknesses. In the scheme of things, this paper is the first to present DTW in a full-fledged manner from the perspective of economic analysis. To be precise, it has sought to furnish economists with a straightforward description of the DTW algorithm to familiarize them with its technicalities. As an illustrative exercise, it has also demonstrated how different variants of DTW could be applied to the Treasury term spread data to successfully predict the US recessions in 2001 and 2007.
The recession prediction exercise shows that incorporating an asymmetric step-pattern in DTW yields stronger predictions of both recessions than incorporating a symmetric steppattern. The exercise further confirms that, in contrast with the large number of false signals emanating from other non-parametric methods used in the literature, DTW produces only one incorrect prediction. DTW also indicates that given the current state of the economy as reflected in the Treasury term spread data, there is no recession lurking in the US at least within the next one year.
26
