Abstract -The paper describes the power and area efficient carry select adder (CSA). Firstly, CSA is one of the fastest adders used in many data-processing systems to perform fast arithmetic operations. Secondly, CSA is intermediate between small areas but longer delay Ripple Carry Adder (RCA) and a larger area with shorter delay carry look-ahead adder. Third, there is still scope to reduce area in CSA by introduction of some add-one scheme. In Modified Carry Select Adder (MCSA) design, single RCA and BEC are used instead of dual RCAs to reduce area and power consumption with small speed penalty. The reason for area reduction is that, the number of logic gates used to design a BEC is less than the number of logic gates used for a RCA design. Thus, importance of BEC logic comes from the large silicon area reduction when designing MCSA for large number of bits. MCSA architectures are designed for 8-bit, 16-bit, 32-bit and 64-bit respectively. The design has been synthesized at 90nm process technology targeting using Xilinx Spartan-3 device. Comparison results of modified CSA with conventional CSA show better results and improvements.
INTRODUCTION
Performance of large digital circuits is dependent on the speed of circuits that form various functional units. Adders are one of the widely used in digital integrated circuit and system design. High speed adder is the necessary component in a data path, e.g. Microprocessors and a Digital signal processor. For adding two binary numbers there exists several adder structures based on very different design ideas. Thus if one need to implement an addition circuit one must decide which circuit is most appropriate for its planned application. There are many binary adder architecture ideas to be implemented in such applications. However, it has been difficult to do well both in speed and in area. The easiest type of parallel adder to build is a ripple carry adder, which uses a chain of one bit full adder to generate its output. The Ripple Carry Adder (RCA) gives the most compact design but takes longer computation time. The time critical applications use Carry Look-ahead scheme (CLA) to derive fast results but lead to increase in area. The Carry Select Adder (CSA) provides a compromise between small areas but longer delay Ripple Carry Adder (RCA) and a larger area with shorter delay Carry Look-Ahead Adder (CLA) [1] .
In mobile electronics, reducing area and power consumption are key factors in increasing portability and battery life. Even in servers and desktop computers, power consumption is an important design constraint. Design of area-and power-efficient high-speed data path logic systems are one of the most substantial areas of research in VLSI system design. In digital adders, the speed of addition is limited by the time required to propagate a carry through the adder. The sum for each bit position in an elementary adder is generated sequentially only after the previous bit position has been summed and a carry propagated into the next position [3] . Among various adders, the CSA is intermediate regarding speed and area [2] .
A. Adder Architectures [4] [5]
A two-operand adder is used not only when performing additions and subtractions, but also often employed when executing more complex operations like multiplication and division. Consequently, a fast and area efficient twooperand adder is essential. Two basic kinds of adders are: Half-Adder and Full Adder. A Half-adder (HA) is an adder that accepts two inputs and gives two outputs. A half adder consists of two logic gates. These are an AND gate, and an Exclusive OR gate. Full-adder (FA) performs the arithmetic sum of three bits. It consists of three inputs and two outputs .Three inputs involves two input bits plus an extra bit for an incoming carry. This is important for cascading adders together to create N-bit adders. A fulladder is made up of two HAs and an OR gate.
To add multiple inputs various types of CarryPropagate Adders (CPA) are present. Among them RCA design occupies the small area but takes longer computing time. The delay of RCA is linearly proportional to number of input bits. For some input signals carry has to ripple all the way from least significant bit (LSB) to most significant bit (MSB). The propagation delay of such a circuit is defined as the worst case delay over all possible input patterns also called as critical path delay. The Carry Skip Adder (CSKA) uses a carry skip scheme to reduce the additional time taken to propagate the carry signal in RCA. Thus, CSKA is faster than RCA at the expense of a few simple modifications. The CLA offers a way to eliminate the ripple effect. For every bit, sum and carry is independent of the previous bits. CLA is faster than RCA but consumes large area. CLA is fast for a design having less input bits, for higher number bits it shows the worse delay [5] . In RCA every full adder has to wait for the incoming carry before an outgoing carry is generated. The CSA provide a way to get around this linear dependency is to anticipate both possible values of the carry input i.e. 0 and 1 and evaluate the result in advance. Once the real value of the carry is known the result can be easily selected with the help of a multiplexer stage. The CSA is 978-1-4673-4529-3/12/$31.00 c 2012 IEEE intermediate between longer delay RCA and large area CLA.
II. PREVIOUS DESIGN
The literature survey gives us an idea of the paper, which further need some preliminaries of Adders. An overview of these adder types is given below.
A. Adders
Adders are extensively used in processing units such as the ALU's (Arithmetic Logic Unit) or in DSP (Digital Signal Processing) applications. Before going further, the detail discussion for basic adders is as under:
A two-operand adder is used not only when performing additions and subtractions, but also often employed when executing more complex operations like multiplication and division. Consequently, a fast and area efficient twooperand adder is essential. Two basic kinds of adders are:
1) Half-Adder (HA)
A half-adder (HA) is an adder that accepts two inputs and gives two outputs. The two inputs are the two single bit binary values. The two outputs represent the sum and carry. A half adder consists of two logic gates, an AND gate, and an Exclusive OR gate. Equations for sum and carry for H.A are given as A diagram of a half adder is shown below in Fig. 1 . It has two inputs A and B and two outputs are Sum and Carry. Fig. 1 . Half Adder using XOR and AND gate [6] 2) Full-Adder (FA)
The main difference between a HA and a FA is that a FA performs the arithmetic sum of three bits. It consists of three inputs and two outputs .Three inputs involve two input bits A and B plus an extra bit for an incoming carry C in . Two outputs are Sum and carry out C out . This is important for cascading adders together to create N-bit adders. A full-adder is made up of two HAs and an OR gate. A diagram below shows how a full adder is connected. Fig. 2 . Full Adder using two HAs and an OR gate [6] The most straightforward implementation of a parallel adder for two operands A n -1 , A n -2 . . . ,A o and B n-1 , B n-2 .....,B o is through the use of N basic full adders units. The FA is a combinational digital circuit implementing the binary addition of three bits through the following Boolean equations:
Where symbol is the exclusive-or operation (XOR), and A.B is the AND operation, and A+B is the OR operation.
B. Carry-Propagate Adders (CPA)
1) Ripple Carry Adder (RCA) [5] Ripple Carry Adder for N-bit numbers is implemented by joining N full adders as shown in Fig. 3 , where N=4. This is called a RCA, since the carry signal "ripple" from the least significant bit position to the most significant bit position. The carry of this adder traverses longest path called worst case delay path through N stages. The propagation time through the RCA is calculated using following mathematical equation:
where, t carry is time taken for the carry to ripple from C in to C out , t sum is the time taken to produce the sum, N is the total number of bits. For some input signals carry has to ripple all the way from LSB to MSB. The propagation delay of such a circuit is defined as the worst case delay over all possible input patterns also called as critical path delay. Main drawback of RCA is delay. As the N-bit length increases, the delay path increases proportionally. The delay is then proportional to number of bits in the input words N.
2) Carry Skip Adder (CSKA) [4]
Since the C in -to-C out represents the longest (critical) path in the RCA. The carry is accelerated by choosing the value of Ai and Bi in such a way that Carry-Propagate Pi signals within a group of bits is Pi(i=0,1,2,3)=1. If all the Pi signals within a group are ones i.e. Pi = 1, then the condition exists for the carry to skip the entire group. If Pi(i=0, 1, 2, 3) =1, then C1=Cin for the 1st stage, Pi (i=4,5 ,6 ,7)=1, then C2 =C1 for the 2nd stage, Pi(i=8, 9, 10, 11) =1, then C3 =C2 for the 3rd stage, Pi(i=12 , 13, 14, 15)=1, then C out =C3 for the 4th stage. The CSKA divides the words to be added into groups of equal size of M-bits (where M=4). The basic structure of an N-bit CSKA is shown in Fig. 4 , where N=16. Within the group, carry propagates in a ripple-carry fashion. The worst case delay path t adder is carry generated at least significant bit position, ripples through the Mbit positions, skip over (N/M -2)bypass stages in the middle generating extra delays due to multiplexers t bypass , and is consumed at the last bit position without generating an output carry C out through M-1bit positions of most significant stage. The propagation time through the CSKA is calculated using following mathematical equation:
where, t setup is the fixed delay of the setup stage to produce propagate and generate signals, t carry is time taken for the carry to ripple through a full adder, t bypass is delay of the multiplexer in bypass stage, t sum is time taken to produce the sum, M is the number of stages and N/M is number of bits per stage. Thus, CSKA is faster than RCA at the expense of a few simple modifications for N >8. The delay is still linearly dependent on the size of the adder N.
3) Carry Look-Ahead Adder (CLA) [7] In architectures of adders RCA and CSKA rippling effect of the carry is still present. A significant speed improvement in the implementation of a parallel adder was introduced by a Carry-Look-Ahead-Adder (CLA) developed by Weinberger.
In CLA sum and carry is independent the previous bit by using following related equations & so on.
Sum will be calculated as
The rippling effect has been effectively eliminated in CLA as the dependency C out on previous stages is completely eliminated by expanding the above equation. Thus the addition time is independent of number of bits in CLA. The block diagram of 16-bit CLA is shown in Fig. 5 , here N is the total number of bits, and M is the number of bits per stage. 16-bit CLA is divided into 4 stages; carry of each stage is generated by group carry look-ahead generator block.
Setup stages generate P and G signals for all the stages. Carry for individual stage is generated by carry look-ahead generator block of each stage. As we increase the number of bits in the CLA i.e. the word size, the complexity increases because the number of gates increases in calculating the carry expression Ci+1, thus the area increases. It is one of the fastest adder architecture, and allows significant design trade-offs to be made in terms of latency, area and power. 
4) Carry Select Adder (CSA)
In RCA every full adder has to wait for the incoming carry before an outgoing carry is generated. One way to get around this linear dependency is to anticipate both possible values of the carry input i.e. 0 and 1 and evaluate the result in advance. Once the real value of the carry is known the result can be easily selected with the help of a simple multiplexer stage. A 16-bit CSA is constructed by dividing into 4 stages i.e. N=16 total number of bits, M=4 number of bits per stage, (N/M = 4) and chaining such four equal length blocks as shown in Fig. 6 . CSA has less delay as compared to RCA due to the anticipation of both possible values of C in in advance, and as the multiplexers are used for the selection of C in , so the area increases as compared to RCA.
The propagation time through the Carry Select Adder is calculated using following mathematical equation:
where, t setup is delay of the setup stage to produce propagate and generate signals, t carry is the time taken by the carry to ripple through a length of the stage M t carry , t mux is the delay of the multiplexer stage and t sum is sum of time.
C. Add-One Circuits [7] The conventional Carry Select Adder consists of two 4-bit adder blocks, one for C in = 0and the other for C in =l. If the results for C in =0is known, the result for Cin=l can be found by adding one to the result for C in =0. Thus, an addone circuit can replace the 4-bit adder block for C in =l. With an efficient design of an add-one circuit, the power and area of CSA can be reduced.
There are many proposed add-one circuits, among them we are discussing one proposed by et.al. Yajuan He. The logic for implementing add-one circuit is given below: rd IEEE International Advance Computing Conference (IACC) Assume S 0 = (S n−10 , S n−2 0, …, S 0 0 ) and S 1 = (S n−1 1 , S n−2 1 ,…, S 0 1 ) are the sum outputs of these two copies of RCA with block carry-in C −1 0 = 0 and C −1 1 = 1, respectively. The add one circuit proposed by Chang mitigates the resource overhead of CSL by replacing one copy of the RCA by
Let k denote the position that the first bit of "0" is detected in Si 0, starting from LSB. Then, from
We have
From the above derivation, the add-one circuit is in essence, based on a "first" zero detection logic. It generates S1by inverting each bit in S0 starting from the LSB until the first zero is encountered as shown in Fig. 7 . Fig. 7 . Examples for the first zero detection logic [7] However, if no zero is detected in S 0 as illustrated in Fig. 7 
)'). In other words, the carry-out signal for the addone circuit is one if and only if all the sum outputs from the n-bit block are one. As all sums equal one, the first zero detection circuit generates one at the final node. For all the other cases, it generates a zero carry-out. As oppose to using dual RCAs in conventional CSL, the architecture of contemporary CSL adder comprises a single RCA, a first zero detection and selective complement add-one circuit, and a carryselect multiplexer circuit [7] , as shown in Fig. 8 .
D. Binary to Excess -1 Converter (BEC)
BEC [5] is a circuit used to add 1 to the input numbers .A circuit of 4-bit BEC and the truth table is shown in Fig.  9 and Table 1 respectively. The goal of addition is achieved using BEC together with a multiplexer (mux) shown in Fig. 10 , one input of the 8:4 mux gets as it input (B3, B2, B1, and B0) and another input of the mux is the BEC output. The main idea of this work is to use BEC instead of the RCA with C in =1 in order to reduce the area and power consumption of the conventional CSA. To replace the Nbit RCA, an N+1 bit BEC is required. The importance of BEC logic comes from the large silicon area reduction when designing MCSA for large number of bits.
III. CONVENTIONAL CARRY SELECT ADDER (CSA) DESIGN
CSA is one of the fastest adders used in many dataprocessing processors to perform fast arithmetic functions. The CSA is used in many computational systems to alleviate the problem of carry propagation delay by independently generating multiple carries and then select a carry to generate the sum [8] .
A CSA consists of a number of blocks each of which run a pair of ripple adder chains in parallel. The N-bit slices of a carry select adder are divided into k blocks of same length. CSA works on the following principle: Two additions are performed in parallel; each block is evaluated conditionally with block carry-in value 0 and 1. When the block carry-in value to a block has been assigned its final value, it is used to select the sum bits from one of the two conditional blocks. At this point in time, the block carryout can also be evaluated, which in turn selects the sum bits and carry out of the next block. The 4-bit adder block is RCA. In case of dual RCA based CSA the additional cost of carry select adder over ripple carry adder is the duplicate chain and select logic 25 which is [4(n)]. The critical path for a carry-select adder is the longer of the carry chain in the largest block and the carry select chain. [3] Fig. 11 shows the conventional 16-bit regular CSA which consists of two RCAs in each block, one for C in (block) = 0 and the other for C in (block) =1, having four groups of same size. And the size of each group is 4-bit wide. 
Conventional CSA is still area-consuming due to the dual ripple carry adder structure.
IV. MODIFIED CARRY SELECT ADDER (MCSA) DESIGN
A Modified Carry Select-Adder (MCSA) design is proposed, which make use of single RCA and Binary to Excess-1 Converter (BEC) instead of using dual RCAs to reduce area and power consumption with small speed penalty. The reason for area reduction is that, the number of logic gates used to design a BEC is less than the number of logic gates used for a RCA design. Thus, 31 importance of BEC logic comes from the large silicon area reduction when designing MCSA for large number of bits. The MCSA architecture for 16-bit is shown in Fig. 12 . As to replace the N bit RCA, an N+1 bit BEC is used, so in above designed architecture of MCSA, the 4-bit RCA is used in each block and thus the BEC used is of 5-bit wide. In the similar way MCSA architectures are designed for 8-bit, 16-bit, 32-bit and 64-bit. Conventional CSA is still area-consuming due to the dual ripple carry adder structure. The metrics for measurement of performance of a circuit are area, power and delay. So, after designing MCSA for 8-bit, 16-bit, 32-bit and 64-bit its area, power and delay are analyzed. The results so obtained are then compared with the results of conventional CSA.
V. VERIFICATION AND SYNTHESIS
The complete Design is modeled in Pure VHDL. The syntax of the RTL design is checked using Xilinx tool. For functional verification of the design is modeled in Hardware descriptive language. The design is verified both at a block level and top level Design. Test cases for the block level are generated in VHDL by both directed and random way.
The complete design along with all timing constraints, area utilization and optimization options are described using synthesis report. The adder design is synthesized at Spartan-3 (XC3S200-5ft256), 90nm process technology.
A. AREA Utilization Analysis
The area utilization summary of the 8-bit, 16-bit, 32-bit and 64-bit CSA and MCSA is briefly shown in Table 2 and Table 3 . The area synthesis report shows that with the Modified CSA has lesser area as compared with CSA. The graphical representation of the area utilization is shown in Fig. 13 . It can be seen that in MCSA number of slices and 4 input LUTs are lesser than that of conventional CSA. The resultant values of area utilization (number of slices LUT's) of modified carry select adder shows better results because the basic programmable part of FPGA is the slice that contain four LUTs (Look up tables) and eight flip flops. Some of the slice can use their LUT's as distributed RAM. 
B. Performance Analysis
The performance of proposed MCSA is analyzed and compared against the conventional CSA designs. The number of gates used in the design indicates the area of design. The power consumption is measured in terms of total power and dynamic power. The speed of the adder is estimated by the delay involved in the design. Table 4 gives a comparison of the area, power consumption and delay of CSA for 8-bit, 16-bit, 32-bit and 64-bit. The graphical representation of performance parameters are shown in Fig. 14 . Table 4 and 5 gives a clear comparison of the area, power consumption and delay of CSA and MCSA for 8-bit, 16-bit, 32-bit and 64-bit. It can be seen from Table 5 that area and power consumption of MCSA is less than that of conventional CSA, whereas delay is more in MCSA. This shows that area and power consumption of MCSA is reducing at the cost of small decrease in speed. As the number of gates used in the design of MCSA are fewer than the conventional CSA. The reduced number of gates of the MCSA offers a great advantage in the reduction of area and total power consumption.
The graphical representation of MCSA performance parameters are shown in Fig. 15 . The comparison results of CSA and MCSA shows that there is a tradeoff between maximum clock frequency and power consumptions. As the frequency increases the power consumption decreases. 
VI. APPLICATIONS OF ADDERS
Addition is by far the most fundamental arithmetic operation. It has been ranked the most extensively used operation among a set of real-time digital signal processing benchmarks from application-specific DSP to general purpose processors [3] . The other important applications of adders are as follows:
Data paths in Microprocessors. Digital Adders are the core block of DSP processors. p Extensively used in processing units such as the Arithmetic Logic Unit (ALU's).
Forming dedicated integer and/or floating-point units.
In Multiply-accumulate (MAC) structures.
For address calculation and flag generation purposes in controllers.
Digital Signal processing. High speed Integrated circuits In application-specific ICs.
VII. CONCLUSION
We proposed the efficient modified Carry Select Adder (CSA) of 8-bit, 16-bit, 32-bit and 64-bit word length by using a single Ripple Carry Adder (RCA). The selection of ripple carry adder gives the specifications by accurate resource estimation. The high speed carry select adder performs binary addition pervasive in FPGA applications. Modified carry select adder shows performance and resource improvements as compared with conventional carry select adder. The power consumption and area of modified CSA get reduced from 64-bit to 8-bit in comparison with conventional CSA. The frequency of conventional CSA is better than modified CSA. This paper proposes a scheme which reduces the delay, area and power than conventional CSA. The overall improvement in Modified CSA shows better results in terms of area power and delay. Hence, proposed modified CSA is being used for power and area efficient devices.
FUTURE WORK
In this paper, MCSA architecture is designed for 8-bit, 16-bit, 32-bit and 64-bit word size and results are evaluated for parameters viz., area, power and speed. This work can be further extended for higher number of bits. New architectures can be designed and developed to overcome the speed limitation of MCSA architecture. In addition the BEC scheme can also be implemented in Square root Carry Select Adder to reduce area and power.
