analytic equations of the Monge-Ampère type and establishes the existence of an analytic B by a continuity method.
In order to make this treatment of (M) complete, a new proof of the uniqueness of B is included. This proof is based on a modification of a beautiful idea of Cohn-Vossen* who, in a similar problem, reduced the uniqueness problem to the determination of a certain topological index of a vector field. Our modification is such as to allow an application of this idea to a wider class of related uniqueness problems in the large.
1. Let u(x, y) be a homogeneous polynomial solution of Laplace's equation of degreen>2.
A suitable rotation of the (x, y)-system transforms u(x, y) into a constant multiple of í\ [(x+¿y)n] , and the asymptotic directions of the surface u = u(x, y), determined by (1) uxxdx2 + 2uxydxdy + uvvdy2 = 0, undergo the same rotation as the coordinates. Assuming this rotation effected, we obtain for the asymptotic directions <R.
[(x + iy)»-2idix + iy))2] = 0, or, in polar coordinates r, 0, cp^rn-2eHn-2)6fdx _1_ idyY] = 0.
Thus the vector dx+idy of the asymptotic direction forms the angle -(» -2)6/2 or ~(n -2)9/2+ir/2 with the x-axis; the two asymptotic directions are perpendicular, and either direction turns through an angle -(n -2)ir as we follow it along a Jordan curve containing the origin in its interior. In other words: the asymptotic directions form two distinct fields of directions with the origin as a singular point of index -(n -2)/2. We notice furthermore that the discriminant of (1) is a constant multiple of r2"-4 and vanishes only for r = 0.
2. We prove now the following lemma:
Lemma. Let Fix, y, u, p, q, r, s, t) be analytic in the neighborhood of (x0, yo, uo, pa, q<>, r0, So, t) and 4(dF/dr)(dF/dt) -(dF/ds)2>0. Let u(x, y) and its first derivatives p, q and second derivatives r, s, t be a solution of F = 0, analytic in a neighborhood of (x0, yo) and such that uix0, yo) =«o, p(xo, yo) =po, • • • , t(x0, yo) = t0. Assume u'(x, y) and its derivatives p', q', r', s', t' to be a second analytic solution of F = 0, coinciding together with its derivatives p', q', r', s', t', with u and its derivatives at the point (x0, yo)-Then the difference U = u-u' represents a surface U(x, y) whose Gaussian curvature is negative in a sufficiently small * Cohn-Vossen, Zwei Sätze über die Starrheil der Eiflächen, Göttinger Nachrichten, 1927, pp. 125-134.
[March neighborhood of (xa, y a), with the exception of (x0, yo) itself, and the index of either of its distinct asymptotic directions is negative at (x0, yo), unless u(x, y) is identically equal to u'(x, y).
In terms of the second derivatives R, S, T of U(x, y) the asympototic directions of U = U(x, y) are given by (2) Q m Rdx2 + 2Sdxdy + Tdy2 = 0;
and (2) admits of real solutions dx, dy if RT-S2<0. To show that RT-S2<0 express F(x, y, u(x, y), p(x, y), ■ ■ ■ )-F(x, y, u'(x, y), p'(x, y), ■ ■ ■ ) as a power "series in (x-x0, y-yo) and observe that the terms of lowest degree are given by E = a~R + bS + cT, where R, S, T are the second derivatives of the non-vanishing terms U of lowest degree n>2 in the development of U, and a, b, c are the values of dF/dr, dF/ds, dF/dt at (x0, yo), for which by hypothesis 4ab-c2>0. Since
, we have P = 0, and this is possible only for RT -S2<0 or R = S = T = 0. Now R, S, T vanish simultaneously only at (x0, yo) ■ For there exists a suitable linear transformation of the (x, y)-plane with determinant 1 which leaves (x0, yo) invariant and transforms P = 0 into Laplace's equation. U is thereby transformed into a harmonic homogeneous polynomial of degree n >2 in (x-xB, y-yo), and for such polynomials we proved in §1 that the discriminant of the second derivatives vanishes only at (0, 0). Hence the development of RT-S2 starts with the negative term RT -S2 and we conclude that RT -S2 is negative for sufficiently small | x -Xo |, | y -yo | and vanishes only at x = x0, y = yoSince the linear transformation does not change the index of a field of directions, we conclude from §1 that the index of the field (3) Q m Rdx2 + 2Sdxdy + Tdy2 = 0 is negative. Since, for sufficiently small values of \x -x0|, |y-yo|, the directions of the field (2) differ arbitrarily little from those of (3), the index of (3) is negative at (x0, yo) • This completes the proof of the Lemma. 3. We may now prove the following: Theorem 1. Two closed convex analytic surfaces S and S' are congruent if they possess the same positive Gaussian curvature K at points for which their inner normals are parallel and similarly directed.
By parallel normals we map 5 and S' on the unit sphere a. An arbitrary equator divides a and, since the map is one-to-one, 5 and S', into two regions How 5 and S' satisfy the condition that their curvatures for corresponding parallel normals, i.e., for the same value of (x, y), are the same positive function K(x, y), whence S and S' are solutions of
It is readily shown that the second fundamental form of the surface (6) is (8) (Hxxdx2 + 2Hxydxdy + Hyvdy2)(\ + x2 + y2)-"2.
Suppose that the formulas (4) and (5) lead to a function H(x, y) if applied to S, and to H'(x, y) if applied to S'. Then the statement of Theorem 1 is equivalent to the equation
where l(x, y) is a linear function of (x, y).
Consider, with Cohn-Vossen, the congruence points of 5 and S', i.e., those points for which their normals and their second fundamental forms coincide. If all of their points were congruence points, we should have ■"xi = tlxx, tl xy = tl xy, "yv ** vv, and the theorem is proved. In the alternative case we shall show the existence of at least one congruence point. The two second differential forms of 5 and S' may both be assumed to be positive definite. The equation have, by (7), the same area iv(l+x2+y2)Kil2(x, y). As they are concentric but not identical, they intersect in four distinct points ; the ratios of their coordinates are the two distinct solutions dx: dy of (9).
It is impossible to construct a field of tangential directions on the sphere without singularities, and the sum of the indices of these singularities equals 2 if there are only finitely many singularities. Now choose, at an arbitrary point of a, one of the two directions (9) and extend, by continuity, this choice over the whole of a. If there were no congruence points, we should obtain a field of tangential directions on a without singularities. Hence there is at least one congruence point (x0, yo).
Subtracting if necessary a linear function from H'(x, y) we may assume that, at (x0, yo), H(x, y) and H'(x, y) coincide with their derivatives up to the second order, without affecting the truth of (7) nor that of (9). But now oui lemma implies that unless H and H' are identical, the congruence point (xo, yo) is isolated and has a negative index. Summing over all indices of all singularities we still obtain a negative number in contradiction to the general fact mentioned above. Hence 5 and S' axe congruent. Theorem 1'. Consider a sequence of closed convex analytic surfaces S(t) of positive curvature such that their corresponding functions H(x, y, t) depend analytically on (x, y, t) for small values of t. Suppose that all surfaces S(t) have a common point of contact corresponding to the same point (x, y) of cr. Assume that for each point of S(0) the derivative (dK/dr)T=o vanishes. Then we have also (dZZ/oV)T=0 = 0.
Abbreviate the operator (a/óY)T_0 by the use of the symbol 5 and consider the field of tangential directions dx, dy on <r, determined by (9') 8Hxxdx2 + 2ôHxydxdy + ôHyydy2 = 0.
Unless 5HXX = 5Hxy = hHyy = 0, there are, at each point (x, y), two real and distinct directions satisfying (9'). For we deduce from (7) by differentiation (7') HyyôHXX + HXXÔHyy -2HXy8HXy = 0, which yields 5Hxx5Hyy -(5Hxy)2<0 in view of HxxHyy-H2xy>0.
As in the preceding proof we conclude first the existence of a point P ona for which SIIxx = BHyy = 5HXV = 0. Assume this not to be true identically.
Since an addition of a linear function of (x, y) to bH does not affect the truth of (7') and (9'), we may assume that the field of directions determined by (9') in the neighborhood of P corresponds to a function bH that vanishes at P together with its derivatives up to the second order. This function bH may be considered as the difference between the following two solutions of (7') : bH itself and the identically vanishing solution. From the lemma we see that P is an isolated singularity of the field defined by (9') and that the index of P is negative. The proof of Theorem 1 ' can now easily be completed by recalling the conclusion at the end of the proof of Theorem 1.
4. We state now the following: II. Assume that for small values of a parameter r an admissible positive function K depends analytically on the point of a and r, and that for t = 0 there exists a surface S(0) with K(0) as corresponding curvature function. Then there exists an analytic closed convex surface S(t) with K(t) as corresponding curvature provided \t\ is sufficiently small. Let M be an arbitrary but analytic function on the unit sphere a. Continue its definition from the sphere into the three-dimensional space containing it by assuming M to be zero at the center and linear on every ray issuing from the center. M thereby becomes a homogeneous function of degree 1 in any system of rectangular coordinates (£, v, f) with the origin as center and M is analytic everywhere except at the origin. We have from the homogeneity (11) M-M& + M* + Mt{.
Introduce
(12) x --{/r, y = -v/t, mi*, y) = -M.
We obtain (13) Hx = Mt, Hy = M,.
On a the coordinates (x, y) may be used for either hemisphere f <0 or f >0. From (13) we conclude that Hx, Hy are analytic on the whole of a if we define them on the equator f = 0 by continuity.
We find The integral over an arbitrary region 3 = fj+ (HxxHVy -H¡y)dxdy = ^ j^(fi\ H)Çdo, can be transformed into the integral over its boundary -f(HxdHy + HydHx).
As the expressions Hx, Hy are analytic on the unit sphere we can extend the integration in 3 over the whole of a and obtain 3 = 0 since the boundary integrals over the equator, generated by the integration over the upper and lower hemispheres, annul each other. Using the invariance of <p(H, H), we obtain similarly (17) ff tp(H, P)íáco = ff tp(H, H)r,do> = ff tp(H, ZZ)fa\o = 0.
We also find for the associated bilinear form <t>(Hh H2) = (1 + x2 + y2)2(HixxH2vv + HiyyH2xx -2HlxyH2xy) that (18) ff <t>(Hi, H2)tdw = f f «>(/7i, H2)vda = ff <f>(Hu HJÇdo, = 0.
In other words, <j>(Hi, H2) is admissible if Mi and M2 are analytic on the sphere.
After these preliminary remarks we return to the given function /T-1(t) and develop it into a power series in t, (19) K-^r) = k(t) = -co + na + t2k2 + ■■• .
We try to determine a function Af(£, t?, f ; t), homogeneous of first degree in
If (r) = J17o + Mir + M2t2 + • ■ • , depending analytically on £, r;, f, t (excepting the point § = tj = f = 0) and being in the following relation to /sT-1(t) : If we introduce by (12) the quantities x, y, H(x, y; t), then (7) holds for all sufficiently small values of | r |. Let us develop the equation (7) 4>(H, 77) = K into a power series in r and set the coefficients of both members equal. Denoting again by the operator 5 the differentiation with respect to r at t = 0, we find the equations: and integrate over the whole sphere. We therefore are entitled to apply a theorem of Hubert* in which he states the now well known alternative for elliptic differential equations on the sphere for the special case of the equation with admissible right-hand member r,
(1 + X2 + y2)2[HXX(ÔH)yy + Hyy(SH)XX -2HXy(bH)Xy] = f,
and establishes the existence of a solution 5M, which is differentiable infinitely many times as the coefficients of the differential equation are. Applying Hubert's result to the mth equation (22) On the other hand consider the successive bounds and Holder coefficients C, for h'M and its first and second derivatives as obtained from (22). We have evidently the same law by which to form the successive inequalities* converges together with its first and second derivatives with respect to £, r¡, f uniformly for sufficiently small \t\ since z(r) is a majorant series. In order to complete the proof of statement II we have to show that M(t) depends analytically on £, -n, f for all sufficiently small \r\ and (£, -n, f)j^(0, 0, 0). Denoting by Mn(r) the «th partial sum of M(t), by Kn(r) that of k(t), and by Hn(x, y; r) the function Ai"(T)(l+x2+y2)1/2, we have for arbitrary e>0 and uniformly for all points of the sphere | A»| m | (HnxxHnyy -F»")(l + x2 + y2)2 -kk(t) | < f, provided n is large enough. For An is a polynomial whose term of lowest degree in t is of degree n; if we replace everywhere in An the SM, b2M, ■ ■ ■ and * Observe the invariance of <j>(öE, SH).
their first and second derivatives with respect to (x, y) by their upper bounds C, and form the sum of the absolute values of all terms thus obtained, we obtain less than the wth remainder in the similarly formed majorant of (Hxx(r)Hyy(r) -H\y(r))(\ + x2 + y2)2, where77(r) = M(r)-(l+ x2 + y2)"2;
and this majorant converges since it is a polynomial of convergent power series in t. Thus limn^M77B(x, y; r) =H(x, y; r) is a solution of the analytic elliptic equation and its second derivatives satisfy a Holder condition ; hence, by a well known theorem,* 77(x, y; t) is analytic in x and y for every closed bounded region of the (x, y)-plane. This result may, of course, be formulated invariantly by stating that M(t) depends analytically on the point of the sphere for small values of \t\.
It will be observed that the proof of statement II which is thereby completed follows precisely the routine way of solving a functional equation in the neighborhood of a value r0 of a parameter, t entering the equation, if it can be solved for t = t0. Our theorem on Monge-Ampère equationsf is, however, the essential tool which makes it possible to derive our present Theorem 2 from the statement II.
Returning to the hypotheses of Theorem 2 we form, with the given positive admissible distribution of reciprocal "curvature on a, the family of positive admissible distributions £-l(T) = 1 -r + rK-1, which for t = 0 reduces to the reciprocal curvature of a itself and for r = 1 to that of the surface to be determined. Let r' be the greatest value of r, O^t'^1, such that for every positive e there exists an analytic surface S(t) of curvature K(t) with t'-í<t<t'.
We shall show that r' -l. First of all, by II, t' >0. Since for all values of r in 0 ^t ^ 1 the curvature K(t) is bounded from below by a fixed positive number, a theorem of Bonnett shows that all existing S(t) have a diameter which is bounded from above. Now take an arbitrary normal of a and introduce coordinates (£, rj, t) such that its inter-* E. Hopf, Über den funktionalen, insbesondere den analytischen Charakter der Lösungen elliptischer Differentialgleichungen zweiter Ordnung, Mathematische Zeitschrift, vol. 34 (1931), pp. 194-233. t Hans Lewy, A priori limitations for solutions of elliptic Monge-Ampère equations, II, these Transactions, vol. 41 (1937) , pp. 365-374, especially Theorem 2' on p. 374. t Cf. Blaschke, Differentialgeometrie, vol. 1, Berlin, 1924, p. 150. 
