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Inverse engineering of electric fields has been recently proposed to achieve fast and robust spin
control in a single-electron quantum dot with spin-orbit coupling. In this paper we design, by
inverse engineering based on Lewis-Riesenfeld invariants, time-dependent electric fields to realize
fast transitions in the selected singlet-triplet subspace of a two-electron double quantum dot. We
apply two-mode driving schemes, directly employing the Lewis-Riesenfeld phases, to minimize the
electric field necessary to design flexible protocols and perform spin manipulation on the chosen
timescale.
PACS numbers: 72.25.Dc, 73.63.Kv, 72.25.Pn
I. INTRODUCTION
Coherent manipulation of quantum systems with time-
dependent fields is a major goal in different areas, in-
cluding atomic, molecular, and optical physics, as well as
in semiconductor-based devices1–5, with applications in
metrology, interferometry, and quantum information pro-
cessing. In all these areas, control schemes for fast state
transitions are highly desirable, and techniques to de-
sign “shortcuts to adiabaticity”6–14 have been proposed
to speed up slow processes and avoid decoherence effects
(see recent review15).
Recent advances in device fabrication and measure-
ment at the nanoscale are approaching the goal of
coherent and reliable manipulation of electron spins
in quantum dots (QDs) for quantum information
processing16–19. Shortening the operation times is a ma-
jor challenge, not only to achieve fast computations, but
also to avoid decoherence. In a recent publication20, we
have applied shortcut-to-adiabaticity techniques, specif-
ically invariant-based inverse engineering8,10, to design
time-dependent electric fields that speed up spin flips
in a two-dimensional (2D) “lateral” QD. Electric con-
trol is made possible in the presence of spin-orbit (SO)
coupling21–24, and it is a promising alternative to spin
manipulation by magnetic spin resonance. A time-
dependent electric field can in principle be generated on
the nanoscale by local electrodes and, thus, provides indi-
vidual access and efficient manipulation for each spin23.
By contrast, oscillating magnetic fields are not easy to
generate and manipulate locally.
Beyond the single dot, two-electron double quantum
dots (DQDs) offer a minimal basic frame for one and two-
qubit gates25,26, and alternative qubit encoding and con-
trol approaches. In this paper, we apply invariant-based
inverse engineering to design the electric fields necessary
to perform fast transitions in a singlet-triplet two-level
subspace for a lateral two-electron DQD with spin-orbit
coupling. Significant differences are found with respect to
the single dot20, due to the new structural dependence of
the effective Hamiltonian with the applied fields. This de-
pendence in fact facilitates richer control possibilities for
the DQD. We develop a new method for invariant-based
inverse engineering: a multi-mode driving, first proposed
in Ref. [27], that uses all eigenstates of the dynamical
invariant rather than only one of them10,20. Several ex-
amples of the control possibilities are also provided.
II. MODEL AND HAMILTONIAN FOR SPIN
DRIVING
We consider two electrons in a DQD formed in the
(x, y) plane of a two-dimensional electron gas confined in
the z-direction (see Fig. 1, upper panel) in the presence
of SO coupling, external static magnetic field28, and an
in-plane time-dependent electric field. The Hamiltonian
of this system has the following form:
H = H0 +HZ +Hso + V (t). (1)
The spin-independent Hamiltonian H0 is:
H0 =
∑
j=1,2
(
p2j
2m
+ U(rj)
)
+
e2
ǫ |r1 − r2| , (2)
where index j numerates the electrons with correspond-
ing coordinates, ǫ is the dielectric constant, and m is the
electron effective mass. The potential U(rj) describes
the confinement and has two minima, separated by the
distance d in the (x, y)-plane, with the electron wave-
functions well-localized near one minimum on the spa-
tial scale l ≪ d/2. We assumed that the magnetic field
is weak and thus neglected the contribution of the cor-
responding vector potential in the momentum for elec-
trons. In the limit of small overlap, the eigenstates of H0
can be accurately presented29 in the symmetrized form
(ψL(r1)ψR(r2)± ψL(r2)ψR(r1)) |S, Sz〉, where L (left)
and R (right) correspond to the position of the mini-
mum, S and Sz are the total spin and its z−component,
respectively, and the sign in the brackets is determined
by fermionic permutation law for the given S. Finally,
H0 can be presented as the product of site-related spin
operators H0 = J(sL · sR), where J is the corresponding
2exchange integral29, and sL,R is the total spin (produced
by the two identical electrons) located near the corre-
sponding minimum.
The Zeeman term for magnetic field Bz (x, y) ‖ z−axis
has the form
HZ = ∆(x1, y1) s
z
1 +∆(x2, y2) s
z
2, (3)
with ∆ (xj , yj) = µBgBz (xj , yj), Bohr magneton µB,
and the Lande´ factor g. Although the magnetic field can
be strongly inhomogeneous, we assume that it is uniform
inside the dot on the spatial scale of the order of l and
obtain for the well-localized electrons:
HZ = ∆Ls
z
L +∆Rs
z
R. (4)
We choose the Hamiltonian of SO coupling Hso in the
form
Hso =
∑
j
α(σxj p
y
j − σyj pxj ) +
∑
j
βσzj p
x
j , (5)
to describe the structure-related Rashba and bulk-
originated Dresselhaus SO coupling for the assumed [110]
growth axis30 with the interaction parameters α and β,
respectively. It is well-known, that in the quantum dots,
where electrons are localized, the direct role of SO cou-
pling is very weak and can be neglected.
However, Hso is important for the spin driving by elec-
tric field (see e.g. [31 and 32] and references therein).
Here this approach will be applied to develop a proto-
col of controllable spin driving by electric field in a two-
electron DQD. For this purpose we present
V (t) = −1
2
e
c
[{A(x1,y1),v1}+ {A(x2,y2),v2}] , (6)
whereA(xj , yj) is the vector potential of time-dependent
electric field Ej(t) = −(1/c)∂Aj/∂t, and the bracket {, }
stands for the anticommutator. In the following calcula-
tion, we shall neglect Hso-term coupling directly to the
electron momentum assuming that the transitions be-
tween orbital states can be disregarded. More important,
as a result of SO coupling, x and y-axis components of
velocity v, such as, for example, vx = i [H0 +Hso, x] /h¯,
acquire spin-dependent contribution, stemming from the
commutators of the corresponding coordinate with the
linear momentum in Hso-term. Then, the coupling ac-
quires the form:
V (t) = −2e
c
∑
j
[
Axj (xj,yj)
(
βszj − αsyj
)
+ Ayj (xj,yj)αs
x
j
]
,
(7)
very similar to that for the magnetic field. Again, we
consider vector potential uniform inside the dots and get
for localized states
V (t) = −2e
c
[AxL (βs
z
L − αsyL) +AyLαsxL
+ AxR (βs
z
R − αsyR) +AyRαsxR] , (8)
FIG. 1. (Color online) (Upper panel) Schematic plot of elec-
trons and applied electric fields in a double quantum dot.
(Lower panel) Spin states in the absence of external driving.
where we consider spin components per dot similar to
Eq. (4) and omit explicit (x, y)−dependence of A in the
formulas.
To simplify the consideration further, we set the same
magnetic field B for both dots and introduce ∆ ≡ ∆L =
∆R = µBgB. In this static field the four eigenstates of
this system can be expressed by singlet and triplets for
total spin S = 0 and S = 1, respectively. We assume that
the energy difference between the singlet |0, 0〉 and the
lowest one of the triplets |1, 1〉 (for typical g < 0) is much
less than J that is |J +∆| ≪ J . Here we concentrate on
transitions between these two states (see Fig. 1, lower
panel).
In the basis |0, 0〉 ≡ |1〉 = (1, 0)T and |1, 1〉 ≡ |2〉 =
(0, 1)T , where the T stands for transpose, the total spin-
dependent Hamiltonian (neglecting Hso-term) becomes
H =
h¯
2
(
Z1 X + iY
X − iY Z2
)
, (9)
where the elements of the matrix are:
X =
√
2α
h¯
e
c
(AyL −AyR), (10)
Y = −
√
2α
h¯
e
c
(AxL −AxR), (11)
Z1 = −3J
2h¯
, (12)
Z2 =
1
h¯
[
J
2
+ 2∆− 2β e
c
(AxL +A
x
R)
]
. (13)
Here, unlike the single QD20, counterdiabatic protocol
(or quantum transitionless driving)6,7,9 could be applied
for electric spin control33. However, rather than relying
3| >2
| >1
P
P
( )a
( )b
singlet
triplet
FIG. 2. (Color online) (a) Schematic plot of spin control
from an arbitrary state to the target state |2〉 on the Bloch
sphere, where the north and south poles represent the singlet
state |1〉 = |0, 0〉 and triplet state |2〉 = |1, 1〉. (b) Schematic
projection from top view on the x-y plane of the auxiliary
paths of two eigenstates of the dynamical invariant (dashed
blue line), compared to the physical path of state evolution
driven by the designed Hamiltonian (solid red line).
on a potentially complicated control of required four pa-
rameters, we restrict ourselves to the simplifying assump-
tions AyL = A
y
R = X = 0, which leaves the electric field
x-components the only controlled function. The gauge is
fixed by assuming ExL,R = 0 for all t < 0 and AxL,R(0) = 0
so that the electric fields start to be built up from t = 0.
In the following sections we inversely engineer the time
dependence of required electric fields for arbitrary oper-
ations by using corresponding invariants of the motion.
III. DYNAMICAL INVARIANTS AND
INVERSE ENGINEERING
For completeness we shall first briefly review the Lewis-
Riesenfeld invariant theory applied to a two-level system.
Specifically for our DQD system we shall then design by
two-mode inverse engineering the electric fields to induce
a particular transition. A dynamical invariant I of the
Hamiltonian H should satisfy
dI(t)
dt
≡ ∂I(t)
∂t
+
i
h¯
[H(t), I(t)] = 0, (14)
so that its expectation values remain constant in time.
Parameterizing the Bloch sphere by a polar angle θa(t) ≡
θa and the azimuthal angle ϕa(t) ≡ ϕa, we may express
the orthogonal eigenstates |χ±(t)〉 of the invariant I(t)
as
|χ+(t)〉 =

 cos
θa
2
eiϕa
sin
θa
2

 , (15)
|χ−(t)〉 =

 sin
θa
2
− cos θa
2
e−iϕa

 . (16)
Assuming that I(t)|χ±(t)〉 = λ±|χ±(t)〉 with eigenvalues
λ± = ±gµBBc/2, we can write the invariant as10
I(t) =
gµB
2
Bc
(
cos θa sin θae
iϕa
sin θae
−iϕa − cos θa
)
, (17)
where Bc is an arbitrary constant magnetic field to keep
I(t) with units of energy. According to Lewis-Riesenfeld
theory, the solution of the Schro¨dinger equation, ih¯∂tΨ =
H(t)Ψ, is a superposition of orthonormal “dynamical
modes”34, Ψ(t) =
∑
n cne
iγn(t)|χn(t)〉 (n = ±), where
cn are time-independent amplitudes and γn(t) are Lewis-
Riesenfeld phases,
γn ≡ γn(t) = 1
h¯
∫ t
0
〈χn(t′)|ih¯ ∂
∂t′
−H(t′)|χn(t′)〉dt′. (18)
Substituting Eqs. (9) and (17) into Eq. (14) and com-
bining it with Eq. (18), we may write the Hamiltonian
matrix elements in terms of invariant eigenvector angles
as
X = (γ˙− − γ˙+ − ϕ˙a) sin θa cosϕa + θ˙a sinϕa, (19)
Y = (γ˙− − γ˙+ − ϕ˙a) sin θa sinϕa − θ˙a cosϕa, (20)
Z1 = −(γ˙− + γ˙+)− ϕ˙a + (γ˙− − γ˙+ − ϕ˙a) cos θa, (21)
Z2 = −(γ˙− + γ˙+) + ϕ˙a − (γ˙− − γ˙+ − ϕ˙a) cos θa, (22)
from which Lewis-Riesenfeld phases are found to obey
γ˙+ =
3J
4h¯
+
1
2
θ˙a tan
θa
2
tanϕa − ϕ˙a, (23)
γ˙− =
3J
4h¯
− 1
2
θ˙a cot
θa
2
tanϕa, (24)
and the vector potential components take the form
AxL =
h¯c
2βe
[
J +∆
h¯
− ϕ˙a (25)
− θ˙a cot θa tanϕa + βθ˙a√
2α
secϕa
]
,
AxR =
h¯c
2βe
[
J +∆
h¯
− ϕ˙a (26)
− θ˙a cot θa tanϕa − βθ˙a√
2α
secϕa
]
,
4when AyL = A
y
R = 0 is imposed. Note the possibility of
finding divergences when ϕa is an odd multiple of π/2
and when θa is a multiple of π.
Once the functions θa(t) and ϕa(t) are known, the
electric fields, ExL(t) = −(1/c)∂AxL/∂t and ExR(t) =
−(1/c)∂AxR/∂t, can be calculated. As we keep AxL,R(0) =
0, the following two constraints should hold:
θ˙a(0) = 0, (27)
ϕ˙a(0) =
J +∆
h¯
. (28)
Next, we shall discuss several examples.
IV. TRANSFER AN ARBITRARY INITIAL
STATE TO THE TARGET ONE
Suppose that we want to transfer the arbitrary initial
state at t = 0,
Ψ(0) =

 cos
θp(0)
2
eiϕp(0)
sin
θp(0)
2

 , (29)
to Ψ(tf ) = |2〉 as the target state at the final time t = tf .
The polar and azimuthal angles θp ≡ θp(t) and ϕp ≡
ϕp(t), represent the dynamical path on the Bloch sphere
of the two-level system, see Fig. 2. In general,
Ψ(t) = c+e
iγ+(t)|χ+(t)〉+ c−eiγ−(t)|χ−(t)〉, (30)
where the time-independent coefficients c± =
〈χ±(0)|Ψ(0)〉 are given by
c+ = cos
θa(0)
2
cos
θp(0)
2
ei[ϕp(0)−ϕa(0)] (31)
+ sin
θa(0)
2
sin
θp(0)
2
,
c− = sin
θa(0)
2
cos
θp(0)
2
eiϕp(0) (32)
− cos θa(0)
2
sin
θp(0)
2
eiϕa(0).
The time-dependent populations P1(t) = |〈1|Ψ(t)〉|2 and
P2(t) = |〈2|Ψ(t)〉|2 = 1 − P1(t), can thus be explicitly
expressed as
P1(t) =
∣∣∣∣c+ cos θa2 ei(ϕa+γ+) + c− sin θa2 eiγ−
∣∣∣∣
2
, (33)
P2(t) =
∣∣∣∣c+ sin θa2 eiγ+ − c− cos θa2 e−i(ϕa−γ−)
∣∣∣∣
2
. (34)
To reach the final state Ψ(tf ) = |2〉, up to a phase factor,
the condition P1(tf ) = 0 [P2(tf ) = 1] should be satisfied,
so that we can further set boundary conditions for θa(tf ).
Once the boundary conditions for θa and ϕa are fixed,
we interpolate θa(t) and ϕa(t), and finally construct the
Hamiltonian H(t) and the time-dependent electric fields.
If, for simplicity, ϕa(0) is set equal to the initial physi-
cal angle ϕp(0), the coefficients c± in Eqs. (31) and (32)
are
c+ = cos
η
2
, (35)
c− = e
iϕp(0) sin
η
2
, (36)
with η = θa(0) − θp(0). On the Bloch sphere, Ψ(0) and
|χ+(0)〉 have the same longitude, while |χ−(0)〉, which
is orthogonal to |χ+(0)〉, possesses the azimuthal angle
π+ϕp(0). The condition for P2 = 1 [P1 = 0] at the final
time t = tf , see Eqs. (33) and (34), is
1 + cos θa(tf ) cos η + sin θa(tf ) sin η cosu(tf ) = 0, (37)
where
u(t) = −
∫ t
0
θ˙f (τ)
tanϕa(τ)
sin θa(τ)
dτ. (38)
We have used
γ−(t)− γ+(t) = ϕa(t)− ϕa(0) + u(t), (39)
which follows from X = 0, see Eq. (10). We note from
Eqs. (35) and (36) that η determines the relative weights
of the two eigenstates. For two-mode driving, when η is
not equal to 0 or π, Eq. (37) holds only when cosu(tf ) =
±1.
A. Example 1: cos u(tf ) = 1
We choose first cosu(tf) = 1. In this case, u(tf) = 2kπ
(k = 0,±1,±2...) and the condition (37) becomes
cos[θa(tf )− η] = −1, (40)
which gives
θa(tf ) = θa(0)− θp(0) + π. (41)
To fulfill Eq. (41) and Eq. (27), we use the second order
polynomial Ansatz
θa(t) =
2∑
j=0
ajt
j , (42)
where the coefficients aj can be found with a given θa(0).
In addition, we interpolate ϕa by
tanϕa(t) =

 2∑
j=0
bjt
j

 sin θa(t), (43)
to avoid singularities in Eq. (38). Here b0 =
tanϕp(0)/ sin θa(0) is obtained from ϕa(0) = ϕp(0), and
b1 and b2 can be solved from Eq. (28) and u(tf ) = 2kπ.
Let us consider a population inversion or singlet-triplet
transition from the initial state |1〉 (we set θp(0) = 0 and
ϕp(0) = 0) to final state |2〉 (up to a phase factor) for
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FIG. 3. (Color online) Example 1 for two-mode driving with
the initial conditions: θp(0) = 0, ϕp(0) = 0, θa(0) = pi/3, and
ϕa(0) = ϕp(0). For u(tf ) = 2pi: (a) The two auxiliary angles,
θa (solid blue line) and ϕa (dashed red line), determined by
Eqs. (42) and (43), compared to the physical polar angle
θp (dotted black line) and the physical azimuthal angle ϕp
(dot-dashed orange line). (b) The designed electric fields ExL
(solid blue line) and ExR (dashed red line). (c) The populations
P1 (solid blue line) and P2 (dashed red line). Parameters:
tf = 0.4 ns, B1 = B2 = 3.67 T, g = −0.44, J = 0.1 meV
(consequently, |J +∆|/J = 0.06), h¯β = 0.25× 10−6 meV·cm,
and α = β/2.
tf = 0.4 ns. For this operation time, the relevant energy
scale is below 0.01 meV, much less than the singlet-triplet
spitting J = 0.1 meV, such that transitions to the two
higher triplet states do not occur.
If we choose θa(0) = π/3 and k = 1, the functions of
θa(t) and ϕa(t) can be calculated from Eqs. (42) and
(43), as shown in Fig. 3 (a). The corresponding elec-
tric fields are depicted in Fig. 3 (b). The population
dynamics is numerically calculated by solving the time-
dependent Schro¨dinger equation. Fig. 3 (c) demonstrates
that the spin state evolves from the initial state |1〉 to fi-
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FIG. 4. (Color online) Maximal value Emax of the electric
fields versus the initial boundary condition θa(0) in the ex-
ample 1, with Eqs. (42) and (43). Other parameters are the
same as those in Fig. 3.
nal one |2〉, up to a phase factor exp[iϕp(tf )], for the fixed
time tf = 0.4 ns. The physical angles θp(t) and ϕp(t)
corresponding to the trajectory of the spin state on the
Bloch sphere are also shown in Fig. 3 (a).
The two-mode driving scheme provides flexibility to
pick up different boundary conditions for θa and ϕa, so
as to minimize the fields. To demonstrate this, we choose
different initial values of θa(0). The maximal absolute
value Emax of applied electric fields, ExL and ExR, that is,
Emax = max(|ExL|, |ExR|), can be decreased by choosing a
suitable θa(0), as shown in Fig. 4. Note that each two-
mode scheme is equivalent to a single-mode one, when
the physical polar and azimuthal angles, θp and ϕp, are
reinterpreted by the two auxiliary angles θa and ϕa for
designing the eigenstates of the invariant. However, the
functions of these angles are generally not simple.
B. Example 2: cosu(tf ) = −1
For the choice cosu(tf ) = −1, we have u(tf) = (2k −
1)π (k = 0,±1,±2...) and the condition for P2(tf ) = 1
becomes
cos[θa(tf ) + η] = −1, (44)
which results in
θa(tf ) = −θa(0) + θp(0) + π. (45)
In the example 2, we want to manipulate the spin state
from an arbitrary state to |2〉 (up to a phase factor).
We apply the same forms of θa and ϕa as before [see
Eqs. (42) and (43)], and choose a different initial state
θp(0) = π/5, ϕp(0) = π/6, and θa(0) = π/4. For the
fixed time tf = 0.4 ns, the two auxiliary angles θa and
ϕa are determined by Eqs. (42) and (43), as seen in
Fig. 5 (a), where the physical angles of θp and ϕp are
compared. The electric fields, ExL and ExR are shown in
Fig. 5 (b). The populations are represented in Fig. 5
(c), in which the target state |2〉 is achieved at final time
tf = 0.4 ns.
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FIG. 5. (Color online) Example 2 for two-mode driving with
initial conditions: θp(0) = pi/5, ϕp(0) = pi/6, θa(0) = pi/4,
and ϕa(0) = ϕp(0). For u(tf ) = pi: (a) The two auxiliary
angles, θa (solid blue line) and ϕa (dashed red line), deter-
mined by Eqs. (42) and (43), compared to the physical polar
angle θp (dotted black line) and the physical azimuthal angle
ϕp (dot-dashed orange line). (b) The designed electric fields
ExL (solid blue line) and E
x
R (red dashed line). (c) The popu-
lations P1 (solid blue line) and P2 (dashed red line). Other
parameters are the same as in Fig. 3.
V. TRANSFER THE INITIAL STATE TO AN
ARBITRARY STATE
We consider now a transition from Ψ(0) = |1〉 to an
arbitrary state at t = tf ,
Ψ(tf ) =

 cos
θp(tf )
2
eiϕp(tf )
sin
θp(tf )
2

 . (46)
Choosing ϕp(tf ) = ϕa(tf ) for simplicity, the time-
independent coefficients c± = e
−iγ±(tf )〈χ±(tf )|Ψ(tf )〉
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FIG. 6. (Color online) Example 3 for two-mode driving with
the conditions at the final state: θp(tf ) = pi/2, ϕp(tf ) =
0, θa(0) = pi/6. For u(tf ) = −2pi: (a) The two auxiliary
angles, θa (solid blue line) and ϕa (dashed red line), compared
to the physical polar angle θp (dotted black line) and the
physical azimuthal angle ϕp (dot-dashed orange line). (b) The
designed electric fields ExL (solid blue line) and E
x
R (dashed red
line). (c) The populations P1 (solid blue line) and P2 (dashed
red line). Other parameters are the same as in Fig. 3.
are expressed as
c+ = e
−iγ+(tf ) cos
ζ
2
, (47)
c− = e
−i[γ−(tf )−ϕa(tf )] sin
ζ
2
, (48)
where ζ = θa(tf ) − θp(tf ). As the initial state is |1〉
(up to some phase factor), P1(0)=1 [P2(0) = 0] gives the
following condition,
1− cos ζ cos θa(0)− sin ζ sin θa(0) cosu(tf ) = 0. (49)
Similarly to the case of state transfer from an arbitrary
state to |2〉, Eq. (49) holds when cosu(tf ) = ±1. Taking
7cosu(tf ) = 1 leads to
cos[ζ − θa(0)] = 1, (50)
and
θa(tf ) = θp(tf ) + θa(0). (51)
We choose the same second-order polynomial Ansatz for
θa(t) as in Eq. (42). With a given θa(0), the coefficients
aj can be solved from the constraint θ˙a(0) = 0 and Eq.
(51). Again we set the same form of ϕa(t) as in Eq. (43).
The bj follow from the preconditions ϕa(tf ) = ϕp(tf ),
the constraint ϕ˙(0) = (J +∆)/h¯, and u(tf ) = 2kπ (k =
0,±1,±2...).
In example 3, we show the state transfer from |1〉
to Ψ(tf ) = (|1〉 + |2〉)/
√
2, that is, θp(tf ) = π/2 and
ϕp(tf ) = 0. For k = −1, the auxiliary angles θa, ϕa and
the physical angles θp and ϕp are displayed in Fig. 6 (a).
This transition realizes a fast Hadamard gate35 since |2〉
becomes (|1〉 − |2〉)/√2.
VI. CONCLUSION
We have studied the possibility to manipulate by elec-
tric fields transitions in a singlet-triplet subspace of a
two-electron double quantum dot in the presence of spin-
orbit coupling. By using inverse engineering based on
Lewis-Riesenfeld invariants, we have designed the Hamil-
tonians that allow for a fast spin manipulation on a de-
sired timescale. We have applied two-mode driving using
both eigenstates of the dynamical invariant and the time-
dependent difference in their phases. Generally, any fast
transition protocol can be equivalently designed by using
a single-mode driving. However, the two-mode approach
is more flexible and provides simpler Ansantzes for the
eigenstates of the dynamical invariants. This technique
has proven useful to minimize the electric fields necessary
to perform the spin operations. This approach can as well
be used in other two-level quantum systems, such as two-
level atoms9, Bose-Einstein condensates in accelerated
optical lattices36, and nitrogen-vacancy (NV) center spin
in diamond37, for engineering their quantum dynamics.
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