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FINITE MORPHISMS AND SIMULTANEOUS REDUCTION OF THE
MULTIPLICITY
CARLOS ABAD, ANA BRAVO, AND ORLANDO E. VILLAMAYOR U.
Abstract. Let X be a singular algebraic variety defined over a field k, with quotient field K(X).
Let s ≥ 2 be the highest multiplicity ofX and Fs(X) the set of points of multiplicity s. If Y ⊂ Fs(X)
is a regular center and X ← X1 is the blow up at Y , then the highest multiplicity of X1 is less than
or equal to s. A sequence of blow ups at regular centers Yi ⊂ Fs(Xi), say X ← X1 ← · · · ← Xn,
is said to be a simplification of the multiplicity if the maximum multiplicity of Xn is strictly lower
than that of X, that is, if Fs(Xn) is empty. In characteristic zero there is an algorithm which
assigns to each X a unique simplification of the multiplicity. However, the problem remains open
when the characteristic is positive.
In this paper we will study finite dominant morphisms between singular varieties β : X ′ → X of
generic rank r ≥ 1 (i.e., [K(X ′) : K(X)] = r). We will see that, when imposing suitable conditions
on β, there is a strong link between the strata of maximum multiplicity of X and X ′, say Fs(X) and
Frs(X
′) respectively. In such case, we will say that the morphism is strongly transversal. When
β : X ′ → X is strongly transversal one can obtain information about the simplification of the
multiplicity of X from that of X ′ and vice versa. Finally, we will see that given a singular variety
X and a finite field extension L of K(X) of rank r ≥ 1, one can construct (at least locally, in e´tale
topology) a strongly transversal morphism β : X ′ → X, where X ′ has quotient field L.
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1. Introduction
Let X be a variety of a perfect field k. Along these notes, all varieties will be assumed to
be reduced and irreducible. The multiplicity along points of X defines an upper semi-continuous
function, say mult : X → N, which assigns to each point ξ ∈ X the multiplicity of the local ring
OX,ξ with respect to its maximal ideal. Under the previous hypotheses, the multiplicity function
along points of X has the following property: X is regular at a point ξ if and only if mult(ξ) = 1.
Thus, one can characterize the set of singular points of X by
Sing(X) = {ξ ∈ X | mult(ξ) ≥ 2}.
Assume that the scheme X is singular, i.e., that maxmult(X) ≥ 2. Set s = maxmult(X) and let
Fs(X) denote the set of points of maximum multiplicity of X. It can be proved that the multiplicity
does not increase when blowing up along regular centers contained in Fs(X) (for a proof of this fact
see [27]; there it is mentioned that the statement was first proved by Dade in [10]). Namely, given
a closed regular center Y ⊂ Fs(X) and the blow up of X along Y , say π1 : X1 = BlY (X)→ X, one
has that
mult(ξ1) ≤ mult(ϕ(ξ1))
for every ξ1 ∈ X1. Thus maxmult(X1) ≤ maxmult(X). A blow up of this form will be called a
Fs-permissible blow up. Attending to Dade’s result, it is natural ask whether there exists a sequence
of Fs-permissible blow ups, say
X = X0 X1
pi1oo . . .
pi2oo Xl,
piloo
such that
maxmult(X0) = · · · = maxmult(Xl−1) > maxmult(Xl).
A sequence with this property, whenever it exists, will be called a simplification of Fs(X). Note that,
if one could find a simplification of Fs(X) for every s ≥ 2 and for every X with maxmult(X) = s,
then one could also find a resolution of singularities of X by iterating this process (the resolution
would be achieved when the maximum multiplicity of the scheme, after a finite number of blow
ups, lowers to 1). This approach differs from Hironaka’s proof of resolution of singularities, as
he uses the Hilbert-Samuel function instead of the multiplicity. We refer here to [7] where the
semicontinuity of this invariant along points of a singular scheme is studied in the first chapter
(Theorem1.34), and the behavior under blowups is carefully treated in the second chapter.
The existence of a simplification of Fs(X) has already been proved for the case in which X is a
singular variety defined over a field k of characteristic zero (cf. [34]). However, the problem remains
open in the case of positive characteristic.
In this work we will study finite morphisms between singular varieties, β : X ′ → X. We will
show that, under suitable conditions, there is a link between the stratum of maximum multiplicity
of X, say Fs(X), and that of X
′, say Fs′(X
′). In this setting we present a notion of blow up of a
finite morphism so that if Y ⊂ Fs′(Y ) is regular, then β(Y ) ⊂ Fs(X) is regular too, and there is a
commtutative diagram of blow ups and finite morphisms:
X ′
β

X ′1
oo
β1
X X1.oo
(notice that this parallels the situation in which X is embedded in some scheme V and Y ⊂ X is
a center; then after the blow up at Y , there is again an embedding of the strict transform of X in
the transform of V , say X1 ⊂ V1 and a commutative diagram of blow ups and immersions).
Now the idea is that, given a singular variety X with maximum multiplicity s ≥ 2, one can
construct a suitable variety X ′ with maximum multiplicity s′ ≥ 2, endowed with a suitable finite
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morphism β : X ′ → X, in such way that one can obtain information about the process of simpli-
fication of Fs(X) from that of Fs′(X
′). These ideas are developed in more detail in the following
lines.
Transversal morphisms. Let β : X ′ → X be a finite and dominant morphism of singular varieties
over a perfect field k. Set s = maxmult(X) and let r = [K(X ′) : K(X)] denote the generic rank of
the morphism β. Using Zariski’s multiplicity formula for finite projections (see Theorem 2.2) one can
prove that the maximum multiplicity on X ′ is bounded by rs. Moreover, if maxmult(X ′) = rs, one
can show that the image of Frs(X
′) sits inside Fs(X) and that Frs(X
′) is mapped homeomorphically
to its image in Fs(X) (see section 2). When the previous equality holds, i.e., when maxmult(X
′) =
rs, we will say that the morphism β : X ′ → X is transversal.
In this work we will study conditions under which, given a transversal morphism β : X ′ → X,
the set Frs(X
′) is mapped surjectively onto Fs(X), in such a way that Frs(X
′) and Fs(X) are
homeomorphic. In addition, we will require this condition to be preserved by sequences of Fs-
permissible blow ups. Namely, we will require that any sequence of Fs-permissible blow ups over
X, say
X = X0 X1
pi1oo . . .
pi2oo Xl
piloo
induces a sequence of Frs-permissible blow ups over X
′ and a commutative
X ′
β

X ′1
oo
β1

· · ·oo X ′l−1oo
βl−1

X ′l
oo
βl
X X1oo · · ·oo Xl−1oo Xl,oo
with the following properties:
i) βi : X
′
i → Xi is is transversal for i ≤ l − 1;
ii) Frs(X
′
i) is homeomorphic to Fs(Xi) for i ≤ l − 1; and
iii) maxmult(X ′l) < rs if and only if maxmult(Xi) < s.
When a transversal morphism β : X ′ → X satisfies these properties for every sequence of Fs-
permissible blow ups over X, we shall say that β is strongly transversal. In section 6 we will show
that, if two varieties X and X ′ are linked by a strongly transversal morphism, say β : X ′ → X,
then the processes of simplification of Fs(X) and Frs(X
′) are equivalent, in the sense that any
simplification of Fs(X) induces a simplification of Frs(X
′) and vice-versa.
Characterization of strong transversality. Let X be a singular variety defined over a perfect
field k with maximum multiplicity s ≥ 2. There is a graded OX -algebra that one can naturally
attach to the stratum of maximum multiplicity of X, which we shall denote by GX . In characteristic
zero, this algebra encodes information about the process simplification of Fs(X) (see Remark 7.10).
Moreover, given a transversal morphism β : X ′ → X, there is a natural inclusion of GX into GX′ (see
[1, Proposition 6.3]). In section 7 we will show that strong transversality can be characterized in
terms of the algebras GX and GX′ . Namely, in Theorem 7.2 we will prove that, if k has characteristic
zero, then β : X ′ → X is strongly transversal if and only if GX′ is integral over GX . In the case of
positive characteristic, the characterization is just partial, as strong transversality implies that GX′
is integral over GX but the converse fails in general. In Example 7.5 we give a counterexample for
the latter case.
Construction of strongly transversal morphisms. The last section is devoted to the con-
struction of strongly transversal morphisms. Consider a singular variety X over a perfect field k
with maximum multiplicity s ≥ 2 and field of fractions K. Given a field extension L ⊃ K of rank
r = [L : K], we would like to find a singular variety X ′ with field of fractions L endowed with a
strongly transversal morphism β : X ′ → X. Although we do not know whether it is possible to
find such X ′ with a strongly transversal morphism β : X ′ → X in general, at least we can prove
that it possible to do a similar construction locally in e´tale topology, as explained below.
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Let ξ ∈ Fs(X) be a fixed point in the stratum of maximum multiplicity of X. For an e´tale
neighborhood of X at ξ, say X˜ → X, let K˜ denote the field of fractions of X˜, and set L˜ = L⊗K K˜
(as it will be explained, when X normal, X˜ can be assumed to be irreducible). Note that, in this
setting, L˜ might not be a field. However, as by base change it is e´tale over L, it should be reduced
and, as it is finite (of rank r) over K˜, it should be a direct sum of fields over K˜. In Theorem 8.2
we will show that, for a suitable e´tale neighborhood X˜ of X at ξ, it is possible to find a scheme Z˜
with quotient ring L˜ endowed with a strongly transversal morphism β˜ : Z˜ → X˜ .
To conclude, we mention that, for technical reasons, to prove this last result we will assume that
X is normal. Actually, the construction can also be done without this assumption: in the general
case, however, some details are rather technical while the main ideas of the construction remain
the same.
On the organization of the paper. The paper is organized in three parts. In Part I we study
transversal morphisms. Section 2 is devoted to presenting the notion of transversal morphisms;
properties of such morphisms are studied in Proposition 2.7 and Corollary 2.8. The main purpose
of section 3 is to give a local presentation of transversal morphisms. This is the content of Lemma
3.6. In Section 4 we study the compatibility of transversalitiy with blow ups at regular equimultiple
centers (the blow up of a finite morphism). The main result is Theorem 4.4, which leads us naturally
to the notion of strongly transversal morphism (see Definition 4.7).
Part II is entirely devoted to present the basic results on Rees algebras that we need to state
and proof Theorems 7.2 and 8.2. Rees algebras will allow us to work with equations with weights:
this turns out to be a useful language to describe the maximum multiplicity locus of an algebraic
variety defined over a perfect field k.
To conclude, strongly transversal morphisms are studied in Part III. Here Theorems 7.2 and 8.2
are proven.
We thank A. Benito, D. Sulca, and S. Encinas for stimulating discussions on this subject.
Part I. Transversality
2. Transversality and finite morphisms
Let (R,M) be a local Noetherian ring, and let a ⊂ R be an M -primary ideal. Observe that,
for n > 0, the quotient ring R/an has finite length when regarded as an R-module. Let us denote
this length by λ(R/an). It can be shown that, for n ≫ 0, the value of λ(R/an) is given by a
polynomial in n with rational coefficients, say λ(R/an) = cd · nd + cd−1 · nd−1 + · · · + c0 ∈ Q[n],
where d = dim(R), which is known as the Hilbert-Samuel polynomial of R with respect to a. In
addition, it can be shown that cd =
e
d! for some e ∈ N. The integer e is called the multiplicity of R
with respect to a, and we shall denote it by ea(R). The multiplicity of a Noetherian scheme X at
a point ξ ∈ X is defined as that of the local ring OX,ξ with respect to its maximal ideal.
2.1. General setting and notation. Let X and X ′ be algebraic varieties over a perfect field
k with quotient fields K = K(X) and L = K(X ′) respectively. Suppose that β : X ′ → X is
a finite dominant morphism of generic rank r := [K(X ′) : K(X)]. We will be assuming that
the maximum multiplicity of X is s ≥ 1, and will denote by Fs(X) the (closed) set of points of
maximum multiplicity s of X. As we will see, under these conditions, the maximum multiplicity at
points of X ′ is at most rs, and we denote by Fsr(X
′) the closed set (possibly empty) of points of
multiplicity sr of X ′. Since our arguments will be of local nature, in several parts of this paper we
may assume that both, X and X ′ are affine, say X = Spec(B) and X ′ = Spec(B′), and that there
is a finite extension B ⊂ B′. In this case we will use Fs(B) (resp. Fsr(B′)) to denote Fs(X) (resp.
Fsr(X
′)). Moreover, we will see that the previous discussion also applies to the case in which X ′ is
an equidimensional scheme of finite type over k with total ring of fractions K(X ′).
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Theorem 2.2 (Zariski’s multiplicity formula for finite projections [36, Theorem 24, p. 297]). Let
(B,m) be a local domain, and let B′ be a finite extension of B. Let K denote the quotient field of
B, and let L = K ⊗B B′. Let M1, . . . ,Mr denote the maximal ideals of the semi-local ring B′, and
assume that dimB′Mi = dimB, i = 1, . . . , r. Then
eB(m)[L : K] =
∑
1≤i≤r
eB′
Mi
(mBMi)[ki : k],
where ki is the residue field of B
′
Mi
, k is the residue field of (B,m), and [L : K] = dimK L.
As a consequence of Zariski’s formula, if P is a prime ideal in B′ and p = P ∩B, one has that
eB′
P
(PB′P ) ≤ eB′P (pB
′
P ) ≤ eBp(pBp)[L : K]. (2.2.1)
That is, the maximum of the multiplicity at points of Spec(B′) = X ′ is bounded by the generic
rank of the projection times the maximum of the multiplicity at points of Spec(B) = X. Namely,
maxmult(X ′) ≤ [L : K] ·maxmult(X). (2.2.2)
2.3. The (*) condition. With the same notation and hypotheses as in Theorem 2.2 we will say
that condition (*) holds at P ∈ Spec(B′) if:
(∗) eB′
P
(PB′P ) = eBp(pBp)[L : K].
Note that, in particular, eB′
P
(PB′P ) ≤ eB′P (pB′P ). Hence, condition (*) is satisfied at P if and only
the following three conditions hold simultaneously:
(i) P is the only prime in B′ dominating p (i.e., B′P = B
′ ⊗B Bp);
(ii) Bp/pBp = B
′
P /PB
′
P ;
(iii) eB′
P
(pB′P ) = eB′P (PB
′
P ).
In particular, condition (*) necessarily holds for all primes P ⊂ B′ where the multiplicity is sr,
where s is the maximum multiplicity in Spec(B), and r = [L : K].
Remark 2.4. Suppose that B and B′ are formally equidimensional locally at any prime. Then,
as we will see in Section 3, condition (iii) is equivalent to saying that pB′P is a reduction of PB
′
P ,
i.e., that the ideal PB′P is integral over pB
′
P (cf. Theorem 3.2).
Definition 2.5. Let X be a variety over a perfect field k, and let X ′ be either a variety or a
reduced equidimensional scheme of finite type over k. Let K be the field of rational functions of
X and let L be the total ring of fractions of X ′. We will say that a k-morphism β : X ′ → X is
transversal if it is finite and dominant, and the following equality holds:
maxmult(X ′) = [L : K] ·maxmult(X).
We will say that an extension of k-algebras of finite type B ⊂ B′, where B is a domain, and
B′ is reduced and equidimensional, is transversal if the corresponding morphism of schemes, say
β : Spec(B′)→ Spec(B), is so.
Remark 2.6. By definition, if β : X ′ → X is a transversal morphism of generic rank r = [L : K]
and X has maximum multiplicity s ≥ 1, then X ′ has maximum multiplicity rs and the equality is
attained in (2.2.1) for all points in Frs(X
′). Thus condition (*) holds at all points of Frs(X
′).
Proposition 2.7. Let β : X ′ → X be a transversal morphism of generic rank r and let s =
maxmult(X). Then:
(1) β(Fsr(X
′)) ⊂ Fs(X);
(2) Fsr(X
′) is homeomorphic to β(Fsr(X
′)) ⊂ Fs(X).
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Proof. It suffices to argue locally, so we may assume that X = Spec(B) and X ′ = Spec(B′). Now
it follows from the discussion in 2.3 that the maximum multiplicity at points of Spec(B′) is rs,
and that condition (*) necessarily holds for all primes in Fsr(B
′). Furthermore, if Q ∈ Fsr(B′) and
q = Q∩B then necessarily eBq(qBq) = s, so β(Fsr(X ′)) ⊂ Fs(X). Therefore β induces an injective
morphism, say β : Fsr(X
′) → Fs(X), which is proper and hence it induces an homeomorphism
β : Fsr(X
′)→ β(Fsr(X))(⊂ Fs(X)). 	
Corollary 2.8. Suppose that the extension B ⊂ B′ is transversal of generic rank r. Let s be the
maximum multiplicity at points of Spec(B), let Q ⊂ Fsr(B′) and let q := B ∩Q. Then:
(1) The extension B/q→ B′/Q is finite;
(2) The field of fractions of B/q, say K(q), equals the field of fractions of B′/Q, say K(Q);
(3) If P ⊂ B′ is a prime ideal containing Q, p := P ∩B, P = P/Q, and p = p/q, then
eB/q(p) = eB/q(p)[K(Q) : K(q)] = eB′/Q(P ).
In other words, the finite extension B/q→ B′/Q is birational and bijective, and the multiplicity at
corresponding points is the same. In particular, B′/Q is regular if and only if B/q is regular, and
in that case necessarily B/q = B′/Q.
Proof. The statement in (1) is clear and (2) follows from condition (ii) of 2.3. As for (3) note
here that Spec(B′/Q) ⊂ Fsr(B′), and the conditions (i), (ii) and (iii) of 2.3, which hold for all P
containing Q, are inherited by P = P/Q(⊂ B′/Q). 	
2.9. Summarizing. With the same notation and conventions as 2.1, if β : X ′ → X is transversal,
then from Corollaries 2.7 and 2.8 it follows that:
(1) β(Fsr(X
′)) ⊂ Fs(X);
(2) Fsr(X
′) is homeomorphic to β(Fsr(X
′));
(3) If Y ⊂ Fsr(X ′) is an irreducible regular subscheme, then β(Y ) ⊂ Fs(X) is an irreducible
regular subscheme;
(4) If Z ⊂ Fs(X) is an irreducible closed regular subscheme, and if β−1(Z) ⊂ Fsr(X ′), then
β−1(Z)red is regular.
3. Presentations of transversal morphisms
The notion of multiplicity is closely related to that of integral closure of ideals. Given ideals
I ⊂ J in a Noetherian ring B, there are several (equivalent) formulations for J to be integral over
I, or say for I to be a reduction of J . Northcott and Rees introduced the notion of reduction. Given
ideals I ⊂ J as above, I is a reduction of J if IJn = Jn+1 for some n ≥ 0 or, equivalently, if the
inclusion B[IW ] ⊂ B[JW ] is a finite extension of subrings in B[W ]. In this case, if X → Spec(B)
denotes the blow up at I and X ′ → Spec(B) is the blow up at J , there is a factorization X ′ → X
induced by this finite extension, which is also a finite morphism.
The notion of reduction of an ideal J in B will appear naturally when studying the fibers of the
blow up, which is a notion that relates to that of the integral closure of J .
3.1. A first connection of integral closure with the notion of multiplicity is given by the following
Theorem of Rees. A Noetherian local ring (A,M) is said to be formally equidimensional (quasi-
unmixed in Nagata’s terminology) if dim(Aˆ/pˆ) = dim(Aˆ) at each minimal prime ideal pˆ in the
completion Aˆ.
Theorem 3.2 (Rees Theorem, [29]). Let (A,M) be a formally equidimensional local ring, and let
I ⊂ J be two M -primary ideals. Then I is a reduction of J if and only if eA(I) = eA(J).
3.3. A generalization of Rees Theorem. Theorem 3.2 can be generalized to the case of (non-
necessarily) M -primary ideals, see Theorem 3.4 below. Before stating the theorem, we will review
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some of the terms that appear among the hypotheses. Let I denote an ideal in a local ring (A,M).
Let f : Z → Spec(A) be the blow up at I, and let f0 : Z0 → Spec(A/I) be the proper morphism
induced by restriction. Northcott and Rees defined the analytic spread as:
l(I) = dim(A/M ⊗A GrI(A)) = δ + 1,
where δ is the dimension of the fiber of f over the closed point of Spec(A), or equivalently, the
dimension of the fiber of f0 over the closed point. Note that l(I) = dim(A) when I is M -primary.
The height of I, say ht(I), is min(dimAq) as q runs through all primes containing I, and we claim
that l(I) ≥ ht(I), with equality if and only if all fibers of f0 have the same dimension (see [21, §2]).
The inequality holds because the dimension of the fibers of f0 : Z0 → Spec(A/I) is an upper semi-
continuous function on primes of A/I (this result is due to Chevalley, cf. [12, Theorem 13.1.3]). In
addition, if q is minimal containing I, the dimension of the fiber over q is dim Aq.
Finally, let I ⊂ J is a reduction in a Noetherian ring B, and let X → Spec(B) and X ′ → Spec(B)
denote the blow ups at I and J (respectively). Since there is a factorization X ′ → X which is finite,
l(IBP ) = l(JBP ) at any prime P in B.
Theorem 3.4 (Bo¨ger, cf. [21, Theorems 2 and 3]). Let (A,M) be a formally equidimensional local
ring. Fix an ideal I ⊂ A so that ht(I) = l(I). Consider another ideal J ⊂ A so that I ⊂ J ⊂ √I.
Then I is a reduction of J if and only if eAq(IAq) = eAq(JAq) for each minimal prime q of I.
Along these notes we will consider and study the blow ups along regular centers. The following
theorem relates the notion of equimultiplicity with that of the fiber dimension at the blow up
(analytic spread), studied by Dade, Hironaka, and Schickhoff.
Theorem 3.5 (Hironaka-Schickhoff, [21, Corollary 3, p. 121]). Let (A,M) be a formally equidi-
mensional local ring, and let p ⊂ A be a prime ideal so that A/p is regular. Then ht(p) = l(p) in
A if and only if the local rings A and Ap have the same multiplicity.
Lemma 3.6 (Presentation of transversal extensions). Let B be a domain of finite type over a
perfect field k with maximum multiplicity s (s ≥ 1), and let B ⊂ B′ be a transversal extension of
generic rank r (see 2.1 and Definition 2.5). Let P ∈ Fsr(B′) be a prime, and let p = B ∩P . Then:
(1) The extension of local rings Bp → B′P is finite. Moreover, there are elements θ1, . . . , θm ∈
B′P integral over pB
′
P such that B
′
P = Bp[θ1, . . . , θm];
(2) If in addition B′/P is a regular ring, then the θ1, . . . , θm can be chosen in P , and P is the
integral closure of pB′ in B′.
Proof. (1) The extension Bp → B′P is finite, thus there are elements ω1, . . . , ωm ∈ B′P so that
B′P = Bp[ω1, . . . , ωm]. The quotient field of Bp, say K(p), is equal to the quotient field of B
′
P , say
K(P ). Hence there are elements α1, . . . , αm ∈ Bq such that αi = ωi ∈ K(p) = K(P ). Setting
θi := ωi − αi one has that θi ∈ P and B′P = Bq[θ1, . . . , θm]. Since PB′P is integral over pB′P each
θi is integral over pB
′
P .
(2) Set B′ = B[θ1, . . . , θm]. By condition (3) of Corollary 2.8, B
′/P = B/p. So clearly θ1, . . . , θm
can be modified by taking θ1 − α1, . . . , θm − αm, αi ∈ B, and we may assume that they are in P .
The discussion in 2.3, more precisely in condition (iii), applies for the local rings Bp ⊂ B′P , and
therefore pB′P is a reduction of PB
′
P or say that PB
′
P is the integral closure of pB
′
P . Our claim
now is that P is the integral closure of pB′ at the ring B′. It suffices to check that this claim holds
locally at every maximal ideal M ⊂ B′ containing P . We will apply Theorem 3.4 at B′M to prove
this latter claim: Let m =M ∩B, as B′/P is regular and equal to B/pB, it follows that Bm/pBm is
a regular local ring. Under these conditions, as B is a domain and the multiplicity of Bm coincides
with that of Bp, Theorem 3.5 asserts that l(p) = ht(p) in Bm.
Now, since the extension Bm → B′M is finite, we have that ht(pB′M ) = ht(p), and the blow up of
B′M at pB
′
M is finite over the blow up of Bm at pBm. This implies that the fibers over the closed
points have the same dimension. Thus l(pB′M ) = l(p), and therefore l(pB
′
M ) = ht(pB
′
M ) in B
′
M .
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Recall that eB′
P
(PB′P ) = eB′P (pB
′
P ) by condition (iii) of 2.3 and Theorem 3.2. Now, since PB
′
M is
the only minimal prime of pB′M , the claim follows from Theorem 3.4 (taking A = B
′
M , I = pB
′
M ,
and J = PB′M ).
	
4. Transversality and blow ups
Let X be an equidimensional scheme of finite type over a perfect field k with maximum multi-
plicity s. As we will see, there are some types of transformations that play an important role in
the study of the multiplicity. We will say that a morphism X ← X1 is an Fs-local transformation
if it is of one of the following types:
i) The blow up of X along a regular center Y contained in Fs(X). This will be called an
Fs-permissible blow up, or simply a permissible blow up when there is no confusion with s.
In this case we will also say that Y is an Fs-permissible center.
ii) An open restriction, i.e., X1 is an open subscheme of X. In order to avoid trivial transfor-
mations, we will always require X1 ∩ Fs(X) 6= ∅.
iii) The multiplication of X by an affine line, say X1 = X × A1k.
Note that, in either case, maxmult(X) ≥ maxmult(X1) (see [10]). We will say that a sequence of
transformations, say
X = X0 X1
ϕ1oo . . .
ϕ2oo Xn
ϕnoo ,
is an Fs-local sequence on X if ϕi is an Fs-local transformation of Xi−1 for i = 1, . . . , n, and
s = maxmult(X0) = . . . = maxmult(Xn−1) ≥ maxmult(Xn).
In the following lines we will study the behavior of transversality under local sequences. The main
result is Theorem 4.4.
Remark 4.1 (multiplicity and e´tale morphisms). The behavior of the multiplicity is naturally
compatible with e´tale topology. Namely, given an equidimensional scheme X of finite type over k
and an e´tale morphism ε : X˜ → X, one has that mult(ξ˜) = mult(ε(ξ˜)) for every ξ˜ ∈ X˜ . Moreover,
every Fs-local sequence over X, say
X X1oo · · ·oo Xl,oo
induces by base change an Fs-local sequence over X˜, say
X˜ X˜1oo · · ·oo X˜l,oo
and a commutative diagram,
X˜
ε

X˜1oo
ε1

· · ·oo X˜loo
εl

X X1oo · · ·oo Xl,oo
where each εi is e´tale.
Consider a finite morphism of schemes, say β : X ′ → X, a closed center Y ′ ⊂ X ′, and its image
in X, say Y = β(Y ′). In general, there is no natural map from the blow up of X ′ at Y ′ to the blow
up of X at Y . The next lemma provides a condition under which such map exists, and moreover
it is finite.
Lemma 4.2. Let γ : B → B′ be a homomorphism of Noetherian rings. Consider two ideals, say
I ⊂ B, and J ⊂ B′, such that γ(I)B′ is a reduction of J . Let X → Spec(B) be the blow at I and
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let X ′ → Spec(B′) be the blow up at J . Then there exists a unique morphism β1 : X ′ → X which
makes the following diagram commutative:
Spec(B′)

X ′oo
β1

Spec(B) X.oo
(4.2.1)
In addition, if B′ is finite over B, then β1 is also finite.
Proof. Since J is integral over γ(I)B′, we have γ(I)Jn = Jn+1 for some n ≥ 0 (see [23, p. 156],
and [20, Lemma 1.1, p. 792]). Therefore γ(I)JnOX′ = Jn+1OX′ . Observe that, by definition,
JOX′ is an invertible sheaf of ideals over X ′. Hence JnOX′ is also invertible, and, in this way,
γ(I)JnOX′ = Jn+1OX′ implies γ(I)OX′ = JOX′ . In particular, this means that γ(I)OX′ is
invertible over X ′. Thus, by the universal property of the blow up at I, X → Spec(B), there exists
a unique morphism of schemes, say β1 : X
′ → X, making (4.2.1) commutative.
For the second claim, fix a set of generators of I over B, say I = 〈f1, . . . , fr〉. Recall that
X = Proj(B[IW ]), and X ′ = Proj(B′[JW ]). From the existence of β1, we deduce that X
′ is covered
by the affine charts associated to γ(f1), . . . , γ(fr), i.e., those given by the rings
[
(B′[JW ])γ(fi)W
]
0
(the homogeneous part of degree 0 of (B′[JW ])γ(fi)W ). Since B
′ is finite over B, and γ(I)B′ is a
reduction of J , the graded algebra B′[JW ] is finite over B[IW ]. Hence
[
(B′[JW ])γ(fi)W
]
0
is finite
over [(B[IW ])fiW ]0 for i = 1, . . . , r, and therefore β1 is finite. 	
Remark 4.3. Let B ⊂ B′ be a finite extension of Noetherian domains, and consider two ideals
I ⊂ B and J ⊂ B′ so that J is integral over IB′. Let X ′ → Spec(B′) be the blow up at J and
let X → Spec(B) be the blow up at I. Fix generators of I and J , say I = 〈x1, . . . , xr〉, and
J = 〈x1, . . . , xr, θ1, . . . , θs〉, where θ1, . . . , θs are integral over IB′. Under these hypotheses, the
Lemma says there is a natural finite map X ′ → X. Note that X can be covered by r affine charts
of the form Spec(B1), . . . ,Spec(Br), with Bi = B
[
x1
xi
, . . . , xrxi
]
. Moreover, from the second part of
the proof it follows that X ′ can be covered by r affine charts of the form Spec(B′1), . . . ,Spec(B
′
r),
where B′i = B
′
[
x1
xi
, . . . , xrxi ,
θ1
xi
, . . . , θsxi
]
, and the map X ′ → X is locally given by the extension
Bi ⊂ B′i, which is finite.
Theorem 4.4. Let X be a variety with maximum multiplicity s and let β : X ′ → X be a transversal
morphism of generic rank r. Then:
i) An Frs-permissible center on X
′, say Y ′ ⊂ Frs(X ′), induces an Fs-permissible center on X,
say Y = β(Y ′) ⊂ Fs(X), and a commutative diagram of blow ups of X at Y , say X ← X1,
and of X ′ at Y ′, say X ′ ← X ′1, as follows,
X ′
β

X ′1
oo
β1
X X1,oo
where β1 is finite of generic rank r. In addition, if Frs(X
′
1) 6= ∅, then Fs(X1) 6= ∅, and the
morphism β1 is transversal.
ii) Any sequence of Frs-permissible blow ups on X
′, X ′ ← X ′1 · · · ← X ′N−1 ← X ′N , induces a
sequence of Fs-permissible blow ups on X, and a commutative diagram as follows,
X ′
β

X ′1
oo
β1

· · ·oo X ′N−1oo
βN−1

X ′N
oo
βN
X X1oo · · ·oo XN−1oo XN ,oo
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where each βi is finite of generic rank r. Moreover, if Frs(X
′
N ) 6= ∅, then Fs(XN ) 6= ∅, and
the morphism βN is transversal.
Proof. Property ii) follows from i) by induction on N . Thus we just need to prove i).
Note that the center Y = β(Y ′) is Fs-permissible by 2.9. The varieties X and X
′ can be locally
covered by affine charts of the form Spec(B) and Spec(B′), with the morphism β being given by
a finite extension B ⊂ B′. Let P ⊂ B and P ′ ⊂ B′ denote the ideals of definition of Y and
Y ′ respectively. By Lemma 3.6, P ′ is integral over the extended ideal PB′. Then, under these
hypotheses, Lemma 4.2 says that there is natural finite morphism β1 : X
′
1 → X1 which makes
the diagram in i) commutative. Since the blow up of an integral scheme along a proper center
is birational, the generic rank of β1 coincides with that of β. That is, β1 is a finite morphism of
generic rank r, which proves the first part of i).
For the second part of the claim, recall first that the multiplicity does not increase when blowing
up along permissible centers, and hence maxmult(X1) ≤ s, and maxmult(X ′1) ≤ rs. In addition,
the map β : X ′1 → X1 has generic rank r. Thus Frs(X ′1) 6= ∅ implies Fs(X1) 6= ∅. In particular, if
Frs(X
′
1) 6= ∅, then the morphism β : X ′1 → X1 is transversal. 	
Remark 4.5. Consider a transversal morphism β : X ′ → X as in the Theorem. As pointed out
at the beginning of the section, we are interested in studying the behavior of Frs(X
′) and Fs(X).
Since the set Frs(X
′) is homeomorphic to its image in Fs(X) via β, for any open subset U
′ ⊂ X ′,
one can find an open subset U ⊂ X satisfying U ′ ∩ Frs(X ′) = β−1(U) ∩ Frs(X ′). In this setting
we will say that U ′ ⊂ X ′ is an Frs-permissible restriction if there is an open subset U ⊂ X so
that U ′ = β−1(U). Thus, as a consequence of Theorem 4.4, one readily checks that every Frs-local
sequence on X ′, say X ′ ← X ′1 ← · · · ← X ′N , induces an Fs-local sequence on X, and a commutative
diagram as follows,
X ′
β

X ′1
oo
β1

· · ·oo X ′N−1oo
βN−1

X ′N
oo
βN
X X1oo · · ·oo XN−1oo XN ,oo
where each βi is finite of generic rank r. In addition, if Frs(X
′
N ) 6= ∅, then βN is transversal.
Normalization and transversal morphisms. Let X be a singular variety over a field k with
maximum multiplicity s ≥ 2. The normalization of X, say X , is endowed with a natural finite
morphism β : X → X which is dominant and birational. Hence, by Zariski’s formula (Theorem 2.2),
maxmult(X) ≤ maxmult(X). In addition, if the equality holds, then β : X → X is transversal,
and Fs(X) is mapped homeomorphically to β(Fs(X)) ⊂ Fs(X) (see Corollary 2.7 and 2.9).
Assume that the morphism β : X → X is transversal, i.e., that maxmult(X) = maxmult(X).
In this case, Theorem 4.4 says that any sequence of blow ups along regular equimultiple centers on
X induces a sequence of blow ups on X. As a consequence of this result, one can also establish
a relation between sequences of normalized blow ups on X and sequences of blow ups on X, as
long as transversality is preserved. Recall that the normalized blow up of X along a closed center
Y ⊂ X is the normalization of the blow up of X along Y .
Corollary 4.6. Let X0 be a variety over a field k, and let X0 denote the normalization of X0.
Assume that maxmult(X0) = maxmult(X0). Let X0 ← X1 ← · · · ← X l−1 ← X l be a sequence of
normalized blow ups along closed regular centers Y i ⊂ Maxmult(X i−1), such that
maxmult(X0) = · · · = maxmult(X l−1) ≥ maxmult(X l).
Then there is a natural sequence of blow ups on X0, say X0 ← X1 ← · · · ← Xl−1 ← Xl, along
closed regular centers Yi ⊂ Maxmult(Xi), so that
maxmult(X0) = · · · = maxmult(Xl−1) ≥ maxmult(Xl),
and X i is the normalization of Xi for i = 1, . . . , l.
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Proof. It suffices to prove the case l = 1 (the general case follows by induction on l). Since
maxmult(X0) = maxmult(X0), the natural morphism β0 : X0 → X0 is transversal, and hence
Y0 = β0(Y 0) ⊂ Maxmult(X0) defines a regular center in X0. Let X1 → X be the blow up at Y0 and
let X˜1 → X0 be the blow up at Y 0. Then by Theorem 4.4, there is a birational map, say X˜1 → X1,
which is finite. Let X1 be the normalization of X˜1. Then it follows that X1 is the normalization
of X1. Moreover, if maxmult(X1) = maxmult(X0), then maxmult(X1) = maxmult(X0), and the
morphism β1 : X1 → X1 is again transversal. 	
Strongly transversal morphisms. Let β : X ′ → X be transversal morphism of generic rank r
and suppose that X has maximum multiplicity s ≥ 2. Under these hypotheses, Theorem 4.4 says
that any sequence of Frs-permissible blow ups on X
′ induces a sequence of Fs-permissible blow ups
on X. In general, the converse to this Theorem, by blowing up centers over X, fails because β
does not map Frs(X
′) surjectively to Fs(X). Hence not every center contained in Fs(X) induces a
center in Frs(X
′). This observation motivates the following definition.
Definition 4.7. We will say that a transversal morphism of generic rank r, β : X ′ → X, is strongly
transversal if Frs(X
′) is homeomorphic to Fs(X) via β, and every Frs-local sequence over X
′, say
X ′ ← X ′1 ← · · · ← X ′N , induces an Fs-local sequence over X in the sense of Remark 4.5, and a
commutative diagram as follows,
X ′
β

X ′1
oo
β1

· · ·oo X ′N−1oo
βN−1

X ′N
oo
βN
X X1oo · · ·oo XN−1oo XN ,oo
(4.7.1)
where each βi is finite of generic rank r (see Remark 4.5 above), and induces a homeomorphism
between Frs(X
′
i) and Fs(Xi). In this case we will also say that Frs(X
′) is strongly homeomorphic
to Fs(X). Note in particular that this definition yields Frs(X
′
N ) = ∅ if and only if Fs(XN ) = ∅.
Remark 4.8. This definition is equivalent to saying that any Fs-local sequence on X induces an
Frs-local sequence on X
′, and a commutative diagram like (4.7.1). In particular, note that the
homeomorphism between Frs(X
′) and Fs(X) is preserved by transformations.
Remark 4.9. Note that, in virtue of 2.9, checking that a finite morphism β : X ′ → X of generic
rank r is strongly transversal is equivalent to showing that β : X ′ → X maps Frs(X ′) surjectively
onto Fs(X) (where s denotes the maximum multiplicity of X), and that this property is preserved
by any Fs-local sequence.
From the point of view of resolution of singularities, β : X ′ → X is strongly transversal if and
only if the processes of lowering the maximum multiplicity of X ′ and X are equivalent. In the
case of varieties over a field of characteristic zero, it is possible to give a characterization of strong
transversality in terms of Rees algebras (see Theorem 7.2 in Section 7). In the next two sections
we introduce the theory of Rees algebras and elimination.
Part II. Rees algebras and elimination
5. Rees algebras and local presentations of the multiplicity
Let X be a d-dimensional algebraic variety defined over a perfect field k. When seeking a
resolution of singularities of X we may start by constructing a sequence of blow ups along closed
regular equimultiple centers, say X ← X1 ← . . .← Xm−1 ← Xm, so that
maxmult(X) = maxmult(X1) = · · · = maxmult(Xm−1) > maxmult(Xm).
In general, the maximum multiplicity locus of a variety does not define a regular center. Thus
the multiplicity function has to be refined in order to obtain regular centers at each stage of the
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process. It is in this setting that the machinery provided by Rees algebras comes in handy. For a
more detailed introduction to Rees algebras and their use in resolution of singularities we refer to
[6] or [11] (we will not go into these detalis here). In this paper we will use Rees algebras in the
formulation and the proof of Theorem 7.2 and in the proof of Theorem 8.2. Thus, we will devote
the present section and the next to review the main definitions and results on Rees algebras that
we will be needing in sections 7 and 8.
Definition 5.1. Let B be a Noetherian ring, and let {In}n∈N be a sequence of ideals in B satisfying
the following conditions: I0 = B; and Ik · Il ⊂ Ik+l for all l, k ∈ N. The graded subring G =⊕
n≥0 InW
n of the polynomial ring B[W ] is said to be a B-Rees algebra, or a Rees algebra over
B, if it is a finitely generated B-algebra. A Rees algebra can be described by giving a finite set
of generators, say {f1W n1 , . . . , fsW ns}, with fi ∈ B for i = 1 . . . , s, in which case we will write
G = B[f1W n1 , . . . , fsW ns] ⊂ B[W ].
The notion of Rees algebra extends naturally to schemes. Consider a non-necessarily affine
scheme V . We will say that a quasi-coherent subsheaf G ⊂ OV [W ] is a Rees algebra over V ,
or simply an OV -Rees algebra, if V can be covered by affine charts of the form U = Spec(B),
where Γ(U,G) is a Rees algebra over B. Note that, in this way, there is a natural one-to-one
correspondence between the Rees algebras defined over a ring B, and those defined over the affine
scheme Spec(B). Thus sometimes we will abuse our notation, and we will make no distinction
between them.
5.2. The singular locus of a Rees algebra. [32, 1.2] Let G =⊕n∈N InW n be a Rees algebra
over a regular scheme V . The singular locus of G is defined by
Sing(G) :=
⋂
n≥1
{ξ ∈ V | νξ(In) ≥ n} ,
where νξ(In) denotes the order of the ideal sheaf In at ξ. When V is excellent, Sing(G) turns out
to be a closed subset of V . In addition, when V is affine, put V = Spec(S), and G is generated by
elements f1W
N1 , . . . , fsW
Ns , one has that (see [11, Proposition 1.4]):
Sing(G) =
s⋂
i=1
{ξ ∈ V | νξ(fi) ≥ Ni} .
5.3. If X is a variety over a perfect field k, then, locally in an (e´tale) neighborhood U of a point of
maximum multiplicity, there is an embedding in a smooth variety V over k and an OV -Rees algebra
G such that Maxmult(X) ∩ U = SingG, where Maxmult(X) denotes the (closed) set of points of
maximum multiplicity of X. In fact, this equality holds in a very strong sense, to be defined in 5.7.
This issue will be treated along this section (see Theorem 5.10, and the discussion in 5.12 for more
precise details). We shall indicate in 5.11 that a similar statement can be made for the maximum
value of the Hilbert-Samuel function on X (see [15]).
5.4. Transforms of Rees algebras by local sequences. Transforms by permissible blow ups.
Let V be a regular scheme, and let G be a Rees algebra on V . A regular closed subscheme Y ⊂ V
is said to be permissible for G = ⊕n JnW n ⊂ OV [W ] if Y ⊂ SingG. A permissible blow up is the
blow up at a permissible center, V ← V1. If H1 ⊂ V1 denotes the exceptional divisor, then for each
n ∈ N, one has that JnOV1 = I(H1)nJn,1 for some sheaf of ideals Jn,1 ⊂ OV1 . The transform of G
in V1 is then defined as G1 :=
⊕
n Jn,1W
n (see [11, Proposition 1.6]).
Transforms by smooth morphisms. Let V ← V1 be either the restriction to some open subset V1
of V or the multiplication by an affine space, say V1 = V ×k Ank . Then we define the transform G1
of G in V1 as the pull-back of G in V1.
A G-local sequence over V is a local sequence over V ,
(V = V0,G = G0) (V1,G1)pi0oo · · ·pi1oo (Vm,Gm),
pim−1oo (5.4.1)
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where each πi is either a permissible monoidal transformation for Gi ⊂ OVi [W ] (and Gi+1 is the
transform of Gi in the sense of 5.4), or a smooth morphism (and Gi+1 is the pull-back of Gi in Vi+1).
Definition 5.5. Let V be a regular scheme, and G an OV -Rees algebra. A resolution of G consists
on a sequence of permissible blow ups, say
(V = V0,G = G0) (V1,G1)oo · · ·oo (Vm,Gm),oo
so that Sing(Gm) = ∅.
Local presentations of the multiplicity
In 5.4 and Definition 5.5 we discussed about local sequences of transformations of a Rees algebra
G over a regular scheme V . In the next definition we will fix a singular variety X and will consider
local transformations on X.
Definition 5.6. We will say that a sequence of transformations X = X0 ← X1 ← . . . ← Xm is
a mult(X)-local sequence if for i = 0, . . . ,m − 1, Xi ← Xi+1 is either blow at a smooth center
Y ⊂ Maxmult(Xi), or else Xi+1 = Xi × A1k and Xi ← Xi+1 is the smooth morphism defined by
the natural projection.
Definition 5.7. We will say that mult(X) is locally representable for a scheme X, if for each point
ξ ∈ MaxmultX there is an open (e´tale) neighborhood (which we denote again by X to ease the
notation), an embedding in some regular scheme, say X ⊂ V , and a OV -Rees algebra G so that the
following conditions hold:
(1) There is an equality, Maxmult(X) = Sing(G), of closed sets;
(2) Every mult(X)-local sequence as in Definition 5.6, say X = X0 ← X1 ← . . .← Xm with
maxmult(X) = maxmult(X0) = · · · = maxmult(Xm−1) ≥ maxmult(Xm)
induces a G-local sequence
(V = V0,G = G0) (V1,G1)oo · · ·oo (Vm,Gm),oo (5.7.1)
and: Maxmult(Xi) = Sing(Gi) for i = 1, . . . ,m − 1; if maxmult(Xm−1) = maxmult(Xm),
then Maxmult(Xm) = Sing(Gm); if maxmult(Xm−1) > maxmult(Xm), then Sing(Gm) = ∅.
(3) Conversely, any G-local sequence as (5.7.1) with Sing(Gi) 6= ∅ for i = 0, . . . ,m − 1, induces
an mult(X)-local sequence X = X0 ← X1 ← . . .← Xm with
maxmult(X) = maxmult(X0) = · · · = maxmult(Xm−1) ≥ maxmult(Xm),
and: Maxmult(Xi) = Sing(Gi) for i = 1, . . . ,m − 1; maxmult(Xm−1) = maxmult(Xm) if
Maxmult(Xm) = Sing(Gm) 6= ∅, maxmult(Xm−1) > maxmult(Xm) if Sing(Gm) = ∅.
5.8. It can be proved that the previous condition is fulfilled for varieties defined over a prefect
field, at least locally in e´tale topology. Namely, given a variety X over a perfect field k, and a point
ξ ∈ X, there exists an e´tale neighborhood of X at ξ, say U , a closed immersion of U into a regular
variety V , and an OV -Rees algebra G satisfying conditions (1), (2) and (3) (see [34, §7]). This local
embedding, together with the Rees algebra G, will be called a local presentation of Maxmult(X).
Remark 5.9. Hereafter, when we refer to a local presentation of X, we shall simply write a pair
(V,G), assuming that a closed immersion X →֒ V has already been fixed, and omitting the fact
that X →֒ V might by defined in an e´tale neighborhood.
Theorem 5.10. [34, §5] Let X be an equidimensional scheme of finite type over a perfect field k,
and let s = maxmult(X). Then, mult(X) is locally representable.
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5.11. Hilbert-Samuel vs. Multiplicity. In [15] Hironaka proves that the Hilbert-Samuel
function of an algebraic variety X, or more precisely the stratum of points having the same Hilbert-
Samuel function, is locally representable. There, instead of mult(X)-local sequences, one has to
consider HSX -local sequences: set MaxHSX as the closed set of points with maximum Hilbert-
Samuel function on X. We will say that X = X0 ← X1 ← . . . ← Xm is an HSX-local sequence if
for 0 ≤ i ≤ m− 1, the morphism Xi ← Xi+1 is either a blow up at a smooth center Y ⊂ MaxHSXi
(this is normal flatness), or else Xi ← Xi+1 is a smooth morphism with Xi+1 = Xi × A1k.
By considering the Hilbert-Samuel function, or the multiplicity function, we ultimately seek to
produce a resolution of singularities of X. In the first case, we seek for a resolution by blowing up at
normally flat centers; in the second case, one uses equimultiple centers. Over fields of characteristic
zero, in either of these two approaches, Rees algebras can be used in order to produce such centers
(as was done in 5.8 for the case of the multiplicity).
5.12. Some ideas behind the proof of Theorem 5.10. Here we seek for local representations
of the multiplicity on X in the sense of Definition 5.7. Suppose that X is affine, say X = Spec(B),
where B is an equidimensional algebra of finite type over a perfect field k. Fix a closed point
ξ ∈ Fs(X). After replacing X by a suitable e´tale neighborhood of ξ, we may assume that there
exists a regular domain S ⊂ B so that B is a finite extension of S of generic rank s, which necessarily
satisfies property (*) from 2.3 at ξ. Then, choose θ1, . . . , θm ∈ B so that B = S[θ1, . . . , θm]. These
elements induce a surjective morphism S[Z1, . . . , Zm] → B = S[θ1, . . . , θm], where Z1, . . . , Zm
represent variables, and we can take V = Spec(S[Z1, . . . , Zm]). Observe that this morphism induces
a natural embedding of X into V . Moreover, since θi is integral over S, it has a minimal polynomial
over K, the field of fractions of S. Denote it by fi(Zi) ∈ K[Zi], and set di = deg(fi). It can be
shown that the coefficients of these polynomials actually belong to S, i.e., that fi(Zi) ∈ S[Zi].
Finally, (see [34, §7.1] for details), a local presentation of Fs(X) is given by the Rees algebra:
GV = OV [f1(Z1)W d1 , . . . , fm(Zm)W dm ] ⊂ OV [W ].
Comparing different presentations: weak equivalence and canonical representatives.
Consider an equidimensional scheme X where mult(X) is representable via local embeddings, and
fix a point ξ ∈ Maxmult(X). In principle, there may be many presentations of Maxmult(X) (locally
at ξ) coming from different immersions and Rees algebras. As we want to use local presentations to
find a resolution of singularities of X in the case of characteristic zero, one would like to show that
two different presentations lead to the same process of resolution. Assume that a closed immersion
X →֒ V has been fixed, and that we have two presentations of Maxmult(X) given by two OV -Rees
algebra G and G′. Then, we would like that G and G′ lead to the same process of resolution. As
both of them represent Maxmult(X), we have that Sing(G) = Maxmult(X) = Sing(G′), and this
equality is preserved by local sequences. This motivates the following definition.
Definition 5.13. Two Rees algebras G and G′ over a regular scheme V are weakly equivalent if:
(1) Sing(G) = Sing(G′).
(2) Any G-local sequence on V , say V ← V1 ← · · · ← Vm, is a G′-local sequence, and vice-versa.
(3) For any local sequence as that in (2), if Gi and G′i denote the transforms of G and G′ on Vi
respectively, we have that Sing(Gi) = Sing(G′i).
It is easy to see that weak equivalence defines an equivalence relation on the family of OV -Rees
algebras, and thus each OV -Rees algebra G has a class of equivalence. By definition, if an OV -Rees
algebra represents Maxmult(X) (via a fixed immersion X →֒ V ), any other element of its class also
do so. It can be proved that two weakly equivalent OV -Rees algebras induce the same invariants,
and hence they share the same process of resolution of Rees algebras (over fields of characteristic
zero). In this way one can see that the process of simplification of the maximum multiplicity of a
singular variety X is independent of the local presentations chosen (see [6, §27] or [11]).
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Remark 5.14. Consider a Rees algebra G defined over a smooth variety V . One can consider a
tree with V as its root and consisting on all the G-local sequences as in (5.4.1). This tree will be
called the tree of permissible transformations of G, and we shall denote it by FV (G). Given another
Rees algebra G′ over V , if every G-local sequence induces a G′-local sequence, then we shall say
that FV (G) ⊂ FV (G′). Note that, with this notation, G is weakly equivalent to G′ if and only if
FV (G) ⊂ FV (G′) and FV (G′) ⊂ FV (G) and, in such case, we shall write FV (G) = FV (G′).
5.15. Integral closure. Consider a regular domain S, and a S-Rees algebra G ⊂ S[W ]. We
define the integral closure of G, which we shall denote by G, as that of G regarded as a ring, inside
its field of fractions. Since S is normal, S[W ] is normal, and hence G ⊂ S[W ]. In addition, if S
excellent, G is finitely generated over S (see [12, 7.8.3 ii) and vi)]). Thus G is again a Rees algebra
over S. As integral closure is a concept of local nature, this notion extends naturally to non-affine
schemes. In this way, given a regular excellent scheme V , and an OV -Rees algebra G, we may talk
unambiguously about the integral closure of G, say G, which is again an OV -Rees algebra.
Remark 5.16. Observe that the regularity of S (resp. V ) does not play an essential role on the
previous discussion. Thus the concept of integral closure extends to any Rees algebra defined over
a normal excellent domain (resp. normal excellent scheme).
Lemma 5.17 (cf. [11, Proposition 5.4]). Let V be a regular excellent scheme, and G an OV -Rees
algebra. Then the integral closure of G, say G, is weakly equivalent to G.
5.18. Differential Rees algebras. Let S be a smooth algebra over a perfect field k. For any
non-negative integer n, denote by Diff nS|k the module of differential operators of order at most
n of S over k. A Rees algebra over S, say G = ⊕i∈N IiW i, is said to be differentially saturated
(with respect to k) if the following condition holds: for any homogeneous element fWN ∈ G, and
any differential operator ∆ ∈ Diff nS|k, with n < N , we have that ∆(f)WN−n ∈ G. In particular,
Ii+1 ⊂ Ii, since Diff 0S|k ⊂ Diff 1S|k. Note that this notion extends naturally to Rees algebras defined
on a smooth variety over k, say V : in this case, we denote by Diff nV |k the sheaf of differential
operators of V over k, and the condition of being differentially saturated is defined locally.
Given a smooth variety over a perfect field k, and an arbitrary OV -Rees algebra G, there is a
natural way to construct the smallest differentially saturated algebra containing G (see [33, The-
orem 3.4]), which we will denote by Diff (G). It can be checked that Diff (G) is again finitely
generated over OV (cf. [33, Proof of Theorem 3.4]), and hence it is a Rees algebra. Moreover
Diff (G) is weakly equivalent to G (see Giraud’s Lemma [11, Theorem 4.1]).
Theorem 5.19 ([16], [4, Theorem 3.10]). Let V be a regular variety over a perfect field k. Then
two OV -Rees algebra G and G′ are weakly equivalent if and only if Diff (G) = Diff (G′).
In particular, this theorem says that Diff (G) is the canonical representative of the class of G.
A generalization of this result to the case of varieties over non-perfect fields can be found in [2,
Theorem 6.6.8].
5.20. Relative Differential Rees algebras. Let β : V → V ′ be a smooth morphism of smooth
schemes defined over a perfect field k with dimV > dimV ′. Then, for any integer s, the sheaf
of relative differential operators of order at most s, Diff sV/V ′ , is locally free over V . We will say
that a sheaf of OV -Rees algebras G = ⊕nInW n is a β-relative differential Rees algebra or simply a
β-differential Rees algebra if there is an affine covering {Ui} of V , such that for every homogeneous
element fWN ∈ G and every ∆ ∈ Diff nV/V ′(Ui) with n < N , we have that ∆(f)WN−n ∈ G (in
particular, Ii+1 ⊂ Ii since Diff 0V/V ′ ⊂ Diff 1V/V ′). Given an arbitrary Rees algebra G over V there is
a natural way to construct a β-relative differential algebra with the property of being the smallest
containing G, and we will denote it by Diff V/V ′(G) (see [31, Theorem 2.7]). Relative differential
Rees algebras will play a role in the definition of the so called elimination algebras that will be
treated in Section 6.
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The Rees algebra associated to Maxmult(X).
Theorem 5.21. [1, Theorem 5.3] Let X be a singular variety defined over a perfect field k. Suppose
that there are two immersions X ⊂ V1 and X ⊂ V2 together with two Rees algebras G1 and G2 over
V1 and V2 respectively such that (V1,G1) and (V2,G2) represent the stratum of maximum multiplicity
of X (see Definition 5.7). Then the OX -algebras Diff (G1)|X and Diff (G2)|X are equal up to integral
closure.
Remark 5.22. Recall that a situation as in the previous theorem can always be achieved locally
in e´tale topology (see 5.8). Moreover, it can be shown that if X ← X˜1 and X ← X˜2 are two e´tale
neighborhoods together with embedings X˜1 ⊂ V1 and X˜2 ⊂ V2 where two Rees algebras attached
to the maximum multiplicity locus are defined, then there is an e´tale (common) neighborhood X˜
of X, X˜1, and X˜2, and two embeddings, X˜ ⊂ V˜1 and X˜ ⊂ V˜2 together with two Rees algebras, say
G1 and G2 defined on V˜1 and V˜2 respectively, representing the maximum multiplicity of X˜ . This is
the sense in which the previous theorem should be interpreted (see [6, §29]).
Definition 5.23. Let X be a singular variety over a perfect field k with maximum multiplicity
s > 1. Given a local presentation of Maxmult(X) as in Definition 5.7, say (V,G), we define the
Rees algebra attached to Maxmult(X) to be GX := Diff (G)|X .
Remark 5.24. Given a singular variety X over a perfect field k, local presentations of Maxmult(X)
exist only in e´tale topology (see 5.8 and 5.9). Thus GX is only defined locally in e´tale topology.
Theorem 5.21 says that GX does not depend on the choice of the local presentation (V,G).
6. Elimination algebras
In the previous section we discussed about local presentations of the multiplicity for a given
variety X via some pair (V,G). This has been useful to prove algorithmic resolution of singularities
in characteristic zero using the multiplicity as main invariant. In this context, one advantage of
using the multiplicity instead of the Hilbert-Samuel function (the invariant used by Hironaka in [13])
is that, at least when the characteristic is zero, it can be shown that the lowering of the maximum
multiplicity of X is equivalent to resolving a Rees algebra defined in some d-dimensional regular
scheme, where d is the dimension of X. This follows from the fact that the local presentation of
the multiplicity is found by considering a suitable finite projection from X to some regular scheme
Z (see 5.12 and Example 6.19 below).
The previous discussion leads to the following question. Once a pair (V,G) is given, one may
wonder whether there is another (V ′,G′) with dimV ′ < dimV somehow equivalent to (V,G). That
is, we would like, (1) that Sing(G) be homeomorphic to Sing(G′) in some sense, and (2), that this
homeomorphism be preserved by local sequences. This would mean that finding a resolution of G
is equivalent to finding a resolution of G′, the latter being less complex since the problem concerns
an ambient space of lower dimension. This would allow us to resolve Rees algebras by using an
inductive argument. This is the motivation behind the theory of elimination algebras treated in
this section (further details about elimination algebras can be found in [5], [6], [32], and [31]).
To define an elimination algebra for a given one, the starting point will be a pair (V,G) as before,
and some smooth morphism to a (smooth) scheme of lower dimension β : V → V ′. To be able
to talk about elimination we will require some additional conditions on β (which will be made
precise in Definition 6.2 below). Now, as we will see, the dificulty here is that if we are given a
G-permissible sequence over V we would like to be able to define (in a natural way) another over
V ′ together with smooth morphisms βi and commutative diagrams:
V
β 
V1oo
β1 
. . .oo Vloo
βl 
V ′ V ′1
oo . . .oo V ′l .
oo
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However this requires a little bit of care when the permissible transformations involve permissible
blow ups. This motivates the following discussion which we hope will help to clarify the meaning
of Definition 6.2.
6.1. On the compatibility of permissible blow ups with smooth projections. Let β :
V → V ′ be a smooth morphism of regular varieties over a perfect field k with dimV ≥ dimV ′. Let
G ⊂ OV [W ] and G′ ⊂ OV ′ [W ] be Rees algebras. Suppose that Sing(G) is homeomorphic to Sing(G′)
via β, and let Y ⊂ Sing G be a permissible center. If Z ′ = β(Y ) ⊂ Sing(G′) is also a permissible
center, then we can consider the blows up of V and V ′ at Y and Z = β(Y ) respectively, say
V
β 
V1oo
V ′ V ′1 .
oo
Let G′1 be the transform of G′ in V ′1 and let G1 be the transform of G in V1. In general, β cannot be
lifted to a morphism β1 : V1 → V ′1 to complete the square. However for our purposes it would be
enough if we could guarantee that β can be lifted to a smooth morphims from some open subset
U1 ⊂ V1 with Sing(G1) ⊂ U1,
V
β 
U1oo
β1 
V ′ V ′1 .
oo
(6.1.1)
In such case β1(Sing(G1)) can be defined and we may wonder whether it is homeomorphic to Sing(G′1)
or not. The situation is quite similar if instead we consider a permissible center Z ⊂ Sing(G′) and
consider the blow ups of V ′ at Z and of V at β−1(Z) ∩ Sing(G). This motivates the formulation
of part (2) of the following definition. As we will see, for a smooth morphism β : V → V ′ to be
G-admissible (see Definition 6.2), we will only ask for the existence of a commutative diagram like
(6.1.1) after a G-permissible blow up (see Remark 6.5).
Thus, in forthcoming discussions whenever we define local sequences over V ′ and V as above we
will be assuming that the blow ups at permissible centers will be restricted to suitable open subsets
of the transforms of V that contain the singular locus of the transforms of G so that commutative
diagrams as (6.1.1) can be considered.
Definition 6.2. Let V (n) an n-dimensional smooth variety over a perfect field k, and let G(n) be
a Rees algebra over V (n). We will say that a smooth morphism from V (n) to a smooth k-variety
V (n−e) of dimension (n− e), say β : V (n) → V (n−e), is a G(n)-admissible projection if the following
conditions hold:
(1) β maps Sing(G(n)) homeomorphically to its image in V (n−e). Moreover, it is required that,
for any closed subscheme Y ⊂ Sing(G(n)), Y is regular if and only if β(Y ) ⊂ V (n−e) is so;
(2) For any G(n)-permissible sequence of transformations on V (n), say
G(n) = G(n)0 G(n)1 G(n)l
V (n) = V
(n)
0 V
(n)
1
ϕ1oo · · ·ϕ2oo V (n)l ,
ϕloo
(6.2.1)
there exists a collection of open subschemes, say U
(n)
i ⊂ V (n)i for i = 1, . . . , l, together with
a sequence of transformations over V (n−e), say
V (n−e) = V
(n−e)
0 V
(n−e)
1
oo · · ·oo V (n−e)l ,oo (6.2.2)
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and a commutative diagram, say
V (n)
β

V
(n)
1
ϕ1oo V
(n)
2
ϕ2oo · · ·ϕ3oo V (n)l
ϕloo
U
(n)
1
gg❖❖❖❖❖❖❖❖❖
β1

?
OO
U
(n)
2
oo
β2

?
OO
· · ·oo U (n)loo
βl

?
OO
V (n−e) V
(n−e)
1
oo V
(n−e)
2
oo · · ·oo V (n−e)l ,oo
(6.2.3)
with the following properties:
i) ϕi
(
U
(n)
i
) ⊂ U (n)i−1, in such a way that U (n)i−1 ← U (n)i is the natural restriction of ϕi to
U
(n)
i for every i = 2, . . . , l;
ii) Sing
(G(n)i ) ⊂ U (n)i for every i = 1, . . . , l;
iii) Each βi : U
(n)
i → V (n−e)i is a smooth morphism mapping Sing
(G(n)i ) homeomorphically
to its image in V
(n−e)
i . Moreover, it is required that, for any closed subscheme Yi ⊂
SingG(n)i , Yi is regular if and only if βi(Yi) ⊂ V (n−e)i is so;
iv) The sequence in (6.2.2) is the sequence naturally induced by (6.2.1) in the following
sense: for each i = 1, . . . , l, if V
(n)
i is the blow up of V
(n)
i−1 at a closed center Yi−1 ⊂
Sing
(G(n)i−1), then V (n−e)i is the blow up of V (n−e)i−1 at βi−1(Yi−1); if V (n)i is an open
restriction or the multiplication by an affine line of V
(n)
i−1 , then so is V
(n−e)
i with respect
to V
(n−e)
i−1 .
Given V (n) and G(n), the question of whether there exists a G(n)-admissible projection to some
smooth space of dimension (n − e) arises. The existence of such admissible projections can be
characterized in terms of the τ -invariant, an invariant attached to each closed point ξ ∈ SingG(n).
Definition 6.3. Let V (n) be a regular variety over a perfect field k and let G(n) be a Rees algebra
over V (n). Fix a closed point ξ ∈ Sing(G(n)), and let Grmξ(OV (n),ξ) denote the graded ring of OV (n),ξ.
Consider the tangent ideal of G(n) at ξ, say Inξ G(n) ⊂ Grmξ(OV (n),ξ), defined as the homogeneous
ideal generated by Inξ(In) :=
(
In + m
n+1
ξ
)
/mn+1ξ for all n ≥ 1. Note that Grmξ(OV (n),ξ) ≃
k′[Z1, . . . , Zn], where Z1, . . . , Zn is a basis of the subspace of linear forms of Grmξ(OV (n),ξ), say
Gr1mξ(OV (n),ξ), and k′ is the residue field at ξ. The τ -invariant is the minimum integer so that
there exists a basis of Gr1mξ(OV (n),ξ), say Y1, . . . , Yn, satisfying that Inξ G(n) can be generated by
polynomials in k′[Y1, . . . , Yτ ] (see [3]). That is, so that
Inξ G(n) =
(
Inξ G(n) ∩ k′[Y1, . . . , Yτ ]
)
·Grmξ(OV (n),ξ).
The τ -invariant appears in [13], and has been thoroughly studied in [24], [25] and [26]. See also
[14], [18] and [3].
Lemma 6.4 (cf. [31, §4], [5, §8]). Let V (n) be a smooth variety of dimension n over a perfect
field k, and let G(n) be a Rees algebra over V (n). Let ξ ∈ Sing(G(n)) be a closed point. Then, for
e ≤ τG(n),ξ, one can construct a G(n)-admissible projection (locally in e´tale topology) to some smooth
k-variety of dimension (n − e), β : V (n) → V (n−e).
Remark 6.5. If β : V (n) → V (n−e) is a G(n)-admissible morphism (e.g., as the ones constructed
in [31] or [5]) and if Y ⊂ Sing(G(n)) is a permissible center, then it can be shown that there is a
well defined open subset U
(n)
1 ⊂ V (n)1 of the blow up of V (n) at Y so that the following diagram of
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smooth projections and blow ups at Y and at Z := β(Y ) conmmutes:
V (n)
β

U
(n)
1
oo
β1 
V (n−e) V
(n−e)
1 .
oo
(6.5.1)
In fact, the open U
(n)
1 can be defined as follows. Set Z˜ = β
−1(Z) and let Z˜1 be the strict transform
of Z˜ in V1. Define U
(n)
1 := V
(n)
1 \ Z˜1. Then it can be checked that Sing(G(n)1 ) ⊂ U (n)1 and that β
can be lifted to a smooth morphism from U
(n)
1 (see [31, §6], [5, Theorem 9.1]). Just to ease the
notation, in what follows, whenever we consider a G(n)-admissible morphism β : V (n) → V (n−e)
and the blow up at a permissible center as above, instead of writing a commutative diagram like
(6.5.1), we will write
V (n)
β

V
(n)
1
oo
β1 
V (n−e) V
(n−e)
1 ,
oo
(6.5.2)
understanding that β1 may only be defined in an open subset of V
(n)
1 .
Roughly speaking, Lemma 6.4 says that, under some assumptions, the tree of closed sets defined
by G(n) can be interpreted as a tree of closed subsets in some smooth scheme of lower dimension.
The next question is whether one can find a Rees algebra over V (n−e) which represents this tree of
closed sets.
Definition 6.6. Let G(n) be a Rees algebra over a smooth variety V (n), and let β : V (n) → V (n−e)
be a G(n)-admissible projection. We will say that a Rees algebra G(n−e) over V (n−e) is strongly
linked to G(n) via β if the following conditions hold:
(1) Sing(G(n−e)) = β(Sing(G(n))) (note that, since β is required to be G(n)-admissible, this
implies that a closed center Y ⊂ Sing(G(n)) is regular if and only if the corresponding
closed subscheme, say β(Y ) ⊂ Sing(G(n−e)), is so);
(2) Any G(n)-permissible sequence on V (n), say
G(n) = G(n)0 G(n)1 G(n)l
V (n) = V
(n)
0 V
(n)
1
oo · · ·oo V (n)l ,oo
(6.6.1)
induces a G(n−e)-permissible sequence on V (n−e), say
G(n−e) = G(n−e)0 G(n−e)1 G(n−e)l
V (n−e) = V
(n−e)
0 V
(n−e)
1
oo · · ·oo V (n−e)l ,oo
(6.6.2)
and a commutative diagram as (6.2.3) in Definition 6.2 in such a way that βi is a G(n)i -
admissible projection and
Sing(G(n−e)i ) = βi
(
Sing(G(n)i )
)
for every i = 1, . . . , l (recall that, by condition (2) ii) of Definition 6.2, one has that
Sing(G(n)i ) ⊂ U (n)i for all i).
Remark 6.7. Let G(n−e) be a Rees algebra which is strongly linked to G(n) as in the previous
definition via the morphism β : V (n) → V (n−e). Then any closed regular center Z ⊂ Sing(G(n−e))
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induces a closed regular center Y ⊂ Sing(G(n)). Thus, any G(n−e)-permissible sequence of trans-
formations like (6.6.2) induces a G(n)-permissible sequence like (6.6.1) and a commutative diagram
like (6.2.3). In particular Sing(G(n−e)l ) = ∅ if and only if Sing(G(n)l ) = ∅. Thus it turns out that,
if G(n−e) is strongly linked to G(n), then a resolution of G(n) induces a resolution G(n−e), and vice
versa.
In general, given a Rees algebra G(n) over a smooth variety V (n) and a G(n)-admissible projection
β : V (n) → V (n−e), it may occur that one cannot find algebras over V (n−e) which are strongly
linked to G(n). This leads us to introduce a weaker notion:
Definition 6.8. [31, 1.25, Definitions 1.42, 4.10, Theorem 4.11] Let V (n) be an n-dimensional
smooth variety over a perfect field k, and let G(n) be a Rees algebra over V (n). Consider a G(n)-
admissible projection to a smooth variety V (n−e) of dimension (n − e), say β : V (n) → V (n−e) and
assume that G(n) is a β-differential Rees algebra. Then the OV (n−e)-Rees algebra algebra
G(n−e) := G(n) ∩ OV (n−e) [W ], (6.8.1)
or any other Rees algebra over V (n−e) with the same integral closure is called an elimination algebra
of G(n) via β.
Remark 6.9. Note that, if an algebra G(n) is (absolute) differential, then it is relative differential
for any G(n)-admissible projection β : V (n) → V (n−e). Hence, in this case,
G(n−e) = G(n) ∩ OV (n−e) [W ] (6.9.1)
is also an elimination algebra of G(n). However, it may occur that the elimination algebra defined
in (6.9.1) is not integral over the one defined in 6.8. In other words, given a Rees algebra G(n) in
V (n) and a G(n)-admissible projection, β : V (n) → V (n−e), in general the OV (n−e)-Rees algebras;
Diff (G(n)) ∩ OV (n−e) [W ] and Diff V/V ′(G(n)) ∩ OV (n−e) [W ]
do not share the same integral closure in OV (n−e) [W ], and, in general, they may not be weakly
equivalent either.
Remark 6.10. Given a Rees algebra G(n), and a G(n)-admissible projection β : V (n) → V (n−e), for
geometrical reasons we will be interested in the case in which β(Sing(G(n))) ( V (n−e). In fact, if
β(Sing(G(n))) = V (n−e) then it can be checked that a resolution of G(n) can be achieved in a trivial
way (see [5, Lemma 13.2]). However, in this paper, because of the hypotheses under we will be
considering the admissible projections and the elimination algebras, we will always be in the case
in which β(Sing(G(n))) ( V (n−e).
6.11. Elimination algebras and singular loci of Rees algebras. [30, Theorem 2.9], [31,
Corollary 4.12] Let V (n) be an n-dimensional smooth variety over a perfect field k, and let G(n)
be a Rees algebra over V (n). Consider a G(n)-admissible projection to a smooth variety V (n−e) of
dimension (n − e), say β : V (n) → V (n−e), and suppose that G(n) is a β-differential Rees algebra.
Define an elimination algebra G(n−e) as in (6.8.1). Then:
(i) If the characteristic of the base field k is zero, β(Sing(G(n))) = Sing(G(n−e));
(ii) If the characteristic of the base field k is positive, there is a containment β(Sing(G(n))) ⊆
Sing(G(n−e)) which may be strict; on the other hand, if G(n) is a differential Rees algebra,
then it can be shown that β(Sing(G(n))) = Sing(G(n−e)). However, in general, this equality
is not stable after considering local sequences; this issue will be discussed in the following
paragraphs.
6.12. Elimination algebras and permissible transformations. [30, Lemma 1.7], [31, §6], [5,
§8, Theorem 9.1] Let V (n) be an n-dimensional smooth variety over a perfect field k, and let G(n)
be a Rees algebra over V (n). Consider a G(n)-admissible projection to a smooth variety V (n−e) of
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dimension (n − e), say β : V (n) → V (n−e), and suppose that G(n) is a β-differential Rees algebra.
Define an elimination algebra G(n−e) as in (6.8.1). Let Y ⊂ Sing(G(n)) be a permissible center.
Then it can be shown that β(Y ) ⊂ Sing(G(n−e)) is a G(n−e)-permissible center, and there is a
commutative diagram of blow ups, smooth morphisms and transforms of Rees algebras
G(n) V (n)
β

V
(n)
1
oo
β1 
G(n)1
G(n−e) V (n−e) V (n−e)1oo G(n−e)1
(6.12.1)
as in (6.5.2) (see Remark 6.5), and:
(i) The morphism β1 : V
(n)
1 → V (n−e)1 is G(n)1 -admissible;
(ii) The Rees algebra G(n)1 is a β1-differential Rees algebra, therefore an elimination algebra can
be defined as in (6.8.1);
(iii) The transform of G(n−e) in V (n−e)1 , G(n−e)1 , is an elimination algebra of G(n)1 , i.e., up to
integral closure,
G(n−e)1 = G(n)1 ∩OV (n−e)1 [W ].
Remark 6.13. With the same setting and notation as in 6.12 above, we would like to point out
that, even if we assume that the Rees algebra G(n) is a differential Rees algebra, after a permissible
blow up, its transform G(n)1 , in general, is not a differential Rees algebra; however it is always a
β1-relative differential Rees algebra.
6.14. Elimination algebras and local sequences. [6, §16] Let V (n) be an n-dimensional smooth
variety over a perfect field k, and let G(n) be a Rees algebra over V (n). Consider a G(n)-admissible
projection to a smooth variety V (n−e) of dimension (n − e), say β : V (n) → V (n−e) and suppose
that G(n)-is a β-differential Rees algebra. Define an elimination algebra G(n−e) as in (6.8.1). Then
it can be checked that any G(n)-local sequence induces a G(n−e)-local sequence and a commutative
diagram of smooth morphims and transforms:
(V (n),G(n))
β

(V
(n)
1 ,G(n)1 )oo
β1

· · ·oo (V (n)l ,G(n)l )oo
βl

(V (n−e),G(n−e)) (V (n−e)1 ,G(n−e)1 )oo · · ·oo (V (n−e)l ,G(n−e)l )oo
(6.14.1)
where each βi is G(n)i -admissible, G(n−e)i is an elimination algebra of G(n), and βi
(
SingG(n)i
) ⊆
SingG(n−e)i .
When the characteristic of the base field is zero, then the equality βi
(
SingG(n)i
)
= SingG(n−e)i
holds for i = 1, . . . , n, and therefore, in this case the elimination algebra G(n−e) is stronly linked
to G(n). As a consequence, a resolution of G(n) induces a resolution of G(n−e) and vice versa (see
Remark 6.7).
If the charateristic of the base field is positive, the elimination algebra G(n−e) might not be
strongly linked to G(n). Moreover, given G(n) and β : V (n) → V (n−e) as above, it may occur that
there is no Rees algebra over V (n−e) which is strongly linked to G(n) (see Example 6.18 below).
Still, it can be shown that G(n−e) is the largest algebra over V (n−e) satisfying the containment
FV (n)
(G(n)) ⊂ FV (n)(β∗(G(n−e))). (6.14.2)
(see Theorem 5.19). Thus, an elimination algebra of G(n) can also be regarded as a maximal Rees
algebra over V (n−e) with the previous property.
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Remark 6.15. Let G(n) be a Rees algebra over a regular variety V (n) defined over a perfect field
k, and consider a G(n)-admissible projection, say β : V (n) → V (n−e). Assume in addition that G(n)
is a differential Rees algebra, and consider the corresponding elimination algebra on V (n−e). Now
suppose that K(n−e) is a Rees algebra over V (n−e) which is strongly linked to G(n). In such case,
K(n−e) is, necessarily, an elimination algebra of G(n) (this follows from the definition of elimination
algebra, and Theorem 5.19).
Now suppose that G(n) and H(n) are two weakly equivalent Rees algebras over V (n), and that
β : V (n) → V (n−e) is G(n)-admissible. Then it can be shown that β is also H(n)-admissible (see
[3, §5, 6]), and it is natural to ask about the relation between the elimination algebras. The next
results address these questions:
Theorem 6.16 (cf. [31, Theorem 4.11]). Let V (n) be a regular variety over a perfect field k, and
let G(n) be a Rees algebra over V (n). Consider a G(n)-admissible projection β : V (n) → V (n−e), and
assume that G(n) is β-differential. Let K(n) be another Rees algebra over V (n), so that G(n) ⊂ K(n)
and so that the inclusion is finite. Then K(n) ∩ OV (n−e) [W ] is finite over G(n) ∩OV (n−e) [W ].
Theorem 6.17 (cf. [31, Corollary 4.14]). Let V (n) be a regular variety over a perfect field k, and
let G(n) be a Rees algebra over V (n). Consider a G(n)-admissible projection β : V (n) → V (n−e) and
suppose that G(n) is a differential Rees algebra. Then the elimination algebra
G(n−e) = G(n) ∩OV (n−e) [W ].
is also a differential Rees algebra.
The previous theorems together with the discussion in 6.14 lead us to the following conclusion:
when the characteristic of the base field is zero, if two Rees algebras are weakly equivalent, after
considering an admissible projection their respective elimination algebras are weakly equivalent; in
positive characteristic this fails to hold in general.
The following example illustrates that, in positive characteristic, an elimination algebra might
not be strongly linked to the original Rees algebra.
Example 6.18. Suppose that k is a perfect field of characteristic 2. Consider the curve X =
Spec(k[x, y]/〈y2−x3〉), endowed with its natural immersion in V (2) = Spec(k[x, y]). One can check
that
G(2) = OV (2)
[
x2W, (y2 − x3)W 2]
is a differential algebra over V (2) which represents F2(X). Moreover, the inclusion k[x] ⊂ k[x, y]
induces a G(2)-admissible projection of V (2) to V (1) = Spec(k[x]), say β : V (2) → V (1). Thus, by
Corollary 6.17, we see that G(1) = OV (1)
[
x2W
]
is an elimination algebra of G(2). However, by
blowing up V (2) and V (1) at the origin, one can check that G(1) is not strongly linked to G(2). To
see this recall how Rees algebras transform after a permissible blow up (see 5.4). Observe that
after the blow up, V (2) ← V (2)1 , at the k
[
x, yx
]
-affine chart,
G(2)1 = k
[
x,
y
x
] [
xW,
((y
x
)2
− x
)
W 2
]
,
and therefore, here SingG(2)1 = ∅. On the other hand, after the blow up V (1) ← V (1)1 (which is an
isomorphism on V (1)) G(1)1 = k[x][xW ], and hence Sing G(1)1 6= ∅.
Example 6.19 (Representation and elimination in characteristic zero). Let X = Spec(B) and V
be as in 5.12. Set V (d+m) := V . With the same notation and setting as in 5.12, the Rees algebra
G(d+m) = OV (d+m) [f1(Z1)W d1 , . . . , fm(Zm)W dm ] ⊂ OV (d+m) [W ]
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represents Fs(X). Observe that this means that Fs(X) is represented by
⋂m
i=1 Fdi(fi(Zi)). (i.e.,
Fs(X) is the intersection of the maximum multiplicity loci of the hypersurfaces defined by thefi(Zi)
-at least in an e´tale neighborhood of ξ). In this setting, it can be proved that the natural pro-
jection β : V (d+m) → V (d) = Spec(S) is G(d+m)-admissible. Moreover, an elimination algebra of
G(d+m) can be obtained by considering suitable functions on the coefficients of the polynomials
f1(Z1), . . . , fm(Zm). Namely, when char(k) = 0, one can find elements a1, . . . , am ∈ S so that, after
taking the change of variables Z ′i = Zi + ai,
fi(Zi) = (Z
′
i)
di + bi,2(Z
′
i)
di−2 + · · ·+ bi,di ,
with bi,j ∈ S for all i, j. In this case, the S-algebra generated by the elements bi,jW j, with 1 ≤ i ≤ m
and 2 ≤ j ≤ di, say G(d) = S[bi,jW j] ⊂ S[W ] is an elimination algebra of G(d+m) (see [31] and [6,
Remark 16.10] for further details).
Part III. Strong transversality
7. Characterization of strongly transversal morphisms
Let k be a perfect field, and let β : X ′ → X be a transversal morphism of singular varieties over
k. Recall that this is a finite and dominant morphism such that maxmult(X ′) = r ·maxmult(X),
where r is the generic rank of β : X ′ → X (see Definition 2.5). According to Theorem 5.21 and
Definition 5.23, one can attach an intrinsic Rees algebra to the stratum of maximum multiplicity
of X, say GX . Recall that this algebra is defined in e´tale topology. Similarly, one can attach an
intrinsic algebra to the stratum of maximum multiplicity of X ′, say GX′ (see Remark 7.3 below).
As Proposition 7.1 shows, there a relation between GX and GX′ . Along this section we will study
the connection between the transversal morphism β and the algebras GX and GX′ . The main result
is Theorem 7.2.
Proposition 7.1 ([1, Proposition 6.3]). Let β : X ′ → X be a finite morphism of singular varieties
defined over a perfect field k. Let GX ⊂ OX [W ] and GX′ ⊂ OX′ [W ] denote the intrinsic Rees
algebras attached to the strata of maximum multiplicity of X and X ′ respectively. If β is transversal,
then there is an inclusion GX ⊂ GX′ .
Theorem 7.2. Let β : X ′ → X be a transversal morphism of generic rank r between two singular
varieties defined over a perfect field k. Then:
(1) If β : X ′ → X is strongly transversal then the inclusion GX ⊂ GX′ is finite;
(2) If k is a field of characteristic zero, then the converse holds. Namely, if the inclusion
GX ⊂ GX′ is finite, then β : X ′ → X is strongly transversal.
The proof of this theorem requires some preliminary technical results. The main ideas of the
proof can be found in Remark 7.6 below. The proof will be addressed in 7.9.
Remark 7.3. Recall that GX and GX′ are only defined locally in e´tale topology. However, as we
will explain below, given a point ξ ∈ Fs(X), it is possible to find a suitable e´tale neighborhood of
X at ξ, say X˜ → X, so that one can construct the intrinsic algebra GX˜ associated to X˜, as well as
the intrinsic algebra G
X˜′
associated to X˜ ′ = X ′ ×X X˜ (see Remark 7.6). It is in this setting that
there is an inclusion GX˜′ ⊂ GX˜ , and in which we will compare these algebras.
Remark 7.4. In case that char k = 0, the theorem says that β : X ′ → X is strongly transversal if
and only if the inclusion GX ⊂ GX′ is finite. That is, we can characterize the strong transversality of
β by means of the intrinsic algebras GX and GX′ . On the other hand, when char k > 0, property (1)
holds as well, but the condition on the characteristic is necessary in (2), as the following example
shows.
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Example 7.5. Here we exhibit a transversal morphism β : X ′ → X where GX′ is finite over GX ,
but X ′ is not strongly transversal to X.
Let k be a field of characteristic 2. Consider the varieties X = Spec(B) and X ′ = Spec(B′),
where
B = k[t, x, y]/〈y4 − x13〉 and B′ = k[t, x, y, z]/〈z2 − x5, y4 − x13〉.
Note that there is a natural finite and dominant morphism β : X ′ → X given by the inclusion
B ⊂ B′, which has generic rank 2. One can check that maxmult(X) = 4 and maxmult(X ′) = 8
(both values are attained at the origin), and thus β : X ′ → X is transversal (see Definition 2.5).
Next we shall show that GX′ is finite over GX , but X ′ is not strongly transversal to X.
Set S = k[t, x], V = Spec(k[t, x, y]), and V ′ = Spec(k[t, x, y, z]). Since S ⊂ B is a finite extension
of generic rank 4, the closed set F4(X) is represented in V by the differential Rees algebra
G = k[t, x, y][x12W 3, (y4 − x13)W 4] ⊂ k[t, x, y][W ],
and GX = G|X (see 5.12 and Definition 5.23). Similarly, the differential algebra
G′ = k[t, x, y, z][x4W, (z2 − x5)W 2, (y4 − x13)W 4] ⊂ k[t, x, y, z][W ]
represents F8(X
′) in V ′, and GX′ = G′|X′ . Note that the map G → G|X sends the element (t4 −
x7)W 4 to zero. Hence G|X is generated by the class of x12W 3 in B[W ]. Similarly, one readily
checks that G′|X′ is generated by the class of x4W in B′[W ]. Since (x4W )3 = x12W 3, it follows
that G′|X′ is integral over G|X . Thus we see that GX′ = G′|X′ is finite over GX = G|X .
Next we will show that β : X ′ → X is not strongly transversal. Consider the blow ups of X ′ ⊂ V ′
and X ⊂ V at the origin, i.e., at the closed points defined by 〈t, x, y〉 and 〈t, x, y, z〉 respectively.
These blow ups induce a commutative diagram of inclusions and finite morphisms as follows:
X ′ ⊂ V ′

X ′1 ⊂ V ′1

oo
X ⊂ V X1 ⊂ V1.oo
One can see that the strict transforms of X and X ′ on the t-chart of these blow ups are given by
X1 = Spec
(
k[t1, x1, y1]/〈y41 − t91x131 〉
)
, and X ′1 = Spec
(
k[t1, x1, y1, z1]/〈z21 − t31x51, y41 − t91x131 〉
)
(see [35, Remark 5.3]). Next, consider the centers Y1 ⊂ F4(X1) and Y ′1 ⊂ F8(X ′1) defined by 〈t1, y1〉
and 〈t1, y1, z1〉 respectively. Note that Y ′1 sits on Y1 via the finite morphism X ′1 → X. The blow
ups of X1 ⊂ V1 and X ′1 ⊂ V ′1 along these centers induce a commutative diagram
X ′ ⊂ V ′

X ′1 ⊂ V ′1

oo X ′2 ⊂ V ′2

oo
X ⊂ V X1 ⊂ V1oo X2 ⊂ V2.oo
Moreover, on the t1-chart, X2 and X
′
2 are given by
Spec
(
k[t2, x2, y2]/〈y42 − t52x132 〉
)
, and Spec
(
k[t2, x2, y2, z2]/〈z22 − t2x52, y42 − t52x132 〉
)
respectively. Next observe that the (non-closed) point ξ2 ∈ X2 defined by the ideal 〈t2, y2〉 belongs
to F4(X2). However, the (non-closed) point ξ
′
2 ∈ X ′2 defined by 〈t2, y2, z2〉, which sits on ξ2, does
not belong to F8(X
′
2), since x2 is unit in k[t2, x2, y2, z2]〈t2,y2,z2〉. This shows that F8(X
′
2) is not
homeomorphic to F4(X2), and therefore X
′ is not strongly transversal to X.
Remark 7.6. Here we outline the main ideas of the proof of Theorem 7.2 (the proof itself is
addressed in 7.9). Suppose that X and X ′ were affine, say X = Spec(B) and X ′ = Spec(B′), with
the morphism β : X ′ → X given by a finite inclusion B ⊂ B′. After replacing B and B′ by suitable
e´tale neighborhoods (which can be done without loss of generality by Remarks 4.9 and 4.1), we may
assume that there is a regular k-algebra contained in B, say S, so that S ⊂ B is a finite inclusion of
generic rank s = maxmult(X), and S ⊂ B′ is a finite inclusion of generic rank rs = maxmult(X ′)
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(see the discussion in 5.12). In other words, the finite morphisms X → Spec(S) and X ′ → Spec(S)
are transversal.
Next we proceed as in 5.12. Set d = dimB = dimB′. One can construct a closed immer-
sion of X in a regular ambient space V (d+n) = Spec(S[Z1, . . . , Zn]), say X →֒ V (d+n), and a
differential Rees algebra over V (d+n), say G(d+n), which represents Fs(X) (see diagram (7.6.1)
below). Similarly, there is an integer n′ ≥ n so that one can construct an embedding of X ′ in
V (d+n
′) = Spec(S[Z1, . . . , Zn, . . . , Zn′ ]), and a differential Rees algebra over V
(d+n′), say G(d+n′),
which represents Frs(X
′). Thus we get a commutative diagram
G(d+n′) V (d+n′)

X ′
β

? _oo
G(d+n) V (d+n)

X
ww♣♣♣
♣♣
♣♣
♣♣
? _oo
Spec(S).
(7.6.1)
Recall that, in this setting,
GX =
(
G(d+n)|X
)
⊂ B[W ], and GX′ =
(
G(d+n′)|X′
)
⊂ B′[W ].
In addition, since X → Spec(S) is transversal, one readily checks that V (d+n) → Spec(S) is G(d+n)-
admissible. Similarly, one can check that the morphism V (d+n
′) → Spec(S) is G(d+n′)-admissible.
Thus, by Corollary 6.17, the Rees algebras
H = (G(d+n) ∩ S[W ]) ⊂ S[W ] and H′ = (G(d+n′) ∩ S[W ]) ⊂ S[W ]
are two elimination algebras of G(d+n) and G(d+n′) over S respectively.
Observe that H ⊂ S[W ] and GX ⊂ B[W ], and that S[W ] ⊂ B[W ] is a finite extension of Rees
algebras because B is finite over S. In the previous setting, we will also show that there is a
commutative diagram of inclusions of Rees algebras, say
GX   // GX′
H   //?

OO
H′,?

OO
where both vertical arrows are finite (see Theorem 7.7 and Corollary 7.8 below). Thus GX ⊂ GX′ is
finite if and only if H ⊂ H′ is so. These ideas will also be used in Section 8 to prove Theorem 8.2.
Note that, so far, all arguments are characteristic free. In addition, when the characteristic
is zero, it turns out that H and H′ are strongly linked to G(d+n) and G(d+n′) respectively (see
Remark 6.15 (2)). Therefore, in the case of characteristic zero, since G(d+n) represents Fs(X) and
G(d+n′) represents Frs(X ′), it follows that β : X ′ → X is strongly transversal if and only if H and
H′ are weakly equivalent over Spec(S). Moreover, since H and H′ are differential and H ⊂ H′,
to prove this latter statement it suffices to check that H′ is integral over H or, equivalently, that
H = H′ (see Theorem 5.19). In summary, when the characteristic is zero we have that
GX ⊂ GX′ is integral⇐⇒H ⊂ H′ is integral⇐⇒H and H′ are weakly equivalent⇐⇒
⇐⇒ Fs(X) and Frs(X ′) are strongly homeomorphic⇐⇒ β : X ′ → X is strongly transversal.
In order to prove Theorem 7.2 we need two preliminary results. The next theorem concerns the
elimination of one variable, whereas the Corollary concerns the elimination of several variables.
Finally, the proof of Theorem 7.2 will be given in 7.9.
Theorem 7.7 (cf. [31, Theorem 4.11]). Let k be a perfect field, let S be a d-dimensional smooth
k-algebra, and let G(d+1) ⊂ S[Z][W ] be a differential Rees algebra over S[Z]. Suppose that there is a
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monic polynomial of degree n, say f(Z) ∈ S[Z], such that f(Z)W n ∈ G(d+1). Set B = S[Z]/〈f(Z)〉.
Then the smooth morphism β : Spec(S[Z])→ Spec(S) is G(d+1)-admissible, and
G(d) = G(d+1) ∩ S[W ]
is an elimination algebra of G(d+1). Moreover, there is an inclusion of Rees algebras, say G(d) ⊂
G(d+1)|B , which is a finite extension of graded algebras.
Corollary 7.8. Let k be a perfect field, let S be a smooth k-algebra of dimension d. Let Z1, . . . , Zh
denote variables and, for i = 1, . . . , h, let fi(Zi) ∈ S[Zi] be a monic polynomial of degree li, and set
B := S[Z1, · · · , Zh]/〈f1(Z1), · · · , fh(Zh)〉.
Let G(d+h) be a differential Rees algebra over S[Z1, . . . , Zh] containing f1(Z1)W l1 , . . . , fh(Zh)W lh.
Then the natural morphism Spec(S[Z1 . . . , , Zh])→ Spec(S) is G(d+h)-admissible and
G(d) := G(d+h) ∩ S[W ].
is an elimination algebra of G(d+h). Furthermore, there is an inclusion of Rees algebras, say
G(d) ⊂ G(d+h)|B , (7.8.1)
that is finite. Moreover, as a consequence, there is another inclusion of Rees algebras over S, say
G(d) ⊂
(
G(d+h)|B ∩ S[W ]
)
, (7.8.2)
which is also finite.
Proof. The result follows from the following observation by an inductive argument. Suppose that
h = 2. Recall that G(d+2) is a differential algebra containing f1(Z1)W l1 and f2(Z2)W l2 . Then
one can check that τG(d+2) ≥ 2 at all ξ ∈ SingG(d+2) and that Spec(S[Z1, Z2]) → Spec(S[Z1]) is
G(d+2)-admissible (see [5, §8]). Set G(d+1) = G(d+2) ∩ S[Z1][W ], and consider the diagram
G(d+2) S[Z1, Z2] // B2 = S[Z1][Z2]/〈f2(Z2)〉 // B = S[Z1, Z2]/〈f1(Z1), f2(Z2)〉
G(d+1) S[Z1]
OO 44✐✐✐✐✐✐✐✐✐✐✐✐✐✐ // B1 = S[Z1]/〈f1(Z1)〉
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
G(d) S
OO 44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Recall that, by Corollary 6.17, G(d+1) is differential, and it is an elimination algebra of G(d+2) over
S[Z1]. Similarly, G(d) = G(d+1) ∩ S is also an elimination algebra of G(d+1) over S (again, it can be
checked that Spec(S[Z1])→ Spec(S) is G(d+1)-admissible and Corollary 6.17 applies). Now (7.8.1)
follows from Theorem 7.7, as we have that:
• There is an inclusion G(d+1) ⊂ G(d+2)|B2 that is finite, hence G
(d+1)
|B1
⊂ G(d+2)|B is also finite;
• There is an inclusion, G(d) ⊂ G(d+1)|B1 that is finite.
To conclude, observe that, since the extension S ⊂ B is finite, all the following extensions are finite:
G(d) ⊂
(
G(d)|B ∩ S[W ]
)
⊂
(
G(d+1)|B ∩ S[W ]
)
⊂
(
G(d+2)|B ∩ S[W ]
)
.
This proves (7.8.2). 	
7.9. Proof of Theorem 7.2. It suffices to prove the theorem in the affine case. Hence we may
assume that X = Spec(B), X ′ = Spec(B′), and that β : X ′ → X is the morphism induced by a
finite inclusion B ⊂ B′ (see Remark 7.6). Set d = dimB = dimB′.
After replacing B by some e´tale extension we may assume that there is a finite inclusion S ⊂ B
with S smooth as in 5.12. This e´tale extension of B induces an e´tale extension of B′ which we will
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denote by B′ again, and the induced finite inclusion S ⊂ B′ is in the same setting as that of 5.12.
Observe, that, by the hypotheses, Frs(B
′) is homeomorphic to its image by β, which necessarily
sits inside Fs(B). Then there is a commutative diagram of inclusions and finite morphisms,
G(d+n′) C ′ = S[Z1, . . . , Zn, Zn+1, . . . , Zn′ ] // B′ = S[θ1, . . . , θn, θn+1, . . . , θn′ ]
G(d+n) C = S[Z1, . . . , Zn]
OO
// B = S[θ1, . . . , θn]
OO
S
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
OO
where each monic polynomial fi(Zi) ∈ S[Zi] of degree li is the minimum polynomial of θi over
S, for i = 1, . . . , n, . . . , n′, as in 5.12. Let G(d+n) be the differential C-Rees algebra generated by
f1(Z1)W
l1 , . . . , fn(Zn)W
ln , and G(d+n′) the differential C ′-Rees algebra generated by
f1(Z1)W
l1 , . . . , fn(Zn)W
ln , fn+1(Zn+1)W
ln+1 . . . , fn′(Zn′)W
ln′ .
Then G(d+n) represents Fs(B) in Spec(C), and G(d+n′) represents Frs(B′) in Spec(C ′). By definition,
GB is the integral closure in B[W ] of the restriction of G(d+n) to B, say G(d+n)|B , while GB′ is the
integral closure in B′ of the restriction of G(d+n′) to B′, say G(d+n′)|B′ (see Definition 5.23).
Next we prove (1). Suppose that β is strongly transversal. In such case G(d+n′) is strongly linked
to G(d+n), and hence G(d+n) is an elimination algebra of G(d+n′) (see Remark 6.15 (1)). Set
D = S[Z1, . . . , Zn, Zn+1, . . . , Zn′ ]/〈fn+1(Zn+1), . . . , fn′(Zn′)〉.
The algebra D fits into the previous diagram as follows:
G(d+n′) C ′ // D // B′
G(d+n) C
OO
//
77♥♥♥♥♥♥♥♥♥♥♥♥
B
OO
By Corollary 7.8 there is an inclusion G(d+n) ⊂ G(d+n′)|D which is finite. Therefore, the inclusion
G(d+n) ⊂ G(d+n′)|B′ is finite, as B
′ is a quotient of D. Thus (1) follows because GB is the integral
closure of G(d+n)|B in B[W ], and GB′ is the integral closure of G
(d+n′)
|B′
in B′[W ].
To prove (2) we will restrict to characteristic zero. Assume that G(d+n)|B ⊂ G
(d+n′)
|B′
is a finite
extension of Rees algebras. Set
H = G(d+n) ∩ S[W ], and H′ = G(d+n′) ∩ S[W ].
By Corollary 6.17, H and H′ are two elimination algebras of G(d+n) and G(d+n′) over S respectively.
Since we are assuming characteristic zero, Remark 6.15 (2) says that H is strongly linked to G(d+n),
andH′ is strongly linked to G(d+n′). Thus, in order to prove that β : X ′ → X is strongly transversal,
it suffices to show that H and H′ are weakly equivalent (see Remark 7.6). To this end, observe
that we have a commutative diagram of inclusions of Rees algebras as follows:
G(d+n)|B
  // G(d+n′)|B′
H   //?

OO
H′.?

OO
The vertical arrows are finite by Corollary 7.8, and the top horizontal arrow is finite by hypothesis.
Hence G(d+n′)|B′ is finite over H, and thereforeH
′ is also finite over H. This latter condition shows that
H and H′ are weakly equivalent and, as a consequence, that β : X ′ → X is strongly transversal. 	
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Remark 7.10. Assume that the characteristic is zero, so that one can apply an algorithm of
resolution of Rees algebras (see Definition 5.5). A feature of algorithmic resolution of algebras is
that it does not distinguish between weakly equivalent algebras (see Definition 5.13). Namely, if H
and H′ are two weakly equivalent algebras over a regular variety V (d) of characteristic zero, then
the algorithm produces the same resolution for H and H′.
Consider a strongly transversal morphism of singular varieties of characteristic zero, say β :
X ′ → X, with s = maxmult(X) and rs = maxmult(X ′) (see Definition 4.7). Fix the setting as in
Remark 7.6. Since the characteristic is zero, the simplification of Fs(X) and Frs(X
′) can be reduced
to the resolution of two Rees algebras, say H and H′ respectively, over a regular ambient space
Spec(S). Since β : X ′ → X is strongly transversal, H and H′ turn out to be weakly equivalent.
Thus one can see that the algorithmic resolution of Fs(X) induces that of Frs(X
′), and vice versa.
8. On the construction of strongly transversal morphisms
In the previous sections we have studied conditions under which a finite morphism of singular
varieties, say β : X ′ → X, is strongly transversal. Along this section we proceed the other way
around. Namely, we start with a singular variety X with field of fractions K and, given a finite
field extension L/K, we ask whether there exists a singular variety X ′ with field of fractions L
endowed with a strongly transversal morphism β : X ′ → X. We do not know how to construct
such X ′ in general. However, as we will explain in the following lines, we can achieve such result
locally in e´tale topology. The main result of this section is Theorem 8.2.
Remark 8.1. Let X be a normal variety with field of fractions K and maximum multiplicity s ≥ 2.
For a fixed point ξ ∈ Fs(X), consider an e´tale neighborhood of X at ξ, say X˜ → X. Note that
X˜ might not be irreducible. However, as X is normal, X˜ should be a disjoint union of irreducible
components, each one being normal (see [28, Proposition VII.2.2, p. 75]). Thus, after replacing X˜
by one of its irreducible components, we may assume that X˜ is irreducible. Note also that, if L is
a finite extension of K of rank r and K˜ denotes the field of fractions of X˜, then L˜ = L⊗K K˜ is a
finite extension of K˜ of generic rank r.
Theorem 8.2. Let X be a singular variety over a perfect field k with maximum multiplicity s ≥ 2.
Suppose that X is normal with field of fractions K and let L be a finite field extension of K of rank
r. Then, for every point of ξ ∈ Fs(X), there exist an e´tale neighborhood of X at ξ, say X˜ → X,
together with a scheme X˜ ′ and a strongly transversal morphism β : X˜ ′ → X˜ of generic rank r such
that L˜ = L⊗K K˜, where K˜ and L˜ denote the total quotient rings of X˜ and X˜ ′ respectively.
Remark 8.3. The condition of normality on X warranties that the irreducible components of
an e´tale neighborhood of X are disjoint. In general, an e´tale neighborhood of X, say X˜, may
not be irreducible. In such case, it is not possible to construct a strongly transversal morphism
β : X˜ ′ → X˜, as transversal and strongly transversal morphisms have been defined just for the case
in which X˜ is a variety.
It is possible to extend the notions of transversal morphism and strongly transversal morphism
to include the case in which X˜ is an equidimensional scheme of finite type over a perfect field k. In
this way, one could also generalize the previous theorem to the case in which X is non-necessarily
normal. These generalizations would not involve new ideas. However, they would require to
introduce more notation and the the proof of Theorem 8.2 would be more tricky. Thus, for the
shake of simplicity and readability, we have chosen to keep the definitions of transversal morphism
and strongly transversal morphism and Theorem 8.2 as they are.
Nevertheless note that, from the point of view of resolution of singularities, there is no loss of
generality on replacing a variety X by its normalization, say X , as any resolution of singularities
of X should factor through X.
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Proof. After replacing X by a suitable e´tale neighborhood, assume that X is an affine variety, say
X = Spec(B), whose intrinsic algebra is given by GX = GB =
⊕
i JiW
i ⊂ B[W ]. Let B denote the
integral closure of the domain B in L, and consider the integral closure of GB in B[W ], say
GB = B ⊕ J˜1W ⊕ J˜2W 2 ⊕ · · · =
⊕
i
J˜iW
i ⊂ B[W ].
Note that the integral closure of the extended ideal JiB must be contained in the ideal J˜i ⊂ B but,
in general, this inclusion is strict (see Remark 8.4).
As J˜1 is an ideal of B and B is finite over B, the ideal J˜1 can also be regarded as a finite module
over B. Fix a family of generators of J˜1 regarded as a B-module, say J˜1 = 〈θ1, . . . , θm〉. Set
B′ = B[θ1, . . . , θm] = B
[
J˜1
] ⊂ L. We claim that X ′ = Spec(B′) is a singular variety with field of
fractions L, and that the induced morphism X ′ → X is strongly transversal.
To prove the claim, first note that J˜1 is a non-zero ideal in B, which is contained in B
′. Hence
B′ has L as its field of fractions. On the other hand observe that, by construction, the elements
θ1W, . . . , θmW ∈ B′[W ] are integral over GB . Then the strong transversality will follow from
Proposition 8.8 and Proposition 8.9 below. 	
Remark 8.4. Let B ⊂ B′ be a finite extension of domains. Consider a Rees algebra over B, say
G = ⊕i∈N JiW i ⊂ B[W ], and let G = ⊕i∈N J˜iW i ⊂ B′[W ] denote the integral closure of G in
B′[W ]. Note that the integral closure of JiB
′ in B′ is contained in J˜i for all i. However, in general,
this inclusion is strict (see Example 8.5 below).
Example 8.5. Let k be a field of characteristic zero, and consider the curve X = Spec(B) given
by B = k[x, y]/〈y3 + x3y + x7〉. Let us denote by x¯ and y¯ the residue classes of x and y in B
respectively. Note that X has maximum multiplicity 3, and this value is reached at the origin.
Following the notation of the proof, set S = k[x¯] and B = S[y¯]. The maximum multiplicity locus
of X ⊂ Spec(S[T ]) is represented by the Rees algebra
G = S[T ][(T 3 + x¯3T + x¯7)W 3] ⊂ S[T ][W ],
and a simple computation shows that Diff (G) = S[T ][TW, x¯2W, x¯3W 2]. Therefore, the Rees algebra
H = Diff (G) ∩ S[W ] is given by H = S[x¯2W, x¯3W 2] ⊂ S[W ] and, in this case, J1 = 〈x¯2〉 ⊂ S.
Next, consider the field extension L = K[z]/〈z2 − x3〉, where K represents the field of fractions
of B. Let H =⊕l J˜lW l denote the integral closure of H in L[W ]. Since
(z¯W )2 − x¯3W 2 = (z¯2 − x¯3)W 2 = 0,
with x¯3W 2 ∈ J2, it follows that z¯W is integral over H. That is, z¯ ∈ J˜1. However, we claim that
z¯ is not integral over J1S. Indeed, according to [36, Appendix 4, Theorem 1, p. 350], z¯ is integral
over J1S if and only if, for every valuation ring R ⊂ L so that S ⊂ R, one has that z¯ ∈ J1R. Thus,
in order to prove the claim it suffices to find a valuation ring R ⊂ L so that z¯ /∈ J1R. To this end,
consider the subalgebra k[ z¯x¯ ] ⊂ L (note that k[ z¯x¯ ] is the ring obtained by blowing-up k[x¯, z¯] along
〈x¯, z¯〉). Observe that ( z¯x¯)2 = x¯ in L. Hence S ⊂ k[ z¯x¯ ]. Set R0 = k[ z¯x¯ ]〈 z¯x¯ 〉, and let L0 ⊂ L denote its
field of fractions. As R0 is a regular Noetherian local ring of dimension 1, it is a discrete valuation
ring with parameter z¯x¯ . In this way, since z¯ = x¯ · z¯x¯ = ( z¯x¯)3, one readily checks that
z¯ /∈ J1R0 =
〈
x¯2
〉
R0 =
〈 z¯
x¯
〉4
R0. (8.5.1)
By [36, Theorem VI.5, p. 12], R0 can be extended to a valuation ring in L, say R ⊂ L, with
parameter z¯x¯ . Thus (8.5.1) implies that z¯ /∈ J1R, and therefore z¯ is not integral J1S.
Lemma 8.6. Let B be a singular domain of finite type over a perfect field k with maximum mul-
tiplicity s ≥ 2. Let GB ⊂ B[W ] denote the intrinsic algebra attached to Fs(B). Consider a regular
subalgebra of B, say S, so that the extension S ⊂ B is finite of generic rank s = maxmult(B).
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That is, so that the induced morphism β : Spec(B) → Spec(S) is transversal. Then the S-Rees
algebra H := GB ∩ S[W ] has the following properties:
(1) The extension H ⊂ GB is finite.
(2) The morphism β maps Fs(X) homeomorphically to Sing(H), i.e., β(Fs(X)) ∼= Sing(H).
Proof. Choose elements θ1, . . . , θn ∈ B such that B = S[θ1, . . . , θn]. This presentation of B induces
a surjective morphism S[T1, . . . , Tn]→ B = S[θ1, . . . , θn], where T1, . . . , Tn represent variables and
Ti 7→ θi, and, in turn, it induces a closed immersion Spec(B) →֒ V (d+n) = Spec(S[T1, . . . , Tn]).
Let K denote the field of fractions of S, and let f1(T1), . . . , fn(Tn) be the minimal polynomials of
θ1, . . . , θn over K respectively. As S is regular, fi(Ti) ∈ S[Ti] (see 5.12). Set Ni = deg(fi(Ti)), and
consider the Rees algebra
G(d+n) = OV (d+n)
[
f1(T1)W
N1 , . . . , fn(Tn)W
Nn
] ⊂ OV (d+n) [W ].
Under these hypotheses, there is a commutative diagram, say
G(d+n) V (d+n)
ϕ

Spec(B)
βvv♠♠♠
♠♠
♠♠
♠
? _oo
Spec(S),
(8.6.1)
and it can be proved that G(d+n) represents Fs(X) in V (d+n) (see the discussion in 5.12).
Next, consider the Rees algebras
K(d+n) := Diff (G(d+n)) ⊂ OV (d+n) [W ], and K(d) := K(d+n) ∩ S[W ].
Recall that, by Definition 5.23,
GB =
(
K(d+n)|B
)
⊂ B[W ].
Thus there are inclusions K(d) ⊂ H ⊂ GB . Moreover, Corollary 7.8 says that GB is finite over K(d),
and hence K(d) ⊂ H is also a finite extension of subalgebras of S[W ]. Since K(d+n) is integrally
closed, K(d) is integrally closed. Therefore H = K(d), and (1) follows from Corollary 7.8.
On the other hand, since K(d+n) is weakly equivalent to G(d+n), K(d+n) represents Fs(B) over
V (d+n). As Spec(B) → Spec(S) is transversal, the commutativity of (8.6.1) implies that β is a
K(d+n))-admissible projection, andH = K(d) is an elimination algebra of K(d+n) (see Definition 6.8).
Then Sing(H) ∼= Sing (K(d+n)) = Fs(B) (see 6.11), which proves (2). 	
Lemma 8.7. Let S ⊂ B be a finite extension of domains over a perfect field k of generic rank
s = maxmult(B), where S is regular and B is singular, and let H := GB∩S[W ] be as in Lemma 8.6.
Consider a prime ideal P ∈ Fs(B) such that B/P is regular, and set p = P ∩ S ∈ Sing(H). Recall
that, in this setting, there is a natural commutative diagram as follows,
Spec(B)

X1 = BlP (B)oo

H Spec(S) Z1 = Blp(S)oo H1,
where the vertical arrows are finite morphisms, and H1 ⊂ OZ1 [W ] denotes the transform of H
(in the sense of 5.4). Assume that Fs(X1) 6= ∅ (i.e., maxmult(X1) = maxmult(X) = s), and
let GX1 ⊂ OX1 [W ] denote the intrinsic algebra attached to Fs(X1). Then there is an inclusion of
algebras H1 ⊂ GX1 (which in general is not finite).
Proof. Following the proof of Lemma 8.6, one can construct a commutative diagram as follows,
K(d+n) V (d+n)
β

Spec(B)
vv♠♠♠
♠♠
♠♠
♠
? _oo
H Spec(S),
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where K(d+n) is a differential and integrally closed Rees algebra representing Fs(B) in V (d+n), and
H = K(d+n) ∩ S[W ] = GB ∩ S[W ] is an elimination algebra of K(d+n) over S.
Note that P defines a closed regular center contained in Fs(B), say Y , which can also be regarded
as regular center contained in Sing(K(d+n)) ⊂ V (d+n). Moreover, β(Y ) ⊂ Sing(H) is the regular
center defined by the prime p mentioned in the lemma. In this way, after blowing up Spec(B),
V (d+n) and Spec(S) along these centers, we obtain a commutative diagram
(V (d+n),K(d+n))

(V
(d+n)
1 ,K(d+n)1 )

oo
Spec(B)
4 T
ff◆◆◆◆◆◆◆◆
ww♣♣♣
♣♣
♣♣
♣
X1 = BlP (B)
5 U
hh◗◗◗◗◗◗◗◗◗
vv❧❧❧
❧❧
❧❧
❧❧
oo
(Spec(S),H) (Z1 = Blp(S),H1),oo
where K(d+n)1 and H1 denote the transforms of K(d+n) and H respectively. Moreover, locally at
points of Sing(K(d+n)1 ), there is an inclusionOZ1 ⊂ OV (d+n)1 , and it can be checked thatH1 ⊂ K
(d+n)
1 .
In addition, if Fs(X1) 6= ∅, then K(d+n)1 represents Fs(X1) in V (d+n)1 . Finally, H1 ⊂ GX1 because
by Definition 5.23, we have that GX1 = Diff (K(d+n)1 )|X1 . 	
Proposition 8.8. Let B be a singular domain of finite type over a perfect field k with maximum
multiplicity s > 1, and let GB ⊂ B[W ] denote the intrinsic Rees algebra attached to Fs(B) in the
sense of Definition 5.23. Let B′ = B[θ1, . . . , θm] be a finite and dominant extension of B of generic
rank r. If θ1W, . . . , θmW ∈ B′[W ] are integral over GB ⊂ B[W ], then maxmult(B′) = rs, and
therefore the morphism β : Spec(B′)→ Spec(B) is transversal. Moreover, in such case, β induces
a natural homeomorphism between Frs(B
′) and Fs(B).
Proof. As B ⊂ B′ has generic rank r, Zarisiki’s formula (Theorem 2.2) says that maxmult(B′) ≤
r · maxmult(B) = rs. Thus, in order to check the transversality of β, we just need to show that
Frs(B
′) 6= ∅. To this end, we will argue as follows. Consider a prime ideal P ∈ Fs(B). Since the
extension B ⊂ B′ is finite and dominant, β is surjective, and therefore there exists at least a prime
P ′ ⊂ B′ sitting on P . We shall show that P ′ ∈ Frs(B′). Note that this property implies that:
(1) Frs(B
′) 6= ∅, and hence β is transversal;
(2) As β is transversal, Frs(B
′) is mapped homeomorphically onto β(Frs(B
′)), and β(Frs(B
′)) ⊂
Fs(B) (see Corollary 2.7);
(3) Frs(B
′) maps surjectively onto Fs(B), as the previous argument holds for any P ∈ Fs(B);
(4) As a consequence of (2) and (3), the set Frs(B
′) is mapped homeomorphically to Fs(B).
Thus, in order to prove the lemma, it suffices to show that any prime P ∈ Fs(B) is dominated by
a prime P ′ ∈ Frs(B′).
Fix a prime P ∈ Fs(B), and let P ′ ⊂ B′ be a prime ideal sitting on P . After replacing B by a
suitable e´tale neighborhood, we may assume that there is a regular k-algebra contained in B, say
S, so that S ⊂ B is a finite extension of generic rank s = maxmult(B) (see 5.12). In other words,
the induced map β : Spec(B)→ Spec(S) is transversal. Consider the Rees algebra H := GB∩S[W ].
By Lemma 8.6, we have that GB contains and is finite over H. Set H =
⊕
l JlW
l ⊂ S[W ]. As
θ1W, . . . , θmW ∈ B′[W ] are integral over GB , and GB is integral over H, then θ1W, . . . , θmW are
integral over H. Hence each θi must satisfy a relation of integral dependence of the form
θNi + a1θ
N−1
i + · · ·+ aN = 0; aj ∈ Jj . (8.8.1)
Consider the prime ideal p = P ∩ S. Since P ∈ Fs(B) and Spec(B) → Spec(S) is a finite
transversal morphism, P is the unique prime of Spec(B) sitting on p, and hence BP = B ⊗S Sp.
Thus we may assume without loss of generality that S = Sp, and B = BP . By Lemma 8.6, we have
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that p ∈ Sing(H). Therefore, as each aj in (8.8.1) belongs to Jj , we deduce that νp(aj) ≥ j for all
j. In this way, (8.8.1) can also be regarded as a relation of integral dependence of θi over the ideal
pB′ ⊂ B′. Thus, if a prime ideal Q ⊂ B′ contains pB′, then θ1, . . . , θm ∈ Q. Note also that
B′/(PB′ + 〈θ1, . . . , θm〉) = B/P.
Since B/P is a domain, we deduce that PB′ + 〈θ1, . . . , θm〉 is a prime ideal in B′, and hence
P ′ = PB′ + 〈θ1, . . . , θm〉. As a consequence, we have that: (i) P ′ is the unique prime of B′
dominating P ; (ii) P ′ is rational over P ; and (iii) PB′P ′ is a reduction of P
′B′P ′ . In virtue of 2.3,
this implies that P ′ ∈ Frs(P ′), which proves the lemma. 	
Proposition 8.9. Under the same hypotheses of Proposition 8.8, the morphism β : Spec(B′) →
Spec(B) is strongly transversal.
Proof. Proposition 8.8 says that β is transversal, and β(Frs(B
′)) = Fs(B). Thus we just need to
check that the conditions of the lemma are preserved (locally) after blowing up.
Fix a prime ideal P ∈ Fs(B) which defines a regular center in Spec(B), i.e., such that B/P
is regular, and let P ′ ∈ Frs(B′) be the unique prime in B′ sitting on P . After replacing B
and B′ by suitable e´tale neighborhoods, we may assume that B contains a regular subalgebra,
say S, so that S ⊂ B is a finite extension of generic rank s = maxmult(B). That is, so that
the Spec(B) → Spec(S) is transversal. Then set p = P ∩ S, and consider the Rees algebra
H := GB ∩ S[W ]. By Lemma 8.6, we have that p ∈ Sing(H), and hence it defines a permissible
center for H. Moreover, by Lemma 4.2, there are finite morphisms BlP ′(B′)→ BlP (B)→ Blp(S).
Fix a collection of generators of the ideal p ⊂ S, say p = 〈x1, . . . , xt〉. Then the blow up of S along
p, say Blp(S), can be covered by t affine charts of the form Spec(Si), with Si = S
[
x1
xi
, . . . , xtxi
]
. In
addition, by Remark 4.3, BlP (B) and BlP ′(B
′) can be covered by affine charts of the form Spec(Bi)
and Spec(B′i) respectively, where Bi contains and is finite over Si, and B
′
i = Bi
[
θ1
xi
, . . . , θmxi
]
. In
order to check that the conditions of the lemma are preserved, we shall show that, if Fs(Bi) 6= ∅,
then θ1xi , . . . ,
θm
xi
∈ B′i[W ] are integral over GBi (the intrinsic Rees algebra attached to Fs(Bi)).
Let H1 denote the transform of H over the chart Spec(Si) ⊂ Blp(S), and suppose that H =⊕
l JlW
l ⊂ S[W ]. By Lemma 8.6, there is a finite inclusion H ⊂ GB . Since θ1W, . . . , θmW ∈ B′[W ]
are integral over GB , they are also integral over H. Hence each θj satisfies an equation of integral
dependence of the form θNj + a1θ
N−1
j + · · · + aN = 0 with al ∈ Jl. That is, with alW l ∈ H. Then
one readily checks that a1xiW, . . . ,
aN
xNi
WN ∈ H1. Hence θjxi ∈ B′i satisfies an equation of integral
dependence of the form (
θj
xi
)N
+
a1
xi
(
θj
xi
)N−1
+ · · · + aN
xNi
= 0,
which implies that
θj
xi
W ∈ B′i[W ] is integral over H1. In addition, if Fs(Bi) 6= ∅, then H1 ⊂ GBi by
Lemma 8.7. This proves that
θj
xi
W ∈ B′i[W ] is integral over GBi , and hence the conditions of the
lemma are locally preserved. 	
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