The concept of a combinatorial decomposition of a graded K algebra was introduced by , and they showed that every (finitelygenerated) graded K algebra has such a decomposition. The purpose of this paper is to prove some general properties of combinatorial decompositions, which are useful for finding such decompositions. We then show how to compute combinatorial decompositions for a class of rings based on simplicial complexes. This class of rings is utilized in the theory of lexicographic rings. ([ 31). Another interesting consequence of our investigation (Section 4) is a ring-theoretic interpretation of the homology groups of a triangulated compact manifold.
INTRODUCTION
The concept of a combinatorial decomposition of a graded K algebra was introduced by Baclawski-Garsia [4] , and they showed that every (finitelygenerated) graded K algebra has such a decomposition. The purpose of this paper is to prove some general properties of combinatorial decompositions, which are useful for finding such decompositions. We then show how to compute combinatorial decompositions for a class of rings based on simplicial complexes. This class of rings is utilized in the theory of lexicographic rings. ([ 31) . Another interesting consequence of our investigation (Section 4) is a ring-theoretic interpretation of the homology groups of a triangulated compact manifold.
Throughout the paper we use N for the semigroup of nonnegative integers and K to denote a field; and, unless specified otherwise, cohomology will always be computed with coefficients in K. Moreover, most rings will be finitely generated N'-graded K algebras for some 1. For such a ring R, we write R, or XsR for the graded part of multidegree S E N'. We will think of S as a multisubset of [I] = (l,..., 1). The Hilbert series of R is the power series H(R; t) = H(R; t, ,..., t,) = &ER\I, dim,(zsR) tS, where tS is the (multiset) product JJ IES ti. The Krull dimension of R is the order of the pole at t = 1 of the power series H(R; t,..., t). Given two power series F(t) and G(t) in the same variables t ,,..., t,, we write F(t) < G(t) to mean that a, < b, for every S E N', where F(t) = C a, tS and G(t) = 2 6, tS. Given two homogeneous ideals I and J of R, the ideal quotient is the homogeneous ideal (I: J) = (f E R 1 fI E J}, A related concept is the annihilator of a homogeneous ideal Z in a graded R-module N, given by
It is convenient to use the following notation: The (reduced) Betti numbers of a simplicial complex A are the dimensions &A) = dim, #(A, K). The 
COMBINATORIAL DECOMPOSITIONS
The key concept of this paper is the following. We write Sq = {q E 9 1 k(q) < I} for the separators having level at most 1. The proof of existence of combinatorial decompositions used in [4, Theorem 2.11 constructed the frame and the separator set Sq simultaneously and inductively on 1. In practice it is more convenient to begin with a frame that (we hope) will be the set of quasigenerators for a combinatorial decomposition. The following result shows where to look for the separators in this case:
Let (e, ,..., 6',) be a frame for the graded K algebra R. Write A(I) for the R module R/(0 i ,..., B,), and let M(1, m) = {fE A(f) lfgi g, ... g, = 0 for every sequence g, , g, ,..., g, E A(I)+ }. The modules M(Z, m) form an ascending sequence of submodules of A(Z) and hence the sequence eventually stabilizes; define M(I) to be the limiting module of this sequence. Returning to the proof of the theorem, let g E M(1). By Lemma 1.3, g is a unique linear combination of the elements of 6 = {f nr2/+, t97 1 r E %4c, nj > 0). We wish to expand #IT+, in terms of 5 when m > 0. We do this by observing that (1) the terms f nTs)+ r J" 8. that appear in g and have k(v) > 1 have the property that f n,"$) f3;j 0;: r E 6 ; (2) the terms 8 n,"p/+ 1 :J 8. for which k(q) < 1 are simply of the form q and we know that in this case ?,$l+ I E (0, ,... Q.E.D.
An immediate corollary of the proof of Theorem 1.2 is that Definitions 1.1 (2) and (3) imply (1) . Another consequence is that although combinatorial decompositions are far from being unique, if we fix the frame (8 1 ,..., t9,), then the generating function
is the same for any combinatorial decomposition (e, .Y, k).
ACM COMPLEXES AND HILBERT SERIES
For a ring R, the prime spectrum of R is the partially ordered set Spec(R) = {P E R ( P is a prime ideal}. If R is also N graded, then the projective prime spectrum is the poset Proj(R) = {P G R 1 P is a homogeneous prime ideal, P $ R + ).
For P E Spec(R), we write R, for the localization of R at P and gr(R,) for the associated graded ring of R,. If R is Noetherian, then so are R, and gr(R,). We say that R is Cohen-Macaulay at P E Spec(R) if R, or equivalently gr(R,) is CM, and that a subset Q G Spec(R) is Cohen-Macaulay if R is CM at every P E Q ( [ 1, 7] 
is CM, and that A is almost Cohen-Macaulay (or simply ACM) if for every u E A\(a), we have thiit the subcomplex link,(o) = {r E A 1 z U u E A, r f7 c = 0) is CM ( [2] ). The algebraic geometric content of the two definitions above is given by PROPOSITION 2.1. Let A be a finite simplicial complex. Proof: One may use the method employed in [2, Theorem 6.51, but a more succinct proof may be obtained by using the technique described in the proof of (4, Proposition 3.11.
Q.E.D.
We now use Theorem 2.2 to compute the Hilbert series of the Stanley-Reisner ring of a completely balanced ACM complex. To avoid cumbersome notation we abbreviate (tl ,..., t,) to (t) and (8, ,..., 0,) to (e), and we use the convention that Although the result discussed there was only for order complexes of partially ordered sets, the result easily generalizes to completely balanced complexes. We therefore have
IS'-2 H(K[A]; t) fi (1 -ti) = c (-I)'+' i& (-1)i ii(d) tS i=l sr1r1
+ fwqA I/(@; t). It remains to find a suitable expression for the first term on the right-hand side of Eq. (2.2). First we note that K-,(d) = 0 unless d = {a}. In this case it is easy to verify the theorem directly. Thus we henceforth assume that A # (0). Now rewrite C/E';' as a sum overj E S', where S' is obtained from S by deleting its last element. Let U be the set of elements of S that precedej, and let V be the set of elements of S that follow j. We recover i as 1 U], while S is just u U {j) U V. As S varies over all subsets of Combining this with (2.2) gives us
The result now follows easily. Q.E.D.
As this paper was being prepared, we learned that Schenzel [5] (see also [6] ) had proved Theorem 2.3 without the requirement that A be completely balanced. We now show that w(Im(P*)) E (ej ) j E S). Let f E Im(6'-*). Choose g so that 6(g) =f: By formula (3.2), ly(f)=fs = d(g), = c (-l)""*S\'j" 6, gs\,j,.
is.9
Therefore y/(f)E (0, (jE 5') as desired, and hence y induces a map For an expression y nf=i f9yi let l(n, ,..., n,.) be the largest index 1 such that n, > 0. We wish to show that if l(n, ,..., n,) > k(y), then y nj'=, tY;i is a linear combination of elements of 6. We do this by induction on degree, and for a fixed degree n we use induction on Z(n, ,..., n,).
The case n = 0 is trivial; and for fixed n > 0, the case l(nl ,..., n,) = 1 is vacuous because k(y) > 1 if y E 9' and A # (0). Next let y nf=, 81' have degree n and satisfy nI # 0. If y E 9(S) for some S there is nothing to show, so we may assume that y E J(S) for some S $ [r] and that E > k(y). By the choice of y, we know that y E ((ei ] i 6Z S): (Sj lj E S)). Now k(y) is the. largest element of S and hence Z@ S. Since n, # 0, we have that JJi=, 0;iE (@,I i&S). Therefore ynizl t9yiE (r3,jjE S), say yni=, Syi= Cjes ej gj. Now each gj has degree n -1 and so by induction is in the span of g. It follows immediately that y nf=, 0;' is in the span of UjcS Bjg. Let p J-I;:B; eyi E 6, and consider pej n":$) Byi. If j< k(J), then j?ej n:ib/ 8yi E 6. If j > k(J), then since j < I we also have k(j) < 1; hence pe, JJfLBi f?yi has the form p l-I;=, Byi, where Z(m; ,..., m:) < 1. By induction on Z, /3ej n:LDi t9yi is in the span of 6. Thus every element of iJjcS Bj" is in the span of a. Therefore, y nj=, Bj is in the span of g and the result follows.
Q.E.D. We now use the computation in Theorem 2.3 of the Hilbert series of K[d]. The form most useful to us is (2.3) For a completely balanced ACM complex, we can have nonzero the largest elements of S and of [r] are different, and this is all we need for the proof above to apply.
The requirement in Theorem 4.1 that A be completely balanced may always be arranged by passing to the barycentric subdivision. It is not clear whether we can omit the requirement that A be ACM, but experimental evidence suggests that one can weaken this hypothesis or possibly even omit it entirely.
