Interaction of charges with solids by Michalewicz, Marek Tadeusz
IN TER A C TIO N  OF CHARGES W ITH  SOLIDS
Marek Tadeusz M ichalewicz
A thesis subm itted  for the degree of
D octor of Philosophy 
of The
A ustralian  N ational University
C anberra 
Septem ber 1987
For Agnieszka, Ola and Janek.
STATEM ENT
This d issertation  is an account of work carried out in the D epartm enet of
Theoretical Physics of the Research School of Physical Sciences in the A ustralian 
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T he first chap ter forms a general and brief overview of the theories and models 
which are relevant to m y research, whereas most of the  m aterial presented in the 
following three chapters comprises my original contribution to the field. The last 
chap ter indicates how existing results on dielectrics can be in teg ra ted  into the 
form alism  developed in C hapter 2. I have collaborated closely w ith D r J. M ahanty 
at all stages of my research program . None of the work reported  here has been 
subm itted  to  any o ther institu te  of learning for any degree. Due reference is made 
in the  tex t to  the works published or w ritten  by other persons.
SY NO PSIS
The in teraction  po ten tia l of the charged particle  (electron, ion, positron) in 
the proxim ity of the  solid-vacuum interface is the  m ain them e of this Thesis. This 
is a topic of fundam ental im portance in surface physics and  hence it has a ttrac ted  
considerable research in terest, especially in the last two decades.
The first chap ter sets the perspective view on the  relevant experim ental scene 
and on the theoretical approaches prior or com plem entary to th a t undertaken  in 
the present work.
The general form alism  of the (local) self-energy or the  in teraction  potential 
of the  charge near a  solid surface has been derived on the  basis of linear response 
theory  (C hap ter 2). The expression representing the  in teraction  energy is valid 
for a rb itra ry  geom etry and type of solid as long as the norm al modes to which a 
particle is coupled are known. In m etals these m odes are dispersive surface and
bulk plasm ons. They are obtained here from the hydrodynam ic model of the free 
electron gas.
The hydrodynam ic model is introduced in section 3.2. It is used to  evaluate 
the po ten tia l of a charged particle in the gap betw een two m etals (section 3.3). 
O ur results differ substantially  from those obtained  by the  m ultiple-im age m ethod 
when the  gap is small. This is due to  dispersion of plasm ons and has im plications 
for analysis of the perform ance of tunnel devices.
T he form alism  developed in C hapter 2 is th en  applied to study the in terac­
tion of a charge w ith a m inute m etal sphere. T he plasm on modes of the  sphere 
are evaluated using the hydrodynam ic model. T here  are only a finite num ber of 
surface modes on the sphere when the plasm ons are dispersive, and these make 
the dom inant contribution  to  the  po ten tia l outside the  sphere. For r <  R  the 
in teraction  po ten tia l is mainly due to  the con tribu tion  of the bulk modes. The 
first order quan tum  correction to  the  po ten tia l is also given.
The three-dim ensional po tentia l of a charged particle tunneling betw een a flat 
m etal surface and a spherical m etal tip — a model of the scanning tunneling 
m icroscope — is calculated. It is dem onstrated  th a t the inclusion of coupling of 
surface modes in the two electrodes, even for separations as small as 10 tim es the 
screening length in either of them , contributes less th an  5% of the to ta l po ten tia l of 
a point charge. Hence the po tentia l is obtained as a superposition of contributions 
from a p lanar surface and a charge neutral, conducting sphere (and  can include a 
simple classical term  for a sphere at a fixed potential).
In C hapter 4 we develop a variational m ethod for studying the  in teraction  
po ten tia l of a static  charge w ith m etals. The m ethod is based on the density 
functional m ethod. The to ta l electron energy functional is expanded in  a functional 
Taylor expansion about the equilibrium  density. The in teraction  po ten tia l bo th  
inside and outside the  m etal is obtained by minimizing the second order energy 
shift induced by the  presence of charge. The electron density in jellium  m etal is 
represented as a sum  of two term s: an  equilibrium , unpertu rbed  p a rt and the first 
order, three-dim ensional density fluctuation. B oth term s are assum ed here in an 
analytical form, the  first one is a  rem arkably simple m odel of a diffuse m etal surface 
(so the Kohn-Sham  equations are not solved); the form  of the o ther te rm  is taken 
from  the known results of the  hydrodynam ic model. Thus our m ethod  uses the  
known results of the  hydrodynam ic m odel in the more exact density functional 
formalism. W ith in  this formalism we ob ta in  the  po ten tia l of the  electrostatic  
double-layer, the work function for selected m etals and the in teraction  po ten tia l of 
a charge em bedded in a jellium  m etal or outside the surface. The agreem ent w ith 
o ther theories is good. The m ethod can be used for o ther th an  p lanar geometries 
and reflects the diffuse character of a m etal surface (not present in  the  usual 
hydrodynam ic model).
Finally, in C hap ter 5, we consider the in teraction  po ten tia l of a charged par-
t id e  w ith  the surface of a dielectric. It is dem onstrated  there how the existing 
results on the spatially nondispersive dielectrics can be in tegrated  into the for­
m alism  developed in C hapter 2. We outline the m ethod for treating , w ithin our 
self-energy formalism, the spatially  dispersive dielectrics.
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1“Gl^bia ziewa na  powierzchni, 
a powierzchnia okazuje si§ dnem  gl§bi.”
The depth yawns on the surface and the surface becomes the deepest bot­
tom of the depths. ”
S.I. W itkiewicz (W itkacy), (1911).
C H A PT E R  1. GENERAL FEATURES OF IN T E R A C T IO N  OF 
CH AR G ED PARTICLES W ITH  C O N D EN SED  SY STEM S.
1.1 General remarks.
The problem  of considerable im port to the past developm ent and the  present 
day activ ity  of Surface Physics is the determ ination  of the in teraction  potential 
of external charged particles (electrons, ions, positrons) or neu tra l atom s with 
a solid surface. Surface science is an enorm ously vast field of research endeavour 
which em braces a great variety of experim ental techniques and explores very many 
different physical phenom ena. It is rem arkable, though not always explicitly noted, 
th a t the  detailed knowledge of the in teraction  po ten tia l of an atom  w ith  a surface 
or a charged particle w ith a surface (depending on the context, referred to as the 
image potentia l, dynam ical image po ten tia l or self-energy — the precise m eaning 
and distinction will be given la ter), is necessary for in terp re ta tion  and analysis 
of so m any of experim ental techniques and surface phenom ena. In a num ber 
of experim ental surface-specific m ethods a solid surface is probed w ith  charged 
particles or atom s (Roy and C arvette, 1977; Gonser, 1986). A few representative 
exam ples include low-energy electron diffraction (LEED ) (Pendry, 1974), electron 
energy loss spectroscopy (EELS) (Ibach and Mills, 1982; Froitzheim , 1977; Hall et 
al., 1983), high-resolution electron energy loss spectroscopy (H REELS) (Mills and 
Tong, 1982), field ion microscopy (M üller, 1951, 1965), ion scattering  (Godfrey
2and W oodruff, 1979) or atom ic and molecular beam  diffraction (Engel and Rieder, 
1982; Engel, 1984). Some surface phenom ena which require the understanding  of 
surface response to an external charge are field emission (Duke and Tucker, 1971), 
field evaporation (B randon, 1965; Gadzuk and Plum m er, 1973) field desorption 
(G om er and Swanson, 1963; P lum m er and Rhodin, 1968) chem isorption (G adzuk 
et al., 1971) or surface resonance states in m etals (M cRae, 1979).
The external charge-solid surface interaction po ten tia l is of fundam ental im­
portance in understanding the image potential induced surface states recently 
discovered experim entally by inverse photoem ission spectroscopy (Johnson and 
Sm ith, 1983; Dose et al., 1984; S traub  and Himpsel, 1984; G oldm an et al., 1985; 
T hörner and  Borstel, 1986) and analysed theoretically by Echenique and Pendry 
(1978) and by Read (1985), Sm ith (1985), A m au and Echenique (1987), among 
m any others. The vacuum electron tunneling in the scanning tunneling microscope 
(STM ) (Binnig et al. , 1982a,b 1983) is ano ther example of great relevance to  this 
problem . We will present an extensive discussion of this second problem  in the 
la tte r  p a rt of this thesis.
1.2 T h e o re tic a l s e t t in g  (b a ck g ro u n d ).
Elem entary m ethods of classical electrostatics yield the so-called “image po­
ten tia l” for a stationary, point charge q placed at a distance z from  the  p lanar 
surface of the ideal conductor,
W  = - q 2/4;Z (1.1)
(Feynm an, et al., 1964; Jackson, 1975). This simple expression is also valid asym p­
totically  for real m etals in the  limit of large separations, z —► oo. However, the 
response of the  solid to  the external, perturb ing  charge or oscillating electric m ul­
tipole is a tru ly  quantum  m any-body problem . It is com plicated additionally  by a
3lack of translational sym m etry of the solid in the direction norm al to  the  surface 
and, related  to this, inhom ogeneity of the equilibrium  electronic density.
In the proxim ity of a solid surface the classical image poten tia l diverges to 
infinity, whereas the real po ten tia l sa tu rates to some finite value. This effect was 
observed experim entally using high resolution low-energy electron diffraction (Di­
etz, et ai, 1980). It can be theoretically accounted for by invoking approxim ate 
m ethods of the full (unsolvable) m any-body theory. By doing this one not only 
obtains a detailed form of a realistic po ten tia l which is able to give accurate in­
te rp re ta tio n  of experim ents bu t one also gains insight into the surface electronic 
properties a n d /o r the  dynam ics of the surface excitations.
The famous works of B ardeen (1936, 1940) m ark the beginning of a  period 
of extensive theoretical activity devoted to the problem  of the in teraction  of a 
charged particle or an a tom  w ith a polarizable m edium . During the last decade 
the in terest in this problem  was revived due to experim ental advances m entioned 
earlier, bu t also due to  several controversial reports which questioned the  spatial 
and tem poral character or even existence of image po ten tia l (see Schaich, 1984 
and references therein).
We present here a brief survey of some of the theoretical m odels found in 
the lite ra tu re  which derive or utilize the various forms of the in teraction  potential 
of a charged particle in the vicinity of a solid surface. Reviews of K iejna and 
W ojciechowski (1975) and M ehrotra (1979) can com plem ent our p ic tu re  of the 
theoretical activity. This account will be facilitated  by introducing categories 
relating broadly to a philosophy or a m ethod employed. The works cited here 
axe illustrative examples only and are not in tended to  form  a com plete list of 
references.
41.2.1. The classical image potential and its empirical variants.
D espite its known lim itations and inability to relate to the surface electronic 
struc tu re  the classical image po tentia l continues to  be applied in the m ore com­
plicated situations involving molecules or adsorbed atom s in teracting  w ith one 
ano ther or w ith a m etal surface (Lennard-Jones, 1932). M ahanty  and  M arch 
(1976) have shown th a t for a diatom ic molecule w ith a Lennard-Jones type in­
teratom ic po ten tia l o rien ta ted  parallel to the m etal surface its bond streng th  can 
be reduced up to 4 /9  of its vacuum  value. The form ation of the  surface-induced 
dipole m om ents of adsorbed closed shell atom s in teracting w ith  its instan taneous 
image charges was studied by Antoniewicz (1974). Kohn and Lau (1976) derived 
an expression for an adatom  dipole m om ent and the in teraction  energy of two 
dipoles s itua ted  on the m etallic surface. Gadzuk (1967) and Remy (1970) have 
considered an in teraction  of an alkali atom  w ith a m etal via the image m odel in 
order to  find the surface induced shifts and broadening in its energy levels.
The classical image po ten tia l was used recently in a different context by Lam- 
bin et al. (1987) to  form ulate the theory of the electron-energy-loss spectrum  of 
a dielectric ta rget. The image m odel is also a convenient guiding theoretical ve­
hicle in the system s of a com plicated, non-planar geometry. The m ultiple-im age 
m ethods (Feynm an et al., 1964) were applied to  calculate the po ten tia l barriers ex­
isting in p lanar m etal-vacuum -m etal or m etal-insulator-m etal junctions (Simmons, 
1963a,b) and in the hyperboloidal-planar geom etry found in m etallic poin t-contact 
infrared detectors (Miskovsky et al., 1981,1982). M orawitz et al., (1987) and Ba- 
tra  and M orawitz (1986) have carried out calculations of the po ten tia l barrier in 
a plane-sphere model geom etry of the scanning tunneling microscope using a m ul­
tiple image m ethod. The inadequacy of this approach for real m etals has been 
dem onstrated  on the basis of the hydrodynam ic m odel by Michalewicz and M a­
han ty  (1986) and will be discussed in more detail in C hapter 3. The high lateral
5resolution and focusing property  of the STM  which does not depend on the exact 
num erical values of the poten tia l barrier, bu t on the geom etry properties, was 
studied lately by semi-classical m ethod and the classical image derived barrier by 
Das and M ahanty  (1987).
In order to  include the higher-order quan tum  corrections (B ardeen, 1940; 
Sachs and D exter, 1950) and to allow for a continuity in the surface region, the 
classical image po ten tia l was modified on a sem i-quantitative basis and various sim­
ple analytical m odel potentials were tested  num erically by C utler and co-workers 
(C utler and Davies, 1964; C utler and Nagy, 1964; Engle and  Cutler, 1967) and 
M odinos (1967). However, these studies were of a com parative and empirical 
character and did not provide new understanding of the surface response to a 
pertu rb ing , external charge distribution.
1.2.2. The semi-classical Thomas-Fermi approximation.
The semi-classical Thom as-Ferm i electrostatic theory has the advantage over 
the  classical trea tm en t th a t, while preserving the sim plicity of the form alism , it 
allows for a  finite screening of electrostatic in teractions in the electron gas, w ith 
a Thom as-Ferm i screening length =  6ttne2/ E f , where n is the equilibrium  
electron density, e — electon charge and E p  — Fermi energy (Newns, 1969; An- 
toniewicz, 1972; Heinrichs, 1973). The m ain results of Newns (1969) are the 
following. An equivalent of the classical point image charge exists in the  form  of 
an oscillatory line charge d istribu tion  extending from the image point along the 
inw ard pointing norm al to  the surface; the screening of a pertu rb ing  charge placed 
a short distance outside the m etal surface is very effective and the p e rtu rb a tio n  is 
large only w ith in  a th in  surface layer of the order of a few screening lengths; the 
po ten tia l energy of a poin t charge Q at a distance z from the m etal surface is
6given by,
r\ 2 r oo ^
Wyj = —— / exp(—2&z) [fc — (1 4- k2) 1 ] "* dk  (1.2)
2 Jo
where k is in units of A^p and z in units At f - At the surface W)v a tta in s  the 
value, W n (z =  0) =  — ^  ^TF ■
It is im portan t to  notice th a t the Thom as-Ferm i m ethod is equivalent to 
a sta tic  lim it (to =  0) of the hydrodynam ic model and the above results can 
be obtained w ithin the hydrodynam ic model (M ahanty and Michalewicz, 1987, 
Eq.17). We will re tu rn  to this point la ter in C hapter 3. Expression (1.2) leads 
to the classical image po ten tia l (1.1) in the case of an ideal conductor (At f  —* 
oo). G adzuk (1970) has com pared the Thom as-Ferm i results of Newns w ith the 
com putations based on his quan tum  screening theory. He found a good agreem ent 
betw een the two form ulations ap art from the fact th a t the Thom as-Ferm i model 
slightly overestim ates the screening.
1.2.3. The semi-classical plasmon held from the hydrodynamic model
A lthough the surface and bulk plasm ons (Bloch, 1933; Ritchie, 1973; B arton, 
1979) are genuine quan tum  m odes and constitu te  a quantized Boson field (Tomon- 
aga, 1950; N akam ura, 1983) the  hydrodynam ic model of electron gas in m etal ad­
m its a semi-classical trea tm en t of the in teraction  po tentia l of a local charge w ith a 
m etal and an atom  or a molecule w ith a m etal (van der W aals in teraction). Unlike 
the Thom as-Ferm i m ethod it provides an understanding of the role of the  dynam ­
ical, collective behaviour of the electron gas in m etal and enables identification of 
the surface and bulk plasm on contributions to  the in teraction po ten tia l and van 
der W aals in teraction  energy (Sum m erside and M ahanty, 1978). We will discuss 
the hydrodynam ic model in g rea ter detail in C hapter 3 and the use of its quantized 
version in self-energy form alism  in C hapter 2.
On the semi-classical level, the  hydrodynam ic model has been applied to
calculate the van der W aals in teraction  between a molecule and a m etal surface 
(M ahanty  and P aran jape, 1977; Summ erside and M ahanty, 1978) and the force on 
the charge moving parallel to  a m etal surface (M ahanty  and Summ erside, 1980). 
Michalewicz and M ahanty  (1986) have used this m ethod to  dem onstrate  th a t the 
po ten tia l of a charged particle in the gap betw een two m etals is substantially  
different from  th a t obtained  by the m ultiple-im age m ethod. We will re tu rn  to this 
problem  in C hap ter 3.
It should be em phasized here th a t the semi-classical approach based on the 
hydrodynam ic m odel for electrons is formally relatively simple and at the  same 
tim e it affords to  tre a t the  dispersive plasm ons in a ra th e r straightforw ard m anner, 
whereas m ore elaborate  quan tum  m any-body theories (discussed in the  following 
paragraphs) are very often lim ited in application to  (a single) nondispersive surface 
plasm on excitation. As will be seen la te r the semi-classical trea tm en t w ith  disper­
sion is frequently more illum inating th an  nondispersive quan tum  models (Equiluz, 
1981). An exam ple of this effect is given by Summ erside and M ahanty  (1978) 
who have dem onstrated  th a t only when spatial dispersion is neglected (ß  =  0, 
where ß  is the  usual dispersion param eter in hydrodynam ic model) do the  bulk 
contributions to  the image force vanish and the statem ents advanced, for example 
by M alian (1972) and  R itchie (1972) th a t surface plasm ons alone give rise to the 
image force become correct.
1.2.4. The linear dielectric response methods
A large num ber of papers appeared in the lite ra tu re  in which the dielectric 
linear response theory  (see e.g. Hedin and Lundqvist, 1969) is used to  calculate 
the in teraction  betw een a poin t charge and the jellium  surface. In the response 
theory  the  induced charge density  in the system, p i( r ,  t), is related  to a (small)
8external po ten tia l Vext(r' ,t ')  by the following expression
pi(rt t) = J  dr' dt' R (r , r' , t  -  t')Vext(r' , t ')  (1.3)
where R (r ,r ' , t  — t1) is the linear response function. It follows from  the  causality 
requirem ents th a t R ( r , r ' , t  — t') ^  0 only for t > t ' . The semi-classical “image 
po ten tia l” is ju st the in teraction  energy betw een the test charge Q which is the 
source of Vext, and the induced charge,
W (t ) = 2 y * d rV e x < (r ,t> i( r ,t)  . (1.4)
This theory  is particu larly  appealing from the form al point of view since, in p rin ­
ciple, the  m ain quan tity  of in terest — the re tarded  response function — con­
tains inform ation on b o th  the  “classical” , long-wavelength collective response of 
the electron gas (hydrodynam ic plasm ons) and the re tarded  part describing the 
particle-hole excitations as well (M ukhopadhyay and Lundqvist, 1975). U nfortu­
nately  when this general form alism  is applied to  particu lar problem s, it is neces­
sary to  resort to fu rther simplifications and the final results are not always very 
instructive.
The quan tum  linear response m ethod was used for the num erical evaluation 
of the response of a jellium  m etal to an external charge by Beck and Celli (1970) 
and to  an in ternal charge im purity  by Beck et a/., (1970). In their work the 
random  phase approxim ation (R PA ) was utilized to  obtain  the response function 
and the exchange interactions were neglected. Peuckert (1971) was able to carry 
out analytical calculations w ith in  the  RPA response model using the Green func­
tions techniques. In 1970 Sidyakin offered a ra ther general calculational scheme, 
bu t in the final stage of his work he took some approxim ations, including the 
Thom as-Ferm i dielectric function and his final results (Eq.18 in his work) was just 
the semi-classical Thom as-Ferm i expression derived also by Newns (1969) (our
9Eq.1.2). Newns (1970) has presented a more general theoretical foundation for 
his earlier work (Newns, 1969) using the H artree approxim ation for the dielectric 
response.
In all the works based on the linear response theory described so far the 
boundary conditions are assum ed w ithin the infinite barrier model (IBM ). It im­
plies th a t the  jellium  surface is im penetrable for the electronic wave functions (the 
single-particle po ten tia l in the H am iltonian at the jellium  surface and outside is 
infinite). The approaches based on the IBM were analysed and  com pared w ith 
“dielectric approxim ation” (DA) by Heinrichs (1973), where the surface response 
is m odelled w ith the help of the bulk dielectric function. He has also presented 
a tim e-dependent generalization of the dielectric response, bu t w ith in  the IBM 
appr oxim at ion.
A nother approach, taken by Das Sarm a and Quinn (1979), is based on the 
linear response function evaluated from the hydrodynam ic model for m etallic elec­
trons. The advantage of this m ethod is th a t the calculations w ithin the  hydro- 
dynam ic m odel can be carried out to  a great extent analytically and  at the  same 
tim e the qualitative features of the system  can be directly studied. The longitudi­
nal response function obtained  by these authors was separated  into the bulk and 
surface parts . The la tte r  contains the m ost inform ation on the surface effects. It 
was evaluated for a single-step density m odel and the  tw o-step density model.
The density response function specific for the surface region w ith the  diffuse 
electronic density profile was obtained by Equiluz (1983) on the basis of the RPA 
and the Kohn-Sham -Lang wave functions. The inadequacy of the IBM  m ethod 
was dem onstrated  as well. T his density response function was la te r applied by 
Equiluz et al., (1984) in the determ ination  of the sta tic  response of the  jellium  
surface to  an external local charge and the m odification of the  indirect in teraction 
betw een two charges.
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1.2.5. The dynamic image potential.
It is often desirable to know the effect the finite velocity of the probing particle 
and its direction of m otion has on the surface response (the  dynam ical image po­
ten tia l). This is im portan t for analysing experim ental d a ta  from techniques such 
as low-energy electron diffraction (LEED ), photoelectron spectroscopy, ion scat­
tering spectroscopy, positron scattering and the like, where the  energetic charge 
penetrates the  surface barrier. M ahan (1973, 1974) has form ulated the  dynamic 
image problem  in term s of a model H am iltonian,
H  — H elec tron ,  d" H s o l id  d“ H i n t  
Hsolid, =  ^  ^
H i n ,  =  J 2  r . e - " ( a K +
K
(1.5)
( 1.6) 
(1.7)
2 .
where the coupling constant 2 > ^  is the surface area.
He assum ed th a t the only norm al mode present in the solid and interacting 
w ith the moving electron is the (dispersionless) surface plasm on (u;3 =  ujp / V 2). 
The coupling constant was obtained by equating the  classical image potential 
form  w ith the second order energy p ertu rba tion  (W ang and M ahan, 1972). These 
two steps have naturally  precluded the sa tu ra tion  of the po ten tia l to a finite value 
at the jellium  surface bo th  in the sta tic  and the dynam ic case.
The same model has been applied by Shah and M ukhopadhyay (1983) to  study 
the additional effect of the  acceleration of an electron on the dynam ic image poten­
tial. W u and M ahan (1983) addressed a problem  of the field emission current com­
pu ta tion , where the H am iltonian (1.5-1.7) was supplem ented by an ex ternal field 
term  (Vo ~  —e F z)  and  the classical (shifted) image po ten tia l (U(z)  =  — —— j-)
4 ( z 2 +  a 2) 2
was explicitly built into the H am iltonian.
The linear response function m ethod was also extended to  tre a t the  dynamic 
image problem . The RPA response function obtained w ith  the help of IBM bound-
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ary conditions (called SCIB — the semi-classical infinite barrier as well) was used 
by Rao et al., (1984). Das Sarm a (1982) employed the response function calcu­
lated  w ithin the hydrodynam ic model in the nonretarded  limit. He calculated the 
dynam ic image po ten tia l for single-step and double-step model for the electron 
density profile (diffusive surface profile). He found th a t three m echanism s sup­
press the divergence of the classical image po ten tia l at the jellium  surface: (1)
screening by inhomogeneous electron gas (ß ^  0), (2) diffuseness of the m etal 
surface and (3) finite velocity of the external point charge.
In the models for the dynam ic image po ten tia l described above it is assum ed 
th a t an electron is localized at any instan t of tim e — these are effectively the 
semi-classical models.
The quan tum  mechanical trea tm en t was offered by Jonson (1980). He begins 
w ith the Schrödinger equation for the quasi-particles of the electron-plasm on sys­
tem . The non-local term  in this equation, the self-energy, is cast in the form  of one- 
body, energy-dependent exchange-correlation po tential, Vex(z ,E ) .  The Vex( z ,E )  
is identified as the image potentia l in the appropriate  lim its (see B ardeen, 1940, 
1980). The one-body Schrödinger equation is then  solved exactly using G reen’s 
functions for an electron tunnelling across a rectangular barrier (tunneling in Al- 
Si O 2 interface). The resulting dynam ic image po ten tia l of Jonson is complex. 
This was not the case in the semi-classical trea tm en ts of M ahan and o ther workers 
m entioned earlier. The im aginary part of Vex(z,u>) is related  to a finite lifetime 
of the quasiparticle states described by the initial Schrödinger equation. However 
the  real p a rt of Vex(z,u>) outside the  barrier is identical to  the  M ahan’s form. This 
is due to  the assum ption essential to bo th  works (as well as the work of Shah and 
M ukhopadhyay) th a t only the surface plasmons are responsible for the in teraction  
w ith  a charge and  th a t the plasm ons are dispersionless. This is effectively a single, 
surface-plasm on model.
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We wish to  stress th a t in the general self-energy formalism (to  be presented later) 
there is no need to separately trea t a moving charge and the po ten tia l is always 
complex and “dynam ic” unless appropriate  lim its are taken  (M ahanty et al., 1986).
1.3  M isce lla n eo u s  co m m en ts
Two m ethods of considerable im portance were om itted  in the overview of 
theoretical activ ity  presented above. The first is the self-energy form alism , and 
the second the self-consistent density functional m ethod. Each of them  is essential 
to  our own work and we will discuss them  separately at greater length  in the 
following chapters. The concepts and origins of the self-energy form alism  will 
be reviewed in the first p a rt of C hapter 2. The system atic derivation of this 
form alism  based on the linear response theory and the generalization to the  systems 
at finite tem peratu res was given by M ahanty and Michalewicz (1986). O ur theory 
will be presented in the  second p a rt of C hapter 2. It will be applied to  study 
the  in teraction  po ten tia l of a charged particle w ith m etals (C hap ter 3) and w ith 
dielectrics (C hap ter 5).
It should be em phasized th a t the self-energy m ethod can only be applied 
when the  normal modes of the particu lar system  under study are known a priori 
(e.g. plasm ons in m etals, optical phonons in dielectrics). The plasm on m odes in 
m etals are evaluated here w ithin the  hydrodynam ic m odel for electron gas in the 
nonre tarded  lim it (c —► oo). The extension to the re tarded  case could be achieved 
in a ra th e r straightforw ard m anner (Fetter, 1973). The hydrodynam ic equation is 
usually solved subject to  som ewhat unphysical boundary conditions of vanishing 
norm al com ponent of the density current at the jellium  surface (equivalent to IBM 
in the dynam ic response case). The physical im plications of these boundary  condi­
tions and  possible relaxation of them  will be discussed in C hapter 3. It is also due 
to the  boundary  conditions th a t the self-consistency of the solutions can not always
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be guaranteed. The role of the exchange and correlation po ten tia l in modifying the 
form of the image po ten tia l in close proxim ity to the surface has been repeatedly 
em phasised in the lite ra tu re  (beginning w ith Bardeen, 1940, 1980). A lthough the 
exchange and correlation effects are not explicitly present in the hydrodynam ic 
description, it has been dem onstrated  by Ying (1974) th a t they are buried in the 
pressure term  of the hydrodynam ic equation (and consequently in the dispersion 
parem eter ß). It was already noted  by o ther workers (e.g. Das Sarm a, 1982) th a t 
the nonlocal effects of exchange and correlation poten tia l are also re ta ined  in the 
hydrodynam ic model by v irtue of the dispersion param eter ß  being finite. We will 
provide a transparen t illustra tion  of this point in C hapter 4. By using the  hydro- 
dynam ic m odel we neglect an excitation spectrum  of electron-hole pairs. However, 
as was observed earlier (e.g. Gadzuk, 1977; Eguiluz, 1981) these effects are only 
im portan t for 2  <  A, where z is the position of a charge m easured from  a jellium 
edge and A is the screening length (A ~  ~  1 Ä). The lim itations of the  hydro-
dynam ic m odel in trea ting  this p a rt of the spectrum  axe well known b u t the great 
advantage of using it is th a t, owing to  its relative simplicity, m ost of the  calcula­
tions can be carried out analytically giving a great deal of physical insight about 
the  system  under study. A lternative approaches like the ones based on the  linear 
response function (Eguiluz, 1981; Eguiluz et al., 1984) were not as yet applied to 
analyzing system s more com plicated th an  a jellium  th in  film or a jellium  flat half­
space. The hydrodynam ic model, on the contrary, was applied to  a problem  of the 
in teraction  po ten tia l of a charge and metallic sphere (M ahanty  and Michalewicz 
1986), a charge in a vacuum  gap betw en two m etallic half-spaces (Michalewicz 
and  M ahanty, 1986) and a charge between a metallic sphere and m etal half-space 
(a m odel geom etry for the scanning tunneling microscope (STM ), M ahanty  and 
Michalewicz, 1987). We will report on these results in C hapter 3.
In C hapter 4, a fu rther step is a ttem pted , the first one being the  work of
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Ying (1974), to  bring a hydrodynam ic model closer to  a density functional m ethod 
(D F). F irst we present a brief review of DF theory and then  we in troduce a one- 
param eter equilibrium  electronic density profile for a jellium  m etal surface. This 
is a rem arkably simple profile, in the spirit of Sm ith’s (1969) work (so th e  Kohn- 
Sham  equations are not solved). However our choice gives slightly b e tte r  agree­
m ent w ith  experim ental d a ta  on surface energy th an  Sm iths’s density profile, and 
also our variational param eter has the direct physical m eaning of the half-w idth 
of the electronic surface inhomogeneity. W hen an ex tra  charge is placed inside 
or outside the m etal, the  first order, three-dimensional density fluctuation  is de­
rived from  the  hydrodynam ic model. The diffuse surface profile of the  electronic 
density is the  im portan t feature of bo th  the zeroth and the first o rder electronic 
densities. The to ta l energy of the  m etal-particle system  is expanded in functional 
Taylor expansion about the equilibrium  density. The first order term s represent 
the chemical po ten tia l and  the double-layer contribution. The second order term s 
depend on the position of the ex tra  charge. We minimize them  w ith respect to 
a one-param eter family of tria l (hydrodynam ic) electronic density functions. Our 
m ethod  is applied to  the flat semi-infinite m etal slab only, however the  form al­
ism can incorporate the non-local form  of the density functional and nearly  any 
geom etry of practical im portance can be trea ted  w ithin this m ethod.
It is dem onstrated  in C hap ter 5 how the in teraction  po ten tia l of a charge with 
the surface of a dielectric solid can be evaluated on the  basis of the self-energy 
formalism. The dispersive polarization  modes could also be incorporated  in this 
formalism. We discuss such a possibility in the  last section of this work.
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C H A P T E R  2. TH E SE L F -E N E R G Y  FO R M A L ISM  
2.1 Introd u ction .
The full com plexity of the  problem  of a charge in teracting  w ith  a m any-body 
target can be understood only w ithin the framework of the m any-body theory. 
The developm ent, s truc tu re  and content of m any-body theory and its success 
in explaining the properties of homogeneous systems is the subject of num erous 
excellent textbooks and m onographs.
In this section we limit ourselves to  introducing some basic concepts of the 
m any-body formalism. We a ttrib u te  physical m eaning to  the quantities which are 
of direct relevance to our work. We also sum m arize the results of some other 
workers who advanced the m ethod of self-energy to surface physics applications. 
A com prehensive exposition of the form alism  and concepts discussed here is pro­
vided in a well known paper by Hedin and Lundqvist (1969); we follow it in this 
in troduction.
Let us consider the IV-fermion system  (e.g. electrons in m etal la ttice), per­
tu rb ed  by a small external po ten tia l <j>(x,t) such as an experim ental probe. The 
H am iltonian for this system  is
H  =  H 0 +  H i
Hq =  J  ^ (x ) / i(x )^ (x )d x +  1 J  ^  ( x ) ^  (x/)i;(r, r')^(x')t/>(x) dx dx'
Hi =  J V,^(x )^(x)<^(x, t) dx . (2.1)
Here ^ ( x ) , ^ i ( x )  are the ferm ion field operators. They satisfy the usual anticom ­
m u ta tio n  relations,
[i/>(x),i/>t(x')]+ =  <5(x,x') [V>(x),t/>(x')]+ = [V’T(x),V>'(x')]+ =  0 . (2.2)
The variable x represents b o th  space and spin coordinates x =  (r, £). The term  
h(x) represents the electronic kinetic energy part and the in teraction  poten tia l
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w ith a rigid ionic lattice (or a jellium  background),
n2
h(x) 2 m V 2 ~ Y , Z n v (  r , R „ ) . (2.3)
Z n is the  valence of the ion situated  at R n and v is the Coulomb potential,
u ( r , r ')
|r  — r'l ‘
The Heisenberg equation of m otion for is
This can also be w ritten
(2.4)
iTi— xj>{x,t) = [/i(x) +  0 ( x , t ) ] ^ ( x , t )
+ J  v(r, r')T/>f(x',^)V>(x',t)?/>(x, t) dx ' . (2.5)
A fter perform ing simple m anipulations one readily arrives at the equation of 
m otion for the  one-electron G reen’s function Gr( x t ,x /t /),
" Q
i h dt ~  h^  ~
+ 1
G ( x t , x r )  (2.6a)
i J  v(r, r")(lV |T{V ,^ (x " ,f ) ^ (x ,,,t)i/>(x, t)V,^ ( x ', i /)} |iV )d x ,/ (2.66)
Ti6(x, x')6(t,t ')
where the one-particle G reen’s function (at T  =  0) is defined by
G(xt,x 't ')  =  — i(iV|T[t/>(x, t ) ^ ( x \  t')\N)  . (2.7)
T  defines the tim e ordering opera to r and |N)  in the IV-fermion ground sta te . By 
inspection of eq.(2.6) it easy to  notice th a t it separates natu rally  in to  a  nonin­
teracting  one-particle term  (2.6a) and  the in teraction  term  (2.6b) involving the 
tw o-body correlations (the tw o-body G reen’s function) in the  system . At this
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stage the nonlocal time- (or energy-) dependent self-energy operator E is intro­
duced to  formally describe the in teraction between a particle and the rest of the 
system , through the equation,
G(xt ,  x 't ')
— j  E ( x t ,x " t" )G (x " t" ,  x ' t ' )  dx" dt"  =  6 ( x , x ' ) 6 ( t , t ' )  . (2.8)
In the above, the  to ta l average one-particle po ten tia l in the system  V (x , t) is 
the sum  of the external po ten tia l and the H artree po tential,
V ( x , t )  =  <j>(x,t) +  f  u(r, r ') (N\*J;^(x ' , t ) ip(x ' , t ) \N)  dx ' . (2.9)
The profound feature of the self-energy is its tim e-dependence (or the energy- 
dependence of its Fourier transform ). The H artree and H artree-Fock approx­
im ations can be obtained  from  eq.2.8 if the self-energy E is assum ed energy- 
independent. It can also be shown from eq.2.8 th a t the self-energy represents 
the shift in the position of the poles of the nonin teracting  G reen’s function G o. It 
is expressed symbolically,
G ~ l =  GV1 -  E . (2.10)
The self-energy can be in terp re ted  as the contribution  to  the energy of the 
excitations of the system  arising from the in teraction effects. The Schrödinger 
equation for a quasi-particle s ta te  <^ k(x) is given in term s of self-energy,
[£ k -  h(x)  -  VF(x)]v?k (x ) -  J  E ( x ,x ' , £ k )v?k( x ') d x ' =  0 . (2.11)
T hus the m ain quan tity  of interest is the self-energy, since it contains inform ation 
on the  m any-body in teraction  effects such as exchange and correlation and also the 
spectrum  of the excitations (self-energy is itself a function of G, i.e. E =  E[G]). 
Inkson (1971, 1973) and Jonson (1980) cast eq.2.11 in to  a form resem bling an
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effective (self-consistent) single-particle equation. The non-local self-energy term  
is replaced by a local, energy-dependent exchange and correlation po ten tia l Vk(x) 
such th a t,
Vk(x)<?k(x) =  / E ( x , x , , ^ k(x')dx/ . (2.12)
The self-energy calculation presented by Inkson (1971, 1973) was based on a first 
order approxim ation which neglects the vertex corrections,
E (x,x ',u ;) =  J -  [  e~t6u G(x, x! , u  — u ' )W { x ,  x ' , u/ )  du/ . (2.13)
2 tt Jc
Here W  is the dynam ically screened interaction, in (x ,t )  space. It is given by 
relation,
W ( x 1t i , x 2 t2) =  J  v ( r i , r 3 )e~1 ( x 3 t 3 , x 2 t 2 ) d x 3 dt3 (2.14)
and e“ 1 is the  inverse dielectric function.
For m ost practical purposes the full G reen’s function G in (2.13) is approxi­
m ated  by the noninteracting G reen’s function Go. The validity of the approxim a­
tion (2.13) was discussed at length by Hedin and Lundqvist (1969, see especially 
P-81).
The screened electron-electron in teraction  W  (eq.2.14) was evaluated by Ink- 
son (1971) for an electron near an interface. W hen an electron is in m edium  1, at 
z = a >  0, W(p, z ’ a,uj) was identified as the effective po ten tia l at a field point 
(p,z); W  being the sum of a po ten tia l due to an electron at ‘a ’ and the  induced 
po ten tia l caused by m edium  2. Inkson’s calculation was based on the prem ise th a t 
the dielectric functions in bo th  m edia can be represented by their bulk forms. The 
non-locality effects at the interface were ignored, and the  potentia l and  tangen tial 
field were kept continuous across the boundary. The ex tra  poles of the  screened 
in teraction  W  obtained th a t way corresponded to surface type excitations. This 
m ethod  depends on the  form of the bulk dielectric function ex tracted  from  some
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independent model. Inkson (1971) employed a hydrodynam ic dielectric function 
and his result for the in teraction po ten tia l for distances greater th an  a few Fermi 
wavelengths was (using the no ta tion  as in eq.1.2),
which natu ra lly  reduced to  classical image po ten tia l fax out of the m etal surface. In 
his la te r paper, Inkson (1973) evaluated the G reen’s function for an electron in the 
m etal-vacuum  system  in a more detailed m anner. Consequently the exchange and 
correlation po ten tia l (or simply the in teraction  potential) acquired an im aginary 
part which describes the finite lifetime of the excitations in the solid and the 
dissipation of energy of the probe (i.e. inelastic losses in scattering experim ents). 
The real pa rt of the poten tia l arises from the  exchange of v irtual excitations. We 
will not reproduce Inkson’s final results for the  in teraction  poten tia l since the  real 
part outside the m etal is essentially the  result of N ewns’ (eq.1.2) and inside the 
m etal it sa tu ra tes  rapidly to  the  usual hydrodynam ic value Vf, =  — | e 2A Jp. It 
was confirmed again th a t the predom inant pa rt of the po ten tia l outside is due to 
a contribution  from surface plasm ons. The relation betw een the self-energy and 
the exchange and correlation po ten tia l adopted in Inkson’s work is (H edin and 
Lundqvist, 1969),
-i6u’ eic* x W (x , q, J )  d q  du/
Vko(x ) := J E{k0) -  £ ( k 0 -  q) -  ±  ' (2'16) 
The fu rther progress in the use of the self-energy concept was m ade by M anson
and R itchie (1981) who defined a space-dependent local, complex self-energy £ ( r )  
th rough p ertu rb a tio n  theory. It is in fact the exchange and correlation po ten tia l 
in Inkson’s vocabulary.
The connection of £ ( r )  w ith  the shift in the energy of the m etal-particle  
system  A E 0 is given by a definition,
A E q =  [  d r (k 0 I r ) £ ( r ) ( r  | k 0) (2.17)
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where |ko) is the s ta te  of the particle moving w ith m om entum  ftko and  the energy 
shift is caused by the in teraction V.  On the o ther hand p ertu rba tion  theory  gives 
the second-order energy shift in the form,
A £ 0
/  w  (0 |V |n ,k )(n ,k |V 1 0 ) 
\  ° ^  n>k -E’o,k0 ~  ^n,k +
(2.18)
where a m ixed representation |n ,k )  :=  |n )|k ) is used, |n) representing the  n th  
excited s ta te  of the target (for all p ractical purposes — the collective m ode).
If the m atrix  element (r |(0 |u |n , k) is unfolded and the identity  f  d3r j r ) ( r | =  1 
is used, the  com parison of eq.2.17 and 2.18 gives the expression for the self-energy,
( 2 1 9 )
n ^ An,k “I“ lö (r I Kq)
It should be stressed th a t the term  “self-energy” here and in the  following 
represents a local, energy-dependent quan tity  related  to the change in energy of 
the solid-probe system  due to the  in teraction.
E quation  2.19 forms the basis for a num ber of studies of the self-energy of a 
charged projectile and a solid surface or interface. In their original work, M anson 
and  R itchie (1981) adopted  a plane-wave basis set and a ra th e r simple model 
of a pertu rb ing  poten tia l V. V  was assum ed to  arise from dispersionless surface 
plasm ons (as in M ahan, 1973). The self-energy obtained on the basis of this simple 
approxim ation to the surface collective response was nevertheless able to  show 
m any im portan t qualitative (and  to  a certain  degree of accuracy, quan tita tive) 
features. The complex solution took different forms depending on w hether or 
not the particle had sufficient energy to  excite a surface plasm on. The detailed 
results were presented only in the case above the threshold. The effect of three- 
dim ensional recoil was accounted for and m anifested itself in the i?e(E (z —► 0^)) 
value, which was twice the value obtained from  dynam ic image m ethod or semi- 
classical calculations. An interesting result was presented in the lim it v —> 0, for
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a s ta tionary  particle. The self-energy is real in such a case and given by,
2 0 )  =  ~~T\ T0  “  e x p ( -Q s |z |) +  Q3\z\E2{Q9\z\)) (2.20)
where E 2(y) is the associated exponential integral and Q2S =  2mu)3/?i, lo3 =  u p/ \ f2  
is the  surface plasm on frequency, m  is the mass of particle. This expression pro­
duces a sa tu ra tion  of S  at the surface and shows th a t for large z the  correction 
term s to  the  classical image poten tia l decay faster th an  any inverse power of z.
Recently the self-energy m ethod was applied by Sols and R itchie (1986) in the 
more extensive study of the interaction po ten tia l of a charge near m etal-vacuum , 
insulator-vacuum  and m etal-insulator p lanar interfaces. The contributions from 
the  dispersionless bulk as well as surface plasm ons were taken  into account for a 
m etal surface and from  excitons and optical phonons (bo th  bulk and surface) for an 
insu lator surface. Echenique et al., (1987) m ade use of the self-energy expression 
(2.19) to  calculate the  image po ten tia l appropriate  for an electron tunneling from 
a m etal into the  conduction band of an insulator. The in teraction  po ten tia l was 
taken  as being due solely to  dispersionless plasm ons. The basis set describing 
the pa rtic le ’s m otion and used for evaluating the m atrix  elem ents in eq.2.19 was 
obtained  from  the solutions of one-dimensional, a ttrac tive  ^-potential.
An exhaustive study of the self-energy of an energetic charge outside and 
inside the p lanar jellium  m etal was presented by M ahanty  et al., (1986, and also 
1985). The general expressions for the self-energy valid for an a rb itra ry  angle 
of incidence and for the incoming particle energies b o th  below and above the 
threshold  plasm ons energies were given. The recoil arising out of real or v irtual 
exchange of quan ta  of the collective charge oscillations was accounted for. The 
effect of the  spatial dispersion in bo th  surface and bulk plasm ons was included 
th rough  the  use of the quantized hydrodynam ic forms for the coupling coefficients 
in the in teraction  p a rt of the m any-body H am iltonian. A plane-wave basis set 
appropria te  for the  trea tm en t of a propagating particle was chosen.
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2.2  S e lf-en erg y  and lin ear  resp o n se  th eo ry
2.2.1 Formalism
The self-energy m ethod proposed by M anson and R itchie (1981) gives the self­
energy in term s of various orders in p e rtu rba tion  theory. However, it is possible 
to reinforce the conceptual foundations and widen the prospects for applications 
of the self-energy form alism  by way of deriving it in a rigorous m anner from the 
general linear response theory (K ubo, 1957). In this section we develop such a 
general form alism  for the self-energy* using linear response theory. The results 
presented here were reported  in M ahanty and Michalewicz (1986). The lim itations 
of this approach to particu lar physical systems or m aterials and the necessity to 
resort to  the models of collective modes will be discussed in the next section.
Tom onaga (1950) had  pointed out th a t the in teraction of a local charge w ith 
the m etal electrons m ay be considered as one w ith  the electron density fluctuations 
represented by a Boson field. This approach can obviously be generalised to in­
clude the  case of in teraction  w ith an insulator where the Boson field will represent 
the polarisation fluctuations associated w ith optical phonons. In this model the 
H am iltonian for a charged particle of mass M  and charge Q in teracting w ith a 
solid would be
H  =  Ho +  H t Ho = H s  +  H P (2.21 a)
H s  = J 2  +  I)  (2.216)
A
H P = p2 /2 M  (2.21 c)
Hr = Q $  = Q ^ 2 ( ip \a \  + p \ a \ )  . (2.21 d)
Here A is the  label of the particu lar mode of charge oscillation and a j ,  a \  are 
the creation and annihilation operators thereof. The po ten tia l operator has the
* Note the  com m ent following (2.19).
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representation
(rj*l[r') =  <$(r -  r') ^ b l ( r ) d  +  (2.22)
A
where is the po ten tia l due to  the Ath charge oscillation m ode of the solid.
We shall restrict ourselves here to the electrostatic lim it, although the form alism  
can readily be extended to include re ta rda tion  effects (F etter, 1973).
According to  linear response theory (Kubo, 1957) the change in any physical 
quan tity  A  due to  a p e rtu rb a tio n  Hj(t)  is given by,
(A A) = — J d£' exp(77^/)([A (t — t ') ,  77 —► 0^ (2.23)
w ith
A(t)  =  exp(iHot/ f i)Aexp(—iHot/?i) . (2.24)
W hen Hi  is tim e-independent, as in the above example, (3) becomes,
1  / * ° °
(A A) = — J  dtexp(-ri t)([A(t),Hi})  . (2.25)
D epending on the problem  under study ( . . . )  in equations (2.23) and (2.25) repre­
sents e ither the expectation  value in a given s ta te  of the  system  or, more usually, a 
therm al average over the states of the solid com bined w ith the expectation  value in 
a given sta te  of the particle. The sta te  of the system  in the mixed representation  
is th e  p roduct |{n*})|k ), where Kn^}) is the sta te  of the solid w ith n \  q u an ta  in 
the  Ath m ode, and k  is the wavenumber of the particle.
W hen A  =  77, the only non-vanishing term  in (2.25) will be ([Hi(t), Hi]). 
This leads to  the second-order energy shift if we m ultiply by a factor This 
factor comes from  the H ellm ann-Feynm an theorem  when applied to  p ertu rb a tio n  
theoretic wavefunctions. T hus the second-order energy shift is,
1 r°°
= 7H h J 0 di exP •( A E)2 (2.26)
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Let us consider a physical quantity A having the form
A =  £ [A * a(R )4  +  AA(R )aA] . (2.27)
A
To evaluate A(t) from (2.24) we must distinguish among a few cases. Firstly, 
if R  is not the coordinate of the particle (as would be the case, for instance, if R  
were a field point), the time evolution of A  will occur only through H$ of (2.21b). 
Secondly, if the mass of the charged particle is very large so that the effect of 
Hp  of equation (2.21c) is negligible, then also the time evolution of A  will occur 
mainly through Hs,  irrespective of whether or not R  =  r, the coordinate of the 
particle. This gives the classical limit for the response as measured through (AA). 
Finally, if R  =  r  and M  is not too large, both Hs  and Hp  will determine the time 
evolution. In the first two cases,
A(t) = [AA(R )aJ exp( iuxt) +  AA(R )aA e x p ( - iu xt)] (2.28)
A
so that
[A(t), H r\ = Q Y 2  [-AJ(R)<pa exp ( iu \ t )  +  Aa(R)<^  exp(-iu;A*)] . (2.29)
A
Then (2.25) becomes,
(AA) =  -  £  ( 2 L )  ({A*a(R )Va +  Aa(R )v4 } )  . (2.30)
When the expectation value is taken in a mixed representation |{nA}|k), using 
(2.22) we get
(AA) =  J  dr(k |r) A /(R , r)(r|k ) (2.31)
where
M R .r )  =  -  ^ ( A - ) 2 i? e [ A * A(R)<^A(r)] . (2.32)
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This depends on the particle coordinate r  and the field point R , and its 
expectation  value in the particle s ta te  (r |k ) gives the induced change (AA). If 
A *(R ) =  <^*(R) for instance, A /(R , r)  would give the induced po ten tia l a t R  
when the  particle is at r.
If A  is set equal to Hi  and (2.26) is used, we get in the same approxim ation 
as above (i.e. neglecting the  tim e evolution of Hi  th rough ifp ) ,
(AE)2 = J d r(k [ r )S c(r){r|k> , (2.33)
where the classical self-energy of the charge, i.e., its in teraction  po ten tia l w ith the 
solid is given by,
2 c(r) = - Q 2 £  ( ^ - )  |VA(r)|2 . (2.34)
This is independent of the s ta te  of the particle and represents the in teraction 
po ten tia l of a static  particle. W hen the norm alized quan tum  expressions for tp\(r) 
are substitu ted , the  relation (2.34) reduces to  the classical result of the form  given 
by eq.(1.4).
Finally, in the general case when the tim e evolution of A  is determ ined by 
b o th  H s  and iJp , we can write
(AA) =  J d r(k |r)V A( r ;k ) ( r |k )  (2.35)
where the  generalised poten tia l whose expectation value in the particle  s ta te  |k) 
gives (AA) is,
Vi(r;k) =  d tex p (-tjt)^ A -y  J dr'(r|([A(t), # / ] )  Jr') x (r'|k)^ . (2.36)
(.. .)3 stands for the expectation value in a s ta te  |{n*}) of the solid.
W hen (AA) is the second-order energy (Aü?)2 , the corresponding in teraction  
po ten tia l is the self-energy of the  particle,
£ k(r) = jV)f,(r; k ) . (2.37)
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Using (2.36) and some straightforward algebra we get,
2k(r) exp(—t'k • r) " aVaM  j  exp(tk • r  ( r  -  r'; h h  +  fiwA)
x v>A(r ')d r ' +  (nA +  l)v>A(r) 
x J  ex p ( * k - r ' ) G ^ r - r ' ; ^ h - » « AU A(r')d r ' (2.38)
Here G(r  — r'; E)  is the Green function of the particle,
G ( r - r ' - , E )  = Y
(r |k ')(k '|r ')
*, E - ( h 2k'2/2M)
(  M  \  exp[—|r — r' \(2M\E\/ f i2)i] 
~\2irh2 J  |r  — r '|
M  \  exp[i|r — r'|(2jW.E/7i2)?]
27rTt' |r  — r '|
E <0 (2.39a) 
E > 0 . (2.396)
If the solid is in thermal equilibrium, n A in (2.38) is replaced by its thermal average,
n A =  l / [exp(hux/kBT)  -  1] . (2.40)
In the ground state of the solid, or at T  =  0 only the second term in (2.38) 
contributes to the interaction potential,
x exp(ik • r '^ ^ r ^ d r '  . (2.41)
For the massive particle the semi-classical expression (2.34) can be simply extended 
to include the quantum correction. This is done by expanding the Green function 
(2.39) in inverse powers of the particle mass M,
lim G f r —r
M —oo \
I . Ti2 k2 
~2M j tX 6{l~r')+ 2 ü l ^ [fc25(r- r')+V2Ä(r- r')] )
(2.42)
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and substitu ting  it in expression (2.41). This leads to the correction to  the self- 
energy of the form
S q W  =  - Q 2 +  2~ eVJA(r )n X(r)}  (2.43)
A ^
which, in the sta tic  limit k =  0 reduces fu rther to
27re
lim S Q(r) =  - Q 2J 2  jj^V A (r)nJ(r) . (2.44)
We shall use equations (2.38) to  (2.41), together w ith their classical limit 
(2.34) in the next chap ter to evaluate the in teraction of a charged particle  w ith 
a m etal sphere, the  colective charge oscillation modes of which are evaluated in 
the electrostatic lim it in the hydrodynam ic model of the m etallic electrons. We 
shall also determ ine the quan tum  corrections (2.44) due to b o th  bulk and  surface 
plasm ons there.
2.2.2 Discussion
There axe a num ber of im portan t observations and com m ents which relate 
to  the form alism  ju st presented. The s tructu re  of the H am iltonian (2.21) as well 
as the definition of the s ta te  of the system  in term s of the mixed representation 
I{^a})|k) implies th a t all well defined modes or excitations of the system  axe 
known. In practice, however, only the  long-wavelength collective modes can be 
evaluated, so th a t the s ta te  |{n.\}) of the solid signifies such a collective mode. It 
should be kept in m ind th a t the Landau dam ping type of processes such as the 
effects of plasm on decay into electron-hole pairs in the high-q part of the spectrum  
is not accounted for in this model. This weakness is well known in m any-body 
theory  where a proper evaluation of a quasi-particle s ta te  poses a substan tia l 
problem . It is also well known in the hydrodynam ic model, employed by us, where 
a cut-off wave-vector qc m ust be in troduced in order to preserve (only) well defined
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plasm ons (B arton , 1979). A part from plasm on decay into an electron-hole pair 
there is a range of o ther effects (to be discussed later) related  to la ttice periodicity, 
diffuse equilibrium  electronic density profile at the surface and non-local exchange 
and correlation, which should be included in a full and exhaustive quantitative 
trea tm en t. We believe, however th a t these effects play only a secondary role and 
will m anifest them selves as corrections to the self-energy at separations less than  
about a few tim es the screening length for a charge outside the solid.
The o ther subtle problem  concerns the basis set for the projectile, |k). While 
our use of plane waves for the incoming charge on the vacuum  side of the solid- 
vacuum  interface seems to  be well justified, one has to  be aware of o ther pos­
sible choices, especially in the insulator-insulator or m etal-insulator interfaces 
(Echenique et a/., 1987).
The in teraction  of a charge w ith a  metal surface is very well described by the 
m odel H am iltonian (2.21). The dynam ic m echanism  responsible for the interaction 
is the  coupling w ith  the plasm ons in a m etal. The same model H am iltonian will be 
applicable to  an  insulator surface, where the polarisation fluctuations associated 
w ith optical phonons will produce the coupling Boson field. But the model valid 
for insulators cannot be extended w ithout caution to sem iconductors. In semi­
conductors we expect a charge will couple to b o th  optical and acoustic phonons, 
the la te r m echanism  occurring th rough the deform ation po ten tia l (Bardeen and 
Shockley, 1950; Herring and Vogt, 1956).
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C H A PT E R  3. IN TER A C TIO N  OF CH ARGES W ITH  METALS 
3.1 Plasm on m odes in the hydrodynamic model
A single semi-infinite p lanar jellium  surface was the model system  in nearly all 
previous theoretical studies on the in teraction  of charges w ith m etals. Our object 
here is to  apply the self-energy formalism developed in the previous chapter and 
also the sim pler semi-classical plasm on field m ethod to a few other geometries. The 
practical im portance of each of the non-planar cases studied will be emphasized 
in the appropria te  paragraph. We base our trea tm en t of plasm a modes in m etal 
on the hydrodynam ic model for m etallic electrons.
The idea of trea ting  the ground-state  properties of an inhomogeneous elec­
tronic system  as being determ ined by the  ground s ta te  electronic density no(r) is 
the basis of the Thom as-Ferm i m ethod (M arch, 1957, 1983). The hydrodynam ic 
model derived by Bloch in 1933 may be considered as an extension of the static 
Thom as-Ferm i m ethod to  the electronic system s in which the to ta l density n(r, t )  
is allowed to  deviate slightly from the Thom as-Ferm i equilibrium  density no(r). 
B loch’s m odel was applied to problems of atom ic physics such as the stopping 
power, photoabsorption and scattering cross sections (Bloch, 1933; Jensen, 1937; 
W akano, 1961; Ball et al., 1973). The hydrodynam ic model is also commonly 
applied in some problem s of m etal, sem iconductor and surface physics.
An exhaustive account and discussion of various applications of the hydro­
dynam ic model in surface physics can be found in works of Summ erside (1979), 
M ehrotra (1979), B arton  (1979) and Lundqvist (1983).
The basic hydrodynam ic equations of m otion can be derived from H am ilton’s 
variational principle
applied to  the hydrodynam ic Lagrangian function, L = f  dr£ , (Bloch, 1933).
(3.1)
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These equations can also be obtained from the statistica l m om ents m ethod (see 
e.g. Balescu, 1975). In 1974 Ying offered a generalization of the original Bloch’s 
model, in which the ground sta te  equilibrium  electron density n 0(r)  is given by 
the H ohenberg-Kohn-Sham  theory of the inhomogeneous electron gas (Hohenberg 
and Kohn, 1964; Kohn and Sham, 1965).
We present a derivation of the hydrodynam ic equations in the rem ainder of 
this section, following the approach of Ying (1974).
Consider an  inhomogeneous electronic system  in the hydrodynam ic limit. It 
is characterized by the density n (r , t) and  the hydrodynam ic velocity field v (r , t). 
We assum e th a t the flow is irro tational and hence the velocity can be derived from 
the scalar velocity po ten tia l
v(r,t) =  -VV>(r,*) . (3.2)
We require fu rth er th a t no m agnetic fields are present in the system.
The H am iltonian function for the electronic system  (in atom ic emits w ith the 
electron charge =  —1) is given by
—  J  d r V ( r , t ) n ( r , t) 4- G [n(r, £)] (3.3)
where the first te rm  is the hydrodynamic kinetic energy, the  second term  represents 
the Coulomb self-interaction, the  th ird  term  describes the  in teraction  of electrons 
w ith the nuclei and w ith the  external potentials. G [n (r,t)] is the functional of 
the electronic density known from  the density functional theory, and represents 
the  microscopic kinetic energy and exchange and correlation energies, Cx[n(r, t)\ =  
f  dr<7[n(r, t)]. T reating n and ^  as canonically conjugate variables, i.e., n  == f §  
we can w rite the  Lagrangian as,
L  =  Jdrf^n(r’4) - H  ■ ( 3 .4 )
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The Lagrangian density is
C = raJ ^  _  2lV^|2n -  J  d r ' [r~—r '|  +  “  • (3-5)
The corresponding Euler-Lagrange equations are,
(a) for the  generalized coordinate 0 , the equation of continuity
r\
— n - V - ( n V ^ )  =  0 (3.6)
(b) for the  generalized coordinate n, the Bernoulli equation (commonly known 
also as the Euler equation)
(3.7)
Here 8G^  is the  functional derivative (Goldstein, 1953, def.11.19). The non­
linear hydrodynam ic equations in the form given by (3.6)-(3.7) are extrem ely 
difficult to solve. They are substantially  simplified by linearization. This is 
done by assum ing th a t all quantities can be expanded for sm all-am plitude 
m otion in the following way
n (r , t) =  n 0(r) +  n i ( r ,  t) (3.8a)
V( r , t )  = Vo(r) +  V ezt(r,t) (3.86)
^ ( r ,  t) =  0 +  V h(r,t) . (3.8c)
The consequence of these assum ptions on 6G^ -  is th a t it can be expanded in 
a functional Taylor series and only the first order term  is retained.
The linearlized hydrodynam ic equations are obtained upon substitu ting  (3.8) 
in (3.6) and (3.7), this gives
A
— m  =  V - ( n oV 0 i ) (3.9)
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and
= J dr']FZ7r\-v' * ^ +J
62G[i
£ n (r)£ n (r/ )
n 1( r /)d r / . (3.10)
This system  of equations can be solved for the function n i ( r ,  t) if the following 
steps are perform ed.
(i) take the tim e derivative of (3.9); this yields
d 2 (  d \
— ni  =  V ■ (n o V ^ V -x )  (3.11)
(ii) take the gradient, then  m ultiply by no and finally take the divergence of both  
sides of (3.10); this yields
v ' \ n°v w ) =  Vn° ' vjr” + n °v2jr” (3-12)
where T v represents the  right hand side of eq.(3.10). Substitu ting  (3.11) into 
(3.12) gives finally the equation for ni
Q2
— m  =  V n 0 • V;Fv +  tiqV 2T v . (3.13)
We are in terested  in free oscillations of the electronic system , hence the ex­
te rna l po ten tia l Vext( r , t) is dropped out. We introduce the notation,
F  := -¥>i(r,<) +  J 82G[n]
6n(r)6n(r')
n 1( r ,)d r ' (3.14)
where
¥>i ( r , t ) = -  J (3.15)
The po ten tia l <y?i(r, t) satisfies the Poisson equation,
V V i( r , i )  =  4ffn1(r ,i)  . (3.16)
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The exact (up to  the  first order = ) linearized hydrodynam ic equation of motion 
describing the free-oscillations of the electronic system  is w ritten  in the form,
— n i( r ,  t) =  V n 0(r) • V P  +  n 0( r ) V 2p  . (3.17)
In the following, we consider only those electronic systems in which the local 
spatial variation of no is small so th a t the term  involving Vno will be neglected. We 
require also th a t the  norm al mode solutions have the oscillatory form  , n i( r ,  t) = 
rii (r)eluJt. E quation  (3.17) is now simplified to yield
—cj2Ui =  n 0V 2p  . (3.18)
The term  on the  right hand  side of this equation represents a com plicated ex­
pression involving the  functional G[n] (as yet unspecified). G[n] is a unique func­
tional of the ground s ta te  density n (H ohenberg and Kohn, 1964) and it describes 
all the intrinsic m any body effects (intrinsic kinetic energy, exchange and corre­
lation). There is a certain  degree of arbitrariness as to the most appropriate  and 
convenient choice of G[n\ in various situations (Lang, 1973; Kohn and Vashishta, 
1983; Callaway and M arch, 1984; G unnarson and Jones, 1980; W illiams and von 
B arth , 1983; Kohn, 1985). The study of a form  of G[n\ is an im portan t subject 
on its own and we will not go into any details here.
The sim plest (Thom as-Ferm i) form  of G[n\ is,
G[n] =  j  d r ^ ( 3 * 2)2/3 n 5/3 (r) . (3.19)
It describes the in trinsic kinetic energy of a (locally) uniform  free-electron gas. For 
th is choice of th e  functional G[n\ expression (3.18) can readily be reduced to  the 
form,
[cj2 — Wp 4- ß 2V 2]rii(r) =  0 (3.20)
where lo2p  =  (in dimensional units), cop is the  plasm a frequency. This is
the  linearized hydrodynam ic equation of m otion which is essential to our ensuing
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studies, ß  is called the dispersion parameter and for the Thom as-Ferm i form of 
G[n], (3.19), it is given by
ß 2 =  \ v2f (3.21)
where v?  is the  Fermi velocity.
T he crucial assum ption is now advanced, th a t the  param etrization  in term s 
of the dispersion param eter /?, leading to  eq.(3.20) is valid also for more realistic 
m odels of the  functional G[n\.
Assum ing the plane wave solutions, equation (3.20) can be im m ediately solved 
in the  case of an infinite homogeneous electron gas. This gives the hydrodynam ic 
dispersion relation for the longitudinal bulk plasm ons,
J 2 = uj2P + ß 2k 2 . (3.22)
T he possible choices of param etrization  of ß  can now be deduced by comparing 
(3.22) w ith  the random  phase approxim ation (RPA ) dispersion relation (Pines, 
1964; M alian, 1981). It is seen th a t the Thom as-Ferm i choice (3.21) corresponds 
to the  s ta tic  (w =  0) or low frequency limit of long wavelength RPA dielectric 
response, whereas for the high frequency, typical of m etals (a;p ~  1015sec_1), 
long w avelength response the param etrization  of ß  should be
ß 2 =  . (3.23)
Bloch proved (Bloch, 1933; B arton, 1979; Lundqvist, 1983) th a t the  norm al mode 
solutions (nj ,  i/q) to  the variational problem  (3.1) form  a biorthogonal system, 
defined by the p roperty  (after norm alization)
J  drn\(r)ipr (r) =  6Xt (3.24)
where the  subscripts are dropped here and in the following from  the first order 
quan tities n , ?/>, etc.
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A linear superposition of norm al mode solutions gives a general solution for 
free oscillations
n (r , t) =  ^  a \ n \ ( r ) e lu>xt (3.25a)
A
*) =  b\ 1P \ (r )etuJxt • (3.256)
A
H aving obtained  the  norm al, plasm on modes in a given geometry, the  plasmon 
field can be quantized by a standard  canonical quantization procedure (see e.g. 
B arton , 1979).
T he hydrodynam ic equation (3.17) is solved in the  present work (in various 
geom etries) subject to  a boundary condition of a vanishing norm al current at the 
ab ru p t, step-like jellium  surface of a m etal. This represents highly idealized model, 
however “we adopt it (w ithout fu rther apologies beyond this subsection) because 
it yields a  trac tab le  problem  and has a distinguished history as a first approxim a­
tion” (B arton , 1979). It has to be recorded th a t the  a ttem p ts  to  employ a more 
realistic diffuse surface profile have been m ade by a num ber of workers. W ithin 
the realm s of hydrodynam ic model B oardm an et al ,  (1974) have dem onstrated  
th a t, irrespective of the surface profile, the local surface m ode w ith u  =  u p / y / 2  
is always present. A double-step-function model has facilita ted  an analytical solu­
tion of hydrodynam ic equations in a p lanar case (B oardm an et al., 1975) and for a 
m etallic sphere (B oardm an and Paran jape, 1977; Ogale et al., 1978). Equiluz and 
Q uinn (1975) have included re ta rda tion  effects as well as the double step surface 
profile in the ir analysis of plasm on dispersion on the m etallic p lanar surface. We 
will consider a diffuse electronic surface profile in conjunction w ith  the  hydrody­
nam ic m odel and the  density functional theory  in C hapter 4. It should be noted 
th a t the  hydrodynam ic theory describing the propagation of plasm ons in periodic 
la ttices has been developed by M arch and  Tosi (1972).
This concludes the  formal setting  for studying the  long-wavelength, collective
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plasm a m odes in electronic systems. The m ethod for evaluating the self-energy 
presented in C hapter 2 and the hydrodynam ic form alism  will now be applied to 
study self-energy of an external charge in various geometries.
T he problem  of a charged particle in close proxim ity to a semi-infinite m etal 
surface has been studied in great detail. Some of th a t work has already been 
com m ented on in C hapter 1. The complete semi-classical analysis of norm al modes 
and the  im age po ten tia l based on the hydrodynam ic model and carried through 
along the line indicated in this chapter has been provided by Sum m erside and 
M ahanty  (1978) and in the sta tic  case (a; =  0) in quantized version by B arton 
(1979). Hence the problem  of a charge near a semi-infinite m etal surface will not 
be dealt w ith  any further.
There is one im portan t aspect of the  total potential of a charged particle in 
the surface region th a t has to be briefly addressed. This relates to the existence of 
the positron  bound states at the m etal surface (Niem inen and Hodges, 1978). In 
this work we are concerned solely w ith the interaction po ten tia l (‘image p o ten tia l’) 
arising due to  an induced charge density and representing the response of the elec­
tron  gas to an external pertu rbation . If however the charged particle crosses the 
surface, additional work is done by (or against, depending on the charge sign) the 
field of a surface double layer. The double layer formed by the equilibrium  elec­
tron  density profile will produce a positive (negative) shift in energy of a positron 
(electron) inside the m etal. Hence, for positron there will appear a surface po­
ten tia l well, capable of forming a true  bound state. The situation  is presented 
schem atically on Fig.3.1.
T he first problem  to  be exam ined is the in teraction  po ten tia l of a charged 
particle placed in a vacuum  gap betw een two m etal surfaces.
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metal vacuum
shift due to double*layer
total potential
schematic correlation 
(image) potential
Fig. 3.1. Schematic representation of the total surface potential for a posi­
tively charged particle near the jellium surface (after Nieminen and Hodges, 1978).
3 .2  C o r re c tio n  to  th e  im a g e  p o te n t ia l b e tw e e n  m e ta ls
In this section we demonstrate, on the basis of the hydrodynamic model, that 
the potential of a charged particle in the gap between two metals is substantially 
different from that obtained by the multiple-image method; (Simmons, 1963a,b; 
Miskovsky et al.,1982) when the gap is small. This is due to dispersion of plas- 
mons, and has implications on analysis of tunnel devices. The results of this 
section were communicated in Michalewicz and Mahanty (1986).
The potential of a charged particle between two solid surfaces is of interest 
m analysis of experiments on tunneling. The conventional multiple-image method 
(Simmons, 1963a,b; Miskovsky et al., 1982) of evaluating this potential when the 
particle is between two metals would work if the separation between the surfaces 
is large compared with the Thomas-Fermi screening lengths in them. But since 
tunneling experiments are done with very small gaps, image theory will not be
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applicable. In this section the problem is examined for two parallel metal surfaces 
including the effect of plasmon dispersion in them.
Let us consider a system of two parallel metal surfaces as depicted in Fig­
ure 3.2.
metal 1 vacuum metal 2
F ig .3 .2 . The chaxge is at za in a vacuum gap between two jellium metals.
The origin is chosen on surface 1 with the z-ajcis normal to it, and the second 
surface is at z = 1.The plasma frequencies and dispersion parameters are and 
ßj, j  = 1,2, with ßj = | 4 0 ), vFU) being the Fermi velocity of the ;-th  metal. 
The contribution of the plasmons to the potential of the charged particle in the 
gap can be evaluated in the manner suggested in §3.1 and §2.2.1 (eq.2.34), first 
solving the equation for the fluctuation number density of the metallic electrons 
m the hydrodynamic model using the boundary condition of the vanishing of the
normal current at the two surfaces, and then evaluating the induced potential 
using the Poisson equation.
The equation for the fluctuation number density of the electrons in the pres­
ence of a static charged particle with charge Q located at 20, 0 < z0 < l, can be
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written in the form,
(V2 — k\)n =  0, z < 0 ; 
(V2 — k\)n =  0, z > l .
(3.26a)
(3.266)
Here kj =  [c<Jp(j)/ßj], kj being the Thomas-Fermi screening length in the j -th 
metal.
The boundary conditions of the vanishing of the normal current at the surfaces
axe,
_r,<9n d ( f  n(r' )dr'  f  0 \  1 1
0 ,
Let,
2 d ^p(j) f r  r' _  / Q \
J dz 4x d z \ J  |r — r '| \  e |r  — Zo|
at z =  0 with j  — 1, and at z — I with j  =  2.
!(r ) =  J d2K {0(-z)C iO )exp(7 iz)
(3.27)
(3.28)
+  0 (z  -  1)C2(k) exp[— -  /)]} exp(i/c • ,
where k is a wave vector parallel to the surfaces and p is the corresponding com­
ponent of r, and 7j =  (/c2 4- kj) 2. This choice for n satisfies equation (3.26). The 
coefficients Cj(«) can be evaluated by substituting equation (3.28) in (3.27) and 
we get,
r  / n (  Q \ ( l i  +  K)[klA2(K)exy(-Kz0) -  k l k j exp{ - K( 2l -  zq)}} 
\ e /  A\ ( k)A2 (k) — kjk j  exp(—2«/)
C ( \ = ( Q \  (^2 ±  * Q [^ 4 1(*0exP { - /^  -  ^q)} -  k\k\  exp{ - k(1 +  z0)}] 
\  e /  A\{ k)A2 {k)  — kj kj  exp(—2,■  k I )
with
Aj(K) = +  k) -  kj  .
The induced potential in the region 0 < < / is,
(3.296)
(3.30)
,  r ') d r '
e \  f  d2K 
27T ) J  K Cl(K)e- ^ t ^ l  + c 2(K) exp{- K(l- z)}(7i +  «) (72 +  «) . (3.31)
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The po ten tia l of the charged particle is then,
V(z0) =  (Q/2)<6,(z0)
1 f  d 2 K
=  —(Q 2/ 2 )—  /  ----- [kl A 2(k) ex p (—2kzo) + k2A i (k) exp (—2kI 4- 2kzq)
27r J  k
— 2 k \k \  exp(—2 k /)] /  [Ai (k)A2(k) — k \k \  exp ( —2«/)] . (3.32)
In the  non-dispersive lim it of ßj —*> 0 or fcj —> oo, the  above form ula re­
duces to  the  usual m ultiple-im age result for a charged particle betw een two ideally 
conducting plates (Simmons, 1963a,b; Miskovsky et al., 1982)
T, ( v ,^.2 /o\ 1 [  d2/c [exp(—2 /c2r0) -  2 exp (—2k I) +  exp(—2kI 4- 2k,zq)\
/m(z„) =  “ W ' / 2 ) 2 * J  ---  [1 — exp(—2 k /)]----------
(3.33)
Fig. 3.3 gives the graphs for the potentials calculated from  equations (3.32) 
and (3.33) for the case when k \l — 10 and  k2/k i  =  1.2. It may be noted  th a t the 
difference in the curves is substantia l, the actual po ten tia l being higher th an  th a t 
obtained from  image theory th roughout the gap. Also, there will be asym m etry in 
the curve about the m iddle of the  gap for two dissim ilar m etals. The necessity of 
using the  correct poten tia l for in terpreting  d a ta  such as the current-volt age char­
acteristics of m etal-vacuum -m etal tunneling junctions cannot be over-emphasized 
(Simmons, 1963a,b; Miskovsky et al. , 1982) and com putations sim ilar to  th a t given 
above for o ther electrode geometries in use in tunnel devices are im portan t.
3 .3  In te r a c tio n  o f  a ch arged  p a r tic le  w ith  a m eta llic  sp h ere  
3.3.1 Introduction
In recent years in terest in the m etallic system s of spherical geom etry and the 
dimensions of the order of tens of nanom eters and less, has grown enormously. The 
activ ity  has been stim ulated  by the peculiar s truc tu ra l, (Sm ith  et a/., 1986) elec­
tronic (K ubo, 1962, 1968; Gorkov and Eliashberg, 1965) and optical (Sm ithard,
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Fig.3.3. The potential of the charged particle (in units of ) as a function 
of z0 (in units of i f 1). The solid curve is for the present calculation of eq.(3.32) 
and the dashed curve is the potential evaluated by multiple imaging (3.33).
1973; Schmidt-Ott e< at, 1980) properties of such systems (Halperin, 1986). On 
the practical level the properties of minute metallic spheres are of substantial im­
portance in problems of catalysis, colloid science and aerosol physics and for mon­
itoring the industrial pollution in environmental sciences (Anderson, 1975; Collis
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and  Russel, 1976; M cNulty et al., 1980; Baltes and Simanek, 1982). Arrays of 
m etallic micro-hemispheres have been fabricated  for possible fu ture opto-electronic 
applications (C raighead and Nicklasson, 1984). M etallic spheres em bedded in a 
dielectric m atrix  provide an example of a non-linear optical system  w ith  im portan t 
p rac tica l electronic applications (F lytzanis et al., 1986).
Experim ents on small particles in gas suspension have been reviewed by 
B urtcher and Schm idt-O tt (1985) and the  same group reported  recently the first 
m easurem ent of gas (O 2 ) adsorption to  free ultrafine particles of Ag (M iiller et 
al., 1987).
O ur em phasis and m otivation in studying the m inute m etal spheres is differ­
ent. We focus our a tten tio n  first on the hydrodynam ic, collective plasm on modes 
of the  m etallic sphere. Subsequently we use the results relating to  plasm on fre­
quencies and density fluctuations to  obtain  the in teraction  po ten tia l of a charged 
partic le  in close proxim ity to  a m etal sphere in a m anner indicated  in section 2.2.
B oth  of these undertakings bring new results and understanding. The plasm on 
m odes on a small sphere or spheroid are well known from  experim ents (Fujim oto et 
al., 1967; Kreibig and Zacharias, 1970; Petersen, 1977; W arm ack and Humphrey, 
1986). They were also analysed theoretically  previously on the basis of hydrody­
nam ic m odel (see e.g. Ferrel et al., 1985; Fujim oto and Komaki, 1968; Crowell and 
R itchie, 1968; B oardm an and P aran jape, 1977; Ruppin, 1978; Ogale et a l , 1978; 
A garw al and  O ’Neil, 1983). Recently o ther m ethods, such as the tim e-dependent 
local density approxim ation, have also been used in studying m ultiple collective 
excitations in small m etal spheres (E kardt, 1985; Beck, 1987).
O ur trea tm en t however, allows us to evaluate and classify the plasm a modes 
in a straightforw ard, analytical m anner, which is b o th  physical and illustrative. 
We find th a t only a finite num ber of surface modes exist in the dispersive sphere, 
a point th a t had not been noticed in the commonly adopted classification of the
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modes in term s of / =  1, 2 , . . .  . The second and prim ary task here is the evaluation 
of the in teraction  poten tia l of a charged particle near a m etal sphere. This prob­
lem, to  the  best of the au th o r’s knowledge, has not been as yet trea ted  by other 
th an  classical m ethods (see e.g. Landau et al., 1984; W ood, 1981). Its solution 
is essential in the studies of the inter-electrode po ten tia l barrier in the  model of 
the scanning tunneling microscope (STM ). We will present the full analysis of this 
la tte r topic in section 3.4. The results presented in this section are published in 
M ahanty  and Michalewicz (1986).
3.3.2 The plasmon modes o f a metallic sphere
We consider a jellium  sphere of radius R  w ith an equilibrium  electron den­
sity which is a constant no w ithin the  sphere and drops to zero a t the  surface. 
The linearised equation of m otion for the density fluctuation n(r, t) in the  time- 
independent form is given by (3.20)
(u 2P — ß 2V 2)n = uj2n (jj2P =  47rn 0e2/m  . (3.34)
wp is the  plasm a frequency and ß is the param eter describing the dispersion of 
plasm ons. The eigenvalue lj\  ob tained  for a solution n \ ( r)  of (3.34) w ith the 
boundary  condition of vanishing of the radial current a t the surface gives the 
frequency of the Ath plasm on m ode. The param eter ß 2 equals a t high fre­
quencies (Jackson, 1962), and is \ v 2F at low frequencies — here we shall trea t it 
as a param eter.
In (3.34) there are two distinct frequency regions u r  <  u>2P and tj 2 > cj2p . 
W ith  the above boundary condition, which in term s of n  can be w ritten  as
d_
dr
- n 0e I
J r ' < R
n(r') dr'
— m ß 2n(r) =  0 (3.35)
J r—*R| r - r ' |
we get the following solutions and dispersion relations in the  two regions, assuming 
th a t
n(r)  =  n /)Tn(r) =  n ?(r)Y;Tn(^, 9 ) 0 <  r < R  . (3.36)
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( i)  For u 2 <  cjp,
n f ( r )  =  N ^ m i ( K , i r )  k,2
UJ o  UJI
ß 2
m ‘(z ) s  \ / ^ - t + i ( z ) (3.37)
The corresponding frequency lj\ is the root o f the equation
7TIi ( k,R ) i _  / 2/ +  i y 2^ 2
/ 4“ 1 )  w'p \
it i '^ k R )  2 
/c
UJ o  UJ
(3.38)
l ß 2
N ts is a norm alisa tion  factor. I t  is easy to show th a t l =  0 does not give a root for 
uj in  (3.38) and the solutions s ta rt w ith  1 =  1. I t  can also be shown th a t fo r fin ite  
ß  there is an upper lim it  !m aI,
l
(36 +  16y2 ) 1 / 2 — 6 2
8 y ß 2
^ R 2 =  klR? (3.39)
beyond w h ich  solutions o f (3.38) fo r uj2 <  uj2p  cannot arise, kq 1 =  (ß / u j p ) is the 
Thom as-Ferm i screening length. In  the non-dispersive l im it  ß  —► 0 the frequencies 
obta ined from  (3.38) are the w ell know n result,
l
lim  u;? =  uj2p . 
ß^o 1 p \  2l +  1 (3.40)
We shall call these solutions the surface modes, denoted by the superscrip t 5 , since 
ttii( k i r )  vanishes at the centre o f the sphere and m onoton ica lly  goes to  a m axim um  
at the surface fo r a ll l in  the range 1 <  l <  lmax.
The p o te n tia l corresponding to  the mode (/, m ) is obta ined by solving
Poisson’s equation
v V ^ m ( r ) =  4 *-e r^m( r ) =  4-Kenf(r)Ylm( 0 , v ) . (3.41)
The norm alisa tion  o f n f m and o f p>fm can be done exactly  as ind ica ted  by B arton  
(1979), and we get
v fm ( r ) =  [ « ( H ^ A f ) 1/ 2] 1
mi(Kir)
m i - i (K iR )
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(  l +  l \  (  , KiRbi \  (  r
\ 2 l  +  l ) \ a , +  l +  l ) \ R
h
(3.42a)
* " ( £ : )  K« + D(».Af )■'■]-'
/  E > \  J+1
x (7)
Here
r > R .
7  -  K a ( -  c . )
(3.426)
(3.43a)
and a/, 6/ and cj axe defined through the equations
mi(KiR) — aimi+i(KiR) 
m'^KiR) =  bimi+i(KiR)  
m/_i(/c/i£) =  cimi+i(KiR)  .
(3.436)
(3.43c)
(3.43d)
Using (3.38) and the recursion relations for modified spherical Bessel functions we 
can write
kiRT
6, r.
/ + 1  >
2/ +  1 y’ K2 1
V o
(¥)(§-*)
(3.44a)
(3.446)
(3.44c)
(ii) For a;2 > aip,
/?2
0 < r < R (3.45)
Here, ji being spherical Bessel functions, the modes have nodes between the centre 
and the surface of the sphere. We shall denote these modes as bulk modes with 
the superscript B. The frequencies uo\,u are roots of the equation
Ji(kR)
kR 1 +
ß2k2 / 2/ + l \  
Wp \  / 4* 1 /
j[(kr)
l
2 2CO — COp
ß2
(3.46)
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This equation  has an infinite num ber of solutions for each /, and hence the second 
index v is introduced in (3.45).
It m ay be m entioned here th a t unlike the surface modes, bulk modes also 
exist for / =  0. They axe the roots of
j'0{kR) = j 1(kR) = 0 . (3.47)
One root occurs at k =  0, i.e., for lu2 = uj2p . The o ther roots correspond to the 
zeros of j i ( k R ) .
T he corresponding norm alised po ten tia l for / ^  0 is,
1 /2
j l (h ,yr)  _  f  l +  1 \  f  h,yRßl,v  
Ji+i(k i iVR)  \ 2 /  +  l / \  l + 1
r
R
h
x Y F f r t p )  r < R  
1/2
-‘"(Is) +
x v r ( e ^ )
i+i
r > R  .
Here
A /5 * ~  2 W , i /
ßhu
l
and a:/^, ßi^  and 7 are defined th rough the equations
j l { k l , v R ß  — &l,l/ j l + l  (yk^l /R)  
J i ( k i , i / R )  =  ß i , u j i + i ( <ki , i /R')  
J l + l f ö l ^ i / R )  =  7 j i + \ ( h l , v R ) .
(3.48a)
(3.486)
(3.49a)
(3.496)
(3.49c)
(3.49d)
Using (3.46) and the recursion relations for spherical Bessel functions we get,
&l,u
ki,i/R 1 + iL(T±T\
i + k l „ \ 2 l  + l )
ki ( i  + 1 \
k i  {21+1)
(3.50a)
(3.506)
(3.50a)
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For / =  0, the bulk mode potentia l is
VoAr) —47ref— 0 )  [fc0,i/-R — I  sm (2 i0,i/Ä)] 1/12\  mcJ0,i/ J
sin (k0il/r)
k0 ,ur
- 4  «(**•*•% V/2
— cos(koiVR) r < R
mw0)1/ 
x j i (k0^ R ) ( R 2/r)  =  0
[fco,i/-R -   ^sin(2k0)i/-fi)]
r > R  .
- 1 /2
(3.51a)
(3.516)
The last result follows from (3.47) which implies j i (k0^ R )  =  0 for all u.
Figures 3.4(a) and (b) give the variation of some of the surface and bulk 
plasm a frequencies w ith the radius of the sphere.
3.3.3 The interaction potential
We shall consider first the in teraction  po ten tia l betw een the charged particle 
and the sphere in the classical lim its given by (2.34). Using the poten tia ls given in 
equations (3.42), (3.48) and (3.51) we get for the surface mode and volume mode 
contributions to  the interaction po ten tia l the following expressions.
I m a x  1
£?(r) =  ~ Q 2 £  £/=1 m = - l
Q2 y Y 1 /7 A 2(z+1)
/(2Z + 1)A? \ r j
Q2 1 m i ( K i r )
k 2R 2Af mr r i i + i ( K i R )
f  l +  l  N
M l  ■
CN^-----
’
t—
H1U2/+1),
r > R (3.52a)
r < R (3.526)
This vanishes a t r  =  0 and at r =  oo, and has a m inim um  at the surface. For large 
r the  value converges to th a t of the in teraction po ten tia l of Q w ith  a charge-neutral 
insulated sphere obtained by image theory  (S tra tto n , 1941).
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6 8 10
Radius R (k o1)
F ig  3 .4 (a )  T he bulk m ode eigen-frequencies -  1) against radius of
the sphere R  for the first Z =  1, 2 and  i/ =  1 ,2 ,3  bulk m odes of the  sphere. For 
curve A: / =  1, „  =  0; for C: / =  1 , „ =  1; for E: l =  1 , „ =  2; for B: l =  2,
V ^°r   ^ ~  v ~  f° r F'- I — 2, v — 2. For a fixed radius the
eigen-frequencies of increasing order in terlace in the  sam e ways as the  zeros of the 
spherical Bessel functions.
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Fig.3.4(b) The surface mode eigen-frequency uf / uj ,  against radius of the 
sphere R for the l = 1 (line A), / = 2 (line B), l =  3 (line C), / = 4 (line D) and 
I = 5 (line E) modes. The screening length A = ß / w P = 0.8 nm corresponds to an 
A1 SPhere- The horizontal lines for («?/«£) =  1 and i  indicate the non-dispersive 
limit of surface plasmons (ß =  0) which is formally equivalent to the limit R  -» oo 
(flat surface). All the eigen-frequencies are then contained in the interval (I , I).
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The contribution  to the classical in teraction po ten tia l from the bulk modes is
2 ? ( r )  =  - <?2E E E( r^
/ = 0 m = - i J / = ( A  l ' v
IV3iS^;m (r)|:
- S ee
2 oo oo
- S ee
1=1 u=0 
2 oo oo
2 /+ 2
r > R  (3.53a)
a;2, (2Z +  1)
™  h  „rio (fc,,,Ä)2
j)(fc),Kr)
kl
( j ( 2 / + i ) ) fc,'*’ÄU ?! l+ b u
r < i ? . (3.536)
The second term  in (3.53b) is the  contribution from the / =  0 mode. A t the centre 
of the sphere the value of the po ten tia l is given only by the / =  0 m ode and has 
the form
Q2 S T '(  Up \  I1 “  cos(fc0)i/i?)]2 ^y B (r > n) — ^
R  [ l- io(2*o,,Ä)]  '
For a laxge sphere this tends to the value,
lim E f ( r  —► 0) —► lim 
R —>oo R —+00
Q2k0 i  A  Q2k0
2 tanh(R k0) j (3.55)
which is the  well known value of the  self-energy of a charged particle em bedded 
in a homogeneous dispersive plasm a. Figure 3.5 gives a plot of the contributions 
of various m ode types to  the to ta l self-energy. The self-energy of a sta tic  charge 
outside and inside the sphere, for different sphere radii R  is p lo tted  in figure 3.6.
3.3.4 The interaction potential: quantum correction
The quan tum  correction to the self-energy of a massive particle has been ob­
tained  in section 2.2.1 (equations (2.43)-(2.44)). The contribution of the surface 
modes in the correction term  calculated for the  case of a charged particle  interact-
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CD —4
Distance from the centre ,r/R
Figure 3.5. The contributions from different types of modes to the total 
self-energy of a static charge against distance from the centre of the sphere r/R,  
for an A1 sphere of radius R = 2 nm. B,  bulk modes’ contribution; C, l = 0 bulk 
modes’ contribution; D, surface modes’ contribution; A, total self-energy. The 
units are eV/n2, where n = Q/e is the multiple of the electronic charge.
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Distance from the centre ,r/R
Figure 3.6. The interaction potential of a static charged particle outside the 
A1 sphere against distance from the centre r / R  for spheres of various radii; R  = 2
nm (A); R = 6 nm (B); R  = 10 nm (C); R  = 60 nm (D). The inset figure shows 
the interaction potential inside the sphere. The description is the same as that of 
the main figure.
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ing w ith  the  plasm ons in the sphere represented by (2.44) is given by
r .S ( \ Q 2 /t,  7. \ - 2  'y '  “ P  ( 2 i  +  *)
s « ( r ) -  - ^ R k p ) UJj
1=1 1 A f
(* +  l)^ ( ^ 0  _  V  ■ - /  d
_17H+i (kiR) l (2l- \ - l )Kl y r f
and for the  contribution  of the bulk modes,
) _  Q 2 ( T>Kr 2 f ' f ' “ f > p , +  1)
f i l - . V ! m*(/c/r)
mi+i(KiR)
(3.56a)
---------wi/=i i/=o b*7
ki .u R
j l (*i , vr)  _  ( /  +  1 )
Li»+i(fci,»Ä) J(2/ + 1)
-  ^ ( R k p ) - 2 J 2  - ^ ( R k o ^ M h ^ r )
h2
jt2Kl,v
+  1 ~
h
J /+i (^/,i/-^)
[io(feotl/r ) -cos(fe0>l/iZ)]
[ l- jo (2 * o ,,i* ) ]  ( ' ]
where f c p 2 =  Ti/ (2Mljp). The second term  in (3.56b) describes the contribution 
due to  the  l =  0 m ode.
The relative m agnitude of the quan tum  correction for a sta tionary  particle, 
k 2p X^q C7*)/ X2c(r )> ls p la te d  in figure 3.7 for different sphere radii R.
3.3.5 Discussion
Using the  form alism  developed in subsection 2.2.1 we have studied the case 
of a charged particle in teracting  w ith a m etallic sphere.
The two distinct types of norm al plasm a modes of the sphere were classified 
and the  dispersion relations were given in some detail, to  stress some features not 
given in existing lite ra tu re  (Ogale et a l,  1978; Agarwal and O ’Neil, 1983). It was 
found th a t only a finite num ber of surface modes exist in the dispersive sphere.
We have com puted all the eigen-frequencies for the surface modes (up to 299 
solutions for the sphere R  =  60 nm ). In the case of bulk modes the  first 1200 
eigen-frequencies were com puted (l =  30, v  =  40), and for the  bulk l =  0 mode 
term s up to v  =  3000 were included in the sums for self-energy.
Q
ua
nt
um
 c
or
re
ct
io
n 
kp
 -
a 
(Ä
*2
)
54
0.0  0.2  0.4  0.6  0.8  1.0
Radius r/R
F ig u re  3 .7 . The re la tive  q ua n tu m  c o n tr ib u tio n  H g ( r ) / I Z c( r ) ° f  self- 
energy fo r a s ta tic  charge inside the A1 sphere o f radius; R =  2 nm  (A ) , 6 nm  (B ), 
10 nm  (C ), 60 nm  (D ) against d istance from  the centre o f the sphere r /R.  The 
correction is less than  0.05% at the centre o f the sm allest sphere o f rad ius R =  2
nm.
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The m ain results depicted in figures 3.5 and 3.6 axe exact outside the sphere, 
due to  a finite sum  in the surface p a rt contribution to  self-energy. However the 
error range in the num erical values of the self-energy inside the sphere are 30% 
for small r and 10% near the surface for spheres of radii R  <  10 nm  whereas for 
a sphere of radius R  =  60 nm  (line D in the inset of figure 3.6) the calculated 
values are far from their saturation . This is due to  the truncation  of the sum in 
expression (3.53b) after the  first l =  30, v =  40 term s. The effect of truncation  
is less drastic  for a smaller sphere (2-6  nm) bu t is quite large for a bigger sphere 
(R  =  60 nm ) (inset of figure 3.6).
It should be em phasised th a t the hydrodynam ic model breaks down for very 
high frequencies and so the  sum in (3.53b) is not infinite; there should be cut-off 
indices lc and  vc, where the sum  is to  be term inated. By inspection of figure 3.4(a) 
one notices th a t for bigger spheres the  num ber of term s in the sum  (3.53b) will be 
drastically higher:
lc( R i )  <  lc(R2 ) and vc{R i )  <C vc( R 2 ) for R i  < R 2 .
The quan tum  correction introduces the additional screening param eter k p l = 
(TiföMujp)1/2 in analogy w ith the polaron problem  and w ith the case of planar 
geom etry w ith  non-dispersive surface plasm ons (M anson and R itchie 1981). The 
complete quantum  result for XXr ) caib of course, be worked out from  equations 
(2.38) and (2.39). But as has been pointed out in the case of p lanar geometry 
(M ahanty  ei al., 1985), the  effect of screening due to plasm on dispersion on JZ(r ) 
near the surface of a m etal is more dom inant th an  polaronic screening, and hence 
we have given only the leading order quantum  correction term . The full quantum  
correction can of course be obtained by using eq.(2.38), and this has not been a t­
tem pted  here. The screening param eter k p 1 ~  1.4 x 10~2 A for a p ro ton  incoming 
to an Al ta rget, therefore the quan tum  correction is found to  be less th an  0.05% 
even for the  smallest sphere of radius 2 nm.
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T he discontinuity of the quantum  correction at the surface (figure 3.7) results 
from the  boundary  condition of abrup t vanishing of the electronic density fluctua­
tion at th e  surface (see (2.44)). By relaxing this boundary condition and allowing 
diffuse electronic density a t the surface the continuity of the quan tum  correction is 
recovered. However its m agnitude is sm aller by one order and it rapidly vanishes 
in the close proxim ity of the surface.
3 .4  I n te r a c t io n  p o te n tia l o f  a ch arged  p a rtic le  in  a p la n e-sp h ere  
g e o m e tr y
3.4.1 In troduction
In th is  section the three-dim ensional po ten tia l of a charged particle  tunneling 
betw een a flat m etal surface and a spherical m etal tip  is calculated w ithin the 
fram ew ork of the hydrodynam ic description of m etallic electrons. It is demon­
stra ted  th a t the  inclusion of coupling of surface modes in the two electrodes, even 
for separations as small as 10 times the  screening length  in either of them  con­
tribu tes less th an  5% of the to ta l po ten tia l of a point charge. Hence the  po tentia l 
is ob tained  as a superposition of contributions from  a p lanar surface and a charge 
neutral, conducting sphere (and can include a simple, classical te rm  for a sphere 
at a fixed po ten tia l). This should enable accurate determ ination of 3-dim ensional 
tunnel curren ts in Scanning Tunneling M icroscope geometry.
The successful developm ent of the  scanning tunneling microscopy (STM ) by 
the IBM Zürich group (Binnig et al., 1982a,b, 1983) has stim ulated  vigorous re­
search activ ity  in recent years. This prom ising experim ental technique has already 
facilita ted  the  study of the surface s truc tu re  of m etals, m etallic glasses and  semi­
conductors w ith  atom ic resolution (Scheel et al., 1982; Binnig and R ohrer, 1982; 
Gimzewski et al., 1985; Binnig et al., 1986; Feenstra et al., 1986a,b; W eisendanger 
et al., 1987). The effort of experim entalists led to the STMs which can operate  in
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air at am bient pressure and in liquids (P ark  and Q uate, 1986; Drake et aL, 1986). 
The principle of STM operation has been utilized to build pro to type instrum ents 
for scanning tunneling potentiom etry  (M uralt and Pohl, 1986) and atomic force 
m easurem ents (B innig et al., 1986).
The problem s of the tunneling conductance of electrons, the la teral resolution 
of the STM  and other theoretical issues have been trea ted  using the transfer m a­
trix , pe rtu rb a tio n  or direct m ethods in a num ber of papers (Tersoff and Ham ann, 
1983; G arcia et al., 1983; Feuchtwang et al., 1983; Baratoff, 1984; Garcia and 
Flores, 1984; Stoll et al. , 1984; Stoll, 1984; Tersoff and H am ann, 1985; Das and 
M ahanty, 1987). The tunneling occurs through a po ten tia l barrier consisting of 
the bias voltage and the ‘im age’ potential.
The image poten tia l arises from the in teraction of the external charge w ith the 
charges induced in the m etal due to  the  collective response of the electrons. The 
la tte r  can be estim ated using the hydrodynam ic model which gives the  response 
in term s of the plasm ons (bo th  surface and bulk). In this section we dem onstrate 
th a t the image poten tia l of a charged particle between a flat m etal surface and a 
spherical m etal tip arises mainly from surface plasm ons on the p lanar surface and 
a finite num ber of surface plasm ons on the sphere. The coupling of the surface 
modes in the two electrodes has a very small effect on the po ten tia l when the 
m inim um  separation is larger th an  about ten  tim es the screening length. Therefore 
the m ultiple-im age m ethod for generating image po ten tia l (Simmons, 1963a,b; 
Miskovsky et al., 1981, 1982) is not necessary for dispersive m etals.
In the  semi-classical m odel of a static  charge betw een the two electrods, we 
obtain  a three-dim ensional axially sym m etric potentia l, which is everywhere finite 
and sa tu ra tes  to  two different values on the  surfaces of the electrodes. This result 
resolves the problem  of classical image po ten tia l divergence at the surface discussed 
recently in the present context by Binnig et al., (1984) and Payne and Inckson
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(1985).
A study which addressed the same question of the charged particle  poten­
tial in a model STM  geom etry identical w ith ours has been presented recently 
by M orawitz et al. , (1987) and B atra  and M orawitz (1986). In th a t sense, our 
work is com plem entary to th a t of M orawitz et al. However, they use the  classical, 
m ultiple-im age m ethod which, in our opinion, lim its the ir results to  ideal conduc­
tors. On the o ther hand, our trea tm en t takes into account the dynam ics of the 
collective modes of conduction electrons, including their spatial dispersion, and is 
thus specific to  the m etallic samples used.
3.4.2 The problem o f plane-sphere coupling
The m agnitude of the contribution to  the to ta l po ten tia l due to  coupling 
betw een surface plasm ons on a plane and a sphere is estim ated  using a general 
approach presented in section 3.2. The probing tip  in the  STM can be modelled 
as a m inute m etal sphere (K uroda et al., 1985; Drechsler and Berm ond, 1986). 
It is assum ed th a t the continuous hydrodynam ic model of the electron gas in a 
small m etal sphere is applicable. This assum ption, however, m ust be trea ted  with 
caution (K ubo, 1962, 1968).
Let us consider a m etal sphere of radius R  (m edium  2) and a flat m etal 
surface (m edium  1) a t a distance zq — R  from the surface of the sphere. The z-axis 
is norm al to  the p lanar surface and has its origin a t the centre of a sphere. An 
external, s tationary  point charge Q is confined, for simplicity, to the  axial line at 
z i , R  < z\ <  z0 (F ig.3.8).
We assum e th a t the density of conduction electrons in bo th  m etallic jellium  
m edia obey the  hydrodynam ic equation of m otion (3.20). In cylindrical coordinates 
the solutions for (/ =  1 and m — 0) electronic densities are:
(3.57a)
59
F ig u r e  3 .8 . The geom etry of the sphere-plane coupling problem .
n pi(r ) =  (2tt) 2 J  d2k C ( k ) J 0(kp)  ex p { -7 (2  -  z0)} . (3.57b)
In these expressions, m i (x)  =  / 2 x ) ^ / 213/2(x ) is the  modified spherical Bessel
function of the first kind and  the  first o rder, J0(x)  is the  Bessel function of the first 
kind and  the  zeroth  order. 7 2 =  k 2 +  k \ ,  and  k ~ l is th e  Thom as-Ferm i screening 
length  m the zth m etal, k { =  u p{i)/  ß iy where u p(i) is the  p lasm a frequency and 
A  is the  dispersion param eter. T he high and low frequency values of ß f  are 
3/ 5vF(i) and  1 / 3 vF(,) respectively, v F(i) being the  Ferm i velocity. The density 
fluctuations in b o th  m edia are m utually  orthogonal w ith  respect to the num ber m.  
The p redom inan t con tribu tion  to  the  charged particle-m etallic sphere in teraction 
p o ten tia l is due to the dipole m ode (l =  1) and is of order ~  ( R / r ) 4 outside the 
sphere. T he higher, m ultipole m odes con tribu te  by term s of the  sm aller order 
0 ( ( i 7 / r ) 6), w here R  is the rad ius and  r  the  position  of the  charge m easureed from 
the centre of the  sphere (see section 3.3). T his justifies our choice of dipole mode 
on the sphere, / =  1, and  m  =  0 so lution in the  plane as the  principal solutions 
for the density  fluctuations (3.57a) and  (3.57b) in the  coupling problem .
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The coupling occurs in the norm alization constants C(k)  and D which are 
solved from  the boundary conditions. To this end we require th a t the normal 
currents in  m etal 1 and the radial current in m etal 2 vanish at the respective 
surfaces. This is w ritten
- m ß l  — n p/ +  enoi fc&pi  +  enoi 
( 0 2 d  <9 d J
S - m ß 2 — n sp +  en02— (f>pi +
d Qerioi 
dz  |r — zi\ 
d Qen02
Z = Z  0
(3.58a)
(3.586)
9r Ir-Zil j Z=R
where n 0(,•) is the  equiHbrium electron num ber density in zth m etal. The boundary 
conditions lead to  equations for the coefficients C(k)  and D,
where
C(k) = A(k)  4- DB(k)
DT = J  dkA(k)C(k)  + J dkh{k)
Q . . 2 (7 +  fc)exp(fc(zi-Zo))
( e " ' 1 [ 2 ^ 7 (7 +  k) -  aA ]
(3.59 a) 
(3.596)
1 /2
B(fc) =  - ( — \
T =  — ( l / 3 ) m 2(A;2-R) —
1 /2
t ) K i-R/w m )[2^ 7(7 + ,!)j -^]
m \ ( k 2K)
k(~f +  fc)exp( —fczo)
F ipi.
/  3 \  1//2 O
A(Jfc) =  - ( 1 /2 )  -y- - f c 2Ä :exp(-^o)b7(Ä ;,f?)
\47t /  e
(3.60a)
(3.606)
(3.60c)
(3.60<f)
(3.60c)
Here
W(fc, R) = f  d 0 sin #  cos 9 exp(kR  cos 0)[cos 9Jo(kR sin#) — sin0Ji(fc.R sin0)] .
Jo
(3.61)
Let us now choose the units of zq, zi and f? to be Aq“1, and let k be in units 
of k \ . This is equivalent w ith the  change of variables: k —> k = k / k i ,  k\ —► 1,
k2 —> k2/ k i ,  zi  —> Zi^i, 20 —► ^o&i» R  —* R&1? 7 —> 7 =  V ^ M -1 .
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Now, the coefficient D is found to be, 
1/2/  3 V '  O
D = 1/2 ( —  j  jklhi -72)/{r + l/2Ä 3m2(fc2Ä)73} (3.62)
where the dimensionless integrals / 1? I2 and / 3 axe,
7l Jo 27(7 + fc) -  1
/• 00
I2 = dk k exp( — kzi)W(1c, R) 
J o
h =
(3.63a)
(3.636)
(3.63c)
7 0  2 7 ( 7  +  fc) -  1
It is interesting to note that the expressions (3.62), (3.63a) and (3.63c) axe
analytically solved in the dispersionless case (ß —► 0,7 —► 1).
The integral Ii takes, then, the form of I2,
/•O O
1(a) =  / dk & exp(—ka)W(k,  R)  =  2/3a~2 (3.64)
J o
and
^  =  0 ) =  ^
a = 2 z o
Hence in the dispersionless case
h =  2/3(2zo — z j)-2 
7*2 =  2/3zj-2 in all cases
(3.65)
(3.66)
(3.67)
J3 =  —4/3(2zo)~3 (3.68)
and, using (3.66)-(3.68) all subsequent expressions lead to the multiple-image 
type of result (divergent at surface of the plane). To recover full multiple-image 
interaction energy one has also to sum all the higher modes on the dispersionless 
sphere.
The induced potential in the sphere-plane system is,
e f  d2k C(k) Jo(kp) exp(k(z — zq))
</>i(r) = <t>Pi(r) + <t>sP ( r) = J
7 +  k
(3.69)
\  3 /  k2 r
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consequently, the self-energy of a charge Q is,
Q2k I
+
exp{2fc(zi — z0)}
2 J ~ J [27(t + *0 -  1]
e2fc' ^ ( W ) ^ /r  + C .T .. (3.70)
2 2 z 2
The first and  second term  in (3.70) are the classical in teraction  po ten tia l of a 
charged particle w ith the dispersive plane and the dispersive sphere w ith  only 
dipole m ode present, respectively. The coupling term  is
C.T.
Q2k\ m z ikzR)  R
2 , ( h  -  I i ) h z \  + ^  +
v(v + R3^ M / 3
-1 (3.71)
and the in tegral I4 is,
r d k k e j ^ h M 2 ^ I l ) l .  (3.72)
Jo 27(7  +  fc) — 1
The in teraction  po ten tia l XX-^i) separate  contributions are depicted
in F ig.3.9. The most im portan t result is th a t the correction term  does not exceed 
5% of the  to ta l potential. In obtaining these results we used expressions (3.63) in a 
general case of dispersive media. Fig.3.10 shows the po ten tia l of a charged particle 
in a plane-sphere geometry, along the axial line, when all the higher surface modes 
are included (in the exam ple at hand there are 6 surface modes).
Inclusion of all modes on the sphere in our com putation of the coupling term  
would result in a considerable com putational com plication, since then  a bigger 
m atrix  equation, instead of equations (3.59) would have to  be solved. However, 
since the coupling term s w ith  higher modes of the sphere dim inish rapidly  w ith the 
plane-sphere distance of separation, we conclude th a t the  coupling contributions 
for all higher modes will not be higher th an  ~  5% of the principal, decoupled plane 
and m ultipole term s.
G3
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Distance zk.
F ig u r e  3 .9 . T h e  p o ten tia l barrier along the axial line in the  coupled sphere 
(T'F)-plane (Ag) problem . The geom etry is as depicted  in F ig .3.8. T he  surface 
of the sphere is a t zk\ — 10 and the surface of the plane at zk\  =  20. The 
distance z is in un its  of Thom as-Ferm i screening length  in the sam ple, Z:]-1 =  
a 0(r,,/2 .4 4 )1/2. T he energy un its  are Q2kx =  2a0ki[Ry\. The solid line represents 
the to ta l po ten tia l; broken line —  the  con tribu tion  from  the  plane; dash -do tted  
line —  the  con tribu tion  from  the dipole m ode on the  sphere; d o tted  line — the 
coupling con tribu tion  (<  5% of to ta l).
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F ig u r e  3 .1 0 . The p o ten tia l of a  charged particle , along the axial line in a 
sphere-plane geom etry including all surface m odes on the  sphere (solid line) and 
only dipole m ode (broken line). T he un its  and  geom etry  are as in Fjg.3.9.
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3.4.3 The plane-sphere po tentia l barrier
The po ten tia l of a static  charge Q, tunneling betw een a m etal plane and a 
spherical tip  is constructed as a superposition of decoupled contributions from the 
sphere and the plane. It is a m atte r of straightforw ard application of a m ethod 
presented in section 3.2 to  ob tain  the po ten tia l in a charge-plane system ,
Sp<(s) =  - ^  * J  dk e x p ( - 2 k z ) / ( j  + k)2 (3.73)
where z is m easured from  the  p lanar surface in units of k ^ 1 and 7 =  (k 2 4- l ) 1/ 2.
The calculation of the po tentia l in a charge-sphere system  is a  problem  tha t 
has been exhaustively trea ted  in section 3.3. As observed therein, the  contribution 
from  the bulk modes can be ignored outside the sphere, and then  the  po ten tia l is 
w ritten
2 sp(r)
Q2k l= m a x
L' Z
1=1
.) r * ) 2 ( 1+ 1) r > R (3.74)ujf J (21 +  1)Af \  r J
where w/ are the eigenfrequencies of the surface modes which are found from the 
dispersion equation (3.38).
The results for the in teraction  po ten tia l com puted from (3.39) were tabu la ted  
for the sizes of the  sphere R  G {10,20, 50,100} and for different m etals represented 
by a param eter k2/ k i  € {1 .0 ,1 .1 ,1 .2 ,1 .3 ,1 .4}, the  value of ki  was taken  for Ag. 
The Tables are given in Appendix.
The principal results of this work are depicted in Figures 3.11 and 3.12. Fig­
ures 3.11a and 3.12a show the axially sym m etric po ten tia l barrier in the  tip-sam ple 
geometry, for two inter-electrode separations 10k}"1 and 20k ^ 1, respectively.
The three-dim ensional relief of the barrier is presented in Figures 3.11b and
3.12b for the same separations. The barrier is m uch lower for the  narrow er tip- 
sam ple gap. This is an im portan t effect which m ight show up in the  onset of 
tunneling at the  fixed applied bias; it has not received much a tten tio n  so far.
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It should be pointed out th a t the m etal tip in our model is the charge neutral, 
insulated, conducting sphere. In order to include the effect of a fixed potential V  
at the surface of the sphere the classical term  (Jackson, 1975), J 2 v ( r ) = V R Q / ~ r 
should be added to  expression (3.74).
3.4.4 Conclusions
In th is section we have calculated the in teraction  poten tia l of a stationary, 
point charge in  the model scanning tunneling microscope geometry. The sample 
has been tak en  as a flat, free-electron jellium  m etal, and the probing tip  has been 
m odelled by a charge neutral, insulating, conducting sphere. It has been assumed 
th a t the conduction electrons obey the hydrodynam ic equation of motion. In most 
experim ental situations the probing tip  is m ade of tungsten , although other metals, 
like iridium  or m olybdenum , have also been used. J.R . Sm ith (1969) pointed 
out th a t m any surface properties of the transition  m etals had been successfully 
described w ith in  the free-electron model, and certainly his calculations of the work 
functions and surface potentials show good agreem ent w ith experim ent. Assured 
by this agreem ent we have trea ted  the sphere as being a jellium  and free-electron- 
like, w ith the  effective W igner-Seitz radius for tungsten  r s  =  1.62 (M ehrotra, 
1979). The only param eters of the theory are therefore the electronic densities in 
the probe and  the sample.
We have dem onstrated  th a t coupling of the surface modes in the two elec­
trodes has negligible effect on the po ten tia l barrier for the typical separations en­
countered in experim ents, of the order of 10 times Thom as-Ferm i screening length. 
It contributes less th an  5% to the to ta l po ten tia l and hence can be ignored.
In principle, the shape of the tunneling po ten tia l barrier can be estim ated in 
the same m anner as has been done here if the independent potentials due to the 
plane and  th e  sphere are obtained by o ther m ethods. There are m any estim ates in
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F ig u re  3 .1 1 a . The induced potential contours of a charged particle in the 
model scanning tunneling microscope. The probe (TF)-sample (Ag) separation is 
10A*i. The units are the same as in Fig.3.9.
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Figure 3.11b. The potential barrier of Fig.3.11a as a three-dimensional
relief.
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Figures 3.12a and 3.12b. The same as in Figs.3.11a and 3.11b respectively. 
The separation here is 20fcj. Notice the lowering of the barrier.
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lite ra tu re  of the image poten tia l due to  a plane using other m ethods, such as the 
density functional m ethod (A ppelbaum  and H am ann, 1972; Lang and Kohn, 1973) 
or the dielectric response m ethod (Eguiluz et al., 1984). Similar calculations for 
the image po ten tia l due to a sphere are not available, to  the best of our knowledge.
The effective poten tia l barrier in  a plane-sphere geom etry has an  obvious 
ro ta tional sym m etry about the line norm al to the surface and joining the  centre 
of the sphere. It displays “a valley” centred along the axial line where strong 
enhancem ent of the tunnel current should be expected. The spherical m odel of 
the tip  shows th a t STM is an excellent local probe of the electronic s tru c tu re  of 
the sample, since the tunnel current will decrease rapidly in la teral distances of 
about half the tip  radius. This effect has been discussed by M orawitz et al., (1986) 
and Das and M ahanty (1987).
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C H A P T E R  4. THE IM AGE PO TEN TIA L N E A R  A METAL:
A VARIATIONAL A PPR O A C H  LINKING  THE D E N SIT Y  F U N C ­
TIO NAL M ETHOD W ITH  THE H Y D R O D Y N A M IC  M ODEL
4.1 Introduction
In th is chap ter we investigate again the problem  of the response of the electron 
gas to  (a  stationary , pertu rb ing) external or internal charge Q.
As we stressed before this is an immensely complex and difficult problem. In 
the first two chapters we have presented some of the theoretical m ethods applied 
to trea t this problem. Here we utilize ano ther theoretical approach —  the density 
functional theory (D FT ) (Hohenberg and Kohn, 1964; Kohn and Sham, 1965). 
D FT  is perhaps the best and certainly the most successful theoretical scheme 
to deal w ith  the problem  of equilibrium  density distributions of inhomogeneous 
electron gas in solids (especially a t the  solid surfaces) and even in atom s and 
molecules.
The image poten tia l has been studied by density functional m ethods before. 
Lang and Kohn (1970, 1973) perform ed fully self-consistent calculations of the 
induced charge density and the image potential. T heir m ethod, which utilizes 
the  local form  of the exchange and  correlation energy, leads to  the  exponential 
z-dependence of the image po ten tia l outside the  m etal (Serena et al., 1986). It is 
also heavily dependent on involved num erical com putations and hence difficult to 
reproduce.
Sm ith (1969) and A ppelbaum  and  H am ann (1972) used a som ew hat simplified 
version of the  density functional scheme, based on minimizing the energy w ith 
respect to  a param eter occurring in the  assum ed form of the electron equilibrium  
density. T he ‘im age’ po ten tia l obtained by Sm ith (1969) in a non-self-consistent 
way shows the exponential behaviour outside the m etal surface, instead  of the
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[4(z — z0)]~l relation.
The form alism  we present in this chap ter can be considered as an interm ediate 
approach between the fully self-consistent m ethod of Lang and Kohn (1970, 1973) 
and the  variational m ethod of Sm ith (1969) and A ppelbaum  and H am ann (1972).
In our m ethod the electron density is explicitly separated  out into the equi­
librium  p a rt and the first order response p a rt induced in a m etal. This separation 
allows us to  study the im portance of various contributions to  the work function 
and  the  im age po ten tia l for selected m etals. Due to  a particu larly  simple model of 
the ionic background (the jellium  model) and the simple, yet physical form of the 
equilibrium , zeroth order electron density profile the calculations can be carried 
analytically  to a large ex tent, giving a b e tte r physical picture.
The response of the electron gas or the first order density fluctuation is ob­
tained , using the results of the hydrodynam ic model, thus bridging the  gap between 
the D FT  and the  hydrodynam ic m odel in the spirit of Y ing’s (1974) work.
We begin w ith an in troduction  to  the density functional theory. Since an 
extensive exposition of the D FT  can be found in m any review articles (for example 
G up ta  and R ajagopal, 1982; Ghosh and Deb, 1982; Kohn and Vashishta, 1983; 
W illiams and von B arth , 1983; Langreth, 1984; von B arth , 1984; Callaway and 
M arch, 1984) we will be very brief here.
Let us consider (after Hohenberg and Kohn, 1964) a system  of N  in teracting 
electrons in its (nondegenerate) ground s ta te  The electrons are em bedded in a 
static  external poten tia l u(r) due to com pensating positive ion background. The 
H am iltonian of this system  is*
H = T  + U + V (4.1)
* In this chapter we use atom ic units, w ith |e| — m — h =  1. The unit of energy,
in this system , is 27.2 eV.
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where the operators T, U and V  represent the electron kinetic energy, the electron- 
electron Coulomb in teraction and the in teraction  of electrons w ith the external 
potential. The ground s ta te  energy is denoted by E n  and the density n (r)  satisfies 
the  condition N  =  f  n ( r)  d r. Hohenberg and Kohn (1964) tre a t the electron 
density n( r)  as the m ain quantity  of their theory, in the spirit of the Thom as- 
Fermi m ethod (see e.g. M arch, 1983). On the basis of the variational theorem  
which sta tes th a t
E n  :=  {*\H\V) < E'n  :=  {V \H \V ')
for all s ta tes 4/', the equality holding iff 4/' =  4/ is the true  ground s ta te  of the 
(nondegenerate) electron system , Hohenberg and Kohn prove th a t u (r) is a unique 
functional of n (r )  (apart from an additive constant). It follows im m ediatedly 
from this fact, th a t the ground sta te  4/ (determ ined from H  via the  Schrödinger 
equation) is also a unique functional of n (r) . It is then  na tu ra l to  construct the 
to tal-energy functional E v[n\, uniquely determ ined by an external poten tia l u(r), 
in the form
E v[n\ = j  v (r )n (r)  d r  +  \  J d r  d r ' +  G[n] (4.2)
where G[n] is the universal functional of n and it is defined by
G[n] =  ( « I[T + ü’ll'I') -  1 J  d r  d r ' . (4.3)
E v[n] represented by (4.2) will be equal to  the ground s ta te  energy E n , for the 
correct density n (r )  associated w ith the po ten tia l u (r). Hence the  energy functional 
has the  s ta tionary  property
8Ev[n] =  0 (4.4a)
subject to the  condition th a t n (r )  is varied keeping the num ber of electrons fixed,
d r  n (r )  =  N  . (4.46)
I D
It is convenient to introduce a Lagrange m ultiplier (i to  combine (4.4a) with 
the constrain t (4.4b),
—  / i  J  d r n ( r ) |  =  0 . (4.5)
It is im m ediately seen, th a t for a density n (r)  satisfying (4.5) /i has a m eaning of 
the chemical po tential,
_  6Ev[n]
^ 6n( r)
The form ulae (4 .1 )- (4.6) are exact, b u t so far nothing can be said about the 
functional G[n\. In fact it is practically impossible to  derive an exact m any-body 
expression for G[n]. Hohenberg and Kohn have considered G[n] for the electron gas 
of nearly constan t density: n (r )  =  h -f h (r )  where n ( r ) /n  <C 1 and f  h ( r ) d r  =  0, 
and for the  electron gas of slowly varying density (on the scale of the local value 
of k p X(r)): |<9Xin (r ) | x |n ( r ) |_1 <  kF(r), \d2x.x.n{r)\ x |öXfcn ( r ) |_1 <  kF(r), etc., 
where kF(r)  =  [37r2n (r)]1/ 3 is th e  ‘local’ Fermi m om entum .
The details of the forms of G[n\ for various expansions can be found in e.g. 
Kohn and V ashishta (1983) or Lang (1973). In the present work we use the fol­
lowing form  (see Sm ith, 1969),
GW = ^ (3 * 2
-  0.056 h r,4/3 d r +
J  n 4/ 3 d r 
J L / ( Z ü ) l dr
72 J  n (4.7)0.079 +  n 1/ 3
The in tegrands in this expression represent the kinetic, exchange, and correlation 
energy densities (in W igner approxim ation), and the last te rm  is the first of the 
inhom ogeneity term s of the gradient expansion. We wish to  stress th a t our general 
m ethod to  be soon presented will be also applicable for o ther choices of G[n\, 
including the  nonlocal forms of the exchange and correlation potential. We have 
used (4.7) to  represent G[n\ in order to com pare our results for unpertu rbed  surface 
w ith those of Sm ith (1969).
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Kohn and  Sham (1965) derived the Kohn-Sham self-consistent equations:
{ - | V 2 +  veff(r)}ij>i(r) =  e ^ i ( r ) (4.8)
where vef f ( r) is the local, effective po tentia l
ue / / (r)  =  6( r)  +  uxc(r) (4.9)
w ith
^ (r ) :=  u (r)  +  J  |r _ r) | dr (4.10)
and
v (r ) • -  8Exc^  
lc( <5n(r) •
(4.11)
E xc[n\ is the  exchange and correlation energy. For self-consistency the set of 
equations (4.8)-(4.11) is closed w ith
N
U(r ) =  X ! (4’12)
i=l
where sum m ation  is carried out over the N  lowest occupied eigenstates. The 
exchange and correlation energy is commonly regarded w ith in  the local density 
approximation  (LDA), which sta tes th a t for an electron gas of slowly varying 
density, E xc[n\ can be w ritten  as
E xc[n] = J  exc(n (r))  n (r )  d r  (4.13)
where exc{n ) is the exchange and correlation energy per particle of a uniform 
electron gas of density n. The to ta l energy of electron system , on the basis of 
K ohn-Sham  equations and in LDA, is
Etot~Yhe'~ 2 J dr dr' +  J  n (r ){ e xc(n (r))  - /zIC(n (r))}  d r  (4.14)
where fixc(n(r))  :=  vxc(r) (in LDA).
77
The generalisation of the D FT for finite tem peratu res was obtained by Mermin 
(1965). The formalism has also been extended to  relativistic cases and for particles 
w ith spin (for a review see Callaway and M arch, 1984). In recent years a num ber 
of works questioning the appropriateness of the LDA have appeared (Harris and 
Jones, 1974; G unnarson and Jones, 1980; Ossicini and Bertoni, 1985; Ossicini et 
al,  1986; von B arth , 1984). It can be shown (K ohn and V ashishta, 1983 and 
references therein) th a t in general, the non-local exchange and correlation energy 
is given by
Ezc[n) =  I  /  d r  d r ' |r  ~r ) |re(r )^ (r > (4.15)
where h( r ,  r ')  is related  to  the electron pair correlation function g\(r ,  r ')  by
fc (r,r ')  =  [  d \[gx {r ,r ')  -  1] . (4.16)
Jo
The index A (<  1) refers here to a reducing factor of the Coulomb repulsion
( r  ~  r ) '
4 .2  T h e  d e n s ity  fu n ctio n a l m eth o d  for th e  e lec tro n  gas w ith  a p ertu rb in g  
ch arge
In th is section we introduce a formalism, based on the density functional 
theory, which is particu larly  suitable for studying the sta tic  linear response of the 
inhomogeneous  electron gas to some external pertu rb ing  charge.
Consider a system  of N  electrons in its ground s ta te  bound  together by the 
fixed d istribu tion  of positive ions, n + (r) , (n+ is not specified here). Assume th a t 
this system  is pertu rbed  by a small additional charge Q , a t position ^  (w ithin or 
outside of the electron density d istribution). According to  D FT the to ta l energy 
of this new system  is given by
Ey[n\ =  J  v (r)n (r)  d r — Q J  — j j p n + (r ')  d r ' d r
+*//tS ? w +gw (4.1?)
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where G[n], defined by eq.(4.3), is the unique functional of density n, and
C(r) =  t* r)  +  » ,( r  ) = - j  d r ' +  Q J  d r ' . (4.18)
The first term  in (4.17) represents the in teraction of electron gets w ith the 
positive ions background and an ex tra  charge Q. The second term  in (4.17) is 
the in teraction  of an external charge w ith  positive ions, and the th ird  term  is 
the Coulomb self-interaction energy of electron gas. Since we assumed th a t an 
external charge produces only ‘sm all’ pertu rba tion , the energy functional (4.17) is 
expanded in functional Taylor series about the equilibrium , unpertu rbed  density 
n 0, and the  term s up to the  second order are retained. This leads to  an expression,
6n(r) 
62Ez{n}
E !,[n0 + n 1}=iEt{no}+
+  2
n i( r )  d r
= n o
n i ( r ) n i ( r /) d r  d r '
n = n o
(4.19)
where nx(r) is the disturbance in an electron gas induced by the presence of an 
external charge Q. n ^ r )  satisfies the condition of overall charge neu tra lity  of the 
system
(4.20)
Each of the  three term s on the righ thand  side of (4.19) is rew ritten . This is done 
as follows (for the zeroth order term ),
E,[n0] = £ „ (n 0] + Q  [  ~  d r  . (4.21)
J I 1 * !  ~  r |
E v[n0\ is ju s t the  energy of the original system  in the absence of any additional 
charges, the  second term  in (4.21) is, in the  surface problem , the  double-layer 
contribution. It should be noted, th a t (4.21) does not depend on the  form of the
response n j .
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The term  linear in n\ in the Taylor expansion (4.19) is
(4.22)
We used definition of chemical potential (4.6) and the condition of neutrality  
(4.20) in arriving at (4.22). Finally the th ird  term  in (4.19) is simply
This equation forms the basis of our subsequent study of a response of an elec­
tron  gas in m etal to  a pertu rb ing  charge. It should be em phasised th a t (4.25) 
is independent of the particu lar form of the functional G[n\. For example if the 
exchange and correlation energy is given by the non-local representation (4.15) 
then  the second order contribution  (4.25c) is given by
(4.23)
since
82E-V[n] 62E v[n}
(4.24)
<$n(r)<Sn(r') n=n<j Sn(r)Sn(r') n=no 
The energy functional (4.19) can be expressed in the form
Ej,[n0 +  ni] =  £?„[n0] (4.25a)
(4.256)
(4.25c)
A E 2[n0 +71!] =  Q J  | J j n i ( r ) n i ( r ')
lr  — r '|
d r  d r1
(4.26)
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where the th ird  term  on the righ thand  side of (4.26) is the kinetic energy contri­
bu tion  and  h(rr')  is given by (4.16).
A useful analytical form for h(r, r') due to G unnarson and Jones (1980) is,
A
h(r, r') =  C
! r — r'1
(4.27)1 — exp ^  —
where param eters C and A are to  be ad justed  for every value of the  density n (r) , 
so the sum  rule analogous to our eq.(4.20) is satisfied. We will now minimize the 
energy functional (4.25) in a m anner sim ilar to  th a t of Sm ith (1969) or A ppelbaum  
and  H am ann (1972) in th a t we use the assum ed form of the equilibrium  part of 
density, no- There is however a crucial difference in our approach because we 
explicitly separate  the induced density n\  in (4.25). (There was no response part 
of the  density  in S m ith ’s (1969) work.) In order to make connection w ith the 
results of previous workers (Sm ith, 1969; A ppelbaum  and H am ann, 1972) we use 
the  form  of G[n] given by (4.7).
4 .3  T h e  eq u ilib r iu m  d e n s ity  profile  and  surface en ergy
The energy functional given by expression (4.25) can be m inim ized indepen­
dently  in two stages, provided the to ta l electronic density separates in to  two terms: 
n (r )  =  n o (r) +  n i ( r )  and neither of these term s has common variational param ­
eter. In th is section we minimize the zeroth order p a rt (4.25a) w ith  respect to 
the assum ed form  of density Uq. We follow here a m ethod  presented by Smith 
(1969). T he essential difference between this work and the calculations of Sm ith 
is in our choice of the model equilibrium  density profile. The electronic density 
n 0(r)  :=  n 0(z; L)  adopted in this work has a particu larly  simple analytical form
f 2  <  —L
n 0(z;L)  =  < \ n + { l  -  s i n ( ^ z ) } \z\ < L (4.28)
l o z > L
whereas Sm ith  chose an exponential profile
1 2U+ e
z <  0 
2 >  0 .
(4,29)
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n+(z)  =  n+6(z)  is the positive background density profile which represents the 
jellium  m etal (Frenkel, 1928; Bardeen, 1936).
The m ost im portan t feature of our profile (4.28) is a complete sa tu ra tion  of 
no to  the value of positive background n + beyond some depth  —L  from  the jellium 
edge and vanishing of no(z) for z > L. The exponential (4.29) and sinusoidal (4.28) 
equilibrium  density profiles are presented in Fig.4.1 for Au jellium  ( r 3 =  3.01).
The direct experim ental verification of the density profile n 0 is not available 
and there is no a priori b e tte r or worse choice of no, provided certain  boundary 
conditions are satisfied (Sm ith, 1969; Lang, 1969). Hence only the values of quan­
tities of experim ental significance (e.g. surface energy, work function) derived on 
the  basis of no can provide a test of correctness of any model family of functions. 
It is to  be noted  th a t the equilibrium  density profile obtained self-consistently by 
Lang and K ohn (1970) exhibits exponential decay to  zero value as z —► oo. This 
fact does not preclude a possibility th a t a real density profile sa tu ra tes  to  zero 
value at finite  distance from the jellium  edge. It is in teresting to  observe th a t 
the  inpu t tria l density n0(z)  in Lang and K ohn’s (1970) self-consistent procedure 
was assum ed to  be “an exponential decaying tow ard n+  in a Thom as-Ferm i length 
inside the m etal, m atched to  a linear com bination of two exponentials w ith ad­
justab le  decay length outside.” One should expect then  th a t even a well converging 
self-consistent procedure will generate a result th a t will be sim ilar to  a  type of trial 
inpu t. For exam ple the first Friedel oscillation, known to occur in an electron gas, 
was superim posed on trial input density ‘by h an d ’, and this feature was obviously 
preserved upon successful com pletion of self-consistent com putation  (Lang and 
K ohn, 1970). O ur expression (4.28) represents clearly an idealized density  profile. 
We believe however th a t it is a very suitable choice for approxim ate evaluation of 
a  num ber of properties depending on n 0. Furtherm ore the varia tional param eter 
L  has a direct physical m eaning of half-w idth of the surface inhomogeneity. We
de
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F ig .4 .1 . The num ber densities of a  jellium  background (step  function , do tted  
line), the  equilibrium  electronic densities in our m odel (4.28) (solid line) and in 
S m ith ’s (1969) work (4.29) (dashed  curve). T he values are for Au, r 3 =  3.01 and 
the  varia tional p a ram ete r, the  half-w idth  of the surface inhom ogeneity  is L  =  2.5
a.u.
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have neglected the Friedel oscillations in no(z), as has been done in Sm ith (1969) 
and A ppelbaum  and H am ann (1972). The simple density profile (4.28) leads to 
slightly b e tte r agreem ent (~  3%) w ith the experim ental d a ta  on the surface energy 
th an  is obtained  from S m ith ’s model (Table 4.1).
Table 4.1. Surface energies for K, Li and  Na — com parison of our results (e.g. 
(4.36)) w ith  results given by Sm ith (1969) (S).
M etal Surface energy [ J / m 2]
(4.36) (S) Experim ent*
K 0.0727 0.0688 0.146
Na 0.118 0.111 0.240
Li 0.146 0.132 0.510
* as given by Sm ith (1969) (from Juretschke (I960))
The zeroth order energy functional E v[tiq] (4.25a) is now m inim ized with 
respect to a family of functions (4.28). Since for any? value of L , no(z)  given by 
(4.28) satisfies the charge neu tra lity  condition
/: dz{no(^) — n+(z)}  =  0 (4.30)
then  the  stationary  property  of E v[n0] is given simply by
d E v [n0] _
(4.31)
It is considerably more practical to  express the s ta tionary  property  (4.31) of the 
energy functional E v[n0] in term s of the m inim um  of surface energy, <r:
der
d l  =
(4.32)
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where the  surface energy cr of a crystal is the energy required, per unit area of new 
surface form ed, to split the crystal in two along a plane (Lang and Kohn, 1970). 
cr is given by (Sm ith, 1969)
rO O
cr =  /  dz{ev[no] -  ev[n+(z)}} 
J — oo
(4.33)
where ev[n\ is the energy density. The Coulomb po ten tia l due to a charge d istri­
bution  n 0(z) at the  jellium  surface is
n 0(r) -  n + (r)
¥>(r') = |r — r7!
(4.34)
or using (4.28)
( 2ac/?o z < —L
v(z)  =  \  -^o{47T“ 2 s in ( U )  4- zX- 1 [§sgn(z) z L ~ l -  1] -  a}  \z\ < L 
l  0 z > L
(4.35)
where <^>q =  27rn+X2 and a  is the num erical factor, a  =  47t“ 2 —
The surface energy cr corresponding to  the energy functional (4.2) w ith  the 
functional G[n] given by (4.7) and  for the density n 0(z ) represented by (4.28) is 
obtained  analytically as a sum
<7 —  &pot  4 "  & kin  4 “  ° x  "I”  &c o r r  4 “  Ggrad. (4.36a)
where the  term s on the righ thand  side of (4.36) are: 
i) CTpot is the  Coulomb double-layer po ten tia l energy contribution 
Vpot =  \ J  dzip(z){n0(z)  -  n+(z)}
T r n +  \ ^ (  1 -  -  ) 4 -^ 1 > L Z  :=  uqT 3
8 \  1
7T ) 3
(4.36b)
ii) &kin is the  kinetic energy contribution
& k i n  =  ^ j (3tT2)2/3 J  l  dz{n0/3(2) ~ n + 3(z)}
^ fo 2\2/3 5/3 f 2 T( 13/6) } __
= iö(3,r) n+ i ^ i r  I  ~ 2 (4.36c)
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iii) a x is the  exchange contribution
3 /  3 1 / 3  r L
° z  =  - T  -4 V 7T
1 / 3
4 \ 7 T  /
iv) <7corr is the  correlation energy contribution
J  L dz (no/3(2) - n+ 3(z)}
< « M >
0.056
uj^L
I —
4 / 3
+ -  V  / " V
8 / 3C O S ~ ' ~  2
1 0.079 +  7i +/3 To 0 .0 7 9 n l1/3 +  cos2/3+
(4.36e)
v) (J^rad is the  term  due to  the first order gradient correction in (4.7)
_  I tr2 n + _  x
G grad ~  7 ^  '(4.36f)
The sta tionary  property  of surface energy (4.32) is now expressed as a problem 
of finding a root of a polynom ial in L
—— — 3uq L~ +  lü2 +  CJ3 4” ^4 — CJ5 L  2 — 0 
dT
(4.37)
E quation  (4.37) was solved num erically and the values of L m,n , the  half-w idth of 
surface inhomogeneity, axe presented in Table 4.2 for a num ber of metals.
The electrostatic double layer Aip is defined by
I* 00
=  47T / dz z { tiq( z ) — n+^z)}
J —00
=  < (^00) ~  00) • (4.38)
From  (4.28) and (4.38) we im m ediately find
Aip =  —47rn_|_o:I4 (4.39)
where a  is defined following eq.(4.35). This result can be com pared w ith the 
double layer due to an exponential profile (Sm ith, 1969)
A c e 's  =  47m + / ? - 2 (4.40)
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T a b le  4 .2  E lectrostatic  double layer for selected m etals com puted from our 
density profile (4.28) and from S m ith ’s (1969) density profile (4.29) (S).
M etal n +
[10~3 a.u.]
r1 (s)
[a.u.]
f'mtn
[a.u.]
Av? | 
(4.28)
eV]
(S)
Cs 1.33 0.752 2.478 0.264 0.258
R b 1.67 0.758 2.478 0.331 0.327
K 1.95 0.758 2.478 0.388 0.386
Na 3.77 0.787 2.498 0.762 0.794
Li 6.92 0.806 2.510 1.41 1.55
Ag 8.73 0.813 2.507 1.78 1.99
Au 8.80 0.813 2.507 1.79 2.01
Cu 12.6 0.813 2.489 2.53 2.91
Ca 6.90 0.806 2.510 1.40 1.55
Mg 12.8 0.820 2.488 2.56 2.95
Cd 13.8 0.820 2.482 2.75 3.18
Zn 19.5 0.820 2.446 3.78 4.45
Be 35.8 0.794 2.352 6.41 7.76
La 12.0 0.820 2.492 2.41 2.77
T1 15.4 6.820 2.472 3.05 3.55
In 17.0 0.820 2.462 3.34 3.90
Ga 22.3 0.813 2.428 4.26 5.06
A1 26.9 0.806 2.400 5.02 6.00
Sn 17.4 0.820 2.460 3.41 3.98
P b 19.4 0.820 2.446 3.76 4.43
Ta 41.3 0.787 2.326 7.23 8.78
N b 41.6 0.787 2.324 7.28 8.84
W 56.2 0.769 2.264 9.32 11.4
Mo 57.4 0.769 2.259 9.48 11.6
Re 70.4 0.758 2.215 11.2 13.8
Ir 84.2 0.746 2.175 12.9 15.9
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T able 4 .3  Electrostatic double layer A^> for jellium  m etals ( r 3 =  2, 3, 5) calculated 
from density profile (4.28) and com pared w ith results of A ppelbaum  and H am ann 
(1972) (AH) and Lang and Kohn (1970) (LK). Lmin is the m inim um  half-w idth 
of surface inhom ogeneity obtained from  (4.37).
r3 Lmtn [ä.U.] ß  1 [a.u.] Atp [eV]
(AH) (4.28) AH LK
2 2.384 1.183 5.49 5.97 6.8
3 2.507 1.183 1.80 1.77 2.32
5 2.478 1.153 0.38 0.36 0.35
The num erical values of the electrostatic  double layer expressed by (4.39) and 
(4.40) are given in Table 4.2 for various m etals. Table 4.3 gives the values of double 
layer associated w ith r 3 =  2, 3 and 5 as obtained from (4.39) and it is com pared 
w ith results of A ppelbaum  and H am ann (1972) and  Lang and Kohn (1970). Over­
all agreem ent of results for A<p for various m odel profiles is good ranging from 
5% (for low densities) up to  8% (for high density) difference between our results 
and those of A ppelbaum  and H am ann (1972) and from 2% to 18% (low to high 
densities) betw een the  results of Sm ith (1969) and ours. The more pronounced 
disagreem ent (18%) in the high density  range has an im portan t im plication on 
the difference in the values of theoretical work function calculated by Sm ith and 
in this work. We will re tu rn  to  this problem  la te r in this chapter. Summarizing, 
we express the  opinion th a t despite its striking sim plicity the equilibrium  density 
profile (4.28) agrees ra th e r well w ith o ther models of this type and hence can be 
trea ted  as a good first approxim ation for calculating the properties of reference 
jellium  surface.
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In Table 4.4 we present the results for surface energy computed from our 
expression (4.36) and compare them with the results obtained from Smith’s (1969) 
model and the self-consistent computations for jellium by Lang and Kohn (1970). 
Table 4.4 Surface energy of jellium metal obtained from (4.36) and compared 
with results of Smith (1969) (S) and Lang and Kohn (1970) (LK).
r3 er [J/m 2]
(S) (4.36) (LK)
2.0 -1.1502 -1.0187 -1.010
2.5 -0.0725 -0.0293 0.040
3.0 0.1169 0.1360 0.200
3.5 0.1305 0.1412 0.190
4.0 0.1099 0.1170 0.160
4.5 0.0869 0.0919 0.120
5.0 0.0677 0.0714 0.100
5.5 0.0528 0.0558 0.075
6.0 0.0416 0.0439 0.060
The important conclusion (Lang and Kohn, 1970) is that the jellium model 
fails to account for observed surface energies for r3 < 3.5. In fact all studies (Lang 
and Kohn, 1970; Smith, 1969; also the present work) show that the surface energy 
of jellium metal becomes negative for r9 < 2.5. The only way to overcome this 
failure (inherent in jellium description) is to include the effects of discrete ionic 
positions. This was done by Lang and Kohn (1970), who used Ashcroft’s (1966) 
local pseudo-potential to account for the effect of discrete ions.
4.4 A charge near a surface: the induced density fluctuation
4.4.1 The second order energy shift
In the previous section we minimized the first term E v[n0] of expansion
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(4.25a). T he second and th ird  term s (4.25b) do not depend on the induced charge 
density. In  fact the second term  in (4.25) is ju st equal to Q<p(rq), where <^(r) is 
given by (4.35). In this subsection we will present an analytical expression for the 
last term  in (4.25), specific for the functional G[n] in a form  given by (4.7) but 
w ith the  correlation term  dropped out (see Ying, Sm ith and Kohn, 1975 for justifi­
cation), and  for our equilibrium  density no(z) (4.28). The second order functional 
derivative of G[n\ (4.7) is (Ying, Sm ith and Kohn, 1975)
82G[n\
8n(r)8n(r')
—6(r — i*')
n = n o
( 3 x 2 ) 2/ 3 „ - 1/ 3 ( r ' ) - ( l ) 1 / 3 n 0- 2 / 3 ( r )
|V 'n 0( r ') |2 +  V '2n 0( r ') l
12nJ(r) 12ng(r)
+  J -V > ,( r - r r V '" ° ( r , ) - l V ,V - r ) (4.41)
36 n o(r<) 36 n o (r ')
where the  correlation term  was neglected. S ubstitu ting  (4.41) into the  last term  
of (4.25c) yields
A G 2 :=  i j y  d r  (3x2)2/3n ^ 1/3(r) -  n „ 2/3(r)
ni(r)
1 /  lV n0|2 V 2n 0
12 V "o n o
+ ^ / drq-v) Vn„ 2— 2“ n l ( r ) -  v: n i ( r ) (4.42)
The last integral in (4.42) can be reduced, by divergence theorem , to  give
-  / d rV V n ° 2/ \ I n—T- n 1(r) + V S )}
- 2  /  d S •
J  z=L
n l ( r ) A n l ( r ) (4.43)
z= L
It can be easily shown th a t this integral vanishes for our equilibrium  density  tiq( z ) 
and r ii( r )  satisfying
" i( r )L=t = ä r ni(r ) o . (4.44)
z= L
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In the next subsection we will dem onstrate th a t n \(z )  used in the present work 
indeed satisfies (4.44). We can simplify (4.42) fu rther noting th a t for n 0 given by 
(4.28) (for \z I <  L \
I V r )n l2 V 2 T7n 1 /  7T \  2 77 i
(4.45)
| n 0|  n 0 _   /   \  n + 
’  2 \2Xy715 n
The term  due to G[n] in the energy expansion (4.25) is finally w ritten  as
1 /3  i /  \  2
A G 2 =  g / d r <3,•)• '•» .-■ '•« -( l )  - i ( i )  I f ] » :« } -
(4.46)
T his is as far as we can progress w ithout introducing the induced density 
fluctuation n i( r ) .  In the present work our choice of the form of n ^ r )  is guided by 
knowledge of the hydrodynam ic model. n i ( r )  is obtained separately for a charge 
inside and outside a m etal. The second order energy shift (4.25c) is in terpreted  as 
the self-energy of an external charge Q. O utside a m etal it will give the ‘im age’ 
potential.
4.4.2 Charge Q inside the metal
Consider a charge Q at z\ inside the semi-infinite m etal jellium , where z\ < 
—L. The first order density disturbance n i ( r )  induced by the charge Q is found 
from  the inhomogeneous hydrodynam ic equation (see section 3.1),
[/32V 2 -  (a;2 - a ; 2) ]n ! ( r )  =  r -  iq ) . (4.47)
The solution is
n i ( r )  =  f  ( ! )  W ? S  (4.48a)
+ 7^y J  d2^C(K)eilt (>- < ^  (4.48b)
where 7 2 =  fcg +  and ko = u>p/ß  is the Thom as-Ferm i screening length (see 
section 3.2). The first te rm  (4.48a) is the  particu lar solution and the second
91
(4.48b) is the general solution of this homogeneous equation. The coefficient C(k)  
is ob tained  from the boundary condition of vanishing norm al current. This gives 
in the sta tic  lim it (u> = 0) and for a charge on the z-axis (pj = 0 )
Equation  (4.48) is rew ritten
ni (r)  =  j y  dKKJo(Kp)y~1e~Jlz~Zll
4- kQ 2 J  d /c« J0(«;/))7_1(7 ~  Ac)2e I) .
The first integral in (4.49) is solved exactly and this gives
J  d/c kJ0(kp) ^ ~ 1 e rlz-Zl exp(—k0R - )Rl
(4.49)
(4.50)
where :=  (p2 4- \z — z\ I2)1/ 2. The second integral in (4.49) is solved approxi­
m ately (Erdelyi ei a/., 1954),
(4.51)
where R+ :=  (p2 4- ( |z | 4- \zi I2) 1/ 2. The m ain assum ption is advanced at this point 
th a t the  induced density n i ( r )  is well represented by the expression (4.49) which 
is reduced w ith  the help of (4.50) and (4.51). Furtherm ore the induced density 
n i ( r ) is to be trea ted  variationally and we introduce a variational param eter a 
representing a screening length in m etal. No longer is the screening length given 
by the Thom as-Ferm i k0; instead k0 is su b stitu ted  by a (k0 —► a )  and a  is found 
from  m inim ization of the second order energy shift (4.25c). Thus, the induced 
charge density  n x(r)  due to  a charge Q at z 1 ( z1 < - L )  is taken  in the form (in 
atom ic units)
n i ( r )  =  <
+  i W j j a l [ l  +  a iJ + ] e x p ( - a i* + )}
A Q ^ { f l ( p ^ )  + f i ( p , z ) }
lo
z < - L  (4.52a)
|z| <  L  (4.52b) 
z > L (4.52c)
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where r  =  (p, z), .4 is the norm alization constant evaluated num erically through 
the condition of charge neutrality  (4.20). The first line of this form ula (4.52a) 
describes the density fluctuation in the region of uniform  density no(r), for z <  — L. 
In the  inhomogeneous surface layer, \z\ < L , we expect a different response of an 
electron gas. In this region we assume th a t n ^ r )  can be expressed as a sum of 
two polynom ials of th ird  degree in 2. This is w ritten ,
f i (P, z ) = ao(p) 4- ai(p)z  4- a2(p)z2 4- a3(p)z3 
/ 2(P, z) =  60(p) -f bi(p)z  4- b2{p)z2 +  b3(p)z3
(4.53a)
(4.536)
where f i (p , z) ,  i — 1,2 and their first derivatives axe subject to  continuity condi­
tions (for all p)
{nl')(r) =  /i(p ,2)}
z = - L
Z —  — L
^ 4 i)(r) = ^/,(P,2)
( f i (p , z )  = § ; f i ( p ’z ) =  ° |  (4.54)
/ *\
where n \ l)(r) stands for the first (i =  1) and the second (i = 2) term  in curly 
brackets in (4.52a). The system  of equations (4.54) is easily solved and leads to 
the following expressions for coefficients aj(p), 6/(p), / =  0 ,1 ,2 ,2
a0
ai
0-2
«3
G(2 4- LH)  
~ G ( H +  1 )
-cf
l  + L H
g~ lF ~ (4.55)
where
G
H
1 exp{—a(/92 +  (L 4- z i )2)1/2}
4 0>2 +  ( i  +  z1)2)l /2
(,p2 +  {L + zi )2)!/2 +  +  (L  +  z i )2) 1/2]
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and
&o = P(2R  +  LS)
, 3 R ,
h  = - P ( S +  — )
K.-Pf
b - P R  + LS
h ~ p ~ ^ r ~
(4.56)
where
p  _  1 exp { - a { p2 +{L  + zn)2)1/2}
4 a(p2 + (L +  z1)2)3/2
R = (L + ^i)(l + u(p2 + (L 4- i^)2)  ^ )
5  =  1 +  a (p 2 +  (X +  zi)2) 1^ 2 -  or(L  +  zx)2
+ ( / )2 +  ( I + ‘*iV ) 1 /2  +  ^  +  ( I  +  2l)2)_1/2]
The second order energy shift AE2 (4.25c) is now evaluated numerically using 
the induced density fluctuation in the form (4.52). AG2 is represented by (4.46). 
AÜJ2 was minimized with respect to the screening parameter a. The multiple 
integrals (dimension D < 4) were evaluated by NAG* Quadrature and NAG** 
minimization procedure was used. The results for the screening parameter a -1 are 
depicted in Fig.4.2 for a charge Q = 1 embedded in Au jellium. It is seen from the 
graph that the screening becomes slightly less effective in the vicinity of the surface 
electronic inhomogeneity, for z\ > —2.6Ä. This implies that approximately up to 
the second last atomic layer the screening is as effective as in the bulk material. 
The value of a “ 1 (of the order of ~  0.78 a.u.) in bulk is about 30% lower than 
the Thomas-Fermi screening length ( k ^ 1 = 1.1 a.u. for Au). The difference is
* ©Numerical Algorithm Group (1984): D01FCF; NAGFLIB: 1748/0:Mk8: 
Jan. 1981.
** ©Numerical Algorithm Group (1984): E04ABF; NAGFLIB: 1480/0:Mk6: 
May 1977.
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to be expected since our G[n] contained two ex tra  term s (the exchange and first 
order gradient correction — the second and fourth  term s in (4 .7)) com pared with 
the usual Thom as-Ferm i form (3.19). The self-energy of the static  charge Q inside 
and outside the jellium  Au surface is depicted in Fig.4.3. It will be discussed in 
the next section.
4.4.3 Charge Q outside the jellium surface
The charge density fluctuation r ii(r)  induced in a jellium  m etal by an external 
charge Q placed at z\, z\ >  T, is postu la ted  here to be of the fo rm  (in atomic 
units)
ni(r) - J  d2/c(7-Ac)er eyz \ , Z <
l  h( 2 ; « )  J , k l  :
; (4.57)
where the form of n i( r )  for z <  — L is ob tained  from an exact solution of the 
homogeneous hydrodynam ic equation (3.20) subject to  the boundary conditions 
of vanishing norm al current at z = —L. fs (z )  is taken, as in the previous section, 
to be the polynom ial of the th ird  degree in 2 ,
«) =  c?o(*) +  <1i ( k ) z +  d2(* )z2 +  dz(tz)z3 . (4.58)
The coefficients are im m ediately obtained from  the continuity  conditions of m ( r )  
a t z -  - L  and decaying form of m(r)  at z\ =  T, analogous to (4.54). They are 
given through the relations
d0(K) = 6(2 + 7L)
di(*) =  +  j )
d 2 (/c) =
<*3 (*) =  (4.59)
where 8 =  j e x p ( —7 L) and 7 =  \Jor -f k2. The norm alization constant A ex is 
in the present case obtained from the charge neu tra lity  condition (4.20) in the
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Fig. 4.2. The variational screening length a " 1 as a function of the position of
charge Q, z x. The screening becomes less effective in the region close to the jellium 
edge.
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analytical form
Aex = eaL[l La + ^L2a2]~1 . (4.60)
Here a is the parameter, but unlike in the previous section it is not treated vari- 
ationally. It can be shown that for a —► oo the self-energy AE2 of a charge Q 
approaches the classical image form. For the purpose of the present work AEo 
was computed numerically for two values of a: a = 1.0 and a = 200.0. The 
computations were performed for the Au jellium surface. The case a = 1.0 corre­
sponds approximately to the usual bulk screening in Au and for a = 200.0 nearly 
all induced charge is well localized in the layer \z\ < L. This ‘corresponds’ to the 
classical picture of an ideal conductor when all induced charge is distributed over 
an infinitely thin sheet at z = 0. The contribution of the Coulomb self-interaction 
energy AF^Cou/ in (4.25c) consists of three terms
' A5 , C.„  = \  /  dr dr'
= AE cl + AE c2 + AEc3 • (4-61)
These terms for nj(r) given by (4.57) are written in the form
/ » o o  /  ___  \ 2
A E Cl = \A \X j f d / c - | —p-yexp{-2 (kzi +~fL)}
r 0 0  /»L pL
= \A 2ex jf d.K J  ^dz J  L dz>(7 -  K)2M z; *)/.(*'; K) exp{-2,zi -
r 0 0  /»L rL
A E c3 = A 2ex dk dz dz' (j  -  K)2f 3(z';K)
Jo J-L J-L
exp{-2KZi + 7 2  -  k\z -  z'\} . (4.62)
We quote these results explicitly since the speed and accuracy of the numerical 
multidimensional integration routines depend strongly on the number of dimen­
sions and it is always desirable to reduce all the integrals to the lowest dimensional 
form. Similar reductions were also used for the computations in the previous sec­
tion.
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The final results for the interaction po ten tia l (A E 2 (4.25c)) of the charge Q 
w hh  a m etal jellium  are presented in Fig.4.3. It should be noted th a t A E 2 deep 
inside the  m etal has a value agreeing w ith a form ula A E 2 (z  —► 00) =  
this result coincides w ith predictions of the hydrodynam ic model (M ahanty  et al. , 
1986). O ur value of the po tentia l inside the  m etal is higher by about 30% than 
th a t given by M ahanty et al., (1986) on the  basis of quan tum  mechanical self­
energy trea tm en t w ith inclusion of hydrodynam ic dispersion. The difference can 
be a ttr ib u te d  to  the effects of recoil associated w ith quan tum  m echanical virtual 
and real emission and reabsorption of plasm ons by the particle (M ahanty  et al., 
1986) which is not described w ithin the present formalism. We expect however 
th a t the  inclusion of this effect would lower the po ten tia l curve inside the m etal, 
thus producing even more satisfactory agreem ent between our work and th a t of 
M ahanty  et a/.(1986). We were not able to  produce a continuous potentia l curve 
in the  region \z\ < L , since the induced density disturbance n 1(r) when the charge 
Q is in the region of surface inhomogeneity is not known at the present time. 
In  F ig .4.4 we present the absolute values of the  relative contributions from all 
th ree term s in (4.25c), for a charge outside the m etal. The te rm  due to  C?[n] is 
not negligible only at small distance from the  surface. The two most im portan t 
contributions are the term s of electrostatic natu re . They produce satu ration  of 
A E 2 to  the  image po ten tia l form.
4.4.4 Concluding remarks; work function and effective one-electron surface po ten ­
tial
T he formalism introduced in section 4.2 of this chapter could in principle be 
used to  evaluate the in teraction  potentia l of a static  charge w ith a m etal surface of 
a rb itra ry  geometry. The problem  which would have to  be addressed then  concerns 
the choice of the most appropriate  family of trial functions n ^ r )  describing the
98
O -0 .4
Fig.4.3. Interaction potential of a charge Q = 1 with the induced charge density 
in the surface region of Au jellium. Outside the jellium (z > 0) solid line represents 
results obtained from (4.25c) and (4.57) for a = 1.0; dashed line: a = 200.0; dotted 
line: classical image potential.
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induced charge fluctuation in m etal. Here we have dem onstrated  how the m ethod 
works using the simplest example of a semi-infinite jellium  m etal surface and a very 
simple model of equilibrium  electronic density n 0(r). The trial function for the 
induced density n i ( r )  was assumed to  be well-described by the form  obtained from 
the hydrodynam ic model, supplem ented continuously by a polynom ial expression 
in the  surface inhom ogeneity region. The m ethod presented here could in principle 
be also used in a self-consistent calculation. It has to  be em phasised th a t our work 
differs from  the work of Lang and K ohn (1973) on induced surface charge and the 
image potentia l. F irst of all Lang and  Kohn assum ed th a t the external perturbing 
charge is localized on an infinitely th in  sheet parallel to  the  jellium  edge (pext(r) =  
Q6(z — 2 i)ex p (zp  • v )) , consequently their induced density was a function of the 
perpendicular coordinate z only, whereas our n i( r )  describes the response to  the 
localized point charge (pe it(r) =  Q6(r -  zx)) and has tru ly  three-dim ensional 
character. Secondly, the in teraction  po ten tia l of Lang and Kohn was obtained 
using the  classical linear response expression (1.4). It is im m ediately seen th a t the 
expression (1.4) is ju s t one half of the first term  in our expansion (4.25c). From 
Fig.4.4 we see th a t (1.4) is indeed equivalent to  the sum of the first two term s in 
(4.25c) (they are of opposite sign). B ut the most im portan t observation is tha t 
the  po ten tia l energy given by (1.4) neglects the  th ird  term  in (4.25). A lthough its 
con tribu tion  is ra th e r small, it becomes increasingly im portan t very close to  the 
jellium  surface. This term  will certainly affect in an im portan t way the satu ration  
value of the  in teraction  potentia l a t z =  0.
The analysis of the in teraction po ten tia l based on (4.25c) presented so far was 
applicable for an identifiable charge Q. The results obtained  for a charge Q outside 
the  m etal are valid also for Q being an electron. However, inside the jellium  an 
effective one-electron po ten tia l is given by the Kohn-Sham  (1965) expression (4.9), 
where in the present context <p is the electrostatic  po ten tia l due to  a surface charge
100
F ig .4 .4  R elative con tribu tion  of three term s in expression (4.25c) to the  to ta l 
induced energy shift A E 2 outside the Au je llium  surface; solid line — \ e i / A E 2\, 
dashed line \e2/ A E 2\, dash -do tted  line \e$/AE$\\  where e j, e2 and  e3 are
the first, second and th ird  term  in expression (4.25c) respectively.
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distribu tion  (4.34-4.35). For the local form of E xc given in (4.7) the one-electron 
po ten tia l is w ritten  as (Sm ith, 1969),
”«//(*) = -
0.056nJ/3(z) +  0.0059n j /3(z)
(4.63)
(0.079 +  n j /3 (z))2
In Fig.4.5 we present the results for the effective one-electron po ten tia l v ef f  
ob tained  from  (4.63) and (4.35) and we compare them  w ith Sm ith’s (1969) re­
sults. Sm ith in terpreted  v ef f  outside the jellium  as the equivalent of the ‘image 
p o ten tia l’. His vef f  exhibited an exponential decay outside the jellium  and th a t 
was due to the  particu lar choice of the (unpertu rbed) density profile (4.29). Our 
results (Fig.4.5) dem onstrate  th a t ue/ /  will vanish at z =  L, where L  is the dis­
tance from  the jellium  edge where the equilibrium  density tiq( z ) becomes zero. 
The image po ten tia l arises from the induced charge d istribu tion  n i ( r)  and Sm ith’s 
approach using the unpertu rbed  equilibrium  profile is not able to  account for it. 
It has to  be stressed th a t the effective potentia l vef f  has a m eaning only in the re­
gions of nonzero electronic density, since it is used self-consistently in Kohn-Sham 
equations to  evaluate the density n(r).
A very im portan t problem  related  to  the  present analysis is the evaluation 
of the  work function. This topic has been studied extensively before. W orth 
m entioning here are works of Sm ith (1969) and Lang and Kohn (1971) who used 
the density functional formalism. It is well known (Lang and Kohn, 1971) th a t the 
jellium  model represents too idealized a system  to  describe the work function of real 
m etals across the periodic table. The self-consistent calculations which take into 
account the  periodic s truc tu re  of the underlying la ttice  show a great improvement 
over the  com puted values for a jellium  (Lang and Kohn, 1971). In the present work 
we did not a ttem p t to  go beyond the jellium  m odel and  we realize shortcomings 
of th is idealization, especially in the context of work function calculations. It is
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F ig .4.5 Effective one-electron potential in surface region of Au jellium. Solid line 
— our work (eq.(4.63)); dashed line — Smith’s (1969) results.
103
however im p o rtan t to  observe th a t unlike the calculations of Lang and  K ohn (1971) 
the com putations of Sm ith (1969) were not self-consistently solved and  hence did 
not include the effect of the image p o ten tia l on the work function.
T he  work function <£, w ithin the  lim ited  application of the  m odel we use here 
will be given by the  Sm ith  expression (S m ith , 1969, eq.(2.4)) plus the  value of the 
im age p o ten tia l a t z =  L
* = - * ( - 00) -  1 (37,2)2/3 ^ 3
; 0 .056r4/3 +  0.0059r4/3 / 3 \ 1/3 1/3
(0.079 +  n^/3 )2 +  \ v )  n+
+ A E 2[n;Zl =  L] . (4 .64)
In Table 4.5 the  results for the  work function  of selected m etals are given. 
A lthough  the agreem ent w ith  experim ental d a ta  for some m etals is satisfactory  
(and  b e tte r  th an  S m ith ’s values) it has to  be stressed  th a t this theory  overestim ates 
the  work function for alkali m etals and  is too insensitive to  follow the  trends 
observed experim entally. T he only p a ram ete r of the  present theory  is the  radius 
r ,  re la ted  to the  bulk electronic density  n 0( - o o )  and  this, obviously is insufficient 
d a ta  to  describe the work function of real m etals adequately.
T a b le  4 .5  W ork function of selected m etals. C om parison of resu lts o b ta ined  from 
our expression (4.64) w ith  S m ith ’s (1969) (S) work and  experim ental values.
M etal r 3 [a.u.]
(S)
W ork functic 
(4.64)
>n [eV]
E xperim ent*
Ag 3.02 3.19 4.84 4.26
Au 3.01 3.19 4.8 5.1
Cu 2.67 3.32 4.75 4.65
Mg 2.65 3.33 4.75 3.66
* from  C RC H andbook of C hem istry  and  Physics (1987);
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C H A P T E R  5. IN TER A C TIO N  OF A CH ARG ED PARTICLE W ITH  
A DIELECTRIC SURFACE
5.1 B rief review of other work (Introduction)
H itherto  we were concerned w ith the  in teraction  po ten tia l of the charged 
particle w ith  m etals. In this chapter we dem onstrate  how the general formalism 
developed in C hapter 2 can be applied to  study the in teraction po ten tia l of an 
ex ternal charge near a dielectric-vacuum  interface. The modes responsible for 
the in teraction  w ith  dielectrics are optical phonons and excitons (see e.g. M ahan, 
1974). T he problem  of coupling of electrons to  long-wavelength optical phonons 
was first studied by Lucas et a i , (1970a,b) in the context of the investigation 
of electron energy loss spectra. The evaluation of the in teraction  between an 
electron and a dielectric was a necessary p a rt of calculations of probability  of 
inelastic electron scattering from surface excitations (W ang and M ahan, 1972). 
It also form ed an essential ingredient of theory  of surface polarons (Sak, 1972; 
Evans and  Mills, 1972, 1973). A com prehensive trea tm en t of this topic has been 
p resen te td  by Sols and R itchie (1986) on the  basis of the self-energy (eq. 2.19) 
form alism  of M anson and Ritchie (1981). O ur object here is to  show how the 
known results for dielectric solids are rederived w ithin the unifying framework 
of our self-energy form alism  developed in section 2.2. O ur expression for the  self­
energy (at T  =  0, eq. 2.41) is fully determ ined when the  ‘coupling co n stan ts’ <p\(r) 
(see 2.21d) are known. The coupling constants depend on the geom etry of the solid 
sam ple and the type of modes present in the  system . The spatial dispersion of 
long-wavelength optical phonons and excitons was neglected in all the works quoted 
above. We will outline the steps necessary to  incorporate the spatial dispersion 
of these modes in the  coupling constants. The in teraction  po ten tia l of a charge 
near a spatially  dispersive dielectric solid would thus ensue in a straightforw ard
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m anner from (2.41).
5.2  T h e  im age p o ten tia l at th e  su rface o f  a sp a tia lly  n o n d isp ers iv e  in­
su la to r .
The classical long-wavelength optical polarization modes in ionic crystal slabs 
of finite thickness L  were obtained in a well known series of papers by Fuchs 
and  Kliewer (1965; Kliewer and Fuchs, 1966a,b). A very illustrative exposition of 
the  quantization  procedure for the free polarization H am iltonian using Fuchs and 
Kliewer modes was presented by Lucas et a/., (1970b). A nother approach can be 
found in W ang and M ahan (1972). The quantization  procedure yields the  coupling 
constants T* in the interaction H am iltonian (1.7). We simply quote the  results for 
T* for a semi-infinite insulator (Sols and R itchie, 1986)
2 Tre2 huj3
r '  = - Z ^ v ° (5.1)
where A  is the surface area, u>3 is the frequency of surface excitation and the factor 
Vs  is
— 1 
4  1
for the surface optical phonons, and
^ O O  1  
eoo +  1
(5.2)
Vs  =
£ 0 0  1
€ o o  +  1
(5.3)
for the surface exciton; here eo is the  sta tic  dielectric constant of the  lattice and 
Coo is the dielectric constant corresponding to  frequencies much higher than  the 
phonon frequencies, bu t still lower th an  the exciton frequencies. Using the nondis­
persive model (5.1)—(5.3) we can identify the  surface modes coupling constant 
^A (r) in our H am iltonian (2.21d) (for \Q/e\ =  1) as
P \ ( r ) =  <p*(r) =  V KeiK'f>e~K^ (5.4)
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where the mode index A denotes the type of undispersed mode and the wave vector 
parallel to  the surface tc.
The classical in teraction energy of a charge w ith only the surface modes of a 
dielectric is im m ediately obtained from our expression (2.34) for a static, massive 
(M  —► oo) particle
e2 eo _  1
E c(2r) =  — -------—  , z > 0 (outside the dielectric)
g2 ^
=  - ----- -— — , 2  <  0 (inside the dielectric.) (5-5)
The surface contribution to  the self-energy for the more general case of the charged 
particle moving w ith the velocity v  =  ]g-(*0, ^*o) is obtained by substitu ting  (5.4) 
in to  our general form ula (2.41). This gives
e 2 Q2 r r e - * |* |  e ikz
S,Co(2) = ~ ( 2 i r y na J  d K J d k Q2 + k2 K2 + k2 + 2 k zok + 2K0 -K + Q2 -  i0+
(5.6)
where Qs =
Expression (5.6) is identical w ith the result of Sols and R itchie (1986, eq.6), 
and hence all the results obtained by those au thors are also obtainable here, s ta r t­
ing w ith  equation (2.41).
As an exam ple we give the expression for the self-energy derived from (5.6) 
when the  charge is incom ing norm al to  the surface and  can excite only the v irtual 
surface phonons and excitons (i.e. below the threshold  case, k0 < Q3). It separates 
na tu ra lly  into real and im aginary parts  (Sols and R itchie, 1986)
ReHs(z)
e2u 3 (  2 Ui
— V s J V
+  ^e2Q3rj3 [cos(kz0z)Ai(z)  -  sg n (2r) sm(kz0z )A2(z)] (5.7a)
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J m E s(z) =  sgn (z)
-  [sin(A;zoz)A 1(2 ) +  sgn (2) cos(^20z)A 2(z)] (5.7b)
where f ( x )  and  g(x)  are the auxiliary functions to  the exponential integral 
(A bram ow itz and Stegun, 1965 p.232) and the  integrals A i, A 2 are given by
A i(z ) =  n ( l  — 2v2
r OO
A 2(^) =  2p?v
Jo
) f ° °  x  exP { ~ 0  +  (1 + x 2) 1/2)h Q 3\z \} 
Jo (1 + x 2)1/ 2 l  +  (2 fnsxy
x  exp{—(3; +  (1 +  x 2y / 2)fiQ3\z\}
1 +  (2 ixvxy  •
dx(5.8a) 
(5.86)
Here v  — k o /Q 3 and \i — (1 — i '2)1/ 2. The above-the-threshold case is also given 
in Sols and R itchie (1986) and in M anson and  R itchie (1981) and  will not be 
reproduced here. The in teraction of a charge w ith bulk} nondispersive modes of 
insulator is derived in a completely analogous way as described here. T he coupling 
constant is now given by
¥>*(r) =  AKel/c’Psin(pz)  , p >  0 (5.9)
where A2 =  47r®2 yU^  775, V  is the volume, cui, is the  bulk mode frequency and 
=  (^oo1 — eo *) f°r  the optical phonons and  r/j =  (1 — e^ 1) for the exciton. We 
refer for the detailed results to Sols and R itchie (1986).
The self-energy of a  static  charge near an insulator w ithout spatial dispersion 
is derived from (5.7) and the expressions for the  bulk modes contribution . This 
yields
Sic0=o(2r) — £ 3(2) +  £&(z) , 
e2
£ a(z) =  ~ 4 \ 7\X/ VsiS(Q,i\z\) (5.10)
2 2
S j(z )  =  ——  ^  VbiQbi -  —  y ~ (5.11)
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where I denotes optical phonon (o) or exciton (e) mode, Qij = (2A^ u .)1//2^
S(t) = 1 — 2 dx^jz- .  The constants r/ij were given in the text above and the 
frequencies of modes axe
2 e 0 +  1 2 2 ^oo " h i  2
w ~ = e o o  +  1 “ < -  “ ’« =  2  " •
(5.12a)
2 ^0 2 2 2 
^ b o  =  i ^ b e  =  £ o o w e
£oo
(5.126)
where ujt is the transverse optical phonon frequency and h<jje is the effective exci­
tation energy.
This completes the discussion of the interaction of a charged particle with a 
non-dispersive, semi-infinite dielectric solid. The specific results presented here 
are not new (Sols and Ritchie, 1986) but the main point is that all of these results, 
including (5.6), are implicitly encompassed in our general expression for the self­
energy (2.41).
5 .3  M o d es  in a d ie lec tr ic  w ith  sp a tia l d isp ersio n , and  th e  se lf-en erg y
The self-energy of a charge near a surface of a spatially dispersive* dielectric 
can be obtained from (2.41) in a way analogous to that presented in a previous 
section, provided that normal modes to which the particle is coupled and the 
coupling constants </?*(!*) (2.21d) are known. The latter problem is difficult and 
a detailed discussion is not attempted here (see e.g. Agranovich and Ginzburg, 
1984). We will briefly indicate the formal steps for finding the normal polarization 
modes of dispersive, semi-infinite dielectric.
Let us consider a dielectric in the continuum approximation. The macroscopic 
Maxwell’s equations describing the electromagnetic field are
1 • 47T •V x H = -E  H-----P (5.13a)
c c
V x E = - 1 h  . (5.136)c
* Here, and in the following, dispersive means spatially dispersive.
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T here axe no m acroscopic currents in this insulating m edium , and the mag­
netic perm eability  /j, is assum ed to be 1. T he polarization vector P  in the dispersive 
dielectric will be assum ed to  satisfy the phenomenological equation of m otion
P  +  (wjj -  £ 2V 2)P  =  x E  (5.14)
where \  is the  electric susceptibility and ujq is the  characteristic frequency: long- 
w avelength lim it of optical phonon frequency or exciton frequency. This equation 
is the  vector analogue of the hydrodynam ic equation of m otion for the charge 
density in m etal (3.20) b u t it also expresses the coupling of the polarization vector 
P  to  the  electric field E .
In eq.(5.14) the  dispersion coefficient B  has significance only in the long wave­
length  lim it. In general, in an optically anisotropic crystal B 2V 2 can be replaced 
by an expression of the  type  (B V )2 which is a  second rank  tensor w ith symmetries 
appropria te  to  the  crystal. The value of B  can in principle be empirically deter­
m ined by fitting  the  quadra tic  expression, uj2 =  u>q +  B 2k 2, to  the experim ental 
dispersion curves near k =  0. E lim inating the m agnetic field H  from (5.13) leads 
to the  wave equation
1 .. 47T ••
- V  x (V  x E) =  — E  4- —  P  . (5.15)
cz cz
This equation  com bined w ith (5.14) is easily solved for the homogeneous, 
nondispersive  dielectric if oscillatory form  of solutions is considered, i.e. E  =  
E o e^k‘r “ wt ,^ P  =  P o e ^ k'r-u 't), Po =  const., E q =  const. This results in the 
dispersion relations for longitudinal and transverse m odes being a fourth  order 
polynom ial of u .  T he m odes represented by those solutions are called phonon- 
polaritons or exciton-polaritons, depending on the microscopic m echanism  deter­
m ining the  values of m acroscopic constants. Now if we in troduce the surface and 
the  dispersion te rm  in (5.14) is retained  (B  4^ 0), then  the  solution of the system
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of equations (5.14), (5.15) is fax from  triv ial. In such a case additional bound­
ary conditions (ABC) m ust be introduced* to  secure the solubility of this system. 
There is a certain  degree of arb itrariness as to w hat are the m ost appropriate, 
physical A B C ’s. This is a well known problem  (e.g. Pekar, 1958a,b, 1968; M ahan, 
1974; Hopfield and Thom as, 1963; Agranovich and Ginzburg, 1984; Ruppin, 1984). 
Suppose the  system  (5.14), (5.15) w ith  A B C ’s is solved. In order to determ ine the 
spectrum  of phonon-polariton or exciton-polariton we have to  m ake connection 
w ith microscopic dynamics by relating the  m aterial constants, say w ith the 
param eters of la ttice  dynamics or exciton dynamics. This is again a problem  in 
its own right and extensive trea tm en t exists in the lite ra tu re  (B orn and Huang, 
1968; M aradudin  ei al., 1971; Knox, 1963).
If the  norm al polarization modes P a(t) are derived by following the steps 
described above, they can be canonically quantized (Lucas et al., 1970b) and the 
coupling constants (potentials due to  A-th polarization modes) are obtained from 
the relation
vaM  = -  j  d r ' V |r ^ r(,j’ ) • (5-16)
Having obtained  this, the self-energy of a charge would be then  derived from (2.41).
* Obviously the usual boundary  conditions on the  dielectric-vacuum  interface
f  E z 4- 47tP z 
E x > =  lim J_ 0-  <(i l ](Ey J K  Jlim z—>0+ m ust hold as well.
I l l
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A P P E N D IX
This appendix contains the tables of in teraction po ten tia l of a charged particle 
close to the surface of a m etallic sphere. The radius of the sphere takes the values 
R E {10, 20, 50, 100} [k^1] (Tables A2, A3, A4 and A5 respectively). For each 
radius the  param eter k2/ki  £ {1.0, 1.1, 1.2, 1.3, 1.4}. The value k\ was taken  for 
Ag. A lthough the expression (3.71), for the poten tia l of a charge in the vicinity of 
a flat m etal surface, is triv ial to com pute num erically we list the values in Table 
A1 for the  sake of completeness.
The energy un its  are Q2k\ = 2aoki[Ry] (see a caption to  Figure 3.9).
TA BLE A l
z*kl
0.00
1.00
2.00
3.00
4.00
5.00
6.00
7.00
8.00 
9.00
10.00
11.00
12.00
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00 
21.00 
22.00
23.00
24.00
25.00
26.00
27.00
28.00
29.00
30.00
31.00
32.00
33.00
34.00
35.00
36.00
37.00
38.00
39.00
40.00
41.00
42.00
43.00
44.00
45.00
46.00
47.00
48.00
49.00
50.00
Potential
-0.33333334E+00
-0.12826085E+00
-0.84014904E-01
-0.62724113E-01
-0.50094020E-01
-0.41712714E-01
-0.35739401E-01
-0.31264830E-01
-0.27787086E-01
-0.2500613 IE-01
-0.22731473E-01
-0.20836306E-01
-0.19232932E-01
-0.17858753E-01
-0.16667890E-01
-0.15625946E-01
-0.14706625E-01
-0.13889480E-01
-0.13158372E-01
-0.12500389E-01
-0.11905082E-01
-0.11363902E-01
-0.10869788E-01
-0.10416854E-01
-0.10000159E-01
-0.96155210E-02
-0.92593765E-02
-0.89286728E-02
-0.86207778E-02
-0.83334103E-02
-0.80645837E-02
-0.78125595E-02
-0.75758102E-02
-0.73529879E-02
-0.71428987E-02
-0.69444816E-02
-0.67567901E-02
-0.65789773E-02
-0.64102834E-02
-0.62500244E-02
-0.60975831E-02
-0.59524010E-02
-0.58139717E-02
-0.56818348E-02
-0.55555708E-02
-0.54347966E-02
-0.53191617E-02
-0.5208345 IE-02
-0.51020516E-02
-0.50000100E-02
-0.49019700E-02
A.3
T A B L E  A 2
Radius of the sphere is 10.0*kl
The ratio k2/kl is 1.0 The number of surface modes is 4 
The ratio k2/kl is 1.1 The number of surface modes is 4 
The ratio k2/kl is 1.2 The number of surface modes is 5 
The ratio k2/kl is 1.3 The number of surface modes is 5 
The ratio k2/kl is 1.4 The number of surface modes is 6 
k2/kl 1.0 1.1 1.2 1.3
z*kl VI V2 V3 V4
0.00 -0.10780959E+00 -0.11378060E+00 -0.13776759E+00 -0.14389959E+00
1.00 -0.59448833E-01 -0.62487599E-01 -0.71123707E-01 -0.73951930E-01
2.00 -0.35745403E-01 -0.37447726E-01 -0.41038360E-01 -0.42517132E-01
3.00 -0.2296965IE-01 -0.23999242E-01 -0.25701426E-01 -0.26554385E-01
4.00 -0.15543071E-01 -0.16205154E-01 -0.17111438E-01 -0.17642466E-01
5.00 -0.10956612E-01 -0.11403901E-01 -0.11936311E-01 -0.12287197E-01
6.00 -0.79820853E-02 -0.82966168E-02 -0.86354120E-02 -0.88783937E-02
7.00 -0.59741873E-02 -0.62027579E-02 -0.64323660E-02 -0.66070417E-02
8.00 -0.45730971E-02 -0.47437970E-02 -0.4907209IE-02 -0.5036649 IE-02
9.00 -0.35678470E-02 -0.3698286IE-02 -0.38190877E-02 -0.39174348E-02
10.00 -0.28293530E-02 -0.29309889E-02 -0.30229892E-02 -0.30992914E-02
11.00 -0.22756958E-02 -0.23562260E-02 -0.24279736E-02 -0.24882319E-02
12.00 -0.18532261E-02 -0.19179673E-02 -0.19750089E-02 -0.20233278E-02
13.00 -0.15258347E-02 -0.15785492E-02 -0.16246283E-02 -0.16638900E-02
14.00 -0.12686299E-02 -0.13120369E-02 -0.13497646E-02 -0.13820397E-02
15.00 -0.10640868E-02 -0.11001888E-02 -0.11314373E-02 -0.11582436E-02
16.00 -0.89963386E-03 -0.92993044E-03 -0.95607352E-03 -0.97854306E-03
17.00 -0.76610109E-03 -0.79173194E-03 -0.81379798E-03 -0.83278843E-03
18.00 -0.65669813E-03 -0.67854110E-03 -0.69731309E-03 -0.71348333E-03
19.00 -0.56632812E-03 -0.58506755E-03 -0.60115052E-03 -0.61501307E-03
20.00 -0.49111780E-03 -0.50729308E-03 -0.52116066E-03 -0.53311872E-03
21.00 -0.42809045E-03 -0.44213099E-03 -0.45415824E-03 -0.46453227E-03
22.00 -0.37493466E-03 -0.38718541E-03 -0.39767241E-03 -0.40671952E-03
23.00 -0.32983848E-03 -0.30082732E-03 -0.30891575E-03 -0.31589478E-03
25.00 -0.25838379E-03 -0.26674762E-03 -0.27389737E-03 -0.28006659E-03
26.00 -0.22996514E-03 -0.23738982E-03 -0.24373470E-03 -0.2492094IE-03
27.00 -0.20537063E-03 -0.21198553E-03 -0.21763685E-03 -0.22251302E-03
28.00 -0.18399568E-03 -0.18990919E-03 -0.1949601 IE-03 -0.19931808E-03
29.00 -0.16534491E-03 -0.17064834E-03 -0.17517724E-03 -0.17908464E-03
30.00 -0.14901008E-03 -0.15378072E-03 -0.15785390E-03 -0.16136797E-03
31.00 -0.13465288E-03 -0.13895649E-03 -0.14263033E-03 -0.14579972E-03
32.00 -0.12199157E-03 -0.12588432E-03 -0.12920696E-03 -0.13207323E-03
33.00 -0.11079032E-03 -0.11432042E-03 -0.11733315E-03 -0.11993194E-03
34.00 -0.10085085E-03 -0.10405984E-03 -0.10679822E-03 -0.10916023E-03
35.00 -0.92005718E-04 -0.94929524E-04 -0.97424277E-04 -0.99576043E-04
36.00 -0.84112938E-04 -0.86782732E-04 -0.89060536E-04 -0.91025084E-04
37.00 -0.77051633E-04 -0.79494568E-04 -0.81578643E-04 -0.83376020E-04
38.00 -0.70718517E-04 -0.72958316E-04 -0.74868946E-04 -0.76516663E-04
39.00 -0.65025014E-04 -0.67082469E-04 -0.68837427E-04 -0.70350828E-04
40.00 -0.59894906E-04 -0.61788296E-04 -0.63403202E-04 -0.6479577IE-04
41.00 -0.55262398E-04 -0.57007833E-04 -0.58496455E-04 -0.59780075E-04
42.00 -0.5107051 IE-04 -0.52682233E-04 -0.54056737E-04 -0.55241909E-04
43.00 -0.47269757E-04 -0.48760387E-04 -0.50031552E-04 -0.51127580E-04
44.00 -0.43817031E-04 -0.45197778E-04 -0.46375181E-04 -0.47390330E-04
45.00 -0.40674682E-04 -0.4195553IE-04 -0.43047696E-04 -0.43989323E-O4
46.00 -0.37809740E-04 -0.38999600E-04 -0.40014137E-04 -0.40888806E-04
47.00 -0.35193259E-04 -0.3630010IE-04 -0.37243812E-04 -0.38057396E-04
48.00 -0.32799766E-04 -0.3383073IE-04 -0.34709715E-Q4 -0.35467476E-04
49.00 -0.30606787E-04 -0.31568292E-04 -0.32388025E-04 -0.33094687E-04
50.00 -0.28594455E-04 -0.29492273E-04 -0.30257683E-04 -0.30917498E-04
1.4
V5
-0.16788439E+00
-0.81349306E-01
-0.45274994E-01
-0.27781547E-01
-0.18279075E-01
-0.12660429E-01
-0.91181860E-02
-0.67716847E-02
-0.51552835E-02
-0.40060336E-02
-0.31672965E-02
-0.25415724E-02
-0.20659099E-02
-0.16983877E-02
-0.1410341 IE-02
-0.11817158E-02
-0.99819755E-03
-0.84938687E-03
-0.72760843E-03
-0.62711674E-03
-0.54355567E-03
-0.47358393E-03
-0.41461140E-03
-0.3219802 IE-03
-0.28544503E-03
-0.25398169E-03
-0.22676302E-03
-0.20311600E-03
-0.18248955E-03
-0.16442985E-03
-0.14856104E-03
-0.13457026E-03
-0.12219579E-03
-0.11121767E-03
-0.10145024E-03
-0.92736122E-04
-0.84941379E-04
-0.77951612E-04
-0.71668746E-04
-0.66008412E-04
-0.60897799E-04
-0.5627387 IE-04
-0.52081889E-04
-0.48274188E-04
-0.44809142E-04
-0.41650308E-04
-0.38765696E-04
-0.36127159E-04
-0.33709870E-04
-0.31491885E-04
A.4
T A B L E  A 3
Radius of the sphere is 20.0*kl
The ratio k2/k 1 is 1.0 The number of surface modes is 9
The rado k2/kl is 1.1 The number of surface modes is 10
The rado k2/kl is 1.2 The number of surface modes is 11
The rado k2/kl is 1.3 The number of surface modes is 12
The rado k2/kl is 1.4 The number of surface modes is 13
k2/kl 1.0 1.1 1.2 1.3
z*kl VI V2 V3 V4
0.00 -0.12934619E+00 -0.14452094E+00 -0.15970697E+00 -0.17490154E+00
1.00 -0.79509255E-01 -0.85928510E-01 -0.91908473E-01 -0.97482749E-01
2.00 -0.52561042E-01 -0.55624863E-01 -0.58340993E-01 -0.60757362E-01
3.00 -0.36790725E-01 -0.3843521 IE-01 -0.39852139E-01 -0.41082375E-01
4.00 -0.26923140E-01 -0.27903182E-01 -0.28736833E-01 -0.29454024E-01
5.00 -0.20397443E-01 -0.21033961E-01 -0.21573275E-01 -0.2203642IE-01
6.00 -0.15882089E-01 -0.16324016E-01 -0.16698410E-01 -0.17020134E-01
7.00 -0.12640488E-01 -0.12963136E-01 -0.13236728E-01 -0.13472034E-01
8.00 -0.10242154E-01 -0.10486787E-01 -0.10694395E-01 -0.10873029E-01
9.00 -0.84231020E-02 -0.86140042E-02 -0.8776078IE-02 -0.89155326E-02
10.00 -0.70145613E-02 -0.71669186E-02 -0.72962712E-02 -0.74075368E-02
11.00 -0.59046785E-02 -0.60284809E-02 -0.61335642E-02 -0.62239113E-02
12.00 -0.50169907E-02 -0.51190869E-02 -0.52057108E-02 -0.52801468E-02
13.00 -0.42978121 E-02 -0.43830577E-02 -0.44553498E-02 -0.4517436IE-02
14.00 -0.37085656E-02 -0.37805000E-02 -0.38414724E-02 -0.38938093E-02
15.00 -0.32209668E-02 -0.32822293E-02 -0.33341299E-02 -0.33786579E-02
16.00 -0.28139079E-02 -0.28665051 E-02 -0.29110433E-02 -0.29492375E-02
17.00 -0.24713895E-02 -0.25168726E-02 -0.25553694E-02 -0.25883692E-02
18.00 -0.21811157E-02 -0.22207007E-02 -0.22541915E-02 -0.22828896E-02
19.00 -0.19335190E-02 -0.19681714E-02 -0.19974779E-02 -0.20225821E-02
20.00 -0.17210720E-02 -0.17515669E-02 -0.17773484E-02 -0.17994264E-02
21.00 -0.15377925E-02 -0.15647584E-02 -0.15875490E-02 -0.16070607E-02
22.00 -0.13788829E-02 -0.14028338E-02 -0.14230705E-02 -0.14403914E-02
23.00 -0.1240463IE-02 -0.12618231E-02 -0.12798659E-02 -0.12953056E-02
24.00 -0.11193715E-02 -0.11384928E-02 -0.11546408E-02 -0.11684563E-02
25.00 -0.10130131E-02 -0.10301905E-02 -0.10446937E-02 -0.10570997E-02
26.00 -0.91924458E-03 -0.93472622E-03 -0.94779496E-03 -0.95897203E-03
27.00 -0.83628470E-03 -0.85028059E-03 -0.86209296E-03 -0.87219394E-03
28.00 -0.76264482E-03 -0.77533376E-03 -0.78604126E-03 -0.79519615E-03
29.00 -0.69707428E-03 -0.70860926E-03 -0.71834146E-03 -0.72666137E-03
30.00 -0.63851723E-03 -0.64902972E-03 -0.65789795E-03 -0.66547834E-03
31.00 -0.58607807E-03 -0.59568159E-03 -0.60378191E-03 -0.61070514E-03
32.00 -0.53899392E-03 -0.54778684E-03 -0.55520253E-03 -0.56153994E-03
33.00 -0.49661220E-03 -0.50468016E-03 -0.51148362E-03 -0.51729727E-03
34.00 -0.45837258E-03 -0.46579034E-03 -0.47204483E-03 -0.47738888E-03
35.00 -0.42379214E-03 -0.43062523E-03 -0.43638615E-03 -0.44130806E-03
36.00 -0.39245325E-03 -0.39875927E-03 -0.40407532E-03 -0.40861680E-03
37.00 -0.3639935IE-03 -0.36982328E-03 -0.37473741E-03 -0.37893521E-03
38.00 -0.33809751 E-03 -0.34349597E-03 -0.34804614E-03 -0.35193277E-03
39.00 -0.31448987E-03 -0.31949688E-03 -0.32371678E-03 -0.32732107E-03
40.00 -0.29292952E-03 -0.29758052E-03 -0.30150010E-03 -0.30484766E-03
41.00 -0.27320478E-03 -0.27753139E-03 -0.28117732E-03 -0.28429100E-03
42.00 -0.25512937E-03 -0.25915983E-03 -0.26255597E-03 -0.26545617E-03
43.00 -0.23853890E-03 -0.24229850E-03 -0.24546622E-03 -0.24817121E-03
44.00 -0.22328796E-03 -0.22679941 E-03 -0.22975789E-03 -0.23228406E-03
45.00 -0.20924764E-03 -0.21253139E-03 -0.21529786E-03 -0.21765998E-03
46.00 -0.19630341 E-03 -0.19937788E-03 -0.20196789E-03 -0.20417925E-03
47.00 -0.18435330E-03 -0.1872351 IE-03 -0.18966270E-03 -0.19173530E-03
48.00 -0.1733063IE-03 -0.17601052E-03 -0.17828840E-03 -0.18023310E-03
49.00 -0.16308110E-03 -0.16562137E-03 -0.16776105E-03 -0.16958769E-03
50.00 -0.15360482E-03 -0.15599353E-03 -0.15800547E-03 -0.15972300E-03
1.4
V5
-0.19010273E+00
-0.10268258E+00
-0.62914829E-01
-0.42158533E-01
-0.3007750 IE-01
-0.22438885E-01
-0.17299950E-01
-0.13676809E-01
-0.11028494E-01
-0.90368624E-02
-0.75042921 E-02
-0.63024305E-02
-0.53448Ü00E-02
-0.45713330E-02
-0.39392199E-02
-0.34172755E-02
-0.29823486E-02
-0.26169670E-02
-0.23077515E-02
-0.20443244E-02
-0.18185428E-02
-0.16239510E-02
-0.14553822E-02
-0.13086658E-02
-0.11804089E-02
-0.10678312E-02
-0.96863912E-03
-0.88092919E-03
-0.80311226E-03
-0.73385470E-03
-0.67203161E-03
-0.61668972E-03
-0.56701764E-03
-0.52232185E-03
-0.48200725E-03
-0.44556131 E-03
-0.41254103E-03
-0.38256224E-03
-0.35529075E-03
-0.33043493E-03
-0.30773958E-03
-0.28698074E-03
-0.26796138E-03
-0.25050769E-03
-0.23446601 E-03
-0.21970014E-03
-0.20608912E-03
-0.19352527E-03
-0.18191256E-03
-0.17116515E-03
-0.16120617E-03
A.5
TABLE A4
Radius of the sphere is 50.0*kl
The ratio k2/kl is 1.0 The number of surface modes is 24
The ratio k2/kl is 1.1 The number of surface modes is 26
The rado k2/kl is 1.2 The number of surface modes is 29
The rado k2/kl is 1.3 The number of surface modes is 31
The rado k2/kl is 1.4 The number of surface modes is 34
k2/kl 1.0 1.1 1.2 1.3
z*kl VI V2 V3 V4
0.00 -0.14300668E+00 -0.15653434E+00 -0.17346539E+00 -0.18700034E+00
1.00 -0.94068332E-01 -0.10010807E+00 -0.10681822E+00 -0.11207250E+00
2.00 -0.66256875E-01 -0.69256223E-01 -0.72270118E-01 -0.74643110E-01
3.00 -0.49287497E-01 -0.50951198E-01 -0.52504549E-01 -0.53754514E-01
4.00 -0.38250995E-01 -0.39273136E-01 -0.40184554E-01 -0.40936138E-01
5.00 -0.30668036E-01 -0.31351705E-01 -0.31946145E-01 -0.32445608E-01
6.00 -0.25213891E-01 -0.25702182E-01 -0.26121396E-01 -0.26477658E-01
7.00 -0.21141014E-01 -0.21507248E-01 -0.21819697E-01 -0.22086764E-01
8.00 -0.18005328E-01 -0.18290190E-01 -0.18532398E-01 -0.18739919E-01
9.00 -0.15530322E-01 -0.15758077E-01 -0.15951325E-01 -0.16116993E-01
10.00 -0.13536417E-01 -0.13722459E-01 -0.13880074E-01 -0.14015159E-01
11.00 -0.11902579E-01 -0.12057179E-01 -0.12187996E-01 -0.12300046E-01
12.00 -0.10544547E-01 -0.10674845E-01 -0.10784984E-01 -0.10879254E-01
13.00 -0.94019921E-02 -0.95131179E-02 -0.96069645E-02 -0.96872333E-02
14.00 -0.84306555E-02 -0.85263942E-02 -0.86071818E-02 -0.86762354E-02
15.00 -0.75973726E-02 -0.76805817E-02 -0.77507467E-02 -0.78106849E-02
16.00 -0.68768299E-02 -0.69497069E-02 -0.70111212E-02 -0.7063556IE-02
17.00 -0.62493899E-02 -0.63136529E-02 -0.6367778IE-02 -0.64139676E-02
18.00 -0.56995995E-02 -0.57566108E-02 -0.58046046E-02 -0.58455443E-02
19.00 -0.52151426E-02 -0.5265996IE-02 -0.53087872E-02 -0J3452750E-02
20.00 -0.47860916E-02 -0.48316755E-02 -0.48700171E-02 -0.49026997E-02
21.00 -0.44043623E-02 -0.44454049E-02 -0.44799143E-02 -0.45093213E-02
22.00 -0.40633109E-02 -0.41004148E-02 -0.41316024E-02 -0.41581714E-02
23.00 -0.37574315E-02 -0.37910997E-02 -0.38193911E-02 -0.38434866E-02
24.00 -0.34821267E-02 -0.35127819E-02 -0.35385345E-02 -0.35604629E-02
25.00 -0.32335309E-02 -0.32615309E-02 -0.32850472E-02 -0.3305067IE-02
26.00 -0.3008373 IE-02 -0.30340227E-02 -0.30555601E-02 -0.30738918E-02
27.00 -0.28038690E-02 -0.28274294E-02 -0.28472083E-02 -0.28640404E-02
28.00 -0.26176360E-02 -0.26393320E-02 -0.26575424E-02 -0.26730370E-02
29.00 -0.24476246E-02 -0.24676511E-02 -0.24844571E-02 -0.24987547E-02
30.00 -0.2292064IE-02 -0.23105903E-02 -0.23261348E-02 -0.23393574E-02
31.00 -0.21494174E-02 -0.21665914E-02 -0.21809990E-02 -0.21932530E-02
32.00 -0.2018345IE-02 -0.20342967E-02 -0.20476769E-02 -0.20590556E-02
33.00 -0.18976758E-02 -0.19125191E-02 -0.19249681E-02 -0.19355538E-02
34.00 -0.17863807E-02 -0.18002169E-02 -0.18118197E-02 -0.18216849E-02
35.00 -0.16835541E-02 -0.16964726E-02 -0.17073046E-02 -0.17165135E-02
36.00 -0.15883952E-02 -0.16004757E-02 -0.16106039E-02 -0.16192137E-02
37.00 -0.15001946E-02 -0.1511508IE-02 -0.15209924E-02 -0.15290541E-02
38.00 -0.14183216E-02 -0.14289318E-02 -0.14378255E-02 -0.14453847E-02
39.00 -0.13422143E-02 -0.13521781E-02 -0.13605294E-02 -0.13676269E-02
40.00 -0.12713705E-02 -0.12807393E-02 -0.12885911E-02 -0.12952638E-02
41.00 -0.12053405E-02 -0.12141606E-02 -0.12215519E-02 -0.12278328E-02
42.00 -0.11437207E-02 -0.11520338E-02 -0.11589997E-02 -0.11649188E-02
43.00 -0.10861478E-02 -0.10939918E-02 -0.11005642E-02 -0.11061485E-02
44.00 -0.10322945E-02 -0.10397037E-02 -0.10459114E-02 -0.10511856E-02
45.00 -0.98186504E-03 -0.98887072E-03 -0.99473993E-03 -0.99972628E-03
46.00 -0.93459166E-03 -0.9412223 IE-03 -0.94677698E-03 -0.95149587E-03
47.00 -0.89023170E-03 -0.89651329E-03 -0.90177525E-03 -0.90624526E-03
48.00 -0.84856470E-03 -0.85452101E-03 -0.85951021E-03 -0.86374833E-03
49.00 -0.80939009E-03 -0.81504289E-03 -0.81977760E-03 -0.82379939E-03
50.00 -0.77252508E-03 -0.77789435E-03 -0.78239134E-03 -0.78621106E-03
1.4
V5
-020392795E+00
-0.11786220E+00
-0.77002360E-01
-0.54915555E-01
-0.41609262E-01
-0.32885467E-01
-0.26789083E-01
-0.22319383E-01
-0.18920292E-01
-0.16260774E-01
-0.14132258E-01
-0.12397079E-01
-0.1096082 IE-01
-0.97566348E-02
-0.87359021E-02
-0.78624466E-02
-0.71088160E-02
-0.64538197E-02
-0.58808534E-02
-0.53767338E-02
-0.49308693E-02
-0.45346607E-02
-0.41810598E-02
-0.38642396E-02
-0.35793454E-02
-0.33223032E-02
-0.30896719E-02
-0.28785273E-02
-0.2686371 IE-02
-0.25110570E-02
-0.23507333E-02
-0.22037945E-02
-0.20688433E-02
-0.19446584E-02
-0.18301691E-02
-0.17244327E-02
-0.16266172E-02
-0.15359858E-02
-0.14518840E-02
-0.13737289E-02
-0.13010002E-02
-0.12332321E-02
-0.11700068E-02
-0.11109486E-02
-0.10557189E-02
-0.10040120E-02
-0.95555161E-03
-0.91008698E-03
-0.86739064E-03
-0.82725568E-03
-0.7894936 IE-03
A.6
TABLE A5
Radius of the sphere is 100.0*kl 
The ratio k2/kl is 1.0 The number of surface modes is 49 
The ratio k2/kl is 1.1 The number of surface modes is 54 
The ratio k2/kl is 1.2 The number of surface modes is 59 
The ratio k2/kl is 1.3 The number of surface modes is 64 
The ratio k2/kl is 1.4 The number of surface modes is 69 
k2/kl 1.0 1.1 1.2 1.3
z*kl VI V2 V3 V4
0.00 -0.14765459E+00 -0.16287892E+00 0.17809789E+00 -0.19331011E+00
1.00 -0.99385079E-01 -0.10603564E+00 -0.11221200E+00 -0.11795129E+00
200 -0.71581613E-01 -0.74800102E-01 -0.77636510E-01 -0.80144404E-01
3.00 -0.54440968E-01 -0.56185353E-01 -0.57677108E-01 -0.58961972E-01
4.00 -0.43191887E-01 -0.44246344E-01 -0.45136263E-01 -0.45894930E-01
5.00 -0.35393602E-01 -0.36092696E-01 -0.36680138E-01 -0.37179249E-01
6.00 -0.29731642E-01 -0.30229325E-01 -0.30646918E-01 -0.31001038E-01
7.00 -0.25460834E-01 -0.25834150E-01 -0.26146989E-01 -0.26411659E-01
8.00 -0.22137346E-01 -0.22428267E-01 -0.22671612E-01 -0.22876888E-01
9.00 -0.19484354E-01 -0.19717609E-01 -0.19912266E-01 -0.2007594 IE-01
10.00 -0.17321826E-01 -0.17512992E-01 -0.17672117E-01 -0.17805474E-01
11.00 -0.15528242E-01 -0.15687677E-01 -0.15820044E-01 -0.15930622E-01
12.00 -0.14018856E-01 -0.14153749E-01 -0.14265458E-01 -0.14358495E-01
13.00 -0.12732862E-01 -0.12848377E-01 -0.12943808E-01 -0.13023063E-01
14.00 -0.11625540E-01 -0.11725486E-01 -0.11807870E-01 -0.11876109E-01
15.00 -0.10663285E-01 -0.10750539E-01 -0.10822311E-01 -0.10881614E-01
16.00 -0.98203642E-02 -0.98971390E-02 -0.99601690E-02 -0.10012130E-01
17.00 -0.90767464E-02 -0.91447720E-02 -0.92005188E-02 -0.92463788E-02
18.00 -0.84166066E-02 -0.84772552E-02 -0.85268738E-02 -0.85676126E-02
19.00 -0.78272806E-02 -0.78816543E-02 -0.79260703E-02 -0.79624715E-02
20.00 -0.72985151E-02 -0.73475089E-02 -0.73874728E-02 -0.74201702E-02
21.00 -0.68219213E-02 -0.68662694E-02 -0.69023958E-02 -0.69319072E-02
2200 -0.63905711E-02 -0.64308814E-02 -0.64636779E-02 -0.64904305E-02
23.00 -0.5998693IE-02 -0.60354730E-02 -0.60653629E-02 -0.60897119E-02
24.00 -0.56414419E-02 -0.56751182E-02 -0.57024568E-02 -0.57246999E-02
25.00 -0.53147205E-02 -0.53456548E-02 -0.53707426E-02 -0.53911310E-02
26.00 -0.50150415E-02 -0.50435420E-02 -0.50666348E-02 -0.50853821E-02
27.00 -0.47394189E-02 -0.47657498E-02 -0.47870666E-02 -0.48043552E-02
28.00 -0.44852811E-02 -0.45096702E-02 -0.45293996E-02 -0.45453864E-02
29.00 -0.42504020E-02 -0.42730469E-02 -0.42913520E-02 -0.43061725E-02
30.00 -0.40328455E-02 -0.40539182E-02 -0.40709410E-02 -0.40847128E-02
31.00 -0.38309200E-02 -0.38505709E-02 -0.38664353E-02 -0.3879261 IE-02
32.00 -0.36431410E-02 -0.36615023E-02 -0.36763171E-02 -0.36882867E-02
33.00 -0.34682012E-02 -0.34853894E-02 -0.34992503E-02 -0.35104429E-02
34.00 -0.33049446E-02 -0.33210627E-02 -0.33340545E-02 -0.33445398E-02
35.00 -0.31523456E-02 -0.31674853E-02 -0.31796830E-02 -0.31895228E-02
36.00 -0.30094913E-02 -0.3023734IE-02 -0.30352047E-02 -0.30444540E-02
37.00 -0.28755666E-02 -028889856E-02 -0.28997887E-02 -0.29084965E-02
38.00 -0.27498418E-02 -0.27625023E-02 -0.27726914E-02 -027809014E-02
39.00 -0.26316615E-02 -0.26436223E-02 -0.26532454E-02 -0.26609970E-02
40.00 -0.25204357E-02 -0.25317498E-02 -0.25408501E-02 -0.25481787E-02
41.00 -0.24156321E-02 -0.24263473E-02 -0.24349638E-02 -0.24419012E-02
42.00 -0.23167689E-02 -0.23269286E-02 -0.23350966E-02 -0.23416717E-02
43.00 -0.22234094E-02 -0.22330530E-02 -0.22408046E-02 -022470434E-02
44.00 -0.21351570E-02 -0.21443202E-02 -0.21516846E-02 -0.21576108E-02
45.00 -0.20516504E-02 -0.20603659E-02 -0.20673694E-02 -0.20730047E-02
46.00 -0.19725601E-02 -0.19808578E-02 0.19875247E-02 -0.19928886E-02
47.00 -0.18975850E-02 -0.1905492IE-02 O.19118445E-02 -0.1916955 IE-02
48.00 -0.18264494E-02 -0.18339910E-02 -0.18400492E-02 -0.18449230E-02
49.00 -0.17589006E-02 -0.17660996E-02 O.17718823E-02 -0.17765342E-02
50.00 -0.16947063E-02 -0.17015839E-02 -0.1707108IE-02 -0.17115522E-02
1.4
V5
0.20851431E+00
-0.12328742E+00
-0.82368860E-01
0.60075889E-01
-0.46547247E-01
-0.37606998E-01
-0.31303662E-01
-0.26637050E-01
-0.23051006E-01
-0.20214204E-01
-0.17917676E-01
-0.16023304E01
-0.14436198E-01
-0.13089035E-01
-0.11932736EO1
-0.10930685E-01
-0.10055012E-01
-0.92841322E-02
-0.86010733E-02
-0.79923063E-02
-0.74469167E-02
-0.69560039E-02
-0.65122380E-02
-0.61095293E-02
-0.57427776E-02
-0.54076797E-02
-0.51005804E-02
-0.48183555E-02
-0.45583194E-02
-0.43181510E-02
-0.40958344E-02
-0.38896108E-02
-0.36979390E-02
-0.35194630E-02
-0.33529852E-02
-0.31974444E-02
-0.30518969E-02
-0.29155010E-02
-0.27875034E-02
-0.26672286E-02
-0.25540687E-02
-0.24474758E-02
-0.23469543E-02
-0.22520552E-02
-0.2162371 IE-02
-0.20775311E-02
-0.19971970E-02
-0.19210601E-02
-0.18488378E-02
-0.1780271 IE-02
-0.17151223E-02
