Breast cancer represents one of the diseases that make a high number of deaths every year. It is the most common type of all cancers and the main cause of women's deaths worldwide. Classification and data mining methods are an effective way to classify data. Especially in medical field, where those methods are widely used in diagnosis and analysis to make decisions. Here, a common misconception is that predictive analytics and machine learning are the same thing where in predictive analysis is a statistical learning and machine learning is pattern recognition and explores the notion that algorithms can learn from and make predictions on data. In this paper, we are addressing the problem of predictive analysis by adding machine learning techniques for better prediction of breast cancer. In this, a performance comparison between different machine learning algorithms: Support Vector Machine (SVM), Decision Tree (C4.5), Naive Bayes (NB) and k Nearest Neighbors (k-NN) on the Wisconsin Breast Cancer (original) datasets is conducted. The main objective is to assess the correctness in classifying data with respect to efficiency and effectiveness of hybrid algorithm in terms of accuracy, precision, sensitivity and specificity.
I. INTRODUCTION
Machine learning is an application of artificial intelligence (AI) that provides systems the ability to automatically learn and improve from experience without being explicitly programmed. Machine learning focuses on the development of computer programs that can access data and use it learn for themselves. [17] 
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The process of learning begins with observations or data, such as examples, direct experience or instruction, in order to look for patterns in data and make better decisions in the future based on the examples that we provide. Some machine learning methods:
Supervised learning
An algorithm uses training data and feedback from humans to learn the relationship of given inputs to a given output. For instance, a practitioner can use marketing expense and weather forecast as input data to predict the sales of cans.
You can use supervised learning when the output data is known. The algorithm will predict new data.
Unsupervised learning
In unsupervised learning, an algorithm explores input data without being given an explicit output variable (e.g., explores customer demographic data to identify patterns).
You can use it when you do not know how to classify the data, and you want the algorithm to find patterns and classify the data for you.
Reinforcement learning
It is about taking suitable action to maximize reward in a particular situation. It is employed by various software and machines to find the best possible behavior or path it should take in a specific situation.
Application of Machine Learning are in every field, few of them are here listed below.
IMAGE PROCESSING
Image Processing, as its name suggests, is the processing of various algorithms to get the results according to our wish.
There are two types of image processing;
Analog Image Processing 2. Digital Image Processing
The analog image processing is applied on analog signals and it processes only two-dimensional signals.
The images are manipulated by electrical signals. In analog image processing, analog signals can be periodic or non-periodic. A typical example of analog image processing is a television. In a TV we see pictures due to the controlling of electrical signals ie, using a cathode ray tube. This method of manipulation of images by physical factors like electricity, light etc is called analog image processing. [15] In digital image processing, digital images are processed digitally. DIP focuses on developing a computer system that is able to perform processing on an image. The input of that system is a digital image 
Random Forest
Random forests or random decision forests are an ensemble learning methods for classification , regression and other tasks that operates by constructing a multitude of decision trees at training time and outputting the class that is the mode of the classes (classification) or mean prediction (regression) of the individual trees.
Decision Tree
A decision tree is a decision support tool that uses conducted. Main parameters for the comparison were Accuracy, precision, Sensitivity, Specificity. By using mentioned techniques in the proposed system will definitely help in better prediction of breast cancer.
