Abstract. The Hecke L-function H j (s) attached to the jth Maass form for the full modular group is estimated in the mean square over a spectral interval for s = 1 2 + it. As a corollary, we obtain the estimate H j (
Introduction
We adopt the notation of the monograph [Mo] of Y. Motohashi; thus the Hecke L-function H j (s), defined for Re s > 1 by the Dirichlet series
is related to the jth Maass form ψ j for the full modular group, and the coefficients t j (n) are the corresponding Hecke eigenvalues for ψ j . The form ψ j is an eigenfunction of the hyperbolic Laplacian, and the respective eigenvalue is written as 1/4 + κ 2 j with κ j > 0. In [JM1] it was proved-as a generalization of the main result in [J4] concerning the case t = 0-that
where α j = |ρ j | 2 / cosh(πκ j ) with ρ j the first Fourier coefficient of ψ j . Since it is known that α j κ −ε j (see [Iw1] ), this implies that (1.1) H j 1 2 + it κ 1/3+ε j for 0 t κ 2/3 j ;
in the case t = 0, this was first shown by A. Ivić [Iv2] . The "trivial" bound is H j ( 1 2 + it) (t + κ j ) 1/2+ε which follows from the functional equation of H j (s) by the convexity principle, so that the estimate (1.1) may be viewed as a subconvexity bound. More generally, one may conjecture the validity of the hybrid subconvexity estimate (1.2) H j 1 2 + it (κ j + t) 1/3+ε for t 0.
This has been proved by T. Meurman [Me2] for t κ as a corollary of our main theorem. Finally, in [JM2] , even this gap is filled, and the conjecture (1.2) is thus verified. It should be noted that the same estimate without 1/3 in the exponent would be an analogue of Lindelöf's hypothesis, and this is of course the ultimate goal in this context.
As a notational convention, we let ε denote generally a small positive constant, not necessarily the same at each occurrence, which may depend on other ε-numbers, whereas δ will stand for a small positive constant which will be fixed throughout that context where it is introduced.
Theorem. For t 0 and 1 G K, we have
Choosing G = 1, we obtain immediately the following corollary.
Corollary. For t κ
3/2 j , we have
For orientation, we note that a standard argument based on the approximate functional equation for H j (s) and the spectral large sieve (Lemma 4 below) gives the bound (GK +t) 1+ε for the sum in (1.3), so that the case t K 1+ε is anyway clear. The remaining case t K 1+ε will be divided into two subcases,
which will be treated by different arguments. Namely, in the case (1.4), we are going to apply the Bruggeman-Kuznetsov Spectral-Kloosterman sum formula and van der Corput's method, while the main tools in the case (1.5) will be certain transformation formulae for Dirichlet polynomials (analogous to those in [J1] ), the method of "overlapping intervals", the spectral large sieve, and an arithmetic lemma from the Bombieri-Iwaniec method. The transformation device and the last mentioned lemma are common features of the present paper with [J2] , where an alternative proof of Iwaniec's well-known estimate for the fourth moment of the zeta-function over a short interval on the critical line was given.
Though the arguments in the cases (1.4) and (1.5) will be different, the starting point is nevertheless the same: by the approximate functional equation for H j (s), say in the form of the Reflection Principle due to K. Ramachandra (see [Iv1, Sec. 4 .4]), we may reduce the proof of (1.3) to showing that (1.6)
where
with M < M 2M and M t. Since (1.6) follows immediately from the spectral large sieve inequality if M (GK + t 2/3 ) 1+ε , we may suppose henceforth that
The case (1.4)
It suffices to prove (1.6) in the special case
where δ > 0 is a small positive constant, for the general assertion then follows on subdividing the range for κ j into subranges of length about (2.1) if the original range is longer, applying then (1.6) to each of these, and adding finally the estimates. Also, an estimate for the weighted sum
entails the same estimate for the sum (1.6), so that we may henceforth consider the sum (2.2). We write it as
and apply in the inner sum the following Bruggeman-Kuznetsov sum formula (for a proof, see [Mo, 
Here δ m,n = 1 if m = n, and δ m,n = 0 otherwise.
The contribution of the first term on the right of (2.4) to the sum S is negative (because σ 2ir (n)n −ir is real for real r) and can thus be neglected. Also, the δ-term is easy, for its contribution is KG. In our treatment of the Kloosterman part in (2.4), we first truncate the sum over as in [JM1] (or [JM2] ), namely to the range
Indeed, the contribution of the remaining values of to S is K −A , for any fixed positive A, which is negligible.
Next the integral transform h + (x) and the Kloosterman sum S(m, n; ) are substituted into (2.4), and the resulting expression is further substituted into (2.3), where the sums over m and n will be estimated for fixed r, , and a.
At this stage, we need the following asymptotic expansion for the J-Bessel function (see [EMOT, Sec. 7.13 .2, Eq. (17)]):
ω(r, x) = 4r 2 + x 2 − 2r log 2r/x + 1 + 4(r/x) 2 as r and x tend to infinity. The relation (2.6) gives the leading term of the expansion, and the subsequent terms not written down involve positive powers of (x 2 + 4r 2 ) −1/2 together with the same oscillatory factor; then the error term will be of the order O(x −A ), where the positive number A can be chosen arbitrarily large taken that the expansion is sufficiently long. This will be applied with x larger than r, and then the first approximation to ω(r, x) is simply x, the second approximation is x − 2r
2 /x, and so on. Suppose now that uniformly for all a and r K we have
where ν = ±1 and m, n run over any subintervals of [M, M ] . Then, using (2.6) and two-dimensional summation by parts (see [K, Theorem 1.6 ]), we see that the contribution of the -term in (2.4) to the sum S is
For convenience, we formulate the two-dimensional partial summation formula.
Lemma 2. Let f (m, n) and g(m, n) be number theoretic functions and suppose that the partial derivatives f x , f y , and f xy are continuous in the rectangle
The double exponential sum in (2.7) can be estimated by the following lemma [K, Theorem 2.16] Lemma 3. Suppose that 
The diagonal terms give a contribution M 3/2 to the original double sum. Essentially the same comes from the non-diagonal terms, by a combination of van der Corput's lemma and the "first derivative test" ([Iv1, Lemmas 2.4 and 2.1]; the former is used in its simplest case). After a subdivision of the n-sum in (2.7), we may suppose that |n 1 − n 2 | cM for a suitably small positive constant c. In this way, we see that T ( ) M 3/2 t δ . Then, by (2.8), the contribution of the the values
Remark. The above argument works in the case (1.5) as well, but then we get an additional term which is about of the order t/K and exceeds thus t 2/3 for t K 3 . Therefore we need an alternative method in this case.
3. The case (1.5)
For t K 3 , the term t 2/3 dominates on the right of (1.6) whatever the size of G, so that it suffices to prove the estimate (3.1)
with S j as in (1.7). By (1.8), we may suppose that
To begin with, we express the sum S j approximately in terms of certain short sums related to the rationals ρ = a/q (in their lowest terms) with Q q 2Q, where Q > 1 is a parameter to be specified in a moment. In general, there are
such numbers ρ in the interval [0, 1]. Therefore, statistically, one may expect that there are about λ = Lη numbers ρ in an interval of length η if η Q −2 . We specify now Q = M t −2/3−δ , η = Q −1 noting that then λ Q. Let u 0 be a "moothing parameter", the role of which will be to produce smooth weight functions by an averaging procedure, and define
In applications of the transformation method of [J1] to Dirichlet polynomials, the sum related to ρ is usually chosen to be symmetric with respect to t/(2πρ), but we prefer to work with the asymmetric ranges I(ρ, u) in order to get a transformed sum of a more convenient form in the sense that all the indices of summation will be of the same order of magnitude.
The smoothing procedure in (3.3) runs as follows: writing u = u 1 + · · · + u J with 0 u j U , where J a sufficiently large fixed positive integer and
we average S j (ρ, u) over the variables u j to construct a weighted sum, say S j (ρ). This device, used originally in [J1] , improves the accuracy of the Voronoi transformation of exponential sums. But as yet we keep u fixed, restrict ρ to the interval
, and show next that the sum
a linear combination of partially overlapping sums, is a good approximation to S j in the sense that (3.6)
uniformly for 0 u JU . To compare the sums S j andS j (u), we write their difference as
and apply the spectral large sieve inequality, which we state as the following lemma (see [Mo, Theorem 3.3] ).
Lemma 4. For C(log K)
, where C > 0 is sufficiently large constant, and for any complex vector {c(n)} with N n 2N , we have
Since M t 2/3 K 2 , we see that the left hand side of (3.6) is
Now m lies in the interval I(ρ, u) with ρ ∈ R whenever ρ lies in the interval
Therefore, for m ∈ [M, M ], the deviation from λ of the number of our rationals ρ in the above interval is measured by |a m (u)|. The interval R contains the latter interval in the intersection if
This holds for all m in (3.8) up to M t −1/3+δ exceptions. Since a m (u) λ by the above remarks, the contribution of these exceptional values to (3.8)
To the other values of m, we apply the following well-distribution property of rationals (see [J3, J4] ).
Lemma 5. Let Q 1, L = Q q 2Q ϕ(q), 0 < ∆ 1/3, λ = 2∆L, and let λ(x) denote the number of the rationals a/q with (a, q) = 1 and Q q 2Q in the
If we now interpret a m (u) statistically as above, we may view m as a continuous variable and the sum over m in (3.8) can be replaced by the corresponding integral with a small error. After a simple change of variable, this integral can be estimated by Lemma 5 with ∆ = η/2 and x running over an interval of length t/M ; by periodicity, Lemma 5 readily implies an estimate even for integrals over intervals of length exceeding one. In this way, the remaining part of (3.8) is seen to be M Q −1 t ε log 3 Q t 2/3+2δ . Thus the inequality (3.6) is verified. At this point, we average S j (ρ, u) over u as explained above, constructing thus a smoothed sum which we denoted by S j (ρ). In other words, we average the sum S j (u) producing the sumS
This is a good approximation to S j in the sense that (3.6) holds withS j in place ofS j (u), and hence the inequality (3.9)
implies the desired estimate (3.1). Thus it remains to prove (3.9).
Next we are going to transform the sums S j (ρ) as in [J1] , that is by a summation formula of the Voronoi type, which in the present case reads as follows (see [Me1, Theorem 2] 
where j is the parity sign of the jth Maass form. The convention of summation on the left is that if A or B is an integer, then the corresponding term is to be halved. We apply this with −ρ = −a/q in place of a/q and with f (x) = x −1/2−it e(ρx); the role of the factor e(ρx) here is to damp the oscillations of x −it . The range of summation is the interval I(ρ, u), or ultimately the interval (3.11)
once the smoothing has been done. The above argument yields a transformation formula for the sum S j (ρ) if the Bessel functions are expressed by their asymptotic formulae and the integrals are approximately evaluated by the saddle point method. In fact, such a formula has been worked out by T. Meurman (see [Me2] ). On the other hand, analogous but somewhat simpler transformation formulae for Dirichlet polynomials involving the divisor function d(n) or Fourier coefficients of holomorphic cusp forms can be found in [J1] , and to avoid complications we want to utilize the latter results.
In our case, the dominating contribution will come from the J-Bessel part of (3.9), and moreover from a suitable sum over n ∈ [c 1 M, c 2 M ] for some positive constants c i , with c 1 sufficiently small and c 2 sufficiently large, for otherwise the respective integrals will be negligible by the general principle that an exponential integrals with a smooth weight function and without a saddle point is small.
The strategy of such a "comparison argument" is as follows. The dominating contribution in (3.10) will come from the J-Bessel part, and the integrals will be calculated by the saddle point method. In our case, the oscillatory part of the asymptotic formula (2.6) for the J-Bessel functions with r = κ j can be made independent of κ j since it is sufficiently small compared with x, and then the J-integrals in (3.10) will be approximately of the same structure as those in the corresponding formula involving d(n) in place of t j (n), as far as the leading term of the saddle point method is concerned. The analogue of (3.10) for a sum involving d(n) in place of t j (n) (see [J1, Theorem 1.7] ) is a generalization of Voronoi's classical summation formula, and it will serve as a simplified model for us. This formula involves the Bessel function Y 0 (x), and in fact the same function emerges in (3.10) if we let heuristically κ j tend to zero. Indeed, by the definition of Y 0 (x), we have
For the clarity of presentation, we postpone the justification of this approximation and the omission of the other terms in (3.10) to the next section. As we mentioned above, the point is that the leading explicit terms on both sides of (3.12) will coincide in our case, and these terms will play a dominating role in the proof of (3.9). To transform the smoothed subsum S j (ρ) according to the comparison principle, we introduce some notation. Write the interval (3.11), that is the range of S j (ρ), as
Then, assuming for a moment that the approximation (3.12) holds and that the K-Bessel part in the summation formula is negligible, we may quote from [J1] , Theorem 4.3, the following leading explicit part of the transformation formula for S j (ρ) (it is easy to check that the conditions of that theorem are satisfied, in particular the condition µ i aqt ε holds by our choice of Q):
where w(n, ρ) is a piecewise smooth bounded weight function. To read the above sum literally from [J1] , one may view the sum S j (ρ) as the difference of two more symmetric sums (with respect to the point t/(2πρ)) and take then the difference of the transformed sums. Of course, there is nothing to correspond to the leading term in Theorem 4.3, for t j (n), unlike d(n), is a function of oscillating sign. The error term in [J1] is
with U as in (3.4), and its proof makes use of well-known properties of the divisor function. Though a full analogy between the estimates for d(n) and t j (n), that is the Ramanujan-Petersson conjecture, is still an open problem, it suffices for our purposes that t j (n) is known to be essentially bounded in mean, and this property follows in fact from the estimate
due to H. Iwaniec (see [Iw2, Lemma 1] ). The contribution of the above error terms to the sumS j is
1, which is negligible. We substitute now the preceding approximate formula for S j (ρ) to the definition ofS j getting a double sum over n and ρ. Then, using the spectral large sieve, we reduce the sum (3.9) to the estimation of sums of the type
we applied partial summation to simplify the n-sum and used the estimate λ −2 (aqtn)
. Turning to the non-diagonal terms, we classify these into log 2 t groups either according to the conditions
(3.15) for some positive numbers ∆ i , or allowing the right hand side of (3.14) or (3.15) vanish so that we may put ∆ 1 = 0 or ∆ 2 = 0 (both of them cannot vanish simultaneously outside the diagonal). As usual, α denotes the distance of α from the nearest integer. The number of such pairs (a 1 /q 1 , a 2 /q 2 ) can be estimated by the following well-known lemma of E. Bombieri and H. Iwaniec (for a proof of a generalized version, see [HW] ):
Lemma 6. The number of the pairs of rationals (a 1 , q 1 , a 2 /q 2 ) satisfying a i A, q i Q, and
The n-sum in (3.13) is estimated by van der Corput's lemma [Iv1, Lemma 2.4] , that is by the corresponding integral and a bounded term in our case. To this end, we have to analyse the oscillatory nature of this sum. Note that
In (3.13), we write the summand as e(f (n) with
and
Then for x M , q i M t −2/3−δ , a i t 1/3−δ , and assuming (3.15) (possibly for ∆ 2 = 0, meaning that the left hand side vanishes), we have 
The structure of the transformed sums
In the preceding section, it remained to be verified that if the sum S j (ρ) is transformed by the summation formula (3.10), then the functional structure of the transformed sum will be independent of κ j , as far as the "first approximation" is concerned, if κ j is sufficiently small compared with t, namely κ j t 1/3−ε . We establish this structural invariance by showing that both sides of (3.12) give the same leading term, and the other terms in this approximation are of similar structure but of smaller order of magnitude. Because we are interested in estimations, only the leading term is significant.
The comparison of both sides of (3.12) amounts to the comparison of the respective Bessel functions, for which we have the asymptotic formulae
