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Re´sume´
Nous de´finissons et e´tudions un proble`me d’optimisation combina-
toire et un programme line´aire en nombres entiers, qui mode´lisent
le routage multi-chemin avec la qualite´ de service garantie de trafic
dans un re´seau sur puce. Base´ sur le multiplexage temporel et
l’e´mission cyclique des messages, le mode`le permet d’e´viter les col-
lisions, les blocages statiques et dynamiques dans des re´seaux a`
topologie irre´gulie`re, tout en minimisant les temps de latence. Une
extension de ce proble`me de routage multi-chemin, qui permet une
reconfiguration dynamique du routage au moment de l’exe´cution est
e´galement pre´sente´e. Dans ce cas, des ensembles inde´pendants de
chemins valides sont pre´-calcule´s de telle sorte qu’ils peuvent eˆtre
inter-change´s en cours d’exe´cution sans impact sur le trafic courant,
tout en re´utilisant tous les intervalles de temps dont les ressources
sont vacantes ou libe´re´es.
L’approche du graphe spatio-temporel e´tendu est retenue dans les
processus de re´solution. Tout d’abord, nous pre´sentons un en-
semble d’ope´rateurs de base de calcul de plus courts chemins.
Se sont une heuristique de construction paralle`le gloutonne, un
ope´rateur de voisinage, et un algorithme de Dijkstra modifie´ dans
un graphe spatio-temporel e´tendu qui calcul un chemin unique dans
un NoC occupe´ en temps pseudo-polynomial. Ensuite, pour re´soudre
l’ensemble des proble`mes, les ope´rateurs sont introduits et combine´s
dans trois me´thodes de recherche locale ite´re´e capable de ge´ne´rer
rapidement des solutions admissibles, un algorithme e´volutionnaire
a` base de population solutions confe´rant une grande diversite´ a` la
recherche de solutions et un algorithme me´me´tique, tirant partie des
avantages des deux pre´ce´dents.
Les expe´riences sont re´alise´es sur un ensemble d’instances
d’applications re´elles, et d’instances d’applications artificielles
qui sont ge´ne´re´es ale´atoirement a` partir des instances re´elles,
pour illustrer les performances et la robustesse des me´thodes de
recherche.
Mots cle´s: Re´seau sur puce, trafic garanti, trafic au mieux, optimisa-
tion combinatoire, programme line´aire en nombres entiers, proble`me
des K -plus courts chemins, reconfiguration dynamique, proble`me de
flot maximum, graphe spatio-temporel, heuristique, recherche locale,
algorithme e´volutionnaire, algorithme me´me´tique
Abstract
We define and study a combinatorial optimization problem and
mixed-integer linear programming, that models multi-path routing in a
Network-on-Chip with guaranteed traffic. Based on time division mul-
tiplexing, the model allows to avoid collisions, deadlocks and livelocks
in irregular network topologies, while minimizing latency. An exten-
sion of this multi-path problem is also presented that allows dynamic
reconfigurable routing at execution time. In that case, independent
sets of valid routes are pre-computed in such a way they can be in-
terchanged during execution with no impact on the existing traffic,
while reusing all the vacant and free time-slot resources.
A time-expanded graph approach is retained for the solution process.
First, we present a set of basic operators to compute shortest paths.
They can be a greedy parallel construction heuristic, neighborhood
operators, and a modified Dijkstra algorithm in a time expanded graph
that allows computing a single path in an occupied Noc in pseudo-
polynomial time. Then, to solve all the problems, operators are in-
troduced and combined within three iterated local search methods
that can quickly generate feasible solutions, an evolutionary algorithm
based on population conferring diversity solutions in search of solu-
tions and a memetic algorithm, taking advantage of the benefits of
the previous two.
Experiments are done on a set of benchmarks representative
of real life applications, and instances of artificial applications
randomly generated from real cases, to illustrate the performance
and robustness of research methods.
keywords: Network on Chip, guaranteed traffic routing, best ef-
fort, combinatorial optimization, mixed-integer linear programming,
K -Shortest Paths Problem, dynamic reconfiguration, maximum flow
problem, time-expanded graph, heuristic, local search methods evo-
lutionnary algorithm, memetic algorithm
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Introduction Ge´ne´rale
Contexte
La notion de re´seau sur puce (NoC∗) est maintenant une solution adopte´e dans la
technologie des semi-conducteurs dans laquelle le principe de re´seau joue un roˆle im-
portant [11, 3, 1]. Avec la re´duction a` l’e´chelle nanome´trique de la taille des tran-
sistors, les concepteurs mettent au point des circuits inte´gre´s complexes he´te´roge`nes,
incluant plusieurs e´le´ments fonctionnels sur un meˆme support de silicium, connus sous
le nom de syste`me sur puce (SoC∗) ou syste`me multiprocesseur sur puce (MPSoC∗).
Dans de tels syste`mes, les solutions traditionnelles base´es sur un bus partage´ ont at-
teint leur limite e´volutive et font place aux architectures de NoC comportant un re´seau
d’interconnexion avec des liens courts. De la` de´coulent des proble`mes de conception
nouveaux. Comme dans les re´seaux informatiques ou les re´seaux de transport terrestre,
la conception de syste`mes efficaces de routage, de communication ou de transport,
est une question cruciale pour permettre une garantie de la bande passante du trafic,
e´viter les collisions et les interblocages. Dans les NoC, les approches a` garantie de trafic
(GT∗) et a` trafic au mieux (BE∗), sont souvent oppose´es [23]. Une caracte´ristique cle´
du routage GT est de re´gler le routage sans conflit au moment du calcul d’itine´raire,
alors que le routage BE traite ces meˆmes proble`mes en cours de transport. Il est ad-
mis que les re´seaux BE fournissent de bonnes performances moyennes, mais que les
performances pour les pires cas sont tre`s souvent difficiles a` pre´voir. De plus, pour
e´viter les possibilite´s d’interblocage, les re´seaux de type BE impliquent des restrictions
sur l’acheminement et/ou des couˆts supple´mentaires dus a` l’e´clatement des liens en
canaux virtuels [6]. Au contraire, les me´thodes GT assurent le respect des exigences
temps re´el de l’application, mais elles impliquent souvent un sur-dimensionnement
de la bande passante du trafic entre les nœuds source et destination, et leur mise en
œuvre souffre d’un manque d’adaptabilite´ dynamique aux fluctuations de trafic. Prin-
cipalement, l’approche GT permet d’e´viter la possibilite´ de conflits et d’interblocages
par un calcul pre´alable des chemins et la synchronisation des e´changes. C’est dans ce
contexte des re´seaux sur puce GT que se situent les travaux pre´sente´s dans ce me´moire.
Plus pre´cise´ment, nous nous plac¸ons dans le cadre de la me´thodologie de conception
de NoC µSpider II propose´e par [9].
Objectifs et contributions
Dans le cadre de cette the`se, nous avons mene´ des travaux que l’on peut classer suivant
quatre types d’objectifs. Leur atteinte peut eˆtre e´value´e a` travers les diffe´rentes contri-
butions que nous pre´sentons dans ce manuscrit.
Un premier ensemble d’objectifs est la formulation du proble`me de routage GT
dans le NoC en tant que proble`me d’optimisation combinatoire pre´cise´ment de´fini et
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formalise´. La technique de routage utilise´e est le multiplexage temporel dans lequel un
ensemble de messages origine/destination constitue´s d’un nombre variable de paquets
se partagent une plage de temps et utilisent des instants de passage disjoints au travers
des liens du re´seau. Le proble`me est cyclique dans la mesure ou` les messages sont
e´mis re´gulie`rement suivant un cycle de temps. Ce cycle de temps de´finit la plage de
temps partage´e entre les communications. Pour chaque nœud source, une table d’acce`s
multiple a` re´partition dans le temps (TDMA∗) indique les instants d’e´mission des mes-
sages vers leurs destinations respectives. Cette technique de multiplexage temporel
dans un NoC a de´ja` e´te´ pre´sente´e et utilise´e par exemple dans [47, 46, 18, 27, 44, 63].
L’apport que nous proposons par rapport a` ces travaux en architecture de SoC, con-
siste a` formuler pre´cise´ment le proble`me de communication en le reliant au domaine
de l’optimisation combinatoire et aux proble`mes standards de routage de la litte´rature
qui s’en rapprochent. Nous verrons par exemple que le proble`me peut eˆtre vu comme
une combinaison d’un Bin Packing et d’un proble`me standard deK-plus-courts chemins
avec contraintes. Nous montrons que le proble`me est NP-difficile au sens fort.
Un deuxie`me ensemble d’objectifs recherche´s dans cette the`se consiste en l’extension
du proble`me de routage afin de permettre la reconfiguration dynamique des chemins
de communication lors de l’exe´cution de l’application sur le NoC. La diffe´rence par
rapport au proble`me pre´ce´dent, que nous appelons proble`me de routage standard,
est que plusieurs tables TDMA spe´cifiant chacune une configuration de communica-
tion peuvent eˆtre associe´es a` un meˆme nœud source. Nous supposons que la phase
d’optimisation a lieu au moment de la conception, mais que les changements de con-
figuration d’e´mission peuvent se produire pendant la pe´riode d’exe´cution du NoC. Il
s’agit donc de formaliser la de´finition de ce proble`me de routage avec reconfiguration
dynamique et d’en e´tudier les proprie´te´s. Une difficulte´ du proble`me est de permettre
une re´utilisation maximale des intervalles de temps libe´re´s lors d’un changement de
configuration d’e´mission, sans que cela entraine de conflit entre paquets. Nous pro-
posons une solution a` cette difficulte´.
Un troisie`me ensemble d’objectifs est de tenter de caracte´riser les difficulte´s inhe´-
rentes a` l’approche GT, ainsi que les potentialite´s et limites des me´canismes de reconfig-
uration dynamiques propose´s. Nous proce´dons pour cela a` une analyse de la taˆche du
concepteur lorsqu’il spe´cifie des flots de communication valides (messages et paquets),
reconfigurables ou non, qui sont la donne´e d’entre´e des proble`mes de routage GT. Nous
verrons que la taˆche n’est pas aussi aise´e qu’il n’y paraˆıt puisqu’elle s’apparente a` la
re´solution (implicite) d’un proble`me de flot maximum non trivial. Nous en de´duisons
des limites du me´canisme de reconfiguration dynamique autorise´ et proposons des
pistes pour surmonter ces limites. Nous e´tudions dans le meˆme temps les liens entre
l’approche GT propose´e et l’approche de type BE. Nous proposons de les conside´rer
comme deux types d’approches comple´mentaires de routage pouvant e´ventuellement
eˆtre combine´es au sein d’un meˆme NoC. De la spe´cification des flots de communica-
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tion valides, nous de´duisons e´galement un algorithme de ge´ne´ration de jeux de trafic
ale´atoires qui seront utilise´s pour les expe´rimentations et la validation des me´thodes
de re´solution.
Un quatrie`me ensemble d’objectifs recherche´s dans ces travaux re´side dans la de´fi-
nition et la mise en œuvre de me´thodes de re´solution efficaces pour les proble`mes
d’optimisation combinatoires propose´s. Ces approches sont la recherche d’une re´solution
exacte d’un programme line´aire en nombres en entiers du proble`me de routage stan-
dard, et des heuristiques et me´taheuristiques pour les deux types de proble`mes, le
proble`me standard et son extension permettant la reconfiguration dynamique des
chemins de communication.
Toutes ces me´thodes utilisent un graphe spatio-temporel e´tendu (TEG∗), qui con-
tient une copie de l’ensemble des nœuds et des arcs du graphe initial pour chaque pas
de temps discret conside´re´. Il permet de me´moriser l’e´tat d’occupation du re´seau aux
diffe´rents intervalles de temps conside´re´s. Le principe est de´ja` utilise´ dans le routage
multiple a` re´partition dans le temps [46]. Cette structure est e´galement souvent ren-
contre´e pour traiter des proble`mes de plus courts chemins avec feneˆtres de temps [34].
Elle permet de re´soudre des proble`mes de flots dans lesquels le temps joue un roˆle
important en appliquant des techniques algorithmiques standards de´veloppe´es pour
des flots statiques. L’utilisation d’un TEG nous paraˆıt indique´e dans le cas pre´sent,
dans la mesure ou` la taille me´moire ne´cessaire dans le cas des proble`mes rencontre´s
dans la pratique reste raisonnable. A titre d’exemple, nous pre´sentons un algorithme
de type Dijkstra en mesure de calculer un plus court chemin unique dans un TEG en
temps pseudo-polynomial. Nous verrons comment une telle proce´dure ame´liore con-
side´rablement les performances des algorithmes de re´solution. De meˆme, nous verrons
comment une simple adaptation de la structure du TEG permet de traiter le proble`me
avec reconfiguration dynamique des chemins.
En nous basant sur la structure du TEG, nous proposons des recherches locales et
une approche e´volutionnaire pour re´soudre les deux proble`mes de manie`re unifie´e. Des
ope´rateurs e´le´mentaires de manipulation et construction de chemin sont tout d’abord
pre´sente´s. Partant de cette base, trois versions de recherches locales sont propose´es.
Chacune correspond a` un mode de parcours du voisinage diffe´rent. Ensuite, pour
augmenter la diversite´ des solutions ge´ne´re´es et surmonter les limites des recherches
locales, un algorithme e´volutionnaire est propose´ faisant e´voluer une population de
solutions a` l’aide des ope´rations de base et de se´lections. Enfin, un algorithme de type
me´me´tique est propose´ qui consiste a` combiner une des recherches locales pre´ce´dentes
au sein de l’algorithme e´volutionnaire. Un ensemble d’expe´rimentations sur des cas
re´els d’application et des cas ale´atoires a pour but de valider et e´valuer les ope´rateurs
et me´thodes de re´solution propose´es. Un objectif supple´mentaire implicite de cette
e´valuation est la de´finition d’un ensemble de jeux de tests standardise´s et re´utilisables
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pour des e´valuations ou comparaisons futures.
Organisation de la the`se
Globalement, les chapitres du document peuvent eˆtre regroupe´s selon trois parties dis-
tinctes. Une premie`re partie compose´e des chapitres 1, 2, et 3 pre´sente l’e´tat de l’art du
domaine et notre formalisation des proble`mes de routage dans le NoC. Les chapitres
4, 5, et 6 constituent une deuxie`me partie exposant les me´thodes, principes et algo-
rithmes de re´solution que nous proposons. Enfin, les chapitres 7, 8, 9 correspondent
a` une dernie`re partie du document de´die´e aux e´valuations et expe´rimentations de nos
approches de re´solution. Une conclusion ge´ne´rale termine le manuscrit.
Plus pre´cise´ment, nous donnons un rapide descriptif des neufs chapitres.
Le chapitre 1 pre´sente le concept de re´seau sur puce, et la me´thodologie du NoC
µSpider II de [9] sur laquelle nous basons particulie`rement nos travaux. De meˆme, il
offre un e´tat de l’art des proble`mes d’optimisation combinatoire rencontre´s lors de la
conception de ces syste`mes.
Le chapitre 2 de´finit les notations qui seront utilise´es dans cette e´tude. Nous
pre´sentons le proble`me de routage standard GT sous la forme d’un proble`me d’optimisa-
tion combinatoire que nous appelons << proble`me cyclique des K-plus-courts chemins
sans conflits >> et sa formulation sous la forme d’un programme line´aire en nombres
entiers. Nous montrons que le proble`me est NP-difficile, et le rapportons a` la litte´rature
du routage dans les re´seaux de communication et dans les re´seaux de transport ter-
restre. Nous pre´sentons le proble`me de la spe´cification des flots de communication
origine/destination sous la forme d’un proble`me de flot maximum et terminons par un
expose´ des limites de l’approche.
Le chapitre 3 pre´sente, sur la base des limites du routage GT standard, une formula-
tion du proble`me autorisant la reconfiguration dynamique des chemins de communica-
tion. Nous le nommons << proble`me cyclique desK-plus-courts chemins reconfigurables
sans conflits >> . Nous pre´sentons e´galement le proble`me de flot maximum correspon-
dant et pre´sentons les limites et les extensions possibles de l’approche, dont le principe
de la combinaison de trafic GT et BE.
Le chapitre 4 pre´sente la solution de ces deux proble`mes dans une approche unifie´e
se basant sur l’utilisation d’un graphe spatio-temporel e´tendu. Une condition ne´cessaire
et suffisante est pre´cise´e permettant l’utilisation de plusieurs TDMA pour la recon-
figuration dynamique du routage, tout en re´utilisant les plages horaires sans conflit.
Nous pre´sentons e´galement les lignes directrices du principe de fonctionnement des
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recherches locales, de l’algorithme e´volutionnaire et de l’algorithme me´me´tique pro-
pose´s.
Le chapitre 5 pre´sente les quatre ope´rateurs principaux formant l’ossature des me´tho-
des de recherche que nous proposons, via leur pseudo-code. Ces ope´rateurs de base
sont celui de la gestion des dates d’e´mission, celui de la construction paralle`le glou-
tonne des chemins, celui de la proce´dure Dijkstra e´tendue dans le TEG et un ope´rateur
de voisinage.
Le chapitre 6 pre´sente les approches heuristiques et me´taheuristiques propose´es.
Un premier algorithme de re´solution est une recherche locale de´cline´e en trois versions
suivant le mode d’examen du voisinage. Ces trois versions sont une recherche de type
marche ale´atoire, une recherche gloutonne et une recherche en profondeur. Un second
algorithme est un algorithme a` base de population de solutions incluant des ope´rateurs
de se´lection. Un troisie`me algorithme est une combinaison de la recherche locale avec
l’algorithme e´volutionnaire aboutissant a` un algorithme me´me´tique.
Le chapitre 7 pre´sente les jeux de tests structure´s, le ge´ne´rateur de jeux de trafic
ale´atoires et la de´marche d’e´valuation expe´rimentale adopte´e.
Le chapitre 8 pre´sente une e´valuation des recherches locales, a` travers l’e´tude de
l’impact des composants de base, leur comparaison avec la me´thode exacte applique´e
au programme line´aire en nombres entiers, l’e´valuation sur des jeux de tests ale´atoires
et structure´s, et l’application au cas du proble`me avec reconfiguration dynamique.
Le chapitre 9 pre´sente une e´valuation de l’algorithme e´volutionnaire. Elle se fait
par l’e´tude de l’impact de la proce´dure Dijsktra modifie´e, l’application de l’algorithme
e´volutionnaire aux proble`mes standard et reconfigurable et l’e´tude des versions min-
sum et min-max du proble`me de routage standard.
Enfin, une conclusion ge´ne´rale termine le document et pre´sente les perspectives de
continuite´ des travaux pre´sente´s.

1
E´tat de l’art
Ce chapitre pre´sente le concept de re´seau sur puce (NoC) et un e´tat de l’art des
proble`mes d’optimisation combinatoire rencontre´s lors de la conception de ces syste`mes.
L’e´volution des technologies doit permettre de satisfaire les besoins croissants en puis-
sance de calcul des applications des syste`mes embarque´s. Pour les satisfaire, les syste`mes
sur puce SoC, sur lesquels ces applications sont implante´es subissent des e´volutions, les
rendant de plus en plus complexes. On est ainsi passe´ des syste`mes mono-processeur a`
des syste`mes multi-processeur implante´s sur une meˆme puce. Deux types d’architectures
de communication sont utilise´s pour ve´hiculer des donne´es entre composants intercon-
necte´s. Ceux sont, les bus d’une part, et le re´seau sur puce (NoC) d’autre part. Le
concept de re´seau sur puce (NoC) vise a` e´viter le goulet d’e´tranglement que constitue
un bus lorsque le nombre de composants augmente. Il permet la connexion des com-
posants selon des topologies varie´es de´finies par des routeurs relie´s les uns aux autres
et permettant le transfert des donne´es par des liens courts.
Construire l’architecture de communication d’un NoC n’est pas une taˆche triviale
e´tant donne´ la multitude de parame`tres qu’ils convient de de´terminer simultane´ment
afin de garantir une certaine qualite´ de service au meilleur couˆt. Une des cle´s de cette
maˆıtrise des couˆts est la segmentation du flot de conception du NoC en des e´tapes
de conception inde´pendantes facilitant la modularite´ et la re´utilisation. Chaque e´tape
est un regroupement de parame`tres cohe´rents et de´pendants qui soule`ve un ensemble
de proble`mes a` solutionner. Le mode`le de re´fe´rence (OSI∗) fournit un standard de
se´paration de l’espace de conception d’un re´seau sur puce (NoC) en sous-couches de
services inde´pendants et flexibles et de niveaux d’abstraction croissants. L’e´laboration
progressive de l’architecture de communication de l’application en conformite´ avec
le mode`le OSI s’effectue alors en un certain nombre d’e´tapes se´quentielles qui con-
stituent le flot de conception. Les choix successifs de la conception vont de´terminer des
proble`mes d’optimisation combinatoire varie´s avec diffe´rents niveaux de complexite´.
Nous prenons en exemple la de´marche de conception propose´e par [9] au sein de la
plateforme de de´veloppent de re´seau sur puce (NoC) µSpider II. De la spe´cification des
communications a` l’e´laboration des chemins de routage, en passant par les e´tapes de
construction et de dimensionnement, divers proble`mes d’optimisation plus ou moins
standards apparaissent, pour lesquels les me´thodes de l’optimisation combinatoire et
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de la recherche ope´rationnelle ont un roˆle important a` jouer. Les proble`mes a` re´soudre
sont des proble`mes de placement, de dimensionnement, d’allocation de ressources, de
flot, d’ordonnancement, et des proble`mes de plus court chemin avec contraintes tem-
porelles et de capacite´ pour ce qui nous concerne plus particulie`rement.
Nous rappelons les composantes d’un SoC puis nous pre´sentons les principales car-
acte´ristiques des NoC dans les sections 1.1 et 1.2 respectivement. Nous citons quelques
exemples de NoC de la litte´rature et pre´sentons les fondamentaux de leur conception.
Nous pre´sentons la me´thodologie du NoC µSpider II de [9], sur laquelle nous basons
nos travaux particulie`rement, dans la section 1.3. Nous pre´cisons ses caracte´ristiques et
sa spe´cificite´. Les cinq e´tapes du flot de conception de µSpider II sont de´taille´es dans la
section 1.3.2. L’analyse du flot de conception nous conduit a` identifier diffe´rents types
de proble`mes d’optimisation combinatoire que sa mise en œuvre soule`ve et a` e´valuer la
nature de ces proble`mes. Un expose´ des principaux proble`mes d’optimisation identifie´s
est re´alise´ dans la section 1.4. Cette liste n’est pas exhaustive e´tant donne´ les nom-
breuses combinaisons possibles et intrique´es de proble`mes que nous pouvons de´finir a`
partir d’eux. Nous terminons le chapitre par une conclusion.
1.1 Syste`mes sur puces
Un syste`me sur puce (SoC), multiprocesseur ou pas, est essentiellement compose´ d’une
partie mate´rielle et d’une partie logicielle comme le montre la figure 1.1. D’une part, la
partie mate´rielle est constitue´e par des processeurs standards, du plus simple au plus
complexe (CPU∗, DSP∗, MCU∗) qui traitent des donne´es [30], et des blocs me´moires qui
stockent des donne´es en amont et en aval des processeurs. Ces diffe´rents blocs fonc-
tionnels sont ge´ne´ralement appele´s composants (IP∗). D’autre part, la partie mate´rielle
comporte le re´seau de communication qui permet le transfert des donne´es d’un bloc
IP a` un autre bloc IP. Les IP et le syste`me de communication d’un syste`me sur puce
(SoC) interagissent par l’interme´diaire d’interfaces mate´rielles et d’adaptateur de pro-
tocoles [14]. La partie logicielle comporte des fonctions pratiques indispensables a`
l’application mais aussi de´die´es a` l’e´chafaudage mate´riel qui constituent le syste`me
d’exploitation (OS∗) du syste`me sur puce. L’OS est un isolant entre l’application et
l’e´chafaudage mate´riel. Il comporte notamment les pilotes d’entre´es/sorties. La dernie`re
couche logicielle est l’application elle-meˆme. Le syste`me sur puce ainsi perc¸u permet
d’entrevoir une e´laboration de´couple´e de la partie mate´rielle et de la partie logicielle,
ainsi que de la partie communication [30].
Le vecteur de communication est l’e´le´ment qui nous inte´resse ici. Les SoC utilisent
principalement deux types d’architectures de communication pour ve´hiculer des donne´es.
Ce sont, les bus d’une part, et le re´seau sur puce (NoC) d’autre part. Le bus est un caˆble
me´tallique unique sur lequel les diffe´rents blocs se connectent. Il est donc partage´
par les diffe´rents e´le´ments et finit par constituer une entrave au de´veloppement de
syste`mes avec un nombre croissant de composants connecte´s. Pour pallier ses in-
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Figure 1.1: Architecture d’un SoC: partie mate´rielle et logicielle.
suffisances, diffe´rentes ame´liorations ont e´te´ propose´es comme l’architecture a` bus
paralle`le, dans laquelle chaque caˆble ou bus est de´die´ a` un seul type de communi-
cation, ou l’architecture a` bus segmente´ compose´e de plusieurs bus mis en relation par
des ponts [58, 14]. Cependant, le re´seau sur puce(NoC) comme nouveau paradigme
d’architecture de communication dans les syste`mes sur puce (SoC) est apparu comme
alternative au bus. C’est sur ce type de re´seau de communication que nous focalisons
notre attention dans les pages suivantes.
1.2 Re´seaux sur puce
L’accroissement continuel du taux d’inte´gration des composants e´lectroniques sur une
meˆme puce, autorisant la possibilite´ de connexion d’une multitude d’IP, a rendu moins
ope´rant l’architecture a` base de bus de communication. Le re´seau sur puce (NoC)
est alors apparu comme nouveau paradigme de communication. Nous en pre´sentons
quelques de´finitions rencontre´es dans la litte´rature et de´crivons ensuite leurs caracte´ris-
tiques principales mate´rielles et logicielles afin d’y situer les choix de conception dont
rele`ve notre e´tude et justifier de leur inte´reˆt. Nous verrons en quoi les choix dans les
protocoles de routage sont de´pendants des caracte´ristiques mate´rielles des routeurs et
du type de topologie retenus. Nous verrons comment la conception vise a` la recherche
d’un compromis entre la surface du NoC, la consommation d’e´nergie et la qualite´ de
service. Nous donnons des principes de base et renvoyons a` [9, 61, 50, 28, 42, 12, 17]
pour plus de comple´ments.
1.2.1 De´finition d’un NoC
Diverses variantes de de´finition d’un NoC sont donne´es dans la litte´rature. Par exem-
ple, un NoC peut se de´finir comme un ensemble re´parti entre des nœuds de routage
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et des fils de communication [14]. Un NoC est un assemblage dans lequel des rou-
teurs sont joints point a` point par des fils dans le but d’orienter des donne´es [24].
C’est un ensemble de nœuds routeurs diffusant des donne´es entre eux a` travers des
voies de communication point a` point nono ou bidirectionnelles [28]. Le NoC est la
jonction d’un ensemble de liens permettant aux IP et aux routeurs d’e´changer des in-
formations entre eux [39]. Le NoC se de´finit selon [9] comme un syste`me compose´
de plusieurs e´le´ments de routage (routeurs) connecte´s selon une topologie spe´cifique.
Le NoC s’appuie sur un envoi divise´ des donne´es a` travers une toile de guides relie´s
entre eux par des liens [61]. Nous re´sumons toutes ces de´finitions par un sche´ma type
d’architecture de NoC tel que donne´ dans la figure 1.2. Un Noc est un graphe oriente´
de communication connectant des routeurs, auxquels sont connecte´s des IP par le biais
d’une interface re´seau (NI∗).
Figure 1.2: Sche´ma de principe d’un NoC.
1.2.2 Quelques NoC
Les re´seaux sur puce sont pre´sente´s dans plusieurs e´tudes et e´tats de l’art [17, 55, 12,
67, 28, 9, 14]. Diffe´rentes plateformes et me´thodologies de conception et de re´alisation
sont pre´sente´es dans [9]. Parmi les principaux NoC rencontre´s dans les domaines de la
recherche et de l’industrie, nous pouvons citer:
• le re´seau Æthereal de´veloppe´ par Philips;
• le re´seau MANGO (Message-passing Asynchronous Network-on-chip providing Guar-
anteed services over OCP interfaces) de la Technical University of Denmark;
• le re´seau Proteo qui est le fruit d’un consortium entre les universite´s finlandaises
(Tampere University of Technology et University of Turku) et l’institut sue´dois (Stock-
holm Royal Institute of Technology) ;
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• le re´seau QNoC de´veloppe´ par le Technion-Israel Institute of Technology;
• le re´seau SoCBus de l’universite´ Linko¨pings;
• le re´seau SPIN (Scalable Programmable Integrated Network) cre´e´ au sein de l’univer-
site´ Pierre et Marie Curie;
• le re´seau STNoC ou Spidergon conc¸u par STMicroelectronics;
• le re´seau XPIPES e´labore´ par l’universite´ de Bologne;
• le re´seau µSpider II e´labore´ par [9] a` l’universite´ de Bretagne Sud;
Table 1.1: Tableau de comparaison de quelques caracte´ristiques des NoC
Re´seau Topologie Commutation Algo. routage Me´morisation Qualite´ de service
XPIPES Grille, Torus, Hypercube, Paquet De´terministe Wormhole BE
Clos, Butterfly
SPIN Arbre e´largi Paquet Adaptatif Wormhole BE
Proteo Anneau variable Paquet De´terministe Wormhole BE
STNoC Spe´cifique Paquet Non spe´cifie´ Wormhole GT
SoCBus Grille 2D Circuit Distribue´ Circuit GT
SoCBus Virtuel
MANGO Grille 2D Circuit de´terministe Circuit GT et BE
Paquet Virtuel
Æthereal Grille 2D Paquet De´terministe Wormhole(BE) GT et BE
Store-and-forward(GT et BE)
QNoC Grille 2D Paquet De´terministe Wormhole 4 qualite´s de service
µSpider II Irre´gulie`re Paquet De´terministe Wormhole GT
Par re´fe´rence a` la table 1.1, nous pouvons noter des parame`tres qui caracte´risent le
fonctionnement des NoC et permettent d’en distinguer les variantes de re´alisation. C’est
ainsi que nous devons conside´rer le type de topologie, de nœud routeur, de liens, le type
d’interface, la technique de routage, la politique de me´morisation et les techniques de
commutation de paquet. Nous allons donner un aperc¸u de ces notions dans les pages
qui suivent.
1.2.3 Architecture mate´rielle
Nous de´crivons les principaux e´le´ments qui de´terminent l’architecture mate´rielle de
communication d’un NoC. Ce sont la topologie, le routeur, le lien, et l’interface re´seau
qui relie un IP au NoC.
La topologie
L’architecture mate´rielle du NoC s’organise autour de sa topologie qui indique l’agen-
cement des principaux composants mate´riels, leur disposition spatiale sur la puce et
leurs interconnexions. Ide´alement, la topologie est mode´lise´e par un graphe oriente´
dont les sommets correspondent aux blocs IP et les arcs aux liens de communication
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physiques entre les IP. Le choix de la topologie d’un NoC n’est jamais trivial. Il existe
toujours une corre´lation entre la topologie du NoC et les besoins en communications
des composants, puisque la latence des communications peut de´pendre de la distance
physique entre les IP en communication sur la carte et des chemins de routage entre
eux. Les NoC peuvent eˆtre classe´s suivant leur topologie. Les figures 1.3-1.4 pre´sente
des exemples de topologie adopte´es dans les diffe´rents NoC. La topologie peut eˆtre
re´gulie`re ce qui induit la possibilite´ de sche´mas de routage relativement simples, ou
irre´gulie`re ce qui autorise un meilleur dimensionnement du re´seau pour l’application
conside´re´e mais requiert la mise en œuvre d’un routage approprie´ [6]. Cependant,
de meˆme que les chemins de routage de´pendent des besoins en communication de
l’application, de meˆme la topologie en de´pend.
Figure 1.3: (a) Topologie 2D mesh. (b) Topologie 2D mesh torus.
Figure 1.4: (a) Topologie Spidergon. (b) Topologie irre´gulie`re.
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Le routeur
Le routeur canalise ou oriente les donne´es, du port d’entre´e vers le bon port de sortie
suivant le protocole se´lectionne´ et la strate´gie de routage choisie. C’est un composant
physique de la puce dont la fonction se limite a` retransmettre des donne´es d’une di-
rection d’entre´e vers une direction de sortie. Il posse`de des ports d’entre´e et de sortie
qui sont mis en relation suivant le besoin de routage spe´cifie´ par le paquet de donne´e a`
transfe´rer. Il peut posse´der des buffers de me´morisations de taille plus ou moins impor-
tante suivant le protocole ou le me´canisme de routage choisi. Les capacite´s de transfert
et de me´morisation s’expriment en largeur, suivant le nombre de bits simultane´ment
transmis via les liens physiques, et en profondeur, suivant le nombre de mots (ensem-
bles de bits) me´morise´s dans le routeur. Un routeur est connecte´ a` d’autres routeurs ou
bien a` une IP via une interface standardise´e (NI).
Le lien
C’est un lien physique qui permet le passage des donne´es d’un routeur a` l’autre ou vers
un IP. On parle e´galement de canal de communication. Le nombre de fils physiques
utilise´s de´termine la bande passante maximum par cycle d’horloge. Il peut se pre´senter
en mono ou bi-direction et permettre l’implantation d’un ou plusieurs canaux virtuels.
L’interface re´seau
La communication directe n’est pas souhaitable entre les IP et les nœuds routeurs du
NoC a` cause de l’he´te´roge´ne´ite´ des protocoles. Aussi, l’interface re´seau NI, convertit le
langage des IP en langage compre´hensible par le NoC et vice versa. C’est un de´coupleur
des traitements lie´s aux IP et aux communications a` re´aliser dans le re´seau. La NI
fournit un standard d’utilisation du NoC qui permet la modularite´ en dissimulant les
de´tails d’implantation du NoC. C’est aussi un re´ducteur des messages en paquets pour
l’e´mission et un assembleur des paquets en messages pour la re´ception.
1.2.4 Architectures et protocoles de routage
La partie communication du NoC re´side dans un ensemble de protocoles implante´s
dans les routeurs et les NI. Ils re´gissent le transfert des messages d’un point a` un autre
du re´seau. Les protocoles incluent le routage proprement dit, la commutation et la
politique de me´morisation.
Les messages et paquets
Du point de vue de son routage et acheminement vers une destination, un message e´mis
par un IP est ge´ne´ralement scinde´ en parties plus petites suivant le sche´ma message-
paquet-flit-phit illustre´ a` la Figure 1.5. Le paquet re´sulte du de´coupage d’un message
en parties inde´pendantes e´mises se´quentiellement. Un paquet est lui-meˆme fractionne´
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en flits (Flow Control Unit) servant d’unite´ de controˆle de flux. Le paquet comporte un
flit d’enteˆte et un corps de taille variable, compose´ d’une suite de flits contenant les
charges utiles du message. L’enteˆte renseigne sur le cheminement requis et la desti-
nation du paquet. Les flits peuvent a` leur tour eˆtre subdivise´s en phit (Physical Unit)
qui est l’unite´ de base pouvant eˆtre autorise´e a` passer par un lien physique du re´seau
en un cycle de temps. Le controˆle de transmission se fait a` la fre´quence des flit, alors
que les donne´es circulent a` la fre´quence des phit. Le paquet est l’unite´ de transmission
inde´pendante dont les flits qui le composent doivent en principe rester contigue¨s dans
le re´seau et transmis en se´quence. Pour notre part, dans le corps de cette the`se, nous
ne conside´rons que deux niveaux de segmentation qui correspondent a` la dichotomie
paquet-flit usuelle [9] pour lesquels nous utilisons les termes message-paquet par con-
vention de langage ainsi qu’illustre´ a` la Figure 1.6.
Figure 1.5: Segmentation message/paquet/flit/phit.
Figure 1.6: Segmentation message/paquet.
La commutation
La commutation de´finit comment sont attribue´es des ressources de communication sur
un chemin qui sera emprunte´ par un message de sa source a` sa destination. Il en existe
principalement deux modes que sont la commutation de circuit et la commutation de
paquet.
• Commutation de circuit
Toutes les ressources de communication sur le chemin emprunte´ par un message,
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lors de son transfert de sa source a` sa destination, lui sont exclusivement re´serve´es
durant tout son transfert. Aucun autre message ne peut acce´der a` une partie de
ces ressources si ce n’est apre`s leur de´s-allocation suite a` la transmission comple`te
du message responsable de la re´servation [50];
• Commutation de paquet
Dans ce mode de commutation aucune re´servation de ressources de communi-
cation n’est effectue´e par le message. L’allocation de ressources est faite aux
paquets du message au fur et a` mesure de leur progression en fonction de la
disponibilite´ de celles-ci. Le message sera donc pre´alablement mis en paquets
avant son injection dans le re´seau [61].
La fonction de routage
C’est l’ensemble des me´canismes par lesquels le chemin ou les chemins qui seront em-
prunte´s par les paquets d’un message, entre la source et la destination dudit message,
sont de´termine´s [61]. La fonction de routage peut eˆtre distribue´e dans les routeurs ou
bien de´pendre de la source du message. Dans le cas du routage distribue´, la destina-
tion en sortie d’un routeur de´pend uniquement du routeur courant et de la destination
du paquet. Cette technique entraˆıne la me´morisation des tables de routage dans les
routeurs eux-meˆmes. L’algorithme de routage peut eˆtre, soit de´terministe, lorsque le
choix du chemin est unique, soit adaptatif, lorsque le choix du routage de´pend de l’e´tat
courant des canaux de sortie du routeur. Dans le cas du routage a` la source, le chemin
est calcule´ par la source et le paquet d’enteˆte contient une spe´cification de ce chemin.
Un routeur se contente alors de transfe´rer le paquet courant vers la sortie spe´cifie´e par
le chemin. Cette technique permet d’e´viter la constitution de tables de routage dans
les routeurs et apporte plus de souplesse dans le choix des possibilite´s de cheminement
pour une meˆme destination.
La politique de me´morisation
De par son principe de re´servation exclusive de ressources de communication pour un
message, la commutation de circuit permet d’e´viter les conflits dans les liens du re´seau
lors des communications. Par contre, dans la commutation de paquets ou` l’acce`s aux
ressources de communication par les paquets se fait sans re´servation initiale, des con-
flits peuvent exister. Pour les re´duire et e´ventuellement les e´viter, on met en place des
buffers de me´morisation des paquets de message. Cette me´morisation permet l’attente
d’une libe´ration de ressource pour le passage du paquet. Il existe plusieurs types de
controˆle de flux de donne´es qui de´terminent la quantite´ de me´moire requise dans les
routeurs. On peut en retenir principalement trois qui sont:
• Store-and-Forward (SAF): chaque routeur du re´seau attend la re´ception de la
totalite´ du message, le stocke entie`rement avant de le transmettre au suivant;
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• Virtual Cut Through (VCT): cette technique a e´te´ introduite pour re´duire la
latence du SAF. Un composant re´seau fait suivre les paquets d’un message au
plus vite, mais il peut stocker tout le message s’il y a une contention;
• Wormhole: cette politique consiste a` acheminer le message de´compose´ en pa-
quets, sans possibilite´ de stocker la totalite´ du message dans un routeur. Les
paquets sont transmis de l’entre´e vers la sortie des routeurs de manie`re pipeline.
Seul le paquet de teˆte contient l’information de routage, aussi les diffe´rents pa-
quets composant le message doivent rester contigue¨s dans le re´seau. Ils sont
me´morise´s et re´partis dans les canaux le long du chemin suivi. Cette technique
de routage entraˆıne des risques supple´mentaires de contention mais re´duit la
me´moire ne´cessaire dans les routeurs. E´tant donne´ ses avantages, cette me´thode
est la plus utilise´e dans les re´seaux sur puce (NoC) et il s’agit de celle retenue
dans le cadre du NoC µSpider II et de nos travaux.
1.3 Le NoC micro-Spider II
1.3.1 Pre´sentation
Le NoC µSpider II est a` la fois une architecture et une me´thodologie de conception
de re´seau sur puce (NoC) qui permet l’utilisation de topologies irre´gulie`res adapte´es
aux spe´cifications de l’application et met l’accent sur la possibilite´ de communication
avec une qualite´ de service a` garantie de trafic (GT). C’est un re´seau a` commutation
de paquet, dont le routage est de´termine´ a` la source, avec une transmission de type
wormhole. Il garantit des performances pre´de´finies en bande passante en utilisant le
principe d’acce`s multiple a` re´partition dans le temps par l’utilisation de tables TDMA.
Ce principe permet de pre´-ordonnancer l’envoi de paquets et de re´server des instants
d’occupation (time-slots) des liens lors du calcul de l’ensemble des chemins. La tech-
nique vise a` garantir une bande passante donne´e tout en permettant l’absence de tout
conflit entre paquet. En outre, le NoC µSpider II pre´voit des me´canismes de reconfig-
uration dynamique des tables d’e´mission TDMA. C’est en lien avec ces me´canismes
que s’articulent nos travaux dans cette the`se. Ce type d’architecture vise a` garan-
tir des performances tout en re´duisant au maximum la complexite´ des routeurs. La
contrepartie de cet alle`gement des routeurs se retrouve ne´anmoins dans la ne´cessite´
d’une optimisation pre´alable des chemins afin d’e´viter les conflits, ce qui implique de
re´soudre un proble`me d’optimisation non trivial. Ce sont ces proce´dures et proble`mes
d’optimisation que nous traitons dans cette the`se. Les spe´cificite´s du Noc µSpider II
peuvent eˆtre re´sume´es par les points suivants :
• Topologie irre´gulie`re Le NoC µSpider II permet une topologie irre´gulie`re ce qui
peut apporter un gain en surface et consommation non ne´gligeable par rapport
a` une topologie re´gulie`re [6]. C’est l’application et un certain nombre de ses
parame`tres qui guident sa construction.
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• Interface re´seau adaptative La connexion entre un IP et le NoC se fait par
l’interme´diaire d’une interface re´seau NI. Celle-ci effectue la pre´paration des mes-
sages a` transmettre et leur mise en paquets. Elle comporte des me´canismes de
reconfiguration des tailles de buffers, et des choix des tables TDMA actives.
• Routage a` la source et multiplexage temporel Le chemin de donne´es est me´mo-
rise´ par la NI e´mettrice et est code´ dans le paquet d’enteˆte. Lorsque le mul-
tiplexage temporel est re´alise´ et conduit a` l’absence de conflits, aucun buffer
me´moire n’est requis dans les routeurs. Une bande passante est alors garantie
pour l’ensemble des communications.
• Controˆle de flux a` effet domino Bien que le routage puisse eˆtre en principe
de´termine´ sans conflit par la technique du multiplexage temporel, les concep-
teurs ont ne´anmoins pre´vu la possibilite´ de relaˆcher cette contrainte et de per-
mettre la gestion des conflits par le controˆle de flux a` effet dominos. Lorsqu’un
routeur ou une NI n’est pas en mesure de consommer ou de stocker des donne´es
provenant d’un routeur en amont sur un de ces ports d’entre´e, il e´met un signal de
blocage spe´cifique vers le routeur amont. A` son tour celui-ci me´morise le paquet
en cours de transmission dans un buffer local et relaie le signal de blocage vers
son pre´de´cesseur sur le chemin de donne´e courant. Ainsi, le signal de blocage se
propage pas a` pas et dans le sens inverse du chemin de la transmission, d’ou` le
nom d’effet domino donne´ au controˆle de flux de bout en bout du NoC µSpider
II. Le controˆle de flux permet une communication de type trafic au mieux (BE)
dans laquelle les conflits se pre´sentent au hasard. Pour rendre le re´seau trafic
garanti (GT) compatible avec le trafic au mieux (BE), il suffit alors de s’assurer
de l’absence d’interblocage de la fonction de routage.
1.3.2 Flot de conception du NoC micro-Spider II
Le flot de conception est l’ensemble des e´tapes a` suivre pour la construction d’un NoC.
C’est un regroupement de tous les processus pouvant intervenir dans la conception
du NoC en sous ensembles renfermant des proble`mes cohe´rents et inde´pendants. La
re´solution des proble`mes a` chaque e´tape conduit de la conception a` l’implantation
du NoC, par exemple sur (FPGA∗). La de´finition d’un flot de conception permet de
maˆıtriser la complexite´ de l’espace de construction du NoC en vue de satisfaire les
crite`res de performance requise en termes de de´bit, de latence, d’e´nergie consomme´e
et de surface occupe´e [54].
La ge´ne´ration du flot de conception du NoC µSpider II part de l’ide´e d’une archi-
tecture multiprocesseur adapte´e au type de l’application et au partitionnement de ses
taˆches sur les diffe´rentes unite´s de traitement. Par conse´quent, la conception du NoC
commence par une analyse de l’application et une spe´cification du graphe de commu-
nication. Les e´tapes de conception du NoC µSpider II sont la spe´cification, la con-
struction, le dimensionnement des TDMA et des me´moires, et l’allocation des chemins
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spatio-temporels [9].
Spe´cification
L’objectif ici est de donner les moyens au concepteur de de´terminer la fre´quence du
re´seau, le nombre d’IP connecte´s au re´seau, le partitionnement des taˆches de l’application
sur les IP, ainsi que l’ordonnancement des communications attribue´es a` chaque taˆche.
Cette de´termination est effectue´e a` l’aide de graphes de de´pendances (CDG∗). Chaque
graphe caracte´rise une taˆche avec des sommets repre´sentant soit un traitement spe´cifie´
par son temps d’exe´cution, soit une communication. Une communication est un flux
type´ d’information quantifie´e en nombre de paquets entre deux taˆches diffe´rentes, une
e´mettrice et une re´ceptrice. Les arcs entre les diffe´rents sommets repre´sentent un or-
dre d’exe´cution se´quentiel ou paralle`le de ceux-ci. La taˆche mode´lise´e sous la forme
d’un graphe de de´pendance comporte la taille des paquets e´mis et rec¸us, son temps
d’exe´cution et l’identifiant de l’IP qui l’exe´cute. Re´sumer l’application a` l’aide de ces
graphes de de´pendance permet la mise en e´vidence du paralle´lisme d’exe´cution interne
a` la taˆche et de regrouper ses besoins en bande passante dans des spe´cifications de
flots de communication. Ces spe´cifications de messages avec leur quantite´ de paquets
peuvent eˆtre re´sume´es sous forme d’un graphe oriente´ ponde´re´ que nous nommons
Graphe de Communication de l’Application (ACG∗). Les sommets du graphe sont des
IP, tandis que les arcs ponde´re´s sont des bandes passantes requises entre IP. Ce type de
graphe de communication constitue pour une part la donne´e d’entre´e des proble`mes
d’optimisation de routage e´tudie´s dans cette the`se. Nous verrons notamment que la
construction meˆme d’un ACG compatible avec le principe de multiplexage temporel
n’est pas toujours une taˆche aise´e et revient a` re´soudre un proble`me de flot maximum.
Construction
L’e´tape de construction s’appuie sur la bande passante maximale et re´elle des diffe´rentes
communications obtenue via les graphes CDG. A partir de ces donne´es, le concepteur
construit progressivement la topologie du re´seau en appliquant l’un des algorithmes de
conception, selon la nature de l’application et le type d’adressage des me´moires dans
l’architecture multi-processeur. Les composants devront eˆtre d’autant plus rapproche´s
sur la carte que la fre´quence et le volume de leurs e´changes est important. Le con-
cepteur ajoute des routeurs et des liens de manie`re a` e´viter un trop grand nombre
d’entre´e/sortie sur un meˆme routeur. Il peut e´galement s’appuyer sur les re´sultats des
algorithmes de routage (dernie`re e´tape) pour ajouter ou supprimer des routeurs et des
liens physiques.
Dimensionnement de la table TDMA
L’e´tape de dimensionnement de la table TDMA consiste a` calculer le nombre d’intervalles
de temps a` re´server pour chaque communication selon sa bande passante et pour
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chaque interface re´seau. Le roˆle principal de l’interface re´seau est d’ordonnancer l’envoi
des donne´es vers le re´seau afin de garantir une qualite´ de service conforme aux con-
traintes de bande passante. Cet ordonnancement est mis en œuvre avec l’inte´gration du
me´canisme d’acce`s multiple a` re´partition dans le temps (table TDMA), dont le principe
est de de´couper le temps disponible entre les diffe´rentes communications de la NI. En-
suite, intervient une phase d’uniformisation de la taille des TDMA de toutes les NI.
Elle est faite de telle sorte que la taille des TDMA de´finisse un cycle d’e´mission dont la
longueur en nombre de slots est partage´e par toutes les NI. Chaque NI e´met alors des
paquets aux instants spe´cifie´s par la table TDMA et cela de manie`re cyclique selon la
taille (commune) de la TDMA.
Dimensionnement des me´moires
L’e´tape de dimensionnement des me´moires de´termine les tailles des me´moires tampons
des interfaces re´seau, et les tailles des me´moires caches qui participent a` la liaison entre
l’IP et le re´seau.
Allocation des chemins
Il s’agit de calculer les dates d’e´mission relatives des messages dans chaque table TDMA
et les chemins de routage associe´s selon le principe du multiplexage temporel, en
s’appuyant sur la topologie du NoC, la taille de la table TDMA et les spe´cifications
de messages avec leur quantite´. La possibilite´ de reconfiguration dynamique des ta-
bles TDMA est une option supple´mentaire offerte par le NoC µSpider II. La proposi-
tion d’algorithmes heuristiques et me´taheuristiques d’optimisation pour re´soudre ces
proble`mes fait l’objet de notre travail.
1.4 Proble`mes d’optimisation combinatoire dans le NoC
Le re´sultat recherche´ lors de la conception d’un NoC est l’obtention d’un compromis
satisfaisant entre des crite`res de performance en termes de bande passante, de latence,
d’e´nergie consomme´e et de surface occupe´e [54]. Il s’agit d’ajuster la taille du re´seau et
des ressources physiques ne´cessaires au bon fonctionnement du re´seau de communica-
tion. Ainsi que de´taille´ dans [12, 9], le dimensionnement du NoC consiste a` de´terminer
la taille et le nombre de ressources du re´seau de communication permettant de satis-
faire une certaine qualite´ de service en ade´quation avec les besoins de l’application.
Parmi ces ressources figurent les tailles de buffers d’entre´e/sortie, le nombre de rou-
teurs et de liens physiques, la taille des tables TDMA pour du trafic garanti. Les nom-
breux parame`tres a` ajuster font de la proble´matique de dimensionnement un proble`me
multi-crite`re complexe impliquant directement ou indirectement la prise en compte du
routage et du placement des IP sur le re´seau pour aboutir a` une structure optimale
du re´seau. Les proble`mes rencontre´s sont ge´ne´ralement intrique´s dans la mesure ou
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des choix a` une e´tape de la conception ont une influence aux e´tapes suivantes. Des
mauvais choix au niveau de la topologie auront par exemple une incidence au niveau
du routage. Cependant, en pratique l’e´tape de routage de´pend d’une topologie donne´e
qui peut eˆtre affine´e de manie`re interactive. Nous pre´sentons ci-apre`s quelques uns des
proble`mes d’optimisation combinatoire conside´re´s comme les plus importants en lien
avec la conception d’un NoC et qui sont en grande majorite´ des proble`mes de placement
et de routage, ou encore des proble`mes de de´tection d’interblocage.
1.4.1 Proble`mes de placement
Le proble`me de placement, ou facility location problem, est sous-jacent a` la de´termina-
tion de la topologie. La topologie est induite par la disposition spatiale des composants
connecte´s pour en faire le re´seau sur puce (NoC). Si le choix de la topologie initiale
est effectue´ ale´atoirement, la de´termination de la position finale des IP revient a` un
proble`me de placement. Souvent le proble`me de placement est pre´sente´ comme une
variante du proble`me d’assignation quadratique (QAP∗) [2]. Dans ce cas, le routage
est traite´ de manie`re implicite, il s’agit de minimiser les distances entre IP ponde´re´es
par le besoin en bande passante de communication. Ainsi, plus le volume d’e´changes
entre deux IP est important, plus la distance physique entre les deux IP doit eˆtre
courte. Ge´ne´ralement, le proble`me de placement est traite´ par des heuristiques ad
hoc [47, 46, 18, 27, 44, 63] car il s’agit d’un proble`me NP-difficile. En particulier le
QAP est conside´re´ comme un des proble`mes parmi les plus difficiles a` re´soudre en
pratique. Seules des instances de tre`s petites tailles sont re´solues de manie`re exacte.
Le principe d’une corre´lation entre distance physique et besoin en bande passante est
pris en compte dans [9] dans la phase de construction de la topologie et du choix des
routeurs et des liens a` ajouter.
Le placement et le routage peuvent eˆtre conside´re´s de fac¸on plus ou moins si-
multane´e lors de la conception du NoC. C’est le cas dans [51, 31] ou` le choix de
l’architecture du NoC se limite a` un proble`me de placement valide´ par l’exploration
de diffe´rents algorithmes de routage. Dans [52, 38, 16], le placement est re´alise´ sur
plusieurs topologies pour en faire le choix de la meilleure par comparaison des perfor-
mances obtenues. Plusieurs parame`tres influent sur l’efficacite´ de cette me´thode tels
que les crite`res de comparaison, le nombre de topologies compare´es, l’algorithme de
routage utilise´. Une autre fac¸on de traiter le proble`me de placement est le floorplan-
ning [36]. C’est un proble`me de placement sans superposition des IP dont l’objectif est
de minimiser la longueur totale des connexions entre les IP.
Dans [12], le placement et le routage sont mene´s ensemble comme technique
d’ade´quation algorithme architecture. Le proble`me revient a` apparier deux graphes
dont l’un pour l’application et l’autre pour l’architecture. L’ade´quation est de´finie
par des crite`res de respect de bande passante pour les chemins de donne´es calcule´s.
Ge´ne´ralement, les chemins de routage sont explicitement calcule´s selon une strate´gie
de routage relativement simple telle que le routage XY pour garantir l’absence de dead-
Proble`mes d’optimisation combinatoire dans le NoC 25
lock dans le cas du trafic BE. Le placement est valide lorsque les contraintes de bandes
passantes sont respecte´es. Ce type d’approche placement/routage est e´galement con-
side´re´e dans [27] et combine´e au routage a` multiplexage temporel de type GT, ce
qui conduit a` un espace de recherche encore plus contraint. Les auteurs abordent le
proble`me par l’insertion se´quentielle et progressive des flots de communication, sans
retour arrie`re. La me´thode heuristique qui en de´coule peut donc s’ apparenter a` une
de´marche gloutonne. On notera que les versions du proble`me de placement sont di-
verses et varie´es suivant la manie`re dont elles inte`grent la prise en compte du routage.
Mais e´tant donne´ la taille de l’espace de conception a` explorer, la plupart des me´thodes
se rame`nent a` des heuristiques qui vont restreindre et simplifier les choix possibles
de conception a` chaque niveau. Pour notre part, le cadre est celui ou` le placement
pre´alable des IP est de´ja` effectue´. Nous mettons donc l’accent sur une optimisation
pousse´e du routage et conside´rons sa possibilite´ de reconfiguration dynamique.
1.4.2 Proble`mes de routage
Le routage est un service de transmission de donne´es offert par le NoC. Ses proprie´te´s
ont un impact crucial pour la qualite´ de service du NoC. Il existe principalement deux
types de qualite´ de service (QoS∗) recherche´es. Il s’agit du trafic garanti (GT) et du
trafic au mieux (BE). La distinction entre ces deux types de qualite´ de service tient prin-
cipalement en ce que l’approche GT se base sur une allocation de ressources suffisante
pour les sce´narii de trafic au pire cas, tandis que l’approche BE prend en conside´ration
seulement la moyenne de tous les sce´narii de trafic. Dans tous les cas de figure, il est
pre´suppose´ que tout transfert de donne´es se fait sans de´gradation et sans de´perdition
et que l’arrive´e des messages et paquets a` destination se fait au bout d’un temps fini
dans l’ordre de leur e´mission. Nous de´crivons plus en de´tail ces deux types de qualite´
de service, leur mise en œuvre et les proble`mes d’optimisation combinatoire qui en
de´coulent.
Routage Guaranteed Traffic
L’approche GT est base´e sur une re´servation des ressources de communication de
manie`re a` garantir la bande passante et la latence quelles que soient les fluctuations
en trafic. Un niveau de bande passante maximum supe´rieur aux besoins moyens de
l’application est alloue´ pour chaque flux de communication entre IP. Il doit eˆtre suffisant
pour tous les besoins temps-re´els de l’application et ne peut eˆtre de´passe´. L’approche
GT est ge´ne´ralement mise en œuvre par la technique du multiplexage temporel et
l’utilisation de tables TDMA [47, 46, 18, 27, 44, 63]. , ou encore par multiplexage spa-
tial [43]. La technique du multiplexage temporel est la plus utilise´e et celle que nous
conside´rons dans cette the`se. Les messages sont e´mis par chaque IP selon un cycle de
temps de longueur T commun aux IP, et a` des instants successifs entre 0 et T − 1 de
telle sorte que les paquets chemineront dans le re´seau sans aucun conflit. On dit que le
trafic est sans contention ou sans conflit. Les proble`mes d’optimisation combinatoires
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que soule`ve cette approche combinent des caracte´ristiques de calcul de plus courts
chemins multiples, de respect des capacite´s en bande passante, et d’ordonnancement
des e´missions.
Routage Best Effort
A l’inverse, l’approche BE repose sur une distribution des ressources de communication
[67] sachant qu’aucune limitation de bande passante n’est effectivement impose´e aux
diffe´rents flux. Cela n’interdit pas ne´anmoins une allocation de ressources pour chaque
chemin de communication en fonction du niveau de trafic moyen estime´ requis. Le
dimensionnement des ressources est effectue´ sur la base de la moyenne des contraintes
de toutes les situations [12]. En revanche, les e´metteurs sont autorise´s a` injecter des
paquets de donne´es meˆme si cela risque d?entraˆıner un de´passement de la capacite´ du
re´seau sur des canaux en aval. Les conflits de paquets qui en re´sultent sont alors ge´re´s
par les routeurs selon une priorite´ tournante. Pour le calcul des plus courts chemins,
seul le respect d’une bande passante moyenne est conside´re´, c’est au re´seau de ge´rer
les conflits ensuite en temps re´el. L’ordonnancement pre´alable des dates d’e´mission
de message n’a pas lieu d’eˆtre car aucune hypothe`se de synchronisation n’est requise.
Cependant, la proble´matique importante a` traiter qui de´coule de la possibilite´ de con-
flits entre paquets est de garantir l’absence d’interblocage (deadlock) dans le re´seau.
Un deadlock dans le re´seau de communication est une situation dans laquelle plusieurs
messages ne peuvent plus avancer vers leur destination a` cause de leur attente mutuelle
des ressources qu’ils occupent eux-meˆmes.
Que l’on recherche une qualite´ de service de type BE ou GT, divers proble`mes
d’optimisation combinatoire apparaissent. Ces proble`mes peuvent eˆtre communs aux
deux approches ou bien leur eˆtre spe´cifiques. Inde´pendamment de la topologie du
re´seau, le concepteur fait face a` un proble`me de calcul de flot maximum lorsqu’il at-
tribue des bandes passantes compatibles avec la capacite´ d’injection ou d’absorption
de paquets dans le re´seau. Le proble`me de flot maximum est un proble`me standard
qui peut eˆtre re´solu en temps polynomial. Nous reviendrons sur cette proble´matique
de spe´cification du graphe de communication de l’application au cours de ce docu-
ment. Une fois les bandes passantes spe´cifie´es pour chaque communication point a`
point, il convient de de´terminer les chemins de donne´es pour le routage en e´troite
ade´quation avec la topologie du re´seau et sachant que plusieurs communications peu-
vent partager des liens en commun. Pour assurer un transfert des donne´es fluide, le cal-
cul des chemins doit tenir compte de la capacite´ en bande passante des liens physiques
du re´seau. Le non respect de cette capacite´ entraˆınerait une contention structurelle et
un encombrement continu du re´seau.
Les proble`mes d’optimisation combinatoire les plus connus lie´s aux calculs des
chemins origine/destination sont des proble`mes de K-plus-courts-chemins avec con-
traintes [33], ou de flots multiples inse´cables (UFP∗) [35]. Ces proble`mes sont NP-
difficiles. Dans le cas de trafic BE, re´soudre un UFP peut-eˆtre suffisant pour en pratique
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garantir le besoin moyen en bande passante, sachant que la contention et les con-
flits entre paquets pre´senteront un caracte`re occasionnel. Dans le cas du trafic GT,
et de la technique de multiplexage temporel, tels que nous l’envisageons, une exten-
sion du proble`me UFP doit eˆtre conside´re´e qui consiste en l’ordonnancement cyclique
des envois de messages selon des dates d’e´mission pre´alables afin de permettre la syn-
chronisation des transferts et l’absence totale de conflit. C’est ce proble`me e´tendu que
nous e´tudions dans cette the`se. Il est pre´sente´ sous diverses formes et traite´ par des
me´thodes heuristiques ad hoc [47, 46, 18, 27, 44, 63]. Dans cette the`se, nous voulons
notamment en donner une version standardise´e et formelle avec des benchmarks types
pour l’e´valuation des heuristiques. Ce type de proble`me a e´galement des analogies
avec certains proble`mes de routage avec feneˆtres de temps dans les transports ter-
restres comme le one-to-one shortest path problem with time windows (SPPTW) [13], ou
encore les Automated Guided Vehicles (AGV) [48].
1.4.3 Proble`me de de´tection de deadlock
Dans le cas du trafic BE en particulier, qui autorise la possibilite´ de conflits entre pa-
quets, la proble´matique supple´mentaire cruciale a` traiter est celle de la pre´vention
des interblocages. Cette pre´vention peut re´sulter de l’adoption d’un routage approprie´
comme le routage XY dans un re´seau re´gulier, ou eˆtre obtenue par de´tection des cycles
du graphe de de´pendance [11] et leur e´limination par l’usage de canaux virtuels. No-
tamment dans le cas de topologies irre´gulie`res, la de´termination du nombre minimum
d’arcs communs aux diffe´rents cycles du graphe de de´pendance et qui doivent eˆtre
e´limine´s constitue un proble`me NP-complet appele´ minimum weight feedback edge set
problem [21]. Une fois les arcs identifie´s, il convient de les e´liminer du re´seau tout en
s’assurant du maintien de la connectivite´ du re´seau [6, 65]. Des canaux virtuels peu-
vent eˆtre cre´e´s. Si le trafic BE permet une souplesse dans l’utilisation des ressources,
sa mise en œuvre ne´cessite l’utilisation de buffers de me´morisation dans les entre´es
de routeurs et l’e´limination des cycles du graphe de de´pendance. Le trafic GT per-
met en revanche l’utilisation de routeurs simplifie´s et sans me´morisation. Un enjeu de
cette the`se est de tenter d’introduire plus de souplesse dans les techniques GT par la
reconfiguration dynamique des chemins de communication non-conflictuels.
1.5 Conclusion
Nous avons pre´sente´ le concept de re´seau sur puce (NoC) et les principales me´thodes
utilise´es pour les concevoir. Le principe de leur architecture mate´rielle re´side dans
l’utilisation de routeurs interconnecte´s permettant d’assurer une communication fi-
able entre de nombreux composants IP. Les IP mettent en œuvre les fonctions de
l’application et sont relie´s au NoC via des interfaces standards NI. Le re´seau sur puce
(NoC) fournit des services de communication qui visent a` re´pondre aux difficulte´s ren-
contre´es par l’utilisation des bus de donne´es. Contrairement au bus, l’architecture de
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communication d’un NoC comporte des liens de communication courts entre des IP
agence´s et place´s sur la puce selon une topologie adapte´e a` l’application et re´partie sur
la surface de la puce de manie`re re´gulie`re ou irre´gulie`re. Nous avons pre´sente´ les prin-
cipales techniques de commutation de paquet utilise´es et les techniques de routage, en
pre´cisant lesquelles sont en lien avec nos travaux et leurs caracte´ristiques. Nous avons
choisi comme cadre la me´thodologie de conception du NoC µSpider II, la commuta-
tion de paquet de type wormhole et le routage Guaranteed Trafic (GT) par multiplexage
temporel.
En pre´sentant les spe´cificite´s du routage Guaranteed Trafic (GT) par rapport au
routage Best Effort (BE) plus courant, nous avons mis en e´vidence un certain nombre de
proble`mes d’optimisation combinatoire rencontre´s lors de la conception des NoC. Ces
proble`mes sont principalement des proble`mes de placement (facility location problem),
de calcul de plus courts chemins avec contraintes de capacite´, d’ordonnancement et de
synchronisation des e´changes, et plus particulie`rement pour le trafic BE des proble`mes
de de´tection et de re´duction d’interblocage. Que ce soit pour le trafic BE ou le trafic
GT, le respect des capacite´s en bande passante des liens de communication semble es-
sentiel pour e´viter toute possibilite´ de contention structurelle et durable. Alors que
le re´seau BE permet l’injection des paquets sans avoir a` se pre´occuper de la charge
courante du re´seau, et permet la pre´sence de conflits entre paquets, en principe oc-
casionnels, le re´seau GT fixe une bande passante maximum spe´cifique pour chaque
communication. Le respect des contraintes temps-re´el de l’application entraˆıne alors
un sur-dimensionnement du re´seau base´ sur des besoins au pire cas. Un des objec-
tifs de cette the`se est d’apporter plus de souplesse dans l’utilisation d’un re´seau GT
par la reconfiguration dynamique des chemins de communications et des bandes pas-
santes, et ainsi de permettre un meilleur ajustement des ressources tout en maintenant
une qualite´ de service garantie avec un trafic sans conflit ni interblocage au sein d’une
topologie irre´gulie`re.
2
Proble`me de routage avec garantie de trafic
Le re´seau sur puce (NoC) est une approche e´mergente de la technologie des syste`mes
multiprocesseurs sur puce MPSoC dans laquelle la recherche de chemins de routage
efficaces est un des challenges parmi les plus importants [11, 3, 1]. Dans de tels
syste`mes, les solutions traditionnelles avec les bus partage´s sont remplace´es par des
interconnexions avec des liens courts. Comme dans les re´seaux d’ordinateurs ou dans
les re´seaux terrestres de communication ou de transport, l’issue critique est la pre´vision
d’une bande passante a` meˆme de garantir la qualite´ du trafic, l’e´vitement des colli-
sions, les interblocages (deadlock). Le routage de type Garantie de Trafic (GT) est une
re´ponse a` cette pre´occupation. Le GT est la spe´cification d’une QoS dans le NoC qui
doit se traduire par le respect des contraintes temps re´els des applications, et donc
d’une garantie de de´bit et de latence approprie´s. La technique du multiplexage tem-
porel, par l’usage de tables d’e´mission TDMA, est celle retenue ici pour mettre en œu-
vre cette QoS. Elle consiste a` allouer a` chaque communication des instants (time-slots)
d’e´mission et de passage autorise´s des paquets au travers des liens du re´seau. E´tant
donne´ les contraintes multiples a` satisfaire simultane´ment pour toutes les communica-
tions, la construction des chemins de routage n’est pas une taˆche aise´e.
Dans ce chapitre, nous mode´lisons le proble`me de routage (GT) dans le NoC sous
la forme d’un proble`me d’optimisation combinatoire dont nous montrons qu’il est NP-
difficile au sens fort. Nous l’appelons, << proble`me cyclique des K-plus-courts chemins
sans conflits >> (CKPP∗). Nous donnons une formulation du proble`me en termes mathe´-
matiques usuels en the´orie des graphes et nous le pre´sentons e´galement sous la forme
d’un programme line´aire en nombres entiers. Nous analysons ensuite les contraintes
que doivent respecter les spe´cifications de flot de communication pour constituer des
donne´es d’entre´e valides du proble`me. En effet, inde´pendamment de la structure du
re´seau, les quantite´s de paquets spe´cifie´es doivent respecter a` la fois la capacite´ des IP
e´metteurs et la capacite´ des IP re´cepteurs. Ainsi, la spe´cification meˆme de la donne´e
d’entre´e du CKPP peut eˆtre repre´sente´e par la re´solution d’un proble`me de flot max-
imum (polynomial) non trivial. Nous e´voquons ensuite les limites de l’ approche GT
telle que repre´sente´e par le CKPP.
La section 2.1 de´finit le proble`me standard du routage (GT) sous la forme d’un
proble`me d’optimisation combinatoire qui sera mis en relation avec les proble`mes de
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plus courts chemins de la litte´rature. Dans la section 2.2, nous pre´sentons sa formu-
lation sous la forme d’un programme line´aire en nombres entiers. Dans la section
2.3, nous e´tudions la complexite´ du proble`me en relation avec les proble`mes de la
litte´rature pour mettre en e´vidence les difficulte´s qui sont inhe´rentes a` sa re´solution.
Dans la section 2.4, nous e´tudions la taˆche de spe´cification de flots de communica-
tion valides, pour l’application et comme donne´e d’entre´e du CKPP, qui se rame`ne a` la
re´solution d’un proble`me de flot maximum. Dans la section 2.5, nous explorons les lim-
ites de l’approche et proposons d’y introduire de la reconfiguration dynamique. Nous
terminerons par la conclusion.
2.1 De´finition du proble`me standard
2.1.1 Contexte et notations
Pour mieux cerner le proble`me de routage a` garantie de trafic (GT), dont nous comp-
tons donner une formulation sous la forme d’un proble`me d’optimisation combinatoire,
il convient de pre´ciser le contexte du proble`me et de donner quelques de´finitions utiles
pour la suite.
Pour me´moire, un NoC est constitue´ d’un ensemble interconnecte´ de composants
appele´s IP. Ces composants IP peuvent eˆtre des processeurs, des blocs DSP, ou des blocs
de me´moire dans une seule puce. Ils sont des e´metteurs et/ou re´cepteurs de messages.
Ces composants sont relie´s par des routeurs selon une topologie de re´seau donne´e.
Pour rendre les choses concre`tes, nous pouvons examiner l’exemple du NoC spe´cifie´ a`
la figure 2.1. Le NoC est compose´ de 9 routeurs, note´s R0 a` R8, interconnecte´s suivant
la topologie des liens sur la figure. Aux diffe´rents routeurs, sont connecte´s 7 modules
IP correspondant a` des unite´s de calcul ou de stockage. Ces composants sont note´s
IP1, . . . , IP4 etM1, . . . ,M3 sur la figure. La nature de ces unite´s n’a pas ici d’importance
si ce n’est le fait de savoir qu’elles sont e´mettrices et/ou re´ceptrices de messages, elles
sont appele´es e´galement terminaux. Ici, K = 28 messages sont spe´cifie´s et e´mis avec
un temps de cycle T = 8 (voir plus loin). Ces unite´s communiquent avec le re´seau
de routeurs via des interfaces standardise´es appele´es << interface re´seau >> (NI). Un IP
est exclusivement connecte´ a` un seul routeur via une interface re´seau (NI). Ce sont les
NI qui sont charge´es de pre´parer le formatage des messages et paquets avant injection
dans le re´seau. Aussi, par la suite nous utilisons parfois le terme de NI de manie`re
interchangeable pour parler des composants terminaux IP. Plus formellement, un NoC
peut eˆtre mode´lise´ par un graphe oriente´ G = (V,A), ou` l’ensemble V des sommets
repre´sente les routeurs et les IP, et l’ensemble des arcs A ⊆ V × V repre´sente les
liaisons de transmission oriente´es entre les sommets. Ici, nous conside´rons un routage
wormhole et un chemin comme une se´quence de sommets note´ v0, v1, . . . , vn, avec vi ∈
V . La de´finition et la notation ainsi donne´es du chemin seront utilise´es tout au long
de ce manuscrit. Ainsi, chaque message µ est une se´quence de q paquets contigue¨s,
avec q > 0, qui sont transmis le long des arcs du re´seau. Le paquet d’enteˆte contient la
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Figure 2.1: Jeux de test N2, avec T = 8, R = 9, NI = 7,K = 28.
spe´cification du chemin origine/destination, tandis que les autres paquets contiennent
les donne´es du message. Un routeur n’a pas de capacite´ de me´morisation de paquet, il
retransmet les paquets tels que spe´cifie´s par le paquet d’enteˆte. Le NoC est synchrone,
il est cadence´ par une horloge commune partage´e par tous ses composants. Chaque arc
a une capacite´ d’un paquet par unite´ de temps ou (time-slot). Les paquets sont transmis
d’une manie`re contigue¨. Par conse´quent, si une occurrence physique d’un message e´mis
a` l’instant t(µ) suit le chemin v0, v1, . . . , vn, avec vi ∈ V , ses paquets franchiront l’arc
(vi, vi+1) aux time-slots conse´cutifs t(µ)+i+k, k = 0, . . . , q−1. Nous disons qu’un arc est
<< occupe´ >> par un paquet a` un time-slot donne´ lorsqu’il est franchi a` ce time-slot, il est dit
<< libre >> sinon a` ce meˆme instant. Nous conside´rons que les chemins peuvent contenir
des circuit lorsque cela est ne´cessaire et ne nous restreignons nullement a` des chemins
e´le´mentaires. Pour permettre le partage des liens, nous adoptons le me´canisme d’acce`s
multiple a` re´partition dans le temps par l’utilisation de tables TDMA. Pour chaque nœud
e´metteur, une table TDMA spe´cifie l’instant de de´part de chaque message a` l’inte´rieur
de l’intervalle [0, . . . , T −1] en tenant compte de la taille de chaque message. Un slot de
temps est alloue´ a` chaque paquet e´mis. Les messages sont e´mis pe´riodiquement avec
une pe´riode de longueur T time-slots. Ainsi, le nombre de paquets par message de´finit
une bande passante entre le nœud source et le nœud destination. Par conse´quent, un
message peut eˆtre vu comme la classe de ses occurrences physiques a` chaque cycle.
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Figure 2.2: Transfert de deux messages dans un NoC occupe´.
Cela permet de conside´rer des classes de time-slots spe´cifiant l’occupation d’un arc aux
diffe´rents instants t modulo T . Si un arc est occupe´ au time-slot t, il est conside´re´
occupe´ e´galement aux time-slots t + kT , pour tout k ≥ 0. Nous disons qu’un arc est
occupe´ a` t mod T pour exprimer son occupation re´currente par un paquet. Ainsi la
plupart du temps, nous parlons de paquet, ou de message, pour nous re´fe´rer a` la classe
qu’il repre´sente, et d’occurrence physique pour nous re´fe´rer a` un paquet particulier a`
un instant particulier.
Lorsqu’ils sont transmis dans le re´seau, deux paquets re´els sont dits sans conflits s’ils
ne se rencontrent jamais, c’est-a`-dire s’ils n’empruntent jamais le meˆme arc au meˆme
slot de temps. Par extension, des chemins ou des messages sont dits << sans conflit >> ,
ou << sans contention >> , lorsque leurs paquets n’entrent jamais en conflit deux a` deux,
qu’ils aient e´te´ e´mis a` un meˆme cycle ou a` des cycles diffe´rents. Puisque les chemins
peuvent se partager les ressources communes de communication du re´seau, et pour
assurer un trafic garanti (GT), les chemins et les dates d’e´mission doivent eˆtre spe´cifie´s
de telle sorte que deux paquets ne se rencontrent jamais. La figure 2.2 illustre deux
chemins sans conflits dans un NoC de´ja` occupe´, avec un cycle d’e´mission de longueur
5.
Cette technique d’acce`s multiple a` re´partition dans le temps a e´te´ de´ja` pre´sente´e et
utilise´e dans [47, 46, 18, 27, 44, 63]. Ces auteurs ont propose´s des me´thodes heuris-
tiques pour re´soudre le proble`me. Ne´anmoins, il est difficile de trouver une formulation
parfaitement standardise´e du proble`me car les donne´es du proble`me sont souvent im-
plicites dans les descriptions des architectures de NoC fournies par les auteurs. Notam-
ment, l’absence de jeux de tests communs a` ces approches rend difficile leur e´valuation
comparative. Nous tentons ici de donner une version bien formalise´e du proble`me et
par la suite de proposer un cadre d’e´valuation et des jeux de tests entie`rement repro-
ductibles. Cette formalisation a aussi pour but de faciliter l’e´tude de la complexite´ du
proble`me en relation avec les autres proble`mes classiques de routage.
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2.1.2 De´finition
A partir des notations de la section pre´ce´dente, nous pouvons maintenant e´noncer le
proble`me d’optimisation combinatoire mode´lisant le routage (GT) et que nous appelons
<< proble`me cyclique des K-plus-courts chemins sans conflits >> ou Cyclic K-conflict-free
shortest Paths Problem (CKPP).
• Proble`me cyclique des K-plus-courts chemins sans conflits (CKPP)
Une instance du proble`me consiste en un graphe oriente´ G = (V,A), un cycle
d’e´mission de longueur T , et un ensemble de K messages
M = {µi = (si, ti, qi) : si ∈ V, ti ∈ V, qi > 0, i = 1, . . . ,K}, ou` (si, ti) est une paire
origine/destination, et qi le nombre de paquets du message. Le but est de trou-
ver les instants de de´part des messages t(µi) ∈ [0, T − 1], µi ∈ M , a` chaque
nœud source et les chemins origine/destination non conflictuels dans le graphe
de longueur totale minimale.
Il convient de noter que l’objectif du proble`me est la minimisation de la longueur totale
des chemins, tandis que les contraintes re´sident dans l’occupation temporelle des arcs
tels que les chemins soient sans conflits.
2.1.3 Version min-sum et min-max
Le CKPP que nous avons de´fini et formule´ suivant l’approche standard du routage (GT)
posse`de par de´faut pour fonction objectif la minimisation de la longueur totale des
chemins. Cet objectif permet de minimiser la longueur totale des liens physiques par-
courus par des paquets et donc de minimiser la de´perdition d’e´nergie totale induite
par le cheminement dans le re´seau et le franchissement des routeurs. Nous pre´sentons
cette version standard comme la version min-sum du proble`me. Une deuxie`me ver-
sion du proble`me que nous conside´rons, consiste a` prendre pour fonction objectif la
minimisation de la longueur du chemin le plus long. Cette version, que nous appelons
version min-max, prend ainsi en compte la minimisation de la latence maximum d’une
communication et permet d’obtenir indirectement un codage du chemin plus re´duit.
Nous e´tudierons dans les expe´rimentations la prise en compte de chacun de ces deux
objectifs possibles pour le proble`me. Par de´faut nous parlons de la version min- sum du
proble`me.
2.2 Mode`le line´aire en nombre entiers
Nous proposons ici un mode`le line´aire en nombre entiers ILP ou integer linear pro-
graming model pour le CKPP [10]. C’est un mode`le oriente´ paquets. Cela signifie que
le routage porte sur les paquets. Un message, correspondant a` une communication,
est divise´ en paquets. Le nombre de paquets de chaque message de´finit sa taille. Nous
donnons ci-apre`s les variables, contraintes et objectif du proble`me.
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2.2.1 Variables
Le NoC est compose´ de routeurs et de paquets qui le traversent en empruntant les arcs.
Plus pre´cise´ment, les donne´es et variables sont les suivantes :
• Il y a n routeurs de´signe´s par i ou j. L’ensemble des routeurs est R = {0, . . . , n−
1};
• Il y a m arcs oriente´s de´nomme´s (i, j). L’ensemble des arcs est de´signe´ par A;
• Il y a K paquets de´signe´s par k avec k ∈ {1, . . . ,K};
• Chaque paquet a un routeur origine ok ∈ R et un routeur destination dk avec
ok 6= dk;
• Le temps est discre´tise´, t ∈ {0, . . . , T − 1} est un slot de temps, et T est la taille
de la TDMA;
• Le syste`me est pipeline´, les slots de temps t et t+ T sont identiques pour tout t;
• La variable xi,j,k,t est une variable boole´enne qui est e´gale a` 1 si le paquet k utilise
l’arc (i, j) durant le slot de temps t, et ze´ro sinon.
2.2.2 Contraintes
Les contraintes sont les suivantes :
1. Capacite´s des arcs. Chaque arc ne peut acheminer plus d’un paquet par unite´ de
temps.
∑
k∈{1,...,K}
xi,j,k,t ≤ 1 ∀(i, j) ∈ A,∀t ∈ {0, . . . , T − 1} (2.1)
2. Origine des paquets. Pour tout k dans {1, . . . ,K}, le paquet k a pour origine le
routeur ok.
∑
t∈{0,...,T−1}
i∈R|(ok,j)∈A
xok,j,k,t = 1 ∀k ∈ {1, . . . ,K} (2.2)
3. Destination des paquets. Pour tout k dans {1, . . . ,K}, le paquet k a pour desti-
nation le routeur dk.
Mode`le line´aire en nombre entiers 35
∑
t∈{0,...,T−1}
i∈R|(i,dk)∈A
xi,dk,k,t = 1 ∀k ∈ {1, . . . ,K} (2.3)
4. Conservation des paquets. Pour tout instant t dans {0, . . . , T − 1}, pour tout k
dans {1, . . . ,K} et pour tout i dans R\{ok, dk}, si le paquet k atteint le routeur i
a` l’instant t, alors il devrait avoir quitte´ ce routeur a` l’instant t+ 1.
∑
j∈R|(j,i)∈A
xj,i,k,t =
∑
j∈R|(i,j)∈A
xi,j,k,(t+1) mod T
∀t ∈ {0, . . . , T − 1},∀k ∈ {1, . . . ,K},∀i ∈ R\{ok, dk} (2.4)
5. Pas de retour au routeur d’origine. Pour tout instant
t dans {0, . . . , T − 1}, pour tout k dans {1, . . . ,K}, le paquet k ne peut retourner
au routeur ok apre`s l’avoir quitte´.
∑
i∈R|(i,ok)∈A
xi,ok,k,t = 0 ∀t ∈ {0, . . . , T − 1},∀k ∈ {1, . . . ,K} (2.5)
6. Pas de sortie du routeur destination. Pour tout instant
t dans {0, . . . , T − 1}, pour tout k dans {1, . . . ,K}, le paquet k ne peur ressortir
du routeur dk apre`s l’avoir atteint.
∑
j∈R|(dk,j)∈A
xdk,j,k,t = 0 ∀t ∈ {0, . . . , T − 1},∀k ∈ {1, . . . ,K} (2.6)
7. Les routeurs d’origine ge´ne`rent au plus un paquet par unite´ de temps. Pour
tout slot t dans {0, . . . , T−1}, pour tout routeur i ∈ R, le nombre total de paquets
e´mis par i tel que ok = i doit eˆtre au plus un.
∑
k∈{1,...,K}|ok=i
j∈R|(i,j)∈A
xi,j,k,t ≤ 1 ∀t ∈ {0, . . . , T − 1},∀i ∈ R (2.7)
8. Les routeurs destination consomment au plus un paquet par unite´ de temps.
Pour tout slot t dans {0, . . . , T − 1}, pour tout routeur j ∈ R, la somme des
paquets k envoye´e au routeur j et tels que dk = j doit eˆtre au plus un.
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∑
k∈{1,...,K}|dk=j
i∈R|(i,j)∈A
xi,j,k,t ≤ 1 ∀t ∈ {0, . . . , T − 1},∀i ∈ R (2.8)
9. Contraintes de Message. Un message est mode´lise´ comme une se´quence de
paquets qui doivent avoir la meˆme route dans le NoC. Plus formellement, le mes-
sage µ ∈M est un ensemble de paquets ordonne´s
{ωµ,1, . . . , ωµ,q} ou` q est la longueur du message µ (c’est-a`-dire le nombre de pa-
quet du message), ωµ,1 ∈ {1, . . . ,K} est le premier paquet et ωµ,l(µ) est le dernier
paquet du message µ. Tous les paquets d’un message doivent avoir le meˆme rou-
teur origine et le meˆme routeur destination, c’est-a`-dire ils doivent satisfaire:
ok = ok′ et dk = dk′ ∀µ ∈ M, ∀k, k′ ∈ {ωµ,1, . . . , ωµ,q}. Les contraintes de
message sont repre´sente´es comme suit :
xi,j,ωµ,p,t = xi,j,ωµ,p+1,(t+1) mod T ∀µ ∈M,∀p ∈ {1, . . . , q − 1},
∀t ∈ {0, . . . , T − 1},∀(i, j) ∈ A (2.9)
Ces contraintes indiquent que si un paquet ω(µ, p) occupe l’arc (i, j) au temps t,
alors le paquet ω(µ, p+ 1) doit occuper cet arc au temps (t+ 1) mod T . L’e´galite´
implique aussi que si le paquet ωµ,p n’a pas occupe´ l’arc (i, j) au temps t, alors
le paquet ωµ,p+1 ne peut occuper cet arc au temps (t + 1) mod T . Ainsi, tous les
paquets d’un message se de´placent le long de la meˆme route au cours du temps.
2.2.3 Objectif
La fonction objectif consiste ici a` minimiser la somme des longueurs des chemins,
elle est donne´e par :
10. Minimisation de la somme des longueurs
Minimiser
∑
(i,j)∈A
∑
k∈K
∑
t∈T
xi,j,k,t (2.10)
La longueur d’un chemin s’exprime en nombre de slots de temps. La longueur totale
des chemins correspond donc au nombre de slots de temps ne´cessaires pour convoyer
tous les messages a` leur destination. La fonction consiste donc a` minimiser ce nombre.
2.3 Complexite´
Dans cette section, nous relions le CKPP a` d’autres proble`mes classiques de la litte´rature
afin d’e´valuer sa complexite´. Nous montrons que le proble`me est NP-difficile au sens
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fort parce qu’e´tant une combinaison et une extension d’un proble`me de Bin Packing
et d’un proble`me de chemins disjoints. E´galement, nous relions le proble`me a` des
proble`mes de flot. Certains de ses sous-proble`mes, ou` l’on cherche un unique chemin
origine-destination, ont des connexions avec des proble`mes de plus court chemin avec
feneˆtre de temps qui peuvent eˆtre re´solus avec un algorithme pseudo-polynomial. Pour
commencer, nous e´nonc¸ons d’abord le the´ore`me suivant:
The´ore`me 1. Le CKPP est NP-difficile au sens fort.
Preuve La preuve est faite par re´duction d’un proble`me de Bin Packing au CKPP.
Puisque le Bin Packing est NP-complet au sens fort, nous montrons qu’il existe une
transformation polynomiale vers le CKPP [21]. Dans le Bin Packing, on donne un
ensemble {x1, x2, . . . , xn} d’objets, chaque objet xi ayant une taille qi, et k bins de
capacite´ B. La question est de savoir si l’on peut attribuer tous les objets aux bins
de telle manie`re qu’aucun bin ne rec¸oive des objets dont la taille totale exce`de B. La
construction d’une instance du CKPP a` partir d’une instance d’un Bin Packing consiste a`
construire un graphe pour envoyer n messages des nœuds origines oi distincts vers des
nœuds destination di distincts en traversant une coupe minimale du graphe avec k arcs,
avec un cycle d’e´mission de longueur B. Chaque message est compose´ de qi paquets.
Cette transformation est illustre´e dans la figure ?? avec diffe´rentes topologies possibles
de NoC. La topologie peut eˆtre ge´ne´rale comme dans (a) ou planaire comme dans (b)
et (c). La figure montre une transformation d’un Bin Packing avec 2 bins (taille de la
coupe) et 3 objets (nœuds terminaux). Un point important a` souligner est que tout
message peut eˆtre achemine´ a` partir de son nœud origine a` son nœud destination par
n’importe quel arc de la coupe, suivant un instant de de´part pris dans [0, B − 1]. Nous
pouvons noter que de tels chemins ont une longueur totale minimale. Par conse´quent,
il existe n chemins sans conflits (de longueur donne´e), avec des dates d’e´mission des
messages associe´s dans [0, B − 1], si et seulement si l’instance du Bin Packing a une
solution. E´tant donne´ que qi ≤ B et k ≤ n, il s’ensuit que la transformation peut eˆtre
effectue´e en un temps polynomial avec la taille du proble`me d’entre´e. Il en de´coule
que le CKPP est NP-difficile au sens fort. smartqed
La re´duction ici du Bin Packing de la figure 2.3 en un CKPP (2 bins, 3 objets),
consiste a` acheminer les messages d’origine o1, o2 et o3 respectivement aux destinations
d1 de taille q1 , d2 de taille q2 et d3 de taille q3. Tous les messages devant obligatoirement
passer par les deux arcs de la coupe minimale a` des instants compris dans [0, B − 1].
Il convient de noter que le CKPP est NP-difficile au sens fort aussi bien pour des
graphes ge´ne´raux, des graphes planaires ou des re´seaux en grille. Le qualificatif
<< fort >> indique que le proble`me demeure NP-difficile meˆme pour une << petite >> taille
du cycle d’e´mission T . Nous entendons par << petite >> , << polynomialement borne´ >>
par rapport a` la taille de la donne´e d’entre´e. Nous ne pouvons pas e´tablir que le
proble`me est NP complet, car il n’est pas clair si le CKPP est dans NP. La difficulte´
est que la longueur d’un chemin peut eˆtre aussi grande que N × T , pour un graphe
de taille N avec un cycle d’e´mission de longueur T . La taille de la donne´e d’entre´e
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Figure 2.3: Re´duction d’un Bin Packing en un CKPP (2 bins, 3 objets).
est de O (k × log(T ) +N + log(T )) ou` k est le nombre de paires origine/destination.
Par conse´quent, la longueur de la chaˆıne code´e ne´cessaire pour repre´senter le chemin
pourrait ne pas eˆtre polynomiale avec la taille de la donne´e d’entre´e.
Une autre fac¸on de voir que le CKPP est NP-difficile au sens fort, consiste a` le rap-
procher du proble`me de plus courts chemins disjoints (EDP∗) ou de chemins disjoints
(K-Disjoint Paths problem) [35], si l’on ne tient pas compte de la minimisation de la
longueur des chemins. Ce proble`me peut se de´cliner en diffe´rentes versions selon que
nous voulons des chemins de sommets ou d’arcs disjoints reliant un ensemble de K
paires source-destination. C’est l’un des premiers proble`mes NP-difficiles rapporte´s par
Karp [33]. En ramenant le CKPP aux seules instances pour lesquelles T = 1, sa restric-
tion devient un proble`me de plus courts chemins disjoints de type EDP. Ce proble`me
est connu pour eˆtre NP-difficile e´galement dans le cas de graphes planaires [45], ou
une topologie en grille [22]. Puisque, le CKPP demeure NP-difficile meˆme lorsque le
nombre T est borne´ par une constante, il s’ensuit qu’il est NP-difficile au sens fort.
Un proble`me similaire est le proble`me de flot inse´cable UFP. C’est une ge´ne´ralisation
de l’EDP ou` chaque areˆte e a une capacite´ positive ce; et chaque paire a une demande
di > 0. La demande de si a` ti doit eˆtre achemine´e de manie`re inse´cable, c’est-a`-dire le
long d’un chemin unique de si a` ti. Pour chaque areˆte e la demande totale achemine´e
par ce lien doit eˆtre au plus e´gale a` ce. Ce proble`me ajoute une contrainte de capacite´
a` l’EDP. Il est diffe´rent du CKPP dans lequel la capacite´ des arcs est de´finie par une
occupation temporelle et cyclique des arcs sans conflit avec des instants spe´cifiques de
passage.
Ge´ne´ralement, les mode`les classiques de proble`me de flot portent sur une situa-
tion statique. Ils ne sont souvent pas approprie´s pour prendre en compte toutes les
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varie´te´s d’applications dans lesquelles les valeurs des flots sur les arcs varient avec
le temps ou ne´cessitent une certaine dure´e pour l’acheminement via chaque arc. Un
tel proble`me ou` sont pris en compte des temps de transit des flots est repre´sente´ par
le proble`me de plus court chemin avec feneˆtres de temps ou one-to-one shortest path
problem with time windows (SPPTW) [13, 48]. E´tant donne´ un graphe G, un nœud
source s, un nœud de destination t, un instant de de´part θ, un temps de transit τa,
un couˆt ca et un ensemble de feneˆtres de temps Fa sur chaque arc a. L’objectif est
de calculer le plus court chemin (concernant les couˆts ca) respectant les feneˆtres de
temps donne´es. Ce genre de proble`me se rencontre souvent dans les transports ter-
restres, le controˆle du trafic routier, et dans des applications de routage de ve´hicules.
Le proble`me est NP-difficile, mais il est re´solu de fac¸on exacte par plusieurs algorithmes
pseudo-polynomiaux [13, 29, 56].
Conside´rant le CKPP, un de ses sous proble`mes ou` l’on cherche un chemin orig-
ine/destination unique dans un NoC de´ja` occupe´ est semblable a` un proble`me de
routage origine/destination avec feneˆtres de temps. Dans ce cas, une approche de
re´solution consiste a` utiliser un graphe spatio-temporel e´tendu (TEG) [34]. Le TEG
contient une copie de l’ensemble des nœuds et des arcs du graphe initial pour chaque
slot de temps conside´re´. Un plus court chemin sans conflit dans le NoC peut eˆtre con-
side´re´ comme un plus court chemin statique dans le graphe spatio-temporel e´tendu. Ce
sous proble`me diffe`re du SPPTW par son caracte`re cyclique avec des feneˆtres de temps,
capacite´s et dure´es de transfert e´gaux a` l’unite´. Nous pre´sentons dans ce document un
algorithme Dijkstra modifie´ permettant de calculer un chemin origine-destination dans
le TEG. Cet algorithme est pseudo polynomial avec la taille du CKPP. Il sera utilise´
comme ope´rateur dans les heuristiques et me´taheuristiques pre´sente´es dans ce travail
pour traiter l’ensemble du CKPP.
2.4 Spe´cification des flots de communication
Le CKPP formalise un proble`me de routage dans un NoC repre´sente´ par un graphe ori-
ente´ G = (V,A), un cycle d’e´mission de longueur T , et un ensemble de K messages
M = {µi = (si, ti, qi) : si ∈ V, ti ∈ V, qi > 0, i = 1, . . . ,K}, ou` (si, ti) est une paire orig-
ine/destination, et qi le nombre de paquets du message. Il porte donc sur des flots
de communication de´finis par les messages dont les bandes passantes sont donne´es
par les quantite´s de paquets. Ces flots inse´cables se partagent une bande passante de
taille maximum T qui de´finit la capacite´ des liens du re´seau. Chaque IP e´metteur ou
re´cepteur e´tant relie´ a` son routeur via un lien unique, il convient de s’assurer du respect
de la capacite´ de ce lien en entre´e et en sortie du re´seau et cela inde´pendamment de la
topologie du re´seau. Dans [9], la spe´cification des flots de communication est base´e sur
l’analyse des graphes de de´pendance de communication de l’application et doit aboutir
a` une re´partition e´quitable des bandes passantes conforme aux besoins de l’application.
Ici, nous formalisons le proble`me de la construction de ces flots de donne´es valides.
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Nous la repre´sentons comme la re´solution d’un proble`me de flot maximum standard ce
qui permet d’en e´valuer la difficulte´. E´galement, nous en de´duirons un algorithme de
ge´ne´ration de jeux de donne´es ale´atoires pre´sente´ plus loin dans la the`se. Ces jeux de
donne´es seront utilise´s pour les e´valuations des algorithmes de re´solution du CKPP.
Soit Π = {1, 2, . . . P} l’ensemble des IP, pouvant eˆtre des nœuds e´metteurs ou des
nœuds re´cepteurs. Nous supposons donne´ le graphe de communication de l’application
(ACG∗) qui pre´cise les flots de communication ouverts entre IP. Il est repre´sente´ par
une matrice C = (cij), 1 ≤ i, j ≤ P , telle que cij ∈ {0, 1}. Une entre´e cij est telle que
cij = 1 si une communication est ouverte i a` j, cij = 0 sinon. Notamment nous avons
cii = 0 car une IP ne communique pas avec elle-meˆme. Nous notons xij la variable
indiquant le nombre de paquets associe´s a` chaque liaison origine/destination (i, j).
Nous spe´cifions par s le nombre minimum de paquets e´mis par une source donne´e.
La proble´matique de la ge´ne´ration de flots de communication valides, que nous intitu-
lons proble`me d’injection de trafic (TIP∗), consiste a` ge´ne´rer rapidement des solutions
optimales ou quasi-optimales du proble`me de flot maximum suivant:
maximiser
∑
i,j∈{1,...,P}
cijxij (2.11)
sous les contraintes ∑
i∈{1,...,P}
cijxij ≤ T, ∀j ∈ {1, . . . , P} (2.12)
∑
j∈{1,...,P}
cijxij ≤ T, ∀i ∈ {1, . . . , P} (2.13)
cijxij ≥ cijs, ∀i, j ∈ {1, . . . , P} (2.14)
xij ∈ {0, . . . , T}. (2.15)
La quantite´
∑
i,j cijxij de la relation (2.11) est la fonction objectif qui correspond a` la
maximisation du flot total qui est injecte´ dans le re´seau durant la pe´riode T . La relation
donne´e par l’ine´quation (2.12) exprime le fait que le nombre de paquets e´mis par une
source vers toutes ses destinations possibles, pendant un cycle de longueur T , ne peut
exce´der T . L’ine´quation (2.13) exprime que le nombre de paquets en provenance des
nœuds sources et arrivant a` un nœud destination, durant un cycle T , ne peut eˆtre plus
grand que T . La relation (2.14) indique que le nombre de paquets e´mis est supe´rieur
au seuil s. Par la suite, nous e´valuons le niveau de saturation des e´metteurs, appele´
(TSL∗), comme la quantite´
TSL =
∑
i,j
cijxij/PET
× 100, (2.16)
ou` PE est le nombre d’IP e´metteurs. Le TSL de´finit le pourcentage de paquets e´mis
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relatif aux slots de temps disponibles par rapport a` chaque nœud e´metteur. Un TSL
de 100% indique que chaque e´metteur produit exactement un paquet a` chaque slot de
temps. Cette quantite´ est souvent de´nomme´e dans la litte´rature des SoC par l’expression
message throughput [54]. La figure 2.4 illustre le proble`me de la ge´ne´ration de trafic
dans un cas simple. Un ACG est donne´ en (a), tandis que (b) et (c) pre´sentent deux con-
figurations optimales possibles de flots de trafic. Il convient de noter que, avec un seuil
de s = 0, des solutions optimales peuvent eˆtre peu satisfaisantes, car certains IP n’ont
pas de paquets a` e´mettre, comme en (b). Il peut eˆtre souhaitable de mieux partager et
de´composer le flot entre les e´metteurs/re´cepteurs de manie`re plus e´quitable, comme
en (c). Il est important de noter que la valeur du flot maximum de´pend d’abord de
la structure du ACG, inde´pendamment de la topologie du NoC. A titre d’exemple, le
TSL ne peut pas de´passer 66,6% avec l’ACG de la figure 2.4. Cet exemple illustre com-
ment les contraintes de bandes passantes de l’approche GT doivent eˆtre soigneusement
ajuste´es.
Figure 2.4: Un ACG (a), et deux configurations de flot maximum (b-c).
2.5 Limites de l’approche avec garantie de trafic
La technique d’acce`s multiples a` re´partition dans le temps permet de garantir un de´bit
en trafic donne´. Re´soudre le CKPP doit permettre de garantir une latence minimum des
communications et un routage exempt de conflit et donc d’interblocage. Le routage a`
la source permet l’absence de conflit et autorise e´galement l’emploi de routeurs tre`s
simples et sans buffer de me´moire. Ne´anmoins, dans le routage (GT), l’allocation des
ressources de communication est effectue´e pour des cas extreˆmes. Le dimensionnement
du re´seau peut eˆtre fonction de communications tre`s exigeantes en bande passante
alors que cette exigence est parfois ponctuelle. Dans la figure 2.5, la bande passante
du nœud source IP i est repartie de fac¸on de´finitive entre trois nœuds destination. Le
nœud destination IP j rec¸oit une partie Xij de cette bande passante. Il ne tient pas
compte de la fluctuation a` la baisse des besoins en bande passante qui peut apparaˆıtre
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lors du fonctionnement. Il s’ensuit un sur- dimensionnement possible du re´seau et une
utilisation sous-optimale de ses ressources physiques. Comme illustre´ par la figure 2.5,
un de´savantage majeur du routage (GT) tel que mode´lise´ par le CKPP est qu’il fige de
fac¸on de´finitive la bande passante entre la source et la destination d’une communica-
tion. Nous proposons d’atte´nuer ce de´savantage par la possibilite´ d’une modification
dynamique des flots de donne´es. Nous pre´sentons cette proble´matique dans le chapitre
suivant et en de´duisons une version remanie´e du proble`me de routage.
Figure 2.5: Bande passante fige´e entre la source i et la destination j.
2.6 Conclusion
Nous avons pre´sente´ le proble`me de routage a` garantie de trafic (GT) selon le me´canisme
d’acce`s multiple a` re´partition dans le temps par l’utilisation de tables TDMA. Cela nous
a permis de mettre en e´vidence un certain nombre de ses caracte´ristiques et les dif-
ficulte´s qui lui sont propres. Nous avons formalise´ la proble´matique par le biais d’un
proble`me d’optimisation combinatoire (NP-difficile au sens fort) de calcul de plus courts
chemins avec contraintes, nomme´ proble`me cyclique des K-plus-courts chemins sans
conflits (CKPP). Il peut eˆtre conside´re´ sous sa version min-sum ou min-max. Sa for-
mulation sous la forme d’un programme line´aire en nombres entiers a e´te´ donne´e afin
d’aborder sa re´solution de manie`re exacte par des solveurs standards. Nous avons
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pre´sente´ la spe´cification des flots de communication donne´s en entre´e du CKPP comme
la re´solution d’un proble`me de flot maximum entre IP e´metteurs et re´cepteurs. Suivant
les contraintes de l’application, le concepteur est ainsi amene´ a` proposer des solu-
tions sous-optimales de ce proble`me particulier re´pondant aux besoins en bande pas-
sante. La limite principale de cette mode´lisation du trafic GT re´side dans le manque
de flexibilite´ des bandes passantes qui sont fige´es une fois pour toute, entraˆınant un
sur-dimensionnement du re´seau pour satisfaire des conditions au pire cas. Nous pro-
posons maintenant d’aborder le proble`me de la reconfiguration dynamique des bandes
passantes des communications.

3
Proble`me de routage reconfigurable avec
garantie de trafic
Le proble`me d’optimisation combinatoire formule´ dans le chapitre 2, est un proble`me
de routage avec contraintes dans lequel des bandes passantes sont spe´cifie´es une fois
pour toute via les de´finitions des tables TDMA. L’une des faiblesses de cette approche
est le comportement statique qu’elle confe`re au NoC, le rendant de´pendant d’un de´bit
fixe´ a` l’avance et surdimensionne´ pour traiter les pires cas de trafic. Pour atte´nuer
cette contrainte nous proposons ici une extension du premier proble`me. Dans cette
extension, les bandes passantes peuvent eˆtre modifie´es dynamiquement. Et cela, par le
changement en cours de fonctionnement d’une ou de plusieurs TDMA utilise´es par les
e´metteurs. L’e´metteur posse`de des TDMA dont le nombre est fixe´ a` l’avance. Mais, leurs
utilisations peuvent eˆtre interverties a` tout moment a` chaque de´but de cycle d’e´mission,
selon le choix propre a` un e´metteur donne´. Il faut alors assurer une compatibilite´ des
TDMA lors de leurs permutations asynchrones et inde´pendantes pour garantir l’absence
de conflit.
Cela nous conduit a` pre´senter une version du proble`me de routage GT incluant la
reconfiguration dynamique des tables TDMA. Nous appelons ce proble`me << proble`me
cyclique desK-plus-courts chemins reconfigurables sans conflits >> (CRKPP∗). De meˆme
que pour le cas standard, nous analysons les contraintes que doivent respecter les
spe´cifications de flot de communication pour constituer des donne´es d’entre´e valides
du proble`me. Cela doit permettre de pre´ciser les limites de l’approche propose´e. Nous
proposons de distinguer diffe´rents types de reconfigurations des communications possi-
bles, suivant la dure´e d’observation des sce´narii de trafic rencontre´s. Cela nous conduit
a` la proble´matique du couplage entre trafic Best Effort (BE) et trafic garanti (GT) dans
un meˆme NoC, en l’occurrence le NoC µSpider II.
La section 3.1 pre´sente le principe de la reconfiguration dynamique de manie`re in-
formelle sur des exemples et rappelle les notations de base, tandis que la section 3.2
de´finit le proble`me pre´cise´ment. La section 3.3 aborde l’e´tude des flots de communi-
cation valides pour le proble`me. Les sections 3.4 et 3.5 traitent ensuite respectivement
des limites et extensions possibles des me´canismes de reconfiguration et d’adaptation
au trafic. Nous terminons par une conclusion.
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3.1 Principe de la reconfiguration dynamique
Dans sa version standard pre´sente´e au chapitre 2, le proble`me de routage a` garantie
de trafic (GT) n’admet qu’une seule et unique configuration possible de bande passante
entre un e´metteur et un re´cepteur. Nous voulons maintenant assouplir cette contrainte
et rendre le NoC plus adaptatif aux variations de trafic. Il convient de lui permettre de
redimensionner ses ressources en communication en cours d’exe´cution et sans pertur-
bation ni arreˆt du fonctionnement du NoC. L’exemple de la figure 3.1 illustre l’inte´reˆt
d’une telle possibilite´ de changement dynamique de la configuration d’e´mission. Ainsi
qu’indique´ par les e´tapes (a), (b), (c), un IP i peut augmenter sa bande passante vers
un IP j tout en cessant d’e´mettre vers d’autres IP. Le but est de rendre possible une
telle modification dynamiquement selon le choix propre a` l’e´metteur a` chaque de´but
de cycle d’e´mission sans que cela entraˆıne de conflit entre paquets.
Figure 3.1: Modification du flot d’e´mission selon le choix de l’e´metteur.
En nous basant sur les notations du chapitre pre´ce´dent, nous conside´rons main-
tenant que chaque e´metteur posse`de un ensemble de tables TDMA d’e´mission toutes
base´es sur le meˆme cycle de temps T d’e´mission. Une TDMA δ peut eˆtre conside´re´e
comme une spe´cification d’un ensemble de messages avec leurs dates d’e´missions dans
l’intervalle [0, T − 1]. L’ensemble des messages est un ensemble de triplets
M sδ = {µi = (s, ti, qi) : ti ∈ V, qi > 0, i = 1, . . . , kδ}, ou` s est le nœud source des kδ mes-
sages ayant pour destinations les nœuds ti et qi paquets chacun. Du fait de l’e´mission
cyclique et se´quentielle, nous devons avoir kδ ≤
∑
qi ≤ T . De meˆme, e´tant donne´ deux
messages avec leurs dates d’e´missions respectives t1, t2 ∈ [0, T − 1] et leur nombre re-
spectif de paquets q1, q2, de sorte que t1 < t2, nous avons ne´cessairement t1 + q1 ≤ t2,
et (t2 + q2) mod T ≤ t1 lorsque t2 + q2 ≥ T . Nous de´taillons dans la section suivante
les contraintes pre´cises que doivent respecter les spe´cifications de messages pour con-
stituer des flots de donne´es valides du proble`me. Ainsi qu’illustre´ par la figure 3.2, la re-
configuration dynamique consiste en la possibilite´ offerte a` chaque e´metteur de changer
de table d’e´mission d’un cycle a` l’autre selon son choix et de manie`re inde´pendante et
asynchrone relativement aux choix des autres e´metteurs. En (a), sont pre´sente´es les
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tables TDMA affecte´es a` des composants IP. En (b), sont illustre´s des e´changes possibles
des tables d’e´mission TDMA a` chaque cycle.
Figure 3.2: Routage reconfigurable. (a) Un e´metteur posse`de des configurations mul-
tiples de tables TDMA. (b) Chaque e´metteur peut changer de table TDMA d’e´mission a`
chaque de´but de cycle T .
Le but est ici de garantir l’absence de conflit quelle que soit l’application de la table
TDMA choisie a` chaque cycle d’e´mission par un e´metteur. L’approche de re´solution
devra tenir compte des diffe´rents cas de conflits possibles. Ces conflits peuvent eˆtre
des conflits inter-messages, c’est-a`-dire entre des paquets de messages distincts, ou des
conflits intra-messages, c’est-a`-dire entre des paquets d’un meˆme message. Par ailleurs,
ces conflits peuvent survenir entre messages e´mis lors d’un meˆme cycle (conflit intra-
cycle) ou bien lors de cycles d’e´mission diffe´rents (conflit inter-cycle). On peut noter
que les chemins peuvent eˆtre de longueur supe´rieure a` T et comporter des boucles. On
peut noter e´galement que lors d’un changement de table d’e´mission au cycle (k + 1)T ,
tous les paquets lie´s a` la table pre´ce´dente doivent avoir e´te´ e´mis. En effet, il se peut
que des paquets du dernier message e´mis au cycle pre´ce´dent kT soient envoye´s apre`s
le temps kT +(T − 1), qui est la date d’envoi la plus tardive pour un paquet d’enteˆte. Il
conviendra donc d’assurer l’absence de conflit et permettre une re´utilisation maximale
des time-slots libe´re´s lors d’un changement de table d’e´mission. Dans la figure 3.3, le
message 2 de la tdma 0 de la NI0 est compose´ de trois paquets et est a` destination du
routeur R2. Pour y parvenir, il suit le chemin R0, R1, R2. Le message 3 est compose´
de trois paquets et est a` destination du routeur R4. Il suit le chemin R0, R1, R2, R4.
Quant a` la tdma 1 de la meˆme NI0, est comporte 2 messages. Le premier posse`de 4
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paquets et est a` destination du routeur R2 en empruntant le chemin R0, R1, R2. Le
deuxie`me message a` destination du routeur R4 est divise´ en 5 paquets. Son chemin
d’emprunt est le R0, R1, R3, R4. L’exemple de la figure 3.3 illustre des transferts de
messages sans conflits dans le NoC avec une NI source posse´dant deux tables TDMA.
Nous pouvons constater comment des chemins origine/destination peuvent re´utiliser
des slots de temps vacants.
Figure 3.3: Transferts de paquets dans un NoC avec configurations multiples de tables
TDMA.
3.2 De´finition du proble`me
Nous pouvons maintenant e´noncer l’extension du proble`me standard au cas reconfig-
urable. Nous l’appelons << proble`me cyclique desK-plus-courts chemins reconfigurables
sans conflits >> CRKPP.
• Proble`me cyclique des K-plus-courts chemins reconfigurables sans conflits CRKPP
Une instance du proble`me consiste en un graphe oriente´ G = (V,E), un cycle
d’e´mission de longueur T , et un ensemble fini de tables TDMA. Un nœud source
donne´ s peut avoir une ou plusieurs tables qui lui sont attache´es et qui peuvent
eˆtre interchange´es a` chaque cycle d’e´mission. Une table TDMA δ attache´e a` un
nœud source s est spe´cifie´e par l’ensemble
M sδ = {µi = (s, ti, qi) : ti ∈ V, qi > 0, i = 1, . . . , kδ} des messages qui lui sont at-
tache´s, ou` (s, ti) est une paire origine/destination, et qi le nombre de paquets.
Le but est de spe´cifier l’instant de de´part de chaque message dans l’intervalle
[0, T − 1] et les chemins origine/destination de longueur totale minimale de routage
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des messages, tels que les chemins soient sans conflits quelle que soit la table
TDMA qui est e´mise a` chaque cycle.
Il convient de noter que l’objectif du proble`me est soit la minimisation de la somme
des longueurs des chemins, soit la minimisation de la longueur du plus long chemin,
alors que les contraintes re´sident dans l’occupation temporelle des arcs telle que les
chemins soient sans conflits. Le CRKPP est une extension du CKPP dont on peut de´finir
une version min-sum, telle que dans l’e´nonce´, et une version min-max si l’objectif de-
vient la minimisation de la longueur maximum d’un chemin.
3.3 Spe´cification des flots de communication
Dans le NoC µSpider II [9], la spe´cification des flots de communication attribue´s aux
diffe´rents IP est effectue´e a` partir de l’analyse de l’application repre´sente´e par des
graphes de de´pendances de communications. Ou`, chaque graphe repre´sente une taˆche.
Les e´changes entre les taˆches repre´sentant les communications. Cette repre´sentation
permet de calculer la bande passante re´elle, et la taille des donne´es maximale des
communications e´change´es par les composants du NoC. Pour nous, nous partons d’un
graphe de communication de l’application qui spe´cifie les communications souhaite´es
(ouvertes) entre un ensemble de composants IP, et nous pre´sentons le proble`me de
de´termination des valeurs de flot de communication. Il s’agit d’un proble`me de flot
maximum qui e´tend la version donne´e dans le chapitre pre´ce´dent pour le cas standard.
Le but est de donner un e´clairage sur la difficulte´ a` e´laborer des jeux de donne´es valides
pour le proble`me et illustrer l’inte´reˆt et les limites de l’approche de reconfiguration pro-
pose´e. Pour nos expe´rimentations, un de nos objectifs est de ge´ne´rer des jeux de tests
ale´atoires en grand nombre re´pondant aux contraintes.
Soit Π = {1, 2, . . . P}, l’ensemble des IP pouvant eˆtre soit des nœuds source, soit
des nœuds de destination. Pour prendre en compte des configurations d’e´mission multi-
ples, nous de´finissons le graphe de communication de l’application (ACG∗) comme une
matrice multi-lignes ainsi qu’illustre´ a` la figure 3.4-a. Les coefficients de cette matrice
C = (cijk), avec 1 ≤ i, j ≤ P , 1 ≤ k ≤ Θi, et Θi le nombre de configurations d’e´mission
(ou tables TDMA) associe´es au nœud i, sont tels que cijk = 1 si une communication est
alloue´e entre les deux IP i et j, via la table k, cijk = 0 sinon.
En partant de la donne´e d’un ACG, il s’agit de maximiser des valeurs de flot xijk
repre´sentant le nombre de paquets associe´s a` chaque liaison source-destination (i, j)
et table d’e´mission k. Sachant que les tables TDMA d’un IP sont interchangeables
a` chaque cycle d’e´mission de manie`re inde´pendante et asynchrone relativement aux
autres e´metteurs, il convient de pre´ciser les contraintes qui de´finissent un flot valide.
Afin d’e´viter l’introduction de conflits en re´ception, les diffe´rents e´metteurs relie´s a`
un re´cepteur donne´ (colonne) doivent se partager chacun un montant maximum de
trafic. La contrainte sur les e´metteurs (lignes) reste inchange´e par rapport au cas stan-
dard. Nous appelons l’extension du proble`me de ge´ne´ration de flot standard << proble`me
50 Proble`me de routage reconfigurable avec garantie de trafic
Figure 3.4: Un ACG (a) et une configuration de flot reconfigurable (b).
d’injection de trafic reconfigurable >> (RTIP∗). Il est de´fini par les conditions suivantes :
maximiser
∑
i,j∈{1,...,P}
k∈{1,...,Θi}
cijkxijk (3.1)
sous les contraintes ∑
i∈{1,...,P}
max
k
(cijkxijk) ≤ T, ∀j ∈ {1, . . . , P} (3.2)
∑
j∈{1,...,P}
cijkxijk ≤ T, ∀i ∈ {1, . . . , P}, k ∈ {1, . . . , Θi} (3.3)
cijkxijk ≥ cijks, ∀i, j ∈ {1, . . . , P}, k ∈ {1, . . . , Θi} (3.4)
xijk ∈ {0, . . . , T} (3.5)
Construire une instance de flot valide consiste a` ge´ne´rer une solution optimale ou
sous-optimale de ce proble`me. Un exemple de matrice de flot reconfigurable valide est
donne´ a` la figure 3.4-b. Il correspond a` l’ACG de la figure 3.4-a. Les e´quations (3.2)
et (3.3) traduisent respectivement les contraintes sur les colonnes et les lignes et donc
sur les de´compositions de bande passante en re´ception et en e´mission respectivement.
Nous pouvons e´tendre la mesure du niveau de saturation TSL en entre´e du re´seau,
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donne´e pour le cas standard, au cas reconfigurable par :
TSL =
∑
i
max
k
∑
j
cijkxijk
 /PET
× 100, (3.6)
ou` PE est le nombre d’IP e´metteurs. Le TSL traduit le niveau maximum d’injection de
trafic a` un instant donne´. Il correspond a` une configuration donne´e des TDMA qui max-
imise la quantite´ de paquets injecte´s dans le re´seau. Cette valeur ne traduit cependant
pas les be´ne´fices de la reconfiguration. Pour cela, nous proposons une mesure de de´bit
visant a` refle´ter le degre´ de flexibilite´ obtenu par la reconfiguration. Nous l’appelons <<
taux maximum de saturation d’un re´cepteur >> (MRT∗). Il est de´fini par :
MRT =
∑
i
∑
j
max
k
cijkxijk
 /PRT
× 100, (3.7)
ou` PR est le nombre d’IP re´cepteurs. Cette mesure s’applique relativement aux re´cep-
teurs. Elle traduit non pas le taux d’injection maximum de paquets dans le re´seau a`
un instant donne´, mais le taux maximum d’absorption de paquets par un re´cepteur,
sachant que chaque re´cepteur peut eˆtre conside´re´ a` un instant diffe´rent, c’est-a`-dire
chacun dans une configuration de TDMA qui maximise sa re´ception, et donc son utili-
sation. Ce calcul a e´te´ effectue´ pour le cas de la matrice de flot de la figure 3.4-b. Le
MRT et le TSL sont donne´s dans la cellule du coin infe´rieur droit de la matrice de flot.
La figure 3.5 permet d’illustrer e´galement l’inte´reˆt de ces deux coefficients sur un cas
simple. Deux configurations de trafic sont possibles suivant (a) et (b). On constate un
TSL de 75%, pour un MRT de 100%. Cela signifie dans cet exemple qu’il existe pour
chaque re´cepteur une configuration de TDMA telle qu’il rec¸oive exactement un paquet
par unite´ de temps. Un re´cepteur est dans ce cas utilise´ a` plein. Si, sans perte de
ge´ne´ralite´, nous avons PE = PR, nous avons e´galement TSL ≤ MRT . Dans le cas de
flot standard sans reconfiguration, ces mesures sont confondues. Nous pouvons donner
le the´ore`me suivant :
The´ore`me 2. Pour tout graphe de communication ACG, et tout flot de communication
associe´, MRT peut eˆtre rendu e´gal a` 100% par ajout de nouvelles configurations d’´emission,
sans cre´ation de nouveaux canaux de communication.
Preuve Il suffit par ajout de tables TDMA (de lignes) aux e´metteurs d’augmenter
leur taux d’injection vers les re´cepteurs (colonnes), ceux-ci e´tant conside´re´s un par
un et se´quentiellement, en utilisant une communication de´ja` ouverte dans l’ACG, de
manie`re a` saturer le re´cepteur avec un total de T paquets, e´ventuellement en retirant
des paquets vers les autres re´cepteurs.
Autrement dit, il est toujours possible d’ajouter des tables TDMA de manie`re a` ce
que chaque re´cepteur soit, a` un moment ou a` un autre, pleinement utilise´ (MRT =
100%) selon les canaux de´ja` ouverts. Nous allons voir en revanche qu’en ce qui con-
52 Proble`me de routage reconfigurable avec garantie de trafic
cerne les e´metteurs, les me´canismes de reconfiguration asynchrones sont insuffisants
dans certains cas pour garantir leur utilisation a` plein.
Figure 3.5: Possibilite´ de saturation maximum d’un re´cepteur.
3.4 Limites de la reconfiguration asynchrone
Une limite dans la flexibilite´ obtenue par la technique de reconfiguration asynchrone
des e´metteurs est illustre´e a` la figure 3.6. Elle tient a` la de´composition de la bande
passante en re´ception qui est fixe´e une fois pour toute selon tous les canaux ouverts
spe´cifie´s dans l’ACG. Si l’on conside`re les deux configurations (a) et (b) de la figure
3.6, nous pouvons remarquer qu’elles ne peuvent constituer une instance valide du
proble`me de routage reconfigurable CRKPP telle que spe´cifie´e par le RTIP de la sec-
tion pre´ce´dente. En effet, l’IP 2 sur la figure ne peut pas modifier sa TDMA, de la
configuration (a), a` la configuration (b), inde´pendamment du choix effectue´ par l’IP
1, sans risquer d’entrer en conflit avec celui-ci. Ainsi, il est impossible d’obtenir une
configuration d’utilisation a` plein de l’e´metteur 2. Ce type de configuration entraˆıne
une violation de la contrainte (3.2) du RTIP portant sur la saturation des colonnes.
D’autres limitations a` la flexibilite´ de l’approche tiennent a` la nature des pre´visions
de trafic re´alise´es. Les configurations de tables TDMA doivent eˆtre spe´cifie´es a` l’avance
et leur application controˆle´e lors de l’exe´cution par la NI qui doit comporter un syste`me
d’e´valuation de trafic et de de´cision. L’ajout de nouvelles configurations a donc un couˆt
non ne´gligeable en terme de mate´riel, me´moire, surface dans les NI. Ainsi, les config-
urations ont une utilite´ sur des pe´riodes d’observation et de fonctionnement relative-
ment longues, lorsque les volumes de donne´es e´change´s connaissent des modifications
substantielles. L’adaptation aux fluctuations rapides et ale´atoires du trafic n’est pas
comple`tement prise en compte ici comme avec le trafic BE. Dans la section suivante,
nous proposons quelques pistes pour renforcer le caracte`re adaptatif du NoC GT pro-
pose´. Nous conside´rons des extensions possibles du principe de reconfiguration et le
mixage entre trafic GT et BE.
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Figure 3.6: Impossibilite´ de saturation maximum d’un e´metteur.
3.5 Extensions des me´canismes de reconfiguration
3.5.1 Niveaux d’adaptation Application/Taˆche/Fluctuations
Dans les NoC, l’approche GT est souvent oppose´e a` l’approche BE [23]. Ici, nous pro-
posons d’e´tudier leurs proprie´te´s de comple´mentarite´ pour le traitement adaptatif du
trafic. Pour cela, en se basant sur les remarques des sections pre´ce´dentes, nous dis-
tinguons trois niveaux de besoins dans l’adaptation du re´seau au trafic. Nous les ap-
pelons niveaux Fluctuations, Taˆche et Application. Ils correspondent a` des pe´riodes
d’observation plus ou moins longues du besoin en trafic. Le sche´ma de la figure 3.7
permet d’illustrer les distinctions faites. Des variations du trafic au cours du temps,
pour deux flots de communication dans le re´seau y sont repre´sente´es. Elles peuvent
correspondre a` des sce´narii diffe´rents de la demande en bande passante au cours du
temps.
Figure 3.7: Variation de la demande de trafic au cours du temps.
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Niveau Fluctuations
Le niveau Fluctuations correspond aux variations rapides de trafic qui n’ont qu’un im-
pact e´phe´me`re sur la saturation des canaux. Si le re´seau est dimensionne´ pour du
trafic BE e´value´ en moyenne, les contentions ge´ne´re´es sont assez bre`ves et occasion-
nelles. Dans le cas du trafic GT, les bandes passantes sont dimensionne´es au pire cas et
les fluctuations sont sans impact au niveau contention du fait des sur-re´servations de
time-slots.
Niveau Taˆche
Le niveau Taˆche correspond a` des pe´riodes d’observation plus longues que l’on peut
conside´rer comme diffe´rents sce´narii de la demande en bande passante par les IP. Ici,
nous conside´rons des modifications durables de trafic pouvant eˆtre traite´es de manie`re
locale par les e´metteurs ainsi que dans notre approche de reconfiguration asynchrone
des TDMA mode´lise´e par le CRKPP. Cette approche peut s’appliquer pour des cas du
type de la figure 3.5. Il faut noter que le principe de la reconfiguration dynamique
que nous appliquons pour du trafic GT est transposable pour du trafic BE. Meˆme dans
le cas BE, il convient d’e´viter une contention structurelle et durable. Ge´ne´ralement,
l’allocation des chemins BE tient compte de la demande en trafic (en moyenne) et de
la capacite´ maximum des liens physiques, et cela se rame`ne a` la re´solution d’un UFP
NP-difficile. En quelque sorte, le principe de la reconfiguration de chemins a` la source
n’est pas incompatible avec une QoS de type BE, pour e´viter des pe´riodes de contention
durable dans le re´seau.
Niveau Application
Le niveau Application dans notre approche de la reconfiguration correspond e´galement
a` des sce´narii ou modifications durables de la demande en trafic mettant en jeux, non
pas un seul e´metteur de manie`re locale, mais plusieurs e´metteurs simultane´ment ainsi
que dans le cas expose´ a` la figure 3.6. Dans un tel cas, pour e´viter toute contention
possible, le changement des tables TDMA d’e´missions ne peut se faire que de manie`re
synchrone entre les diffe´rents e´metteurs. De tels me´canismes ne sont pas actuellement
pre´vus dans la me´thodologie du NoC µSpider II [9], seule la reconfiguration locale
est possible. Permettre des changements synchronise´s des tables TDMA par les IP de-
manderait des modifications de l’architecture par ajout soit de compteurs, de lignes
de synchronisation, ou de messages de controˆle. Le proble`me de calcul des chemins
non-conflictuels dans le cas de permutations synchrones de tables TDMA, peut eˆtre
de´fini comme une extension du proble`me d’optimisation combinatoire pre´sente´ dans
ce chapitre pour le cas asynchrone.
Il est admis que l’approche GT peut entraˆıner un surdimensionnement des ressources.
Nous avons propose´ d’atte´nuer ce surdimensionement possible par la reconfiguration
dynamique des chemins de communication selon la me´thodologie du NoC µSpider II
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[9]. Un pas supple´mentaire vers plus de souplesse dans l’utilisation des ressources
est d’envisager la possibilite´ d’un couplage entre trafic BE et trafic GT. Nous allons
examiner cette possibilite´ dans le cas du NoC µSpider II qui propose justement des
me´canismes de gestion de flux par effet domino en cas de contention.
3.5.2 Routage combine´ GT et BE
Nous examinons ici la possibilite´ d’utilisation des me´canismes de controˆle de flux a`
effet domino pre´vus dans la me´thodologie du NoC µSpider II [9] et pas utilise´s dans
l’approche GT pre´sente´e dans ce chapitre. Il s’agit de permettre la possibilite´ de conflits
entre paquets et d’e´tudier la mise en œuvre d’une approche mixte de communication
dans le NoC µSpider II avec du trafic BE couple´ a` du trafic GT.
Il est admis que l’approche BE peut fournir de bonnes performances moyennes avec
un re´seau non-surdimensionne´. Cependant, les pe´riodes de contention peuvent eˆtre
impre´visibles ou non-pre´vues, et entraˆıner une incertitude sur la latence (dure´e de
transfert) des communications. Le trafic GT spe´cifie cette latence avec certitude au prix
d’une pre´-re´servation exclusive de bande passante. La possibilite´ d’utiliser conjointe-
ment des messages de type BE et de type GT peut eˆtre envisage´e. Dans [23], le routage
conjoint GT et BE est obtenu par un mixage de la commutation de paquets et de circuit.
Ici, nous nous plac¸ons dans le cadre du NoC µSpider II et examinons la prise en compte
de messages BE et GT avec la commutation de paquets seule.
Supposons que nous voulons ge´rer a` la fois des messages de type BE et de type GT
avec le NoC µSpider II. Un message de type BE est maintenant spe´cifie´ par une bande
passante moyenne. Cela entraˆıne que les contraintes temporelles d’e´mission ge´re´es par
les NI doivent eˆtre relaˆche´es pour ce type de message. Les tailles de messages BE, ou
leur fre´quence d’e´mission, doivent pouvoir varier au dela` de la bande passante pre´-
re´serve´e. Un message GT, en revanche, continue d’eˆtre ge´re´ selon des contraintes de
taille maximum et de date d’e´mission fixe´es.
La question est alors de calculer le routage des communications BE et GT pour as-
surer la qualite´ de service voulue. Une premie`re sophistication de l’architecture est le
me´canisme de gestion des conflits lui-meˆme. Il implique (au minimum) la pre´sence
de buffers de me´morisation dans les routeurs, et cela pour chacune de leurs entre´es,
ce qui n’e´tait pas le cas avec du trafic GT (contention-free). Une deuxie`me difficulte´
majeure implique´e par la contention est la possibilite´ de deadlock qu’il faut e´liminer.
L’algorithme de construction de chemins devra e´viter les deadlocks, ce qui peut impli-
quer des restrictions dans les possibilite´s de routage et/ou des couˆts supple´mentaires
s’il faut ajouter des nouveaux canaux ou des nouveaux routeurs.
En supposant une construction des chemins de routage sans deadlock, il convient en
outre d’e´valuer la latence maximum et de garantir celle-ci dans le cas des messages GT.
Comme illustre´ par la figure 3.8, la combinaison du routage GT et BE peut se pre´senter
selon deux perspectives telles que celles qui sont pre´sente´es en (a) et (b). En (a), des
paquets GT sont introduits sur des liens avec du trafic BE. Cela peut se produire au
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Figure 3.8: Proble`me de routage conjoint GT et BE. (a) Liens partage´s GT BE. (b) Liens
dissocie´s GT BE.
minimum sur le lien terminal vers l’IP destination tel que sur la figure (a). Il s’ensuit
que selon la taille des messages en transit dans le re´seau, et la possibilite´ de conflits
qui en re´sulte, des retards (impre´visibles) dans l’acheminement des donne´es de type
GT sont a` redouter. Un message GT a` destination d’un IP e´loigne´ subira des retards
au gre´ des contentions en aval sur son propre chemin, engendre´es par l’occupation
des liens de type wormhole, meˆme si son propre chemin ne comporte que des paquets
GT mis a` part a` l’arrive´e. En (b), les deux types de trafic sont inte´gralement dissocie´s
en ajoutant des liens spe´cifiques terminaux, et empruntent des chemins de routage
totalement disjoints. Le re´seau GT n’est ainsi pas perturbe´ et reste sans contention,
tout en utilisant des routeurs communs au re´seau BE. De`s lors que des retards sont
introduits, garantir une latence maximum des communications GT est un proble`me
complexe et ouvert. Il conviendra dans tous les cas de minimiser le nombre de canaux
partage´s entre paquets BE et GT et de re´duire les tailles de message.
3.6 Conclusion
L’extension de l’approche standard du routage GT au cas reconfigurable a abouti au
CRKPP, qui est la formulation d’un proble`me de routage cyclique, multi-chemin, multi-
paquet, d’optimisation combinatoire avec contraintes temporelles. L’approche a pour
particularite´ de permettre, a` chaque de´but de cycle, la modification du choix de la
table TDMA d’e´mission et donc des chemins de donne´es source/destination. L’approche
permet d’atte´nuer le surdimensionnement duˆ a` l’allocation statique des chemins de
l’approche GT standard.
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Nous avons ensuite pre´sente´ et formaliser le proble`me de la ge´ne´ration de flots
de communication valides dans le cas reconfigurable. Ces flots constituent la donne´e
d’entre´e du CRKPP. Cela a permis de mettre en e´vidence les difficulte´s inhe´rentes a` la
me´thode. Malgre´ la variation dynamique de la bande passante obtenue par la modifica-
tion asynchrone des tables TDMA a` la source, certains cas souhaite´s de reconfiguration
ne peuvent pas eˆtre obtenus. C’est le cas particulie`rement lorsque la reconfiguration
implique plusieurs e´metteurs simultane´ment, ce qui suppose un changement synchrone
des tables TDMA des e´metteurs.
Pour obtenir plus de souplesse dans l’utilisation des ressources du re´seau lors des
communications, nous avons examine´ la possibilite´ d’un couplage du routage GT avec
du routage BE dans le NoC µSpider II. Dans tous les cas de figure, le couˆt en ressources
devra inclure l’ajout de buffers de me´morisation dans les routeurs qui sont ne´cessaires
au controˆle de flux. Le proble`me d’optimisation combinatoire que nous traitons dans
cette the`se concerne le routage GT uniquement. On peut envisager son extension pour
combiner le routage BE et le routage GT. Cela entraˆıne au minimum de garantir une
construction des chemins sans deadlock et de minimiser ou e´liminer les liens partage´s
entre chemins BE et GT. Cela constitue une perspective d’extension de nos travaux.

4
Principe des me´thodes de re´solution des
proble`mes a` garantie de trafic
Les proble`mes de routage a` garantie de trafic CKPP et CRKPP sont des extensions de
proble`mes de plus courts chemins multiples avec contraintes combine´s avec un Bin
Packing. Ils sont NP-durs au sens fort. Des tentatives de re´solution du premier proble`me
sous forme d’un programme line´aire en nombres entiers, que nous avons mene´es avec
des solveurs standards, ont mis en e´vidence la difficulte´ de le re´soudre de manie`re ex-
acte. Les temps d’exe´cution deviennent rapidement prohibitifs avec l’augmentation de
la taille de l’instance. Il apparaˆıt donc justifie´ de tenter de re´soudre ces deux proble`mes
par des me´thodes heuristiques et me´taheuristiques. Dans ce cas, nous ne garantissons
pas l’obtention d’un optimum global, mais nous recherchons des solutions admissi-
bles et de bonne qualite´ en temps raisonnable. Pour cela, les re´sultats devront eˆtre
valide´s sur des jeux de tests repre´sentatifs du proble`me concret. Nous abordons dans
ce chapitre la pre´sentation des principes de base des me´thodes de re´solution heuris-
tiques propose´es. Nous proposons comme socle commun aux approches de re´solution,
l’utilisation d’un graphe spatio-temporel e´tendu. Celui-ci sert a` me´moriser des informa-
tions d’occupation temporelle des arcs du re´seau, aussi bien dans le cas standard que
dans le cas reconfigurable. Son principe est pre´sente´ dans la section 4.1. L’ensemble
des ope´rateurs de base de la re´solution s’appuient sur cette structure. Dans la sec-
tion 4.2, nous e´nonc¸ons une condition ne´cessaire et suffisante sur l’occupation d’un
arc garantissant l’absence de conflit entre paquets et permettant la re´utilisation des
slots de temps laisse´s vacants, notamment lors des reconfiguations dynamiques du
deuxie`me proble`me, c’est-a`-dire du CRKPP. Excepte´ la prise en compte de cette con-
dition spe´cifique dans le cas reconfigurable, les me´thodes de recherche propose´es sont
strictement identiques pour les deux proble`mes. Ces me´thodes sont respectivement
des recherches locales, un algorithme e´volutionnaire et un algorithme me´me´tique,
combinant les deux pre´ce´dentes, c’est-a`-dire une recherche locale et un algorithme
e´volutionnaire. Leurs principes de fonctionnement sont pre´sente´s dans leurs grandes
lignes dans la section 4.3. Leurs pseudo-codes sont pre´cise´s dans les chapitres 5 et 6
suivants. Une conclusion termine le chapitre.
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4.1 Utilisation d’un Graphe Temporel E´tendu
Le choix de l’utilisation d’un graphe spatio-temporel e´tendu (TEG) pour re´soudre le
CKPP et le CRKPP trouve son origine dans le besoin de me´morisation de l’occupation
temporelle des arcs lors de la re´solution. Cette me´moire spe´cifie pour chaque arc du
re´seau, et pour chaque slot de temps de l’intervalle [0, T − 1], si oui ou non l’arc est
occupe´ par un paquet donne´ au slot de temps conside´re´. Nous disons qu’un arc est soit
<< libre >> soit << occupe´ >> a` l’instant t modulo T . Par conse´quent, on associe a` chaque
arc un tableau de boole´ens de taille T . Le graphe spatio-temporel ainsi obtenu, est
ge´ne´ralement appele´ TEG. La notion de TEG a e´te´ pre´sente´e par Ford et Fulkerson [19]
pour mode´liser le flot s’e´coulant au cours du temps. La taille me´moire ne´cessaire est
en O(N2 × T ) pour un graphe ge´ne´ral, ou O(N × T ) pour un graphe planaire, avec N
le nombre de nœuds.
Figure 4.1: Graphe temporel e´tendu.
Le principe du graphe temporel e´tendu est illustre´ par la figure 4.1. Dans sa
de´finition standard, le TEG comporte une copie de l’ensemble des nœuds et des arcs
du graphe d’origine a` chaque pas discret de temps. Lorsque le fonctionnement est cy-
clique, comme dans notre cas, chaque strate t est relie´e a` la prochaine strate (t+ 1)
modulo T . Comme examine´ par [34], le concept de TEG permet de re´soudre une
varie´te´ de proble`mes de flot s’e´coulant dans le temps en appliquant des techniques
algorithmiques de´veloppe´s pour des flots dans des re´seaux statiques. Dans notre cas,
les proce´dures de construction de chemins sont base´es sur l’utilisation d’un TEG. Nous
proposons une proce´dure de construction paralle`le gloutonne des chemins qui ne´cessite
une me´morisation de l’occupation temporelle des arcs, et un algorithme de type Dijk-
stra e´tendu pour le cas mono-chemin qui utilise un TEG complet, comportant aussi bien
la duplication temporelle des arcs que des nœuds. Nous allons voir que cette proce´dure
garantit l’obtention d’un plus court chemin optimal en temps polynomial avec la taille
du TEG, en particulier lorsque le message qui s’y rapporte n’est compose´ que d’un seul
paquet. Bien que la taille me´moire de´pende du cycle de temps T , cette approche a` base
Condition d’acce`s exclusif a` un arc dans le cas reconfigurable 61
de TEG est ade´quate pour nos cas d’application.
4.2 Condition d’acce`s exclusif a` un arc dans le cas reconfig-
urable
Le TEG est une me´moire qui indique l’e´tat d’occupation d’un arc a` chaque slot de temps
t modulo T . Dans le cas de routage standard mode´lise´ par le CKPP, une condition
ne´cessaire et suffisante pour garantir une traverse´e sans conflit d’un arc est que l’arc
ne soit pas de´ja` occupe´ par un paquet au slot de temps donne´ t modulo T . Une struc-
ture boole´enne est suffisante pour me´moriser l’e´tat d’occupation d’un arc. Dans le cas
du routage reconfigurable mode´lise´ par le CRKPP, la situation est diffe´rente. Une ou
plusieurs tables TDMA peuvent eˆtre associe´es a` une meˆme NI source. Ces tables peu-
vent eˆtre interchange´es a` chaque de´but de cycle d’e´mission. Ainsi, e´tant donne´ un NoC
avec un ensemble de chemins sans conflit de´ja` construits, une question importante
est de de´terminer a` quelle condition un paquet peut transiter par un arc sans conflit et
tout en re´utilisant les slots de temps laisse´s vacants en raison d’un changement de table
TDMA. Pour ce faire, nous e´nonc¸ons une condition ne´cessaire et suffisante qui permet
de caracte´riser la vacance des slots de temps dans la structure du TEG. La re´solution
du proble`me dans le cas reconfigurable de´pend essentiellement de la prise en compte
de cette condition.
Pour e´noncer cette condition, nous avons besoin de la notion de << temps relatif >> de
franchissement d’un arc. Cette valeur correspond a` l’instant de franchissement de l’arc
compte´ relativement a` un de´but de cycle d’e´mission donne´. E´tant donne´ l’occurrence
du jeme paquet d’un message µ, e´mis a` l’instant t(µ) ∈ [0, T − 1], lors du cycle kT ,
k ≥ 0, et qui suit le chemin v0, v1, . . . , vn, nous disons que le paquet traverse l’arc
(vi, vi+1) au temps relatif tr = t(µ)+i+j. En nous basant sur une telle valeur relative au
cycle d’e´mission courant, nous pouvons maintenant e´noncer une condition ne´cessaire
et suffisante qui assure une traverse´e sans conflit d’un arc. Cette condition est e´nonce´e
par le the´ore`me suivant:
The´ore`me 3. E´tant donne´ un NoC comportant un ensemble de chemins construits sans
conflit, un paquet peut franchir un arc donne´ sans conflit au temps relatif tr si et seulement
si
1. l’arc est libre a` l’instant tr modulo T , ou
2. l’arc est occupe´ a` l’instant tr modulo T par un paquet issu d’une autre table TDMA
lie´e a` la meˆme NI source et tel que tr = t′r, avec t′r le temps relatif du franchissement
de l’arc par ce paquet.
Preuve Si un conflit existe entre deux paquets a` un instant donne´, nous avons
ne´cessairement kT + tr = k′T + t′r, pour certains entiers k, k′. Supposons que tr 6= t′r,
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la seule possibilite´ d’avoir un conflit, est que k 6= k′, ce qui signifie que les paquets ont
e´te´ e´mis a` des cycles diffe´rents. Cette possibilite´ de conflit doit eˆtre impe´rativement
e´vite´e. Le paquet ne peut donc pas traverser l’arc sans conflit. Inversement, supposons
que tr = t′r. S’il y a un conflit, il s’ensuit que k = k′, ce qui signifie que les paquets ont
e´te´ e´mis lors d’un meˆme cycle. Mais, e´tant donne´ que les paquets provenant de deux
TDMA diffe´rentes d’une meˆme NI sont ne´cessairement e´mis de fac¸on mutuellement
exclusive a` chaque cycle, il ne peut pas y avoir conflit. Si tr = t′r, le paquet peut
traverser l’arc sans conflit. Ceci termine la preuve.
Cette condition garantit qu’aucun conflit ne peut se produire, et que tous les slots
de temps << libe´re´s >> , c’est-a`-dire qui ne sont pas occupe´s en raison d’un e´change de
table TDMA, peuvent eˆtre re´occupe´s par des paquets de la nouvelle table TDMA e´mise.
Les nouveaux messages peuvent donc re´utiliser l’inte´gralite´ des slots de temps vacants.
Pour mettre en œuvre l’e´valuation de cette condition dans la structure du TEG, de nou-
veaux e´le´ments de me´morisation doivent eˆtre ajoute´s a` chaque arc du TEG, a` chaque
slot de temps. Ce sont, l’identifiant de la NI source, les identifiants des tables TDMA
de cette NI auxquelles appartiennent les paquets, et l’instant relatif de passage corre-
spondant. Tandis que la re´solution du CKPP ne´cessitait juste un boole´en par arc et
par slot de temps, la taille de la nouvelle structure indiquant le statut d’un arc pour le
CRKPP est en O (T log (N × T )), au lieu de O (T ) pour le CKPP. L’avantage est la pos-
sibilite´ de re´utilisation comple`te des slots de temps vacants accessibles d’une manie`re
mutuellement exclusive.
4.3 Principe des me´thodes de recherche
Pour re´soudre le proble`me d’optimisation combinatoire par le moyen de proce´dures
heuristiques, nous avons opte´ pour trois types de me´thodes de recherche dont nous
pre´sentons ici le principe. Ces me´thodes sont toutes base´es sur l’utilisation d’un TEG et
d’un ensemble d’ope´rateurs de base simples communs aux me´thodes. Ce sont respec-
tivement des recherches locales ite´re´es, un algorithme e´volutionnaire, et un algorithme
me´me´tique combinant la recherche locale au sein d’un algorithme e´volutionnaire. Les
ope´rateurs de base ainsi que les pseudo-codes des me´thodes de recherche seront pre´-
sente´s dans les chapitres 5 et 6 suivants. Il convient de noter que la diffe´rence en-
tre la re´solution des cas standard et reconfigurable du proble`me tient uniquement a`
l’e´valuation de la condition d’acce`s a` un arc spe´cifie´e pre´ce´demment dans le the´ore`me
3. Les me´thodes de recherche restent identiques a` la fois pour le CKPP et le CRKPP.
Dans cette section, nous ne donnons que le principe ge´ne´ral des me´thodes sans
entrer dans le de´tail des algorithmes. Ces principes de´terminent diffe´rents modes de
recherche et d’exploration de l’espace des solutions. Dans tous les cas de figure, une ou
plusieurs solutions sont modifie´es de manie`re ite´rative selon un ope´rateur de voisinage
qui consiste a` de´truire puis reconstruire un nombre variable de chemin d’une solution
courante. L’ope´rateur est stochastique en ce que le choix de la modification locale est
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en partie ale´atoire.
4.3.1 Principe des recherches locales ite´re´es
La recherche locale consiste en une modification locale d’une solution courante en con-
side´rant un voisinage plus ou moins large de cette solution. Cette solution courante,
pas ne´cessairement admissible, est obtenue au de´part par une me´thode de construc-
tion rapide. Les modifications locales de´terminent une intensification de la recherche
dans une zone plus ou moins restreinte de l’espace des solutions. La re´ite´ration de
la recherche locale a` partir de solutions initiales ale´atoires permet de diversifier la
recherche [32].
En se basant sur une solution de de´part pre´alablement construite mais pas ne´cessaire-
ment admissible, trois versions de la strate´gie de recherche locale sont conside´re´es.
La premie`re version est une me´thode de recherche ale´atoire ite´re´e, de type marche
ale´atoire, que nous appelons (IRS∗). La deuxie`me est une me´thode de recherche locale
gloutonne de type premier-meilleur que nous appelons (ILS-FI∗). La troisie`me est une
recherche locale en profondeur que nous appelons (ILS BI∗).
La me´thode IRS fait e´voluer une solution courante en effectuant un nombre donne´
de mouvements successifs dans le voisinage, puis se´lectionne la meilleure solution
rencontre´e. Chaque solution examine´e est obtenue par modification de la solution
pre´ce´dente a` l’aide de l’ope´rateur de voisinage. Une suite de modifications de la solu-
tion courante est exe´cute´e, leur nombre e´tant fixe´. La meilleure solution rencontre´e est
se´lectionne´e. Le proce´de´ complet est re´ite´re´ un certain nombre de fois apre`s permu-
tation des dates d’e´mission et re´initialisation des chemins. La me´thode est tre`s simple
puisque tre`s peu d’ope´rations de copie de donne´es sont effectue´es a` chaque d’ite´ration.
Dans les recherches locales ILS-FI et ILS-BI, une solution donne´e constitue l’e´le´ment
pivot autour duquel est effectue´e la recherche dans le voisinage. Chaque nouvelle
solution examine´e est obtenue par modification de la solution pivot avec l’ope´rateur
de voisinage. Les deux versions diffe`rent par la re`gle de pivotage choisie. Dans ILS-
FI, la premie`re solution rencontre´e de qualite´ supe´rieure a` la solution pivot devient le
nouveau pivot.
Dans la version ILS-BI, la meilleure solution rencontre´e a` l’inte´rieur du voisinage
est se´lectionne´e comme le nouveau e´le´ment pivot. Seul un e´chantillon de taille limite´e
du voisinage est examine´.
Dans les deux versions ILS-FI et ILS-BI, la recherche locale est stoppe´e lorsqu’aucune
ame´lioration n’est trouve´e, c’est-a`-dire lorsqu’on a atteint un minimum local. En pra-
tique, seul un e´chantillon du voisinage est examine´ car il s’agit ici d’un voisinage large et
d’un ope´rateur stochastique. Dans les trois me´thodes pre´ce´dentes, la taille du voisinage
est de´termine´e par le nombre de chemins supprime´s et reconstruits par l’ope´rateur du
meˆme nom, a` chaque pas d’exe´cution. La taille du voisinage ne doit pas eˆtre confondue
avec la taille de l’e´chantillon examine´, c’est-a`-dire le nombre maximum de solutions ex-
amine´es obtenues a` partir d’un e´le´ment pivot. Ensuite, le proce´de´ complet est re´ite´re´
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un certain nombre de fois apre`s permutation des dates d’e´mission et re´initialisation des
chemins de meˆme que dans la version IRS.
4.3.2 Principe de l’algorithme e´volutionnaire
Nous proposons une autre manie`re d’explorer l’espace des solutions suivant le para-
digme des algorithmes e´volutionnaires [62]. La recherche proce`de maintenant par
une application simultane´e des ope´rateurs de base, de voisinage et construction, a`
un ensemble (une population) de solutions. Suivant la terminologie des algorithmes
e´volutionnaires, les solutions sont maintenant des << individus >> qui doivent re´pondre
aux exigences du proble`me. Pour e´valuer la qualite´ de la solution, une fonction appele´e
fitness associe une valeur scalaire a` chaque individu de la population. Les << meilleurs
>> individus ont la plus grande fitness, tandis que les << mauvais >> individus une fitness
plus faible. Des ope´rateurs de se´lection sont ajoute´s. Une se´lection permet le remplace-
ment des << mauvaises >> solutions de la population par les << meilleures >> . Un ope´rateur
de mutation participe a` la diversification. Il est mis en œuvre par des permutations
et modifications des dates d’ envoi de messages dans le re´seau et reconstruction de
chemin. Un deuxie`me ope´rateur de mutation, reprend le principe de la modification
locale d’une solution et permet l’intensification de la recherche. Il s’agit de l’ope´rateur
de voisinage utilise´ dans les recherches locales de la section pre´ce´dente qui consiste en
la destruction et reconstruction d’un sous-ensemble de chemins. Il ne s’agit pas a` pro-
prement parler d’un algorithme ge´ne´tique car ici le codage de la solution est direct et
les ope´rateurs applique´s sont spe´cifiques au proble`me. Par l’approche e´volutionnaire,
une construction aussi rapide que possible et diversifie´e de solutions admissibles est
recherche´e. La figure 4.2 vise a` illustrer le principe de la recherche en paralle`le ef-
fectue´e par l’approche e´volutionnaire au sein de l’espace des solutions.
4.3.3 Principe de l’algorithme me´me´tique
Si nous introduisons au sein de l’algorithme e´volutionnaire de la section 4.3.2, le
principe des recherches locale ite´re´es de la section 4.3.1, nous obtenons un algorithme
e´volutionnaire hybride. Ce type d’algorithme a` base de population et dans lequel des
recherches locales sont applique´es en tant qu’ope´rateur de mutation est ge´ne´ralement
re´fe´rence´ dans la litte´rature sous la de´nomination d’algorithme me´me´tique [49]. La fig-
ure 4.3 nous permet de sche´matiser le principe de recherche de solution par l’algorithme
me´me´tique. Sur la figure sont illustre´es les recherches locales exe´cute´es en paralle`le
et conduisant a` un minimum local. La multiplication de ces recherches locales couple´e
aux ope´rateurs de se´lection et de mutation de´termine la dynamique de recherche.
L’objectif est de re´utiliser les avantages respectifs des me´thodes pre´ce´dentes dans une
seule et meˆme me´thode de recherche.
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Figure 4.2: Principe de l’algorithme e´volutionnaire.
Figure 4.3: Principe de l’algorithme me´me´tique.
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4.4 Conclusion
Les principes ge´ne´raux applique´s pour la re´solution des proble`mes de routage ont
e´te´ pre´sente´s. La prise en compte des contraintes temporelles du CKPP et du CRKPP
ame`nent naturellement a` l’utilisation d’un graphe spatio-temporel e´tendu, appele´ TEG,
qui permet une me´morisation de l’occupation temporelle des arcs du re´seau. Concer-
nant le CRKPP, une condition ne´cessaire et suffisante portant sur l’occupation des arcs
a e´te´ explicite´e pour, a` la fois e´viter l’apparition de conflits entre paquets et permettre
la re´utilisation des slots de temps laisse´s vacants lors des reconfigurations dynamiques
de chemins. Les me´thodes de re´solution propose´es pour les proble`mes standard et
reconfigurable sont toutes base´es sur l’utilisation d’un TEG et la ve´rification de cette
condition d’occupation. Les principes des me´thodes de recherche propose´es ont e´te´
pre´sente´s dans leurs grandes lignes. Nous proposons d’e´tudier trois types de me´thodes.
Le premier type correspond a` des recherches locales ite´re´es. Le deuxie`me type de
me´thode a` un algorithme e´volutionnaire. Le troisie`me type a` une combinaison des
deux pre´ce´dents sous la forme d’un algorithme me´me´tique. Il s’agit d’un algorithme
e´volutionnaire incluant une recherche locale en tant qu’ope´rateur de variation. Nous
allons pre´ciser maintenant le de´tail des ope´rateurs communs de base aux me´thodes et
donner les pseudo-codes des approches propose´es.
5
Ope´rateurs de base
Pour re´soudre le proble`me d’optimisation combinatoire selon le principe des proce´dures
heuristiques, la conception d’un certain nombre d’ope´rateurs de base pour la manipu-
lation des solutions est fondamentale. Nous les appelons ope´rateurs de base pour leur
implication essentielle dans tous les compartiments des me´thodes de recherche dont les
principes ont e´te´ pre´sente´s au chapitre 4. Nous de´finissons quatre types d’ope´rateurs.
Le premier type d’ope´rateur sert a` manipuler et ge´rer un ensemble d’instants de de´part
des messages. Un premier ope´rateur de gestion effectue des permutations de deux
dates de messages dans une meˆme TDMA. Un deuxie`me ope´rateur de gestion applique
des translations d’une unite´ de temps sur les dates de de´part d’une meˆme TDMA. Un
deuxie`me type d’ope´rateur consiste a` tenter une construction simultane´e de l’ensemble
des chemins non-conflictuels origine/destination aussi vite que possible, par un proce´de´
de choix glouton, re´alise´ en paralle`le, du prochain sommet a` inse´rer dans le chemin.
Lors de la construction, e´tant donne´ un chemin en cours de construction, le sommet
suivant inse´re´ est le premier sommet trouve´ compatible avec le passage des paquets.
Les chemins sont construits simultane´ment, de fac¸on paralle`le, pas a` pas, arc par arc,
chemin par chemin. Un troisie`me type d’ope´rateur que nous proposons est une con-
struction se´quentielle des chemins par un algorithme de type Dijkstra modifie´ ope´rant
dans le TEG. Il permet de construire un chemin unique dans un NoC occupe´. Il garantit
l’obtention d’un chemin optimal en temps polynomial avec la taille du TEG dans le cas
d’un message mono-paquet, et reste efficace dans le cas multi-paquet. Le quatrie`me
type d’ope´rateur de base est un ope´rateur de voisinage pour re´aliser des ame´liorations
locales, ou re´parations, dans une solution donne´e. Il est conc¸u pour la recherche lo-
cale. De fac¸on ge´ne´rale, la structure du TEG est utilise´e par tous les ope´rateurs de
base. En inte´grant les ope´rateurs de base dans des proce´dures plus e´labore´es, nous
avons spe´cifie´ des me´thodes de recherche qui seront de´taille´es dans le chapitre 6 suiv-
ant. La mise en œuvre de ces me´thodes de recherche est identique pour les deux
proble`mes CKPP et CRKPP a` l’exception du respect des conditions du the´ore`me (3)
pour le proble`me avec reconfiguration dynamique CRKPP. Le corps de ce chapitre
est consacre´ a` la pre´sentation des quatre ope´rateurs de base via leur pseudo-code.
Les deux ope´rateurs de gestion des dates d’e´missions sont pre´sente´s dans la section
5.1. L’ope´rateur de construction paralle`le gloutonne dans la section 5.2. L’algorithme
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mono-chemin de type Dijkstra e´tendu au TEG est adapte´ aux aspects cyclique et multi-
paquet du proble`me est pre´sente´ dans la section 5.3. L’ope´rateur de re´paration et
d’ame´lioration, identifie´ a` un ope´rateur de voisinage, est pre´sente´ et de´taille´ dans la
section 5.4. Une conclusion met fin au chapitre.
5.1 Gestion des dates d’e´mission
Ainsi que nous l’avons vu dans la de´finition des deux proble`mes, l’admissibilite´ des
chemins construits entre des nœuds source/destination de´pend des dates d’e´mission
des messages qui sont spe´cifie´es dans l’intervalle [0, T − 1] de chaque table TDMA. Ces
dates constituent des variables essentielles du proble`me qu’il convient de faire e´voluer
lors des re´ite´rations des constructions de chemins. Deux ope´rateurs sont propose´s pour
ge´rer les dates d’e´mission avant chaque construction. Ils sont de´crits par les Algo-
rithmes 1 et 2. Une table TDMA donne´e e´tant choisie au hasard, ils consistent respec-
tivement a` effectuer soit une permutation ale´atoire entre deux dates d’e´mission, soit
une translation d’une unite´ de temps des dates d’e´mission de cette TDMA. Les dates de
de´part sont ajuste´es en tenant compte du nombre de paquets des messages.
Algorithme 1: permuteMessages
Entre´es : S ∈ Solution
Sorties : S
begin
Choisir ale´atoirement une TDMA δ;
Choisir ale´atoirement deux messages i, j ∈ δ;
// Permuter leurs dates d’e´mission tdepi, tdepj
S ← permute(S, δ, i, j);
retourner S;
Algorithme 2: translateDepartureDates
Entre´es : S ∈ Solution
Sorties : S
de´but
Choisir ale´atoirement une TDMA δ;
pour chaque message i ∈ δ faire
tdepi ← (tdepi + 1) mod T ;
retourner S;
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5.2 Construction paralle`le gloutonne
Cette proce´dure construit les chemins source/destination pas a` pas et de fac¸on par-
alle`le et gloutonne. Afin que cette proce´dure puisse fonctionner, un ensemble de tables
de routage sont suppose´es construites pre´alablement. Elles indiquent pour chaque
nœud du graphe sa distance la plus courte a` chaque destination possible. Ces tables
sont construites une fois pour toute lors de l’initialisation globale de l’algorithme a`
partir du graphe de communication spe´cifiant la topologie du NoC. Le pseudo-code de
l’heuristique de construction gloutonne est donne´ par l’Algorithme 3. Lors de l’exe´cution
de cet ope´rateur, les chemins origine/destination sont construits pas a` pas et de fac¸on
conjointe. Chaque pas d’ite´ration correspond a` un slot de temps donne´, et augmente
la taille des chemins d’une unite´. Le routeur suivant est choisi en fonction de la plus
petite distance au nœud de destination et selon que la contrainte de disponibilite´ de
l’arc choisi est ve´rifie´e pour tous les paquets du message. Cette contrainte est ve´rifie´e a`
l’aide des informations contenues dans le TEG. Le statut de l’arc est ensuite mis a` jour
dans le TEG suivant le choix effectue´. Si plusieurs choix sont possibles, celui-ci est ef-
fectue´ de manie`re ale´atoire. Le processus se poursuit ainsi message apre`s message pour
chaque slot de temps. Le processus s’arreˆte lorsque tous les messages ont atteint leur
destination avec succe`s, ou sont bloque´s en l’absence d’un routeur successeur valide.
La solution obtenue peut eˆtre admissible ou non.
5.3 Dijkstra modifie´ dans le TEG
Nous pre´sentons un algorithme de type Dijkstra modifie´ permettant de construire un
plus court chemin unique source/destination dans le graphe spatio-temporel e´tendu.
Ici, le TEG contenant indiffe´remment des arcs << libres >> ou << occupe´s >> est conside´re´
comme la donne´e d’entre´e de l’algorithme. L’algorithme classique de type Dijkstra
e´tendu au TEG est adapte´ au cas particulier ou` les couˆts des arcs sont constants et
valent une unite´ de temps, tout en tenant compte de la nature cyclique du proble`me.
Nous verrons que l’algorithme garantit l’optimalite´ dans le cas d’un message a` paquet
unique (avec ou sans e´mission cyclique), alors que cela n’est pas le cas pour des mes-
sages multi-paquets. A chaque nœud du re´seau (le graphe du NoC initial) est associe´
un tableau de marquage de taille T qui spe´cifie si ce nœud a de´ja` e´te´ visite´ lors de
la construction du chemin au slot de temps t modulo T , dans ce cas nous disons que
le nœud est << scanne´ >> au slot de temps t modulo T . Ce tableau pre´cise e´galement
pour chaque nœud et slot de temps son pre´de´cesseur dans le chemin en cours de con-
struction. La proce´dure est donne´e dans l’Algorithme 4. Dans un algorithme a` mar-
quage d’e´tiquette (label setting algorithm)[68], comme l’algorithme classique de Dijk-
stra, le nœud se´lectionne´ pour le marquage est toujours a` une distance minimale de
l’origine. Aussi, une fois que le nœud est analyse´, il est de´finitivement e´tiquete´ comme
scanne´ et ne sera plus jamais se´lectionne´. Ici, il y a une simplification par rapport a`
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Algorithme 3: Construction paralle`le gloutonne (constructSolutionPar)
Entre´es : S ∈ Solution
Sorties : S
de´but
tant que tous les messages ne sont pas de´clare´s << construit >> ou << bloque´ >> faire
pour chaque ni ∈ NI faire
pour chaque TDMA δ ∈ ni faire
pour chaque message i ∈ δ faire
// De´terminer le dernier nœud du chemin
u← pathi [lengthi − 1];
// De´terminer le slot de temps correspondant
ti ← tdepi + lengthi − 1;
Chercher un successeur v de u qui minimise la distance au
nœud destination et tel que l’arc (u, v) dans le TEG est << libre >>
pour les paquets du message aux slots de temps
correspondants;
S’il y a plus d’un successeur candidat, faire un choix ale´atoire;
Si la destination est atteinte, le chemin est de´clare´ << construit >>
;
S’il n’y a pas de nœud admissible v, le chemin est de´clare´ <<
bloque´ >> ;
Mettre a` jour le statut de l’arc dans le TEG;
retourner S;
l’algorithme standard de Dijkstra due au couˆt unitaire associe´ a` chaque arc. Le besoin
de se´lectionner un nœud a` distance minimale dans une liste non ordonne´e ne s’impose
pas. Chaque ite´ration de la boucle principale correspond a` une incre´mentation d’un slot
de temps, augmentant la longueur du chemin d’une unite´. Tous les successeurs d’un
nœud scanne´ sont ne´cessairement a` distance minimale lors de la prochaine ite´ration.
Par conse´quent, ils constitueront les nœuds scanne´s a` l’ite´ration suivante. Ils sont
me´morise´s dans le tableau V isitedNodes1 de l’Algorithme 4. Une image du comporte-
ment de cet algorithme est celle d’une onde qui se propage a` vitesse constante dans
toutes les directions, a` partir du nœud origine jusqu’a` ce qu’elle atteigne ou pas le
nœud de destination. En raison des couˆts unitaires, un nœud successeur peut avoir
a` chaque slot de temps, plus d’un pre´de´cesseur possible. Dans ce cas, un seul des
pre´de´cesseurs possibles est choisi, comme indique´ dans la boucle interne qui met a`
jour l’attribut succ.pred [(tstep+ 1) mod T ]. Le choix se fait ale´atoirement. Des appels
multiples de la proce´dure permettent de diversifier les chemins possibles obtenus.
Dans le cas d’un message mono-paquet, l’algorithme fonctionne exactement comme
une proce´dure classique de type Dijkstra, qui garantit l’obtention d’un chemin de lon-
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Algorithme 4: Construction de chemin avec Dijkstra modifie´
Entre´es : S ∈ Solution,Mess ∈ Message
Sorties : Path
de´but
V isitedNodes1, V isitedNodes2: Ensemble de nœuds;
Path: Chemin;
prec, succ: Nœud;
tstep: Entier;
Initialiser le tableau de marquage de taille T pour chaque nœud a` faux;
V isitedNodes2 ← {Mess.origin};
tstep←Mess.tdep; // instant de de´part
tant que V isitedNodes2 non vide et destination non atteinte faire
pour chaque nœud prec ∈ V isitedNodes2 faire
prec.scanned [tstep mod T ]← vrai;
V isitedNodes1 ← V isitedNodes2; V isitedNodes2 ← {};
pour chaque nœud prec ∈ V isitedNodes1 faire
Inscrire le statut des arcs d’origine prec du chemin courant dans le
TEG;
pour chaque nœud succ ∈ successors(prec) faire
si non succ.scanned [(tstep+ 1) mod T ] et le statut de l’arc
(prec, succ) dans le TEG est << libre >> pour les paquets du message a`
partir du slot de temps tstep mod T alors
si succ.pred [(tstep+ 1) mod T ] = null alors
succ.pred [(tstep+ 1) mod T ]← prec;
V isitedNodes2 ← V isitedNodes2 ∪ {succ};
sinon
si rand(0, 1) > 0.5 alors
succ.pred [(tstep+ 1) mod T ]← prec;
si succ = Mess.destination alors
Fixer la destination comme atteinte;
Effacer le statut des arcs d’origine prec du chemin courant dans le
TEG;
tsep← tsep+ 1;
si destination atteinte alors
Fixer le chemin comme << construit >> ;
Reconstruire le chemin Path en partant du nœud destination vers le
nœud origine;
Mettre a` jour le TEG avec ce nouveau chemin;
sinon
Fixer le chemin comme << bloque´ >> ;
return Path;
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gueur minimale dans le TEG. A chaque ite´ration de la boucle principale, et donc a`
chaque pas de temps, les nœuds examine´s sont ne´cessairement a` une distance minimale
de l’origine. Un nœud donne´ ne peut eˆtre examine´ deux fois a` un slot temps t modulo
T , et la proce´dure s’arreˆte de`s lors qu’une destination est atteinte ou lorsque il n’y a plus
de nœud a` examiner. Le nombre de slots de temps ve´rifie´s a` chaque nœud de´pend de
la taille du message et du degre´ du graphe. Par conse´quent, la complexite´ temporelle
de l’algorithme est en O(N × T 2) pour des graphes planaires, et O(N2 × T 2) pour
des graphes ge´ne´raux, avec N le nombre de nœuds. Puisque dans le cas de messages
mono-paquets, l’algorithme garantit l’optimalite´ en temps polynomial avec la taille du
TEG, il est pseudo-polynomial relativement a` la taille de l’instance du CKPP ou CRKPP.
La complexite´ spatiale est en O(N × T ) pour des graphes planaires, ce qui correspond
a` la taille me´moire du TEG. Alors que l’algorithme garantit l’optimalite´ dans le cas d’un
message mono-paquet, cela n’est plus vrai dans le cas d’un message multi-paquet. Dans
ce cas, la possibilite´ de conflits intra-message implique la mise a` jour dans le TEG du
statut des arcs du chemin en cours de construction a` partir du nœud en cours d’examen,
plus particulie`rement des arcs du chemin ayant ce nœud pour origine a` d’autres slots
de temps. La mise a` jour est effectue´e pour chaque nœud scanne´ au slot de temps
courant par les deux instructions << Inscrire le statut des arcs d’origine prec ... >> et <<
Effacer le statut des arcs d’origine prec ... >> , respectivement au de´but et a` la fin de
la boucle externe << Pour >> dans l’Algorithme 4. Puisque que les circuits sont autorise´s
dans un chemin en cours de construction, des paquets d’un meˆme message peuvent se
croiser a` un nœud donne´, mais ne doivent pas eˆtre en conflit sur des arcs sortant du
nœud en cours d’examen. Pour un cycle d’e´mission donne´, nous devons nous assurer
que le paquet d’enteˆte d’un message ne viendra pas percuter la queue de cette meˆme
occurrence de message. Entre diffe´rents cycles d’e´mission, nous devons nous assurer
que les paquets d’une occurrence de message ne viendront pas percuter les paquets
d’une autre occurrence de ce message e´mise lors d’un cycle ulte´rieur. La survenue de
telles situations est anticipe´e dans les deux instructions ci-dessus, par la mise a` jour
dans le TEG du statut des arcs d’origine prec du chemin en cours de construction. Pour
re´sumer, il faut noter que par examen du TEG, les circuits de longueur kT , k > 0,
dans le chemin en cours de construction ne peuvent eˆtre admis. Un nœud donne´ ne
peut pas eˆtre examine´ deux fois au meˆme slot de temps t modulo T . En revanche,
les circuits de longueur kT + i, k ≥ 0, 1 < i < T , sont autorise´s dans le chemin
en cours de construction. Ainsi que nous l’avons vu, pour e´viter des conflits intra-
messages le TEG est mis a` jour pour le nœud en cours d’examen. Il s’ensuit que le
choix du nœud successeur possible peut de´pendre des choix pre´ce´demment effectue´s
pour le chemin, notamment lorsqu’un meˆme nœud est a` nouveau examine´ lors d’un
slot de temps t′ modulo T diffe´rent. Dans ce cas, les canaux de sortie peuvent eˆtre
occupe´s diffe´remment selon les choix ante´rieurs effectue´s. Il s’agit d’une indication
d’un proble`me plus complexe. Aussi, l’optimalite´ du chemin calcule´ n’est pas garantie
dans le cas d’un message multi-paquet. Savoir si oui ou non, le proble`me de plus court
chemin multi-paquet admet un algorithme en temps polynomial avec la taille du TEG
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est une question ouverte. Cependant, l’optimalite´ du chemin trouve´ reste garantie si
aucun conflit possible intra-message n’a pas e´te´ de´tecte´ au cours de la construction du
plus court chemin. Cela peut eˆtre ve´rifie´ lors de la construction. Nous constatons aussi
que la probabilite´ d’obtenir un chemin origine/destination optimal, est inversement
proportionnelle au nombre de paquets.
5.4 Ope´rateur de voisinage
Cet ope´rateur effectue une modification locale de la solution et joue le roˆle d’ope´rateur
de voisinage dans les recherches locales et me´taheuristiques conside´re´es. L’ope´rateur
supprime ale´atoirement un sous-ensemble de chemins << construits >> ou << bloque´s >>
d’une solution, puis les reconstruit avec la me´thode de construction paralle`le glou-
tonne et l’algorithme de Dijkstra modifie´ pour le cas mono-chemin. Cet ope´rateur de
voisinage est utilise´ en phase d’ame´lioration de la solution re´alisant l’intensification
de la recherche dans une zone plus ou moins restreinte de l’espace des solutions. Le
pseudo-code est donne´ dans l’Algorithme 5. Le parame`tre nbMsg correspond au nom-
bre de chemins supprime´s, il de´termine la taille du voisinage. Nous pouvons interpre´ter
cet ope´rateur comme une proce´dure de << re´paration >> suivant le principe << ruiner et
re´cre´er >> (ruin and recreate) ainsi que formule´ par [60]. Son application re´pe´te´e vise a`
transformer des solutions non-admissibles en solutions admissibles avec un couˆt re´duit
en temps d’exe´cution.
Algorithme 5: generateNeighbor
Entre´es : S ∈ Solution, nbMsg ∈ Entier
Sorties : S
de´but
// Supprimer nbMsg chemins de S et mettre a` jour le TEG
S ← removeMessages(S, nbMsg);
S ← constructSolutionPar(S); // construction paralle`le gloutonne
S ← constructSolutionWithModifiedDijkstra(S); // construire les
chemins restants un a` un dans le TEG
retourner S;
5.5 Conclusion
Les ope´rateurs de base, que nous avons conc¸u, pour la construction et la transformation
des solutions et communs aux me´thodes de recherche ont e´te´ pre´sente´s. L’ope´rateur de
gestion des dates d’e´missions permet d’obtenir une grande diversite´ des dates d’envoi
des message, augmentant ainsi les possibilite´s de construction des chemins les plus
courts. L’ope´rateur de construction paralle`le gloutonne, cherche a` construire l’ensemble
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des chemins non-conflictuels source/destination aussi vite que possible par un proce´de´
de choix glouton du prochain sommet a` inse´rer dans le chemin. L’ope´rateur Dijk-
stra modifie´ dans le TEG, construit un chemin unique dans un NoC occupe´. Il garantit
l’obtention d’un chemin optimal en temps polynomial dans le cas mono-paquet, et reste
efficace dans le cas multi-paquet. L’ope´rateur de voisinage, permet de transformer, par
son utilisation re´pe´te´e, des solutions non admissibles en solutions admissibles avec un
couˆt re´duit en temps d’exe´cution. Nous les avons appele´s ope´rateurs de base. Nous
avons donne´ le pseudo-code de ces ope´rateurs afin d’en donner une compre´hension
pre´cise et permettre leur reproduction et re´utilisation par des tiers. Il convient main-
tenant de pre´ciser le pseudo-code des me´thodes de recherche elles-meˆmes.
6
Algorithmes de recherche heuristiques et
me´taheuristiques
Le de´veloppement de me´thodes heuristiques est justifie´ par la difficulte´ du proble`me
de routage qui est NP-difficile. Nous avons constate´ par ailleurs l’impossibilite´ pratique
d’une re´solution exacte du proble`me sur nos instances de grandes tailles, cela en util-
isant le solveur (GLPK∗) sur notre mode`le line´aire en nombres entiers du proble`me.
Nous pre´sentons dans ce chapitre le de´tail des algorithmes heuristiques utilise´s. Les
heuristiques conside´re´es sont trois variantes de recherches locales ite´ratives, ope´rant
sur une solution unique, un algorithme e´volutionnaire ope´rant sur une population de
solutions et un algorithme me´me´tique incorporant une recherche locale au sein d’un
algorithme e´volutionnaire.
La recherche locale fonctionne par des mouvements de faible ampleur dans un
voisinage de la solution courante. La fonction de voisinage de´termine la solution suiv-
ante obtenue a` partir d’une modification locale de la solution courante. Lorsqu’aucune
ame´lioration de la solution ne peut eˆtre obtenue dans le voisinage, la solution en
cours est un optimum local relatif a` la fonction de voisinage. La re´ite´ration de la
recherche locale a` partir de conditions de de´part ale´atoires permet de diversifier les
zones d’exploration. Chaque implantation propose´e re´utilise et combine les quatre
ope´rateurs de base pre´sente´s dans le chapitre 5. L’ope´rateur de voisinage est a` la base
du principe de la recherche locale. Nous avons retenu trois versions de la recherche
locale suivant le mode d’examen du voisinage retenu. La premie`re version est une
recherche de type marche ale´atoire. Les deux autres versions sont une recherche glou-
tonne first improvement search une recherche en profondeur best improvement search.
Ensuite, en combinant les meˆmes ope´rateurs de base dans un sche´ma d’algorithme a`
base de population, avec des ope´rateurs de se´lection sur les solutions, nous spe´cifions
un algorithme e´volutionnaire. Puis, pour tenter de tirer parti des avantages de l’al-
gorithme e´volutionnaire et de la recherche locale conjointement, nous avons inclus
celle-ci en tant qu’ope´rateur dans un algorithme e´volutionnaire selon le principe d’un
algorithme me´me´tique.
Dans la section 6.1 de ce chapitre, nous pre´sentons les recherches locales ite´re´es
sous trois diffe´rentes versions. L’algorithme e´volutionnaire, ope´rant sur une population
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de solutions, et l’algorithme me´me´tique, combinant l’algorithme e´volutionnaire et la
recherche locale sont pre´sente´s dans la section 6.2. Une conclusion termine ce chapitre.
6.1 Recherches locales ite´re´es
Les recherches locales combinent les ope´rateurs de base du chapitre pre´ce´dent selon
diffe´rentes strate´gies de recherche. Elles ope`rent toutes a` partir d’une solution unique
pre´alablement construite et non ne´cessairement admissible. Elles diffe`rent par le mode
de parcours d’un voisinage autour de la solution courante. Elles sont re´ite´re´es avec des
dates d’e´mission de messages modifie´es.
6.1.1 Boucle ite´rative externe commune aux recherches locales
La recherche locale ite´re´e [32] est l’une des plus simples me´thodes de recherche heuris-
tique applique´es aux proble`mes NP-difficiles. La boucle principale de la me´thode con-
siste a` re´ite´rer l’exe´cution de recherches locales simples a` partir de conditions initiales
ale´atoires. Le pseudo-code de la boucle principale est pre´sente´ dans l’Algorithme 6.
Les ope´rations sont reparties en deux phases: une phase de construction suivie d’une
phase d’ame´lioration. Dans l’Algorithme 6, une tentative de construction suivie d’une
tentative d’ame´lioration sont effectue´es par les deux appels constructSolution et im-
proveSolution . Les de´tails de ces deux proce´dures sont donne´s respectivement dans
les sections 6.1.2 et 6.1.3. La construction ge´ne`re rapidement des solutions partielles
non ne´cessairement admissibles. Elle ge`re les dates d’e´mission des messages puis ap-
plique des ope´rateurs de construction de chemins. A partir de la solution obtenue, la
proce´dure d’ame´lioration applique des modifications locales portant sur les chemins
en vue d’ame´liorer la solution. L’ame´lioration suit des sche´mas de recherche locale
spe´cifie´s plus loin.
Dans tous les cas de figure, il convient d’e´valuer et de comparer des solutions non
ne´cessairement admissibles. C’est pourquoi, le classement des solutions s’effectue selon
deux objectifs hie´rarchise´s qui sont le nombre de chemins admissibles (construits)
et la longueur des chemins. Le premier objectif consiste a` maximiser le nombre de
chemins construits, tandis que le deuxie`me objectif consiste a` minimiser la longueur
des chemins. Le classement est effectue´ par la proce´dure selectBest. Il faut noter que
la longueur des chemins correspond a` la longueur totale dans la version min-sum du
CKPP et du CRKPP, et correspond a` la longueur du chemin le plus long dans la version
min-max du meˆme proble`me.
6.1.2 Boucle de construction
Ici, nous pre´sentons dans l’Algorithme 6 la boucle principale inclue dans la proce´dure
de construction constructSolution. La proce´dure constructSolution elle meˆme est de´taille´e
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Algorithme 6: Boucle principale de recherche locale ite´re´e
Sorties : Best
de´but
S ← initialize(); // initialisation des structures de donne´es et
des dates d’e´mission
count← 0;
tant que count < maxCount faire
count← count+ 1;
S ← constructSolution(S); // construction d’une solution non
ne´cessairement admissible
S ← improveSolution(S); // ame´lioration de la solution par
recherche locale
Best← selectBest(S,Best);
retourner Best;
dans l’Algorithme 7. Son roˆle est de ge´ne´rer aussi rapidement que possible de nou-
velles solutions candidates, admissibles ou non, pre´sentant un nombre maximum de
chemins construits. Pour ce faire, la proce´dure re´pe`te maxConstruct fois un proce´de´ de
construction de base. La gestion des dates d’e´mission des messages se situe dans les
premie`res ope´rations a` effectuer. Une fois fixe´es les dates d’e´mission, l’ope´rateur de
construction paralle`le gloutonne tente de ge´ne´rer simultane´ment K chemins sans con-
flits le plus rapidement possible. Ensuite, l’algorithme de Dijkstra modifie´, qui prend
plus de temps, tente une reconstruction des chemins << bloque´s >> re´siduels un a` un. La
proce´dure selectBest effectue un classement suivant les deux objectifs hie´rarchise´s que
sont le nombre de chemins construits et la longueur (totale ou maximum) des chemins.
6.1.3 Boucle d’ame´lioration
La ge´ne´ration de nouvelles solutions de de´part diversifie´es a` partir de conditions ini-
tiales ale´atoires est effectue´e par la boucle de construction. A` partir de la solution
fournie, l’intensification de la recherche est re´alise´e par la proce´dure improveSolution
inclue dans l’Algorithme 6. Elle permet des mouvements de plus faible ampleur dans
une petite re´gion de l’espace des solutions, en quelques pas, et essaie de transformer
des solutions non admissibles en solutions admissibles et de les ame´liorer. Le sche´ma de
base d’une proce´dure d’ame´lioration consiste a` inte´grer un ope´rateur de voisinage dans
une strate´gie de recherche. En suivant ce sche´ma, nous avons de´gage´ trois versions de
recherche locale mettant en œuvre la proce´dure d’ame´lioration. L’ope´rateur de voisi-
nage utilise´, qui permet une modification locale e´le´mentaire de la solution courante,
est dans tous les cas de figure celui de la section 5.4 du chapitre 5. Il consiste a` sup-
primer puis reconstruire un sous-ensemble de chemins de la solution. Le nombre de
chemins supprime´s/reconstruits de´termine la taille du voisinage. Ce parame`tre ne doit
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Algorithme 7: constructSolution
Entre´es : S ∈ Solution, maxConstruct
Sorties : Best
de´but
count← 0;
tant que count < maxConstruct faire
count← count+ 1;
// Appliquer la permutation des dates avec une probabilite´ de
0.5
si rand(0, 1) > 0.5 alors
S ← permuteDepartureDates(S);
S ← translateDepartureDates(S);
Initialiser le TEG; // Tous les arcs sont mis a` << libre >> pour
tous les slots de temps
Supprimer tous les chemins de S;
S ← constructSolutionPar(S); // Construction paralle`le
gloutonne
S ← constructSolutionWithModifiedDijkstra(S); // Reconstruction
des chemins bloque´s un-a`-un par Dijkstra dans le TEG
Best← selectBest(S,Best);
retourner Best;
pas eˆtre confondu avec la taille de l’e´chantillon, qui correspond au nombre de solutions
examine´es dans le voisinage de fac¸on stochastique dans certaines recherches locales.
Trois versions de recherche locales sont propose´es : une recherche ale´atoire simple et
deux recherches locales a` pivotage.
6.1.3.1 Recherche ale´atoire ite´re´e
La strate´gie de recherche de´finie par l’Algorithme 8 s’inspire du principe de la marche
ale´atoire. Nous l’avons de´nomme´e recherche ale´atoire ite´re´e ou IRS. Elle consiste a`
faire e´voluer une solution courante en effectuant un nombre donne´ de mouvements
successifs dans le voisinage puis a` se´lectionner la meilleure solution rencontre´e lors de
cette succession de mouvements. La me´thode est tre`s simple car tre`s peu d’ope´rations
de copie de donne´es sont effectue´es a` chaque pas d’ite´ration.
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6.1.3.2 Recherches locales first improvement et best improvement
Dans cette section, nous pre´sentons l’algorithme des deux strate´gies de la me´thode
de recherche locale. La premie`re est la recherche locale gloutonne, que nous ap-
pelons << recherche locale ite´re´e premier meilleur >> , ou encore ILS-FI. La seconde est la
recherche locale en profondeur, que nous appelons << recherche locale ite´re´e meilleure
ame´lioration >> , ou encore ILS-BI. L’Algorithme 9 donne le code commun aux deux
versions. La diffe´rence entre les deux exe´cutions tient dans la condition d’e´valuation
de la boucle interne << tant que >> . Le code correspond a` la version ILS-BI. L’instruction
en commentaire dans la condition, qui test la de´tection d’une ame´lioration, doit eˆtre
ajoute´e dans le cas ILS-FI. Par rapport a` IRS, ILS-FI et ILS-BI comportent chacune deux
boucles imbrique´es, et non une seule, comme le montre l’Algorithme 9. La boucle
externe controˆle la profondeur de la recherche. L’algorithme s’arreˆte lorsqu’aucune
ame´lioration n’a e´te´ trouve´e, ce qui correspond a` l’atteinte d’un minimum local. La
solution courante constitue l’e´le´ment pivot autour duquel s’effectue la recherche dans
le voisinage. C’est a` partir de cet e´le´ment que des solutions voisines sont ge´ne´re´es et
examine´es. La boucle interne met en œuvre la re`gle de pivotage. Elle de´termine la
meilleure solution voisine vers laquelle la recherche doit se de´placer. Cette solution de-
vient le nouveau pivot a` partir duquel des solutions voisines sont a` nouveau ge´ne´re´es.
Par rapport a` la recherche ale´atoire ite´re´e IRS, nous pouvons noter l’ajout d’une
variable supple´mentaire S′ utilise´e pour tester la pre´sence d’une ame´lioration. Dans
les deux types de recherche locale ILS-FI et ILS-BI, une variable supple´mentaire de
me´morisation est donc requise pour tester la possibilite´ d’ame´lioration, cela entraˆıne
davantage de copies de donne´es que dans la premie`re me´thode de recherche ale´atoire
ite´re´e IRS. Dans ILS-FI, la premie`re meilleure solution rencontre´e devient le nouvel
e´le´ment pivot. Dans ILS-BI, c’est la meilleure solution dans un e´chantillon ale´atoire du
voisinage qui devient le nouvel e´le´ment pivot. La taille de l’e´chantillon est de´finie par
le parame`tre neighborhoodSampleSize dans l’Algorithme 9. Dans les expe´rimentations,
nous avons fixe´ a` 100 la taille de l’e´chantillon.
Algorithme 8: iteratedRandomSearch
Entre´es : S ∈ Solution, maxImprove, K Nombre de messages
Sorties : Best
de´but
count← 0;
tant que count < maxImprove faire
count← count+ 1;
S ← generateNeighbor(S, rand(1,K));
Best← selectBest(S,Best);
retourner Best;
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Algorithme 9: Recherche locale premier-meilleur-voisin, meilleur-voisin
Entre´es : S ∈ Solution, K Nombre de messages
Sorties : Best
de´but
Best← S;
improvementFound← true;
tant que improvementFound /* de´finit la profondeur */ faire
count← 0;
improvementFound← false;
tant que
count < neighborhoodSampleSize /* et non improvementFound */
/* re`gle de pivotage BI ou FI */ faire
count← count+ 1;
S′ ← generateNeighbor(S, rand(1,K)) /* examen du voisin */;
si isBest(S′, Best) alors
Best← S′;
improvementFound← true;
S ← Best;
retourner Best;
6.2 Algorithme e´volutionnaire et algorithme me´me´tique
6.2.1 Boucle principale de l’algorithme e´volutionnaire/me´me´tique
Suivant la terminologie des algorithmes e´volutionnaires, les solutions sont maintenant
des << individus >> composant une population qui va e´voluer de ge´ne´ration en ge´ne´ration
de manie`re a` re´pondre aux exigences du proble`me. Des ope´rateurs de variations tels
que des mutations vont modifier les individus, ceux-ci e´tant soumis a` une se´lection
suivant leur ade´quation aux objectifs du proble`me. Ici, nous spe´cifions une boucle
e´volutionnaire principale commune aux deux versions d’algorithme e´volutionnaire que
nous conside´rons dans ce travail. Nous de´clinerons cette boucle principale selon un al-
gorithme e´volutionnaire classique et un algorithme de type algorithme me´me´tique. Un
algorithme me´me´tique est une extension d’un algorithme ge´ne´tique ou e´volutionnaire
dans lequel est ajoute´ une recherche locale en tant qu’ope´rateur de modification de
solution correspondant a` une mutation d’un type particulier [49]. La diffe´rence entre
les deux approches e´volutionnaire et me´me´tique propose´es dans notre travail re´side
dans l’instanciation des diffe´rentes ope´rations de mutation. Celles-ci sont atomiques et
bre`ves dans le premier cas, tandis qu’elles sont re´alise´es par des processus de recherche
plus complexes dans le deuxie`me cas. Nous n’utilisons pas d’ope´rateur de croise-
ment. Dans l’algorithme me´me´tique, nous remplac¸ons les ope´rations e´le´mentaires de
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voisinage de la version dite e´volutionnaire, par des recherches locales. Ainsi, nous
re´utilisons nos me´thodes de recherche locale inde´pendantes en tant qu’ope´rateurs de
mutation dans la boucle e´volutionnaire.
Une solution consiste avant tout de de´terminer une date d’e´mission dans l’intervalle
[0, T − 1] pour chaque message, et l’ensemble des chemins origine/destination sans
conflit pour l’ensemble des messages. La solution est admissible lorsque l’ensemble
des chemins de tous les messages est construit. Et non admissible lorsqu’au moins un
chemin d’un message n’a pas e´te´ construit. Pour e´valuer la qualite´ d’une solution, ou
d’un individu, une fonction appele´e fitness associe une valeur scalaire a` chaque indi-
vidu de la population. Les << meilleurs >> individus ont la plus grande fitness, tandis
que les << mauvais >> individus une fitness plus faible. Pour une solution S donne´e, elle
est de´finie par fitness(S) = nbuilt − 10−dlog10(Max)e × length, ou` nbuilt est le nom-
bre de chemins construits, Max une limite supe´rieure de la longueur totale maximum
des chemins, et length la longueur totale (somme des longueurs) des chemins. De
cette fac¸on, le nombre de chemins construits est conside´re´ comme le premier objectif
(a` maximiser), et la longueur totale comme un objectif secondaire (a` minimiser). On
notera que la prise en compte de cette valeur de fitness est e´quivalente a` une com-
paraison lexicographique portant sur les deux objectifs. Pour des raisons de pre´cisions
sur les comparaisons en nombres flottants, nous pre´fe´rerons ge´ne´ralement employer
une comparaison lexicographique directe portant sur les objectifs de´finis en nombres
entiers.
Le pseudo-code de la boucle e´volutionnaire commune est donne´ par l’Algorithme
11. Deux ope´rateurs de se´lection par rang ope´rant au niveau de la population sont
utilise´s. Le premier d’entre eux est l’ope´rateur appele´ select dans le pseudo-code. Il
remplace Pop/5 individus de plus faible fitness dans la population par Pop/5 individus
de plus grande fitness. Avec Pop comme taille de la population d’individus. Le second
ope´rateur de se´lection et de classement est la version e´litiste du premier. Il est appele´
selectElitist. Il remplace Pop/10 individus ayant la fitness la plus faible de la popula-
tion, par le meilleur individu Best1 rencontre´ durant l’exe´cution. Deux ope´rateurs de
mutations sont spe´cifie´s. Ceux sont les ope´rateurs mutate et localSearch. Le premier
est charge´ de la manipulation et gestion des dates d’e´mission. Le deuxie`me corre-
spond a` des mouvements de voisinage, les dates d’e´mission e´tant fixe´es. Pour e´viter
une stagnation dans un minimum local, un ope´rateur de re´ge´ne´ration generate est ap-
plique´ avec une faible probabilite´. Il effectue une re´ge´ne´ration de toute la population
et re´initialise le meilleur individu rencontre´ Best1. Notons que toute modification sur
les dates d’e´mission entraˆıne une refonte comple`te des chemins origine/destination,
tandis qu’un mouvement de voisinage porte sur une suppression/reconstruction d’un
sous-ensemble de chemins sans modification des dates. Nous pre´cisons l’instancia-
tion de ces ope´rateurs pour les algorithmes e´volutionnaire et me´me´tique dans les deux
sections suivantes. Il faut noter qu’en conside´rant la longueur totale comme objectif
(secondaire) a` minimiser dans la fonction de fitness, nous traitons la version min-sum
du CKPP et du CRKPP, qui est la version par de´faut. La version min-max est obtenue
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en conside´rant la longueur du chemin le plus long comme objectif (secondaire) a` min-
imiser en lieu et place de la longueur totale.
Algorithme 10: Boucle principale de l’algorithme e´volutionnaire et me´me´tique
Sorties : Best2
de´but
Best1, Best2 ∈ Solution;
P : Population;// 100 individus
Gen ∈ Entier;
Gen← 0;
P ← generate(P ); // Ge´ne´rer les individus
Best1← getBest(P );
// Re´pe´ter MaxGen ge´ne´rations
tant que Gen < MaxGen et ¬ (solution construite) faire
Gen← Gen+ 1;
// Appliquer une ope´ration/mutation de voisinage
P ← locaSearch(P );
// Me´moriser le meilleur individu
Best1← getBest(P,Best1);
Best2← getBest(Best1, Best2);
// Appliquer les ope´rateurs de se´lection
P ← select(P, size(P )/5);
P ← selectElitist(P,Best1, size(P )/10);
// Appliquer une mutation
P ← mutate(P );
// Appliquer une re´ge´ne´ration avec une probabilite´ tre`s
faible
si rand(0, 1) > 0.99 alors
P ← generate(P ); // Re´ge´ne´rer les individus et le meilleur
individu
Best1← getBest(P );
retourner Best2;
6.2.2 Algorithme e´volutionnaire
Le de´tail des ope´rateurs de l’approche de type e´volutionnaire classique est donne´ dans
l’Algorithme 11. Les ope´rations sont e´le´mentaires parce qu’elles consistent en des
appels directs aux ope´rateurs de base. La multiplication des ope´rations locales et
de diversification sur les individus couple´e a` la dynamique de se´lection permet ainsi
une recherche stochastique distribue´e sur l’espace des solutions. Notons que les dates
d’e´missions e´voluent au moyen des ope´rateurs de permutation et de translation (ope´ra-
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teur de gestion des dates d’e´mission) et que la permutation est applique´e avec une prob-
abilite´ de 0.5. L’ope´rateur localSearch effectue ici un simple mouvement e´le´mentaire
dans le voisinage par un appel direct a` l’ope´rateur de voisinage.
Algorithme 11: Les ope´rateurs de variation de l’algorithme e´volutionnaire
Proce´dure generate(P : Population)
de´but
pour chaque individu I ∈ P faire
I ← permuteDepartureDates(I);
I ← translateDepartureDates(I);
Initialiser le TEG; // Tous les arcs sont mis a` << libre >> pour
tous les slots de temps
Supprimer tous les chemins de I;
I ← constructSolutionPar(I); // Construction paralle`le gloutonne
I ← constructSolutionWithModifiedDijkstra(I); // Reconstruction
des chemins bloque´s un-a`-un par Dijkstra dans le TEG
Proce´dure mutation(P : Population)
de´but
pour chaque individu I ∈ P faire
// Appliquer la mutation avec une probabilite´ de 0.5
si rand(0, 1) > 0.5 alors
Initialiser le TEG; // Tous les arcs sont mis a` << libre >> pour
tous les slots de temps
// Ge´rer les dates d’e´mission
I ← permuteMessages(I);
I ← translateDepartureDates(I);
Proce´dure localSearch(P : Population)
de´but
pour chaque individu I ∈ P faire
I ← generateNeighbor(I, rand(1,K));
6.2.3 Algorithme me´me´tique
Le de´tail des ope´rateurs de mutation pour l’algorithme de type me´me´tique est donne´
dans l’Algorithme 12. Dans ce cas, les ope´rations de mutation deviennent des ap-
pels aux proce´dures de construction et de recherche locale que nous avons spe´cifie´es
ante´rieurement dans ce chapitre dans la section sur les recherches locales ite´re´es. La
proce´dure d’ame´lioration que nous utilisons dans les expe´rimentations est la recherche
ale´atoire ite´re´e, appele´e pre´ce´demment me´thode IRS, du fait qu’elle fixe un nombre
constant d’ite´rations. Les ope´rations e´le´mentaires bre`ves et distribue´es sur l’espace des
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solutions re´alise´es dans l’algorithme e´volutionnaire pre´ce´dent deviennent des proces-
sus longs et plus couˆteux en temps de calcul. L’ope´rateurmutation effectue un appel de
la proce´dure de construction ite´re´e tandis que l’ope´rateur localSearch exe´cute un appel
de la proce´dure de recherche locale. L’inte´reˆt recherche´ est de coupler la dynamique de
diversification et de se´lection de l’approche e´volutionnaire avec des recherches locales
adapte´es pour l’intensification de la recherche dans une zone re´duite de l’espace des
solutions.
Algorithme 12: Les ope´rateurs de variation de l’algorithme me´me´tique
Proce´dure generate(P ∈ Population)
de´but
pour chaque individu I ∈ P faire
I ← constructSolution(I) // Correspond a` la construction
spe´cifie´e dans l’Algorithme (7)
Proce´dure mutation(P ∈ Population)
de´but
pour chaque individu I ∈ P faire
// Appliquer la mutation avec une probabilite´ de 0.5
si rand(0, 1) > 0.5 alors
I ← constructSolution(I) // Correspond a` la construction
spe´cifie´e dans l’Algorithme (7)
Proce´durelocalSearch(P ∈ Population)
de´but
pour chaque individu I ∈ P faire
I ← improveSolution(I) // Correspond a` une des recherches
locales spe´cifie´es aux Algorithmes (8-9)
6.3 Conclusion
Nous avons pre´sente´ l’ensemble de nos me´thodes de re´solution pour les proble`mes
standard et reconfigurable, du routage dans le NoC, dont nous avons propose´ une
formalisation sous la forme d’un proble`me d’optimisation combinatoire. De fac¸on
ge´ne´rale, ces me´thodes se justifient par la NP-difficulte´s des proble`mes de routage, et de
l’incapacite´ de la me´thode exacte utilise´e a` prendre en charge les grandes instances du
proble`me. L’e´volution de ces me´thodes avec des approches ope´rants sur une solution
unique vers des approches ope´rants sur une population de solutions, leur confe`rent la
capacite´ de re´solution des proble`mes de routage de fac¸on ge´ne´rale. Les trois versions
de la recherche locale n’ope`rent que sur le proble`me de routage GT standard. Leur
diffe´rence tient au mode d’examen du voisinage retenu. La premie`re s’inspirant de la
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recherche ale´atoire de type marche ale´atoire, la deuxie`me, une recherche gloutonne
et la troisie`me, une recherche en profondeur. L’algorithme e´volutionnaire permet de
repousser les limites des me´thodes de recherche locale, par une extension, en inte´grant
une approche a` base de population de solutions et d’ope´rateurs de se´lection, au cas
reconfigurable du proble`me de routage. L’algorithme me´me´tique, permet un couplage
de la dynamique de diversification et de se´lection de l’approche e´volutionnaire, avec
des recherches locales adapte´es pour l’intensification dans une zone re´duite de l’espace
de solutions. Il tire ainsi partie des avantages de la recherche locale et de l’algorithme
e´volutionnaire. Tandis que les approches de recherches locales ope`rent uniquement
sur le proble`me de routage GT standard, les algorithmes e´volutionnaire et me´me´tique
peuvent ope´rer aussi bien sur le proble`me de routage GT standard que sur celui de
son extension au cas reconfigurable. Nous allons maintenant proce´der aux e´valuations
des performances de ces approches sur des jeux de tests de diffe´rentes tailles. Ceux-ci
comportent des instances structure´es issues de cas re´els d’application et des instances
non structure´es ge´ne´re´es ale´atoirement.

7
Pre´sentation des jeux de tests
L’e´valuation des heuristiques ne´cessite l’utilisation d’instances de proble`me repre´senta-
tives de la difficulte´ et de la diversite´ des cas re´els d’application. Pour e´valuer nos
me´thodes de re´solution, nous utilisons six instances de jeux de tests structure´s des
proble`mes. Ceux-ci sont extraits d’applications re´elles mises en œuvre et e´tudie´es dans
[9]. Ces jeux de tests structure´s ont des topologies de taille croissante et peuvent
comporter 12 messages pour la plus petite a` 209 messages pour la plus grande. Afin
d’approfondir l’e´tude de la robustesse des algorithmes dans des cas divers et varie´s de
condition de trafic, nous proposons en supple´ment de ces instances de jeux de tests
structure´s des proble`mes, un ge´ne´rateur d’instances de jeux de trafic ale´atoire. Selon
une spe´cification de topologie de NoC, et des canaux de communication ouverts entre
IP, il permet de ge´ne´rer tre`s rapidement de fac¸on ale´atoire uniforme des instances des
jeux de trafic re´pondant aux spe´cifications des flots de donne´es telles que pre´sente´es
dans les chapitres 2 et 3. Il fonctionne aussi bien pour le cas du routage standard
sans reconfiguration que pour le cas avec reconfiguration dynamique. Une topologie
particulie`re et ses spe´cifications de tables TDMA est de´die´e au proble`me de routage
avec reconfiguration dynamique.
Ce chapitre est exclusivement de´die´ a` la pre´sentation des jeux de tests structure´s
et a` la description du ge´ne´rateur d’instances ale´atoires. Les e´valuations de perfor-
mances proprement dites seront pre´sente´es dans les deux chapitres 7 et 8. Le chapitre8
pre´sentera l’e´valuation des recherches locales sur le proble`me standard. Le 9 chapitre
traitera de l’approche e´volutionnaire et de son application au proble`me avec reconfig-
uration dynamique. Dans ce chapitre, les jeux de tests structure´s sont de´crits dans la
section 7.1 et le ge´ne´rateur d’instances ale´atoires dans la section 7.2 selon les cas stan-
dard et reconfigurable. La section 7.3 donne quelques ge´ne´ralite´s sur la conduite des
expe´rimentations et une conclusion termine le chapitre.
7.1 Jeux de tests structure´s issus de cas re´els d’application
A partir de quatre topologies de NoC, six instances de proble`mes issus de cas re´els
d’application ont e´te´ propose´s par [9]. Ces jeux de tests structure´s sont utilise´s ici
comme cas types d’application repre´sentatifs de la difficulte´ du proble`me. Ils servi-
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ront de template pour la ge´ne´ration de jeux de trafic ale´atoires. Les quatre types de
topologies sont nomme´s N1, N2, N3, et N4. Ils correspondent respectivement a` des
NoC de tailles croissantes. A` partir de ces quatre topologies, six instances de proble`me
sont fournies. Elles sont nomme´es N1, N2, N3A, N3B, N3AB et N4 en reprenant le
nom de la topologie correspondante. La topologie N3 est utilise´e sous trois formes
de proble`me. Les deux instances N3A et N3B correspondent respectivement a` deux
ensembles de tables TDMA A et B avec leur spe´cification de messages, tandis que
l’instance N3AB correspond a` une instance de communication reconfigurable perme-
ttant l’e´change dynamique des tables des groupes A et B. Seule l’instance N3AB sert
de base a` l’e´valuation du proble`me avec reconfiguration dynamique. Cette instance est
de taille moyenne, mais est suffisamment large selon nous pour mettre en e´vidence la
difficulte´ de re´solution du proble`me avec reconfiguration. Des jeux de trafic ale´atoires
en sont aussi de´rive´s.
Chaque instance est caracte´rise´e par quatre parame`tres qui sont la longueur en
time-slots du cycle d’e´mission T , le nombre N de routeurs, le nombre P de composants
IP, c’est-a`-dire de nœuds source/destination, et le nombre K de messages.
Le jeu de test N1 est la plus petite instance. Il est de´taille´ par la figure 7.1. En
plus des quatre parame`tres qui de´finissent la taille de l’instance, sont pre´cise´es les
spe´cifications des tables TDMA de´finissant les messages origine/destination avec les
nombres de paquets correspondants. Par exemple, l’IP 0 e´met trois messages de deux
paquets chacun, respectivement vers les trois IP d’identifiants 1, 3, et 2. Ainsi, la taille
des tables TDMA de cette instance, qui de´finit le cycle de temps d’e´mission, est de
T = 6 slots de temps. Le nombre de routeurs est de N = 7 et ils connectent P = 4
composants e´metteur/re´cepteur. De plus, la figure donne des exemples de chemins
possibles origine/destination pour les K = 12 messages au total.
Le deuxie`me jeu de test structure´, nomme´ test N2, est spe´cifie´ par la figure 7.2. Le
jeu de test comporte N = 8 routeurs pour P = 7 composants e´metteur/re´cepteur. Les
tables TDMA sont de longueur T = 8 intervalles de temps et spe´cifient au total K = 28
messages origine/destination. Par exemple, le composant note´ IP1 sur la figure e´met
quatre messages de deux slots de temps chacun, respectivement vers les composants
note´s M1, M2, M3, et IP2 sur la figure. Cette instance est de taille supe´rieure a` la
pre´ce´dente.
Le jeu de test structure´ de la figure 7.3 nomme´ N3 est de´cline´ en trois instances
diffe´rentes, dont l’une spe´cifie un jeu de trafic avec reconfiguration dynamique. Il con-
necte P = 10 composants e´metteurs/re´cepteur bar le biais d’un re´seau avec N = 15
routeurs. La taille du cycle d’e´mission, et donc des tables TDMA, est de T = 9 slots
de temps. Suivant la configuration des tables TDMA de ses composants e´metteurs,
nous pouvons en de´duire trois instances de proble`me. Les composants e´metteurs IP0,
IP1 et IP2 posse`dent chacun deux tables TDMA, spe´cifie´es l’une au dessus de l’autre
et proche du composant sur la figure. Les tables spe´cifie´es au dessus constituent
un premier groupe note´ A, tandis que les tables spe´cifie´es au dessous constituent un
deuxie`me groupe de table TDMA note´ B. A ces deux groupes correspondent respective-
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Figure 7.1: Instance N1, avec T = 6, N = 7, P = 4,K = 12.
Figure 7.2: Instance N2, avec T = 8, N = 9, P = 7,K = 28.
ment deux instances note´es N3A et N3B du proble`me standard (CKPP). Une instance
du proble`me avec reconfiguration dynamique (CRKPP) note´e N3AB est obtenue en
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conside´rant l’utilisation conjointe des tables des groupes A et B. Dans ce cas, chaque
e´metteur parmi IP0, IP1 et IP2 peut e´changer l’application d’une de ses deux tables
TDMA qui lui sont affecte´es a` chaque cycle de temps, selon ses besoins en commu-
nication. Les nombres de messages des trois instances N3A, N3B, et N3AB sont re-
spectivement de K = 27, K = 24 et K = 33 messages. On peut noter que re´soudre
l’instance N3AB du proble`me dynamique revient indirectement a` re´soudre 23 instances
distinctes du proble`me standard, puisque chaque table TDMA peut eˆtre interchange´e
par un e´metteur de manie`re asynchrone inde´pendamment du choix effectue´ par les
autres e´metteurs. Le but de notre travail est de permettre une re´utilisation maximale
des slots de temps laisse´s vacants lors des permutations de tables ainsi qu’autorise´ par
le the´ore`me (3) du chapitre 4.
Figure 7.3: Instances N3A, N3B, et N3AB, avec T = 9, N = 15, P = 10,K = 27/24/33.
Le plus grand de nos jeux de tests structure´s utilise´ pour le proble`me standard est
spe´cifie´ dans les trois figures 7.4-7.6. La figure 7.4 fournit la topologie du re´seau, tandis
que les deux figures 7.5 et 7.6 de´taillent les messages origine/destination avec leurs
paquets correspondants. Le cycle d’e´mission est de T = 47 intervalles de temps. Le NoC
comporteN = 36 routeurs pour P = 35 composants e´metteur/re´cepteur. Le nombre de
messages estK = 209. Ce jeu de test est de taille relativement importante. Il permettra
d’e´valuer le comportement des heuristiques en fonction de la taille du proble`me. Il
servira e´galement a` illustrer leur comportement en fonction de la saturation en trafic
des e´metteur/re´cepteur. Nous verrons que le ge´ne´rateur ale´atoire de trafic permet
d’obtenir, dans ce cas particulier de topologie, des configurations de flot de donne´es
davantage sature´es que celle fournie par R. Dafali en tant qu’application re´elle type. Le
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taux de saturation est de´fini par le crite`re appele´ TSL au chapitre 2.
Figure 7.4: Instance N4, avec T = 47, N = 36, P = 35,K = 209.
7.2 Ge´ne´rateur de jeux de trafic ale´atoires
Pour e´valuer la robustesse de nos me´thodes de recherche sur des configurations varie´es
de flots de communication, nous avons de´veloppe´ un ge´ne´rateur d’instances ale´atoires.
A` partir du graphe de communication de l’application, qui spe´cifie les canaux de com-
munication ouverts entre IP, le ge´ne´rateur alloue aux communications un nombre de
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Figure 7.5: Spe´cification des messages et leurs tailles pour le cas N4.
paquets qui de´finit la bande passante de chaque communication origine/destination.
Des jeux de trafic ale´atoires sont produits aussi bien pour le proble`me standard CKPP
que pour le proble`me avec reconfiguration dynamique CRKPP. Il faut noter que les flots
de communication produits sont conformes aux spe´cifications e´nonce´es dans les sec-
tions 2-2.4 et 3-3.3 respectivement pour les cas standard et reconfigurable du proble`me.
Le but est de ge´ne´rer rapidement des solutions varie´es sous-optimales des proble`mes
de flots spe´cifie´s, aussi sature´es que possible en nombre de paquets e´mis. Pour rappel,
la figure 7.7 donne un exemple de graphe de communication en (a), constituant la
donne´e d’entre´e du ge´ne´rateur, et un exemple de jeu de trafic en (b), constituant la
donne´e de sortie. Le cas de trafic avec reconfiguration dynamique est une extension
du proble`me standard, dans laquelle la matrice de communication origine/destination
est une matrice multi-ligne. Les colonnes de´crivent les re´cepteurs, tandis que les lignes
de´crivent les e´metteurs, un meˆme e´metteur pouvant eˆtre configure´ par plusieurs lignes
de la matrice correspondant a` ses diffe´rentes tables TDMA.
Pour ge´ne´rer une instance de trafic ale´atoirement et rapidement, l’algorithme pro-
ce`de en deux e´tapes qui portent respectivement sur l’allocation de paquets en re´ception
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Figure 7.6: Spe´cification des messages et leurs tailles pour le cas N4 (suite et fin).
et en e´mission. Lors de la premie`re e´tape, on proce`de a` une re´partition ale´atoire de
la bande passante de chaque re´cepteur, un a` un, entre les diffe´rents e´metteurs qui lui
sont associe´s. Les valeurs obtenues pour chaque nœud re´cepteur de´terminent le trafic
maximum qu’un nœud e´metteur donne´ peut envoyer a` ce re´cepteur, quelle que soit la
configuration de TDMA conside´re´e par l’e´metteur. Ainsi, dans cette premie`re e´tape,
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Figure 7.7: Un ACG (a) et une configuration de flot reconfigurable (b).
Figure 7.8: (a) Partitionnement de la bande passante en re´ception.(b) Ajustement de
la bande passante en e´mission.
illustre´e par le cas (a) de la figure 7.8, il n’est autorise´ la re´ception par le re´cepteur j
que d’au plus maxij paquets en provenance de l’e´metteur i. Et cela, quelque soit la con-
figuration de TDMA de l’e´metteur i. Il convient de s’assurer que les valeurs maximales
attribue´es selon les colonnes (re´cepteurs) ve´rifient les contraintes de capacite´ e´nonce´es
dans la spe´cification. Dans une deuxie`me e´tape, on ajuste les bandes passantes de
chaque e´metteur, cela pour chaque table TDMA, tout en essayant de maximiser le nom-
bre de paquets envoye´s en respectant les contraintes de capacite´ e´nonce´es dans la
spe´cification des flots de donne´es. La deuxie`me e´tape est illustre´e par le cas (b) de la
figure 7.8, qui ame`ne le nombre de paquets xij, envoye´s par n’importe quel TDMA de
l’e´metteur i vers le re´cepteur j, a` eˆtre au plus e´gale a` maxij. L’Algorithme 13 spe´cifie
succinctement les e´tapes de la ge´ne´ration d’instances ale´atoires. A chaque e´tape, une
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Algorithme 13: Ge´ne´ration de jeux de trafic ale´atoires
Entre´es : Graphe de communication de l’application
Sorties : Instance ale´atoire
de´but
pour chaque nœud re´cepteur j ∈ P : ensemble des composants
e´metteur/re´cepteur faire
columnMaxCalcul(j, T, seuilT raficParam); // Allouer des valeurs
maximales de paquets rec¸us pour chaque re´cepteur j, le
seuil minimum d’allocation e´tant pris en compte.
improveColumnMaxCalcul(j); // Ajustement des valeurs maximums
pour tenir compte des arrondis et maximiser les valeurs
maximum associe´es au re´cepteur j.
pour chaque nœud e´metteur i ∈ P : ensemble des composants
e´metteur/re´cepteur faire
lineT imeSlotSearch(i, T, seuilT raficParam); // Attribuer des
paquets a` l’e´metteur i et ses diffe´rentes TDMA en tenant
compte des seuils maximaux affecte´s a` chaque re´cepteur, et
en tenant compte du seuil minimum.
improveLineT imeSlotSearch(i); // Ajustement des valeurs de
paquets de l’e´metteur i pour tenir compte des arrondis et
maximiser les valeurs attribue´es.
retourner S;
difficulte´ se pose parce que les valeurs de trafic sont des valeurs entie`res plutoˆt que des
valeurs fractionnaires. Par conse´quent, les valeurs de´cimales sont arrondies a` la valeur
entie`re infe´rieure la plus proche, et les paquets perdus sont re´injecte´es au hasard, un a`
un, dans les diffe´rentes communications, en prenant soin de ne pas de´passer le nombre
maximal de slots de temps autorise´s entre chaque paire de nœuds e´metteur/re´cepteur.
Les choix ale´atoires tiennent aussi compte du seuil minimum s de trafic, de telle fac¸on
qu’au moins s paquets sont envoye´s par chaque nœud e´metteur. En re`gle ge´ne´rale,
nous avons fixe´ ce seuil a` s = 2 paquets pour les expe´rimentations pre´sente´es, puisque
les messages contiennent au minimum un paquet d’enteˆte suivi d’un paquet de donne´e.
Afin d’e´valuer le niveau de saturation en trafic du NoC, nous rappelons que nous util-
isons le Traffic Saturation Level (TSL) de´fini par l’e´quation (2.16) du chapitre 2 pour
le cas du proble`me standard, et le Maximum Reception Throughput (MRT) de´fini par
l’e´quation (3.7) du chapitre 3 pour le cas du proble`me avec reconfiguration dynamique.
Par exemple, l’instance N3AB pre´vue pour tester la reconfiguration dynamique pre´sente
un TSL de 90% pour un MRT de 100%. Le MRT est une extension du TSL permettant de
prendre en compte des niveaux de trafic a` diffe´rents moments selon les configurations
possibles de tables TDMA pour un e´metteur.
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7.3 De´marche d’e´valuation pratique
Les heuristiques propose´es sont de´veloppe´es en C++ et ont e´te´ exe´cute´es sur un PC
Intel Core Duo 3.0 GHz, avec un seul cœur utilise´. Toutes les e´valuations sont ef-
fectue´es en moyenne sur une base de 100 exe´cutions par instance de proble`me. Pour
chaque test, nous e´valuons la longueur totale des chemins, et la longueur moyenne
d’un chemin, en divisant la longueur totale par le nombre de messages K. De meˆme,
nous e´valuons le temps de calcul moyen sur 100 exe´cutions. Les temps de calcul
sont reporte´s en secondes et les longueurs de chemin en time-slots. A chaque fois,
nous de´terminons des intervalles de confiance a` 95% des valeurs moyennes estime´es
afin d’e´valuer le degre´ de validite´ statistique des comparaisons re´alise´es. Les inter-
valles de confiance sont calcule´s a` partir de l’e´cart type obtenu pour 100 exe´cutions.
Dans la plupart des tests re´alise´s, les algorithmes sont configure´s en mode d’exe´cution
court. Cela veut dire qu’une exe´cution est arreˆte´e de`s lors qu’une solution admissible
est rencontre´e, ou sinon au bout d’une dure´e maximale alloue´e. Cette configuration, en
exe´cution courte par de´faut, se justifie par la demande des concepteurs et utilisateurs
de la plateforme µSpider II. IlS sont beaucoup plus motive´s par l’obtention d’une solu-
tion admissible que par la qualite´ de la solution. Mais, pour rester ouvert certains tests
qui seront pre´cise´s sont re´alise´s en mode d’exe´cution long, avec une dure´e d’exe´cution
longue impose´e. Permettant ainsi d’avoir une meilleure qualite´ de la solution.
7.4 Conclusion
Nous avons pre´sente´ des jeux de tests structure´s issus de cas re´els d’application et
un ge´ne´rateur de jeux de trafic ale´atoires que nous avons utilise´s pour e´valuer nos
me´thodes de re´solution. Dans le premier cas, des instances ont e´te´ conc¸ues en fonc-
tion des besoins d’applications re´elles et ge´ne´re´es selon les principes du NoC µSpider
II. Dans le deuxie`me cas, nous mettons l’accent sur la ge´ne´ration d’instances varie´es
produites en tre`s grand nombre, dans le but d’approfondir l’e´tude de la robustesse.
Le ge´ne´rateur doit fournir de la diversite´ dans les instances ge´ne´re´es, cela de manie`re
rapide, sans ne´cessairement garantir l’optimalite´ du flot de donne´es injecte´ dans le
re´seau. Nous verrons que pour un re´seau de grande taille, il est aise´ d’obtenir des in-
stances ale´atoires ge´ne´re´es pre´sentant un taux de saturation de trafic supe´rieur a` celui
des instances structure´es fournies.
8
E´valuation des recherches locales
Dans ce chapitre, nous proce´dons a` une e´valuation comparative des trois versions de
la me´thode de recherche locale propose´e. Nous e´valuons tout d’abord l’impact des
ope´rateurs de base. Cela est pre´sente´ dans la section 8.1. Ensuite, dans la section 8.2,
nous e´valuons leurs performances sur l’ensemble des instances des jeux de tests du
proble`me standard CKPP, et rapportons les re´sultats en comparaison d’une re´solution
exacte du mode`le line´aire en nombres entiers par un solveur standard. Nous appro-
fondissons l’e´tude de la robustesse en utilisant le ge´ne´rateur d’instances ale´atoires et
e´tudions notamment l’impact du taux d’injection de trafic dans le re´seau sur les perfor-
mances de la re´solution. Cela est de´taille´ dans la section 8.3. Nous terminons l’e´tude
par une application au proble`me avec reconfiguration dynamique CRKPP qui met en
lumie`re les limites de la recherche locale. Cela est pre´sente´ dans la section 8.4. Nous
concluons ensuite le chapitre.
8.1 Impact des composants de base
8.1.1 Impact de la proce´dure d’ame´lioration
Ici, nous e´tudions les performances de l’ope´rateur de voisinage, encore appele´ ope´rateur
d’ame´lioration/re´paration. Nous e´tudions son impact lorsqu’il est ajoute´ ou non apre`s
exe´cution de la construction paralle`le gloutonne en tant que deuxie`me phase d’opti-
misation. L’algorithme conside´re´ est la recherche ale´atoire ite´re´e (IRS) spe´cifie´e par
les algorithmes 6, 7 et 8 dans laquelle la proce´dure Dijkstra modifie´e n’est pas utilise´e
et ou` seuls les nombres d’ite´rations des boucles de construction et d’ame´lioration sont
modifie´s. Plus pre´cise´ment, nous e´tudions l’influence des ope´rations de construction et
d’ame´lioration lorsque nous ajustons les parame`tres maxCount, maxConstruct, et max-
Improve de l’algorithme. L’exe´cution s’arreˆte de`s lors qu’une solution admissible est
trouve´e, ou lorsque le nombre maximum d’ite´rations spe´cifie´ est atteint.
Les re´sultats sont pre´sente´s dans le tableau 8.1. Le test a e´te´ effectue´ sur l’instance
N2(8-9-7-28) de la figure 7.2. A chaque fois, nous reportons des e´valuations en moyenne
sur 100 exe´cutions. Puisqu’il se peut qu’aucune solution admissible ne soit obtenue,
nous donnons dans la ligne << chemins construits >> , le pourcentage moyen de chemins
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Table 8.1: Impact construction/ame´lioration
configuration Constr. Constr. Constr. Constr./Imp. Constr./Imp. Constr./Imp.
ite´rations 1 1000 100000 (100, 1000, 1000) (200, 1000, 1000) (300, 1000, 1000)
chemins construits (%) 52 91 93 99.4 99.9 100
dure´e (s) 0.005 0.05 4.8 3.89 4.53 4.12
construits relativement au nombre total de messages de l’instance. Nous donnons aussi
la dure´e d’exe´cution moyenne en secondes dans la ligne << dure´e >> . Les re´sultats
nume´riques sont donne´s dans six colonnes du tableau. Les trois premie`res colonnes
correspondent a` la construction seule, ite´re´e respectivement 1, 1000 et 100000 fois.
Les trois dernie`res colonnes correspondent a` l’introduction de la boucle d’ame´lioration
et a` la re´ite´ration de la phase de construction/ame´lioration. Elles correspondent a` une
combinaison construction/ame´lioration avecmaxConstruct = 1000 ite´rations internes
de construction et maxImprove = 1000 ite´rations internes d’ame´liorations. La com-
binaison est ite´re´e respectivement MaxCount = 100 fois, MaxCount = 200 fois et
MaxCount = 300 fois. Le nombre d’ite´rations spe´cifie´ correspond a` une limite maxi-
mum et l’algorithme s’arreˆte de`s lors qu’une solution admissible est trouve´e.
Nous pouvons constater que la construction seule ne permet pas de garantir 100 %
de chemins construits malgre´ l’augmentation du nombre d’ite´rations et donc du temps
de calcul jusqu’a` plus de 4,8 secondes. En revanche, lorsque la proce´dure
d’ame´lioration/re´paration est ajoute´e, nous pouvons observer une ame´lioration signi-
ficative du nombre de chemins construits de 93% auparavant, a` plus de 99%, ceci
pour une dure´e d’exe´cution similaire d’environ 4 secondes de temps de calcul. Notons
que 100% des chemins sont construits pour la dernie`re combinaison pre´sente´e sur la
dernie`re colonne. Ceci illustre l’inte´reˆt d’utiliser une proce´dure de re´paration fonde´e
sur un ope´rateur de voisinage ainsi que mis en œuvre dans la phase d’ame´lioration.
8.1.2 Impact de la proce´dure Dijkstra modifie´e
La question se pose de savoir si la proce´dure Dijkstra modifie´e de´finie par l’Algorithme
4, bien que gourmande en temps de calcul, est approprie´e a` un raffinement de la solu-
tion obtenue pre´alablement par la construction paralle`le gloutonne. Nous e´tudions ici
l’impact de la proce´dure Dijkstra modifie´e sur la qualite´ de la solution, en l’utilisant ou
non au sein de la recherche locale IRS. Alors que la construction paralle`le gloutonne
ge´ne`re rapidement un grand nombre de chemins admissibles, la proce´dure Dijkstra
modifie´e, qui prend plus de temps, a pour roˆle de calculer les chemins restants un a`
un. Pour mettre en e´vidence les performances de la proce´dure Dijkstra modifie´e, nous
utilisons les quatre instances base´es sur les topologies N2 et N3 donne´es par les figures
7.2-7.3. L’instance N3AB correspond au CRKPP, avec de la reconfiguration dynamique,
et les autres instances au proble`me standard CKPP sans reconfiguration dynamique.
Les e´valuations sont re´alise´es sur la base de 100 exe´cutions par instance. La simu-
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lation s’arreˆte une fois qu’une solution admissible est trouve´e, ou quand une limite
maximale de la dure´e d’exe´cution est atteinte. Cette limite est d’environ 30 secondes
pour les instances du CKPP et d’environ 150 secondes pour l’instance du CRKPP. Seules
les exe´cutions fournissant 100% de solutions admissibles sur les 100 exe´cutions sont
reporte´es.
Table 8.2: Recherche locale avec/sans Dijkstra
IRS sans Dijkstra IRS avec Dijkstra
Nx(T,N,NI,K) dure´e(s) longueur dure´e(s) longueur
N2(8-9-7-28) 4,12 121,04 0,11 119,5
N3A(9-15-10-27) - - 0,70 131,7
N3B(9-15-10-24) - - 0,82 119,6
N3AB(9-15-10-33) - - - -
Les re´sultats sont donne´s dans la table 8.2. La premie`re colonne indique le nom des
instances avec leurs parame`tres, tandis que les autres colonnes pre´sentent les re´sultats
pour les deux configurations de la recherche locale, respectivement sans ou avec la
proce´dure Dijkstra modifie´e. La premie`re remarque a` faire est la re´duction impor-
tante du temps de calcul par l’ajout de la proce´dure Dijkstra modifie´e sur l’instance
N2. La recherche locale ite´re´e sans la proce´dure Dijkstra modifie´e ne permet pas de
re´soudre les instances N3A et N3B. L’ajout de la proce´dure Dijkstra permet de re´soudre
ces deux instances. La recherche locale fournit des solutions admissibles pour trois
des instances conside´re´es dans le temps imparti. Dans tous les cas de figures, nous
constatons qu’elle ne fournit pas de solution satisfaisante pour le proble`me avec re-
configuration dynamique N3AB. Cela doit s’expliquer par la stagnation de la recherche
dans des minima locaux et nous verrons que la diversite´ des solutions ge´ne´re´es par
l’approche e´volutionnaire permettra de surmonter cette limite de la recherche locale.
8.2 E´valuation des recherches locales et me´thode exacte
8.2.1 Application au proble`me standard
Dans cette section, nous comparons les trois me´thodes de recherche locale applique´es
sur les cinq instances structure´es du proble`me standard CKPP. Nous rapportons e´gale-
ment les re´sultats de la re´solution exacte, obtenus avec un solveur standard applique´
au programme line´aire en nombres entiers (ILP) donne´ au chapitre 2. L’ILP a e´te´ re´solu
en utilisant la librairie (GLPK∗).
Les trois me´thodes de recherche locale sont imple´mente´es par les Algorithmes 6
a` 9 avec leurs parame`tres par de´faut. Dans la me´thode de recherche ale´atoire ite´re´e
(IRS), la combinaison des ope´rations de construction/ame´lioration est de´finie par les
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valeurs (maxCount,maxConstruct,maxImprove) = (50, 1000, 1000). Le parame`tre
maxImprove est spe´cifique a` la me´thode IRS. Les deux autres me´thodes de recherche
locale conside´re´es sont la recherche gloutonne ILS-FI et la recherche en profondeur ILS-
BI. Ces deux me´thodes consistent simplement a` rede´finir la proce´dure d’ame´lioration
selon le principe de l’Algorithme 9, dans lequel l’arreˆt de l’ame´lioration par la re`gle
de pivotement de´pend de l’obtention d’un minimum local et non pas d’un nombre
maximum d’ite´rations. Un parame`tre important est la taille de l’e´chantillon examine´ a`
chaque tentative de pivotement dans le voisinage. Ce parame`tre est fixe´ a` neighborhood-
SampleSize = 100 pour ILS-FI et ILS-BI. Il ne doit pas eˆtre confondu avec la taille du
voisinage, qui est de´termine´e par le nombre maximum de chemins pouvant eˆtre sup-
prime´s et reconstruits a` chaque mouvement e´le´mentaire dans le voisinage. Par de´faut,
nous optons pour un nombre de chemins supprime´s ale´atoire compris entre 1 et K. Ce
parame`tre correspond a` un voisinage large. Nous e´tudions son impact dans la section
suivante.
Les re´sultats nume´riques comparatifs sont pre´sente´s dans la table 8.3. La premie`re
colonne indique le nom de l’instance et ses parame`tres caracte´ristiques (T,N, P,K),
que sont respectivement la longueur du cycle d’e´mission, le nombre de routeurs, le
nombre d’IP et le nombre de messages. Les 15 autres colonnes pre´sentent les re´sultats
pour les trois me´thodes de recherche locale et deux configurations du solveur ILP. Pour
chaque me´thode, sont reporte´es la dure´e moyenne d’exe´cution, la longueur totale des
chemins, et la longueur moyenne d’un chemin. Les re´sultats sont donne´s en moyenne
sur une base de 100 exe´cutions. Les instances sont classe´es par ordre de taille crois-
sante. L’instance N1 est la plus petite, tandis que l’instance N4 est la plus grande. La
dernie`re ligne donne les valeurs moyennes sur l’ensemble des instances avec un inter-
valle de confiance a` 95% calcule´ en se basant sur les e´carts types.
Nous pouvons observer dans la table 8.3 que les trois me´thodes de recherche locale
produisent des solutions dont les longueurs sont similaires, donc, de qualite´ similaire.
Une ame´lioration le´ge`re du temps de calcul peut eˆtre observe´e pour les approches
ILS-FI et ILS-BI, comparativement a` IRS. La me´thode IRS comporte peu de copies de
donne´es au regard des deux autres. Nous pensons qu’une implantation plus affine´e
de l’ope´rateur de voisinage dans les me´thodes ILS-FI et ILS-BI, de manie`re a` re´duire
les copies de donne´es, est source potentielle d’ame´lioration de la performance, comme
souvent avec les heuristiques standards[32]. Nous conside´rons deux configurations du
solver du programme line´aire en nombres entiers dont les re´sultats sont reporte´s dans
les 6 dernie`res colonnes de la table 8.3. Dans les colonnes << ILP-premie`re-sol >> , sont
donne´es les valeurs correspondantes a` l’obtention de la premie`re solution admissible
rencontre´e pendant une exe´cution. Cette solution n’est pas optimale. Les colonnes <<
ILP-opt-sol >> donnent les valeurs trouve´es pour la solution optimale. Seules les deux
plus petites instances ont e´te´ re´solues de manie`re exacte avec succe`s avec le solveur
GLPK dans un temps de calcul raisonnable. Les autres instances n’ont pas donne´ de
solution.
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Table 8.3: E´valuation sur les instances structure´es du CKPP
IRS ILS-FI ILS-BI
Nx(T,N, P,K) dure´ea long. long. moy. dure´ea long. long. moy. dure´eb long. long. moy
N1(6-7-4-12) 0,002 53,3 4,438 0,001 53,5 4,458 0,001 53,7 4,478
N2(8-9-7-28) 0,11 119,5 4,267 0,15 117,8 4,209 0,17 119 4,251
N3A(9-15-10-27) 0,70 131,7 4,877 0,69 129,8 4,809 0,66 127,1 4,708
N3B(9-15-10-24) 0,82 119,6 4,982 0,84 118,6 4,942 0,85 118 4,915
N4(47-36-35-209) 8,89 1565 7,488 7,25 1570 7,511 7,57 1568 7,501
moyenne 2,10(±0, 14) 398(±3, 52) 5,210(±0, 031) 1,79(±0, 1) 398(±3, 5) 5,186(±0, 030) 1,85(±0, 13) 397(±3) 5,171(±0, 028)
ILP-premie`re-sol ILP-opt-sol
Nx(T,N, P,K) dure´ea long. long. moy. dure´ea long. long. moy.
N1(6-7-4-12) 21 45 3,75 720 42 3,5
N2(8-9-7-28) 185 140 5 8400 76 2,71
N3A(9-15-10-27) - - - - - -
N3B(9-15-10-24) - - - - - -
N4(47-36-35-209) - - - - - -
moyenne - - - - - -
a Temps d’exe´cution en secondes avec Intel Core Duo (3.0 GHz) (1 cœur utilise´), programme C++.
b Temps d’exe´cution en secondes avec Intel Celeron 585 (2.16 GHz) secondes, solveur GLPK.
8.2.2 Impact des tailles de voisinage
Nous proposons de mieux e´valuer l’impact de la taille du voisinage sur les perfor-
mances. La taille du voisinage est le nombre maximum de chemins supprime´s/recons-
truits a` chaque mouvement. Les tests de la section pre´ce´dente sont base´s sur un voisi-
nage large, avec un nombre de chemins supprime´s/reconstruits tire´ ale´atoirement a`
chaque mouvement et compris entre 1 et K. Nous e´valuons la performance suivant
une diminution progressive de la taille du voisinage. Nous conside´rons un voisinage
moyen en prenant un nombre maximum de chemins supprime´s entre 1 et K/2, et
un petit voisinage si nous restreignons le mouvement a` exactement 2 messages sup-
prime´s/reconstruits.
Nous e´valuons chaque strate´gie de recherche locale (IRS, ILS-FI, ILS-BI) pour chaque
taille du voisinage (large, moyen, petit) sur l’ensemble des instances N1, N2, N3A, N3B
et N4. Chaque exe´cution est re´ite´re´e 100 fois et les re´sultats conside´re´s en moyenne.
Les re´sultats sont pre´sente´s dans la figure 8.1 avec un intervalle de confiance a` 95%.
Les deux graphiques de la figure nous permettent d’e´valuer le compromis entre qualite´
de la solution (longueur) et temps de calcul. Le graphique de gauche montre que les
longueurs obtenues sont plutoˆt similaires. Comme tous les intervalles de confiance se
chevauchent, les diffe´rences de longueurs ne semblent pas statistiquement significa-
tives. Certaines disparite´s apparaissent entre les temps de calcul, comme le montre le
graphique de droite de la figure.
Le premier point a` noter est la similitude de comportement entre les me´thodes ILS-
BI et ILS-FI avec la diminution de la taille du voisinage. Ceci n’est pas surprenant
puisque les deux me´thodes sont similaires et examinent un e´chantillon relativement
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Figure 8.1: Impact de la taille du voisinage sur les longueurs et les dure´es d’exe´cution.
petit de solutions dans le voisinage. Le second point a` noter est le contraste de com-
portement entre les me´thodes ILS d’une part et IRS d’autre part. Alors que les premie`res
sont sensiblement moins rapides avec un petit voisinage, la situation est inverse´e pour
la seconde. La me´thode IRS est plus rapide avec un petit voisinage. Cela met en
lumie`re le compromis entre intensification et diversification de la recherche dans les
deux me´thodes. Les ILS cherchent une ame´lioration autour d’un e´le´ment pivot, dans
une petite zone de recherche. L’extension de la taille du voisinage augmente alors la
diversification. Au contraire, IRS effectue sa recherche dans des directions ale´atoires
par transformation de la solution pre´ce´dente. Cela favorise naturellement la diversi-
fication. Diminuer la taille du voisinage re´duit la zone de recherche favorablement.
En conside´rant le compromis entre temps de calcul et longueur, nous utiliserons par
la suite ou bien la me´thode ILS-FI avec un voisinage large, lorsque nous cherchons un
gain en qualite´, ou bien la me´thode IRS avec un petit voisinage, lorsque nous cherchons
un gain en dure´e d’exe´cution.
8.3 E´valuation sur des jeux de tests ale´atoires
8.3.1 Application au proble`me standard
Le ge´ne´rateur d’instances ale´atoires que nous avons de´veloppe´ et donne´ par l’Algorithme
13, nous a permis de comple´ter l’analyse des performances des recherches locales. A
partir des cinq instances structure´es fournies par R. Dafali et de leur graphe de com-
munication respectifs, nous ge´ne´rons, pour chaque instance structure´e, 100 nouvelles
instances de trafic ale´atoires avec un seuil minimum de deux paquets par message.
Nous appliquons l’algorithme de recherche locale sur ces 100 instances et e´valuons les
re´sultats moyens. Seule la recherche locale ILS-FI est utilise´e.
Les re´sultats sont pre´sente´s dans la table 8.4. Les deux colonnes << TSL-re´el >> et <<
TSL-ale´atoire >> donnent respectivement le niveau de saturation de trafic de l’instance
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structure´e de de´part et celui en moyenne des 100 jeux de trafic ge´ne´re´s ale´atoirement.
La colonne << TSL max >> donne le niveau de saturation le plus e´leve´ parmi les 100
instances ge´ne´re´es ale´atoirement. Les re´sultats de la me´thode ILS-FI sont exprime´s par
la dure´e d’exe´cution en secondes, la longueur totale et moyenne des chemins, ainsi que
par le pourcentage de chemins construits et le pourcentage de solutions admissibles
trouve´es parmi les 100 exe´cutions. La dernie`re ligne du tableau donne les valeurs
moyennes pour l’ensemble des jeux de tests.
D’une part, a` l’exception de l’instance N4, toutes les instances sont re´solues avec
succe`s, et avec un temps de calcul similaire ou plus court que pour les instances struc-
ture´es de de´part, si l’on se reporte e´galement au tableau 8.3. On peut remarquer qu’a`
l’exception de l’instance N4, les TSL des jeux de trafic ale´atoires sont tous semblables ou
infe´rieurs a` ceux des instances structure´es de de´part. D’autre part, l’instance N4 n’est
jamais re´solue avec succe`s, puisqu’en moyenne seuls 94% des chemins sont construits,
et aucune solution admissible n’est obtenue. Cela peut s’expliquer par la valeur du TSL
e´leve´ pour les jeux de test ale´atoires de type N4 qui est de 39,97% en moyenne. Ce TSL
est 50% plus e´leve´ que celui de l’instance structure´e de de´part a` 26%. Ce parame`tre
ayant un impact sur l’effectivite´ de la re´solution, nous allons examiner plus finement
son influence dans le cas du test N4 ale´atoire.
Table 8.4: E´valuation sur les instances ale´atoires du CKPP avec ILS-FI
IlS-FI
Nx(T,N, P,K) TSL-re´el(%) TSL-ale´atoire(%) TSL max(%) dure´e(s) long. long. moy. constr.(%) admis.(%)
N1-ale´atoire(6-7-4-12) 100 100 100 0,002 53 4,418 100 100
N2-ale´atoire(8-9-7-28) 100 100 100 0,17 117,5 4,197 100 100
N3A-ale´atoire(9-15-10-27) 90 87,86 90 0,49 126,9 4,701 100 100
N3B-ale´atoire(9-15-10-24) 90 85,54 89 0,50 117 4,877 100 100
N4-ale´atoire(47-36-35-209) 26,02 39,97 40 618,45 1405 7,162 93,86 0
moyenne 81,20 82,67(±0, 1) 83 123,92(±0, 8) 363,9(±2, 4) 5,071(±0, 028) - -
8.3.2 Impact du taux de saturation de trafic
Pour e´valuer a` partir de quel niveau de trafic injecte´ l’algorithme devient efficace, nous
proce´dons a` de nouvelles expe´rimentations en faisant varier le TSL. Pour cela, nous sup-
primons progressivement des paquets des messages selon une succession d’instances de
TSL de´croissant. Nous obtenons 100 instances ale´atoires par degre´ de TSL examine´.
Les re´sultats d’exe´cution sont donne´s par les deux graphiques de la figure 8.2. Sur
celui de gauche, sont respectivement repre´sente´s le pourcentage de chemins construits
et celui de solutions admissibles trouve´es en fonction du TSL. Sur celui de droite, sont
donne´s les temps d’exe´cution en fonction du TSL. Nous pouvons observer qu’une con-
struction de 100% des chemins n’est obtenue qu’en dessous d’un niveau interme´diaire
de TSL d’environ 30%. Cela signifie que de 26% initialement, le TSL peut-eˆtre aug-
mente´ jusqu’a` 30% tout en pre´servant la topologie du NoC structure´ N4. Comme dans
un proble`me de bin packing, des paquets sont injecte´s dans les liens de transmission
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jusqu’a` l’apparition d’une surcharge. A notre avis, cette expe´rience met en lumie`re la
difficulte´ de dimensionnement du re´seau, lorsque que le concepteur doit maximiser
les quantite´s de paquets envoye´s, tout en garantissant l’acheminement sans contention
dans une topologie particulie`re, cela particulie`rement pour des NoC de grande taille.
Figure 8.2: Performance selon le taux d’injection de trafic dans le NoC N4.
8.4 Application au proble`me avec reconfiguration dynamique
Une limitation importante des approches de recherche locale est qu’elles ne permettent
pas dans le cas pre´sent de re´soudre la version du proble`me de routage avec reconfigu-
ration dynamique CRKPP. Nous rapportons dans le tableau 8.5, le de´tail des re´sultats
obtenus avec la me´thode IRS (la plus rapide) applique´e a` l’instance N3AB respective-
ment en exe´cution courte et longue. Dans le premier cas, 3 solutions admissibles sont
construites sur 100 exe´cutions, pour 40 dans le second cas, dans le temps imparti. Les
phases construction/ame´lioration sont re´ite´re´es 50 fois (maxCount = 50) en exe´cution
courte, et 250 fois (maxCount = 250) en exe´cution longue.
Table 8.5: Recherche locale sur l’instance structure´e du CRKPP
IRS exe´cution courte
Nx(T,N, P,K) dure´e(s) long. long. moy. constr.(%) admis.(%)
N3AB(9-15-10-33) 23,77 143,41 4,519 96,12 3
moyenne 23,77(±0, 45) 143,41(±1, 74) 4,519(±0, 046) - -
IRS exe´cution longue
Nx(T,N, P,K) dure´e(s) long. long. moy. constr.(%) admis.(%)
N3AB(9-15-10-33) 109 148,5 4,583 98,2 40
moyenne 109(±9, 9) 148,5(±1, 89) 4,583(±0, 058) - -
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8.5 Conclusion
Nous avons proce´de´ aux e´valuations des trois versions de la me´thode de recherche
locale, en essayant de mettre en e´vidence la comple´mentarite´ des composants algorith-
miques de base, et en comparant les performances suivant leurs diffe´rentes versions et
parame`tres d’exe´cution. Ainsi, l’influence de la taille du voisinage a e´te´ conside´re´e ainsi
que celle du niveau de saturation en trafic du re´seau. Il apparaˆıt que l’ajustement des
quantite´s de paquets selon la dimension du re´seau est une taˆche de´licate qui incombe
au concepteur du NoC. Des tentatives de re´solution exacte du programme line´aire en
nombres entiers n’ont abouties que pour les deux plus petites instances. Une limite de
la recherche locale apparaˆıt lorsque nous cherchons a` re´soudre le proble`me de routage
avec reconfiguration dynamique, manifestement plus difficile a` re´soudre que la ver-
sion standard. Pour surmonter cette limite, nous proposons de modifier notre strate´gie
de recherche en adoptant une approche a` base de population de solutions de type
algorithme e´volutionnaire. Il s’agit de favoriser la diversification de la recherche et
d’e´chapper plus aise´ment aux minima locaux. C’est l’objet du prochain chapitre.

9
E´valuation de l’approche e´volutionnaire
Nous mettons l’accent dans ce chapitre sur l’e´valuation de l’algorithme e´volutionnaire,
tout en proce´dant a` une e´tude compare´e des diffe´rentes approches que nous avons
de´veloppe´es, pour re´soudre les instances structure´es et ale´atoires du CKPP et du CRKPP.
De meˆme que nous l’avons fait pour la recherche locale, nous commenc¸ons par e´valuer
l’impact de la proce´dure Dijkstra modifie´e au sein de l’algorithme e´volutionnaire, dans
la section 9.1. Nous abordons ensuite l’e´valuation des diffe´rentes strate´gies de recherche
sur les jeux de test du proble`me standard et ensuite sur ceux du proble`me avec recon-
figuration dynamique, respectivement dans les sections 9.2 et 9.3. Dans ces sections,
on montre les diffe´rents compromis obtenus et proprie´te´s relatives des approches sur
le proble`me. Seules les algorithmes e´volutionnaire et algorithme me´me´tique permet-
tent une re´solution efficace du proble`me avec reconfiguration dynamique. Nous termi-
nons les expe´rimentations par la prise en compte des versions min-sum et min-max du
proble`me, en examinant l’effet d’un simple changement de fonction objectif au sein des
algorithmes. Cela est pre´sente´ dans la section 9.4. Une conclusion termine le chapitre.
9.1 Impact de la proce´dure Dijkstra modifie´e
Ici, nous e´tudions la diffe´rence de performances de l’algorithme e´volutionnaire avec ou
sans la proce´dure Dijkstra modifie´e de l’Algorithme 4. Avec comme finalite´ l’obtention
de la premie`re solution admissible et non la recherche de la meilleure solution. Ce
crite`re d’arreˆt e´tant justifie´ par une demande des e´lectroniciens de la plateforme µSpider
II dont nous tenons compte. Par contre, a` la section nous proce´dons a` des expe´ri-
mentations ayant pour objectif la recherche de la meilleure solution et non celle de
la premie`re solution admissible pour eˆtre en parfait accord avec un des principe de
l’optimisation. Le tableau 9.1 illustre les diffe´rences de performances, dans l’obtention
de la premie`re solution admissible, sur les instances N2, N3A, N3B et N3AB. Les
re´sultats sont donne´s en moyenne sur 100 exe´cutions. La premie`re constatation est
l’ame´lioration tre`s nette des performances avec l’utilisation du Dijkstra modifie´. Les
tests ont e´te´ re´alise´s ici avec une limite maximum de temps d’exe´cution de 30 secondes
pour les jeux de test N3A et N3B et de 150 secondes pour le test N3AB. Les re´sultats ne
sont rapporte´s que dans le cas ou` l’ensemble des 100 exe´cutions ont produit chacune
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une solution admissible dans la limite de temps.
Table 9.1: EA avec/sans Dijkstra
EA sans Dijkstra EA avec Dijkstra
Nx(T,N,NI,K) dure´e(s) longueur dure´e(s) longueur
N2(8-9-7-28) 2,7 120,72 0,14 126,9
N3A(9-15-10-27) 6,84 122,27 0,47 132,5
N3B(9-15-10-24) 7,15 115,72 0,38 123
N3AB(9-15-10-33) - - 11,05 159,95
L’algorithme e´volutionnaire permet de re´soudre les trois instances du CKPP, avec ou
sans la proce´dure Dijkstra. Les temps d’exe´cution moyens de l’algorithme e´volutionnaire
pour obtenir une solution admissible sont divise´s par d’environ 10 par rapport au cas
sans utilisation du Dijkstra modifie´, pour une longueur totale moyenne des chemins a`
peu pre`s e´quivalente. Le be´ne´fice de l’approche a` base de population apparaˆıt surtout
lorsqu’elle est applique´e a` l’instance N3AB du proble`me de routage avec reconfiguration
dynamique des chemins (CRKPP). L’algorithme e´volutionnaire incluant la proce´dure
Dijkstra re´ussit a` re´soudre ce cas dans le de´lai imparti. Nous soutenons que l’instance
CRKPP est conside´rablement plus difficile a` re´soudre que les instances CKPP, puisque
la re´solution de l’instance N3AB implique la re´solution de 23 instances du CKPP (inclu-
ant N3A et N3B), de telle sorte que chaque solution du CKPP est compatible avec tous
les interchangements possibles de tables TDMA sur de´but de cycle d’e´mission lors de
l’exe´cution du NoC. Les performances atteintes par l’algorithme e´volutionnaire peuvent
s’expliquer par la hausse du niveau de diversification atteint, qui se produit avec une
recherche base´e sur une population de solutions.
9.2 Application au proble`me standard
Dans cette section, nous e´valuons l’approche e´volutionnaire et me´me´tique sur le pro-
ble`me standard.
9.2.1 Re´sultats sur les jeux de tests structure´s
Nous comparons les diffe´rentes me´thodes sur les cinq instances structure´es relevant
du CKPP. Cette comparaison comprend l’algorithme e´volutionnaire (EA), l’algorithme
me´me´tique (MA) et la recherche locale IRS. Pour les approches a` base de population, la
taille de celle-ci est fixe´e a` 100 individus. C’est a` partir d’expe´rimentations pre´alables,
non re´pertorie´es ici, que nous avons pu de´duire un compromis entre la taille 100 de
la population et la diversite´ des individus de la population. La me´thode de recherche
locale qui est inclue dans l’algorithme me´me´tique est la me´thode IRS avec un petit voisi-
nage. Du fait du nombre d’ite´rations fixe´ au sein de IRS, cela confe`re une re´gularite´
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d’exe´cution a` l’algorithme me´me´tique. Des tests pre´liminaires indiquent que seule cette
configuration de recherche locale confe`re a` l’algorithme me´me´tique de bonnes per-
formances, les autres recherches locales entraˆınant des temps d’exe´cution trop e´leve´s
difficiles a` pre´voir. De meˆme que dans tous les tests pre´ce´dents, nous e´valuons les al-
gorithmes selon leur capacite´ a` produire une solution admissible le plus vite possible.
Pour rappel, une solution consiste a` de´terminer l’instant d’e´mission de chaque message,
et les chemins origine/destination sans conflit de l’ensemble des messages. Une solu-
tion ainsi obtenue est dite admissible. Sinon, elle est dite non admissible si au moins
une des messages a` son chemin non construit. L’exe´cution est stoppe´e de`s lors qu’une
solution admissible est trouve´e, ou dans le cas contraire lorsqu’une limite maximum
de temps est atteinte. Le nombre maximum de ge´ne´rations est de 60000 pour EA et
de 12000 pour MA. Ces nombres ayant e´te´ fixe´s pour avoir suffisamment de temps
d’exe´cution.
Les re´sultats nume´riques comparatifs sont pre´sente´s dans la table 9.2. Ils corre-
spondent a` la me´thode IRS a` petit voisinage, a` EA et a` MA. Excepte´ sur N4, l’algorithme
e´volutionnaire semble aussi performant que IRS. L’algorithme me´me´tique en revanche
est nettement plus lent sur N3A et N3B. Sur N4, la situation est diffe´rente puisque
l’algorithme e´volutionnaire est bien plus lent que IRS et MA. Les figures 9.1 et 9.2
permettent d’illustrer la situation respectivement sur les cas N3A et N4. L’algorithme
e´volutionnaire (EA) est moins performant que IRS et EA dans cas N4, sans doute en
raison de sa grande taille. Du fait d’une population de 100 individus, les ope´rations
e´le´mentaires de l’algorithme e´volutionnaire s’appliquent de´sormais avec une lenteur
accrue. L’algorithme me´me´tique he´rite en revanche des proprie´te´s de la recherche
locale qui est inclue en tant qu’ope´rateur. Il se peut que tre`s peu d’appels de cette
recherche locale suffisent a` ge´ne´rer une solution admissible, la dynamique de popula-
tion n’ayant en fait pas un grand impact dans ce cas pre´cis.
Table 9.2: E´valuation sur les instances structure´es du CKPP
IRS EA MA
Nx(T,N, P,K) dure´ea long. long. moy. dure´ea long. long. moy. dure´ea long. long. moy.
N1(6-7-4-12) 0,002 52,8 4,400 0,024 47,6 3,970 0,006 53,5 4,460
N2(8-9-7-28) 0,17 118,9 4,247 0,14 126,9 4,531 0,20 120,4 4,301
N3A(9-15-10-27) 0,61 132,9 4,924 0,47 132,5 4,907 6,25 131,2 4,857
N3B(9-15-10-24) 0,61 120,3 5,011 0,38 123 5,124 8,48 119,7 4,988
N4(47-36-35-209) 6,50 1577 7,547 66,17 1761 8,425 19,78 1566 7,493
moyenne 1,58(±0, 08) 400(±3, 9) 5,226(±0, 031) 13,44(±0, 9) 438(±2, 3) 5,391(±0, 025) 6,94(±0, 8) 398(±2, 9) 5,220(±0, 030)
a Temps d’exe´cution en secondes avec Intel Core Duo (3.0 GHz) (1 cœur utilise´), programme C++.
9.2.2 Re´sultats sur des jeux de trafic ale´atoires
Nous proce´dons ici a` une comparaison de l’algorithme e´volutionnaire avec la recherche
locale ILS-FI sur des jeux de trafic ale´atoires. Il s’agit de ve´rifier la robustesse de
l’algorithme e´volutionnaire sur des jeux de donne´es varie´s. Pour chaque instance struc-
ture´e de de´part, sont ge´ne´re´es 100 nouvelles instances de trafic avec un seuil mini-
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Figure 9.1: IRS, EA, MA sur N3A.
Figure 9.2: IRS, EA, MA sur N4.
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mum de deux paquets par message. Nous appliquons les algorithmes de recherche et
e´valuons les valeurs moyennes sur les 100 exe´cutions. Les re´sultats nume´riques sont
consigne´s dans la table 9.3. Les deux colonnes << TSL-re´el >> et << TSL-ale´atoire >> donnent
respectivement le niveau de saturation de trafic des instances structure´es de de´part et
une moyenne de ceux ge´ne´re´s ale´atoirement. La colonne << TSL max >> reporte le niveau
de saturation le plus e´leve´ sur les 100 instances ge´ne´re´es ale´atoirement. Le premier
constat est que ILS-FI et EA pre´sentent globalement un comportement similaire sur
ces instances. Le deuxie`me constat est que ni ILS-FI, ni EA n’arrivent a` re´soudre N4,
la plus grande des instances dans le cas ale´atoire. De meˆme que dans l’analyse de la
section 8.3 du chapitre 8, nous l’expliquons par le niveau de saturation de trafic e´leve´
de l’instance ale´atoire qui se situe au-dessus du seuil d’efficacite´ des deux me´thodes.
Nous renvoyons a` la section en question pour plus de de´tails sur l’influence du taux de
saturation de trafic lors de la re´solution.
Table 9.3: E´valuation sur des instances ale´atoires du CKPP
TSL IlS-FI
Nx(T,N, P,K) re´el(%) ale´a.(%) max (%) dure´e(s) long. long. moy. constr.(%) admis.(%)
N1-ale´atoire(6-7-4-12) 100 100 100 0,002 53 4,418 100 100
N2-ale´atoire(8-9-7-28) 100 100 100 0,17 117,5 4,197 100 100
N3A-ale´atoire(9-15-10-27) 90 87,86 90 0,49 126,9 4,701 100 100
N3B-ale´atoire(9-15-10-24) 90 85,54 89 0,50 117 4,877 100 100
N4-ale´atoire(47-36-35-209) 26,02 39,97 40 618,45 1405 7,162 93,86 0
moyenne 81,20 82,67(±0, 1) 83 123,92(±0, 8) 363,9(±2, 4) 5,071(±0, 028) - -
TSL EA
Nx(T,N, P,K) re´el(%) ale´a.(%) max (%) dure´e(s) long. long. moy. constr.(%) admis.(%)
N1-ale´atoire(6-7-4-12) 100 100 100 0,03 47,9 3,988 100 100
N2-ale´atoire(8-9-7-28) 100 100 100 0,14 127,2 4,543 100 100
N3A-ale´atoire(9-15-10-27) 90 87,86 90 0,30 132,7 4,915 100 100
N3B-ale´atoire(9-15-10-24) 90 85,54 89 0,37 121,8 5,074 100 100
N4-ale´atoire(47-36-35-209) 26,02 39,97 40 389 1432 7,373 92,94 0
moyenne 81,20 82,67(±0, 1) 83 77,78(±0, 9) 372(±2, 2) 5,179(±0, 027) - -
9.3 Application au proble`me avec reconfiguration dynamique
L’inte´reˆt de l’approche e´volutionnaire re´side dans son potentiel a` traiter le proble`me
avec reconfiguration dynamique CRKPP. Ici, nous comparons les me´thodes IRS, EA
et MA sur ce proble`me en utilisant l’instance structure´e N3AB et ensuite ses jeux de
trafic ale´atoires de´rive´s. Nous rapportons la dure´e d’exe´cution, la longueur totale et
moyenne des chemins construits, la proportion de chemins effectivement construits et
la proportion de solutions admissibles obtenues sur les 100 exe´cutions re´alise´es. La
me´thode de recherche locale inclue dans l’algorithme me´me´tique est la me´thode IRS
avec petit voisinage. La simulation s’arreˆte de`s lors qu’une solution admissible est
trouve´e, ou lorsqu’une limite maximale de dure´e d’exe´cution est atteinte.
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9.3.1 Re´sultats sur les jeux de tests structure´s
L’instance conside´re´e pour ces tests est celle fournie par R. Dafali comme provenant
d’une application re´elle. Ainsi que nous l’avons de´ja` mentionne´, cette instance pre´sente
un TSL de 90% pour un MRT de 100%. Pour rappel, le TSL (Trafic Saturation Level)
est de´fini par l’e´quation (3.6) du chapitre 3. Il refle`te le niveau maximum de trafic
injecte´ dans le re´seau a` un moment donne´. Le MRT (Maximum Reception Throughput)
est de´fini par l’e´quation (3.7) du chapitre 3, il exprime le taux maximum d’absorption
de paquets par un re´cepteur, conside´re´ a` diffe´rents moments suivant l’application des
diffe´rentes configurations de tables TDMA. UnMRT de 100% signifie que tout re´cepteur
peut-eˆtre utilise´ a` 100% de sa capacite´ d’absorption de trafic avec une configuration
dynamique de tables TDMA approprie´e.
Des re´sultats nume´riques de la table 9.4, il ressort que les approches a` base de
population permettent de re´soudre le proble`me reconfigurable, tandis que cela n’est
pas le cas pour la recherche locale comme pre´sente´ avec la me´thode IRS. Il apparaˆıt
que EA est de loin la solution la plus efficace pour re´soudre l’instance N3AB. Cela est
certainement duˆ a` la grande diversite´ de solutions ge´ne´re´es au sein de la population
de solutions et continuellement modifie´es par les ope´rateurs e´le´mentaires de manip-
ulation de chemins. L’algorithme me´me´tique be´ne´ficie aussi de la diversite´ pre´sente
dans la population de solutions, mais pre´sente une grande lenteur d’exe´cution du fait
de la re´pe´tition d’appels aux recherches locales internes, chacune e´tant unitairement
couˆteuse en temps de calcul. La recherche locale seule, bien que re´ite´re´e sur une dure´e
maximum d’environ 150 secondes, ne fournit que 40% de solutions admissibles. Dans
le cas pre´sent, la combinaison des ope´rations de construction/ ame´lioration est de´finie
par les valeurs (maxCount,maxConstruct,maxImprove) = (250, 1000, 1000).
Les deux figures 9.3 et 9.4 permettent de re´sumer les proprie´te´s respectives des
trois me´thodes IRS, EA, et MA suivant leur application aux cas de test N3AB et N4.
Le premier test N3AB repre´sente la possibilite´ de re´solution du proble`me avec recon-
figuration dynamique. Le deuxie`me test N4 repre´sente une instance de grande taille
du proble`me standard. On remarquera les compromis re´alise´s par les diffe´rentes ap-
proches en termes de qualite´ de solution et dure´e d’exe´cution, d’une part, et suivant
le type d’instance N3AB et N4, d’autre part. Si l’approche me´me´tique MA permet de
surmonter les limites de la recherche locale, elle n’en reste pas moins nettement moins
performante que l’approche EA sur le cas N3AB. Elle est cependant plus rapide sur N4,
puisqu’elle reproduit davantage les performances de IRS sur ce cas pre´cis. L’approche
MA permet en partie de re´utiliser les proprie´te´s des deux types d’approches IRS et EA,
au sein d’une meˆme me´thode de recherche.
9.3.2 Re´sultats sur des jeux de trafic ale´atoires
Il s’agit de ve´rifier la robustesse de l’algorithme e´volutionnaire sur des jeux de donne´es
varie´s du proble`me avec reconfiguration dynamique. Nous proce´dons ici a` une com-
paraison de l’algorithme e´volutionnaire AE avec la recherche locale ILS-FI sur 100 nou-
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Table 9.4: E´valuation sur l’instance structure´e du CRKPP
IRS EA
Nx(T,N, P,K) dure´e(s) long. long. moy. constr.(%) admis.(%) dure´e(s) long. long. moy. constr.(%) admis.(%)
N3AB(9-15-10-33) 109 148,5 4,583 98,2 40 11,05 153,95 4,665 100 100
moyenne 109(±9, 9) 148,5(±1, 89) 4,583(±0, 058) - - 11,05(±3, 4) 153,95(±1, 45) 4,665(±0, 044) - -
MA
Nx(T,N, P,K) dure´e(s) long. long. moy. constr.(%) admis.(%)
N3AB(9-15-10-33) 103,10 158,98 4,818 100 100
moyenne 103,10(±11) 158,98(±1, 3) 4,818(±0, 04) - -
Figure 9.3: Comparaison en qualite´ de IRS, EA et MA sur N3AB et N4.
velles instances de trafic obtenues a` partir du jeu de test N3AB avec un seuil minimum
de deux paquets par message. De meˆme que pre´ce´demment, nous appliquons les al-
gorithmes de recherche et e´valuons les valeurs moyennes sur les 100 exe´cutions. Les
re´sultats nume´riques sont pre´sente´s dans la table 9.5. Les deux colonnes << MRT-re´el
>> et << MRT-ale´atoire >> donnent le taux maximum de saturation d’un re´cepteur, ainsi
que de´fini par l’e´quation (3.7) du chapitre 3, respectivement de l’instance structure´e
de de´part et en moyenne sur les 100 jeux de trafic ge´ne´re´s. La colonne << MRT max >>
reporte le MRT le plus e´leve´ sur les 100 instances ge´ne´re´es ale´atoirement.
Le premier constat en examinant les re´sultats de la table 9.5, est que la recherche
locale ILS-FI ne parvient pas a` re´soudre l’inte´gralite´ des instances reconfigurables ale´a-
toires. Cela ne contredit pas le re´sultat de la section pre´ce´dente ou` la me´thode IRS
e´choue sur le cas structure´ de de´part. Le deuxie`me constat est que l’algorithme e´volu-
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Figure 9.4: Comparaison en dure´e de IRS, EA et MA sur N3AB et N4.
tionnaire EA re´sout ces instances ale´atoires sans plus de difficulte´ qu’il re´sout l’instance
structure´e de de´part. On peut remarquer que les MRT ge´ne´re´s ale´atoirement sont
le´ge`rement infe´rieurs a` 100%, alors que le MRT de l’instance de de´part est de 100 %
exactement. Cela explique le le´ger gain en dure´e de calcul observe´ ici pour EA par rap-
port au jeu structure´ de de´part. De meˆme, cela semble indiquer que le concepteur peut,
dans le cas d’un jeu de test de cette dimension, spe´cifier assez aise´ment une utilisation
reconfigurable du NoC exploitant au mieux la capacite´ des re´cepteurs a` diffe´rents mo-
ments.
Table 9.5: E´valuation sur des instances ale´atoires du CRKPP
MRT ILS-FI
Nx(T,N, P,K) re´el(%) ale´a.(%) max (%) dure´e(s) long. long. moy. constr.(%) admis.(%)
N3AB-ale´atoire(9-15-10-33) 100 94,03 97,78 17,20 145,92 4,508 98,03 37
moyenne - 94,03(±0, 09) - 17,20(±1, 57) 145,92(±2) 4,508(±0, 052) - -
MRT EA
Nx(T,N, P,K) re´el(%) ale´a.(%) max (%) dure´e(s) long. long. moy. constr.(%) admis.(%)
N3AB-ale´atoire(9-15-10-33) 100 94,03 97,78 9,40 152,19 4,612 100 100
moyenne - 94,03(±0, 09) - 9,40(±3) 152,19(±1, 47) 4,612(±0, 044) - -
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9.4 Versions min-sum et min-max du proble`me
Nous terminons nos e´valuations expe´rimentales par la prise en compte simultane´e des
versions min-sum et min-max du proble`me de routage. Il s’agit d’e´valuer la diffe´rence
de performance des algorithmes suivant que l’on cherche a` minimiser respectivement
la longueur moyenne d’un chemin ou la longueur maximum d’un chemin. Pour cela,
les algorithmes sont imple´mente´s avec deux versions diffe´rentes de la fonction objec-
tif. De`s lors qu’une e´valuation ou comparaison de solutions est requise au sein des
algorithmes, ou bien la longueur totale est conside´re´e (fonction objectif min-sum), ou
bien la longueur du chemin le plus long est conside´re´e (fonction objectif min-max). Ici,
nous limitons l’e´tude au proble`me standard repre´sente´ par l’instance de plus grande
taille N4.
Les re´sultats nume´riques obtenus par les approches ILS-FI et EA sont donne´s dans
les tables 9.6 et 9.7, respectivement pour une exe´cution courte et une exe´cution longue.
Dans le premier cas, l’algorithme s’arreˆte de`s lors qu’une solution admissible est trouve´e,
comme dans la plupart des tests pre´sente´s jusqu’ici. Dans le deuxie`me cas, l’algorithme
s’arreˆte au bout d’un nombre d’ite´rations relativement large correspondant a` une dure´e
d’exe´cution longue. Le contenu des tableaux est re´sume´ dans les figures 9.5 et 9.6.
Globalement, en mode d’exe´cution court, la modification de fonction objectif ne semble
pas avoir d’impact significatif sur les performances en termes de longueur maximum ou
moyenne. En effet, dans ce cas, l’algorithme s’arreˆte de`s lors qu’une solution admissible
est rencontre´e, ce qui ne laisse pas suffisamment de temps a` ce me´canisme de produire
un effet particulier sur les longueurs maximum ou moyenne des chemins. En revanche,
l’inte´reˆt de ce me´canisme simple apparaˆıt en mode d’exe´cution long. Nous pouvons
constater, dans ce cas, une corre´lation entre la configuration de l’algorithme et sa ca-
pacite´ a` minimiser l’objectif requis correspondant. Par exemple, la longueur maximum
obtenue est nettement infe´rieure pour une configuration min-max de l’algorithme, tan-
dis que la longueur moyenne obtenue est nettement infe´rieure pour une configuration
min-sum de l’algorithme.
Table 9.6: Re´sultats en exe´cution courte
ILS-FI EA
Version dure´e(s) long. long. moy. long. max chemin dure´e(s) long. long. moy. long. max chemin
min-sum 6,92 1566 7,494 59,89 64,19 1765 8,443 42,18
min-max 7,21 1563 7,480 61,89 78,51 1776 8,495 41,42
moyenne 7,1(±0, 14) 1565(±4, 66) 7,487(±0, 022) 60,89(±0, 96) 71,3(±1, 70) 1770(±3, 21) 8,469(±0, 015) 41,80(±0, 13)
Table 9.7: Re´sultats en exe´cution longue
ILS-FI EA
Version dure´e(s) long. long. moy. long. max chemin dure´e(s) long. long. moy. long. max chemin
min-sum 418,51 1182 5,656 28,89 316,08 1202 5,749 30,99
min-max 391,05 1326 6,347 23,50 366,97 1471 7,037 29,97
moyenne 404,8(±0, 23) 1254(±2, 47) 6,001(±0, 012) 26,2(±0, 08) 341,5(±1, 61) 1336(±6, 09) 6,393(±0, 029) 30,48(±0, 15)
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Figure 9.5: Longueur maximum pour les versions min-sum et min-max sur N4.
Figure 9.6: Longueur moyenne pour les versions min-sum et min-max sur N4.
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9.5 Conclusion
Nous avons e´tendu nos e´valuations expe´rimentales a` l’approche e´volutionnaire pro-
pose´e. L’algorithme e´volutionnaire pre´sente une efficacite´ a` re´soudre le proble`me
avec reconfiguration dynamique que ne posse`de pas la recherche locale. L’algorithme
me´me´tique re´ussit sur ce cas dans une moindre mesure. Ou bien la recherche lo-
cale ne permet pas l’obtention de 100% de chemins construits, ou bien l’algorithme
me´me´tique est-il trop lent a` re´soudre le proble`me. On peut noter toutefois un mode
de fonctionnement comple´mentaire des me´thodes. La recherche locale est adapte´e
a` la re´solution de l’instance de grande taille, sans doute du fait de son faible couˆt
en ressource me´moire. L’algorithme e´volutionnaire est lui adapte´ a` la re´solution de
l’instance reconfigurable, sans doute du fait de la grande diversite´ des solutions ge´ne´re´es.
L’algorithme me´me´tique constitue un compromis entre les deux me´thodes pre´ce´dentes.
Il est a` la fois plus rapide que EA sur l’instance de grande taille, et permet de re´soudre
le cas reconfigurable, bien qu’avec un temps d’exe´cution assez long. Globalement, nous
pensons avoir mis en e´vidence les avantages et inconve´nients des diffe´rentes strate´gies
de recherche propose´es, en vue d’apporter des re´ponses varie´es au proble`me de routage
reconfigurable a` garantie de trafic.

Conclusion ge´ne´rale
Les objectifs vise´s dans cette the`se sont principalement le de´veloppement de me´thodes
heuristiques et me´taheuristiques applique´es aux proble`mes de routage reconfigurable
avec garantie de trafic dans les NoC. Nos travaux se situent dans le cadre du NoC
µSpider II, qui est a` la fois une architecture et une me´thodologie de conception de
NoC. Du point de vue de l’architecture, un NoC µSpider II peut avoir une topologie
irre´gulie`re, il comporte des interfaces re´seau (NI) adaptatives, emploie un routage a` la
source combine´ a` une me´morisation wormhole. Il utilise principalement un multiplex-
age temporel pour garantir la bande passante des communications. Des tables Time
Division Multiple Access (TDMA) d’e´mission sont associe´es aux composants Intellectual
Property (IP) e´metteurs et spe´cifient des dates d’e´mission de messages permettant de
synchroniser les e´changes et e´viter tout conflit de paquets. L’approche de communica-
tion est dite a` garantie de trafic. Accessoirement, des me´canismes de controˆle de flux a`
effet domino sont pre´vus dans la me´thodologie pour ge´rer les conflits de paquets dans
le cas du trafic Best Effort.
Nos travaux portent sur des proble`mes a` garantie de trafic uniquement. Du point de
vue du flot de conception, nos travaux se situent aux e´tapes de spe´cification et de calcul
des chemins de donne´es permettant le transfert sans conflit des quantite´s de paquets
requis par les besoins de l’application.
Nous avons pre´sente´ un proble`me d’optimisation combinatoire de calcul de plus
courts chemins avec contraintes, qui mode´lise le routage sans conflit avec un trafic
garanti fonde´ sur la technique TDMA. Nous l’avons nomme´ << proble`me cyclique des K-
plus-courts chemins sans conflits >> ou CKPP. Les messages sont e´mis de fac¸on cyclique.
Le principal but est la re´partition des slots de temps disponibles pour un routage sans
conflit, tout en minimisant la longueur totale des chemins de communication. Un
mode`le line´aire en nombres entiers (ILP) a e´te´ de´fini pour ce proble`me, mais seules les
instances de tre`s petites tailles ont e´te´ re´solues de manie`re exacte avec succe`s en temps
raisonnable.
Pour apporter plus de souplesse dans l’utilisation des ressources de communication,
nous conside´rons la possibilite´ de reconfiguration dynamique du routage au moment
de l’exe´cution. Dans ce cas, et ainsi que cela est pre´vu par la me´thodologie µSpider II,
plusieurs tables TDMA sont associe´es a` un meˆme e´metteur et spe´cifient des chemins de
communication et bandes passantes diffe´rents. Chaque e´metteur peut changer de table
d’e´mission a` chaque de´but de cycle, et ainsi modifier dynamiquement ses chemins de
communication a` l’exe´cution. Le but est alors de permettre la re´affectation des slots de
temps vacants sans perturber le syste`me. Nous avons nomme´ ce proble`me << proble`me
cyclique des K-plus-courts chemins reconfigurables sans conflits >> ou CRKPP.
Nous avons mis en e´vidence le caracte`re NP-difficile au sens fort du proble`me qui
est une combinaison du Bin Packing avec une extension d’un proble`me de chemins
disjoints. Il s’agit d’une variante d’un proble`me de flot inse´cable, auquel il faut ajouter
une contrainte d’occupation temporelle et cyclique des arcs. Cette particularite´ nous
permet de le rapprocher des proble`mes de plus courts chemins avec feneˆtres de temps.
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L’e´tude de la spe´cification des flots de communication et des bandes passantes, qui
constituent la donne´e d’entre´e des proble`mes de routage, nous a permis de mettre en
e´vidence des difficulte´s inhe´rentes a` la me´thode de conception. La de´composition de
la bande passante entre les composants IP e´metteurs et re´cepteurs par le concepteur
s’apparente a` la re´solution d’un proble`me de flot maximum non trivial. De meˆme, le
respect des contraintes d’e´vitement de conflit entraˆıne des limitations sur les possi-
bilite´s de la reconfiguration dynamique. Nous avons vu que la reconfiguration de type
asynchrone propose´e pouvait autoriser l’utilisation a` plein des re´cepteurs a` diffe´rents
moments, mais qu’il n’en e´tait pas de meˆme pour les e´metteurs. Ceux-ci ne peuvent
accroˆıtre leur bande passante que dans la limite impose´e par les configurations des
re´cepteurs associe´s. Permettre de modifier ces limites supposerait un changement syn-
chrone des tables d’e´mission de plusieurs e´metteurs simultane´ment, ce qui n’est pas
conside´re´ dans la me´thodologie µSpider II. Dans le meˆme temps, cette analyse des
flots de communication nous a conduit a` proposer un ge´ne´rateur d’instances ale´atoires
pour le CKPP et le CRKPP. Celui-ci permet de ge´ne´rer rapidement un grand nombre de
jeux de trafic ale´atoires varie´s, en se basant sur les instances de cas re´els d’application
de de´part. Ces instances sont utilise´es pour tester la robustesse de nos approches de
re´solution.
La difficulte´ du proble`me de routage nous a conduit a` proposer des approches de
re´solution heuristiques et me´taheuristiques. Nous avons utilise´ la structure du graphe
spatio-temporel e´tendu (TEG) comme base commune aux approches de re´solution. Le
TEG me´morise l’occupation temporelle des arcs du re´seau. Une adaptation de cette
structure permet de traiter le proble`me reconfigurable CRKPP en se basant sur une
condition d’acce`s exclusif a` un arc e´nonce´e par le the´ore`me (3). Nous e´vitons ainsi
l’apparition de conflits entre paquets tout en permettant une re´utilisation des slots de
temps libe´re´s durant la reconfiguration dynamique des chemins.
Nous avons conc¸u des ope´rateurs e´le´mentaires de manipulation de chemins com-
muns aux me´thodes de recherche et fonde´s sur l’utilisation du TEG. La combinaison
des ope´rateurs e´le´mentaires dans diffe´rentes strate´gies d’exploration de l’espace des
solutions nous conduit a` proposer trois types de me´thodes de re´solution. Le premier
type de me´thodes repose sur des recherches locales ite´re´es qui correspondent a` une
utilisation pousse´e de l’ope´rateur de voisinage suivant des parcours de type glouton ou
en profondeur. La difficulte´ des recherches locales a` traiter le proble`me reconfigurable
nous a amene´ a` proposer un deuxie`me type de me´thode. Nous avons choisi le sche´ma
d’un algorithme e´volutionnaire. Il permet, par la gestion d’une population de solu-
tions, d’accroˆıtre la diversite´ des solutions examine´es. Puis, en couplant la dynamique
de diversification et de se´lection de l’approche e´volutionnaire avec une des recherches
locales pre´ce´dentes, nous avons propose´ un algorithme me´me´tique cherchant a` re´unir
les qualite´s des deux types d’approches pre´ce´dentes.
L’e´valuation des me´thodes de recherche est re´alise´e par des expe´rimentations sur
un ensemble d’instances de NoC de tailles croissantes provenant d’applications re´elles,
et sur des jeux de trafic ale´atoires qui en sont de´rive´s obtenus a` l’aide du ge´ne´rateur
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d’instances ale´atoires que nous avons de´veloppe´. Les re´sultats mettent en e´vidence la
comple´mentarite´ des composants algorithmiques de base, l’influence de la taille du
voisinage et l’influence du niveau de saturation en trafic du re´seau sur les perfor-
mances. Par exemple, l’algorithme de plus courts chemins de type Dijkstra modifie´
applique´ au TEG joue un roˆle de´terminant dans l’ame´lioration tre`s nette des perfor-
mances des me´thodes de recherche. En ce qui concerne les me´thodes de recherche lo-
cale, nous avons constate´ que seules les instances du CKPP ont pu eˆtre re´solues efficace-
ment. Nous avons observe´ une tre`s bonne performance de la recherche locale dans la
re´solution de l’instance de grande taille, mais constate´ son e´chec a` re´soudre le proble`me
avec reconfiguration dynamique, la recherche restant confine´e dans des minima locaux
inde´sirables. L’algorithme e´volutionnaire a fourni les meilleures performances dans
la re´solution du proble`me avec reconfiguration dynamique, qu’il re´sout avec succe`s.
L’algorithme me´me´tique constitue un compromis des performances obtenues avec la
recherche locale et l’algorithme e´volutionnaire. En de´pit du temps d’exe´cution impor-
tant dans le cas reconfigurable, l’algorithme me´me´tique est nettement plus rapide que
l’algorithme e´volutionnaire sur l’instance de grande taille. Nous avons aussi e´value´
la diffe´rence de performance des algorithmes suivant la minimisation de la longueur
moyenne ou maximale d’un chemin, qui correspond respectivement aux versions min-
sum et min-max du proble`me. Nous avons pu e´tablir une corre´lation entre la con-
figuration de l’algorithme et sa capacite´ a` minimiser l’objectif requis correspondant.
Ces expe´rimentations ont mis en e´vidence l’ade´quation des approches de re´solution
propose´es au proble`me de routage a` garantie de trafic, a` la fois standard et avec recon-
figuration dynamique.
Par rapport a` l’existant dans le domaine, nous pensons avoir contribue´ par le CKPP
et le CRKPP a` e´noncer de manie`re formelle et standard des proble´matiques de routage
le plus souvent pre´sente´es de manie`re informelle et succincte dans les travaux en ar-
chitecture de syste`me sur puce (SoC). Par nos propositions de mode`les pre´cis e´nonce´s
en termes de graphes et formalismes usuels en optimisation combinatoire, nous con-
tribuons a` faciliter la reproduction des me´thodes de re´solution propose´es dans le do-
maine et l’e´valuation comparative des algorithmes. Nous pensons avoir ainsi reme´die´ a`
des insuffisances dans le domaine du routage dans le NoC. Dore´navant, nous pouvons
mieux jauger la complexite´ des proble`mes de routage dans le domaine des NoC et les
relier aux proble`mes de routage standard, a` la fois dans les re´seaux de communication
et les re´seaux de transports.
Nous proposons une mode´lisation sous la forme d’un proble`me de flot maximum
standard des contraintes de construction de flots de donne´es valides dans le NoC, en se
basant sur l’analyse des graphes de de´pendance des communications de l’application.
De plus, nous contribuons a` l’aide du ge´ne´rateur de trafics ale´atoires et des jeux de
trafic issus de cas re´els, a` proposer des jeux de tests standards, reproductibles et acces-
sibles pour des travaux et comparaisons futures.
Dans nos travaux, nous pensons avoir propose´ une meilleure de´limitation et analyse
des proble´matiques de reconfiguration. Pour la premie`re fois, nous apportons a` ces
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proble´matiques de reconfiguration une re´ponse algorithmique concre`te. Celle-ci e´tant
mise en œuvre dans une architecture de NoC existante. De meˆme, nous pensons avoir
fourni des outils algorithmiques ge´ne´riques aise´ment adaptables a` diffe´rentes situations
et proble`mes de routage apparente´s aux noˆtres. Ces proble`mes sont par exemple, ceux
de chemins disjoints, de flots multiples inse´cables et de routage avec feneˆtre de temps.
Ils sont soit des cas particuliers ou bien des versions apparente´es de notre proble`me
pour lesquels l’utilisation d’un TEG est approprie´e.
Bien que l’approche ai e´te´ conc¸ue en tant qu’outil du NoC µspider II, des variantes
et simplifications du proble`me peuvent eˆtre propose´es dans le cadre du routage Best-
Effort, en ne conside´rant par exemple que le respect des capacite´s des liens sans ajouter
de contrainte de synchronisation. De plus, la formalisation du proble`me propose´e en
termes d’objets ge´ne´riques, tels que des graphes et des plus courts chemins spatio-
temporels, doit faciliter la re´utilisation des outils et mode`les propose´s dans de nom-
breux contextes et d’autres NoC. Nous avons essaye´ de contribuer a` cette de´marche
d’abstraction et de standardisation des proble`mes de routage pour les rendre plus
ge´ne´riques et davantage inde´pendants du mate´riel.
Les pre´sents travaux doivent aider a` guider la construction de me´taheuristiques
adapte´es aux proble`mes de routage ou` le temps est primordial. Ils doivent e´clairer
sur l’utilisation, la porte´e, et la combinaison de me´canismes de reconfiguration et
d’adaptation aux variations de trafic (reconfiguration asynchrone et synchrone, gestion
dynamique des conflits entre paquets).
Perspectives
Les perspectives d’extension de nos travaux portent sur les constats que nous avons
eu a` faire a` propos des limites de la reconfiguration dynamique, et sur l’e´volution du
nombre de nœuds et du trafic du NoC.
Ces limites ont trait a` la reconfiguration des e´missions de messages et au besoin
d’introduire plus de souplesse encore dans l’utilisation des ressources du NoC. Plusieurs
pistes apparaissent pour les surmonter.
En ce qui concerne la reconfiguration des bandes passantes par le me´canisme de
permutation de tables TDMA, la limite tient a` l’impossibilite´ d’ope´rer des changements
synchrones des tables TDMA par plusieurs e´metteurs simultane´ment. Introduire ce type
de me´canisme de reconfiguration synchrone dans l’architecture mate´rielle du NoC ne
semble pas une chose aise´e, mais il conviendrait d’en e´tudier la faisabilite´. En tant que
proble`me d’optimisation combinatoire, il s’agit d’une extension du proble`me pre´sente´
ici dans laquelle la re´utilisation des time-slots serait e´tendue par la prise en compte
de groupements de tables TDMA mutuellement exclusifs. Il nous paraˆıt inte´ressant
d’explorer cette voie a` la fois au niveau mate´riel et algorithmique sur des cas simples
dans un premier temps.
En ce qui concerne l’introduction de plus de flexibilite´ dans l’utilisation des ressour-
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ces du NoC, l’approche de reconfiguration par permutation des tables TDMA re´pond
davantage a` des sce´narii impliquant des modifications durables, et peu fre´quentes, des
besoins en trafic de l’application. La garantie de bande passante autorise´e par le mul-
tiplexage temporel pre´suppose ne´anmoins un sur-dimensionnement de celle-ci suivant
des sce´narii de trafic e´value´s au pire cas. Relaˆcher cette contrainte nous paraˆıt envisage-
able et nous pensons e´galement pouvoir appliquer nos approches suivant des sce´narii
de trafic e´value´s en moyenne. Cela nous ame`nerait vers la proble´matique de la com-
binaison du trafic GT et BE que nous avons e´voque´e dans ce document. La condition
minimale a` assurer lors de la construction des chemins est alors de garantir l’obtention
d’un graphe de communication exempt d’interblocage. La question du partage des liens
physiques entre trafic GT et BE est aussi pose´e. Introduire ces e´le´ments de souplesse
supple´mentaires dans la gestion des ressources induit ne´cessairement des modifications
de l’architecture mate´rielle du NoC µSpider II. Une forte synergie entre l’architecte du
SoC et le concepteur en recherche ope´rationnelle est ne´cessaire. Nous proposons de
contribuer a` ces proble´matiques dans un avenir proche.
Nous pensons pouvoir traiter efficacement des instances de NoC de taille variable
du proble`me. Le traitement du proble`me s’inse`re dans une de´marche de conception
par essai/erreur pour dimensionner le re´seau suivant l’accroissement de la demande en
trafic. Les recherches futures devraient contribuer a` faciliter la de´marche du concep-
teur par l’automatisation des taˆches re´pe´titives. Pour cela, des extensions du proble`me
prenant en compte l’ajustement et la modifications des dimensions du re´seau peuvent
eˆtre propose´es.
L’approche a` garantie de trafic repose sur une hypothe`se de fort synchronisme du
NoC avec une horloge unique partage´e entre composants et routeurs. La question se
pose de l’extension des proble´matiques a` garantie de trafic a` des re´seaux de grandes
tailles dans lesquels la contrainte de synchronisation n’est pas applicable globalement.
Diffe´rentes variantes du proble`me d’optimisation propose´ consistent a` conside´rer con-
jointement ou non la synchronisation des e´changes, la possibilite´ de conflits entre pa-
quets, les contraintes de capacite´, la survenance de deadlocks. Pouvoir traiter tous ces
aspects simultane´ment, constitue une des pistes de contribution future au routage dans
les NoC.

Glossaire
Les abre´viations et acronymes pre´sents dans ce glossaire sont signale´s dans
le texte par un aste´risque (∗).
ACG Application Communication Graph
BE Best Effort
CDG Communication Dependency Graph
CKPP Cyclic K-conflict-free shortest Paths Problem
CPU Central Processing Unit
CRKPP Cyclic Reconfigurable K-conflict-free shortest Paths Problem
DSP Digitial Signal Processor
EDP K-Edge-Disjoint Shortest Paths Problem
FPGA Field-Programmable Gate Array
GLPK GNU Linear Programming Kit
GT Guaranteed Traffic
ILP Integer Linear Program
ILS-BI Iterated Local Search - Best Improvement
ILS-FI Iterated Local Search - First Improvement
IP Intellectual Property
IRS Iterated Random Search
MCU Micro Controller Unit
MPSoC multi-processor System-on-chip
MRT Maximum Reception Throughput
NI Network Interface
NoC Network on Chip
OS Operating System
OSI Open Systems Interconnection
QAP Quadratic Assigment Problem
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QoS Quality of Service
RTIP Reconfigurable Traffic Injection Problem
SoC System on Chip
TDMA Time Division Multiple Access
TEG Time-expanded graph
TIP Traffic Injection Problem
TSL Traffic Saturation Level
UFP Unsplittable Flow Problem
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