Numerical computation of optimum values for nonlinear parameters in a Rayleigh-Ritz variational trial function is considerably more difBcult than numerical computation of optimum values for linear parameters. Thus, an analytic understanding of the mechanisms that determine these optimum values can be quite useful. Uniform asymptotic expansions can be used to explore these mechanisms for the nonlinear parameter that sets the length scale for a basis set. These uniform asymptotic expansions usually involve two or more difFerent kinds of terms whose relative importance changes as the nonlinear parameter changes, with two difFerent terms being equally important at the point where the nonlinear parameter has its optimum value. Interference effects between these difFerent terms are typical, and tend to become most pronounced near the optimum value. These difFerent kinds of terms arise from singularities of the wave function, from the neighborhood of the classical turning point for the basis functions, and/or from saddle points. Comparisons of theory with (numerical) experiment will be given for Rayleigh-Ritz calculations on three model problems that illustrate the kinds of terms listed above.
I. INTRODUCTION
The Rayleigh-Ritz variational method is widely used for calculating bound state energies and wave functions. The efFectiveness of the method depends on the choice of basis functions. A well chosen basis will yield both rapid convergence and tractable matrix element integrals. It follows that an understanding of the factors that infiuence the convergence behavior is an important part of the practitioner's toolkit.
The art of fitting simple analytic functions to the empirically observed convergence behavior of Rayleigh-Ritz calculations has been practiced for a long time. A theory of rates of convergence that could be used to validate this curve fitting -and to warn of its pitfalls -was slow in coming. The most important early papers, by Kato [1] , Schwartz [2] , Lakin [3] , and Klahn and Morgan [4] , are discussed by Hill [5] . A readable introduction to these ideas can be found in the work of Morgan [6] . Rates of convergence of the partial-wave expansions of atomic correlation energies have been discussed by Kutzelnigg and Morgan [7] . The convergence behavior of Gaussian basis sets has been discussed in papers by Klopper and Kutzelnigg [8] and Kutzelnigg [9, 10] .
A typical Rayleigh-Ritz calculation uses a trial function that depends on a number of parameters. Optimum values for the parameters that enter linearly can be obtained by solving a matrix eigenvalue problem. Optimum values of nonlinear parameters have to be obtained via numerical minimization, which is much more expensive.
It can also be difFicult because the numerical algorithms used for the purpose can miss the global minimum and get trapped in local minima. Analytic formulas that give approximations to the optimum values of nonlinear parameters can save this expense; analytic insight into the minimization can help to locate the global minimum even if the task of minimization must be completed numerically. Analytic results of this kind require asymptotic expansions that are uniformly valid in the nonlinear parameter. Such expansions are more difIicult to construct than (nonuniform) expansions of the type used in a previous paper by the present author on rates of convergence for the Rayleigh-Ritz variational method [5] .
The notion of uniformity as it applies to asymptotic expansions can be understood by considering as an example the expansion coefBcients cq (o. ) = g'&~g ), which appear when a wave function~@ ) is expanded in a set of orthonormal basis vectors~( & ) that depend on a parameter n, which could be the parameter that sets the length scale for the basis set. Roughly speaking, a large k asymptotic expansion of cq (n) is uniformly valid in a parameter n for o. in some domain 'V if the error of the approximation obtained by truncating the series can be made smaller than some prescribed error tolerance by making k sufIiciently large, with the same sufFiciently large k being adequate for all o. in 27. In the present paper, o. will be the parameter that sets the length scale for the basis set and the domain V will have to be large enough to include the optimum value of o.. The notion of uniformity can be made precise by writing the asymptotic expansion in the form
The terms c&( ) (n) (1.2)
( 1 3) (1.4) (1.5) eg (n;z) = 7r '~2 "~'(k!) x a'~H g (nz) exp ( -a'z'/2), (1.6) whose length scale is set by the nonlinear parameter o..
The Hg in (1.6) are Hermite polynomials in standard notation (see [11] , pp. 192 -196, or [12] (n) and h&" (n) can be found that are independent of n and satisfy (1.4) and (1.5) for all n 1n D. The present paper is the erst step in an effort to gain an analytic understanding of the minimization with respect to nonlinear parameters. It extends and improves on the methods developed in [5] for analyzing rates of convergence for the Rayleigh-Ritz method. The analytic mechanisms that determine the optimum value of the nonlinear parameter that sets the length scale for a basis set are the principal focus. These mechanisms are explored by choosing a basis e& (n; z) of harmonic oscillator functions, de6ned by that are uniformly valid in o. for K large; these analytic approximations to E! ' ) (n) -E are then minimized with respect to o. to obtain analytic approximations to the optimum value of o. as a function of K. These analytic approximations are compared with optimum values of o. determined by purely numerical methods. The analytic approximations to optimum o. are found to agree with the numerical optimization to several digits even for moderate values of K. The functional forms that follow from the theory tend to be more complicated than the simple forms usually used to fit empirically obs' ed convergence behavior.
The three Hamiltonians (1.8) -(1.10) have been chosen to illustrate several diferent kinds of terms that can contribute to the large K asymptotic behavior of the error E! ' ) (n) -E. For (1.8), the optimum value of n is determined by a competition between contributions from singularities of the wave function in the complex plane and contributions from the neighborhood. of the classical turning points of the basis functions (1.6). The situation for (1.9) is similar, except that the singularities of the wave function in the complex plane are replaced by a singularity on the real axis. The situation for (1.10) is rather different, because the wave function for (1.10) has no singularities in the Bnite complex plane; in this case the contributions to the asymptotic behavior of the error come from a set of four saddle points in the complex plane that can move to the real axis, coalesce, and then move apart again as o. increases. Although the calculations have all been performed for the basis functions (1.6), the author believes that the extension of the results to basis sets built from other classical orthogonal polynomials should be straightforward.
The paper is organized as follows. The extended and improved theory of rates of convergence for the Rayleigh- Ritz method is outlined in Sec. II. Section III summarizes needed properties of the basis functions (1.6). Sections IV, V, and VI discuss the Hamiltonians (1.8), (1.9), and (1.10), respectively. Section VII indicates how similar calculations can be carried out for basis sets built from other classical orthogonal polynomials. A number of computational details have been relegated to the Ap- pendixes.
(~) 1 d 2 dx2 (g) This section will outline a method for analyzing convergence rates for the Rayleigh-Ritz variational method, which extends and improves the method developed in [5) . The method as presented here is valid for both ground and excited states and can be used to calculate as many terms as may be needed in the asymptotic expansion of the error. The section begins by outlining the RayleighRitz approximation.
Best approximation in a Hilbert space is discussed next. The rate of convergence for the Rayleigh-Ritz approximation is then obtained by establishing the connection between the Rayleigh-Ritz approximation and best approximation in a Hilbert space.
The Rayleigh-Ritz method looks for an approximation e"(n; z) = e"+l (n; z) + e"(n;z) . + (n; z) and e& (n; z) satisfy the same second-order differential equation as ey (n; z).
The functions ey (n; z), e& (n; z), and e& (n; z) are all entire functions of z. The expansions listed above form a hierarchy in which the description of ever more complicated behavior is made possible by using functions of increasing complexity. Expansions (3.9) and (3.10) can be obtained from (3.14) a11d (3.15) by using asymptotic expansions for the Airy function and its derivative. Similarly (3.8) can be obtained from (3.10) by making a small t expansion. The large k expansions of (3.6) and (3.7) obtained by using the Stirling approximation to the factorial agree with the large z expansions of (3.9) and (3.10). These interrelated expansions provide the descriptions of the functions e~(n; z), e&+ (n; z), and e& (n; z) in terms of simpler functions that will be needed in Secs. IV, V, and VI for the construction of large k asymptotic expansions of the expansion coefBcients ck that are uniformly valid in n. 
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The singularities contribution ck"" is dominated by the poles nearest the real axis (at +ivr j2) for k large; computing the residue at these poles and using the asymptotic approximation (3.8) yields
The integration contours are deformed as shown in Fig 
.
lower half plane to obtain a piece from -x2k to -iso, plus a loop that starts at -ioo, runs around the poles of g on the imaginary axis, and goes back to ioo, plus a- 
A large K asymptotic approximation to E~R '~l -E can be obtained from (2.32). The result has the form E(RR;K) E E(sing) E(TP) g~qK+1 E(cross)
where E~'" is the singularities contribution from (4.10), E~i s the turning point contribution from (4.11), and (
+ EK' " is the cross term between the singularities and turning point contributions. The alternating sign ( -1) that appears in the cross term arises because the c&"" alternate in sign due to the factor ( -1) in (4.10)
while the ck are all positive. This alternating sign in the cross term is an interference efFect between the singularities and the turning point contributions. The explicit formulas for these three contributions are
The function ( (2, -n+ z), which appears in (4.13), is the Hurwitz zeta function, also known as the generalized zeta function, in standard notation (see [12] , pp. 22 -25, or [19] ,pp. 24 -27) . The derivation of (4.12) -(4.15) from (2.32) can be carried out by using either the best approximation i@i+ '~)) in 12 or the best approximation )) in II for i@i )). The derivation is easiest if ]pl ' l) is used, because i/i ' l) is closer to the Rayleigh-Ritz approximation i@iRR'~)) than i@ii '~)).
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The asymptotic approximation (4.12) -(4.15) for the error can be optimized with respect to the nonlinear parameter o. to obtain an asymptotic approximation to the value n pq (K) that yields the best approximation to the energy for a given value of K. The lowest-order result is 
The n t (K)(4K + 5)~f irst correction makes 
The k~oo asymptotic behavior of cI, will be extracted by using (3.5) to rewrite (5.4) in the forin 26) c"=W2 j e2("+), (n;x) @"(x)dx, 0 c"' = v 2 e,~+, (n; x) q"(x) dx.
The integration contours are deformed as shown in Fig.  2 . Because e2&+i (n; z) decays exponentially to zero as z (+) moves off to inanity in the upper half of the complex z plane, it is convenient to deform the integration contour in (5.6) into the upper half plane. Similarly, the exponential decay of ez&+i (o.; z) as z tends to infinity in the lower half plane makes it convenient to deform the integration contour in (5.7) into the lower half plane. The integration contour for c&( is pulled into the upper half plane to obtain a piece from 0 to +ioo, plus a piece from +ioo to x2&+z. The integration contour for c& is pulled 
The factor~2 on the right-hand side of (5.3) appears because x is now restricted to [0, oo) 
) 20 (4k+3) + 0 (K /')), (5.10) where the superscript (j) is used to denote differentiation:
The turning point contribution can be evaluated with the aid of (3.23). 5.1x 10 1.8x 10 -9.5 x 10 -1.1x 10 -8.9 x 10 -6.7x 10 -4.6 x 10 -2.9 x 10 -3.1 x 10 -2.7x 10 -2.8x 1Q -2.4x 10 -2.6x 10 -2.2 x 10 -2.3x 10 -2.ox 10 -2.1 x 10 -1.8 x 10 DEPENDENCE OF THE RATE OF CONVERGENCE OF THE. . . ' + o I z-" o)(') (*' ", ) 9.8 x 10 1.0 x 10 1.0 x 10 9.9 x 10 9.2 x 10 9.8 x 10 9.1 x 10 9.8 x 10 9.1 x 10 9.7x 10 9.1 x 10 9.7x 10 9.ox 10 The value of E given in (6.1) was obtained by using variational methods [20] [25] in 1931 and 1932; a very readable paper of Miller and Good [26] explains the basic idea. A convenient formulation of this generalization has been given by Olver, whose book includes some historical notes (see [24] , p. 433).
The extension of the approach used above for Hermite polynomials to Jacobi and generalized Laguerre polynomials starts with the expansions f!~l (x) = ) c~'~e xp ( -x/2) z~L "(x) . The asymptotic analysis of the expansion coefBcients for Hermite polynomial basis sets was carried out by using Eqs. (3.3) -(3.5) to rewrite the integrals (4.4), (5.4), and (6.3) for the expansion coefficients eI, as contour integrals. Large k asymptotic approximations to these contour integrals were then constructed by deforming the contour and using standard methods for the asymptotic analysis of integrals [22 -24] . Asymptotic approximations to the Hermite basis functions and the parabolic cylinder functions were needed to implement this program. The needed asymptotic formulas for these special functions were available in the literature; no attempt was made to derive them. Similar formulas can be found for other special functions; the tools used are the Liouville-Green approximation q~~2 exp (+i f qdz) to the solution of the differential equation f" + q2 f = 0, which is familiar Rom the WEB method and can be used to derive (3.9) -(3.12), I( J;n, p) A:! (7.5) (7.6) (7.7)
-(x+ie -1) (x+is+1)~Q"' (x+ie)], (7.9) x exp ( -x The derivation of (7.13) and (7.14) from (7.6) and (7.8)- IX of the mark of Szego [27] . U k+1, 1, -4(k+ -')( [30] . However, Wyman and Wong [31] have pointed out that Watson's lemma can be regarded as a special case of an earlier theorem of Barnes [32] (see also [22 -24] can be obtained from results given by Olver (see [24] , pp.
446 -447, Example 4. 6), is 24) {7. 25) The function Ko that appears in (7.24) is a modified xz."2 (t+-, ')c i+o(~-'t*) (7.29) and the more complicated approximation appropriate to a saddle point near an amplitude critical point (see [22] , pp. 380 -387) must be used. Since this section is intended to be illustrative rather than exhaustive, the resolution of this di%culty will be left as an exercise for the reader. The asymptotic behavior of expansion coefficients can also be derived from a generating function. Although all of the classical orthogonal polynomials have generating functions, the method will be developed in detail only for the Laguerre polynomials, which have the generating function The contour C, which is a small circle that runs counterclockwise around the origin, is deformed to give integrals that can be evaluated via standard methods for the asymptotic evaluation of integrals. The function f~l of Eq. (7.15) will again be used as an example. In this case, The special case of U that appears in (7.36) has the properties that run clockwise around the branch cuts. The expansion coefBcient is then given by (7.30) with U(1, v+ 2, t) = I'(v+ 1) t " 'exp(t) -(v+ 1)
x,E, (1, v+ 2, t),
The convergent representation (7.38) of this U shows that it is analytic except for a branch point at t = 0 and a combination of a branch point and an essential singularity at t = oo. It follows that the generating function g~+'ol (m) has a branch point on the negative real axis at zv = (2p -1) (2p+ 1), which is on the negative real 
I'(-v)
The integrand in (7.41) has a saddle point at x
[c/ (k + 1)] . The asymptotics can be extracted via the saddle point method. The result is (7.23) with A, + 2 replaced by k+ 1; the di8'erence due to this replacement is of the same order as the terms that have been neglected.
The requirement that (k + 1) c be large must again be imposed. This requirement arises here because the saddle point approximation to (7.41) breaks down when the saddle point gets too close to the branch point at x = 0, which arises from the factor x in the integrand. This breakdown can be cured relatively easily in this case by using small x approximations in the integrand of (7.41) to obtain CI (') dxx exp pc -(k+ 1) x -cx I . The integral in (7.42) can be evaluated exactly by using (7.28) with t = c~x and the fact that K "q --K +q, the result is the approximation error term.
The analysis for the case p & & can be carried out by replacing the contour around the origin by the contour CB shown in Fig. 10 . If the singularities at 1 and at (2p -1) (2p+ 1) are well separated, the evaluation of the contribution c from the saddle point goes through as before and the contribution c& from the singularity at (2p -1) (2p+ 1) is negligible. However, as the two singularities approach each other, it becomes necessary to cope with an amplitude critical point near a saddle point, which is the difhculty that arose in the previous method.
The application of the generating function method to the example (7.15) exploited the fact that the Laplace transform (7.34) could be evaluated explicitly in terms of known, well-studied functions. Such explicit evaluation is not necessary, however, since the Laplace transform (7.34) is an integral representation for G( ' }; integral representations normally provide the easiest starting point for determining the location of the singularities of a function and calculating expansions about those singularities. For the example (7.15), the singularity at u) = {2p -1) (2p+ 1), which corresponds to A = -p, arises because this is the point at which the integral (7.34) no longer converges at infinity. The expansion about the singularity at tu = 1, which corresponds to A = oo, can be obtained by using Watson's lemma [22 -24] to deduce the large A expansion of (7.34).
The generating function method outlined above has a very nice feature: if the singularity in the complex m plane that dominates the asymptotics is known, the analysis cari be inverted to obtain a "convergence acceleration function" that builds in this singularity and has no other singularities in the Gnite complex tu plane. The difference between the original f( }(z) and this convergence acceleration function will have an expansion of the form (7.2), which converges faster than the expansion of f( }(z). Examples can be found in the work of Forrey and Hill [33] .
The contributions c& and c& exhibit two typical features. The most rapidly varying part, which is the factor [(1 -2p)/(1+ 2p)]" in c& and the factor exp( -2[c(k+ 2)]~) in cI, , is determined by the location of the associated singularity. The next most important part, which is k for c& and (k + 2) ( + }) for c&, is determined by the nature of the singularity (i.e. , by the value of v). Additional terms in the expansions of the contributio;is ck and c& can be obtained by either of the two meth- (&) ( 2) ods.
The results obtained for the example (7.15) can be extended in several ways. An expansion for the case in which the basis depends on a scale factor P can be obtained by replacing x by P2:, c by Pc, and p by p/P. 
If 0), is small, the sum over m in (A7) varies slowly and can be evaluated with the aid of the Euler-Maclaurin sum formula, which is -, '~2n-'(n'+2P') (4k+ i) "
) ( 
) ( -1)" (4k+ 1)~exp -c(4k+ 1)k
=K+1
Repeated summation by parts with the aid of (A14), followed by an evaluation of the finite differences via Taylor series expansions, yields summation formulas such as 
U~, k+1 = T~,~+1/UA. , a,
-1/2
U""= (T""+P') -(7;,"yU. . , . , )'
The constant c that appears in (All) and (A15) 
An asymptotic expansion of the logarithm on the righthand side of (A22) that is valid for k -m+ n large can be worked out by expanding the logarithm in inverse powers of (4k -4m+ 4n+ 1) with the aid of (A19) and (A20 
The desired asymptotic formulas for matrix elements with respect to the ]pi, ) can be calculated from (2.2), (2.7), (A4), (A23), and analogs of the sum formulas (All) and (A15). The results are
The singularity and turning point contributions to t""k can be calculated from ck --Uk kck + Uk k+1ck+1. 
The various contributions to (h@(H '~)]H -EIib'v)~~'~l), which is the first term in the numerator of the error formula (2.32), can now be calculated. The easiest are the contributions to (bv/i~~' ')iT + P2I]b@(~'~)), which are just gi,~+i ici, i as a consequence of (2.8) and (2.11). Performing the sum over k with the aid of (All) and ( , ('+2'*]Pl) exP -2a '(4EC+ 5)" 1+0 (EC-'/'), Evaluation of the needed sums with the aid of (All) and (A15) yields, for the kinetic energy contributions, ) ) c~""slT"c~""l = n (4K+ 5) exp -vrn(4K+ 5)k =K~1E=Kg1 X 1+ 2 urn + -era --mo. 4K+ 5 
and for the normalization contributions (2)), -~z ( -1) ((z + j -2) (z + j) @ 2 (z + j + 2) -2 (z + j -3) (z + j -1) 4 [2 (z + j + 1)] + (z + j -4) (z + j -2) 4 [2 (z + j) -3 + 2 ln (2) }, +-, ' ( -1)"+' ((k -e' + -, ') e -, ' (k -e') + -, ' -(k -e' + -, ') e -, ' (k -e') + -+ 1 -ln (2) )61, h (k), which is used with the choice h(e) = (4e+3)-"(v-'), " 
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Here k& is the smaller of the pair k, k' aiid k& is the larger of the pair k, k'. The functions f and g are defined by
Both f (x) and g (x) are bounded for x a non-negative integer. For z large and positive, f (x) = g (z 2) and g(z) = 0 (x '). + -, ', -'4)(') (*';"'") (4k+ 2)-'+ O 4)(') (*, '"'") k-'/' ), 
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The pieces needed for the evaluation of (B34) are ) ) e"' 'e, '"'(pe~~«) =22 ( 
(1) (o) py"(. The saddle points in the right half plane occur at the zeros z+ and z of diff (z) /dz, which are given by (6.9)-(6.13) above. Because the asymptotic expansion (3.10) applied to e&+ (n; z) difFers froin the asymptotic expansion (3.10) applied to e& (n; z) only in sign, the integrals c& and e& can be combined after the asymptotic ap-(+) (-) proximation (3.10) has been made. By symmetry, the contribution of the integration contours in the left half plane is the same as the contribution from the integration contours in the right half plane. Hence The formulas for asymptotic expansions of integrals with two nearby saddle points that are used (see [22] , pp. 369 -379, or [23] , pp. 366 -372) are Equations (C14) -(C18) are Eqs. (9.2.6), (9.2.9), (9.2.10), (9.2.11), and (9.2.19) of [22] in a simplified notation and with t replaced by s. Equations (C19) and (C20) are Eqs. (9.2.21) of [22] . Equation (6.15) is Eq. (9.2.29) of [22] with A replaced by 1. The basic idea is that the change of variables from z to s given implicitly by (C14), together with expansions of Go (s) about the saddle points, are used to bring (C12) to forms that can be recognized as integral representations of the Airy function Ai and its derivative Ai . The change of variables is such that z+ corresponds to s+ --p and z to s = -p. The reader is referred to [22] and/or [23] for a more complete discussion, including cautionary remarks about the proper choice of branch for the change of variables &om z to s.
The formulas (C 14) -(C20) and (6.15) provide the needed large A: expansion that is uniformly valid in n.
In order to present the results of working out these formulas for the integral (C12) in a compact form, make the The large k expansion that is uniformly valid in o. is obtained by using (C26), (C27), (C32), and (C33) in (6.15).
These formulas remain well behaved as the saddle points z+ and. z move from the real axis for k & k (where h is real) through coalescence at k = k (where h = 0) out into the complex plane for k ) k, (where h is pure imaginary). When h is small, the function v (h) de6ned by (C21) should be evaluated from the power series Go (z~) = 2i7r '/ C+q, '/ -[ (uh)] / z~B2 (z~), 
