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Abstract. Multidisciplinary collaborative simulation is an important technique for the development of complex engineering systems such as aircrafts and automobiles. It emphasizes the synergic collaboration of multidisciplinary computational models, involving the exchange of simulation data generated in parallel at runtime from the numerical integration processes of these models. Current research on the interaction of models in multidisciplinary collaborative simulation is mainly focused on performing data exchange at fixed intervals, i.e. macro time steps, and using interpolation/extrapolation to find out values at the points in time when data are not available. However, the selection of an appropriate size for macro time tends to be complex and iterative. Firstly, it is mostly based on experience rather than the estimation of simulation errors by analyzing the numerical integration processes involved. Moreover, it is hardly possible to select a fixed step size suitable for all the stages of the simulation process. This paper presents a novel variable-step algorithm which is able to adjust the step size automatically at simulation runtime based on the evaluation of truncation errors. This algorithm not only avoids the instability and inaccuracy caused by a fixed large step but also speeds up the simulation by using a smaller step when a large one is not necessary. It is demonstrated in the numerical experiments that the variable-step algorithm can achieve improved simulation performance in terms of both speed and accuracy.





    The design and development of complex engineering systems, e.g. mechatronic products, involves the synergy of multiple disciplines such as mechanical engineering and system control, and thus increasingly entails an integrated and collaborative approach [37]. Information technologies and computational methods have been applied in the resolving of engineering problems [1, 2, 11, 13, 17]. A paradigm shift towards Collaborative Product Development (CPD), therefore, has been proposed to address the challenges in the information sharing and decision making tasks of geographically and temporally distributed design teams [22]. In addition, the use of virtual reality and computer simulation in complex engineering systems design results in the development of Virtual Prototyping (VP) technology. One of the advantages of VP models is their digital nature which, in conjunction with much faster and affordable computer processing power, permits revision and optimization of the functionality of the designed parts in a very fast, economic and efficient manner [45]. Multidisciplinary Collaborative Simulation (MCS) has been identified as a key enabling technology for both CPD and VP, achieving rapid development in recent years due to the wide application of Computer-Aided Engineering (CAE) tools. It emphasizes the synergic collaboration of multidisciplinary models at simulation runtime. 
There are two main methods for MCS, namely the centralization method and the distribution method. The former is generally implemented by utilizing the programming interfaces between simulation tools, which uses one of the models as the central model to communicate with all others at runtime via the interfaces. The latter emphasizes a more general framework in which an external program is used to communicate with all the models and coordinate data exchange. As the program is not dependent on any simulation tool, this method enables the integration of any model that is created using a tool that provides programming interface for accessing its integration process. Apart from being flexible and scalable, the distribution method also has the advantages of supporting model integration in a distributed environment (i.e. good accessibility) and protecting confidential model details [36]. A drawback of the centralization method is that it is only applicable to the cases where the simulations tools involved have interfaces between each other. The main challenges in the distribution method include modeling of complex systems, runtime assembly of computational models solved using different numerical integrators, protection of confidential model details and efficiency of data transfer in a distributed environment [43]. 
    Current research on MCS is mainly focused on the development of models wrappers and computer systems [15, 24, 27, 40, 35] to implement MCS modeling and running in a distributed environment, with little work done on the improvement of simulation performance in terms of speed and accuracy. The data exchanged between computational models at runtime are generated in parallel from different numerical integration processes of the models involved, and, therefore, the exchange intervals, i.e. macro time steps, is critical to simulation performance in terms of speed, accuracy and stability. Again, though, most of the current emphasis is on the selection of a fixed macro step and the use of interpolation/extrapolation to find out values at the points of time when data are not available while little work has so far been done on exploiting the integration processes and selecting variable macro steps. The selection of a fixed macro step before a simulation starts largely depends upon experience and can easily involve many times of iteration. Compared with the fixed step methods, a variable-step interaction method not only eliminates the instability and inaccuracy caused by using a big step but also speeds up the simulation process by using small steps when appropriate. Actually, the division of large-scale Ordinary Differential Equations (ODEs) into several subsystems with moderate scale has been studied in the numerical calculation field, e.g. the multi-rate integration method by Gear et al. [12] and the combinative algorithm by Fei et al. [9], which provides useful findings for understanding the numerical integration problems in MCS. The research work presented in this paper aims to address this research gap by developing a variable-step interaction algorithm to improve the performance of MCS in a distributed environment. 
In the remainder of this paper, related literature is reviewed in Section 2. The formulation of a MCS problem and the discussion on its integration process is given in Section 3. The method for calculating the truncation errors in MCS by understanding the integration process is discussed in Section 4. In Section 5, the development of a variable-step integration algorithm for MCS is described. The performance of the variable-step algorithm is analyzed in Section 6 by running a MCS simulation and its evaluation is done by comparing the simulation results with those obtained from other applications. Section 7 discusses the conclusions and future work.
2.  Related Work
2.1. Numerical integration methods for MCS
Modeling and simulation has been applied to many engineering problems such as the analysis of non-stochastic heterogeneous engineering data [20], distributed visualization for large-scale simulation problems [32] and the optimization of solutions for engineering design and operation management [26]. In this research, the literature review mainly covers the applications in the engineering design domain and in particular those involving the solving of multiple models in a distributed environment. Felippa et al. [10] summarized a number of numerical integration methods for a MCS system and classified them into three main categories in terms of how the time integrations of its subsystems are performed. The first one is called field elimination in which the model of a specific subsystem is eliminated by integral transformation or model reduction while the remaining models are integrated using the same time step. The second method utilizes monolithic or simultaneous treatment, i.e. integrating all the models with the same time step. The third method is called partition treatment in which each model is separately stepped in time and the integration effects are viewed as forcing effects communicated between individual models using techniques such as prediction, substitution and synchronization. The field elimination methods are restricted to special linear problems that permit efficient decoupling, while the methods falling into the other two categories can be applied to many different kinds of problems as they do not require the elimination of any of the subsystems involved [10]. 
The monolithic treatment approach can be implemented in a number of ways, e.g. by using general-purpose modeling tool such as Matlab-Simulink, by applying unified theories (e.g. bond graph, linear graph, virtual work principle [25]) and by describing a system using unified representation languages such as Modelica. A comprehensive comparison and evaluation of the unified theories was made by Samin et al. [25] who further proposed two new methods, namely the symbolic modeling method and the numerical modeling method. These unified methods essentially involves the solving of a MCS problem by deriving equations from the unified representation in the form of block diagrams, graphs or languages, and perform time integrations in a single solver. Compared with the monolithic approach, partition treatment has advantages such as customization, software reuse and independent modeling [10]. Moreover, the modular approach can provide better support for distributed and collaborative product development [34]. The centralization method and the distribution method can both be classified as partition treatment methods. In this research, the main focus is on implementing modular simulation with partition treatment in a distributed environment so as to support integrated and collaborative product development. 
2.2. Research in distributed MCS
The collaborative and distributed product design and development has recently become an important area of research, and many interesting studies have been undertaken. For instance, Zhang et al. [44] used simulation to study the task scheduling behavior in collaborative product development. Sun et al. [31] proposed a method for the maintenance of Ontology during the development and execution process of distributed simulation applications. The functionalities of CAE tools have been upgrading due to the rapid development of computing power and computational methods. Ryu [24] pointed out that future CAE systems should evolve towards the following directions to have more impact on product development: standard CAE program, integration of CAE tools for MCS, parallel/distributed computing with Intranet/Internet, Web-based modeling and model management. Therefore, distributed MCS is a promising technology for next-generation CAE systems for integrating distributed computational resources and thus supporting integrated and collaborative product development. The advantages of developing simulations in the Web-based distributed environment has been identified [7], including ease of use, collaboration, license and deployment of models, model reuse, cross platform capability, controlled access, wide availability, integration and interoperability. Nevertheless, Web-based simulation systems also have some disadvantages, e.g. loss in speed, Graphical User Interface (GUI) limitation, security vulnerability, Web-based simulation application stability [7]. 
    The advances in communication technology also pave the way for the implementation of effective and efficient system integration and group collaboration in the engineering domains [28]. The design and development of advanced platforms and systems for integrating distributed simulation services has been studied by researchers [15, 24, 27, 35, 40] although much further research is still required. In the authors’ opinion, four key issues are essential to the successful application of these systems, namely advanced visualization techniques and Web-based GUIs, a computational infrastructure, a high-level modeling scheme to describe complex systems at system levels and from different perspectives and a mechanism for the integration and collaboration of computational models. Advanced visualization techniques are useful for displaying models, results and diagrams in a simple yet efficient way while Web-based GUIs can support the collaborative work of development teams in tasks such as modeling, simulation configuration and post-processing. Although the rapid development of Web technologies greatly eases the development of Web-based systems, it is still a great challenge to develop a tool that incorporates these techniques while being able to run effectively and efficiently in the Internet distributed environment. 
    A computational infrastructure refers to the hardware/software technologies developed to support the data exchange of computational models, implementing the technical details of distributed communication and keeping them away from users. Currently, a number of computational infrastructures have been developed and applied to distributed simulation, e.g. the Common Object Request Broker Architecture (CORBA) [27], the High Level Architecture (HLA) [7, 35], and the more recent Web Services technology [7, 15, 35]. A comprehensive review of the methods and technologies for implementing Web-based distributed simulation is given in [7]. The CORBA enables computational models that are developed using different programming techniques and run on multiple computers to work together [27]. The HLA has an emphasis on the management of discrete event simulation and provides platform-independent rules, interfaces and data models for designing and developing distributed simulations [43]. Web Services technology provides platform-independent interfaces to improve the interoperability of applications on the Web [15]. Another approach to integrating distributed autonomous models is multi-agent technology which has been applied to the modeling and simulation of complex systems in engineering [28]. For example, Prymek and Horak [19] developed the Rice multi-agent system for power distribution network modeling where agents were created to assembly the behavior of real Electric Power Systems (EPS) components. Solanki et al. [30] proposed a decentralized reconfiguration scheme for power restoration. Cristaldi et al. [8] developed a multi-agent based dynamic reconfiguration system for the energy management in complex power electronic systems. Badaway et al. [5] developed an intelligent coordination approach based on multi-agent technology for the control and coordination of the power network with renewable power resources. López-París and Brazález-Guerra [18] proposed an agent-based architecture to provide solutions for monitoring the interaction between the atmosphere and the ocean. Gutierrez-Garcia and Sim [14] developed an agent-based cloud workflow execution method. These pieces of work indicate that multi-agent technology can also be used for the dynamic integration of computational models in MCS. 
2.3. Runtime integration between computational models
In the mechanical engineering design domain, subsystem models, e.g. control, dynamics and hydraulics, of a MCS system can generally be modeled using ODEs or Differential Algebraic Equations (DAEs) for complex cases. The modular approach to MCS thus involves solving subsystem equations in parallel and then exchanging simulation data at regular intervals in a synchronous way. Apart from the computational infrastructure, the runtime interaction between models is, as such, also important as it significantly influences the accuracy and stability of a simulation [10]. Specifically, the runtime interaction concerns two issues, namely the coordination of models with different integration steps (i.e. multi-rate integration) and the data exchange at regular intervals (i.e. macro steps). Some research work has been done to address the former issue. For example, Shome et al. developed a partitioned Runge-Kutta method by combining multi-rate integration (dividing state variables as high-frequency and low-frequency subsets) and partitioned integration (dividing state variables as stiff and non-stiff subsets) [29]. Arnold [4] studied the multi-rate integration problem in applied dynamics and developed solutions for the key issues such as the selection and control of step size, the processing of simulation data, and the treatment of ill-structured models. Kübler and Schiehlen [16] proposed two methods for simulators coupling, namely the iterative and the non-iterative way, and pointed out that the stability of the non-iterative approach for problems with algebraic loops cannot be guaranteed.
The latter issue is especially important for the MCS problems where multiple simulation packages are used and accessing the numerical integration processes of these packages is difficult. Current research is mainly focused on the communication between models and the way for data exchange. For example, Ambrósio et al. [3] used the memory-sharing method to support the communication between multi-body dynamics and finite element codes. Ryu [24] proposed an enhanced glue algorithm for the data exchange between models in a Web-based distributed simulation system. There are generally two typical ways for data exchange, namely the staggered method and the parallel method [6, 10]. In the former, data generated from one step after the current macro step are also exchanged whereas only data generated in the current macro step are exchanged in the latter method. Both of the staggered and parallel methods require a macro step to be specified before a simulation starts, which is generally dependent upon experience and thus may introduces many numbers of iteration at runtime. Wang and Zhang proposed a cross method which allows each model to perform integration until a time when numerical convergence is achieved and compares this time with those of other models to decide which model will start next [38]. It was demonstrated that, amongst the three methods, the cross method has the best performance while the parallel method has the worst [38]. A big drawback of the cross method is that it requires the simulation packages to provide interfaces for getting the time when numerical convergence is achieved, which is not always possible. 
Another relevant area of research is Multidisciplinary Design Optimization (MDO) in that both MDO and MCS emphasize the interactions between different disciplines. However, the interdisciplinary coupling inherent in MDO tends to present additional challenges, e.g. computational burden which may simply reflect increased size of the MDO problem [23]. This can be partially solved by developing approximation or metamodeling techniques [33]. Another challenge is the distributed and collaborative work in complex MDO development [39]. This work, while emphasizing collaborative and distributed development, supports the integration of simulations involving multiple tools and solving methods and thus can be viewed as an enabling technology for MDO. 
In summary, MCS is an important enabling technology for integrated and collaborative product development. A modular approach to MCS is general purpose and thus has the potential to support complex applications. The research work that has been done so far has an emphasis on either the computational infrastructures for managing distributed resources or the runtime communication between models. However, little work has been done for improving the efficiency of simulation in terms of speed and accuracy. Firstly, current data exchange methods for models created using different tools mainly reply on experience while little analytical work has been done to identify the relationship between macro steps and simulation performance. Secondly, the size of macro step is the key to improving simulation efficiency especially for the MCS applications on the Internet. The work presented in this paper is motivated by this situation and aims to address these gaps.  
3. Formulation of MCS problems
3.1.  Coupling between models in distributed MCS
Complex engineering systems involve a number of disciplines such as kinematics, multi-body dynamics, control and electronics, and can be modeled as a set of ODEs or DAEs. The numerical analysis undertaken in this work is based on ODEs and DAEs unless otherwise stated. Generally, multiple Modeling and Simulation (M&S) tools may be used for different problems from different disciplines. For example, the tool for control algorithm design may involve modeling using block diagrams while a multi-body dynamics package often has 3D modeling capability. The modeling of a MCS system [41] and the estimation of truncation errors [42] have been published elsewhere while this paper is focused on the development of a variable-step algorithm for the distributed and collaborative simulation of MCS systems.
Without lost of generality, Figure 1 shows a coupling system with three subsystem models, namely S1, S2, and S3, each of which is created and solved using a specific M&S engine and runs at different sites. The development of such a system generally involves two key issues [41]. The first issue is the construction of subsystem models, which aims to identify the design variable vectors (z1, z2, and z3) and the system functions (f1, f2, and f3) based on assumptions made for, and physical rules in, each individual discipline. This task can now be well assisted by M&S tools which can transform diagrams or 3D models into DAEs or ODEs. The second issue is to identify the coupling relationships between the models, e.g. Y12 in the figure which denotes the outputs from S1 to S2. The coupling relationships can be vital for the following issues that influence the performance of a simulation such as the order of starting the integration processes of the models, the selection of macro time steps, and the methods for eliminating (or mitigating the effects of) problems such as algebraic loops. Based on the above discussion, a coupling MCS system then can be described using Eq. (1) where z(t) denotes the design variable vectors of the whole system and t denotes time. Thus subsystem models can be obtained by dividing the equation as two or more equations with coupling variables.

                (1)

For the sake of simplicity, the coupling and interaction between two subsystem models are investigated throughout this paper while the cases with more than two models can be addressed in the same way as the methods developed are not dependent upon the number of subsystems. The equations for the two subsystem models, namely z1(t) and z2(t), are shown in Eqs. (2) and (3) where y1 and y2 denote the output functions of z1(t) and z2(t). M and N are the size of vectors z1(t) and z2(t) and M+N means the size of vector z(t) in Eq. (1). Similarly, S and T are the size of vectors Y12(t) and Y21(t). Then the solving of the coupled system can be done by performing numerical integration for the two models in parallel and exchanging data at regular intervals.
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    (3)

Fig. 1.  The coupling between subsystem models in MCS

3.2. The numerical integration process of a MCS problem
As discussed in Section 3.1, the numerical integration process of a coupled system can be viewed as a process of data exchange between two models described using Eqs. (2) and (3) which are then solved in parallel using different integration methods with different time steps. This process is illustrated in Figure 2 where subsystems S1 and S2 are solved using two different solvers and the inputs/outputs (i.e. Y12 and Y21) between them are dispatched by a discrete scheduler. Moreover, the discrete scheduler also controls the simulation time of the whole system by requiring the two models to perform numerical integration for a macro step H, i.e. from ti to ti+1, as shown on the right of Figure 2. Within each macro step, the integration process of each model may involve several micro steps, i.e. h1j and h2j in the figure, which are used by the solvers for specific models and therefore can be different from each other.
Generally, only data at macro steps are exchanged due to two main reasons. Firstly, it is not efficient to perform too many exchanges during the simulation process especially in a distributed environment. Secondly, some M&S tools do not provide the interfaces for accessing simulation data at micro steps. The issue of finding the approximations of Y12 and Y21 at micro steps thus arises, which is vital to simulation accuracy. A method for this issue is to use interpolation/extrapolation to find data at the current step on the basis of the data obtained from the previous steps. In Figure 2, I(Y21(t)) and I(Y12(t)) are the interpolation functions used by each subsystem to calculate the values of Y21 and Y12 at time ti+1 using their values at the previous steps, i.e. Y21k and Y12k (k=0,1,…, i). There are a number of effective interpolation methods and the Lagrange method is the one commonly used. If the Lagrange method is used, the approximated values of Y12 and Y21 can be calculated using Eqs. (4) and (5) where interpolation basis Lk(t) can be calculated using Eq. (6). Figure 3 shows the approximation of Y21 using interpolation where the solid curve consists of the real values and the dashed curve represents the approximated values.
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Fig. 3.  Interpolation for finding approximated values of Y2
4. Local truncation error estimation
In numerical calculation, a Local Truncation Error (LTE) comes from the finite number of steps in the computation performed by numerical algorithms to obtain approximated values. As discussed above, the estimation of LTE is the key to selecting an appropriate macro step H. It is therefore critical to the integration process which is controlled by variable-step algorithms for both a single system and MCS. For the former, LTE is mainly determined by the numerical integration algorithm used for the system while LTEs of the latter depend on both the integration errors and the errors introduced by the interpolation and extrapolation methods. In this section, the methods for estimating the LTEs for both the two cases are discussed.
4.1.  LTE for the simulation of a single system
    Take the system described in Eq. (1) as an example, the variable-step integration algorithm for such a system does not need to take into account the interaction between subsystem models and the integration step size is solely determined by the errors caused by the numerical integration methods used. Richardson developed a method to solve differential equations by using approximate form of difference equations [21]. This is called the Richardson extrapolation method which can be used for calculating LTEs for a single system in two main steps. 
    Assume z(tk) and z(tk+1) are the real values of variable z at time points tk and tk+1, respectively, while zk and zk+1 denote their approximations obtained using numerical integration. The difference between z(tk+1) and zk+1 is the LTE at time tk+1. Likewise, the difference between z(tk) and zk is the error at time tk. Mark the value of obtained z at step k+1 and calculated using an integration step h as z[h]k+1 and the one calculated using two h/2 integration steps as z[h/2]k+1, then the LTE for this case can be calculated using Eqs. (7) and (8), where p is the order of the numerical method used in the integration. Thus LTE can be identified on the basis of different values for h as p can be viewed as a constant which only depends on the specific integration method used. Although this method involves the extra calculation for z[h/2]k+1, it, however, provides a straightforward LTE calculation method whereby the values for h can be adjusted at runtime according both the specific LTEs of the design variables and the maximum tolerances specified for the whole problem.
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4.2. LTE for MCS problems
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The LTE for S1, thus, can be denoted as Eq. (12) which includes two parts, namely the cumulative integration error generated by the integration method used for S1, and the interpolation error generated by the interpolation method used for calculating  on the basis of the inputs from S2. 

                               (12)

In this work, the application of the Richardson extrapolation is extended from a single system to a coupled system such as MCS to derive the formulas for calculating the errors shown in Eqs. (10) through to (12). The detailed derivation process of the formulas is out of the scope of this paper and has been published elsewhere [42]. Likewise, the calculation of LTEs for MCS problems also involves two steps of obtaining the results at step H/2 and H, respectively. This paper, mainly focusing on the development of a variable-step interaction algorithm, only highlights the main findings of the derived formulas without detailed discussions on the derivation process, and interested readers are referred to [39] for more details. Mark  as the order of the integration method and as the order of the interpolation method, then the LTE of a MCS problem can be calculated in a number of different ways in terms of the various relationships between these two parameters:
(1). When, Eq. (13) can be used. This is the situation where the integration error dominates and the influence of the interpolation error can be omitted.

                        (13)

(2). When, Eq. (14) can be used where Sa and Sb are calculated using Eqs. (15) and (16), respectively. This is the situation in which the order of the integration method is very high and its error can therefore be omitted. 
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The variables Si, Si-1 and their derivations can be calculated using Eqs. (17) through to (19), which denote the ratio of the current simulation step Hi to the previous simulation steps Hi-1.
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(3). When  and (this condition can be met if a zero-order interpolation method and an one-order integration method are used, i.e., when ,  and ), the formula for the LTE of subsystem S1 can then be calculated using Eq. (20). 

                     (20)

(4). When, and  (this condition can be met if the interpolation method’s order is larger than zero), the formula for the LTE of subsystem S1 can then be obtained using one of two methods as follows: firstly, dividing the second half of the integration step into two smaller parts for which further calculations will be performed; and secondly, using the other two points  within Hi to perform the calculation.
Likewise, the LTEs of subsystem S2 can also be calculated. Thus, the LTEs for different variables in a MCS system can be calculated at simulation runtime and compared with the maximum tolerances. Based on the comparison, the appropriate step sizes can be determined in an automatic and dynamic manner at different points of the simulation process without compromising the accuracy of simulation.
5. A variable-step algorithm for MCS




Fig. 4.  The numerical integration process with variable steps
A key issue for this algorithm is the updating of the current step size, that is, what a surrogate step should be used if the current one is not satisfactory. There are many ways for increasing/decreasing the step, e.g. by a fixed amount or portion. In our current work, a simple way of either multiplying or dividing the current step by two is used. Assume is the maximum error among all the design variables and mark the maximum tolerance and minimum tolerance as and respectively, then the step size Hi can be determined for different situations as follow:
(1). If , then the current step is viable. Set and redo the integration for the current step;
(2). If , then the current step is viable. Set and start next integration step;
(3). If , then the current step is viable while the LTE is very small. Set and start the next integration step.
Based on the above methods for estimating LTEs and controlling the sizes of simulation steps, a variable-step interaction algorithm is developed which can select an appropriate value for the current step on the basis of the values of design variables in all the subsystems, as well as the orders of the integration methods and interpolation methods used for the numerical calculation. Since this algorithm is based on the Richardson extrapolation, it involves two numerical integrations (with one only lasting for Hi/2 and the other one going through the whole step Hi) for a model within each time step. Although this results in more computational time, it can obtain the simulation data necessary for the estimation of LTEs. The orders of the integration methods can be got before a simulation starts as most M&S tools offer the interfaces for selecting the integration methods to be used for specific simulations. The algorithm, as shown in Figure 5, is composed of eight main steps. 
Specifically, the initialization task is completed in step one which involves setting the values for the maximum and minimum tolerances, the end time of the simulation and the value of the step size used for the first step of the simulation. In addition, the orders of the integration methods and interpolation methods are also selected while the current simulation time (Tcurrent) and the counter (i) counting the total number of completed simulation steps are set as zero. Steps 2 and 3 involve the integration performed by all the models. The data obtained from Steps 2 and 3 are then used for obtaining values of the design variables using numerical integration/interpolation (Step 4) and calculating LTEs for the design variables using Eqs. (13) through to (20) (Step 5). The minimum LTE, i.e. εi+1 in the figure, is selected from the LTEs obtained in Step 5, which is subsequently compared with the maximum and minimum tolerances. Steps 6 and 7 deal with the updating of step size on the basis of the different ways discussed above. Step 8 advances the simulation by one time step.
6. Evaluation and Discussion
Two examples are used for evaluating the variable-step algorithm, namely a numerical example and an engineering example. The first example is a simple coupled system divided into two subsystems that are modeled using the same M&S tool. The second one involves two models that are created using different tools. Both of them involve data exchange at runtime with subsystem models running separately. Evaluation is done by comparing the results obtained from the variable-step algorithm with those obtained from the algorithm (called constant-step algorithm in this paper unless otherwise stated) using a constant step, with the aim of identifying whether the former can outperform the latter in terms of simulation time. The criteria for evaluation include accuracy, total number of steps used and computational stability.
6.1. A numerical example
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Table 1
Simulation configuration for the numerical example




Minimum simulation step	0.001 seconds

Simulation accuracy in this example is evaluated by comparing its results with those (called ‘standard results’ in this paper) obtained from the simulations where a constant-step algorithm is used, as well as with those obtained by performing centralized simulation of the whole system in Matlab-Simulink. Specifically, three simulations with different settings are run to evaluate the algorithm under different circumstances where the orders of the integration and interpolation methods are different. It is noteworthy that the orders of the integration and interpolation methods used by a model do not influence the LTEs of other models as they are calculated individually for each model. Therefore, the same integration and interpolation methods are used for the two models in this case. In all the simulations, the variable-step algorithm can successfully complete the integration process without encountering numerical instability, and outperform the constant-step algorithms. For the sake of brevity, only the results of variable x3 are analyzed for comparison, as shown in Figure 6 where p and q denote the orders of the integration and interpolation methods respectively. 
In the figure, ‘Standard’ means ‘standard results’, ‘Equal’ means the results obtained from a constant-step algorithm and ‘Variable’ means the results obtained from the variable-step algorithm. In all the three simulations, the total numbers of step (the value of ‘step’ in the figure) are nearly the same, which means the total numbers of data exchange are roughly the same. In this case, it is shown that, the variable-step algorithm obtains results comparable to the ‘standard results’ whereas the constant-step algorithm gets less accurate results especially in the first two situations. 




Fig. 6.  Comparison of accuracy between the variable-step algorithm and a constant-step algorithm 



















Fig. 9. Comparison of the results for variable x3 when a smaller step is used for the constant-step algorithm 
6.2. An engineering example
	 The engineering example is focused on controlling the tilting process of a satellite with the aim of evaluating the variable-step algorithm for the MCS problems involving multiple M&S tools. Specifically, the simulation involves one control model created using Matlab-Simulink and one dynamics model created using MSC.Adams, as shown in Figure 10. The dynamics model is driven by a control torque applied by the control model and accordingly calculates the resultant azimuth position of the satellite and the velocity of the rotor, both of which are used as the inputs for the control model. The culmination of the control process is that the satellite is smoothly driven to tilt by a specific angle. An external program is written to control the advancement of the two models and complete the data exchange, implementing the variable-step algorithm. The simulation configuration for this example is shown in Table 2. Three simulations, again, are performed for this example under different circumstances where the orders of the integration/interpolation methods are different. As demonstrated in these simulations, the numerical integration processes where the variable-step algorithm is applied are both stable and sufficient. For the sake of brevity, the comparison of the results for control torque is shown in Figure 11. It is demonstrated that the variable-step algorithm outperforms the constant-step algorithm in terms of the total number of steps involved while a comparable accuracy is achieved. The third circumstance with p=4 and q=1, in particular, shows that the variable-step algorithm can save up to 42 steps (about 17%). 

Fig. 10: Interaction between subsystem models of a satellite

Table 2
Simulation configuration for the engineering example









Fig. 11. Comparison of the simulation results for the control torque under different circumstances
6.3. Discussion
As evidenced in both the numerical and engineering examples, the variable-step algorithm is stable, accurate and efficient. Firstly, the step size is selected by the algorithm to ensure LTEs are within the maximum tolerance, and thus numerical convergence was successfully achieved in all the tests. In this sense, the proposed algorithm is stable. Secondly, the variable-step algorithm obtained results with comparable accuracy to the ‘standard results’ while outperforming the constant-step algorithms in most cases when a similar number of steps were involved. Therefore, the algorithm is accurate. Thirdly, the variable-step algorithm, compared with constant-step algorithms, requires less number of steps to complete the running of simulation and thus achieves improved efficiency. For example, the numbers of steps reduced by the variable-step algorithm are 51 (a reduction of 51%), 25 (a reduction of 25%), and 39 (a reduction of 49%) for the three situations (for two of them, similar accuracies are achieved while for one of them better accuracy is achieved) in Figure 10, respectively. For the engineering example, the variable-step algorithm also successful reduces the total simulation steps by 16, 12 and 42 respectively, as shown in Figure 12. Therefore, it is shown in all the tests that the proposed algorithm has achieved very good performance.  
For a distributed MCS, data exchange communication imposes a burden on simulation time as synchronizing all subsystems takes a very long time. In this case, the reduction of simulation steps means great saving on the total simulation time and, as such, the advantages of the variable-step algorithm become more prominent. For instance, if it takes 0.5 seconds to complete all the simulation tasks and distributed communication, then nearly a total of 26 seconds can be saved for the situation 1 in Figure 10. This is really a significant improvement to the simulation performance. In addition, this algorithm does not require a precise step size to be specified before a simulation starts as the size of steps will be adjusted on the basis of LTE estimation. This makes the configurations of simulations much easier compared with those of constant-step algorithms which are error-prone and very much relies on experience.
As the proposed algorithm is for distributed interaction between computational models, the total simulation time is determined by two parts, namely the time taken to complete the simulation of each model and the time taken to complete data exchange communication. Generally, the time for initializing M&S engines is much longer than the time for performing numerical integration for a time step, so we can assume that the time taken (by a M&S tool) for the numerical integration from t to t+H equals that taken (by a M&S tool) for the numerical integration from t to t+H/2. Therefore, the complexity of a constant-step algorithm can be estimated as a*(ts + tc) where a means the total number of steps taken to complete the whole simulation process and ts and tc represents the time taken to complete numerical integration and data exchange communication, respectively. Likewise, the complexity of the proposed algorithm can be estimated as b*(2*ts + tc) where b means the total number of steps (ts and tc have the same meanings as the previous expression). The reason ts is multiplied by 2 is because the proposed algorithm involves two times of integrations (to H/2 and to H respectively) in each step. 
As mentioned above, in a distributed MCS, tc is much larger than ts and, as such, the complexities expressions for the proposed algorithm and a constant-step algorithm can be marked as a*O(n) and b*O(n), respectively, where n means the total number of subsystems in a MCS. The variable-step algorithm requires less number of simulation steps (i.e. a<b) so in theory it is better in terms of time complexity.  Moreover, this also indicates the method can be extended to cases with three or more models. The algorithm has been implemented in a working prototype of distributed MCS, on which the engineering example was run. The snapshots of some user interfaces are shown in Figure 12 and currently the system can support distributed MCS and simple post-processing. This further demonstrates that the algorithm is viable and implementable. 


Fig. 12. Snapshots of a working prototype
7. Conclusion remarks
In this paper, the development of a variable-step interaction algorithm for MCS in a distributed environment is presented. This algorithm is aimed at addressing the issues involved in traditional constant-step algorithms, e.g. the selection of an appropriate step and the long simulation time caused by small steps used for achieving numerical stability safely. The selection of a constant simulation step is error-prone and very much replies on experience, and, as such, a safe method is to choose a small one. However, a smaller step means longer running time, which is not acceptable for distributed MCS. Therefore, a variable-step algorithm becomes a necessity and has great potential for improving simulation performance.
The key issues involved in the variable-step algorithm include the estimation of local truncation error and the strategy for controlling the size of simulation step at runtime. The solutions to these issues are discussed in detail in this paper. Both a numerical example and an engineering example are used to evaluate the performance of the algorithm. As evidenced in the tests, the variable-step algorithm outperforms constant-step algorithms in terms of both accuracy and efficiency. On the one hand, the algorithm can achieve much better accuracy when the steps used by constant-step algorithms are not big. On the other hand, when constant-step algorithms use very small steps to achieve better accuracy, they will use much more steps than the variable-step algorithm. Little work has been done so far on developing variable-step algorithms for MCS and the current version of the algorithm helps open up such a field which requires much further work. In our future work, we will focus on improving the performance of the algorithm, e.g. developing better strategy for controlling the size of simulation steps. Also, we will do further simulation experiments to evaluate the stability and robustness of the algorithm. 
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