Abstract. In this paper we formulate and analyze a Discontinuous Petrov Galerkin formulation of linear transport equations with variable convection fields. We show that a corresponding infinite dimensional mesh-dependent variational formulation, in which besides the principal field also its trace on the mesh skeleton is an unknown, is uniformly stable with respect to the mesh, where the test space is a certain product space over the underlying domain partition.
Introduction
There has been a recent vibrant development of the so called Discontinuous Petrov Galerkin (DPG) method, initiated and developed mainly by L. Demkowicz and J. Gopalakrishnan, see e.g. [DG11, GQ14] . The general underlying methodology aims, in particular, at an improved treatment of problem classes that are, roughly speaking, much less understood than classical second order elliptic problems. Of course, "improved" leaves much room for interpretation but for us, predominant aspects are the following:
(i) Ideally, even though the original problem may be unsymmetric or indefinite, the arising system matrices are symmetric positive definite and sparse, so that one has a chance to keep the computational complexity proportional to the problem size.
(ii) Ideally, the method is based on a DG-type variational formulation that establishes a tight relation between errors and residuals.
We emphasize that we mean in (ii) the outer residual, i.e., the residual in a full infinite dimensional space where it is well defined. Once a suitable topology for this space is identified such a residual can be used as a rigorous foundation for deriving error indicators that could steer adaptive techniques. Being able to do this beyond the class of elliptic problems is a major motivation for this paper. Specifically, the central objective of this paper is to discuss (i) and (ii) for a class of linear transport equations with possibly variable convection field. We explain next the relevance of (i), (ii) for us in more detail, relate our findings to the state of the art, and lay out the objectives of the present work.
1.1. Conceptual background and motivation. Both issues (i), (ii) above rely crucially on the notion of optimal test bases. The key underlying idea is easily described in an abstract framework and has been presented in the literature in different variants for different purposes [BM84, BS14a, DG11, GQ14, DSMMO04, DHSW12, DPW]. To explain this let U, V denote Hilbert spaces over R, endowed with norms · U , · V , respectively, and assume that b(·, ·) : U × V → R is a continuous bilinear form. Given f ∈ V , the normed dual of V, endowed with the norm i.e., the smaller B and the larger β, the better. In particular, since in these terms w U ≤ β −1 Bw V , Bw V ≤ B w U , we do have for any approximationū to the solution u of (1.1) the error-residual relation (1.4)
Of course, the larger κ U,V (B) the harder time has a numerical method based on the above variational formulation to perform well. Moreover, the residual in V does then not provide accurate information about the error in U.
In general one may have to face two types of obstructions: first, κ U,V (B) -although finite -could be very large. A typical example is a convection dominated convection diffusion problem for U = V = H 1 0 (Ω). Fixing · U and appropriately varying · V , ore vice versa, may lead to a different variational formulation with a much smaller condition number, ideally even equal to one, see [DHSW12] . The prize to be paid is that one has to accept that trial and test space (already on the infinite dimensional level) are different. This is the second obstruction, namely having to deal with an asymmetric variational formulation -U = V -so that the uniform discrete stability of projected versions of (1.1) is no longer for granted even though the inf-sup constant β in (1.3) may be close to one.
The present paper is concerned with this second issue, starting with a wellconditioned infinite dimensional variational formulation -later for a class of transport equations. Then, given a (finite dimensional) trial space U h ⊂ U we wish to find a test space T h ⊂ V that inherits the stability (1.3) of the infinite dimensional problem (for a positive constant possibly smaller than β, but h-independent), and therefore deserves to be called (uniformly) (near-)optimal. To identify such a nearoptimal test space, notice first that the trial-to-test-map T ∈ Lis(U, V), defined by
yields the supremizer in the first relation of (1.3), i.e.,
. Therefore, the (truly) optimal test space for a given subspace U h ⊂ U is
in the sense that the Petrov-Galerkin scheme: find u h ∈ U h such that
is uniquely solvable and the corresponding finite dimensional operator has at most the same condition number as the infinite dimensional problem (1.1). Moreover, (1.9) is easily seen to form the normal equations for minimizing the residual f − Bw V over U h , i.e.,
(1.10) u h = argmin
Denoting by R U ∈ Lis(U, U ) the Riesz-map defined by
we have, of course,
Hence, the application of T amounts to solving an infinite dimensional Galerkin problem in V. Thus, for each basis function φ ∈ U h , finding the corresponding test-basis function ψ = T φ, would require solving an infinite dimensional variational problem, possibly even of the same complexity as the one for solving (1.1).
A natural idea propagated in many works (see e.g. [DG11, CDW12, DHSW12, BS14a]) is to reduce this V-projection to a finite dimensional subspace V h ⊂ V which we refer to as the test-search-space. Specifically, this amounts to replacing T by the mapping
whose existence is guaranteed by Riesz' representation theorem. Given a closed linear trial space U h ⊂ U, and denoting by P V h the V-orthogonal projection onto
known as the projected optimal test space, will now be used as test space in the Petrov-Galerkin problem of findingũ h ∈ U h such that
Our key requirement on V h is that (1.14)
holds uniformly in h. Then the (projected optimal) test space T h (U h ) is nearoptimal. In particular, a generalized Céa's lemma shows that
Recall that a necessary condition for realizing our initial objective (i) of linearly scaling computational complexity is that
Note, however, that even when (1.16) holds, determining the corresponding projected optimal test space still requires solving for each basis function a discrete problem which, generally, has the same size as the corresponding Petrov-Galerkin problem itself.
Therefore a central objective is to keep also the cost for computing T h (U h ) under control, which is the primary focus of this paper. One strategy is to localize the computation of the projected optimal test functions. As advocated by Demkowicz and Gopalakrishnan in several of their works, this localization can be achieved by replacing the "original" formulation (1.1) from the start by a mesh-dependent Discontinuous-Petrov-Galerkin formulation
see e.g. [DG11] . Here, the "new" unknown U may now involve in addition to the original field u also a "skeleton-component" that lives on the union ∂Ω h of cell interfaces of the underlying mesh Ω h . For smooth solutions this skeleton-component agrees with the traces of u on ∂Ω h but these traces may not a priori exist for all elements in the function space for u. Choosing now the (infinite dimensional) test space as a "broken" space
One now faces two main issues: (I) Imposing the structure (1.18) on the test space, it is not clear that the infinite dimensional (new) variational formulation (1.17) is well-posed. More precisely, one has to establish uniform inf-sup stability with respect to a given family of partitions Ω h with decreasing mesh size parameter h. (II) For a given finite dimensional trial space U h associated with Ω h , one still has to find a finite dimensional test search space
that satisfies (1.14). Regarding our introductory issues (i) and (ii), realizing a linear scaling of the computational work for the uniformly stable Petrov-Galerkin problems one would need to assure that dim V h dim U h , uniformly in h. This would be the case if one were able to assert that for some fixed M ∈ N,
, suffices to warrant the desired uniform inf-sup stability, and as a consequence, the desired rigorous error-residual relation (1.4).
To our knowledge, the only case for which these desiderata have been rigorously established concerns second order elliptic problems [GQ14] . The central objective of this paper is to establish (1.20) in conjunction with uniform (in h) inf-sup stability in the DPG context for a class of linear transport equations with a possibly variable convection field.
The proof of this result and necessary prerequisits turns out to be quite elaborate. Our motivation for investing in a rigorous stability analysis for transport equations stems in part from several envisaged applications that will be addressed in more detail in forthcoming work. This concerns, in particular, the design and analysis of rigorous adaptive methods for transport equations and, in fact, for a somewhat wider scope of problems where transport plays a dominant role such as kinetic models.
1.2. Layout of the paper. In Section 2 we formulate the first order linear transport equations treated in this paper. Section 3 is devoted to its variational formulation and the proof of its well-posedness, addressing the aforementioned issue (I). In Section 4 we derive and analyse optimal test functions along with their computable near-optimal counterparts culminating in the uniform stability of the DPG scheme, i.e., this section deals with issue (II).
In this work, by C D we will mean that C can be bounded by a multiple of D, independently of parameters which C and D may depend on. Obviously, C D is defined as D C, and C D as C D and C D.
Transport equation
(Ω) . In order to define the characteristic, outflow, and inflow boundary portions Γ 0 , Γ + , Γ − ⊂ ∂Ω, respectively, under the above assumptions on the velocity field b we use the (formal) integration-by-parts formula
to define the characteristic boundary Γ 0 as the largest measurable subset of ∂Ω such that the left-hand side vanishes for all w ∈ H(b; Ω) ∩ C(Ω) that vanish on ∂Ω \ Γ 0 . Similarly, we set the outflow boundary Γ + as the largest measurable subset of ∂Ω\Γ 0 such that
, and finally, we define the inflow boundary as Γ − = ∂Ω \ (Γ 0 ∪ Γ + ). For continuous b, it means that Γ 0 := {x ∈ ∂Ω : b(x) · n(x) = 0} whenever n(x) is uniquely defined, and Γ ± := {x ∈ ∂Ω : ± b(x) · n(x) > 0}.
For a b ∈ W 0 ∞ (div; Ω), and an c ∈ L ∞ (Ω), we consider the transport equation of finding u : Ω → R that, for given f : Ω → R and g : Γ − → R, solves
When g = 0 a first canonical variational formulation of the transport problem reads: find u such that (2.2)
holds for all smooth test functions v ∈ C ∞ (Ω). A second variant seeks u such that (2.3)
holds for all smooth test functions v that vanish on Γ + . Note that in the second formulation, the Dirichlet boundary condition enters as a natural condition, and therefore this formulation applies equally well for an inhomogeneous boundary condition on Γ − . Applying Cauchy-Schwarz followed by taking closures, shows that the Hilbert spaces
are relevant for these variational formulations. In fact, the operators
In addition, we assume that
meaning that the first (for g = 0) or second variational form of the problem is well-posed over
, respectively. These assumptions are readily verified for non-zero, constant b, but are not necessarily satisfied for every vector field b as, for instance, when flow curves associated to ±b do not reach the boundary. Sufficient conditions for both assumptions are
A variational formulation of the transport equation with broken test and trial spaces
In order to allow us to eventually localize the determination of the optimal test functions we follow the approach introduced by Demkowicz and Gopalakrishnan [DG11] replacing (4.34) by a Discontinuous Galerkin formulation. We introduce first the relevant notation.
For any h from an index of mesh parameters, let Ω h be a collection of disjoint open Lipschitz domains ('elements') such thatΩ = K∈Ω hK . We will refer to such an Ω h as a partition of Ω. For each K ∈ Ω h , we split its boundary into characteristic and in-and outflow boundaries, i.e., ∂K = ∂K 0 ∪ ∂K + ∪ ∂K − , and denote by
the mesh skeleton, i.e., the union of the non-characteristic boundary portions of the elements.
Let us first assume that g = 0 referring to Remark 3.6 for g = 0. Moreover, denoting by ∇ h the piecewise gradient operator, let us introduce the spaces
equipped with quotient norm
A standard piecewise integration-by-parts of the transport equation (2.1) leads to the following problem:
Here we define as usual for x ∈ ∂K ∩ ∂K ,
The additional independent variable θ replaces the trace u| ∂Ω h which is not defined for general u ∈ L 2 (Ω). If f ∈ L 2 (Ω), or, equivalently, u ∈ H 0,Γ− (b; Ω), then a reversed integration by parts shows that indeed θ = u| ∂Ω h .
Well-posedness of the variational formulation (3.2) is demonstrated in the next theorem. It is an adaptation of [BS14a, Thm. 5.1] where we employ here slightly different spaces U and V, and where we exhibit explicit bounds on the norms of the operator and its inverse.
In [BS14a] , the spaces were chosen such that both θ and v vanish on Γ + . Also the transport equation here is more general since it may contains a reaction term. For convenience we include the proof.
In the following, we abbreviate B −1
* , induced by the conforming formulations (4.32), (4.34), should not be confused with the operators B h induced by the DPG formulation.
Remark 3.2. As the bilinear form b h and the operator B h , obviously also the spaces U and V, and the solution (u, θ) depend on h, but we supress these latter dependencies in the notation.
Anticipating this latter fact, we can say that the following lemma, which is the first tool for proving Theorem 3.1, provides an equivalent norm for H 0,Γ− (b; ∂Ω h ) . In particular, it shows that
To prove the converse estimate let div h denote the piecewise divergence operator. Given v ∈ H(b; Ω h ), let z ∈ H 0,Γ+ (b; Ω) be the solution of
whose existence is guaranteed by (2.5). From
we derive that
From the definitions of w and z, we have
where we have used (3.4) in the last step. Thus, invoking (3.6), we have
In other words v − z L2(Ω) ≤ B −1 vb H0,Γ − (b;∂Ω h ) , which, in combination with (3.5), completes the proof.
The second tool for the proof of Theorem 3.1 is the following well-known consequence of the closed range theorem. 
Since G ∈ Lis(X, Y ) is equivalent to G ∈ Lis(X , Y ), the roles of X and Y in (ii) and (iii) can be interchanged.
Proof of Theorem 3.1. The bound on B h L(U,V ) follows easily from (3.3).
We will establish the remaining claim with the aid of Lemma 3.5. To verify first (iii), let (u, θ) ∈ U be such that b h (u, θ; v) = 0 for all v ∈ H(b; Ω h ). Considering first all v from the subspace H 0,Γ+ (b; Ω), (2.5) yields u = 0 because B agrees with B h on this subspace. By considering now for any K ∈ Ω h all v with supp v ⊂ K, we infer that θ| ∂K = 0, and so θ = 0.
Moreover, we have
by an application of Lemma 3.4.
, and invoking (3.9), we have
. By
, and using the first relation in (3.7), we infer that
The combination of (3.10) and (3.11) shows that
Invoking Lemma 3.5 completes the proof.
Remark 3.6 (Inhomogenous boundary condition). The variational formulation (3.2) is not suited for an inhomogeneous boundary condition u = g on Γ − , because the homogeneous condition u = 0 on Γ − has been incorporated in the space H 0,Γ− (b; ∂Ω h ) for the variable θ. Therefore, for g = 0, letḡ ∈ H(b, Ω) be an extension of g. Then withū := u −ḡ, one may apply the variational formulation (3.2) to the transport equation
which gives the problem of finding (ū,θ) ∈ U such that for all v ∈ V,
Alternatively, using that only the space for θ is inappropriate for g = 0, by subtracting Ω h vb ḡ ds from both sides of (3.2), and introducingθ := θ −ḡ| ∂Ω h , one arrives at the problem of finding (u,θ) ∈ U such that for all v ∈ V,
Optimal test functions
4.1. Preliminary remarks and a roadmap. Given a family of finite dimensional piecewise polynomial trial spaces
, parametrized by the mesh size parameter h, we wish to construct a uniformly stable finite dimensional family of test search spaces V h ⊂ V = H(b; Ω h ) which, due to the product structure of V, have the form
By uniformly stable we mean of course that there exists a positive constant γ > 0 such that (1.14) holds for the present setting, i.e., (4.1) inf
In view of (3.1), it suffices to establish inf-sup stability for a slightly modified formulation replacing the component θ ∈ H 0,Γ− (b; ∂Ω h ) by a suitable "lifting" w ∈ H 0,Γ− (b; Ω), i.e., w| ∂Ω h = θ, which we express by writing , and recall from (1.19) that the trial-to-test map T : U → V has now also product form
where each local optimal test-function
Our goal is to identify stable formulations for variable fields b subject to the assumptions made earlier. For such general fields one cannot expect to find truly optimal test functions, but essentially we will be able to do so for piecewise constant fields. Therefore we will introduce a perturbed bilinear form (4.
(4.6) These approximations will be specified later in Sect. 4.5. Its effect is that, for d K = div b K , the corresponding (near) optimal test functions no longer depend only on the traces w| ∂Ω h .
Given such a perturbed formb h and a finite dimensional (piecewise polynomial) trial space U h ⊂ U, we then have to carry out two main tasks: (i) for any (u, w) ∈ U h we wish to find at =t(u, w;b h ) ∈ V, preferably piecewise polynomial, such thatb h (u, w;t) (u, w) U t V , of course, uniformly in h and in (u, w) ∈ U h . (ii) Starting from the simple decomposition (4.7)
b h (u, w;t) =b h (u, w;t) + (b h (u, w;t) −b h (u, w;t)), the choice oft allows us to handle the first summand. It then remains to show for the second summand that
holds for a sufficiently small δ > 0 , depending on the inf-sup constant for the first summand. Note that after having established (i)-(ii), any test search space
will be uniformly stable in the sense of (4.1). Concerning (i), in Sect. 4.3 we will see that after equipping the test space by a different but equivalent norm, the trial-to-test map can be evaluated exactly. It turns out, however, that the resulting truly optimal test functions corresponding tȏ b h are possibly very sensitive to perturbations in the convection field. Therefore, in order to be able to simultaneously establish (ii), we will have to replace them by near optimal test functions.
Another issue we will have to deal with is the following: If one has a bilinear form for which the corresponding operator, in the infinite dimensional setting, is boundedly invertible, then for given finite dimensional trial space, the corresponding optimal test space gives an inf-sup stable pair. The convection field corresponding to the perturbed bilinear formb h , however, will generally not be in W 0 ∞ (div; Ω), and so the theory about well-posedness in the infinite dimensional setting developed in Sect. 3 will not be applicable to this perturbed form. We will establish the infsup stability needed in (i) partly by direct calculations, and partly by invoking the well-posedness of the original bilinear form.
4.2. Reduction to two-point boundary value problems. From (4.2)-(4.4) recall the local variational problems
that determine the local optimal test functions t K = t K (u, w). Compared to (4.2), here we consider an "extended" form including a term dwv, similarly to (4.6), because we will specify this below to approximationsb h to b h . When u| K ∈ H(b; K), as is the case when u is piecewise polynomial, we can reverse integration by parts in these local problems, which reveals that they have the following strong form
Using a transformation to characteristic coordinates defined by
(4.10) can be viewed as a family of ordinary two-point boundary value problems. In fact, definingt
and denoting by L(s) > 0 the smallest number for which χ(L(s), s) ∈ K + , (4.10) takes the form
which, in principle, we can solve for each s at any desired accuracy and, for certain b, u, w even exactly .
(Piecewise) constant convection field.
A simple explicit representation of t K can be obtained when b| K = b is constant, K is polyhedral, and the restrictions of u, w, c and d to each K are polynomial. The characteristics are then straight lines and the local optimal test function t K , can then be determined analytically. It fails, however, to be itself a piecewise polynomial. In order to arrive in this case at (piecewise) polynomial local optimal test functions we follow an idea from [DG11] . Namely, we equip H(b; K) with an alternative, but equivalent Hilbertian norm. The key is the following simple lemma.
Lemma 4.1. For k ≥ h > 0, it holds that
where the (hidden) constants are independent of h, k ≥ h, and v.
Proof. First note that it is sufficient to prove the result for k = h > 0. Next, a homogeneity argument shows that it is sufficient to consider the case that h = 1. Remark 4.2. Obviously, the condition k ≥ h can be replaced by k ≥ Ch for some C > 0. Since this constant would then propagate through essentially all subsequent developments combined with further unspecified constants, we keep for convenience C = 1. Proposition 4.3. Let K ⊂ R n be a Lipschitz domain, and assume that 0 = b ∈ R n is a constant. Denoting by r(s) the distance from s ∈ ∂K − to ∂K + along b, one has for q K ≥ |b|
where the constants are those from Lemma 4.1.
Proof. Obviously, it is sufficient to prove the statement for
Without loss of generality we may consider the case that b/|b| = e 1 . Given x 2 , . . . , x n , let s denote the projection of (x 2 , . . . , x n ) on ∂K − along the x 1 -direction. We apply Lemma 4.1 for the integration in the x 1 -direction, where we use that for each s the quantity r(s) plays the role of h in Lemma 4.1 while diam(K) ≥ r(s) plays the role of k in Lemma 4.1. Integrating the result over x 2 , . . . , x n and using that ds = 
gives rise to an equivalent norm on H(b; K), so that this scalar product can be used to determine the local optimal test function.
Assuming that u| K ∈ H(b; K), the local optimal test function t K = T K (u| K , w| K ) that results from replacing , H(b;K) by , K,b in (4.9), is the solution of (4.11) We consider the case of K being convex. By a rotation of coordinates, for solving (4.11) it is sufficient to consider the case of b = |b|e 1 , or, equivalently, to read (x 1 , . . . , x n ) as Cartesian coordinates with the first basis vector being equal to b/|b|. For x = (x, y) ∈ K, let x ± (y) be such that (x ± (y), y) ∈ ∂K ± , see Figure 1 .
Furthermore, although not essential, we will think of c and d as being constant on K as well, and write them as c and d. Then the solution
x−(y) (cu + dw)(q, y)dq
(4.12)
For K being polyhedral, the function y → x ± (y) is continuous piecewise linear. Using that for any univariate polynomial p of degree m ≥ 1, (α, β) →
is a bivariate polynomial of degree m − 1, we infer that for u, w being polynomials on K, t K is a continuous piecewise polynomial on K.
4.4.
A stability issue. Unfortunately, depending on the angle between b and a face, the derivatives of x + or x − can be arbitrarily large. Consequently, generally the problem of determining an optimal test function is not stable regarding its dependence on b.
Consequently, a serious impediment arises when the piecewise constant b is an approximation to a variable field b. As will be seen later (last statement of Lemma 4.9), when treating the second summand in (4.7), one eventually has to control the H 1 -norm of the test functions via inverse estimates which requires controling the derivatives of x ± (y).
To tackle this problem, for K being an n-simplex, we define an approximationt K to t K by discarding higher order terms, which is stable as a function of b. Moreover, whereas, for polynomial u and w, t K is only piecewise polynomial w.r.t. a partition of K that depends on the field b,t K will be polynomial.
To definet K , first we construct a polyhedral setK that contains K as follows. The number of inflow faces of K is between 1 and n − 1. Let F be the inflow face whose normal makes the smallest angle with b, and let v denote the vertex of K that does not belong to F . Finally let H F denote the (n − 1)-hyperplane containing F . The "shadow" of K on H F , i.e.,
is an (n − 1)-dimensional polyhedron containing F and letK denote the convex hull of v andF , cf. Figure 1 for n = 2. Then, by construction,K has only one inflow faceK − :=F , and K ⊆K with equality if and only if K has only one inflow face, namely K − = F . For x = (x, y) ∈K ⊃ K, letx − (y) be the linear function with (x − (y), y) ∈ ∂K − , i.e.,x(y) agrees with x(y) on F . Then we have
where both constants depend only on (an upper bound for) the shape regularity parameter
For polynomials u and w on K, say of degree m, we define now the local test functiont Since u and w are uniquely defined as polynomials on all of R n , the polynomialt K is well-defined outside K and in particular onK.
We will show thatt K deserves to be termed near-optimal local test function and as a first step we quantify the effect of the above modification.
Lemma 4.6. Let u| K and w| K be polynomials of degree m. Then
only dependent on upper bounds for m, |c|, |d| and K , and, as always, assuming that diam(K) ≤ |b|.
Proof. In view of the definitions of t K andt K , we split their difference, as well as the difference of ∂ b t K and ∂ btK , into a number of terms whose L 2 (K)-norms we bound in a straightforward way. We start with the first task. It holds that
and
the L 2 (K)-norm of the expression on the first line at the right-hand side can be bounded by a constant multiple of
The terms on the second and third lines are bounded by constant multiples of
Proceeding to the difference of the last lines in (4.12), respectively (4.15), we have
Secondly, we find upper bound for the L 2 (K)-norms for the different terms in
The proof is completed by collecting all upper bounds, by using that diam(K) diam(K) ((4.13)), and that, for any polynomial p, p L2(K) |K| |K| p L2(K) with a constant depending only on its degree.
As discussed earlier below (4.8), inf-sup stability of a perturbed bilinear form b h with respect to a given piecewise polynomial trial space and corresponding test space based on (4.15) will be partly established by direct calculations. The next major step is given by the following lemma.
Lemma 4.7. Let u| K and w| K be polynomials of degree m and assume that diam(K) ≤ |b|. For any ε > 0, one has
where the constant depends only on upper bounds for m, |c|, |d| and K .
Proof. By applying Young's inequality twice, in the form
The same arguments that were used in the proof of Lemma 4.6 show that
Recalling that c is constant on K and taking η = 1 − 1 1+2|c| 2 , two applications of Young's inequality provide
with which the proof is easily completed.
The main result.
Let us fix
and with that, for any partition Ω h of Ω, the bilinear form b h given in (3.2). For any K ∈ Ω h , we set
with which we have defined the perturbed bilinear formb h given in (4.5)-(4.6). Our subsequent analysis of the terms on the right hand side of (4.7) along the strategy outlined in Section 4.1 is guided by the following comments. First, note that generally b h ∈ W 0 ∞ (div; Ω), meaning that well-posedness of the corresponding variational form on the infinite dimensional level is not ensured. Indeed, since
and, unless b h is constant over Ω, the right hand side cannot be bounded by a multiple of φ L1(Ω) , we have div b h ∈ L ∞ (Ω). However, the perturbed formb h is only applied to functions from finite dimensional spaces, which is also essential for treating the second summand in (4.7).
In this latter regard, another problem is that b h is an approximation to b that is only first order accurate. In order to show that for a piecewise polynomial trial space, the second summand in (4.7) is sufficiently small relative to the first one, a central ingredient is to show that for a piecewise polynomial w h ,
, and the inverse inequality |w|
shows only that this quotient is bounded.
We are going to solve this problem by considering trial spaces that are piecewise polynomial w.r.t. trial (macro-)partitions Ω H , such that the ratio of the local mesh sizes h/H is less than some sufficiently small constant. This will allow us also to take care of those 'higher order' terms in Lemma 4.6 which involve derivatives of u and w.
Specifically, let {Ω H : H ∈ I} be a family of partitions of a polyhedron Ω ⊂ R n into uniformly shape regular n-simplices, meaning that (4.19) := sup
For any H ∈ I, let Ω h = Ω h(H) be a refinement of Ω H . We set (4.20) σ := sup
which later will be assumed to be sufficiently small. This means that we will assume that any partition Ω H is sufficiently fine, and that the (minimal) subgrid refinement factor when going from any Ω H to Ω h is sufficiently large. We consider only regular refinements Ω h of Ω H , in the sense that (4.21)¯ := sup
so that t| K is the optimal local test function defined in (4.12) corresponding to the approximate, constant coefficients b K , c K , and d K , and the replacement of the standard scalar product on H(b; K) by , K,b ; andt| K is its polynomial approximation defined in (4.15).
We can now formulate the main result of this paper.
Theorem 4.8. Assume the validity of (4.19), (4.21), and (4.17). Then there exists a σ 0 > 0 such that for 0 < σ ≤ σ 0 (i.e., for sufficiently fine Ω H and sufficiently large fixed subgrid refinement depth)
and witht =t(u, w) ∈ K∈Ω h P m+1 (K) as defined in (4.22), it holds that
where the constant depends only on (upper bounds for) m, ,¯ ,
The remainder of this section is devoted to the proof of this theorem. We begin with collecting some simple frequently needed technical preliminaries.
Obviously, we have
Moreover, for any n-simplex K ⊂ Ω, it holds that
where, as the constant in the first two inequalities, D > 0 is some constant depending only on n, which we name for use in (4.26) below.
In particular, we let (4.24)σ > 0 be such that for any 0 < σ ≤σ and H ∈ I, Ω h is sufficiently fine to ensure that
Then for any K ∈ Ω h , we have
where we have used (4.25).
Finally, for H ∈ I, K ∈ Ω H ∪ Ω h , and k ≥ ∈ N 0 , we will make repeated use of the inverse inequality
where the constant depends only on m, ,¯ , and k.
The main technical ingredients needed to prove Theorem 4.8 are collected in the following lemma.
Lemma 4.9. Assume (4.19), (4.21), and (4.17). Then there exists a 0 < σ 0 ≤σ (cf. (4.24)), such that for any σ ≤ σ 0 , one has for all (u, w) We defer the proof of this lemma to the end of this section and show first how it is used to complete the proof of Theorem 4.8 following steps (i) and (ii) announced in Sect. 4.1.
Proof of Theorem 4.8. For the selection of b h , c h and d h from (4.18), the perturbed bilinear form on (L 2 (Ω)×H(b; Ω))×H(b h ; Ω h ), first mentioned in (4.5)-(4.6), reads asb
Recall from (4.11) that the optimal test function t, defined in (4.22), was constructed such that
Therefore, since for σ ≤σ, diam(K) ≤ |b K | by (4.26), upon taking σ 0 ≤σ, Proposition 4.3 applies and Remark 4.5 ensures that
For (u, w) ∈ U H , applying the inverse inequality in combination with (4.23), shows that (
For σ 0 > 0 sufficiently small, the second inequality in Lemma 4.9 gives t H(b h ;Ω h ) t H(b h ;Ω h ) . We infer that
by the first inequality in Lemma 4.9. Sinceb h is bounded on U × H(b h ; Ω h ), uniformly in h, we have
where we have again used the second inequality in Lemma 4.9 and (4.29). We conclude that for σ ≤ σ 0 sufficiently small,
which is step (i) from Sect. 4.1. As for step (ii), we have for (u,
Applying (4.23) and subsequently the third inequality of (4.27) in Lemma 4.9, we obtain for (u,
where we have applied the inverse inequality to w| K for K ∈ Ω H , and, finally (4.29). Estimate (4.31) is step (ii) from Sect. 4.1 which, together with step (i) completes the proof of Theorem 4.8.
Proof of Lemma 4.9: To show the first inequality in (4.27), we will sum over K ∈ Ω h the inequality (4.16) in Lemma 4.7. We start with showing below in (4.36) that the resulting right-hand side can be made small enough. To exploit that u and w are piecewise polynomial w.r.t. the 'coarse grid' Ω H , we collect all K ∈ Ω h that are contained in one K ∈ Ω H . To arrive at (4.36) we need, in particular, to get rid of the derivatives of u and to switch from w H(b;Ω) to w H(b;Ω) . To this end, an easy consequence of the third estimate in (4.23) is
Together with an application of the inverse inequality on K ∈ Ω H , this shows that (4.32)
with a constant depending on m, , and b W 1 ∞ (Ω) n . Next, combining again the third inequality in (4.23) with an inverse estimate on K ∈ {K, K } yields
with a constant depending on ρ orρ, and on m, D,
Therefore, we first use that for
For the second term on the right an application of (4.32) with u reading as ∂ b K w shows that
where we have used (4.33) for K = K . For the first term on the right we derive that
where both (4.34) and (4.35) depend on m, ,¯ , and b W 1 ∞ (Ω) n . By combining these four estimates (4.32), (4.33) for K = K, (4.34), (4.35), and using
, and diam(K ) ≤ σ, we infer that
and so
where the constant depends on m, ,¯ , b W 1 ∞ (Ω) n , and |b|
To treatt 2 , let K ∈ Ω h and p ∈ P m (K). Recalling from (4.14) that |x − | W 1
, also with a constant depending on¯ . Now consider a p ∈ P m (K ) for a K ∈ Ω H . Then the combination of the previous result and the inverse inequality on K show that
dependent on ,¯ , and m. By applying this tot 2 , we obtain
whith a constant depending on ,¯ , m, c L∞(Ω) , and b W 1 ∞ (div;Ω) , where we used (4.33) in the second but last step as well as the first inequality in (4.27) in the last step.
For Ω h K ⊂ K ∈ Ω H , using (4.14) and
, with a constant depending on ,¯ , m and |b| W 1 ∞ (K ) n . Thus, we conclude that (4.40)
using again the first inequality in (4.27) of this lemma. Combining (4.38), (4.39), and (4.40), completes the proof of the last claim of this lemma.
Some numerical results
On Ω = (0, 1) 2 , and for b ∈ W 1 ∞ (div; Ω) with |b| −1 ∈ L ∞ (Ω) and u → b · ∇u ∈ Lis(H 0,Γ− (b; Ω), L 2 (Ω)), we consider the transport problem b · ∇u = f on Ω, u = 0 on Γ − .
We let Ω H be a partition of Ω into uniformly shape regular triangles, and let Ω h be the refinement of Ω H by applying recursive red-refinements to each K ∈ Ω where ∈ N 0 is a fixed number. We let −k for k ≥ 2 and b ∈ {(1, 0) , (1, 1) }, then this discontinuity is over a grid line, and the right-hand side of (5.3) will be strongly dominated by the approximation error in θ, because the approximation error in u benefits from the discontinuous approximation. In this, rather special situation, the error u − u H L2(Ω) might therefore be much larger than the error of best approximation in u. Unfortunately, this is indeed what happens as illustrated in Figure 3 . To deal with this difficulty, we replaced the trial space for θ by the space of discontinuous polynomials e P 1 (e) with e running over all edges of the mesh skeleton without the inflow edges, and determined the new test space T h (U H ) from (5.2) again with V h = K∈Ω h P 2 (K). With this modification, the curve of the L 2 (Ω)-error in the resulting u H is indistinguishable from that of the error in the best essential prerequisits for a posteriori error control and adaptive refinement strategies, see (1.15), (1.4). The control of the polynomial degrees in the test space as well as the subgrid refinement depth entail an asymptotically optimal complexity scaling since the size of the linear systems stays proportional to the dimensions of the trial spaces. To our knowledge this is the first instance of a DPG stability result with the desired scaling properties except for [GQ14] for the elliptic case. However, while the actual dimension of the local test spaces in [GQ14] could be made concrete, the specification of the actual subgrid refinement depth required in Theorem 4.8 would require knowledge of or good estimates for the various unspecified constants entering the analysis. The strategy for proving Theorem 4.8 is necessrily entirely different from the elliptic case and the analysis indicates that realizing a uniform inf-sup stability while keeping the dimensions of the local test spaces uniformly bounded, is not for granted when dealing with non-elliptic problems. Several consequences of the findings in the present paper such as rigorous computable a posteriori error bounds or applications in more complex problem settings such as kinetic models will be addressed in forthcoming work.
