We consider the following problem: Given a graph with edge lengths satisfying the triangle inequality, partition its node set into p subsets, minimizing the total length of edges whose two ends are in the same subset. For this problem we present an approximation algorithm which comes to at most twice the optimal value. For clustering into two equal-sized sets, the exact bound on the maximum possible error ratio of our algorithm is between 1.686 and 1.7.
Introduction
Let G = (V; E) be a given complete undirected graph, with node set V and edge set E. The edges in E have lengths that satisfy the triangle inequality. The min-sum p-clustering problem requires to partition V into p subsets, possibly of given sizes, minimizing the total length of edges whose two ends are in the same subset. The problem has numerous applications in various areas (see, for example, 2, 3, 4, 5]).
In this paper we derive an approximation algorithm for a version of the problem in which the sizes of the clusters are given. Our results also apply when the sizes are not given, only their number, giving the same error bound but with higher complexity.
The problem is known to be NP-hard for p 2. Sahni and Gonzalez 6] proved that without the triangle inequality assumption for p > 2, a polynomial-time algorithm that guarantees a bounded error ratio is not possible unless P = NP. Kann , Khanna, Lagergren and Panconesi 4] strengthened this negative result and showed that there exists a constant such that no polynomial-time jV j (2? ) -approximation algorithm exists for > 0, unless P = NP. The complexity of a more general G-partitioning problem is analyzed in 3].
The minimum edge deletion bipartition problem is to nd a minimum cost subset E 0 E such that (V; EnE 0 ) is bipartite. This is another version of min-sum 2-clustering. Garg, Vazirani and Yannakakis 1] gave an O(log jV j) approximation algorithm for this problem, without assuming the triangle inequality. We consider the problem under the assumption that the distances satisfy the triangle inequality. With this assumption we demonstrate that for any xed p it is possible to obtain in polynomial time an approximation of at most twice the optimal value. Indeed, the actual factor may be smaller. For the special case of clustering into two equal-sized sets, we prove that the approximate solution is within a factor 1.7 of the optimal. We further show that this bound is not far from the exact one by presenting an example in which the approximation is 1.686 times the optimal value. The example is tedious and therefore we chose to present a simpler one in which the approximate solution is 1 2 3 times the optimal. The stronger bound is presented in an appendix.
The common ways to solve the problem are either through constructive greedy heuristics that sequentially merge two subsets so that the addition to the objective is minimal or through local improvement methods which attempt to improve the solution iteratively by moving objects from one cluster to another. We note that these methods do not guarantee any constant bound on the error ratio. We demonstrate this fact for local search.
We will denote with l(e) is the length of edge e, for a subset E 0 E, l(E) = P e2E l(e), and for a subset V 0 V l(V 0 ) is the total cost of the edges in the subgraph induced by V 0 .
Thus, given a set of p positive integers fk i g p i=1 such that P p i=1 k i = jV j = n, the min-sum p-clustering problem (MCP) is to nd a partition of V into disjoint sets fP i g p i=1 such that 8i 2 f1; : : : ; pg jP i j = k i , and P p i=1 l(P i ) is minimized.
Throughout the paper the optimal value for MCP is denoted by opt and the approximation value for MCP is denoted by apx.
The star partitioning problem
The min star partitioning problem (SPP) is to nd a set of p distinct nodes fv i g p i=1 V and a partition of V into disjoint sets fP i g p i=1 such that 8i 2 f1; : : : ; pg jP i j = k i ; v i 2 P i and P p i=1 k i l(v i ; P i ) is minimized. We will use S for optimal value of the SPP.
We will show that SPP can be solved optimally in polynomial time.
The cost of an optimum solution for an instance of SPP is at most twice the cost of an optimum solution for the associated MCP.
Combining these 2 facts we establish a polynomial approximation algorithm for the MCP. 
where the last inequality follows from the de nition of S . On the other hand, using the triangle inequality and the fact that l(v; v) = 0 for all v 2 V ,
= jP i jl(v i ; P i ) + jP i jl(v i ; P i ) = 2jP i jl(v i ; P i ) = 2k i l(v i ; P i ): Translating Equation 1 to the notation of this section we obtain 2opt n(l(x; P) + l(y; Q)) = nT : (2) Now we show that the inequality can be achieved as the sum of the next 2 inequalities: Lemma 4. We present now a family of instances in which apx is asymptotically 1 2 3 opt. Consider the graph described in Figure 3 .
In For a node b 2 B, the closest nodes to it are of distance 1. There are exactly q nodes of distance 1 to b, the q ? 1 nodes in Dnfyg and the node x. The other nodes have a greater distance to b. So for every P V; jPj = 2q; b 2 P, l(b; P) q + 2(q ? 1) = 3q ? 2.
Similarly, for every node c 2 C and every P V; jPj = 2q; c 2 P, l(c; P) 3q ? 2. For every node a 2 Anfxg; the closest nodes to it are of distance 1. There are exactly q nodes of this distance, the nodes in C. The other nodes have a greater distance to a of length at least 2. So for every P V; jPj = 2q; a 2 P, l(x; P) 3q ?2. Similarly, for every node d 2 Dnfyg P V; jPj = 2q; d 2 P, l(d; P) 3q ? 2. So, when q goes to in nity apx = 1 2 3 opt:
Local search
We wish to show that the application of local search to MCP may give a bad approximation result, even for the case of partitioning the graph into 2 equal-sized sets.
We consider two variations.
We will show that for each 0 < < 1 the algorithm may give an approximation for which apx = Similarly, when the algorithm considers exchanging a node from B with a node from C or D, it will choose not to perform the exchange. Hence the partition P; Q, is locally optimal and apx = l(P) + l(Q) = n 2 To construct the example we considered the graph shown in Figure 5 . In this graph we de ned as variables the lengths of the edges. We formulated a linear program in which the values a; : : :; h are the variables and the objective is to maximize the approximated value subject to a given value of the optimal solution. We took into consideration only costs related to a quadratic number of edges. Other terms became negligible when each node is replaced by m nodes and we let m go to in nity. We de ned a set of inequalities to maintain that: A C; B D is an optimal solution to the MCP.
A B; C D is an optimal solution to the SPP.
The edge lengths satisfy the triangle inequality. So, when q goes to in nity apx = 1:686opt:
