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WC consider a parabolic partial diHercntial equation u( : II,, -r f(tr), where 
-x ,< x CC -; cc: and 0 .< t . . -I- ,x. Under suitable hypotheses pertaining 
to f, we exhibit a class of initial data d(x), - CO x x CC - X, for which the 
corresponding solutions u(x, t) approach zero as t + - r . This convergence is 
uniform with respect to x on any compact subinterval of the real axis. 
Consider the following initial-value problem. 
4(x, 1) = %&., t) + f(U(% q) (-co < x < fco, 0 < t < --a) (la) 
u(x, 0) = #x) (-zc <.r < bco) (lb) 
Here f is a given function continuously mapping the real line R into itself; 
+ is any bounded continuous function taking R into R; and II is to be a 
suitably smooth function mapping R x [0, +a) into R. 
Our interest in (1) centers on the problem of determining the behavior 
of 24(x, 1) as t + + a~. Clearly, this behavior depends on detailed properties 
off and on one’s choice of the initial data 4. In this context, a natural assump- 
tion regarding f is that f(0) = 0. Under this hypothesis, of course, Eq. (1 a) 
has a trivial solution u(x, t) - z 0. The question then arises: R’hat arc the 
stability properties of this zero solution? 
Many authors have studied this type of problem for semilincar parabolic 
partial differential equations. In particular, we mention the works [l-3, 7, 8, 
I I-14, and 17, 181. 
In the present work WC shall exhibit a class of initial data Q for which 
* ‘I’his research was supported in part by the National Aeronautics and Space 
Administration under grant NGI, 40-002-015, and in part by the U. S. Army Rcscarch 
grant DA-ARO-D-31-l24-7l-G12. 
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the corresponding solutions U(X, t) approach zero as t -+ + co. In doing 
this we shall assume that f satisfies the following hypotheses. 
(H 1) The derivatives f ‘, f” and f”’ exist and are continuous everywhere 
on R. 
(H2) f(0) = 0 andf’(0) < 0. 
(H3) There exists a number a,, E (0, + co) such that f(u,J < 0 and 
I ozf(5) 4 < 0 (0 < z < a,). 
It may be instructive to consider (H3) in relation to the particular function 
f displayed in the accompanying figure. If the area A strictly exceeds in 
magnitude the area B, then any number a, E (ur , as) satisfies (H3). If, in 
addition, the area C strictly exceeds in magnitude the area D and iff(z) < 0 
for all z E (a, , +oo), then any number a, E (a, , 1-00) satisfies (H3). 
W 
The main results of this paper are stated in Theorems 4.4 and 4.5 below. 
We can summarize them in the following way. Let Y be the class of all 
bounded uniformly continuous functions $: R - R such that 
I 
I(* 
4(x)2 dx< +ar, --oc 
and such that 0 < d(x) < a, for all x E R, where a, is as in (H3). Then, 
for any 4 E Y, the corresponding solution 11(x, t) of (1) is defined for all 
(x, t) E R x [0, + co) and U( ., t) E Y for all t E [0, + cc). Moreover, u(x, t) -+ 0 
as t + $-cc uniformly with respect to x on any compact subinterval of R. 
The partial derivatives u,(x, t) and U.&X, t) have this same convergence 
property. 
Our proof of the preceding assertions is based upon techniques associated 
with the theory of Liapunov stability and dynamical systems (see [5, 6, 93). 
The first step in this procedure is to interpret (1) as a flow in some suitable 
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function space. We do this in Section 3 below. Also, in Section 3 we derive 
some geometric properties of our flow connected with the notion of an 
w-limit set. These properties are set forth in Theorem 3.4. 
Section 2 provides some necessary background material for Section 3. 
In Section 4 we complete our analysis of (I). With the aid of an appropriate 
Liapunov functional (see Eq. (4.3)), we prove Theorems 4.4 and 4.5 men- 
tioned above. 
Now suppose that we modify Eq. (1) by restricting x to vary in some 
proper subinterval I of R and by imposing some suitable boundary condition 
on u at the endpoints of I. At the same time, WC continue to assume that 
j satisfies (Hl)-(H3). The question is: What are the appropriate analogues 
of Theorems 4.4 and 4.5 for this new problem ? 
In Section 5 we discuss two problems of this type. For the first we take 
I - [0, + co) and the boundary condition u,(O, t) F 0. Our conclusions, 
stated in Theorem 5.1, are precisely analogous to Theorems 4.4 and 4.5. 
For the second problem we take I = [0, fco) and ~(0, i) z 0. Again, the 
conclusions are exact analogues of Theorems 4.4 and 4.5. 
In Section 6 we discuss a third problem, one in which I - [0, ~1 and 
~~(0, “) ;- t(,(n, t) +- 0. Our results appear in Theorem 6.1 and, in this 
instance, they do not exactly parallel Theorems 4.4 and 4.5. 
As WC have already indicated, our treatment of Eqs. (I) is based on 
Liapunov methods. An alternative approach to studying (1) is the use of the 
maximum principle for parabolic partial differential equations. This principle 
and its consequences arc extensively developed in [IO, 13, and 141. In 
Section 7 of this paper we shall show how the maximum principle can be 
used to study (I). The results provide an interesting contrast to Theorems 4.4 
and 4.5. First, in place of Hypotheses (Hl)-(H3), we impose the following 
conditions on j. 
(Jl) The derivative j’ exists and is continuous everywhere on R. 
(J2) f(o) = 0. 
(J3) There exists a number u,, E (0, -m) such that f(z) < 0 for all 
z E (0, U”l. 
Second, in place of the class Y described above, we introduce the class Y* 
consisting of all bounded uniformly continuous functions Q: R --+ [0, a,]. 
Third, our conclusion, briefly stated, is that for any C$ E Y* Eqs. (I) have 
a unique solution u(x, t) defined for all r E [0, +a) with u(., t) E Y* for all 
r E [0, + co), and U(X, t) ---• 0 as t -+ + co uniformly with respect to x E R. 
The author wishes to express his gratitude to Professors C. M. Dafermos, 
J. K. Hale, and M. Slemrod of Brown University for many helpful dis- 
cussions. 
A STABILITY ANALYSIS 525 
1. NOTATION 
Let R denote the real number system and 2, the set of all integers I 3 0. 
Let I be any closed interval, bounded or unbounded, in R. 
For any 1 E 2, we let X$‘(Z) be the space of all I-times continuously 
differentiable functions 4: I -+ R such that 4, #I),..., 4’” are bounded and 
uniformly continuous on I. We norm X:‘(Z) by setting 
For any p E [I, + ok) we let X’,“(Z) be the space of all those 4 E X:‘(I) 
such that 4, 4(l),..., C+(I) are pth-power Lebesgue integrable on I. We define 
a norm I/ II:,“’ on X!‘(I) by setting 
For every I E 2, and p E [I, + co], the space X:‘(l) is a Banach space 
under // I!:). Moreover, if q E [p, +co) then X:)(Z) C X:)(Z). Where no 
ambiguity can arise, we will usually write Xg’ instead of X;)(I). 
For any I E Z,, , p E [I, + oo], and Y E (0, + co), we let B:‘(r) denote the 
open ball in Xy) centered at the origin and having radius t. By B;)(Y) we 
mean the corresponding closed ball in Xg”. 
For any ZE Z,, we introduce a Frechet norm II ‘1:’ on X2’ by setting 
When we are considering X2) under 1, 1;:’ rather than 11 ]ls’, we shall denote 
Xc’ by X,‘. X’,” is a metric linear space [13, p. 154-1551 but, if I is un- 
bounded, then Xg) is not a Frechet space [ 13, p. 1571. 
For any 1 E Z,, and p E [I, fco) we may consider the restriction of II ‘1:) to 
Xl”. In this connection, we note the following theorem. 
THEOREM 1.1. For agiwen lgZ,, andp~[l, +co], let S be a nonempty 
subset of X,‘. Suppose that there exikts un Y E (0, +a) such that S C B;+“(r). 
Then, with respect o 11 I,* , l(l) the set S is relatively compact in Xg’. 
The proof is an exercise involving the Ascoli selection theorem and 
Fatou’s lemma. 
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2. THE SEMICROUP {T(t)) 
In this section, and in Sections 3 and 4 below, the underlying interval is 
I = R. 
We now define a family {T(t): 0 < t < + co> of transformations taking 
X$‘) into X2’ by setting 
e-$(x -+ zrl(t)‘:2) d7 (4 E A$, x E R, t E [O, +a)). 
(2.1) 
This family arises in connection with the classical heat equation ZJ~ --.. u,, . 
Our purpose in this section is to state some properties of (T(t)} necessary 
for our later work. Except for the briefest indications, we omit the corre- 
sponding proofs. 
We note the well-known formula 
[T(tMl(x) =- (4rt)-1;2 1-1 exp[-(6 - x)?4t] d(t) dt 
(+EXE),xER,tE(O, +cc)). (2.2) 
Also, for any p E [ 1, + co), we have 
(4 E A’;), .r E R, t E [0, +a)). (2.3) 
The relations (2.2) and (2.3) are useful in establishing the following theorem. 
THEOREM 2.1. For uny p E [0, $ co] and 1 E Z(, , the family {T(t)} is a 
strongly continuous emigroup of bounded linear transformations taking Xgj into 
itself. For each t E [0, + CO) and rj E XF), we hme (( T(t)$ :iv) < I( $ Ii’,“. Also, 
JOY each t E (0, + co) and 4 E Xy’, we have T(tj$ E Xg”” and I/ T(tH l/g+” < 
(1 + t -l/2) (1 Cj ;16”‘. 
THEOREM 2.2. For any p E [ 1, + 30), f E Z0 , 4 E Xc’, and t E (0, + co), 
we have 
and the convergence here is uniform with respect o t on any compact subinterval 
of (0, +a>. 
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To prove Theorem 2.2 it suffices to consider the case 1 = 0. One then 
uses (2.3). 
Kow fixp~[l,+co], ~E.Z”, and t,,t,~R with t, <t,. Let z: be any 
function taking R x [ti , f2] into R such that u(., t) E Xg) for each t E [tr , 2.J 
and such that the map t F+ v(., t) from [tr , ta] into Xy’ is continuous. 
WC define a function w: R x [ti , ta] - R by setting 
W(‘, t) = j ’ ~(t - T) z.(., T) dT (t1 < t < tz) (2.4) 
Ll 
On the basis of Theorem 2.1, one can prove the following result. 
THEOREM 2.3. The .function w defined by (2.4) has the properties that 
w(., t) E X1’+” for each t E [tl , t2] and that the map t i+ w(., t) from [t, , t2] 
into Xi,! ” is continuous. Furthermore, 
I w(., t)! tibl) < (I t - t, I -I- 2 i t - t, I’/*) sup ‘, w(., T)I z’ 
t,s7st 
Finally, we state the following theorem. 
THEOREM 2.4. I,et p, 1, t 1 , t, , w and w be as in connection with (2.4) and 
suppose that p < +OO. Then for any t E [tI , t2] we haze 
and the conveqence here is uniform with respect to t E [tl , t.J. 
To prove Theorem 2.4 it suffices to consider the case 1 x 0. One uses 
Theorem 2.2 and the Lebesgue dominated convergence theorem. 
. 
3. THE SEMICROUP {U(t)} 
Throughout this section and Section 4 we let j be as in Hypotheses 
(HI)-(H3) stated in the Introduction. However, we remark that, in the 
present section, we actually only need to assume (HI) and the condition 
j(0) : 0. 
We consider the following initial-value problem. Given any 4 E Xp), 
find a real-valued function u defined on a domain {(x, t): x E R, t E [0, s)}, 
0 < s :< -+co, such that (i) u(., i) E A$” for every t E [0, s); (ii) the map 
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t -+ u(., t) from [0, S) into Xi’) is continuous on [0, s); (iii) the partial 
derivatives I(,, and u1 exist and are continuous on R x (0, s); (iv) II satisfies 
the relations 
4(x, t) = %&, q + f(+, 4) (.~ER, t~(o,~)), (3.la) 
24(x, 0) = C(x) (x E R) (3.lb) 
When speaking of a solution for (3.1), we shall mean a function II having 
the properties just specified. 
For a given 4 E Xi’), suppose that u1 and us are solutions of (3.1) with 
domains of definition R x [0, sr) and R x [0, se) respectively, 0 < st , 
ss < -+a~. We say that 11s is a continuation of ut if and only if S, > sr and 
u~(x, t) = ut(x, 1) for all x E R, t E [0, sl). 
We say that a solution u of (3.1) is noncontinuable if and only if u has 
no continuation. 
Using classical arguments of the type appearing in [12, p. 139-1451, one 
can prove the following assertion. Let u be a function mapping a domain 
R x [0, s), 0 < s < +a~, into R and suppose that II has the properties 
(i) and (ii) stated in connection with (3.1); then II is a solution of (3.1) if 
and only if 
24(., ') = T(t)#J + j' T(t - T)f(U(., 7)) dt (0 < 1 < s). (3.2) 
0 
Here, {T(t)} is as in Section 2. 
On the basis of Eq. (3.2) and Theorems 2.1 and 2.3, one can prove that, 
for any I$ E Xi’), Eqs. (3.1) h ave a unique noncontinuable solution u(4). 
The reasoning here parallels arguments well known in the theory of ordinary 
differential equations. 
The solution u(b) is defined on a domain of the form R x [0, s(4)), where 
0 < ~(4) < +a. For any x E R and r E [0, s(4)), we denote the value of 
~(4) at (5, i) by U(X, t; 4). We define a semigroup (U(t)} on X:0’ by setting 
U(t)$ =def u(., t; 95) for all 4 E Xi” and t E [0, s(d)). This semigroup is 
strongly continuous on Xi’) and in general is nonlinear. 
For any 4 E Xi”’ we let r(d) denote the orbit corresponding to 4, by which 
we mean ~(4) =det {U(t)+: 0 < t < s(4)). 
We now point out some smoothing properties of {U(r)). 
THEOREM 3.1. For any C# E X:‘) ad any t E (0, s(d)), we hoe U(t)+ E Xip). 
d41so, for any integer j E { 1, 2, 3, 4}, the restriction of { U(t)} to X:j) is a strongly 
continuous semigroup on X2’. 
The proof of Theorem 3.1 is an exercise involving Hypothesis (Hl) and 
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Theorems 2.1 and 2.3. We omit all the details. Taking into account Eq. (3.1 a), 
we obtain the following corollary of Theorem 3.1. 
COROLLARY 3.1.1. For uny 4 E X, (‘) the corresponding solution ~(4) of (3.1) 
has a partial derivutiwe ut(x, t; 4) defined at each (x, t) E R x (0, s(d)). More- 
over, q(., 2; 4) E Xi” for ewery t E (0, s(4)) and the map t M ut(., t; 4) from 
(0, s(4)) into xp is continuous. These same assertions are valid for the partial 
d&at+ u&), u&), dd), 4#~), u,&>~ and u,&). 
THEOREM 3.2. Let C$ E Xi”) and suppose that there exists an Y E (0, +CD) 
such that r(4) C Boo'. Then, s(4) = + a and, for any t, E (0, + a), there 
exists an yI E [Y, -f a)) such that r/(t)+ E By' for all t E [tI , - 00). 
Proof. Using (3.2) one can show that there exists a U(Y) E (0, + CO) such 
that for every #E Bi"(t) we have s(4) > U(Y). From this it follows that 
s(4) = +co. 
Now given t, E (0, +co), let & = dec U(t, + n)+ for each integer n > 1. 
Then, for every n > 1, we have ~(4~) = +co and 
WA = TW, -t-j’ 7-Q - T)f([~(+$n](~)) dT (0 G t < -+), (3.3) 
0 
U(T) & = U(T + t, + n)$ E &O)(Y) n Xp’ (0 < t < +m,)* (3.4) 
Using Eqs. (3.3) and (3.4) and Theorems 2.1 and 2.3, one can prove that 
there exists a number y. E [Y, + co) such that u(t)& E Bi4’(ro) for all n > 1 
and t E [I, 21. From this there follows the existence of the required number rl , 
q.e.d. 
COROLLARY 3.2.1. Given C$ us in Theorem 3.2 and given any t, E (0, + co), 
there exists a number p1 E (0, +co) such that ut(*, t; 4) E Bi”(p,) for all 
t E 14 , + m). The sum a.wehm holds for u,(4), u,,(4), ut,($), utt(#, u,,,(C), 
and u&). 
Corollary 3.2.1 follows from Theorem 3.2 and Eq. (3.la). The following 
theorem involves in a restricted way the notion of continuity with respect to 
initial data. 
THEOREM 3.3. Let $ E X, (O’ be us in Theorem 3.2. Suppose that there 
exist an element # E Xi’) and a sequence {T~}:-~ in (0, + 00) such that rn + + co 
and 1) U(T,# - II, 11:’ -+ 0 us n -+ +a. Then s($) = +a~ and, for any 
t E [0, -+ CO), we have /I U(T~ + t)+ - U(t)+ 11:’ --f 0 us n + + 00. Moreower, 
the convergence here is un@rm with respect to t on any compact s&interval 
of [O, + m). 
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Proof. Choose any number t, E (0, +co). For each integer n ;.I I define 
a function w’,,: R x [0, to] + R by setting w,,(x, t) =‘r@l u(x, 7, + t; 4) for 
all s E R, t E [0, to]. 
Consider any subsequence {Gj}~=r of {w,,}c=, . By Theorem 3.2 there 
exists an Y,, > 0 such that rI$(., t) E BF’(r,,) for all t E [0, t,] and all j 3 1. 
Taking into account Corollary 3.2.1, there exists a p,, > 0 such that 
! Zi’j(X1 ) fl) - 2zj(X2 ( tJ 
&j. 
-I 1 ---L (x, , tl) - G (x2, t*) i $ / gj (x1 , t,) --- g- (x2 ) f*) 1 
c?X 
.$ p” x1 - x* : - p” I t, - t, i (j > l;s, ,X,E R; t, , t, E [0, t,]). (3.5) 
Using the Ascoli selection theorem, one can show that there exist a sub- 
sequence {@k}kq-l of {Gj},“=r and a continuous function z: R x [0, to] - R 
such that (a) w has continuous partial derivatives w, and w,, on R x [0, t,,]; 
(b) the sequences {tik), {&%$ZX}, and {~*tiJSx*} converge to W, ZL’, and u’,, 
respectively on R x [0, t,]; (c) th e convergence of each of these sequences 
is uniform with respect to (x, t) on any compact subset of R x [O, t,]. 
It is easy to show that w(., 0) = 4. Also, using Fatou’s lemma, one can 
show that 
w(., t) E fp(r,) (0 < t <; to). (3.6) 
Let us regard the map t !-+ w(., t) as a mapping from [0, tO] into X!$. 
Then, using (3.5), one can show that this map is continuous. 
Now, for each K > 1, WC have 
q(., t) = T(i)zq(., 0) + s,’ 7-Q - T)f(wh(., 7)) d7 (0 < t < r,,). 
Taking into account (2.1) one can show that 
w(., t) =. T(t)+ -1 j-’ T(r - ~)f(w(., ~))dr (0 :g t < to). (3.7) 
0 
Thus, we have a continuous function w: H x [0, tJ - R such that (i) 
w(., t) E X!$ for each t E [0, t,,]; (ii) the map t + w(., t) from [0, r,,] into 
Xf’ is continuous; (iii) w satisfies (3.7). Using standard arguments, one can 
show that w is unique with respect to these three properties on R x [0, t,]. 
But now, we observe that the solution ~(4) of (3.1) has the same properties 
(i)-(iii) on its domain R x [0, s(#)). Therefore, w and u(z) must agree on 
the intersection of their respective domains. 
Suppose that s($) ::g t,, . Then, b!; (3.6) and Theorem 3.2, we have 
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~(4) +cc, which is a contradiction. Therefore, ~(4) > t, and u(x, t; #) : 
w(x, t) for all x E R, t E [0, to]. 
Recall that {a&} is a subsequence of {eZrj} which, in turn, is a subsequence 
arbitrarily selected from {wn}. Also, recall that wn(., t) - U(T,~ + tW for all 
t E [0, t,]. Then, one sees that 11 U(T~ + t)+ -- C(l)+ ‘I$’ 4 0 as n + --CO 
uniformly with respect to t on [0, t,]. Since t, was chosen arbitrarily-, we 
now have the conclusions required by our theorem, q.e.d. 
In the setting provided by Eqs. (3.1), we now recall some definitions from 
the theory of dynamical systems [5, 61. 
Let + E Xi” and suppose that ~(4) +co. Then, by the w-limit set of 
u(4) with respect to 1 II’,“’ we mean the set 
where cl[ 12’ denotes closure in X(O) with respect to 11 I,‘,“. In general, 2 
~(4) may be empty or nonempty. An element 4 E Xl”’ belongs to w(C) if 
and only if JI E XL’) and there exists a sequence {~~}c-i n (0, + CC) such that 
~,,d +a~ and iIt,b - cj(~,J~ll~'--+ 0 as n + +03. 
Let S be any nonempty subset of X, (O). We say that S is invariant with 
respect to (3.1) if and only if, for any C$ E S, there exists a function 
U: R x R + R such that (i) ri(., 0) 1 +; (ii) P(., t) E S for all t E R; (iii) for 
each to E R we have s(z?(., to)) :- +cc and U(t) u(., to) = u(., t + to) for 
all t E [0, +a). 
Now we come to the main theorem of this section. 
THEOREM 3.4. Let Jo and r be as in Theorem 3.2 so that y(4) C B;“(r) and 
~(4) = +oo. Then, with respect to )I II:), the solution u(4) of (3.1) has a non- 
empty compact connected invariant w-limit set ~(4) C B:‘(r) n Xi”. Also, 
U(tp ---• w(+) as t + +co, the convergence here being z&h respect to !! 11:‘. 
Proof. By Theorem 3.2, there exists an rI E [r, -1-a) such that 
U(t)+ E By’ for all t E [ 1, I- co). Hence, by Theorem 1 .l, the set 
(U(t)+: 1 .< t < +-co} is relatively compact in Xi”’ with respect to :I II’,“‘. 
The proof can now be completed using arguments of the type appearing 
in [5, 61. In particular, the invariance of ~(4) is established with the aid 
of Theorem 3.3. 
4. A STABILITY ANALYSIS FOR (3.1) 
In this section we continue our study of Eqs. (3.1) under Hypotheses 
(Hl)-(H3). 
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LEMMA 4.1.1. Let I$ E Xi” and let t, , t, E (0, s(d)) with t, < t, . Then, for 
each t E [tl , t2], we hawe U(X, t; 4) + 0 and 11,(x, t; 4) --, 0 us I x j - +a, 
the convergence here being un;form with respect to t E [tl , tn]. 
Lemma 4.1.1 is proved using Theorems 2.2 and 2.4. We omit the details. 
Let a, E (0, +-cc) be as in Hypothesis (H3). We introduce a set Y cl Xp’ 
by stipulating that an element 4 E X, (‘) belongs to Y if and only if 0 <: 
+(.K) < a, for all x E R. Concerning Y we have the following theorem. 
THEOREM 4.1. For any + E Y we haoe ~(4) C I’. 
Proof. We shall prove this theorem using monotonicity arguments 
developed by Sattinger in [13 and 141. 
Define functions vu1 and ~a mapping R x [0, + cc) into R by setting 
or(x, t) .:-_ 0 and z)s(x, t) = a, for all x E R and t E [0, $03). Observe that on 
R x (0, +-m) we have 
i%,/w +f(cl) - ati,jat 2: 0 
&J,,/ax* + f(c2) - aw,/at G 0. 
Also, by hypothesis, v,(x, 0) < d(x) < 02(x, 0) for all x E R. Hence, r+ is a 
lower solution of (3.1) and w2 is an upper solution of (3.1) (see Sattinger 
[14, p. 271). From a theorem given by Sattinger [14, p. 27, Theorem 2.3.21 
it follows that w,(x, t) < 11(x, t; ) < v,(x, t) for all x E R and all t E [0, s(4)), 
q.e.d. 
Now we define functions F: R ---* R and K: Xi” 4 R by setting 
F(z) kf j-“* f(i) d5 (z E 4, (4.2) 
~(4) Ef j Tm {$$‘(x>~ - F(#(X))) dx (cj E xy,. (4.3) 
--3c 
V is going to play the role of a Liapunov functional for Eqs. (3.1). This 
brings us to the following theorem. 
THEOREM 4.2. There exists a constant k E (0, +a) such that for any 
C# E Y n Xi” we have 
~(4) 2 4j m {d’W2 + h$(X)2) dx. 
--x (4.4) 
Proof. Since f’ is continuous on R and since f’(0) < 0, there exists a 
number aI E (0, a,) such that f ‘(2) < 0 for all z E [0, zr]. Let 
/Al “Lf - sup{ f ‘(2): 0 5; z < zl} 
pLz “2’ inf{: F(z)‘: .zl S< o < uO}. 
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We note that pt > 0. Also, pa > 0 by virtue of (H3). Now choose K E R 
so that 0 < k < min{p, , ai2p2}. 
For any a E (0, zt] we have 
f ‘(5) < -P1 (0 < 5 < z) 
f(5) -=I -d (0 < 5 < z) 
F(z) < - .jp1z2 < - @.z2. 
For any z E [zr , us] we have F(z) < -pz < -kus2 < - ?&,* < -&z2. 
Hence, we have 
F(z) + @z2 < 0 (0 < .a < a,). 
From this there follows (4.4), q.e.d. 
THEOREM 4.3. For my 4 E X.$‘) the deriwutive Y( U(t)+) exists at mery 
t E (0, s(4)) md 
V(U(t)$) -. - r:” ! Ut(Xr t; 4);” dx (0 < t < s(4)). (4.5) 
Proof. By (4.3), 
v(c;(t)$) = j-y {&(x, t; 4)” - F(u(x, c 4))) d.x (0 < i < s(d)). (4.6) 
Hence, P( L’(t)+) exists at every t E (0, s(4)) and 
u .c r, t; 4) u&, t; 4) -f(+ t; $1) u&a cCl> dx 
(0 < t -=c s(4)). (4.7) 
The differentiation under the integral sign in (4.6) can be justified using 
Eqs. (3.la), (3.2) and Theorems 3.1, 2.2, 2.4. 
The first term on the right-hand side of (4.7) can be integrated by parts. 
This together with Lemma 4.1. I yields 
V( U(t)+) = - j-T {u& t; 4) Ut(X, t;4) + f@(& c 4)) ut(-% c 411 dx 
(0 < t < s(d)). (4.8) 
Equations (4.8) and (3.la) lead us to (4.5), q.e.d. 
THEOREM 4.4. Zf tj E Y then s(b) = fco und there exists a number 
Y E (0, $ m) such that y(+) C Y n Biol(r). 
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Proof. By Theorem 4. I we have ~(4) C Y. Hence, by Theorems 4.2 
and 4.3, we have 
If(+) > V( U(t)+) 3 “2 j-1 i 11(x, t; 4) 2 dx (0 “< t < s(4)). (4.9) 
Now set r =del a,, + [X-l V(+)]‘/* and we see that ~(4) C Y n BP’(r). By 
Theorem 3.2 we have s(4) = )- CO, q.e.d. 
LEMMA 4.5.1. If+ E Y then 
lim 
I 
+= 
1-)+= -~ 
1 q(x, t; +)I’ dx := 0. (4.10) 
Proof. Let fjl -: det U( l W and note that ~(4,) = + co. Define a function 
Y: [0, + a) -+ [0, + co) by setting 
C(t) “zf j+=l u,(x, t; +I)12 ds (0 < t < +a). 
--P 
By Theorem 4.3 we have u(t) = V( U(lj$,) for all t E [0, + co). This together 
with (4.9) implies 
.i% 
J 
u(t) dt < V(4,) i $00. (4.11) o 
Using Eqs. (3.la), (3.2) and Theorems 2.2, 2.4 and 3.1, one can show 
that v has a derivative ti on [0, +a) and 
it) = 2 I_:i UI(X, t;C,) ult(JC, t; dl) dx (0 -( t < +a). (4.12) 
On the other hand, by Corollary 3.2.1, there exists an rI E (0, + co) such that 
u,(., t; +,) and utl(., t; 4r) belong to B:“‘(r,) for all t E [0, +co). From this 
and (4.12) it follows that 
1’(t) k< 2r, (0 :< t < -I- co) (4.13) 
From (4.1 I) and (4.13) it follows that v(i) + 0 as i + +so. From this 
there follows (4.10), q.e.d. 
THEOREM 4.5. For any CJ E Y we have I, U(t)+ 1 F’ - 0 as t -* +co. 
Proof. By Theorems 4.4 and 3.4, the solution u(+) has, with respect to 
)I 112’, a nonempty w-limit set w(C) C Xi?‘. This w-limit set is compact 
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connected and invariant and, with respect to 1 ii:‘, we have ci(tW + ~(4) 
as t -+ --co. Clearly, ~(4) L Y. 
Now consider any element # E w(4). S ince ~(4) is invariant, the solution ~(4) 
has continuous partial derivatives ~((4) and u,,(4) defined on R x [0, -- “o) 
and 
4(x, c #) = %,(X7 t; 1cI) +-.f(4-% c 4)) (x E R, t E [0, +x)). (4.14) 
Setting t = 0 in (4.14) we obtain 
u,(x, 0; 4 = V(x) -- .fW(x)) (x E R). 
Clearly, ~r( ., 0; 4) E Xk”. 
Since $6 ~(4) there exists a sequence {~~}z=i n (0, +OO) such that 
T,# ---• + 00 and !I I/J - U(T,# Ii’,“’ - 0 as n + + cc. Hcncc, 
u,(., 0; #) - u,(., T,;~)I,‘*“’ -+ 0 as n -+ +co. 
By Fatou’s lemma and by Lemma 4.51, 
m--cc 
O< 1 u,(x, 0; #)I2 dx < lim inf I u,(.? 7n; 4);’ dx = 0. 
---P: n++oc 
Therefore, u~(., 0; 4) = 0 and 
0 1 1cI”W +fMx)) (x E R). (4.15) 
From (4.15) and the condition 4 E X12’ there follows 
0 1 hw2 i- Jq,b(x)) (x E R). 
I..sing Hypothesis (H3) and the condition #E Y, one can now show that 
Q/l I- 0. 
Thus, ~(4) = (0). Therefore, !I L’(tM II:’ - 0 as t -+ + cc, q.e.d. 
5. Two PROBLEMS ON THE INTERVAL [0, 4-a) 
In this section WC briefly discuss two initial-value problems similar to 
(3.1) but in which the variable s has as its domain the interval [0, j-00) 
rather than the real line R. Thus, throughout this section our underlying 
interval is I = [0, +co). 
As in Sections 3 and 4, we let f be as in Hypotheses (Hl)-(H3) stated 
in the Introduction. 
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Our first problem is as follows. Let + E Xp’[O, +co) have the prop- 
erty 4’(O) -= 0. Given any such 4, find a real-valued function u defined 
on a domain {(x, t): x E [0, +-CO), t E [0, s)}, 0 < s < +co, such that (i) 
u(., t) E Xy’[O, + x) for every t E [0, s); (ii) the mapping t + u(., t) from 
[0, S) into X$“[O, t-co) is continuous on [0, s); (iii) the partial derivatives 
u,, and ut exist and are continuous on R x (0, s); (iv) u satisfies the relations 
4x7 t) = %&, t) -t f(U(X, t)) (x E [O, t a)>, tE (0, s)), (5.la) 
u,(O, t) = 0 (t E [O, 4, (5.lb) 
up, 0) :-: 4(x) (x E [O, -I- co)). (5.1 c) 
Now we state our second problem. Let C# E X:“[O, + co) have the property 
d(O) = 0. Given any such 4, find a real-valued function I( defined on a 
domain {(x, t): x E R, t E [0, s)}, 0 < s < + 03, such that u has the properties 
(i)-(iii) stated in connection with (5.1) with Xi”[O, +co) replacing 
Xi”[O, -too) and such that 
(x E [a -t co), t E (0, s)), (5.2a) 
0 E [O, s)), (5.2b) 
(x E [O, t a)). (5.2~) 
For each of the preceding two problems we can perform an analysis 
similar to that given for (3.1) in Sections 3 and 4. In the remaining part 
of this section we indicate how we do this for (5.1). The reasoning for (5.2) 
is similar. 
Let 3E, be the closed linear subspace of X.$r’[O, +a~) consisting of all 
those 4 E X:“[O, +co) such that C+‘(O) = 0. 3, plays the role of a phase 
space for (3.1) just as X:‘)(R) plays the same role for (3.1). 
For each + E X, we let 4 E XL”(R) be the unique even extension of 4 
to R; i.e., 4(x) -=det +(I x I) for all x E R. 
Let II be any real-valued function defined on a domain [0, +co) x [0, s), 
O<s<< -co, and suppose that u satisfies the conditions (i) and (ii) stated 
in connection with (5.1). Also, suppose that u(., t) E X, for all t E [0, s). 
Then u is a solution of (5.1) if and only if 
u(., t) --: T(t)+ + It T(t - ~)[m] dr (0 < t < s). (5.3) 
0 
Equation (5.3) is our analoguc to Eq. (3.2). 
Using (5.3) one can prove that for any 4 E X, Eqs. (5.1) have a unique 
noncontinuable solution u(d). This solution is defined on a domain 
[0, + ok) x [0, s(4)), 0 < ~(4) 2:: -fix. Thus, in the obvious manner, (5.1) 
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induces a semigroup {U(t)) on X, . For any + E X, , we can speak of the 
orbit r(+) =def {U(t)& 0 < t < +a}. 
Now one can state and prove analogues of Theorems 3.1-3.5 for Eqs. (5.1). 
We omit this part of the analysis. 
Given us as in (H3), let Y1 be the set of all 4 E X, such that 0 < #(x) < a0 
for all x E [0, + co). As a Liapunov functional for (5.1) introduce I/‘: 3E, + R 
by setting 
V(d) Ef 1’ a {!&‘(x)” - F@(x))} dx (9 E %I. 
Here F is as in (4.2). With reference to (5.1) one can now repeat the reasoning 
contained in Section 4. 
Our final result for Eqs. (5.1) is as follows. 
THEOREM 5.1. For uny 4 E Y, we hawe s(d) = +co, r(q5) C Y, , and 
I) U(r)+ !:‘,” +Oust-+ -t-m. 
We leave it to the reader to formulate a similar theorem for (5.2). 
6. A PROBLEM IN THE INTERVAL [O,m] 
We shall now consider the following problem. Let + E X!$[O, ~1 have the 
property d’(O) = 4’(n) = 0. G iven any such 4, find a real-valued function 
I( defined on a domain {(x, t): x E [0, ~1, t E [0, s)}, 0 < s < + 03, such that 
(i) u(., t) E Xz’[O, ~1 for all t E [0, s); (ii) the map i M Y(., t) from [0, S) 
into Xz’[O, n] is continuous on [0, s); (iii) the partial derivatives u,, and ut 
exist and are continuous on [0, V] x (0, s); (iv) u satisfies the relations 
4(x, 4 =: %z(X, 4 + f(4% 4) (3 E P, 4, 2 E (0,4)> (6.la) 
u,(O, 1) = Y&r, t) = 0 (t E [O, s)), (6.lb) 
4x, 0) = d(x) (x E PA 4) (6.1~) 
Here we assume thatfis as in Hypotheses (Hl)-(H3) stated in the Introduc- 
tion. 
Our purpose in this section is to acquire information about the asymptotic 
behavior of solutions of (6.1) as t -+ + co. We obtain a result not quite 
analogous to Theorem 5.1. 
Clearly, we have I = [0, rr]. As our phase space for (6.1) we take the 
subspace 3E, C Xz’[O, V] consisting of all 4 E Xz’[O, rr] such that 4’(O) = 
4’(x) = 0. Given a,, as in (H3), we let Y, be the set of all 4 E 3E, such that 
0 2: 4(x) < a, for all x E [0, 771. 
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Proceeding as in Section 3 or 5, one can prove that, for each 4 E 3z, 
Eqs. (6.1) have a unique noncontinuable solution ~(4). This solution is 
defined on a domain [0, n] x [0, s(4)), 0 < ~(4) < -LOO. Thus, for (6.1) we 
have a semigroup {u(t)} on X, given by U(t)+ =de* u( ., t; 4) for all $ E Xa and 
t E [0, s(C)). For any+ E X, we have the orbity(+) =def (U(t)& 0 < t < s(b)}. 
Our discussion of (6.1) continues in this manner, paralleling the treatment 
of (3.1) contained in Sections 3 and 4. As our Liapunov functional for (6.1) 
WC take the functional I’: Xa -b R defined by 
At the final stage of our analysis WC have the following assertions. 
If C$ E Y, then s(4) .- .- 00 and y(4) C Y, . Also, with respect to (1 lj:‘, 
the solution ~(4) has a nonempty compact connected invariant w-limit set 
~(4) C Ya n X$‘[O, n]. With respect to (1 I’$‘, we have U(t),4 -+ ~(4) as 
t + ---co. 
Since the interval [0, rr] is bounded in R, the norms I! j,z’ and ‘/ .I’,“’ 
generate the same topology on Xp’[O, ~3. Therefore, in the preceding 
paragraph we may replace I) ,I’,“’ by I i!:‘. 
Sow consider ~(4). Arguing as in Section 4, one can show that any 
IJ E ~(4) satisfies the relations 
0 = V(x) +f(pw (0 < .y < 4 
f(O) = $Y(x) = 0. 
(6.2) 
Equations (6.2) arc the analogue of (4.15). Thus, to characterize ~(4) we 
want to find all those #E Ya which satisfy (6.2). The crucial observation 
is this: if (I, E Ya satisfies (6.2), then we do not necessarily have 4 -:= 0. Of 
course, the converse is valid; if # -=- 0, then 3 E Ya and +!J satisfies (6.2). 
Nevertheless, we are still left with the possibility that w(C) # (0). 
An interesting problem is: find all those solutions 4 of (6.2) which belong 
to Y, _ An approach to solving this problem is to use a phase-energy diagram. 
However, to obtain a definitive answer, one must have more information 
about f than is contained in (HI)-(H3). We do not pursue this matter any 
further here. 
Thus, our final results for (6.1) are as follows. 
THEOREM 6. I. For any y5 E Yz we have ~(4) :=: + 03 and r(C) C Y2 . Also, 
with respect to I/ 118’, the solution u(4) has a nonempty compact connected 
invariant w-limit set CO(+) C Yz n XE)[O, m] and U(t)qS + w(d) as t -* i-co. 
Finally, each + E w(C) is a solution of (6.2). 
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In closing we remark that any solution of (6.2) is a steady-state solution 
of (6.1 a,b). 
7. PROBLEM (3.1) REVISITED 
We are now going to study Eqs. (3.1) f rom the standpoint of the maximum 
principle. In that which follows we shall assume that f satisfies Hypotheses 
(Jl)-( J3) stated in the Introduction. Also, we shall be working in the space 
X:‘(R), hereafter denoted by XE’. 
Proceeding as in Section 3, one can show that Eqs. (3.1) define a nonlinear 
strongly continuous semigroup {U*(t)} on X$‘). Thus, for any 4 E X$“, 
Eqs. (3.1) have a unique noncontinuable solution ~(4) defined on a domain 
R x [0, s*(4)), where 0 < s”(d) < +co. We shall let y(4) denote the orbit 
of ~(4) in Xs’, i.e. r(d) yder {U*(i)+: 0 < t < s*(4)}. 
Now let Y* denote the set of all C$ E X$‘) such that 0 -< c#I(~) < u,, for 
all x E R, where Q,, is as in (53). We are ready to state the following theorem. 
THEOREM 7.1. For uny +E Y* we have s*(4) = Ten, y(+)C Y*, and 
I ~*(tM 112' +oust-+ +a. 
Proof. Let ZI be the solution of the initial-value problem 
d -f(w) 
w(0) = a, . 
By (J3), the solution w is defined at all t E [0, + co) and w(t) + 0 as t --t + ~10, 
the convergence here being monotone decreasing. 
Introduce the constant functions $1 , C& E X2) by setting &(x) 1 0 and 
&(x) = a,, for all x E R. Note that s*(&) = s*(&) = + CO; u(x, t; 4,) = 0 
for all x E R and t E [0, -w); and u(x, t; &,) - = w(t) for all .t E R and 
tE[O, +a). 
By hypothesis, 41(x) < +(zc) < &(x) for all x E R. Hence, by a theorem 
due to Sattinger [14, p. 27, Theorem 2.3.21, we have u(x, t; &) < u(x, t; 4) < 
U(X, t; +2) for all x E R and t E [0, s*(C)). That is, 0 < 11(x, t; 4) < w(t) < a, 
for all x E R and t E [0, s*(4)). F rom this there follow the desired results. 
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