Abstract. We present an algorithm which computes the Lempel-Ziv factorization of a word W of length n online in the following sense: it reads W starting from the left, and, after reading each r = O(log n) characters of W , updates the Lempel-Ziv factorization. The algorithm requires O(n) bits of space and O(n log 2 n) time. The basis of the algorithm is a sparse suffix tree combined with wavelet trees.
Introduction
The Lempel-Ziv factorization (further LZ-factorization for short) of a word W is a decomposition W = f 1 f 2 . . . f z , where a factor f i , 1 ≤ i ≤ z, is either a character that does not occur in f 1 f 2 . . . f i−1 or the longest prefix of f i ..f z that occurs in f 1 f 2 . . . f i at least twice [5, 20] .
Probably, the most famous application of the LZ-factorization is data compression (e.g. the LZ-factorization is used in gzip, WinZip,and PKZIP). Moreover, it is a basis of several algorithms [12, 9] and text indexes [13] .
Let W be a word of length n on an alphabet Σ of size σ. There are many algorithms that compute the LZ-factorization in O(n log n) bits of space 1 . These algorithms use suffix trees [18] , suffix automata [5] or suffix arrays [1, 2, 6, 7, 8, 16] as a basis.
However, only two algorithm have been known which use O(n log σ) bits of space [17, 16] . The algorithms exploit similar ideas (both are based on an FMindex and a compressed suffix array). The algorithm [16] is offline: it first reads the whole string and builds the necessary data structures and then computes the factors. The running time of this algorithm is linear.
The algorithm [17] is online. To understand the idea behind it, consider the factors f 1 , f 2 , . . . , f i of the LZ-factorization of a word X. The LZ-factorization of a word Xa, where a is a character, contains either i or i + 1 factors: in the first case the factors are f 1 , f 2 , . . . , f i−1 , f i , where the last factor f i = f i a; and in the second case the factors are f 1 , f 2 , . . . , f i , f i+1 , where f i+1 = a. The algorithm reads W and after reading each new character updates the LZ-factorization, i.e. either increases the length of the last factor by one or adds a new factor. The running time of the algorithm is O(n log 3 n).
In the case when the size of the input data is big, it would be natural to allow updating the LZ-factorization only each r > 1 new characters of W , for some small parameter r. Unfortunately, naive application of this idea to the algorithm [17] does not improve its running time.
Here we propose a new online algorithm based on a combination of a sparse suffix tree and wavelet trees. The algorithm updates the LZ-factorization of W each r = log σ n 4 characters of W . Our algorithm requires O(n log σ) bits of space and O(n log 2 n) time.
Preliminaries
Let X be a word of length |X| on Σ. Positions in X are numbered from 1. The subword of X from position i to position j (inclusively) is denoted by X[i. For each word Y of length r on Σ we consider a meta-character Y formed by concatenating bit-representations of characters of Y . Obviously, there is oneto-one correspondence between meta-characters and words of length r on Σ.
Note that a bit representation of any character of Y can be obtained from the bit representation of Y by two shift operations. Also, Y can be obtained from Y in O(r) time by standard bit-vector operations.
Algorithm
Let f 1 , f 2 , . . . f z be the factors of the LZ-factorization of W . For the sake of clarity we describe an algorithm which sequentially computes f 1 , f 2 , . . . f z and returns a position of a previous occurrence for each factor (not necessarily the leftmost one). However, it will be easy to see how to modify this algorithm to solve the problem we formulated in the introduction.
Let W to be the meta-word formed by splitting W into blocks of r consecutive characters and replacing each block with the corresponding meta-character. Obviously, there is no difference which word to work with, but for us it will be easier to explain the algorithm in the terms of W .
Suppose that f 1 , f 2 , . . . f i−1 of common length i have been computed. The algorithm consists of two procedures. The procedure P <r checks if |f i | is less than r and, if it is, computes f i (Section 3.2). The procedure P ≥r computes f i only if it is already known that |f i | ≥ r (Section 3.3). To compute f i the algorithm runs P <r first and then, if necessary, runs P ≥r .
Data Structures
The algorithm maintains two dynamic data structures updating them immediately after reading a new character of W . The procedure P <r uses the first one and the procedure P ≥r uses the second one.
After reading W [t], the first data structure is a compacted trie on suffixes of words W [rj + 1..r(j + 2)], j = 0..t − 2. Each explicit vertex v of the trie stores a starting position of one of the suffixes ending in the subtree rooted at v.
The second one is an implicit suffix tree for W [1.
.t]. This tree is also called a sparse suffix tree for W [1..tr] [3, 10, 4] , though the original definition of a sparse suffix tree is slightly different [11] .
For each explicit vertex v of the suffix tree we store a compacted trie CT v on words of length r corresponding to the first meta-characters on the edges outgoing from v. Definition 1. Consider a tree with labels on edges (a suffix tree or a trie). We say that a word X is represented by a vertex v (or that v represents X), if the path from the root of the tree to v is labelled by X.
If the label of an edge (v, u) of the suffix tree begins with a meta-character Y , and Y is a corresponding word of length r, then we store a pointer to (v, u) in the leaf of CT v representing Y . The tries in vertexes are used for navigation in the suffix tree (but not only for it). Clearly, given a vertex and a meta-character, it takes O(r) time to find the edge outgoing from the vertex, the label of which starts with the meta-character.
The suffix tree is updated by Ukkonen's algorithm [19] . n r ]. Let B v be a set of block borders corresponding to the starting positions of the suffixes represented by the leaves of the subtree rooted at an explicit vertex v. We store an additional data structure which allows, given v, a word Y ∈ Σ [1,r] , and a block border b, to determine whether B v \{b} contains a block border preceded by an occurrence of Y . If there are such block borders, the data structure reports one of them. The query takes O(log 2 n) time. Details of implementation are not important to understand the algorithm and will be explained later, in Section 4. Hereafter i r is denoted by i . We assume that the algorithm has read W [1.. i + 1] before running the procedures P <r and P ≥r . Fig. 1 ).
Procedure
We traverse the trie starting at the root and following edges labelled with the characters of W [ i + 1.. i + r]. Two cases are possible: either we will read out the whole word W [ i + 1.. i + r] or we will stop after reading W [ i + 1..s], s < i + r, and will not be able to proceed. It follows from the lemma that in the first case |f i | ≥ r and in the second case |f i | < r. Moreover, it is easy to see that in the second case |f i | is equal to |W [ i + 1..s]| and that we can report a previous occurrence of f i in O(1) time.
Obviously, P <r takes O(|f i |) time in both cases. Fig. 2 ) and
Inverting the inequality, we obtain the desired result.
We initialize M with |W [ i ..(s − 1)r]|. The lemma guarantees that |f i | ≥ M . During the computation process we will increase M until, finally, it will become equal to |f i |. We will read a new character of W and update the data structures only when i+M r is bigger than the position of the last character of W we have read. This will guarantee that a statement similar to the statement of the lemma will be true throughout P ≥r .
The Second
Step Consider the first block border which intersects a previous occurrence of f i (see Fig. 3 ). It divides the occurrence into two parts: the first short part equal to W [ i + 1.. i + k − 1] and the second part equal to a prefix of
Let f k i be the longest prefix of W [ i + k..] with at least one occurrence at a block border which is less than i and preceded by an occurrence of This completes the description of the second step of the algorithm. However, several technical difficulties remain.
Technical Difficulties of the Second
Step First of all, Lemma 3 works only for inner vertexes. If during the traverse we arrive to a leaf of the suffix tree, we first check if this leaf correspond to a block border less than i and then check if the border is preceded by an occurrence of W [ i + 1.. i + k − 1] using a character-by-character comparison. After that, the algorithm proceeds as described earlier.
Secondly 
Two cases are possible depending on whether v is implicit or explicit. Let v be implicit and u be the lower end of the edge containing v. To find q, we first ask if B u \ {( i + 1)r + 1} contains a block border preceded by an occurrence of
If it does, we compare the word corresponding to the next meta-character on the edge with the word corresponding to the next metacharacter of W i+k character by character to find the length of their longest common prefix, which obviously will be equal to q. In each vertex u with such properties we ask whether the set B u1 ∪ B u2 ∪ . . . ∪ B um \ {( i + 1)r + 1} contains a block border preceded by
From the description of the additional data structure we store for the suffix tree (Section 4) it will be clear that such queries also can be answered in O(log 2 n) time.
It is important that after asking the additional data structure we either increase M or proceed to the computation of f k+1 i . Therefore, there will be not more than r + |f i | such queries during the second step.
Data Structures in Details
As we have already said, our algorithm maintains two data structures. In this section we give the details and describe update procedures. 
Suffix Tree
The suffix tree is updated by Ukkonen's algorithm [19] . When we create a new edge outgoing from a vertex v with the first character of the label equal to W [j], we add W [(j − 1)r + 1..jr] to CT v . Obviously, this step takes O(r) time.
Below we describe the additional data structure which allows, given an explicit vertex v, a word Y ∈ Σ [1,r] , and a block border b, to determine whether B v \ {b} contains a block border preceded by an occurrence of Y in O(log 2 n) time.
We define a meta-character c min as follows: reverse the bit representation of Y and then append (r −|Y |) log σ zeros to it. A meta-character c max is defined in a similar way, but ones are appended instead of zeros. Obviously, a block border pr + 1 is preceded by an occurrence of Y iff the reverse of the bit representation of
Let p i be the starting position of the suffix represented by the i-th leaf in the left-to-right order on the leaves of the suffix tree. Consider virtual sequences GBW T , GBW T [i] equal to the reverse of the bit representation of W [p i − 1], and B, B[i] equal to the block border p i r+1. We store GBW T and B in dynamic wavelet trees (Theorem 9 [14] ). Note that σ in Theorem 9 denotes the size of the alphabet of the sequence, i.e. log σ = O(log n) for GBW T and B. Assuming q = 2, updates of the wavelet trees cost O(log 2 n) time.
Let l(v) and r(v) be the minimal and the maximal ranks of leaves of the subtree rooted at v in the left-to-right order on the leaves of the suffix tree. First we describe a static data structure. Consider a bit vector of the length m ≤ 4n with zeros in positions corresponding to the visits of inner vertexes and ones in the positions corresponding to the visits of leaves in the Euler tour of the suffix tree. We store the vector in a balanced binary tree, whose leftmost leaf contains first log m bits of the vector, the second leftmost leaf contains the next log m bits, and so on. In each vertex of the balanced binary tree we store the number of bits set in the subtree rooted at this vertex.
Consider the leave of the balanced binary tree storing the bit corresponding to the first visit of an explicit vertex v of the suffix tree in the Euler tour. For each v we store a pointer to the leave and the number of the bit in the segment of the vector stored in the leave. We also store similar information connected with the last visit of v.
The minimal rank of a leaf in the subtree rooted at v is the number of bits set before the pointer corresponding to the first visit of v plus one. This number can be computed in O(log m) time by scanning the segment of the bit vector which contains the bit corresponding to the first visit of v and then going along the path from the leaf to the root, summing up the number of bits set lefter than this path. The maximal rank can be computed in the same way.
This data structure is a slight modification of the one proposed in [14] (Section 3.3). We modify it only because of the pointers. We make it dynamic exactly like Navarro and Mäkinen do. During the update process only O(log m) bits change their positions in leaves and therefore only O(log m) pointers need to be updated. Whenever log m changes, we perform a global rebuild (obviously, this will result in O(1) additional amortized time per insertion).
To update the wavelet trees after adding a new leaf to the suffix tree, we only need to know the rank of this leaf in the left-to-right order on the leaves of the suffix tree, and it can be computed in O(log n) time using the data structure we have just described.
Lemma 5. The suffix tree and additional structures occupy O(n log σ) bits and their maintenance takes O(n log n) time.
Proof. The suffix tree has at most n r leaves and therefore occupies O(n log σ) bits. Tries in vertexes have O( n r ) leaves in total and occupy O(n log σ) bits as well. The dynamic bit vector uses O( n r ) bits of space and the dynamic wavelet tree uses O( n r log n) = O(n log σ) bits of space. Ukkonen's algorithm [19] takes O( n r r) time (additional r appears because of the cost of navigation). To update tries in vertexes we need O( n r r) = O(n) time. All wavelet tree updates take O( n r log 2 n) = O(n log n) time. And finally, update of the balanced binary tree and the pointers takes O( n r log n) = O(n) time.
Results and Conclusions
To conclude, we prove the following theorem. Theorem 1. The presented algorithm computes the Lempel-Ziv factorization of a word W in O(n log 2 n) time and O(n log σ) bits of space.
Proof. Lemmas 4 and 5 guarantee that the data structures occupy O(n log σ) bits of space in total and that their maintenance takes O(n log n) time.
To compute f i , first P <r is run. As we have proved, it takes O(|f i |) time. We show now that P ≥r takes O(|f i | log 2 n + log 3 n) time. Indeed, no more than r+|f i | queries are asked to the wavelet trees, each of them taking O(log 2 n) time.
To follow f ) . Therefore, the total time spent during P ≥r is O((r + |f i |) log 2 n + r|f i |) = O(|f i | log 2 n + log 3 n). We run P ≥r only when |f i | ≥ r, obviously, it happens not more than n r times. This completes the proof.
Remark 2.
It is easy to see that the described algorithm can be implemented as online algorithm with the same running time and working space.
We have presented a new online algorithm for computation of the Lempel-Ziv factorization based on a combination of a sparse suffix tree and wavelet trees. The algorithm has better running time than the only previously known online algorithm for Lempel-Ziv factorization with linear working space [17] , although, as we should mention, the time per character in our algorithm can be worse than in the algorithm [17] .
The algorithm is based on interesting techniques which we believe might open new possibilities for computations on sparse suffix trees, in particular, we show that the combination of a sparse suffix trees and wavelet trees, which has been previously used only in static settings, can be built online.
A challenging problem for future research is to reduce the running time of our algorithm, which probably can be obtained by using another data structures instead of the wavelet trees.
