We present a new algorithm to discover overlapping communities in networks with a scale free structure. This algorithm is based on a node evaluation function that scores the local influence of a node based on its degree and neighbourhood, allowing for the identification of hubs within a network. Using this function we are able to identify communities, and also to attribute meaningful titles to the communities that are discovered. Our novel methodology is assessed using LFR benchmark for networks with overlapping community structure and the generalized normalized mutual information (NMI) measure. We show that the evaluation function described is able to detect influential nodes in a network, and also that it is possible to build a well performing community detection algorithm based on this function.
Introduction
Nature and human derived complex networks follow certain patterns in their structure and development [2] . Social networks, computer networks, protein interaction networks, among others, tend to follow fat tailed distributions of node degree at least asymptotically. Many of these networks also display a community structure revealed by the existence of groups with highly interconnected nodes, with low connectivity to other groups. In most cases maintaining a low average path length between any node in the network, whether or not in the same group. Community detection algorithms are an attempt to retrieve these groups. The most currently used algorithms retrieve disjunct clusters from the networks. Recent developments have shown that many networks display overlapping clusters or an hierarchical disposition of clusters [13, 10, 8, 11] , which creates a pressing need for newer techniques that should be not only able to retrieve these communities, but that should also be capable of doing so in the large scale networks.
Previous Developments in Overlapping Community Detection
The Clique Percolation Method (CPM)[10] is a popular method for overlapping community detection which assumes that communities arise as densely connected sub-graphs. The search for communities is done by the identification of all cliques of a certain size. After this step it generates a new graph containing all identified cliques as nodes that are considered adjacent if they share most of their elements (clique size minus one). The communities are then found by retrieving the connected components in this final graph. Speaker-listener Label Propagation Algorithm (SLPA) [12] is another algorithm that uses a variant of the label propagation algorithm to construct the communities. In this algorithm labels are shared between neighbour nodes, and afterwards in the distribution of these labels is processed in order to retrieve the communities. Our approach differs from these algorithms by using a local evaluation function that discovers the structure of the network around a certain node, and uses this information to guide the search to a local maxima of the function. Clusters are then formed by nodes around the local maxima. Our algorithm is relatively stable since its results will only be affected by the order of evaluation, and if the order remains the same the results will be the same.
Community Detection by Local Influence
This research was developed in order to retrieve socially relevant information from a tag co-occurrence network, to be used to socially influence[4] the classification of documents in a news related social network [1] . Stability and performance were paramount to this research in order to maintain user acceptable results and delays.
The Local Influence Score
We developed a new local scoring function, the local influence, in order to retrieve hub candidates from the neighbourhood of a node. This function is built upon the properties of networks having a community structure, and of scale free networks, and is a local measure of the influence of a node in a network. Informally the local influence of a node can be defined as a score that measures the importance of a given node to the overall structure of a network. Nodes that poorly affect the structural properties of the network will have a low score, while high scoring nodes will have a significant impact. Higher influence nodes not only connect to most nodes within a certain range (i.e. in the same community), but they also provide connectivity to other sets of well connected nodes farther within the network, by forming bridges or providing increased connectivity to nodes that do so. Due to this, their removal would increase the average shortest path length between nodes within the same community, and also decrease connectivity to other communities in the network.
Scale free networks [3] have hubs which are high degree nodes that connect a large set of nodes, where the removal of just one of them can result in a significant increase in network diameter. The overall influence of these nodes over the structure of the network is high, since they ensure the low average shortest path between all nodes in the network when compared to random graphs. Based
