High-dimensional optimization problems appear very often in demanding applications. Although evolutionary algorithms constitute a valuable tool for solving such problems, their standard variants exhibit deteriorating performance as dimension increases. In such cases, cooperative approaches have proved to be very useful, since they divide the computational burden to a number of cooperating subpopulations. In contrast, Micro-evolutionary approaches constitute light versions of the original evolutionary algorithms that employ very small populations of just a few individuals to address optimization problems. Unfortunately, this property is usually accompanied by limited efficiency and proneness to get stuck in local minima. In the present work, an approach that combines the basic properties of cooperation and Micro-evolutionary algorithms is presented for the Differential Evolution algorithm. The proposed Cooperative Micro-Differential Evolution approach employs small cooperative subpopulations to detect subcomponents of the original problem solution concurrently. The subcomponents are combined through cooperation of subpopulations to build complete solutions of the problem. The proposed approach is illustrated on high-dimensional instances of five widely used test problems with very promising results. Comparisons with the standard Differential Evolution algorithm are also reported and their statistical significance is analyzed.
INTRODUCTION
Modern applications often involve the solution of complex high-dimensional optimization problems. Evolutionary algorithms have been used widely for solving such problems, especially in cases where the underlying objective functions lack nice mathematical properties such as continuity and differentiability. Usually, the increased dimensionality of the problem poses obstacles on the employed algorithm, reducing its performance significantly. This deficiency is also known as the curse of dimensionality and its alleviation constitutes a subject of ongoing research.
Cooperative Evolutionary Algorithms (CEAs) have proved to be a valuable tool in cases where the standard evolutionary algorithms fail [9] . CEAs consist of a number of cooperative populations that attack low-dimensional subcomponents of the original problem and evolve them concurrently. Cooperation among subpopulations is responsible for bringing together their discoveries and build complete solutions of the original problem. Various cooperative approaches have been proposed and analyzed in literature [2, 8, 9, 13] . A typical example is the Cooperative Coevolutionary Genetic Algorithm (CCGA) of Potter and De Jong [8] , which is based on Genetic Algorithms. Evolution Strategies and Particle Swarm Optimization have also been used as the basic algorithmic elements of cooperative approaches [4, 14, 16] . Recently, two cooperative approaches based on the Differential Evolution (DE) algorithm were proposed [7, 12] . Extensive experimentation has revealed also several deficiencies of cooperative schemes, such as the deteriorating performance in problems with correlated coordinate directions and the introduction of new local minima [8] .
In contrast to CEAs, Micro-Evolutionary Algorithms (Micro-EAs) are instances of the standard evolutionary algorithms with very small population size and ability to handle simple fitness functions. Although Micro-EAs were primarily used for very simple problems and educational purposes, several attempts have been made to use them in demanding applications. For example, Micro-Genetic Algorithms (Micro-GAs), also called Tiny-GAs, have been studied in image processing problems [6] . Recently, Micro-Particle Swarm Optimization was proposed for tackling high-dimensional optimization problems [5] , and a special version of Micro-Differential Evolution (Micro-DE) with oppositionbased operators was used for image thresholding [11] .
The small population size of Micro-EAs limits their ex-ploration capabilities, especially in complex environments. This is usually caused due to the rapid convergence of the population to the most promising detected solutions, which decreases population diversity in early iterations and, consequently, deteriorates efficiency. As a countermeasure, diversity-preserving schemes are usually incorporated in the algorithm, along with proper techniques that prevent convergence to the same solution [5] . The present work combines the main concepts of CEAs and Micro-EAs to produce a Cooperative Micro-Differential Evolution (COMDE) algorithm. To the best of the author's knowledge, this is the first variant of DE that combines these two approaches. The proposed scheme aims at solving highdimensional problems more efficiently than the standard DE algorithm. To achieve this, high-dimensional candidate solutions are divided into low-dimensional subcomponents, and each one is tackled with a small, low-dimensional subpopulation. Information sharing among subpopulations allows the construction of complete solutions for the evaluation of each individual with the original objective function. COMDE is tested against the standard DE algorithm on high-dimensional instances of five widely used test problems from the relative literature.
The remaining of the paper is organized as follows: Section 2 describes the DE algorithm, while Section 3 introduces the COMDE approach. Experimental results are reported and discussed in Section 4, and the paper concludes in Section 5.
DIFFERENTIAL EVOLUTION
The DE algorithm was developed by Storn and Price [10, 15] as a population-based stochastic optimization algorithm for numerical optimization problems. DE utilizes a population:
of N individuals to probe the search space. The population is initialized randomly in the search space, usually following a uniform distribution. Each individual is an n-dimensional vector:
and serves as a candidate solution of the problem at hand. The population is evolved by applying two operators, namely mutation and recombination, which produce new candidate solutions. Then, the old and the new population are merged, and selection takes place to construct a new population that consists of the N best individuals. These operators are applied iteratively until a termination condition is met. The mutation operator produces a new vector, vi, for each individual, xi, i = 1, 2, . . . , N , by combining some of the rest individuals of the population. Different operators have been proposed for this task, with the following constituting the most common ones:
where t denotes the iteration counter; F is a fixed userdefined parameter; g denotes the index of the best individual in the population, i.e., the one with the smallest function value; and ri ∈ {1, 2, . . . , N }, i = 1, 2, . . . , 5, are mutually different randomly selected indices that differ also from the index i. Thus, in order to be able to apply all mutation operators, it must hold that N > 5. All vector operations in Eqs. (1)- (5) are performed componentwise. The five operators will be henceforth denoted as OP1-OP5, respectively. After mutation, a recombination operator is applied on the generated vectors, vi, producing for each one a trial vector:
which is defined as follows:
where j = 1, 2, . . . , n; Rj is the j-th evaluation of a uniform random number generator in the range [0, 1]; CR ∈ [0, 1] is a user-defined crossover constant; and RI(i) is an index randomly selected from the set {1, 2, . . . , n}.
Finally, in the selection phase, the produced trial vectors, ui, are compared against the corresponding individuals, xi, and the best among them comprise the population in the next generation, i.e.:
where f (x) is the objective function under consideration.
THE PROPOSED APPROACH
Micro-DE has the same structure and operations with standard DE. The only difference is the population size, which is typically very small. Thus, although it is recommended to use populations of size up to N = 10n [15] , where n is the problem dimension, Micro-DE uses the smallest possible number of individuals. Taking into consideration the restriction, N > 5, that permits the application of all mutation operators, a population size, N = 6, can be considered a reasonable choice for Micro-DE.
Moreover, Micro-DE is expected to converge rapidly due to the small number of individuals. Usually, the ratio, n/N , is indicative of the difficulty met by an algorithm on a given problem. Small values of this ratio (less than 1) correspond to population with size larger than its dimension. On the other hand, values higher than 1 correspond to problem dimension higher than population size. Empirical evidence suggest that in most cases the higher the ratio is, the harder the problem becomes for the algorithm. Therefore, Micro-DE can be considered as a promising approach in rather low-dimensional problems.
The aforementioned deficiency can be addressed through the proposed COMDE approach, a cooperative scheme for Micro-DE. To put it formally, let, n1, n2, . . . , nK , be K positive integers such that:
where n is the dimension of the original problem. Then, a candidate solution vector of the original problem can be divided into K subcomponents, each one addressed by a Step 2. Initialize buffer vector, M , using a randomly selected individual from each subpopulation.
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Step 15. Print buffer M and f (M ). 300  360  60  600  720  120  900  1080  180  1200  1440  240 different subpopulation, Pi, of size, Ni, and dimension, ni, i = 1, 2, . . . , K. Thus, each subpopulation is assigned the minimization of its corresponding subcomponent, which has strictly smaller dimension than n. The subpopulations work in the same manner as for the original DE algorithm described in Section 2. However, an apparent issue arises regarding the evaluation of individuals with the objective function due to their different dimension. This problem can be addressed by using an information sharing mechanism in the form of a common memory buffer for all subpopulations, where they deposit their best individuals. This buffer is also called context vector and it is defined as an n-dimensional vector, M = (m1, m2, . . . , mn) ⊤ , where each subpopulation deposits its contribution. Hence, if: is the n k -dimensional vector (with n k < n) contributed by the k-th subpopulation, P k , k = 1, 2, . . . , K, then the buffer vector is defined as:
Then, the i-th individual of the j-th subpopulation:
is evaluated using the buffer vector, M , by substituting the components that correspond to the contribution of the j-th population with the actual components of x
i , while the rest components of the buffer remain unaffected, i.e.:
where,
A straightforward choice for the contribution of each subpopulation is its overall best position, i.e., s
g , which results in a buffer that contains all best positions of the sub- 
Therefore, by definition, the buffer constitutes the best position ever attained by the algorithm, i.e., it is the best obtained approximation of the actual minimizer. Instead of the best from each subpopulation, a randomly selected individual could be alternatively used. This scheme would result in a COMDE approach with slower convergence but higher diversity. Clearly, the type of buffer update can affect the convergence properties of the algorithm substantially. Also, in some approaches, a restart of the subpopulations is performed to avoid the rapid diversity loss caused by their small sizes. COMDE does not use restart because DE is a greedy algorithm that stores its best positions in Table 1 , and it is illustrated on high-dimensional instances of widely used benchmark problems in the following Section.
EXPERIMENTAL RESULTS

COMDE was applied on high-dimensional instances of the following widely used test problems:
Test Problem 1 (TP1 -Sphere) [15] . This n-dimensional problem is defined as:
It has a global minimizer, x * = (0, . . . , 0) ⊤ , with f (x * ) = 0.
Test Problem 2 (TP2 -Generalized Rosenbrock) [15] . This n-dimensional problem is defined as:
It has a global minimizer,
Test Problem 3 (TP3 -Rastrigin) [15] . This n-dimensional problem is defined as:
Test Problem 4 (TP4 -Griewank) [15] . This n-dimensional problem is defined as: It has a global minimizer, x * = (0, . . . , 0) ⊤ , with f (x * ) = 0.
Test Problem 5 (TP5 -Ackley) [1] . This n-dimensional problem is defined as:
Each test problem was considered for dimensions, n = 300, 600, 900, and 1200. The corresponding n-dimensional search spaces are reported in Table 2 . COMDE divides candidate solution vectors in K, 5-dimensional subcomponents and uses a subpopulation of 6 individuals on each. Hence, using 98.6% 3.0199e − 11 Reject the notation of Section 3, it follows that n k = 5 and N k = 6 for all k = 1, 2, . . . , K, and K = n/5; therefore, the ratio n k /N k remains smaller than 1 for all subpopulations. For example, in the 600-dimensional case, the problem is divided in 600/5 = 120 subcomponents; thus, 120 subpopulations are used, each consisting of six 5-dimensional individuals. The number of subpopulations, as well as the total number of individuals used per problem dimension are reported in Table 3 . All DE operators, OP1-OP5, defined by Eqs. (1)-(5), were considered in the experiments. A maximum number of 1000 iterations was allowed for each subpopulation in all cases. We must notice that iterations are performed concurrently for all subpopulations. Thus, COMDE has significant parallelization capabilities, since each subpopulation can be assigned to a different processor, while the buffer update can be either synchronous or asynchronous. Regarding the DE parameters, the common setting, F = 0.5, CR = 0.7, was used for all subpopulations. All parameter values are summarized in Table 4 . We must notice that parameters were arbitrarily set to reasonable values without any further finetuning that could enhance the algorithm's performance.
For each test problem, operator, and dimension, 30 independent experiments were performed. At each experiment, the best solution achieved after 1000 iterations was recorded along with its function value. The obtained function values were analyzed statistically, in terms of their mean value and standard deviation averaged over the 30 experiments. For comparison purposes, the experiments were repeated also for the standard DE, using a single population with the same parameters as COMDE. In order to have fair comparisons, the population size of standard DE was set equal to the total number of individuals employed by all subpopulations in COMDE per case. This number is reported in the second column of Table 3 . DE was allowed to perform the same number of iterations as COMDE, and its performance was also statistically analyzed. As a first observation, we can see that COMDE has significantly improved performance for all operators. Especially for OP4 and OP5, there was a tremendous improvement over 90% in three test problems (TP1, TP2, and TP4), while, for the rest problems, their improvement remained the highest among all operators. Remarkable improvement was observed also for the OP2 operator. If we take a closer look at the aforementioned three operators, defined in Eqs. (2), (4), and (5), we will observe that they employ the highest number of randomly selected individuals from the population. Indeed, OP2 consists of one difference vector that combines three randomly selected individuals, in contrast to the similar operator OP1, which also has one difference vector but with two randomly selected individuals. Similarly, both OP4 and OP5 consist of two difference vectors, involving four and five randomly selected individuals, respectively, while OP3, which also uses two difference vectors, involves only two randomly selected individuals. This indicates the increasingly beneficial effect of COMDE when the number of involved randomly selected individuals in the operators is increased.
As a second observation, we see that the two most benefited operators, OP4 and OP5, of COMDE also exhibit the highest overall performance in all test problems and dimensions, in terms of the reported mean values. Indeed, OP4 is the best for all dimensions in TP2 and TP4, while the same holds for OP5 in TP3 and TP5. Only in TP1, OP5 was the best among all operators for the 300-dimensional case, while OP4 was the best for all other dimensions. This verifies the instrumental contribution of the COMDE approach to these operators. 
