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Abstract
Disease-gene prediction (DGP) refers to the com-
putational challenge of predicting associations
between genes and diseases. Effective solutions
to the DGP problem have the potential to acceler-
ate the therapeutic development pipeline at early
stages via efficient prioritization of candidate
genes for various diseases. In this work, we intro-
duce the variational graph auto-encoder (VGAE)
as a promising unsupervised approach for learn-
ing powerful latent embeddings in disease-gene
networks that can be used for the DGP problem,
the first approach using a generative model in-
volving graph neural networks (GNNs). In addi-
tion to introducing the VGAE as a promising ap-
proach to the DGP problem, we further propose
an extension (constrained-VGAE or C-VGAE)
which adapts the learning algorithm for link pre-
diction between two distinct node types in het-
erogeneous graphs. We evaluate and demon-
strate the effectiveness of the VGAE on gen-
eral link prediction in a disease-gene association
network and the C-VGAE on disease-gene pre-
diction in the same network, using popular ran-
dom walk driven methods as baselines. While
the methodology presented demonstrates poten-
tial solely based on utilizing the topology of a
disease-gene association network, it can be fur-
ther enhanced and explored through the integra-
tion of additional biological networks such as
gene/protein interaction networks and additional
biological features pertaining to the diseases and
genes represented in the disease-gene association
network.
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1. Introduction
1.1. Disease-Gene Networks
In recent years, advances in technologies that allow
for rapid acquisition and processing of biological data
have increased tremendously, leading to an explosion of
“omics” data, including genomics (pertaining to genetic
sequences of DNA or RNA) and proteomics (pertain-
ing to proteins, which are encoded through the expres-
sion of various genes) (Akula et al., 2009) (Kodama et al.,
2011) (Gomez-Cabrero et al., 2014). Computational meth-
ods to process this vast set of data have also emerged
as key drivers of growth in the field by uncovering as-
sociations between diseases and genes that can subse-
quently be validated through techniques in molecular bi-
ology (Quackenbush, 2001) (Cordell, 2009). The associa-
tions that have been validated form a disease-gene associa-
tion network.
1.2. The Disease-Gene Prediction Problem
Disease-gene networks can be utilized by methodologies
for prediction of the association between genes and dis-
eases, tackling a computational challenge known as the
disease-gene prediction (DGP) problem. There is signif-
icant interest in the DGP problem, as the genetic associ-
ations for many diseases are unknown and current tech-
niques to validate associations between genes and diseases
are both expensive and time-intensive, even with the adop-
tion of next-generation sequencing technologies that have
accelerated the process (Piro & Di Cunto, 2012). The net-
work is characterized by an absence of explicit knowl-
edge, allowing us to only categorize relationships as un-
known or positive rather than directly categorize negative
labels as with many other standard prediction problems
(Madeddu et al., 2019) (Venkatesan et al., 2009). From the
perspective of therapeutics, many pharmaceutical solutions
depend on specific protein or gene targets that have an es-
tablished relationship with a particular disease. Once this
relationship has been established, additional work is done
to illuminate details of the biochemical pathways that gov-
ern a given association, which provides more insight on
drug design.
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1.3. Related Work
Given the clinical relevance of the DGP problem, there
has been significant interest in developing computational
methodologies to tackle the problem over the past several
years. The approaches can be categorized into three domi-
nant classes: linkage methods, module-based methods, and
diffusion methods (Baraba´si, 2011). Very recently, repre-
sentation learning has emerged as a class of approaches to
tackle the problem.
The foundation of linkage methods is built on the com-
bination of candidate gene identification through network
community analysis, knowledge of chromosomal locations
of the candidate genes, and knowledge of certain disease
loci (regions of the genome that are likely to be associated
with a particular disease). In (Oti et al., 2006), candidate
genes are identified through the analysis of a protein in-
teraction network. Candidate genes are characterized by
having an interaction with another gene (via corresponding
proteins) known to have an association with a particular
disease. From this perspective, a gene can qualify as a can-
didate if and only if it interacts with another gene that is
known to have an association with the disease of interest,
inherently limiting the scope of the search for candidate
genes.
Module-based methods are built on the concept that bi-
ological networks can be divided into modules or neigh-
borhoods, which are roughly characterized by topological
proximity. Candidate genes for a particular disease are as-
sumed to belong to the same module as other genes that are
known to be linked to that same disease. From the van-
tage point of pure network analysis, such a task can be
framed as a community detection problem however, em-
pirical analysis shows that genes/proteins that are associ-
ated with a particular disease do not always form dense
subgraphs, although they may signify areas of functional
similarity (Ghiassian et al., 2015).
Diffusion methods start with a set of seed genes which are
known to be associated with a disease, however rather than
computing a connectivity significance for each candidate
gene in the network, random walk methods are used to find
novel candidate genes (Vanunu et al., 2010) (Ko¨hler et al.,
2008) (Wu et al., 2008) (Li & Patra, 2010) (Leiserson et al.,
2015).
In addition to the three traditional classes of approaches
for tackling the DGP problem, representation learning ap-
proaches have recently emerged, which are focused on us-
ing graph-basedmethods to learn feature representations of
nodes in relevant biological networks, often coupled with
machine learning to identify candidate genes. A recent
technique under this category is Random Watcher-Walker
(RW2), which jointly learns functional and connectivity pat-
terns of proteins in a larger biological network containing
protein-protein interactions (Madeddu et al., 2019). An-
other recent approach has established graph convolutional
networks (GCNs) as a tool for tackling the DGP problem
by combining information from the network topology and
biologically relevant node features (Li et al., 2019).
2. Methods
2.1. Dataset
The disease-gene association network from the Stanford
Biomedical Network Dataset Collection, which contains
7813 nodes in total (7294 genes, 519 diseases) is used
to evaluate methods for the DGP problem. The disease-
gene associations that comprise this network are collected
from the Online Mendelian Inheritance in Man (OMIM)
database, the Comparative Toxicogenomics Database (up-
dated 2017), the DisGeNET dataset, a comprehensive plat-
form integrating information on human disease-associated
genes and variants, and MINER, a gigascale multimodal bi-
ological network developed by the Stanford SNAP group
(Amberger et al., 2014) (Davis et al., 2016) (Pin˜ero et al.,
2016).
2.2. The Variational Graph Auto-Encoder (Standard)
We describe the variational graph auto-encoder:
(Kipf & Welling, 2016)
Definitions: We are given an undirected, unweighted graph
G = (V, E) whereV is the set of vertices and E is the set
of edges. We haveN = | V | nodes. The adjacency matrix
of G is A (with the assumption that each node shares an
edge with itself, thus the diagonal elements of A are 1). We
introduce D to be the degree matrix of G. We introduce
stochastic latent variables zi which can be characterized in
an N × F matrix Z. Node features are characterized by a
N × D matrix X.
Inference Model: We can frame the adjacency matrix re-
construction problem as a simple inference model, charac-
terized by a two-layer GCN:
q(Z | X,A) =
N∏
i=1
q(zi | X,A) (1)
with q(zi) = N (zi | µi, diag(σ
2
i
))
In this case, µ = GCNµ(X, A) is the matrix of mean vec-
tors µi; whereas log(σ) = GCNσ(X, A). We define the
two-layer GCN as GCN(X,A) = A˜ReLU(A˜XW0)W1, with
weight matricesWi .
GCNµ(X A) and GCNσ(X A) share the parameters in
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the first layer defined by W0. ReLU(n) = max(0,n) and
A˜ = D−
1
2AD−
1
2 is the symmetrically normalized adjacency
matrix.
Generative Model: We view the generative model as the
reconstruction of the adjacency matrix from the latent vari-
ables obtained in the inference model outlined above. We
use the inner product between the latent variable representa-
tions for two nodes to predict the presence of an association
p(A | Z) =
N∏
i=1
N∏
j=1
p(Aij | zi , zj ) (2)
with p(Aij = 1 | zi , zj ) = σ(z
⊤
i
zj )
We define Aij to be the elements of A and σ to be the sig-
moid function.
Learning: We optimize the variational lower boundL w.r.t.
to the parametersWi
L = Eq(Z |X,A)[logp(A | Z)]−KL[q(Z | X,A) | | p(Z)] (3)
K L[q | | p] represents the Kullback-Leibler divergence be-
tween q and p. We use a Gaussian prior p(Z) =
∏
i p(zi)
=
∏
i N (zi | 0, I). Gradient-based optimization such as
batch or stochastic gradient descent is typically performed,
and the reparametrization trick is utilized to allow for
backpropagation on stochastic nodes of the architecture
(Kingma & Welling, 2013). For a graph in which the nodes
do not have features, we replace X with the identity matrix
in the GCN.
2.3. A Constrained VGAE for Specific Link Prediction
in Heterogeneous Graphs
The learning algorithm outlined in the standard VGAE does
not focus on learning relationships specifically between dis-
tinct node types, optimizing for the reconstruction of the en-
tire adjacency matrix given the latent representations that
are stochastically derived from the GCN. While the opti-
mization of the reconstruction of the entire adjacency ma-
trix is intuitive in cases in which there is no desire to specif-
ically learn the connectivity between two distinct classes of
nodes, it is not intuitive in the case of disease-gene predic-
tion in which we desire to specifically learn disease-gene
relationships. Moreover, the method is not optimized for
link prediction in heterogeneous graphs in which the desire
is to learn associations between particular classes of nodes.
In the case in which test edges are solely selected between
the distinct node types of interest, the objective function to
be optimized does not align with the prediction task.
In order to adapt the standard VGAE for the specific link
prediction task in a heterogeneous graph, the following ex-
tension to the methodology in introduced:
We assume the same setup as the standard VGAE. In graph
G however, the nodes in V can be split into V0 and V1,
which represent the distinct node types (diseases and genes
in the case of the DGP). Let the size of V0 = A and the
size ofV1 = B. Given thatV0 +V1 =V, we get that A +
B = N . We define A∗ to be a submatrix of the original ad-
jacency matrix that solely represents edges between nodes
in V0 and nodes in V1. A
∗ has dimensions A × B and
correspond to the Cartesian product between V0 and V1.
Collectively, the elements of A∗ capture all the possible in-
teractions between the two sets of nodes, and ignore any
other relationships characterized in the original adjacency
matrix A.
Given this formulation of A∗, we adjust the learning
paradigm of the standard VGAE as follows by altering the
objective to be optimized
L = Eq(Z |X,A)[logp(A
∗ | Z)] − KL[q(Z | X,A) | | p(Z)]
(4)
Rather than optimizing for the reconstruction of A given
latent variables Z, we specifically optimize for the recon-
struction of A∗ given Z, which causes the algorithm to
focus on learning the relationships between nodes in V0
and V1. The adjacency matrices of heterogeneous graphs
can be decomposed in submatrices representing the inter-
actions of interest, giving rise to this adaptation to the op-
timization process. Due to the reduced reconstruction loss
and the unchanged KL divergence term, it may be desirable
to reweight the balance between the two terms in the loss
function. Although the adjacency matrix reconstruction is
reduced in scope, the structure of the GCN encoder does
not change, allowing the embeddings to be derived from
information collected throughout the entire network.
2.4. Evaluation
Two sets of experiments are performed, with one involving
the standard VGAE for general link prediction (not con-
fined to solely predicting disease-gene associations), and
the other solely focusing on disease-gene prediction, in
which case the C-VGAE is used. Both DeepWalk and
node2vec are demonstrated as baselines, due to their strong
performance on benchmark link prediction tasks and sim-
ilarity in methodology to many previous approaches for
the DGP problem, utilizing random walks to collect rel-
evant information from the network (Perozzi et al., 2014)
(Grover & Leskovec, 2016). DeepWalk and node2vec al-
gorithms are set to create embeddingswith 128 dimensions,
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utilizing an inner product decoder with a sigmoid function
to produce the final link predictions. For both DeepWalk
and node2vec, the number of walks is 10, the length of
each walk is 80, and the window size is 10. For node2vec,
the p and q parameter values are set to 1.
Both the VGAE and C-VGAE utilize a GCN with 200
nodes in the hidden layer and 20 nodes in the output layer,
using dropout as a regularization method with a keep prob-
ability of 0.5. The Adam optimizer is used in both models
with a learning rate of 0.05, and trained for 2 iterations.
80% of the edges are used for training, with 10% in a val-
idation set for parameter tuning and 10% in a test set to
evaluate final metrics. We report area under the ROC curve
(AUC) and average precision (AP) scores for each model
on the test set. The mean and standard error for 10 runs of
each experiment are displayed.
3. Results and Discussion
Table 1. Performance on General Link Prediction in Disease-
Gene Association Network
METHOD AUC AP
DEEPWALK 79.5± 7.30 81.4± 7.31
NODE2VEC 79.6± 5.40 79.2± 4.68
VGAE 84.4± 1.65 86.4± 1.39
Table 2. Performance on Disease-Gene Prediction in Disease-
Gene Association Network
METHOD AUC AP
DEEPWALK 78.5± 2.25 77.4± 2.51
NODE2VEC 86.0± 1.98 84.6± 2.36
C-VGAE 90.8± 1.72 91.3± 1.69
In both sets of experiments as seen in Table 1 and 2, the
VGAE and C-VGAE outperform DeepWalk and node2vec,
two popular link predictionmethods that are driven through
random walks in the network, similar to many proposed
diffusion methods for the DGP. These results demon-
strate the potential for a generative graph neural network
driven methodology via the VGAE to capture powerful la-
tent structure that can be used for link prediction tasks
in disease-gene networks. The C-VGAE implementa-
tion demonstrates promise as a modification of standard
VGAEs for specific link prediction tasks in heterogeneous
graphs, which are extremely common in real-world set-
tings.
Since the space of latent embeddings for nodes in the net-
work is stochastic, the VGAE can fundamentally be viewed
as a generative model as new reconstructions of the adja-
cency matrix (corresponding to new link predictions) can
be performed by resampling latent node representations.
This generative nature can be utilized in the DGP problem
to create and analyzemultiple sets of predictionswhich pro-
vide a more comprehensive view of the interactions that
may occur in the network. Obtaining multiple sets of pre-
dictions via resampling latent node representations may
also lead to developing a more rigorous notion of confi-
dence for each of the predicted associations.
Compared to linkage methods for the DGP problem, this
methodology harnessing graph neural networks is not lim-
ited by incomplete knowledge of disease-associated ge-
nomic loci. Compared to module-based methods, candi-
date genes detected in a graph neural network approach are
not confined to specific modules in the network, leading
to more flexibility, especially since it has been shown that
genes associated with a disease don’t always form dense
subgraphs. With the results and methodology presented
as a baseline, future work involving integration with other
datasets including gene/protein interaction networks, and
gene/disease features looks promising, especially since the
outlined approach has the flexibility to seamlessly integrate
such features compared to other approaches. In addition to
integration with other data sources, more experimentation
on comparisons with existing approaches will be insight-
ful. For computational methodologies focused on disease-
gene prediction such as the one presented in this paper, in-
tegrating gene ontology (GO) analysis may additionally be
a useful tool for the validation of predicted associations
(Zheng & Wang, 2008).
4. Conclusion
In conclusion, we present a probabilistic generative ap-
proach involving graph neural networks for link prediction
on disease-gene networks via the VGAE, and more specif-
ically disease-gene prediction. We demonstrate its poten-
tial against popular link prediction methods which harness
random walks on a recently published disease-gene associ-
ation network. We further present the C-VGAE as an ex-
tension to the standard VGAE that demonstrates promise
for specific link prediction tasks in heterogeneous graphs.
With the C-VGAE, we present a foundation for adapta-
tions of unsupervised graph neural network methods to spe-
cific types of link prediction tasks in heterogeneous graphs,
which are prevalent in real-world link prediction problems.
As graph neural network approaches continue to develop,
it is clear their application in the domain of biological sci-
ences will be critical. The work presented takes a step
towards bridging the gap between graph neural network
driven methods and computational challenges in biological
sciences, while proposing a more generalizable extension
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to the VGAE for specific link prediction in heterogeneous
graphs.
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