If the turbo coding scheme is extended with an outer BCH code correcting a few bit errors, the error floor can be lowered significantly. This is illustrated with an example mainly relating to deep space communication.
Calculation of upper bounds:
In [4] it is shown how upper bounds to the performance of the turbo coding scheme can be calculated based upon the weight enumerator polynomial for the block code obtained by truncating the component code to the interleaver length where is the number of codewords with input weight w and output weight j.
(Notice that this definition is a little different from the one in [4] , since we do not imply systematic codes). The calculation can not be performed for a specific interleaver, but for the uniform interleaver, i.e. the ensemble of all interleavers, defined as a probalistic device that maps a given input sequence of length N and weight w into all distinct permutations of it with equal probability .
The weight enumerator of the component code is easily found by iterative multiplication with the transition matrix as shown in [5] . Let < be the memory of the code. The transition matrix is then defined as the matrix representation of the transition from state i to state j. W(i,j), i,j=0,1, ... 2 -1 where W(i,j) is 0 for the impossible transitions and given as the These results apply to non-punctured component codes, but can easily be modified to punctured component codes.
The weight enumerator for the complete turbo coding scheme is found as
Now the bit error rate can be bounded for the AWGN channel with found in [6] , where Q is the Gaussian integral function
The bound is calculated for an example with component code N=10,000, and verified with simulations. The results are shown in Fig. 1 . For the very low signal to noise ratios the main problem, leading to the poor performance, is lack of convergence in the iterated decoding process. In this case we might still benefit from more iteration but we expect the gain in using more than 32 iterations to be very small. In this region the performance does not correspond to the calculated bound for the code, since the decoding is certainly suboptimal. For higher SNR we reach an "error floor" corresponding to the calculated bound. Notice however that the simulations are performed with specific interleavers and may differ from the bound calculated with the ensemble of all interleavers.
The extended turbo scheme: In applications where the "error floor" is a problem an effective solution will be to concatenate the complete turbo coding scheme with an outer algebraic code, thereby removing the low weight words. An additional feature with the outer algebraic code is the reliable detection of uncorrectable frames.
A distinguished feature of the turbo coding scheme is the use of the recursive systematic convolutional encoders. The main reason to use this form of the encoder is not the systematic property, but the recursive structure giving a different mapping of the information patterns to the codewords. Most important is the fact that a single one will
give an encoded word of infinite weight. This is in fact the reason to use these encoders, since a single one will propagate through any interleaver as a single one. The upper bound can easily be calculated for the system with an outer BCH code correcting T bit errors
Notice that we of course get a decreased E /N due to the rate of the outer code.
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We will use a BCH code based on 16 bit symbols shortened to the current interleaver size.
The number of parity bits is 16@T and the rate is (N-16@T)/N. The calculation for BCH codes with T in the range 2 to 5 is also shown in Fig. 1 . It is seen that a small T (i.e. [4] [5] [6] is sufficient to get very low BER for the bounds. Simulations were made for a number of different random interleavers. The number of error events observed with more than general slightly above the upper bounds. This is the case since the decoding is not maximum likelihood. In several cases we saw that the distance from the decoded word to the received word exceeds the distance from the transmitted word to the received. In a few of these cases we may still benefit from more iterations, but in most cases the decoder has actually located a codeword. Due to this effect the importance of the upper bounds is of course less significant, still the bounds provide a useful estimate of the performance.
An increased error correcting capability of the BCH code will compensate for the non ML decoding, also the probability of undectected errors will decrease with increasing T.
With T=8 the penalty in SNR is only 0.06 dB and the example will be operating close to 0.0 dB. The probability of undetected errors with this outer code is about 10 . N=10,000.
