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Resumo
Neste trabalho investiga-se o uso de aproximantes de Pade´ (AP) para filtrar soluc¸o˜es
de equac¸o˜es diferenciais obtidas por me´todos espectrais. A ideia chave de usar AP para
filtrar soluc¸o˜es espectrais e´ aproveitar as propriedades dos AP, nomeadamente: acelerar a
convergeˆncia das somas parciais de se´ries, permitem estimar singularidades usando para
o efeito os po´los dos AP e alargam o domı´nio de convergeˆncia de se´ries.
No primeiro cap´ıtulo comec¸amos por descrever resumidamente a teoria que envolve
as diferentes formulac¸o˜es dos me´todos espectrais e desenvolvemos novos procedimentos
que permitem estabilizar numericamente os me´todos espectrais. Deste modo altera´mos
o algoritmo usado por E. L. Ortiz e H. Samara no ca´lculo de soluc¸o˜es Tau de forma a
evitar transformac¸o˜es de semelhanc¸a. Ale´m disso modifica´mos os algoritmos de colocac¸a˜o-
Galerkin proposto por J. P. Boyd, para equac¸o˜es diferenciais ordina´rias e para equac¸o˜es
em derivadas parciais, de modo a ser poss´ıvel aplicar o me´todo de filtragem referido neste
trabalho.
O segundo cap´ıtulo e´ dedicado ao estudo dos AP de se´ries unidimensionais. Resumi-
mos a teoria da AP de se´ries de poteˆncias e de se´ries de polino´mios ortogonais. Tendo em
conta as dificuldades inerentes ao ca´lculo de AP precisos, damos especial eˆnfase a` com-
ponente nume´rica do ca´lculo destes aproximantes. Para superarmos parcialmente estas
dificuldades, com AP de se´ries ortogonais, seguimos uma abordagem similar ao conceito
de AP robustos de se´ries de poteˆncias introduzidos por P. Gonnet, S. Guttel e L. N.
Trefethen. Tendo em vista estimar singularidades, no caso de AP de se´ries de Chebyshev
(ACP) e de se´ries de Legendre (ALP), foram deduzidas relac¸o˜es que permitem o ca´lculo
de po´los de AP do tipo (p, 1), para AP de se´ries de famı´lias de polino´mios ortogonais que
satisfazem a condic¸a˜o de Sze¨go, e do tipo (p, 2), para ACP. O uso destas relac¸o˜es permite
estimar singularidades sem ser necessa´rio recorrer ao ca´lculo de AP.
No terceiro cap´ıtulo apresentamos os resultados obtidos na filtragem de soluc¸o˜es es-
pectrais de equac¸o˜es diferenciais ordina´rias r´ıgidas (stiff). Nas concluso˜es estabelecemos
algumas regras heur´ısticas a ter em conta na aplicac¸a˜o deste me´todo de filtragem.
O quarto cap´ıtulo e´ dedicado a` filtragem de soluc¸a˜o espectrais de equac¸o˜es em deri-
vadas parciais, em duas varia´veis, via AP bidimensional. Comec¸amos por descrever as
dificuldades obtidas quando passamos da AP unidimensional para a AP multidimensi-
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onal. Introduzimos as va´rias abordagens de AP multidimensional, tanto para se´ries de
poteˆncias como se´ries de polino´mios ortogonais. Implementa´mos o algoritmo sugerido
por A.C. Matos para o ca´lculo ACP bidimensionais nested e fornecemos algoritmos que
permitem o ca´lculo de alguns ACP bidimensionais provenientes de equac¸o˜es definidas por
reticulados. Nomeadamente os ACP bidimensionais mistos e os ACP bidimensionais “ho-
moge´neos” do tipo I e do tipo II. Finalmente apresentamos va´rios exemplos onde usa´mos
estes ACP para filtrar soluc¸o˜es espectrais da equac¸a˜o de Poisson a duas varia´veis.
Ao longo deste trabalho iremos usar, por uma questa˜o de simplicidade, indistintamente
as abreviaturas AP, ACP e ALP para referir aproximante ou aproximac¸a˜o (e respectivos
plurais) de Pade´, de Chebyshev Pade´ e de Legendre Pade´ respetivamente. Pensamos que
o significado destas abreviaturas ficara´ claro no contexto em que sa˜o usadas.
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Abstract
In this work we study the use of Pade´ approximants (PA) to filter solutions of differen-
tial equations obtained by spectral methods. The key idea to use PA as filters of spectral
solutions is to take advantage of the properties of PA. More specifically, PA increase the
rate of convergence of the series’ partial sums, the poles of PA are good estimates of
singularities and PA extend the domain of convergence of the series.
In the first chapter we start describing the theory involved in the different formulation
of spectral methods and we develop new procedures that allow us to numerically stabilize
the spectral methods. To this end we have modified the algorithm of the Tau method,
proposed by E. L. Ortiz and H. Samara, in order to avoid the use of similarity transforma-
tions. Furthermore we have also modified the scheme of collocation-Galerkin, proposed
by J. P. Boyd, in order to make possible for it to be applied in our filtering.
The second chapter, is dedicated to the study of PA of unidimensional series. Here we
outline the theory of PA from power series and from orthogonal polynomials’ series. In
view of the difficulty of the numerical computation of precise PA, we give special emphasis
to the numerical computation of these PA. In order to overcome, partially, the difficulties
with the computation of PA of orthogonal polynomials’ series we follow a similar approach
to the concept of robust PA of power series introduced by P. Gonnet, S. Guttel and
L. N. Trefethen. Having in mind the estimation of singularities of functions given by
Chebyshev (ACP) and Legendre (ALP) series, we have deduced some relations that allow
the computation of poles of PA of type (p, 1) for families orthogonal polynomials that
satisfy the Sze¨go condition as well as the computation of poles of PA of type (p, 2) for
ACP. The use of these relations allows the estimation of singularities without the actual
computation of the PA.
In the third chapter we present the results obtained by applying the filtering method
to stiff ordinary differential equations. In the last section we give some heuristic rules to
take into account when applying this filtering method.
The fourth chapter is dedicated to the filtering of spectral solutions of partial dif-
ferential equations in two variables using bidimensional PA. We start by describing the
difficulties when we move from unidimensional PA to multidimensional PA. We intro-
duce several approaches to multidimensional PA, both for power series and for orthogonal
viii
polynomials. We have implemented the algorithm suggested by A. C. Matos for the com-
putation of bidimensional nested ACP and we provide algorithms for the computation of
some bidimensional ACP arising form equations defined by lattices, namely for mixed bi-
dimensional ACP as well as for homogeneous bidimensional ACP of types I and of type II.
Finally we exhibit several examples where we used these ACP to filter spectral solutions
of Poisson’s equation in two variables.
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Re´sume´
Dans ce manuscrit on s’inte´resse a` l’utilisation des Approximants de Pade´ (AP) pour
filtrer les solutions d’e´quations diffe´rentielles obtenues par des me´thodes spectrales. L’ide´e
cle´ dans l’utilisation des AP pour filtrer les solutions spectrales consiste a` profiter des
proprie´te´s des AP, notamment le fait que les AP acce´le`rent la convergence des som-
mes partielles de se´ries, permettent d’estimer des singularite´s en utilisant les poˆles des
AP et e´largissent le domaine de convergence des se´ries. Dans le premier chapitre nous
commenc¸ons par de´crire d’une forme re´sume´e la the´orie des diffe´rentes formulations
des me´thodes spectrales et nous de´veloppons des proce´de´s qui permettent de stabiliser
nume´riquement les me´thodes spectrales. On change ainsi l’algorithme utilise´ par E.L.
Ortiz et H. Samara pour le calcul de solutions Tau de fac¸on a` e´viter les transforma-
tions d’e´quivalence. Nous avons aussi modifie´ les algorithmes de collocation Galerkin
propose´s par J.P. Boyd, aussi bien pour les e´quations diffe´rentielles ordinaires que pour
les e´quations aux de´rive´es partielles, de fac¸on a` ce que l’on puisse appliquer la me´thode
de filtrage de´veloppe´e dans ce travail. Le deuxie`me chapitre est de´die´ a` l’e´tude des AP
de se´ries unidimensionnelles. On re´sume la the´orie des AP pour des se´ries de puissances
et des se´ries de polynoˆmes orthogonaux. E´tant donne´ les difficulte´s dans le calcul des AP
avec pre´cision e´leve´e, on s’inte´resse spe´cialement a` la composante nume´rique du calcul
de ces approximants. Pour de´passer partiellement ces difficulte´s, avec les AP pour se´ries
orthogonales, on suit une me´thode similaire au concept de AP robustes introduits pour les
se´ries orthogonales par P. Gonnet, S. Guttel et L.N. Trefethen. Dans le but d’estimer des
singularite´s dans le cas de se´ries de Tchebyshev (ACP) et de se´ries de Legendre (ALP),
nous avons de´duit des relations qui permettent le calcul des poˆles de AP de tipe (p, 1)
pour des AP de se´ries de familles de polynoˆmes orthogonaux qui ve´rifient la condition de
Sze¨go, et de type (p, 2) pour ACP. L’utilisation de ces formules permet d’estimer des sin-
gularite´s sans qu’il soit ne´cessaire de recourir au calcul des AP Dans le troisie`me chapitre
nous pre´sentons les re´sultats obtenus dans le filtrage de solutions spectrales d’e´quations
diffe´rentielles ordinaires avec rigidite´ (stiff). Dans les conclusions nous e´tablissons quel-
ques re`gles heuristiques qui doivent eˆtre ve´rifie´es dans l’application de cette me´thode. Le
quatrie`me chapitre est de´die´ au filtrage de solutions spectrales d’e´quations aux de´rive´es
partielles a` deux variables, via AP bidimensionnels. Nous commenc¸ons par de´crire les
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difficulte´s obtenues quand on passe de l’approximation unidimensionnelle a` multidimen-
sionnelle. Nous introduisons les diffe´rentes approches de AP multidimensionnelle, aussi
bien pour les se´ries de puissances que pour les se´ries de polynoˆmes orthogonaux. Nous
avons imple´mente´ l’algorithme sugge´re´ par A. C. Matos pour le calcul ACP bidimension-
nels ≪ nested ≫ et nous avons fourni des algorithmes qui permettent le calcul de quelques
ACP bidimensionnels provenant d’e´quations de´finies par des re´ticule´s. Notamment les
ACP bidimensionnels mixtes et les ACP bidimensionnels homoge`nes de type I et de type
II. Ensuite nous pre´sentons diffe´rents exemples ou` nous avons utilise´ ces ACP pour fil-
trer des solutions spectrales de l’e´quation de Poisson a` deux variables. Tout le long de
ce travail nous utiliserons, pour une question de simplicite´, les abre´viations AP, ACP,
et ALP pour repre´senter approximation ou approximant de Pade´, Chebyshev-Pade´ ou
Legendre-Pade´ respectivement. La signification deviendra claire dans le contexte ou` c’est
utilise´e.
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Cap´ıtulo 1
Me´todos Espectrais
Os me´todos espectrais permitem encontrar aproximantes de soluc¸o˜es de equac¸o˜es di-
ferenciais. As componentes chave na formulac¸a˜o de um me´todo espectral sa˜o: a escolha
das func¸o˜es base e a escolha das func¸o˜es teste (tambe´m conhecidas por func¸o˜es peso). As
func¸o˜es tentativa sa˜o combinac¸o˜es lineares de func¸o˜es base e representam uma aproxima-
c¸a˜o da soluc¸a˜o exata da equac¸a˜o diferencial. As func¸o˜es teste sa˜o usadas para assegurar
que a func¸a˜o tentativa satisfac¸a a equac¸a˜o diferencial, e eventualmente as condic¸o˜es su-
plementares, da forma mais exata poss´ıvel. Traduz-se esta condic¸a˜o por uma forma de
minimizac¸a˜o do res´ıduo relativamente a uma norma adequada, resultante de usarmos ex-
panso˜es truncadas em vez da soluc¸a˜o exata. Por esta raza˜o os me´todos espectrais podem
ser vistos como casos especiais dos me´todos dos res´ıduos ponderados [FS66]. Por outro
lado, os me´todos espectrais sa˜o um caso especial dos me´todos de Galerkin-Petrov [ZC67],
dado que o res´ıduo satisfaz uma condic¸a˜o de ortogonalidade relativamente a`s func¸o˜es peso.
Existem essencialmente treˆs abordagens na construc¸a˜o de um me´todo espectral, no-
meadamente, me´todo de Galerkin, me´todo de colocac¸a˜o e me´todo Tau. Na abordagem
de Galerkin as func¸o˜es teste sa˜o iguais a`s func¸o˜es tentativa e satisfazem individualmente
algumas ou todas as condic¸o˜es suplementares. Exigimos, nesta abordagem, que o integral
do produto do res´ıduo com cada func¸a˜o teste seja nulo. Na abordagem de colocac¸a˜o
as func¸o˜es teste sa˜o translac¸o˜es da func¸a˜o delta de Dirac centradas em certos pontos,
chamados pontos de colocac¸a˜o. Na abordagem do me´todo Tau, as func¸o˜es teste na˜o
necessitam de satisfazer individualmente as condic¸o˜es suplementares pelo que e´ necessa´rio
acrescentar um conjunto de equac¸o˜es por forma a que as aproximac¸o˜es satisfac¸am as
condic¸o˜es suplementares.
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1.1 Formulac¸a˜o de aproximac¸o˜es espectrais de pro-
blemas lineares estaciona´rios
Seja Ω um subconjunto aberto e limitado de Rn com fronteira ∂Ω de classe C∞ aos
pedac¸os. Pretendemos encontrar uma aproximac¸a˜o da soluc¸a˜o do problema com condic¸o˜es
fronteira
L u = f, em Ω, (1.1)
Bu = 0, em ∂Ωb, (1.2)
onde L e´ um operador diferencial linear, e B e´ um conjunto de funcionais lineares que
traduzem as condic¸o˜es fronteira do problema definidos num conjunto ∂Ωb onde, ∂Ωb ⊂ ∂Ω.
Assumimos que existe um espac¸o de Hilbert X tal que L e´ um operador na˜o limitado em
X. Representamos por (∗, ∗) o produto interno definido em X, e a sua norma associada
por ||∗||. Frequentemente tem-seX = L2w(Ω), onde L2w(Ω) representa o espac¸o das func¸o˜es
mensura´veis tais que
∫
Ω
|f |2w <∞ e w e´ a uma func¸a˜o peso adequada (B.2). O domı´nio
de L e´ D(L ) ⊂ X definido por
D(L ) = {f ∈ X | L f ∈ X}
E´ suposto igualmente que D(L ) e´ um subespac¸o denso em X.
Exemplo 1.1.1. [CHQZ07] Considerando o operador L = − d
2
dx2
, no intervalo Ω =
]− 1, 1[. Tomando para func¸a˜o w a func¸a˜o peso de Legendre w(x) = 1 ou a func¸a˜o peso
de Chebyshev w(x) = (1−x2)− 12 , enta˜oX = L2w(]−1, 1[) = {f :]− 1, 1[→ R | (f, f) <∞},
com (f, g) =
∫ 1
−1 fgwdx. Enta˜o L e´ um operador na˜o limitado cujo domı´nio e´
D(L ) =
{
f ∈ C1(]− 1, 1[) | d
2f
dx2
∈ L2w(]− 1, 1[)
}
,
onde se considera a derivac¸a˜o fraca (B.3).
Assumimos que os operadores funcionais que representam as condic¸o˜es fronteira fazem
sentido quando aplicados a todas as func¸o˜es de D(L ). Restringimos o domı´nio de L ao
subespac¸o DB(L ) de D(L ) definido por
DB(L ) = {f ∈ D(L ) | Bf = 0 em ∂Ωb} ,
que assumimos ser igualmente denso em X. Logo consideramos o operador L a actuar
entre DB(L ) e X
L : DB(L ) ⊂ X −→ X,
e podemos escrever o problema (1.1), (1.2) da forma
L u = f,
u ∈ DB(L ),
(1.3)
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para f ∈ X, onde a igualdade e´ entre duas func¸o˜es (equivalentes) em X.
No exemplo anterior o operador L pode ser complementado, por exemplo, ou com uma
condic¸a˜o fronteira de Dirichlet, Bu ≡ u(±1) = 0, ou com condic¸o˜es fronteira de Neumann,
Bu ≡ u′(±1) = 0. Em ambos os casos as condic¸o˜es fronteira fazem sentido, dado que
as func¸o˜es em DB(L ) teˆm primeira derivada cont´ınua. A densidade de DB(L ) em
L2w(]−1, 1[) e´ uma consequeˆncia da densidade de C∞(]−1, 1[) em L2w(]−1, 1[) [CHQZ07].
A primeira equac¸a˜o em (1.3) pode escrever-se da forma equivalente
(L u, v) = (f, v), ∀v ∈ X. (1.4)
O primeiro membro (1.4) e´ uma forma bilinear em DB(L ) ×X e sera´ representada por
a(u, v). De forma semelhante o segundo membro de (1.4) e´ uma forma linear em X e sera´
representada por F (v). Enta˜o o problema (1.3) pode escrever-se na forma
a(u, v) = F (v), ∀v ∈ X,
u ∈ DB(L ).
(1.5)
A forma bilinear pode ser definida por uma expressa˜o equivalente definida num espac¸o
W × V que e´ mais apropriado para mostrar que o problema (1.3) e´ bem definido e para
definir uma aproximac¸a˜o nume´rica. O espac¸o W conte´m func¸o˜es menos regulares que
as func¸o˜es de DB(L ), enquanto o espac¸o V conte´m func¸o˜es mais regulares do que as
func¸o˜es de X. Geralmente a expressa˜o de a(u, v) e´ obtida aplicando integrac¸a˜o por partes
e usando as condic¸o˜es fronteira. Como exemplo, considerando a func¸a˜o peso de Legendre
no exemplo 1.1.1, tem-se
(L u, v) =
∫ 1
−1
−d
2u
dx2
vdx =
∫ 1
−1
du
dx
dv
dx
= a(u, v),
desde que
dv
dx
∈ L2(] − 1, 1[) e que em ambos os extremos do intervalo [−1, 1], uma das
func¸o˜es du
dx
ou v se anule.
Introduzidos os espac¸os W e V , a formulac¸a˜o do problema (1.5) fica com a forma
a(u, v) = F (v), ∀v ∈ V,
u ∈ W. (1.6)
Evidentemente, sera´ conveniente verificar se um dado problema da forma (1.1)-(1.2)
esta´, ou na˜o, bem definido. Para garantir que um dado problema esta´ bem definido,
suponhamos que existe um espac¸o de Hilbert E ⊂ X denso em X com norma || ∗ ||E,
para o qual existe uma constante positiva C tal que ||u|| ≤ C||u||E, para todo u ∈ E e
que DB(L ) ⊂ E e´ denso em E. Assumimos que a forma bilinear a(u, v) esta´ definida em
E × E e que existem constantes α,A > 0 tal que
α||u||2E ≤ a(u, u) ∀u ∈ E (1.7)
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|a(u, v)| ≤ A||u||E||v||E ∀u, v ∈ E (1.8)
Enta˜o os espac¸os W e V coincidem com E. A desigualdade (1.7) e´ a condic¸a˜o de coercivi-
dade para a forma bilinear a(u, v) e estabelece que o operador L , com as condic¸o˜es fron-
teira, e´ um operador positivo, que e´ coercivo sobre E. Por outro lado, (1.8) e´ uma condic¸a˜o
de continuidade para L , no sentido que na norma || ∗ ||E depende continuamente de u e
de v. Como a forma linear F satisfaz a desigualdade |F (v)| ≤ ‖f‖ · ‖v‖ ≤ C ‖f‖ · ‖v‖E
concluimos que existe uma constante CF > 0 tal que
|F (v)| ≤ CF ||v||E, ∀v ∈ E (1.9)
Sob as condic¸o˜es (1.7)-(1.9), o teorema de Lax-Milgram, [Bre83], assegura que existe uma
soluc¸a˜o u´nica u do problema
a(u, v) = F (v), ∀v ∈ E,
u ∈ E. (1.10)
Ale´m disso, u depende continuamente de f , uma vez que se tem
||u||E ≤ C
α
||f ||,
e e´ soluc¸a˜o do problema (1.3).
Voltando de novo ao exemplo 1.1.1 com as condic¸o˜es de Dirichlet, as condic¸o˜es (1.7)-
(1.9) sa˜o satisfeitas com E = H10,w (B.22) que e´ um espac¸o de Hilbert com norma
||u||E =
(∫ 1
−1
(u′)2wdx
) 1
2
.
O resultado e´ imediato para as func¸o˜es peso de Chebyshev e de Legendre [CHQZ07].
Note-se que todas as func¸o˜es em E satisfazem as condic¸o˜es fronteira. Por outro lado se
tivermos o operador L = − d
2
dx2
+ I, as condic¸o˜es de Neumann e w(x) = 1, enta˜o as
condic¸o˜es (1.7)-(1.9) sa˜o igualmente satisfeitas com E = H1(] − 1, 1[) (B.4) que e´ um
espac¸o de Hilbert para a norma
||u||E =
(∫ 1
−1
(u2 + (u′)2)dx
) 1
2
.
Neste caso, as func¸o˜es em E na˜o satisfazem necessariamente as condic¸o˜es fronteira, mas
a soluc¸a˜o de (1.10) satisfaz.
A condic¸a˜o de positividade, (1.7), verifica-se quase imediatamente para o problema
(1.3). Contudo esta na˜o e´ a situac¸a˜o geral. Em muitos problemas podemos usar uma
condic¸a˜o mais geral, conhecida por condic¸a˜o de inf-sup , [CHQZ07], que apresentaremos
de seguida.
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Sejam W ⊂ X e V ⊂ X espac¸os de Hilbert, com normas || ∗ ||W e || ∗ ||V , respectiva-
mente. Assumimos que a inclusa˜o de V em X e´ cont´ınua, i.e. existe uma constante C > 0
tal que ||v|| ≤ C||v||V ∀v ∈ X. Supomos que DB(L ) esta´ contido densamente em W e
que V esta´ contido densamente em X. Assumimos ainda que a forma bilinear a(u, v) esta´
definida em W × V , e que existem constantes α > 0 e A > 0 tais que
0 < sup
u∈W
a(u, v), ∀v ∈ V \ {0} , (1.11)
α||u||W ≤ sup
v∈V \{0}
a(u, v)
||v||V , ∀u ∈ W, (1.12)
|a(u, v)| ≤ A||u||W ||v||V , ∀u ∈ W e ∀v ∈ V. (1.13)
Usando uma versa˜o do teorema de Lax-Milgram [Necˇ62], as condic¸o˜es (1.11)-(1.13) em
conjunto com (1.9) asseguram que o problema (1.5) tem uma soluc¸a˜o u´nica que depende
continuamente dos dados, i.e.
||u||W ≤ C
α
||f ||.
Escolhendo V = W = E, a condic¸a˜o de coercividade (1.7) implica as condic¸o˜es (1.11) e
(1.12) [CHQZ07].
1.2 Aproximac¸o˜es Espectrais
Optando por uma das formulac¸o˜es (1.5) ou (1.10) do problema (1.3), pode-se definir,
sem especificar ainda o me´todo espectral, uma aproximac¸a˜o espectral do problema (1.3)
da seguinte forma
aN(uN , v) = FN(v), ∀v ∈ YN ,
uN ∈ XN ,
onde N e´ um inteiro positivo, XN e YN sa˜o subespac¸os de dimensa˜o finita com a mesma
dimensa˜o, aN e´ a restric¸a˜o da forma bilinear a a XN×YN e FN a restric¸a˜o da forma linear
F a YN . Dependendo de como as condic¸o˜es suplementares sa˜o impostas, XN pode estar
contido em DB(L ) (caso cada func¸a˜o de XN satisfac¸a as condic¸o˜es suplementares) ou
na˜o estar contido em DB(L ) (neste caso a soluc¸a˜o espectral apenas satisfaz as condic¸o˜es
suplementares aproximadamente).
No me´todo de Galerkin restringimos os espac¸os das func¸o˜es tentativa e das func¸o˜es
teste em (1.10) ou (1.5) ao espac¸o de dimensa˜o finita XN , ou seja, o me´todo de Galerkin
para o problema (1.10) toma a forma
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a(uN , v) = F (v), ∀v ∈ XN ,
uN ∈ XN
(1.14)
O me´todo de Galerkin com integrac¸a˜o nume´rica (G-IN) e´ obtido da formulac¸a˜o (1.14)
pela substituic¸a˜o dos integrais que definem a forma bilinear a, e a forma linear F , por
fo´rmulas de quadratura. As formas resultantes dependem da ordem N , da aproximac¸a˜o
espectral e sa˜o representadas com o ı´ndice N . Um me´todo de G-IN pode ser representado
na forma
aN(uN , v) = FN(v), ∀v ∈ XN ,
uN ∈ XN .
(1.15)
As formulac¸o˜es (1.14) ou (1.15) sa˜o bastante gerais, dado que teˆm em conta poss´ıveis
condic¸o˜es fronteira impostas no sentido fraco. Uma formulac¸a˜o mais restrita para os
me´todos espectrais e´ suficiente quando os aproximantes sa˜o de classe C∞(Ω) (geralmente
sa˜o polino´mios), logo o operador L esta´ definido em XN . Quando as func¸o˜es tentativa
satisfazem individualmente as condic¸o˜es fronteira, i.e., quando XN ⊂ DB(L ), a forma
bilinear pode-se escrever na forma forte a(u, v) = (L u, v) para todo u ∈ XN . Enta˜o o
me´todo de Galerkin fica da forma
(L u, v) = (f, v), ∀v ∈ XN ,
uN ∈ XN .
(1.16)
O me´todo Tau e´ obtido permitindo que as func¸o˜es teste estejam num espac¸o YN di-
ferente de XN . O espac¸o YN tem a mesma dimensa˜o de XN , mas as func¸o˜es de YN na˜o
necessitam de satisfazer individualmente as condic¸o˜es fronteira, como as func¸o˜es de XN .
A formulac¸a˜o do me´todo Tau e´ escrita da forma
(L uN , v) = (f, v), ∀v ∈ YN ,
uN ∈ XN .
(1.17)
O me´todo de colocac¸a˜o e´ escrito de uma forma ideˆntica a (1.16)
(LNu, v)N = (f, v)N , ∀v ∈ XN ,
uN ∈ XN .
(1.18)
onde, LN e´ uma aproximac¸a˜o de L , obtida frequentemente por substituic¸a˜o das derivadas
exatas pelas derivadas de interpolac¸a˜o [CHQZ07] e a forma bilinear (u, v)N e´, frequente-
mente, definida pelos valores que as func¸o˜es u e v tomam nos pontos de colocac¸a˜o. Esta
forma e´ definida num subespac¸o Z ⊂ X cujos elementos sa˜o func¸o˜es cont´ınuas para as
quais o valor pontual tem significado e assumimos que LN envia elementos de XN em
elementos de Z e que f ∈ Z.
Podemos juntar as formulac¸o˜es (1.16), (1.17) e (1.18) na forma
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(LNu− f, v)N = 0, ∀v ∈ YN ,
uN ∈ XN ,
(1.19)
para escolhas adequadas de LN , YN e (∗, ∗)N que dependem do me´todo aplicado. Esta
forma mostra que os me´todos espectrais pertencem a` classe dos me´todos dos res´ıduos
ponderados. A escolha do espac¸o YN e do produto interno (u, v)N definido em YN define
o modo em que minimizamos o res´ıduo.
Uma forma operacional equivalente a (1.19) e´
uN ∈ XN ,
QNLNuN = QNf,
(1.20)
onde QN : Z ⊂ X −→ YN , satisfaz
(z −QNz, v)N = 0, ∀v ∈ YN , (1.21)
ou seja QN e´ a projecc¸a˜o ortogonal sobre o espac¸o YN no produto interno (u, v)N .
Nas secc¸o˜es seguintes iremos resumir os resultados gerais que garantem a estabilidade
e convergeˆncia dos me´todos espectrais cla´ssicos (me´todos de Galerkin, de colocac¸a˜o, G-IN
e Tau). Para me´todos espectrais na˜o cla´ssicos, geralmente me´todos que combinam dois
(ou mais) me´todos espectrais cla´ssicos, o estudo da estabilidade e convergeˆncia pode ser
feito usando os resultados para os quatro me´todos cla´ssicos.
Os elementos chave para cada me´todo espectral sa˜o: o espac¸o das func¸o˜es tentativa, o
espac¸o das func¸o˜es teste, a forma bilinear aN(u, v) e a forma linear FN(v). Na formulac¸a˜o
operacional (1.20) consideramos que os elementos chave sa˜o: o operador projec¸a˜o QN e o
produto interno (u, v)w. Tendo em vista formalizar os me´todos espectrais mais relevantes
iremos considerar que o domı´nio Ω do problema (1.1)-(1.2) e´ da forma
Ω =
d∏
k=1
Ik,
onde Ik =]0, 2π[ ou Ik =] − 1, 1[. Dado um inteiro positivo N a soluc¸a˜o espectral do
problema (1.1)-(1.2) e´, frequentemente, uma combinac¸a˜o linear de func¸o˜es que sa˜o po-
lino´mios, trigonome´tricos ou alge´bricos, de grau na˜o superior a N . O espac¸o definido por
todas estas combinac¸o˜es lineares com coeficientes em R e´ representado por PN(Ω). Se
d > 1, N representa um vector de ı´ndices N = (N1, · · · , Nd) e assumiremos sempre que
PN(Ω) ⊂ D(L ).
1.3 Me´todo de Galerkin
Nos me´todos de Galerkin as func¸o˜es tentativa e as func¸o˜es teste satisfazem as condic¸o˜es
fronteira. SejaXN o subespac¸o de PN(Ω) das func¸o˜es que satisfazem as condic¸o˜es fronteira
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tal queXN ⊂ DB(L ) e seja {φk | k ∈ J} uma base emXN (na˜o necessariamente ortogonal
relativamente ao produto interno definido em X), onde J e´ um conjunto de ı´ndices.
Um me´todo de Galerkin e´ caracterizado pelas equac¸o˜es
(L uN , φk) = (f, φk), ∀k ∈ J,
uN ∈ XN .
(1.22)
As inco´gnitas do problema sa˜o os coeficientes cˆk, k ∈ J , da soluc¸a˜o de Galerkin
uN =
∑
k∈J
cˆkφk. Equivalentemente pode-se escrever as equac¸o˜es (1.22) na forma
(L uN , v) = (f, v), ∀v ∈ XN
uN ∈ XN .
(1.23)
Relativamente a` formulac¸a˜o geral (1.19), os me´todos de Galerkin sa˜o caracterizados
pelas escolhas YN = XN , (u, v)N = (u, v) (ou seja opta-se pelo produto interno definido
em X) e LN = L .
Uma generalizac¸a˜o dos me´todos de Galerkin sa˜o os me´todos de Petrov-Galerkin
[CHQZ07] nos quais as func¸o˜es testes e as func¸o˜es tentativas sa˜o diferentes mas satisfazem
igualmente as condic¸o˜es fronteiras. Nos me´todos de Petrov-Galerkin tem-se YN 6= XN e
as equac¸o˜es (1.23) tomam a forma
(L uN , v) = (f, v), ∀v ∈ YN
uN ∈ XN .
(1.24)
Estabilidade e Convergeˆncia
Uma condic¸a˜o suficiente para a estabilidade e convergeˆncia de uma aproximac¸a˜o de
Galerkin e´ que a forma bilinear a(u, v) = (L u, v) satisfac¸a a condic¸a˜o de coercividade
(1.7) e a condic¸a˜o de continuidade (1.8) e XN ⊂ E, para todo XN [CHQZ07]. Ou seja
tem-se
α||u||2E ≤ (L u, u), ∀u ∈ XN (1.25)
e
|(L u, u)| ≤ A||u||E||v||E, ∀u, v ∈ XN . (1.26)
1.4 Me´todo de Colocac¸a˜o
No me´todo de colocac¸a˜o usa-se um conjunto de pontos xk ∈ Ω, k ∈ J, onde J e´ um
conjunto de ı´ndices e o nu´mero de pontos usados devera´ ser igual a` dimensa˜o do espac¸o
PN(Ω). As condic¸o˜es fronteira sera˜o impostas usando alguns pontos xk ∈ ∂Ω. Iremos
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assumir que o conjunto J e´ tal que para todo k ∈ J existe um u´nico polino´mio φk ∈ PN(Ω)
tal que
φk(xm) =
{
1 se k = m.
0 se k 6= m. (1.27)
As func¸o˜es φk sa˜o os polino´mios caracter´ısticos de Lagrange (D.2), para o caso unidi-
mensional, e formam uma base para PN(Ω) e tem-se v(x) =
∑
k∈J v(xk)φk(x) para todo
v(x) ∈ PN(Ω).
Um me´todo de colocac¸a˜o obte´m-se dividindo o conjunto J em dois subconjuntos dis-
juntos Je e Jb de forma a que {xk |k ∈ Jb } ⊂ ∂Ωb. Seja LN uma aproximac¸a˜o do
operador L no qual as derivadas sa˜o aproximadas por interpolac¸a˜o nos pontos xk, k ∈ J .
A aproximac¸a˜o de colocac¸a˜o e´ um polino´mio uN ∈ PN(Ω) que satisfaz as equac¸o˜es
LNuN(xk) = f(xk), ∀k ∈ Je, (1.28)
BuN(xk) = 0, ∀k ∈ Jb. (1.29)
Nos me´todos de colocac¸a˜o as inco´gnitas sa˜o os valores de uk ≡ uk (xk), k ∈ J , ou seja, os
coeficientes de uN relativamente a` base de Lagrange (1.27). O conjunto Jb podera´ ser even-
tualmente o conjunto vazio. Nestes casos as condic¸o˜es fronteira surgem implicitamente
na definic¸a˜o do operador LN ou introduzindo penalidades [CHQZ07].
Para inserir o esquema de colocac¸a˜o (1.28)-(1.29) no enquadramento da secc¸a˜o (1.1),
fixa-se uma famı´lia de pesos wk > 0 e introduz-se a forma bilinear (u, v)N no espac¸o
Z = C0(Ω) definida por
(u, v)N =
∑
k∈J
u(xk)v(xk)wk. (1.30)
A existeˆncia da base de Lagrange (1.27) assegura que a forma bilinear (1.30) e´ um
produto interno em PN(Ω). A base (1.27) e´ ortogonal relativamente a este produto interno.
Deste modo podemos definir a norma discreta induzida em PN(Ω)
‖u‖N =
√
(u, u)N , ∀u ∈ PN(Ω) (1.31)
Para que este produto interno (definido em PN(Ω)) aproxime suficientemente o produto
interno (∗, ∗) definido emX, assumiremos que os no´s xk e os pesos wk verificam a condic¸a˜o
(u, v)N = (u, v), ∀u, v tais que uv ∈ P2N−1(Ω). (1.32)
Em todas as aplicac¸o˜es se escolhermos os xk como sendo no´s das fo´rmulas de quadratura
gaussiana (D.3), a condic¸a˜o (1.32) verifica-se.
Seja XN o espac¸o dos polino´mios definido por
XN = {v ∈ PN(Ω) | Bv(xk) = 0, ∀k ∈ Jb} . (1.33)
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O me´todo de colocac¸a˜o pode escrever-se na forma
uN ∈ XN ,
(LNuN , φk)N = (f, φk), ∀k ∈ Je.
(1.34)
Definindo YN o espac¸o gerado por φk ∈ Je,
YN = {v ∈ PN(Ω) | v(xk) = 0, ∀k ∈ Jb} , (1.35)
enta˜o (1.34) fica na forma
(LNuN , v)N = (f, v), ∀v ∈ YN
uN ∈ XN .
(1.36)
Equivalentemente, podemos escrever (1.34) na forma operacional (1.21)
QN(LNuN − f) = 0. (1.37)
Nos me´todos de colocac¸a˜o, QNv e´ o polino´mio de grau N tal que QNv(xk) = v(xk)
para todo xk ∈ Je e QNv(xk) = 0 para todo xk ∈ Jb.
No caso de se ter condic¸o˜es de Dirichlet, i.e. Bv = v, enta˜o XN = YN e o me´todo de
colocac¸a˜o pode igualmente ser interpretado como um me´todo de Galerkin com integrac¸a˜o.
Nos seguintes exemplos seguimos o me´todo da recombinac¸a˜o de bases indicado em
[Boy01].
Exemplo 1.4.1. Pretende-se encontrar aproximac¸o˜es, usando um me´todo de colocac¸a˜o
na base de Chebyshev, de func¸o˜es u definidas por equac¸o˜es diferenciais lineares de segunda
ordem ordina´rias com condic¸o˜es fronteira de Dirichlet. Ou seja, a func¸a˜o u e´ soluc¸a˜o do
problema
L u = f, em Ω = ]− 1, 1 [ (1.38a)
u(−1) = α, u(1) = β. (1.38b)
onde
L u := a(x)
d2u
dx2
+ b(x)
du
dx
+ c(x)u(x).
O problema (1.38a)-(1.38b) pode reescrever-se num problema equivalente com condic¸o˜es
de Dirichlet homoge´neas. Ou seja, resolve-se o problema
L v = g, em Ω = ]− 1, 1 [ (1.39a)
v(−1) = 0, v(1) = 0. (1.39b)
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onde v(x) = u(x)−B(x), g(x) = f(x)−LB(x) e B(x) = α
2
(1− x) + β
2
(1 + x). Em vez
de se usar a base de Chebyshev {Ti}i≥0 considera-se a base {φi}i≥2 definida por
φi(x) =


Ti(x)− T0(x), se i par,
Ti(x)− T1(x), se i impar.
(1.40)
Deste modo uma aproximac¸a˜o vN(x) de v(x) toma a forma vN(x) :=
∑N
i=2 v
(N)
i φi(x). Para
se determinar vN(x) escolhe-se para pontos de colocac¸a˜o os no´s interiores de Chebyshev-
Gauss-Lobato que para simplificar a notac¸a˜o representaremos por xk, 1 ≤ k ≤ N − 1
onde (D.1),
xk = η
(N)
k = − cos
(
kπ
N
)
, 1 ≤ k ≤ N − 1.
Os no´s extremos sa˜o desnecessa´rios dado que os polino´mios φi satisfazem as condic¸o˜es
de fronteira de Dirichlet homoge´neas.
Definindo os vetores
v =


v
(N)
2
v
(N)
3
...
v
(N)
N

 , g =


g(x1)
g(x2)
...
g(xN−1)

 ,
e a matriz H = (hij), 1 ≤ i, j ≤ N − 1 com
hij = (L φj+1(x)) |x=xi , 1 ≤ i, j ≤ N − 1,
se a matriz H for regular enta˜o, o problema de encontrar a soluc¸a˜o de colocac¸a˜o do
problema (1.39) reduz-se a` resoluc¸a˜o de um sistema de N − 1 equac¸o˜es lineares a N − 1
inco´gnitas com forma matricial
Hv = g. (1.41)
Finalmente, tendo em conta que B(x) = α+β
2
T0(x) +
β−α
2
T1(x), encontra-se a soluc¸a˜o
de colocac¸a˜o do problema (1.38) na base de Chebyshev, uN(x) =
∑N
i=0 u
(N)
i Ti(x) onde
u
(N)
0 =
α + β
2
+
∑
i par
v
(N)
i , u
(N)
1 =
β − α
2
+
∑
i impar
v
(N)
i , u
(N)
i = v
(N)
i , i = 2, 3, . . . , N.
Exemplo 1.4.2. Pretende-se encontrar aproximac¸o˜es, usando um me´todo de colocac¸a˜o
na base de Chebyshev, de func¸o˜es u a duas varia´veis, definidas pela equac¸a˜o de Poisson
com condic¸o˜es fronteira de Dirichlet no quadrado Ω =]− 1, 1[2. Mais exatamente tem-se
que a func¸a˜o u e´ soluc¸a˜o do problema
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L u = g, em Ω, (1.42a)
u(−1, y) = hW (y), u(1, y) = hE(y),
u(x,−1) = hS(x), u(x, 1) = hN(x),
(1.42b)
onde
L u :=
∂2u
∂x2
+
∂2u
∂y2
,
e a func¸a˜o que determina a condic¸a˜o fronteira e´ suficientemente regular, i.e., as func¸o˜es
hW (y), hE(y), hS(x) e hN(x) pertencem ao domı´nio do operador linear L e definem uma
func¸a˜o h(x, y) cont´ınua em Ω.
Analogamente ao exemplo 1.4.1 resolve-se o seguinte problema equivalente com condic¸o˜es
fronteira homoge´neas
L v = g, em Ω, (1.43a)
v(x, y) = 0, em Ω, (1.43b)
onde v(x, y) = u(x, y)−B(x, y), g(x, y) = f(x, y)−LB(x, y) e a func¸a˜o B e´ determinada
por interpolac¸a˜o polinomial transfinita [Boy01]
B(x, y) =
1− x
2
hW (y) +
x+ 1
2
hE(y) +
1− y
2
hS(x) +
y + 1
2
hN(x)
− (1− x)(1− y)
4
u(−1,−1)− (1− x)(y + 1)
4
u(−1, 1)
− (x+ 1)(1− y)
4
u(1,−1)− (x+ 1)(y + 1)
4
u(1, 1).
Seja vN(x, y) =
∑N
i=2
∑N
j=2 v
(N)
ij Φij(x, y) uma aproximac¸a˜o de colocac¸a˜o de uma soluc¸a˜o
do problema (1.43), com
Φij(x, y) ≡ φi(x)φj(y), 2 ≤ i, j ≤ N, (1.44)
e as func¸o˜es φk, 2 ≤ k ≤ N sa˜o os polino´mios definidos em (1.40). Escolhe-se o conjunto
CN formado pelos no´s de Chebyshev-Gauss-Lobatto que pertencem a Ω, i.e., considerando
o conjunto de ı´ndices Je = {(i, j)| 1 ≤ i, j ≤ N − 1} (aqui e no exemplo anterior tem-se
J = Je e Jb = ∅) tem-se
CN ≡
{
(xi, yj)| xi = η(N)i ∧ yj = η(N)j , (i, j) ∈ J
}
.
A soluc¸a˜o de colocac¸a˜o vN anula o res´ıduo nos pontos de colocac¸a˜o, ou seja, verifica-se
(L vN − g) (x, y) = 0, em CN . (1.45)
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Ordenando o conjunto de ı´ndices J e, dado que as condic¸o˜es (1.45) fornecem (N − 1)2
equac¸o˜es e a func¸a˜o vN possui (N − 1)2 coeficientes, v(N)ij , tem-se que a forma (1.37)
reduz-se a` resoluc¸a˜o de um sistema de (N − 1)2 equac¸o˜es a (N − 1)2 inco´gnitas.
Contrariamente ao exemplo 1.4.1 a determinac¸a˜o da soluc¸a˜o de colocac¸a˜o do pro-
blema (1.43) na base de Chebyshev {Ti(x)Tj(y)}, 0 ≤ i, j ≤ N na˜o e´ imediata. Este facto
deve-se a que, geralmente, sa˜o desconhecidos os desenvolvimentos na base de Chebyshev
das func¸o˜es hW (y), hE(y), hS(x) e hN(x) que definem as condic¸o˜es fronteira do problema.
Contudo, observando que cada uma das quatro func¸o˜es e´ soluc¸a˜o de uma equac¸a˜o dife-
rencial linear de segunda ordem com condic¸o˜es fronteira de Dirichlet, e´ poss´ıvel encontrar
uma aproximac¸a˜o para os coeficientes de Chebyshev destas func¸o˜es. Por exemplo a func¸a˜o
hW (y) e´ soluc¸a˜o da equac¸a˜o
d2u
dy2
= g
com condic¸o˜es fronteira u(−1) = hW (−1) e u(1) = hW (1). Resolvendo esta equac¸a˜o, p.
ex. usando o me´todo de colocac¸a˜o descrito no exemplo 1.4.1, encontramos os coeficientes
de Chebyshev aproximados de hW (y) e a passagem da parcela
1−x
2
hW (y) para a base e´
imediata. Procedendo deste modo para as restantes treˆs func¸o˜es obte´m-se os coeficientes
b
(N)
i,j aproximados, da func¸a˜o
B(x, y) ≈
N∑
i=0
N∑
j=0
b
(N)
i,j Ti(x)Tj(y).
Os testes efectuados, ver cap´ıtulo 4, mostram e´ suficiente calcular soluc¸o˜es de co-
locac¸a˜o, das quatro equac¸o˜es diferenciais ordina´rias, de ordem N para obtermos uma boa
aproximac¸a˜o dos coeficientes de Chebyshev de B.
Finalmente, para se determinar a soluc¸a˜o vN na base de Chebyshev, recorremos ao
seguinte resultado,
Proposic¸a˜o 1.4.1. Seja p(x, y) =
∑N
i=2
∑N
j=2 ai,jΦi,j(x, y), onde Φi,j sa˜o os polino´mios
definidos em (1.44) enta˜o,
p(x, y) =
N∑
i=0
N∑
j=0
bi,jTi,j(x, y), com Ti,j(x, y) ≡ Ti(x)Tj(y)
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onde,
b0,0 =
∑
i par
∑
j par
ai,j, b1,0 =
∑
i impar
∑
j par
ai,j,
b0,1 =
∑
i par
∑
j impar
ai,j, b1,1 =
∑
i impar
∑
j impar
ai,j,
b0,j = −
∑
i par
ai,j , b1,j = −
∑
i impar
ai,j , 2 ≤ j ≤ N,
bi,0 = −
∑
j par
ai,j , bi,1 = −
∑
j impar
ai,j , 2 ≤ i ≤ N,
bi,j = ai,j , se i ≥ 2 ∧ j ≥ 2.
(1.46)
Demonstrac¸a˜o: Como para i, j ≥ 2 se tem,
Φi,j(x, y) =


(Ti,j − Ti,0 − T0,j + T0,0) , se i par e j par
(Ti,j − Ti,1 − T0,j + T0,1) , se i par e j impar
(Ti,j − Ti,0 − T1,j + T1,0) , se i impar e j par
(Ti,j − Ti,1 − T1,j + T1,1) , se i impar e j impar
,
somando e agrupando os ı´ndices correspondentes tem-se ,
N∑
i=2
N∑
j=2
ai,jΦi,j =
(∑
ipar
∑
j par
ai,j
)
T0,0 +
(∑
i par
∑
j impar
ai,j
)
T0,1+( ∑
i impar
∑
j par
ai,j
)
T1,0 +
( ∑
i impar
∑
j impar
ai,j
)
T1,1+
N∑
i=2
(
−
∑
j par
ai,j
)
Ti,0 +
N∑
i=2
(
−
∑
j impar
ai,j
)
Ti,1+
N∑
j=2
(
−
∑
i par
ai,j
)
T0,j +
N∑
j=2
(
−
∑
i impar
ai,j
)
T1,j+
N∑
i=2
N∑
j=2
ai,jTi,j .
q
Supondo a soluc¸a˜o de colocac¸a˜o do problema (1.43) escrita na base de Chebyshev vN(x, y) =∑N
i=2
∑N
j=2 v
(N)
ij Ti(x)Tj(y) pode-se escrever a soluc¸a˜o de colocac¸a˜o, uN do problema (1.42)
na forma
uN(x, y) =
N∑
i=2
N∑
j=2
v
(N)
ij Ti(x)Tj(y) +
N∑
i=0
N∑
j=0
b
(N)
i,j Ti(x)Tj(y). (1.47)
Estabilidade e Convergeˆncia
Relativamente a` estabilidade, iremos assumir que o operador linear L satisfaz as
condic¸o˜es de coercividade e de continuidade num espac¸o E que satisfaz XN ⊂ E para
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todo inteiro positivo N . Ale´m disso existe C > 0 tal que para todo N > 0 e para todo
u ∈ XN tem-se ‖u‖N ≤ C ‖u‖E. Sob estas condic¸o˜es tem-se o seguinte
Teorema 1.4.2. [CHQZ07] Se existe uma constante α¯ para todo N > 0 tal que
α¯ ‖u‖2E ≤ (QNLNu, u) , para todo u ∈ XN ,
enta˜o a aproximac¸a˜o de colocac¸a˜o (1.36) e´ esta´vel no sentido de que
‖u‖E ≤
C
α¯
‖f‖N .
1.5 Me´todo Tau
Comec¸amos com o caso em que o problema diferencial (1.1)-(1.2) esta´ definido no
domı´nio Ω =]− 1, 1[.
Seja {φk}k∈N0 um sistema de polino´mios ortogonais relativamente a um produto interno
(u, v)w =
∫ 1
−1 u(x)v(x)w(x)dx, onde w > 0 em Ω e´ a func¸a˜o peso e φk e´ um polino´mio de
grau k. A soluc¸a˜o Tau de grau N e´ um polino´mio uN =
∑N
k=0 c
(N)
k φk, onde os coeficientes
c
(N)
k sa˜o as inco´gnitas do problema. Seja β o nu´mero de condic¸o˜es fronteira, p.ex. β = 2
se L for um operador na˜o degenerado de ordem 2, projeta-se a equac¸a˜o (1.1) no espac¸o
dos polino´mios de grau N − β,
(L uN , φk)w = (f, φk)w (1.48)
e as condic¸o˜es fronteira (1.2) sa˜o impostas em ∂Ωb
N∑
k=0
c
(N)
k Bφk = 0, nos pontos de ∂Ωb.
Seguindo o enquadramento da secc¸a˜o 1.1, fazemos X = L2w(]− 1, 1[),
XN = {v ∈ PN | Bv = 0 nos pontos de ∂Ωb} ,
e
YN = PN−β.
Enta˜o o me´todo Tau e´ equivalente a
uN ∈ XN ,
(L uN , v) = (f, v) ∀v ∈ YN .
(1.49)
Relativamente a` forma operacional (1.21), no me´todo Tau o operador projecc¸a˜o QN
projecta elementos de X no espac¸o YN relativamente ao produto interno (u, v) em X.
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Para o caso multidimensional, consideramos que o problema diferencial tem domı´nio
Ω =
∏d
k=1] − 1, 1[, d ≥ 1, e que os polino´mios PN(Ω) sa˜o alge´bricos em cada uma das
d-varia´veis, x1, . . . , xd. Assumimos que em cada um dos lados L
c
i de Ω, onde i ∈ {1, . . . , d}
e c ∈ {−1, 1} sendo que
Lci = {x ≡ (x1, . . . xd) ∈ ∂Ω | xi = c} ,
apenas se tem um tipo de condic¸o˜es suplementares. Pode-se encontrar uma base de PN(Ω)
usando o produto de func¸o˜es base {φk} em cada varia´vel. Definindo o reticulado
J = {k = (k1, . . . , kn) | 0 ≤ ki ≤ N para i = 1, . . . , d } ,
e fazendo
φk(x) = φk1(x1) · · ·φkd(xd).
Enta˜o {φk, k ∈ J} e´ uma base para PN(Ω), com o produto interno
(u, v) =
∫
Ω
u(x)v(x)w(x)dx
onde, w(x) =
∏d
i=1w(xi).
A soluc¸a˜o Tau e´ um polino´mio em PN(Ω) e os seus coeficientes sa˜o determinados resol-
vendo dois conjuntos de equac¸o˜es lineares. Seja βi o nu´mero de condic¸o˜es suplementares
estabelecidas nos lados xi = ±1. Definindo o sub reticulado
Je = {k = (k1, . . . , kd) ∈ J | 0 ≤ ki ≤ N − βi, para i = 1, . . . , d} ,
obte´m-se o primeiro conjunto de equac¸o˜es lineares exigindo que a soluc¸a˜o Tau uN ∈ PN(Ω)
satisfac¸a
(L uN , φk) = (f, φk), ∀k ∈ Je. (1.50)
O segundo conjunto obte´m-se impondo as condic¸o˜es suplementares. Juntando todas
as equac¸o˜es obte´m-se um sistema de equac¸o˜es lineares alge´bricas cujas inco´gnitas sa˜o os
coeficientes de uN relativamente a` base ortogonal {φk | k ∈ J}.
Nas duas subsecc¸o˜es seguintes iremos descrever o algoritmo usado ao longo deste tra-
balho para encontrar aproximac¸o˜es Tau de soluc¸o˜es de equac¸o˜es diferenciais. Comec¸amos
por descrever a abordagem operacional do me´todo Tau sugerida por Ortiz e Samara em
[OS80] e [OS81], e na subsecc¸a˜o 1.5.2 apresentamos uma versa˜o alterada, [MRMC], da
abordagem operacional “cla´ssica”. Esta alterac¸a˜o foi efetuada de modo a obter um algo-
ritmo numericamente mais esta´vel.
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1.5.1 Abordagem operacional cla´ssica
A formulac¸a˜o operacional do me´todo Tau baseia-se na representac¸a˜o matricial1 dos
operadores diferenciais na classe dos operadores diferenciais lineares de ordem finita,
m, com coeficientes polinomiais a qual representaremos por L. Esta representac¸a˜o e´
igualmente extens´ıvel a operadores integrais, integro-diferenciais e a operadores vetoriais,
[MRV04].
Representac¸a˜o Matricial de Operadores diferenciais em L:
Seja L ∈ L um operador definido por
L ≡
m∑
i=0
pi(x)
di
dxi
, pi(x) =
ni∑
j=0
pi,jx
j ≡ pi · x ∈ Pni , (1.51)
onde os polino´mios pi(x), i = 0, 1, . . . ,m sa˜o representados na forma matricial por pro-
dutos das matrizes infinitas, x = [1, x, x2, . . .]
T
, pi = [pi,0, pi,1, . . . , pi,ni , 0, 0, . . .].
Dado um polino´mio yn ∈ Pn, yn(x) =
∑n
k=0 akx
k, representado na forma vetorial, por
y = a · x, onde a = [a0, a1, . . . , an, 0, 0, . . .]. Enta˜o,
dk
dxk
yn(x) = a · ηk · x
, k = 0, 1, 2, . . .
xkyn(x) = a · µk · x
onde,
η =


0
1 0
2 0
. . .

 , µ =


0 1
0 1
0 1
. . .

 .
Definindo a matriz Π,
Π =
m∑
i=0
ηipi(µ),
podemos representar a imagem de y(x) pelo operador L na base das poteˆncias da seguinte
forma [OS81],
L y(x) = a ·Π · x.
A matriz Π e´ a matriz infinita associada ao operador L e e´ necessariamente uma
matriz banda cuja i-e´sima linha e´ um vetor infinito que representa o polino´mio gerador
de ordem i do operador L , pL , definido por poli(x) = L x
i, para i = 0, 1, 2, . . .. Definindo
a profundidade do operador L como sendo o nu´mero d = min(bi − i), onde bi e´ o menor
1Iremos usar letras a negrito para a representac¸a˜o matricial de polino´mios e operadores.
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ı´ndice j tal que pi,j 6= 0, e definindo a altura do operador L como sendo o nu´mero
h = maxn∈N0 {mn − n}, onde mn e´ o grau do polino´mio L xn, enta˜o as entradas na˜o nulas
da matriz Π = (πi,j)i,j≥0 esta˜o todas na banda compreendida entre as paradiagonais πi−d,i
e πi,i+h−d+1.
Consideremos a matriz v ≡ [v0(x), v1(x), v2(x), . . .]T , onde vi(x), i ≥ 0, sa˜o polino´mios
que verificam a condic¸a˜o, para cada k ∈ N0 e´ {vi(x)| i = 0, 1, 2, . . . k} uma base de Pk.
Note que esta condic¸a˜o implica que, para todo o ℓ ∈ N0 o polino´mio vℓ(x) tem grau ℓ.
Consideremos ainda a matriz mudanc¸a de base V definida pela condic¸a˜o
v = V · x.
Definindo a matriz
Πv = V ·Π ·V−1,
enta˜o a imagem do polino´mio y(x) pelo operador L na base {vk}k≥0, e´ representada na
forma matricial por
L y = a ·Πv · v.
Formulac¸a˜o operacional do me´todo Tau para operadores diferen-
ciais em L:
Consideremos a seguinte equac¸a˜o diferencial
L u = f, em Ω =]a, b[.
gj(u) = σj, j = 1, 2, . . . ,m
(1.52)
onde L ∈ L, gj, j = 1, 2, . . . ,m sa˜o funcionais lineares, que representam as condic¸o˜es
suplementares e f(x) =
ℓ∑
i=0
fix
i e´ um polino´mio de grau ℓ.
A aproximac¸a˜o Tau uN de grau N , escrita numa base {vk}k≥0, e´ a soluc¸a˜o do problema
Tau associado ao problema (1.52)
L u(x) = f(x) +HN(x), x ∈ Ω
gj(u) = σj, j = 1, 2, . . . ,m,
(1.53)
onde HN e´ um certo polino´mio chamado de perturbac¸a˜o ou ru´ıdo do problema Tau.
Em termos matriciais, considerando:
uN(x) = α
(N) · v, α(N) =
[
α
(N)
0 , α
(N)
1 , · · · , α(N)N , 0, 0, · · ·
]
,
a matriz
B = (βi,j), βi,j =
{
gj(x
i), j = 1, 2, . . . ,m e i = 0, 1, 2, . . .
0, j > m
,
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e os vetores
σ = (σ1, σ2, . . . , σm, 0, 0, . . .) e f = (f1, f2, . . . , fℓ, 0, 0, . . .)
e definindo as matrizes
Bv = V ·B
fv = f ·V−1
Γv = Bv +Πv · µm
β = σ + fv · µm
enta˜o, sendo u = α ·v o desenvolvimento formal de u na base {vk(x)}k≥0, α e´ soluc¸a˜o do
sistema infinito
α · Γv = β
o qual, reduzido a`s suas primeiras N + 1 equac¸o˜es,
α(N) · Γ(N)v = β(N), (1.54)
conduz a` aproximac¸a˜o Tau [OS81]
uN(x) = α
(N) · v(N)
com perturbac¸a˜o Tau
HN(x) =
m+h∑
i=1
τ
(N)
i vN−m+i(x), τ
(N)
i = α
(N)Π(N)v · en−m+i,
onde ej designa o vetor com entrada unita´ria na j-e´sima linha e restantes entradas nulas.
Esta formulac¸a˜o possui a vantagem de poder usar diferentes famı´lias de polino´mios
ortogonais e de tratar problemas com diferentes condic¸o˜es suplementares. Contudo, a sua
implementac¸a˜o, exige que as operac¸o˜es de desvio e de derivac¸a˜o, sobre polino´mios, sejam
efetuadas na base das poteˆncias. Estas mudanc¸as de base implicam, na implementac¸a˜o
matricial, o ca´lculo da inversa da matriz V. Como, as matrizes V sa˜o, para dimenso˜es
elevadas, mal condicionadas os algoritmos ficam numericamente insta´veis, [MRMC]. Este
problema e´ especialmente relevante quando o problema a resolver tem soluc¸a˜o cujas
soluc¸o˜es Tau teˆm convergeˆncia lenta. Estas observac¸o˜es motivaram as seguintes alterac¸o˜es
a` abordagem operacional sugeridas em [MRMC].
1.5.2 Abordagem operacional modificada
Suponhamos que a base {vk}k≥0 do espac¸o P , referida atra´s, e´ constitu´ıda por um
sistema de polino´mios ortogonais num intervalo I relativamente a uma func¸a˜o peso w.
Consideramos em P o produto interno usual (p, q)w =
∫
I
pqwdx, para todos p, q ∈ P e
norma associada ‖p‖w ≡ (p, q)1/2w .
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A representac¸a˜o, na forma matricial, dos operadores de desvio e de derivac¸a˜o para
polino´mios na base {vk}k≥0 pode ser efetuada usando as matrizes µv ≡ [µi,j]i,j≥0 e ηv ≡
[ηi,j]i,j≥0 definidas, respetivamente, pelas condic¸o˜es
x · v = µvv, e d
dx
v = ηvv.
Com estas definic¸o˜es, temos o seguinte
Teorema 1.5.1. Dado um polino´mio y(x) =
∑n
k=0 akvk com representac¸a˜o matricial
y = av ·v e o operador L definido por (1.51) tem-se as seguintes representac¸o˜es matriciais
1. xky(x) = av · µvk · v, k = 0, 1, . . .,
2.
dk
dx
y(x) = av · ηvk · v, k = 0, 1, . . .,
3. L y(x) = av ·Πv · v, onde, Πv =
m∑
k=0
ηkvpk (µv) .
As entradas das matrizes µv e ηv podem ser calculadas, respetivamente, pelas relac¸o˜es
µi,j =
(xvi, vj)w
‖vi‖w
e ηi,j =
(v′i, vj)w
‖vi‖w
i, j ≥ 0. (1.55)
Contudo, as igualdades (1.55) na˜o sa˜o o modo mais eficiente para se determinar as matrizes
µv e ηv. Os polino´mios {vk}k≥0 formam um sistema ortogonal enta˜o pode-se colocar a
relac¸a˜o de recorreˆncia (A.2) na forma{
xvk = αkvk+1 + βkvk + γkvk−1, k = 0, 1, 2 . . .
v−1 = 0, v0 = 1
(1.56)
e as entradas das matrizes µv e ηv podem ser calculadas usando o seguinte
Teorema 1.5.2. Seja {vk}k≥0 uma sucessa˜o de polino´mios ortogonais determinados pela
relac¸a˜o de recorreˆncia (1.56) enta˜o,
µv =


β0 α0
γ1 β1 α1
γ2 β2 α2
· · ·

 (1.57)
ηv =


0
η1,0 0
η2,0 η2,1 0
η3,0 η3,1 η3,2 0
· · ·

 , (1.58)
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onde para cada i ≥ 1


ηi+1,j =
1
αi
[αj−1ηi,j−1 + (βj − βi) ηi,j + γi+1ηi,j+1 − γiηi−1,j ] , j = 0, 1, . . . , i− 1
ηi+1,i =
1
αi
(αi−1ηi,i−1 + 1) .
Iremos, de seguida, particularizar o ca´lculo das matrizes µv e ηv para os polino´mios
de Chebyshev e de Legendre.
Polino´mios de Chebyshev:
Para os polino´mios de Chebyshev {Tk}k≥0 a relac¸a˜o (1.56) toma a forma{
xTk =
1
2
Tk+1 +
1
2
Tk−1, k = 0, 1, 2 . . .
T−1 = 0, T0 = 1
(1.59)
e como [AS65]
dT2k(x)
dx
= 4k
k∑
i=1
T2i−1(x), e,
dT2k+1(x)
dx
= (2k + 1) + 2(2k + 1)
k∑
i=1
T2i(x)
tem-se
µT =


0 1
1/2 0 1/2
1/2 0 1/2
· · ·

 e ηT =


0
1 0
0 4 0
3 0 6 0
0 8 0 8 0
5 0 10 0 10 0
· · ·


,
ou seja, tem-se ηi,j = 0 exceto nos seguintes casos{
ηi,j = 2i, j = i− 1 : −2 : 1, i ≥ 1
η2i+1,0 = 2i+ 1, i > 0
com a convenc¸a˜o de que j = n : −k : m, com k > 0 e n > m, significa que j toma os
valores j = n− kℓ, ℓ = 0, 1, . . . , km, onde km e´ o maior valor tal que j < m.
Polino´mios de Legendre:
Para os polino´mios de Legendre {Pk}k≥0 a relac¸a˜o (1.56) toma a forma
 xPk =
k + 2
2k + 1
Pk+1 +
k
2k + 1
Pk−1, k = 0, 1, 2 . . .
P−1 = 0, P0 = 1
(1.60)
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e
dP2k(x)
dx
=
k∑
i=1
(4i− 1)P2i−1(x), e, dP2k+1(x)
dx
=
k∑
i=0
(4i+ 1)P2i(x).
Enta˜o, tem-se ηi,j = 0 exceto para
ηi,j = 2j + 1, j = i− 1 : −2 : 0, i ≥ 1.
Consequentemente tem-se
µP =


0 1
1/3 0 2/3
2/5 0 3/5
· · ·

 e ηP =


0
1 0
0 3 0
1 0 5 0
0 3 0 7 0
1 0 5 0 9 0
· · ·


,
Exemplo 1.5.1. Consideremos os operadores diferenciais lineares Lα, definidos por
Lα :=
(
x− α
2 + 1
2α
)
d2
dx2
+
d
dx
, α ∈ R \ {−1, 0, 1} .
Pretendemos encontrar aproximac¸o˜es Tau y
(α)
N (x) da soluc¸a˜o exata y
(α)(x) do problema
diferencial
Lαy
(α)(x) = 0, −1 < x < 1 (1.61)
sujeito a`s condic¸o˜es fronteira de Dirichlet y(α)(−1) = 1 − 1
2
log(1 + 2α + α2), y(α)(1) =
1− 1
2
log(1− 2α + α2). E´ conhecida a soluc¸a˜o exata
y(α)(x) = 1− 1
2
log
(
1− 2αx+ α2), onde


x < α
2+1
2α
, α > 0
x > α
2+1
2α
, α < 0
(1.62)
e o desenvolvimento de Fourier na base dos polino´mios de Chebyshev (de primeira espe´cie)
ortogonais no intervalo [−1, 1] [AS65]
y(α)(x) =
∞∑
k=0
ck(α)Tk(x) = 1 +
∞∑
k=1
αk
k
Tk(x), −1 < x < 1, |α| < 1.
Os polino´mios geradores do operador Lα sa˜o
pol0(x) = Lα1 = 0
pol1(x) = Lαx = 1
poln(x) = Lαx
n = −α2+1
2α
n(n− 1)xn−2 + n2xn−1, n ≥ 2.
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enta˜o tem-se que o operador Lα tem altura h = max {0,−1} = 0 e e´ representado pela
matriz
Πα =


0 0 0 · · ·
1 0 0 · · ·
−α2+1
α
4 0 · · ·
. . .
. . .
−α2+1
2α
n(n− 1) n2 · · ·
· · · · · ·


e tem-se:
V =


1
0 1
−1 0 2
0 −3 0 4
1 0 −8 0 8
0 5 0 −20 0 16
...
...
...
...
...
...
. . .


, B =


1 1 0 · · ·
−1 1 0 · · ·
1 1 0 · · ·
−1 1 0 · · ·
...
...
...
(−1)n+1 1 0 · · ·
· · · · · ·


,
σα =


1− 1/2 log(1 + 2α + α2)
1− 1/2 log(1− 2α + α2)
0
...


T
, e f =


0
0
0
...


T
.
A func¸a˜o y(α), α 6= 0, e´ anal´ıtica em C \ ]−∞, α2+1
2α
[ para α > 0 e em C \ ] α2+1
2α
,∞ [
para α < 0. Se α ∈] − 1, 1[\ {0}, a se´rie de Chebyshev da func¸a˜o y(α) possui ı´ndice de
convergeˆncia exponencial
r = lim
k→∞
log |log |ck(α)||
log k
= 1
com taxa de convergeˆncia assimpto´tica [Boy01]
µ = lim
k→∞
− log |ck(α)|
k
= − log |α|.
Deste modo, a se´rie de Chebyshev da func¸a˜o y(α) converge mais rapidamente para valores
de α pro´ximos de zero e converge mais lentamente para valores de α pro´ximos dos extremos
do intervalo. Tomando para aproximac¸a˜o da func¸a˜o y(α) a soluc¸a˜o Tau de ordem N do
problema (1.61)
y
(α)
N (x) =
N∑
k=0
c
(N)
k (α)Tk(x),
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obteve-se um resultado semelhante. De facto, a convergeˆncia do me´todo Tau e´ mais ra´pida
para valores de α pro´ximos de zero, como se pode observar pelos resultados indicados na
Figura 1.1. Analogamente o erro nos coeficientes
∣∣ck(α)− cNk (α)∣∣ reflete os resultados ve-
rificados nos erros das soluc¸o˜es tau, o que era de esperar, dado que as se´ries de Chebyshev
sa˜o convergentes, ver Figura 1.2. Outro facto verificado, e´ que os coeficientes das soluc¸o˜es
tau obtidos, satisfazem as relac¸o˜es
cNk (−α) =
{
cNk (α), k par
−cNk (α), k impar
.
Logo, tendo em conta as simetrias existentes nos polino´mios de Chebyshev, as apro-
ximac¸o˜es y
(α)
N verificam igualmente a relac¸a˜o existente entre duas soluc¸o˜es do problema
(1.61) para valores de α sime´tricos
y
(−α)
N (x) = y
(α)
N (−x).
1.5.3 Estabilidade e Convergeˆncia
Nesta secc¸a˜o iremos estudar a estabilidade e a convergeˆncia do me´todo Tau. O caso
mais simples ocorre quando o operador L e´ da forma L ≡ dm
dxm
+
∑m−1
i=0 pi(x)
di
dxi
, onde
as func¸o˜es coeficientes pi(x) ∈ L2w (I), i = 0, . . . ,m − 1, I =]a, b[ e as condic¸o˜es suple-
mentares sa˜o caracterizadas por m funcionais lineares Bi. Para func¸o˜es coeficientes pi(x)
polinomiais tem-se o seguinte resultado
Teorema 1.5.3. [RP89] Considere-se a equac¸a˜o diferencial
L u = 0, em I,
giu = σi, i = 1, . . . ,m
Se o problema homoge´neo
L u = 0, em I,
giu = 0, i = 1, . . . ,m
tem apenas a soluc¸a˜o nula, e as condic¸o˜es suplementares giu = σi, i = 1, . . . ,m satisfi-
zerem a condic¸a˜o
∥∥∥{gi}i=1,...,m∥∥∥ ≤ const ‖u‖Hmw (I) ,
enta˜o a abordagem operacional do me´todo tau conduz, para valores de N suficiente-
mente grandes, a uma u´nica soluc¸a˜o que converge para a u´nica soluc¸a˜o do problema na˜o
homoge´neo, relativamente a` norma ‖∗‖Hmw (I). Ale´m disso os erros, na norma ‖∗‖Hmw (I),
cometidos pela soluc¸a˜o tau uN e a melhor aproximac¸a˜o da soluc¸a˜o em PN teˆm a mesma
ordem de grandeza.
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Figura 1.1: Erros absolutos de soluc¸o˜es Tau do problema (1.61) para valores de α = 1/2
(em cima) e de α = 9/10 (em baixo). O me´todo tau converge claramente mais rapidamente
para α = 1/2.
Este resultado foi generalizado para operadores lineares com func¸o˜es coeficientes pi(x) ∈
L2w (I) em [Cab94].
Contudo este resultado na˜o e´ va´lido para problemas em derivadas parciais. Como o
espac¸o XN das func¸o˜es base e´ diferente do espac¸o YN das func¸o˜es teste, seguiremos a
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Figura 1.2: Erros absolutos dos coeficientes das soluc¸o˜es Tau de ordem 10 do pro-
blema (1.61) para diferentes valores de α.
abordagem da forma discreta da condic¸a˜o inf-sup (ver secc¸a˜o 1.1 ). Assumimos que o
operador L esta´ associado com uma forma bilinear a(u, v) = (L u, v) que satisfaz as
condic¸o˜es (1.11)-(1.13). Adicionalmente assumiremos que para todo o N ∈ N0 tem-se
XN ⊂ W e YN ⊂ V . Enta˜o, tem-se a seguinte condic¸a˜o inf-sup, devida a Babusˇca [BA72]
que e´ a conge´nere discreta de (1.12).
Se existe uma constante α¯ > 0 independente de N tal que
α¯||u||W ≤ sup
v∈YN\{0}
(L u, v)
||v||V , ∀u ∈ XN , (1.63)
enta˜o tem-se a seguinte estimativa
‖uN‖W ≤
C
α¯
‖f‖ , (1.64)
onde a constante C, independente de N , satisfaz a relac¸a˜o
||v|| ≤ C||v||V , ∀v ∈ V. (1.65)
Como os espac¸os XN e YN teˆm a mesma dimensa˜o a desigualdade (1.64) implica que o
problema (1.49) tem soluc¸a˜o u´nica e que o me´todo e´ esta´vel. Dividindo ambos os membros
de (1.49) por ||v||V e tomando o supremo sobre todo o elemento v de YN e usando (1.63)
mais a continuidade da inclusa˜o de V em X obteˆm-se o limite (1.64).
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Relativamente a` convergeˆncia do me´todo. Seja RN um operador linear de um espac¸o
denso W ⊂ DB(L ) em XN (W sera´ um espac¸o de func¸o˜es com certas condic¸o˜es de
regularidade, p.e. das func¸o˜es em DB(L ) tais que sa˜o de classe C
n(Ω), para um certo
n ∈ N0) tal que
lim
N→∞
‖u−RNu‖W = 0, ∀u ∈ W . (1.66)
Sob esta hipo´tese de consisteˆncia a aproximac¸a˜o (1.49) e´ convergente e tem-se o seguinte
limite para o erro da soluc¸a˜o tau do problema (1.49) [CHQZ07]
‖u− uN‖W ≤
(
1 +
A
α¯
)
‖u−RNu‖W (1.67)
o que implica a convergeˆncia do me´todo.
Exemplo 1.5.2. [CHQZ07] Consideremos o seguinte problema de valores fronteira de
Dirichelet
L u ≡ −d2u
dx2
+ λ2u = f, x ∈ I, λ ∈ R
u(−1) = u(1) = 0.
(1.68)
onde I =] − 1, 1[. Pretendemos determinar a soluc¸a˜o tau expandida nos polino´mios de
Chebyshev. Assumimos que f ∈ L2w(I), com w(x) = (1 − x2)−1/2. Determinamos a
soluc¸a˜o uN(x) =
N∑
k=0
cˆkTk(x) usando as equac¸o˜es
∫ 1
−1
[(
−d
2uN
dx2
+ λ2uN(x)
)
Tk(x)w(x)
]
dx =
∫ 1
−1
f(x)Tk(x)w(x)dx, k = 0, 1, . . . , N − 2,
N∑
k=0
(−1)kcˆk =
N∑
k=0
cˆk = 0.
Neste exemplo temos, XN = {v ∈ PN | v(−1) = v(1) = 0} e YN = PN−2. Se u ∈ XN e´
um polino´mio de grau N , enta˜o v = −d2u
dx2
e´ um polino´mio de grau N − 2 e tem-se
(L u, v) =
∫ 1
−1
(
d2u
dx2
)2
wdx+ λ2
∫ 1
−1
du
dx
d(uw)
dx
dx.
Usando a desigualdade [CHQZ07]∫ 1
−1
du
dx
d(uw)
dx
≥ 1
4
∥∥∥∥dudx
∥∥∥∥2
L2w(I)
, ∀u ∈ H10,w(I), (1.69)
e a desigualdade de Poincare´ (B.4.1) tem-se
(L u, v) ≥
∥∥∥∥d2udx2
∥∥∥∥2
H0w(I)
+
λ2
4
‖u‖2H0w(I) ≥ C(I) ‖u‖
2
H2w(I)
.
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Logo se escolhermos W = H20,w e V = L
2
w(I) a condic¸a˜o inf-sup (1.63) e´ satisfeita, e
tem-se
‖uN‖H2w(I) ≤ C ‖f‖H0w(I) (1.70)
para uma constante C independente de N e de λ.
A convergeˆncia pode estabelecer-se usando (1.67) e definindo o operador projecc¸a˜o RN
da seguinte forma. Seja u a soluc¸a˜o exacta e seja RNu um polino´mio alge´brico de grau
na˜o superior a N que, para 0 ≤ k ≤ 2, verifica
‖u− uN‖Hkw(I) ≤ CN
k−m |u|Hm;Nw (I)
e que se anula nos extremos de I. A projecc¸a˜o RN pode construir-se da forma RNu =
P 2Nu − p1, onde P 2Nu e´ a projecc¸a˜o ortogonal de u sobre PN relativamente ao produto
interno de H2w(I), o qual satisfaz (1.67) e p1 e´ um polino´mio de grau 1 que toma os
valores de P 2Nu nos extremos de I. Tendo em conta a inclusa˜o cont´ınua H
1
w(I) ⊂ C0(I)
[Ada78], tem-se
‖p1‖H2w(I) ≤ C
∥∥u− P 2Nu∥∥H2w(I) ≤ CN2−m |u|Hm;Nw (I) , m ≥ 2.
Obte´m-se deste modo a estimativa de convergeˆncia
‖u− uN‖H2w(I) ≤ CN
2−m |u|Hm;Nw (I) , m ≥ 2. (1.71)
Nota: Podia-se usar para func¸o˜es testes outros polino´mios para obter a es-
tabilidade deste esquema. Em vez de se utilizar v = −d2un
dx2
podia-se usar
v = PN−2u, onde u e´ um polino´mio qualquer em XN e teriamos
(L u, v) = − ∫ 1−1 d2udx2PN−2uwdx+ λ2 ∫ 1−1 uPN−2uwdx
=
∫ 1
−1
du
dx
d(uw)
dx
dx+ λ2
∫ 1
−1 (PN−2u)
2wdx.
Logo, o esquema tau verifica a estimativa
1
2
∥∥∥∥duNdx
∥∥∥∥
H0w(I)
+ λ ‖PN−2uN‖H0w(I) ≤ C ‖f‖H0w(I) , (1.72)
e se λ≫ 1, tem-se que ‖PN−2uN‖L2w(I) ≈ O(1/λ).
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Cap´ıtulo 2
Aproximac¸a˜o de Pade´
Este cap´ıtulo e´ dedicado ao estudo da aproximac¸a˜o de Pade´ e divide-se essencialmente
em duas partes. Na primeira parte, resumimos os resultados teo´ricos e alguns resultados
sobre o ca´lculo nume´rico dos aproximantes de Pade´ de se´ries de poteˆncias. Na segunda
parte, descrevemos a aproximac¸a˜o de Pade´ de se´ries de polino´mios ortogonais.
2.1 Noc¸o˜es ba´sicas sobre sucesso˜es assimpto´ticas
Definic¸a˜o 2.1.1. Sejam x0 ≥ 0 e f , g duas func¸o˜es definidas num intervalo I, limitado
I =]x0, x0 + δ[, δ > 0, se x0 for finito ou I =]A, x0[, A > 0, se x0 for infinito. Diz-se que:
(i) a ordem da func¸a˜o f na˜o excede a ordem da func¸a˜o g em x0 e escreve-se
f(x) = O (g(x)) quando x→ x0 se,∣∣∣∣f(x)g(x)
∣∣∣∣ e´ limitada no intervalo I,
(ii) a ordem da func¸a˜o f e´ inferior a` ordem da func¸a˜o g em x0 e escreve-se
f(x) = o (g(x)) quando x→ x0 se,
lim
x→x0
f(x)
g(x)
= 0,
(iii) a func¸a˜o f e´ assimptoticamente igual a` func¸a˜o g em x0 e escreve-se
f(x) ∼ g(x) quando x→ x0 se,
lim
x→x0
f(x)
g(x)
= 1,
onde, limx→x0 e´ usado para representar os limites limx→x+0 ou limx→∞ consoante x0 seja
finito ou infinito, respetivamente.
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As definic¸o˜es 2.1.1 implicam algumas propriedades importantes, as quais resumimos na
seguinte proposic¸a˜o.
Proposic¸a˜o 2.1.1. Dadas as definic¸o˜es 2.1.1 verificam-se as seguintes propriedades [Sid03]:
1. se f = o(g) enta˜o f = O(g), contudo a conversa na˜o se verifica.
2. f = O(g) na˜o implica que g = O(f).
3. se f = O(g) e g = O(f) enta˜o 1/f = O(1/g).
4. se f ∼ g enta˜o tem-se: g ∼ f , 1/f ∼ 1/g, f = O(g), g = O(f), e (pela propriedade
anterior) 1/f = O(1/g) e 1/g = O(1/f).
As definic¸o˜es 2.1.1 possuem verso˜es ana´logas para sucesso˜es.
Definic¸a˜o 2.1.2. Sejam {un} e {vn} duas sucesso˜es. Diz-se que:
(i) a ordem da sucessa˜o {un} na˜o excede a ordem de {vn} e escreve-se un = O (vn) se,∣∣∣∣unvn
∣∣∣∣ e´ limitada,
(ii) a ordem da sucessa˜o {un} e´ inferior a` ordem de {vn} e escreve-se un = o (vn) se,
lim
n→∞
un
vn
= 0,
(iii) a sucessa˜o un e´ assimptoticamente igual a vn e escreve-se un ∼ vn se,
lim
n→∞
un
vn
= 1.
Definic¸a˜o 2.1.3. Uma sucessa˜o de func¸o˜es {φk(x)}k≥0 diz-se uma sucessa˜o assimpto´tica
quando x→ x0 se
φk+1(x)
φk(x)
= o(1) quando x→ x0, k = 0, 1, 2, . . .
Existem dois exemplos de sucesso˜es assimpto´ticas que sa˜o relevantes para a aproximac¸a˜o
de Pade´:
(i)
{
(x− x0)k
}
k≥0, para x0 finito,
(ii)
{
x−k
}
k≥0, para x0 infinito.
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Definic¸a˜o 2.1.4. Diz-se que uma se´rie formal
∑∞
k=0 ckφk(x) representa uma func¸a˜o f(x)
assimtoticamente quando x→ x0 e escreve-se
f(x) ∼
∞∑
k=0
ckφk(x) quando x→ x0,
se:
(i) {φk(x)}k≥0 e´ uma sucessa˜o assimpto´tica,
(ii) para todo n ≥ 0 tem-se,
f(x)−
n∑
k=0
ckφk(x) = O (φn+1(x)) quando x→ x0.
Proposic¸a˜o 2.1.2. Seja {φk(x)}k≥0 uma sucessa˜o assimpto´tica. As seguintes afirmac¸o˜es
sa˜o equivalentes:
(i)
f(x) ∼
∞∑
k=0
ckφk(x) quando x→ x0.
(ii)
f(x)−
n∑
k=0
ckφk(x) = o (φn(x)) quando x→ x0, para todo n ≥ 0.
(iii)
lim
x→x0
f(x)−∑nk=0 ckφk(x)
φn+1(x)
existe e e´ igual a cn+1, para todo n ≥ 0.
2.2 Aproximac¸a˜o de Pade´ de se´ries de poteˆncias
Comec¸amos com a definic¸a˜o cla´ssica de aproximac¸a˜o de Pade´ (AP), frequentemente
chamada de aproximac¸a˜o de Frobenius Pade´ ou de aproximac¸a˜o de Pade´ linear.
2.2.1 Definic¸o˜es e Notac¸o˜es
Definic¸a˜o 2.2.1 (Aproximac¸a˜o de Pade´ linear). Sejam p, q dois nu´meros inteiros na˜o
negativos e f(z) =
∑∞
k=0 ckz
k uma se´rie formal de poteˆncias na varia´vel z ∈ C. O
aproximante de Pade´ linear de ordem (p, q) da se´rie f(z) e´ a func¸a˜o racional
Φp,q(z) =
Np,q(z)
Dp,q(z)
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com,
Np,q ∈ Pp, Dp,q ∈ Pq, Dp,q(z) 6≡ 0 (2.1)
onde as se´ries de poteˆncias f e fDp,q −Np,q coincidem ate´ uma ordem ℓ ta˜o alta quanto
poss´ıvel. Ou seja os polino´mios Np,q e Dp,q satisfazem as condic¸o˜es
(fDp,q −Np,q) (z) = O
(
zℓ
)
quando z → 0 (2.2)
onde, dados os inteiros na˜o negativos p e q, ℓ e´ a maior ordem para a qual as condic¸o˜es
(2.1) e (2.2) se verificam.
O ca´lculo dos coeficientes do polino´mio do denominador, Dp,q(z) =
∑q
k=0 bkz
k pode
fazer-se resolvendo um sistema de q equac¸o˜es lineares homoge´neo nas q + 1 inco´gnitas
b0, b1, . . . , bq. Usando a convenc¸a˜o, ci = 0 se i < 0, pode-se escrever este sistema na forma
matricial 

cp+1 cp · · · cp−q+1
cp+2 cp+1 · · · cp−q+2
...
...
...
cp+q cp+q−1 · · · cp




b0
b1
...
bq

 =


0
0
...
0

 (2.3)
Determinados os coeficientes de Dp,q(z) determina-se o polino´mio do numerador Np,q(z) =∑q
k=0 akz
k usando a equac¸a˜o matricial

a0
a1
...
ap

 =


c0 0 · · · 0
c1 c0 · · · 0
...
...
...
cp cp−1 · · · cp−q




b0
b1
...
bq

 (2.4)
deste modo, existe sempre um aproximante de Pade´ linear Φp,q(z). Por vezes, para enfa-
tizar que o aproximante de Pade´ e´ relativo a` se´rie (ou a` func¸a˜o) f , usaremos a notac¸a˜o
alternativa [p/q]f (z). Geralmente o polino´mio Dp,q(z) (e consequentemente Np,q(z)) na˜o
e´ univocamente determinado, dado que a caracter´ıstica da matriz do sistema (2.3) pode
eventualmente ser menor do que q. Contudo verifica-se que a func¸a˜o racional Φp,q(z) e´
u´nica [BGM96]. Se Dp,q(0) 6= 0 enta˜o f(z) − Φp,q = O (zp+q+1) quando z → 0, e se
Dp,q(0) = 0 tem-se f(z) − Φp,q = O (zp+q+1−ωp,q) , quando z → 0, onde ωp,q e´ um inteiro
positivo, chamado de ı´ndice de deficieˆncia. Para evitar este problema, Baker [BJ73] usou
a seguinte definic¸a˜o de aproximante de Baker-Pade´ ou aproximante de Pade´ na˜o linear.
Definic¸a˜o 2.2.2 (Aproximac¸a˜o de Pade´ na˜o linear). Sejam p, q dois nu´meros inteiros na˜o
negativos e f(z) =
∑∞
k=0 ckz
k uma se´rie formal de poteˆncias. O aproximante de Pade´ na˜o
linear de ordem (p, q) da se´rie f(z) e´, caso exista, a func¸a˜o racional Rp,q(z) =
Np,q(z)
Dp,q(z)
, onde
Np,q(z) e Dp,q(z) sa˜o polino´mios na varia´vel z que satisfazem:
gr (Np,q) = p, gr (Dp,q) = q, Dp,q(0) = 1 (2.5)
f(z)−Rp,q(z) = O
(
zp+q+1
)
quando z → 0 (2.6)
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R0,0 R0,1 R0,2 R0,3 · · ·
R1,0 R1,1 R1,2 R1,3 · · ·
R2,0 R2,1 R2,2 R2,3 · · ·
R0,3 R3,1 R3,2 R3,3 · · ·
...
...
...
...
Tabela 2.1: Tabela de Pade´
onde gr (P ) representa o grau de um polino´mio P .
Da condic¸a˜o (2.6), conclui-se que os polino´mios Np,q(z) e Dp,q(z) tambe´m satisfazem
a condic¸a˜o (2.2). Enta˜o, os aproximantes de Pade´ na˜o lineares podem determinar-se
usando as equac¸o˜es (2.3) e (2.4) fixando a condic¸a˜o Dp,q(0) = 1. Ou seja os aproximantes
na˜o lineares, se existirem, sa˜o determinados fazendo b0 = 1 nas equac¸o˜es (2.3) e (2.4).
Usando a conhecida regra de Cramer tem-se
Rp,q(z) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
zqSp−q(z) zq−1Sp−q+1(z) · · · z0Sp(z)
cp−q+1 cp−q+2 · · · cp+1
cp−q+2 cp−q+3 · · · cp+2
...
...
...
cp cp+1 · · · cp+q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
zq zq−1 · · · 1
cp−q+1 cp−q+2 · · · cp+1
cp−q+2 cp−q+3 · · · cp+2
...
...
...
cp cp+1 · · · cp+q
∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.7)
onde Sℓ(z) =
∑ℓ
k=0 ckz
k, ℓ = 0, 1, 2, . . ., e cℓ = 0 se ℓ < 0. Deste modo, podemos escrever
Rp,q(z) em func¸a˜o dos coeficientes b0 = 1, b1, · · · , bq da forma
Rp,q(z) =
∑p
k=0 bkz
kSp−k(z)∑q
k=0 bkz
k
.
Finalmente, a existeˆncia do aproximante de Pade´ na˜o linear na˜o esta´ garantida, contudo
no caso de existir e´ u´nico.
2.2.2 A tabela de Pade´
Frequentemente organizam-se os aproximantes de Pade´ numa tabela, a qual e´ conhe-
cida por tabela de Pade´, ver Tabela 2.1.
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Definic¸a˜o 2.2.3. Um aproximante de Pade´ Rp,q diz-se normal se ocorre exatamente uma
vez na tabela de Pade´. Diz-se que a tabela de Pade´ e´ normal se todas as suas entradas
forem normais.
A normalidade dos aproximantes de Pade´ esta´ relacionada com a estrutura das entra-
das nulas da chamada tabela-C que iremos definir. De forma ana´loga a` tabela de Pade´,
organizando os coeficientes Cp,q = Dp,q(0), p, q ≥ 0, obte´m-se a tabela-C. Os coeficien-
tes Cp,q podem calcular-se usando o determinante que ocorre no denominador da relac¸a˜o
(2.7). Ou seja tem-se
Cp,0 = 1; Cp,q =
∣∣∣∣∣∣∣∣∣∣
cp−q+1 cp−q+2 · · · cp
cp−q+2 cp−q+3 · · · cp+1
...
...
...
cp cp+1 · · · cp+q−1
∣∣∣∣∣∣∣∣∣∣
, p ≥ 0, q ≥ 1 (2.8)
onde, cℓ = 0 se ℓ < 0.
Os seguintes resultados relacionam a estrutura da tabela de Pade´ com a estrutura das
entradas nulas da tabela-C [BGM96].
Teorema 2.2.1. As seguintes afirmac¸o˜es sa˜o equivalentes:
1. Rp,q e´ normal.
2. O numerador Np,q e o denominador Dp,q de Rp,q teˆm grau p e q, respetivamente, e
f(z)−Rp,q =
∑∞
k=p+q+1 dkz
k, com dp+q+1 6= 0.
3. Os determinantes Cp,q, Cp,q+1, Cp+1,q e Cp+1,q+1 na˜o se anulam.
Teorema 2.2.2. A tabela de Pade´ de uma se´rie formal f(z) ∼∑∞k=0 ckzk e´ normal se e
somente se Cp,q 6= 0, para todo p, q ≥ 0.
Note-se que como Cp,1 = cp enta˜o cp 6= 0, para todo o inteiro na˜o negativo, e´ uma condic¸a˜o
necessa´ria para que a tabela de Pade´ seja normal.
Teorema 2.2.3. Entradas nulas numa tabela-C ocorrem em blocos quadrados cercados
por entradas na˜o nulas, exceto num bloco infinito. Para um bloco, quadrado, de dimensa˜o
ℓ constitu´ıdo pelas entradas nulas Cp,q, m + 1 ≤ p ≤ m + ℓ, n + 1 ≤ q ≤ n + ℓ tem-se
Rp,q = Rm+1,n+1 para p ≥ m, q ≥ n e p + q ≤ m + n + ℓ e os aproximantes de Pade´ de
ordem (p, q) sa˜o iguais para m ≤ p ≤ p+ ℓ e n ≤ q ≤ n+ ℓ.
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2.3 Convergeˆncia de Aproximantes de Pade´
Iremos apenas resumir alguns resultados relativos a` convergeˆncia uniforme e a` con-
vergeˆncia em medida. De referir que alguns resultados ale´m de estabelecerem a con-
vergeˆncia de algumas sucesso˜es de aproximantes de Pade´ tambe´m estabelecem acelerac¸a˜o
de convergeˆncia.
No que se segue iremos considerar as seguintes sucesso˜es de aproximantes de Pade´:
1. sucesso˜es linha, {Rp,ℓ}p≥0, com ℓ fixo,
2. sucesso˜es coluna, {Rℓ,q}q≥0, com ℓ fixo,
3. sucesso˜es para-diagonais, {Rq+ℓ,q}q≥0, com ℓ fixo. Para ℓ = 0 tem-se a sucessa˜o
diagonal,
2.3.1 Convergeˆncia uniforme
Convergeˆncia de func¸o˜es meromorfas:
Um resultado de convergeˆncia de sucesso˜es linha de AP para func¸o˜es meromorfas
foi originalmente demonstrado por Montessus de Ballore [dMdB02]. Este teorema ale´m
de estabelecer a convergeˆncia uniforme tambe´m estabelece a acelerac¸a˜o de convergeˆncia.
Mais exatamente tem-se
Teorema 2.3.1 (de Montessus). Seja f(z) anal´ıtica em z = 0 e meromorfa em B =
{z : |z| < r}, r > 0, com ℓ po´los, η1, η2, . . . , ηℓ, (contando com eventuais multiplicidades)
em B. Enta˜o a sucessa˜o linha {Rp,ℓ}p≥0 converge uniformemente para f(z) em todo o
subconjunto compacto de B \ {η1, η2, . . . , ηℓ}, e,
lim sup
p→∞
|f(z)−Rp,ℓ(z)|1/p ≤ |z|
r
. (2.9)
O seguinte resultado, [GH66], e´ relativo aos po´los dos aproximantes de Pade´ de func¸o˜es
meromorfas nas condic¸o˜es do teorema, e generaliza o teorema de Ko¨nig, [Ko¨n84].
Teorema 2.3.2. Seja f(z) anal´ıtica em z = 0 e meromorfa em B = {z : |z| < r},
com ℓ po´los η1, η2, . . . , ηℓ tais que |ηm| ≥ |ηk|, k = 1, 2, . . . ℓ. Definindo o polino´mio
D(z) =
∏ℓ
k=1 (1− z/ηk) tem-se
lim sup
p→∞
|D(z)−Dp,ℓ(z)|1/p ≤ |ηm|
r
, (2.10)
onde Dp,q(z) e´ o denominador de Rp,q(z).
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Convergeˆncia de se´ries de momentos
Enquanto os resultados de convergeˆncia de AP de func¸o˜es meromorfas se referem a
sucesso˜es de AP linha, os resultados sobre a convergeˆncia de AP de se´ries de momentos sa˜o
relativos a sucesso˜es para-diagonais. Existem na literatura va´rias definic¸o˜es de func¸o˜es
de Stieltjes, e, consequentemente va´rias definic¸o˜es de se´ries de Stieltjes. Iremos, nesta
secc¸a˜o, adotar as seguintes definic¸o˜es dadas em [BGM96] e [Sid03].
Definic¸a˜o 2.3.1. Sejam I =]a, b[⊂ R e σ(t) uma func¸a˜o real na˜o decrescente e com
um nu´mero infinito de pontos de crescimento no intervalo I. Considere-se a func¸a˜o σˆ(z)
definida pelo integral de Stieltjes,
σˆ(z) =
∫
I
dσ(t)
1 + tz
. (2.11)
Se 0 ≤ a < b ≤ +∞, σˆ(z) diz-se uma func¸a˜o de Stieltjes e se −∞ ≤ a < 0 < b ≤ +∞
enta˜o, a func¸a˜o σˆ(z) diz-se de Hamburger.
Se existirem os momentos, mk, de σ(t)
mk =
∫
I
tkdσ(t), k = 0, 1, 2, . . . , (2.12)
enta˜o, a se´rie formal
∑∞
k=0mk(−z)k diz-se a se´rie de momentos associada a σ(t). No caso
de σˆ(z) ser uma func¸a˜o de Stieltjes (de Hamburger) diz-se que
∑∞
k=0mk(−z)k e´ uma se´rie
de Stieltjes (de Hamburger).
Estas func¸o˜es verificam as seguintes propriedades:
Teorema 2.3.3.
1. Se σˆ e´ uma func¸a˜o de Stieltjes enta˜o, e´ holomorfa em C\] − 1/a,−1/b[ e [σˆ(z)]∗ =
σˆ(z∗),
2. Se σˆ e´ uma func¸a˜o de Hamburger enta˜o, e´ holomorfa em C\(]−∞,−1/b] ∪ [−1/a,+∞[)
e [σˆ(z)]∗ = σˆ(z∗),
3. Se σ(t) tiver momentos finitos mk, k = 0, 1, 2, . . . , enta˜o,
σˆ(z) ∼
∞∑
k=0
mk(−z)k, (z → 0)
e ale´m disso, se ]a, b[ for limitado enta˜o a se´rie dos momentos tem raio de con-
vergeˆncia r, 0 < r <∞, e se a = −∞ ou b = +∞ enta˜o a se´rie dos momentos tem
raio de convergeˆncia r = 0.
Apenas iremos referir os resultados relativos a`s series de Stieltjes. Comec¸amos com
um resultado relativo a` localizac¸a˜o dos po´los de sucesso˜es para-diagonais.
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Teorema 2.3.4. Os aproximantes de Pade´, Rp+ℓ,p, com ℓ ≥ −1, de uma se´rie de Sti-
eltjes sa˜o normais e possuem po´los simples. Estes po´los situam-se na semi-reta R− =
{x ∈ R : x < 0} e teˆm res´ıduos positivos.
Os resultados de convergeˆncia de se´ries de Stieltjes dependem de duas situac¸o˜es. Na
primeira o intervalo I = [a, b], a ≥ 0, e´ limitado, (caso em que a se´rie de Stieltjes tem raio
de convergeˆncia positivo) e na segunda situac¸a˜o o intervalo I e´ ilimitado (I =]a,+∞[)
(neste caso, a se´rie de Stieltjes e´ apenas formal). O resultado seguinte resume as duas
situac¸o˜es
Teorema 2.3.5. Seja {Rp+ℓ,p}p≥0, uma sucessa˜o para-diagonal de aproximantes de Pade´,
com ℓ ≥ −1, de uma se´rie de Stieltjes, ∑∞k=0mk(−z)k, onde mk = ∫I tkdσ(t), k =
0, 1, 2, . . . . Enta˜o,
1. se 0 ≤ a < b < +∞ a sucessa˜o converge para σˆ(z) em D = C\] −∞,−1/b] a uma
taxa pontual
lim sup
p→+∞
|σˆ(z)−Rp+ℓ,p(z)|1/n ≤
∣∣∣∣
√
1 + bz − 1√
1 + bz + 1
∣∣∣∣ < 1
(com a convenc¸a˜o que Arg(
√
1 + bz) > 0 se z > −1/b). A convergeˆncia e´ uniforme
em todo o compacto K ⊂ D.
2. se I =]0,∞[ e se a se´rie de Stieltjes satisfizer a condic¸a˜o de Carlman (a se´rie∑
k≥1(mk)
−1/(2k) diverge) enta˜o a sucessa˜o para-diagonal converge uniformemente
para σˆ(z) em Dr,ǫ, onde
Dr,ǫ =
{
z ∈ C : |z| ≤ r e dist (z,R−0 ) ≥ ǫ} ,
para todo 0 < ǫ < r.
2.3.2 Convergeˆncia em medida
Observamos que os resultados sobre convergeˆncia em medida de sucesso˜es de AP na˜o
garantem a convergeˆncia pontual em nenhum ponto do plano complexo. Na realidade os
resultados que iremos expor sa˜o va´lidos no plano complexo exceto num conjunto de medida
arbitrariamente pequena. Iremos sempre supor a existeˆncia de todos os AP mencionados.
Comec¸amos com uma versa˜o fraca do teorema de Montessus 2.3.1.
Teorema 2.3.6. Seja f(z) anal´ıtica em z = 0 e meromorfa em B = {z : |z| < r}, com
ℓ po´los, contando com eventuais multiplicidades, em B. Considere uma sucessa˜o coluna
de AP {Rp,q}p≥0 da func¸a˜o f , com q ≥ ℓ. Dados dois nu´meros reais positivos ǫ e δ
arbitrariamente pequenos, existe ℓmin tal que |f(z) − Rp,q(z)| < ǫ para todo q ≥ ℓmin e
para todo z ∈ B \ Eℓ, onde Eℓ ⊂ C e´ um conjunto com medida inferior a δ.
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Os seguintes corola´rios, do teorema 2.3.6, generalizam a convergeˆncia em medida a outras
sucesso˜es de AP.
Corola´rio 2.3.1. Sob as hipo´teses do teorema 2.3.6 tem-se |f(z)−Rpk,qk | < ǫ, para todo
k > k0 e para todo z ∈ B \ Ek, onde Ek e´ um conjunto com medida inferior a δ desde que:
i) limk→∞
pk
qk
=∞, (qk 6= 0),
ii) qk ≥ ℓ, para todo k > k0.
Corola´rio 2.3.2. Sob as hipo´teses do teorema 2.3.6 existe um k > ℓmin tal que |f(z) −
Rp,q| < ǫ para todo z ∈ B \ Ek, onde Ek e´ um conjunto com medida inferior a δ.
O seguinte resultado abrange o teorema 2.3.6 e os seus dois corola´rios.
Teorema 2.3.7. Seja f(z) anal´ıtica em z = 0 e tambe´m anal´ıtica em B = {z : |z| < R},
com ℓ po´los (contando com eventuais multiplicidades) em B. Considere uma sucessa˜o
Rpk,ℓk de AP de f com ℓk ≥ ℓ e limk→∞ pkℓk =∞. Dados dois nu´meros positivos arbitrari-
amente pequenos ǫ e δ existe k0 tal que |f(z)− Rpk,ℓk | < ǫ para todo k > k0 e para todo
o z ∈ B \ Ek onde Ek e´ um conjunto com medida inferior a δ.
Existem igualmente resultados, sobre convergeˆncia em medida, para outros tipos de su-
cesso˜es tais como: sucesso˜es raio e sucesso˜es diagonais. Os resultados relativos a sucesso˜es
diagonais foram inicialmente estabelecidos por Nuttall [Nut70] e posteriormente estendi-
dos a sucesso˜es raio por Pommerenke [Pom73] e outros autores. Apenas iremos mencionar
dois resultados, de interesse para este trabalho, sendo que o primeiro foi estabelecido por
Nuttall [Nut70] e o segundo por Gammel e Nuttall [GN73].
Teorema 2.3.8 (Nuttall). Seja f uma func¸a˜o meromorfa. Dados dois nu´meros positivos
ǫ e δ, enta˜o existe p0 tal que, para todo p > p0 tem-se |f(z) − Rp,p(z)| < ǫ, em todo o
conjunto K \ Ep, onde K ⊂ C e´ um compacto e Ep um conjunto com medida inferior a δ.
O resultado seguinte e´ relativo a func¸o˜es que pertencem a` classe A (de Borel) de
func¸o˜es quase anal´ıticas. Mais exatamente, a` classe das func¸o˜es representadas por uma
se´rie da forma
f(z) =
∞∑
k=0
Ak
1− zαk , Ak, αk ∈ C (2.13)
onde os coeficientes Ak satisfazem a condic¸a˜o
|Ak| < C exp(−k1+ǫ1), com ǫ1 > 0. (2.14)
Observac¸o˜es:
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i Uma func¸a˜o f representada por uma se´rie da forma (2.13) com os coefi-
cientes Ak tais que a se´rie∑
k≥0
log log(1/|Ak|)
log(1/|Ak|) , converge (2.15)
e´ quase anal´ıtica [BJ17].
ii Carleman [Car26] mostrou que se os coeficientes Ak satisfizerem a condic¸a˜o
(2.14) enta˜o, f e´ uma func¸a˜o quase anal´ıtica.
iii Se escolhermos os elementos do conjunto {αk}k≥0 de forma a estarem
densamente distribu´ıdos numa circunfereˆncia |z| = r, r > 0, e se os
Ak satisfizerem a condic¸a˜o (2.14) enta˜o a func¸a˜o e´ quase anal´ıtica e a
sua se´rie de poteˆncias deduzida de (2.13) tem uma fronteira natural na
circunfereˆncia |z| = r−1.
Teorema 2.3.9 (Gammel-Nuttall). Seja f uma func¸a˜o em A com, |αk| = 1, k = 0, 1, . . ..
Dados nu´meros positivos ǫ e δ arbitrariamente pequenos e um nu´mero inteiro ℓ e seja
Rp+ℓ,p onde p + ℓ > 0 uma sucessa˜o para-diagonal de AP de f , seja ainda, K ⊂ C uma
regia˜o compacta arbitra´ria enta˜o, existe um nu´mero natural p0 tal que
|f(z)−Rp+ℓ,p(z)| < ǫ
para todo o p > p0 e para todo o z ∈ K \ E , onde o conjunto E tem medida inferior a δ.
Note-se que este resultado garante que toda a sucessa˜o para-diagonal de AP converge
em medida em qualquer compacto no plano complexo para a func¸a˜o f . Isto significa que
se escolhermos um conjunto de coeficientes {αk}k≥0 densamente distribu´ıdos na circun-
fereˆncia unita´ria enta˜o, a func¸a˜o f tem fronteira natural na circunfereˆncia unita´ria e a
convergeˆncia em medida para f verifica-se em todo o compacto K \ E , onde o conjunto E
conte´m a fronteira natural de f .
2.4 Estimac¸a˜o de singularidades
Para certas famı´lias de func¸o˜es, os po´los de sucesso˜es de AP determinados por uma
se´rie de poteˆncias f(z) =
∑
k≥0 ckz
k tendem para as singularidades da func¸a˜o f . Tendo
em vista a localizac¸a˜o de singularidades de func¸o˜es dadas por se´ries de poteˆncias via
determinac¸a˜o de po´los de sucesso˜es de aproximantes de Pade´, estamos interessados no
chamado problema inverso. Ou seja, supondo que os po´los de uma sucessa˜o de AP de
uma func¸a˜o f tendem para elementos num conjunto Λ pode-se concluir que a func¸a˜o f e´
singular em Λ? Um resultado chave relativo a este problema e´ o seguinte, [Fab96, Die57],
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Teorema 2.4.1 (Fabry). Seja f(z) ∼∑k≥0 ckzk uma se´rie de poteˆncias, tal que o limite
limk→∞
ck
ck+1
existe e e´ igual a λ 6= 0. Enta˜o a se´rie converge uniformemente em todo o
compacto K ⊂ {|z| < |λ|}) e λ e´ um ponto singular da func¸a˜o f .
Se cp+1 6= 0, p = 0, 1, . . ., enta˜o os po´los dos AP da segunda coluna da tabela de Pade´, xp,1,
p = 0, 1, . . ., sa˜o precisamente xp,1 =
cp
cp+1
e tem-se o seguinte corola´rio do teorema 2.4.1
Corola´rio 2.4.1. Dada uma se´rie de poteˆncias
∑
k≥0 ckz
k. Se a sucessa˜o dos po´los
{xp,1}p≥0 tende para λ 6= 0 enta˜o, f(z) =
∑
k≥0 ckz
k e´ anal´ıtica no disco Dλ = {|z| < |λ|}
e λ e´ uma singularidade da func¸a˜o f .
O seguinte resultado generaliza os resultados obtidos por Fabry a outras sucesso˜es
coluna de AP, [VGP81] e [Sue85].
Teorema 2.4.2 (Suetin). Seja
∑
k≥0 ckz
k uma se´rie de poteˆncias cujos coeficientes satis-
fazem as condic¸o˜es: para todo q ∈ N fixo e para todo p ∈ N suficientemente grande o AP
Rp,q tem precisamente q po´los finitos xp,1, xp,2, . . . , xp,q e os limites
lim
p→∞
xp,k = λk, k = 1, 2, . . . , q.
Enta˜o:
(i)
∑
k≥0 ckz
k converge uniformemente no disco Dm = {|z| < min1≤i≤q |λi|};
(ii) a func¸a˜o f(z) =
∑
k≥0 ckz
k admite uma continuac¸a˜o meromo´rfica ao disco DM =
{|z| < max1≤i≤q |λi|};
(iii) a func¸a˜o f tem no ma´ximo q−1 po´los no discoDM e todos os pontos λi, i = 1, 2, . . . , q
sa˜o singularidades de f ,
(iv) as singularidades λi ∈ DM sa˜o po´los e a func¸a˜o f na˜o possui outros po´los em DM .
Frequentemente, em aplicac¸o˜es pra´ticas, na˜o temos acesso aos coeficientes exatos de
se´ries de poteˆncias. Consequentemente, os AP sa˜o calculados a partir de coeficientes
aproximados. Deste modo, a qualidade das AP ira´ ser influenciada pelos erros nestas
aproximac¸o˜es. Um fator que influencia drasticamente a qualidade da aproximac¸a˜o de
um AP e´ a localizac¸a˜o dos seus po´los. Estas observac¸o˜es da˜o o mote a` secc¸a˜o seguinte,
que se baseia fundamentalmente nos resultados de experieˆncias nume´ricas obtidos por
M. Froissart.
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2.5 Localizac¸a˜o de po´los e zeros de AP de se´ries de
poteˆncias perturbadas
Tendo em vista estudar o efeito causado nos aproximantes de Pade´ devido aos erros nos
coeficientes de se´ries de poteˆncias, M. Froissart [Fro69], simulou os erros nos coeficientes,
ck, k = 0, 1, . . ., usando se´ries com coeficientes aleato´rios (a que chamaremos “ru´ıdos”).
Iremos reproduzir algumas das experieˆncias nume´ricas efetuadas por Froissart, bem como
algumas contribuic¸o˜es posteriores para explicar os resultados obtidos nessas experieˆncias.
Para o efeito iremos considerar dois tipos de ru´ıdos, designados por: ru´ıdos do tipo I e do
tipo II e definidos por:
Tǫ(z) =
∞∑
k=0
ǫrkz
k, ru´ıdo do tipo I, (2.16)
Tω(z) =
∞∑
k=0
ω
rk
2k
zk ru´ıdo do tipo II (2.17)
onde ǫ e ω sa˜o nu´meros reais positivos e os rk sa˜o nu´meros complexos aleato´rios unifor-
memente distribu´ıdos no disco unita´rio, ou seja |rk| ≤ 1, k=0,1,. . . .
Exemplo 2.5.1. Froissart considerou as func¸o˜es f(z) = 1/(1 − z) e g(z) = ln(1 − z)
e representadas, respetivamente, pelas se´ries de Taylor, centradas em z = 0, Sf (z) =∑∞
k=0 z
k e Sg(z) = −
∑∞
k=0
zk
k
. Notamos que:
• a func¸a˜o f e´ uma func¸a˜o racional, com um po´lo em z1 = 1, logo (devido a` propriedade
de consisteˆncia dos AP) tem-se [p/q]f = f , para todos os inteiros p e q tais que p ≥ 0
e q ≥ 1 (ou seja, a tabela de Pade´ tem um bloco infinito). Ale´m disso, a se´rie Sf (z)
e´ absolutamente convergente em |z| < 1.
• a func¸a˜o g tem: um zero no ponto z = 0, dois pontos de ramificac¸a˜o, em z = 1 e
z =∞, e um corte de ramificac¸a˜o unindo os pontos de ramificac¸a˜o. A se´rie Sg(z) e´
absolutamente convergente em |z| < 1.
Froissart perturbou as se´ries Sf (z) e Sg(z) com ru´ıdos do tipo I e II, Sfǫ(z) =
∑∞
k=0(1 +
ǫrk)z
k, Sfω(z) =
∑∞
k=0(1 + ǫ
rk
2k
)zk, Sgǫ(z) =
∑∞
k=0(− z
k
k
+ ωrk)z
k e Sgω(z) =
∑∞
k=0(− z
k
k
+
ω rk
2k
)zk, e estudou a localizac¸a˜o dos po´los e zeros de AP diagonais destas se´ries.
Para os aproximantes [p/p]Sfǫ observou os seguintes comportamentos:
(1) para cada p ≥ 1, [p/p]Sfǫ possui um po´lo esta´vel ξ1 perto da singularidade de f ,
z1 = 1. Este po´lo considera-se esta´vel no sentido que se tem, |z1− ξ1| = O(ǫ), e esta
distaˆncia diminui com o crescimento do valor de p.
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Figura 2.1: Localizac¸a˜o dos po´los (pontos a preto) e zeros (circunfereˆncias a magenta)
do AP diagonal, n = 50, da se´rie Sfǫ , com ǫ = 10
−3. Na˜o indicamos o zero fantasma na
Figura para facilitar a leitura da mesma.
(2) existe um zero insta´vel η1, no sentido que a sua localizac¸a˜o depende do valor de
n, tal que |η1| = O(ǫ−1), para n = 1, e |η1| aumenta com o crescimento de n. O
comportamento da localizac¸a˜o deste zero, usualmente chamado de “zero fantasma”,
reflete o facto de a func¸a˜o f restrita a` recta real tender para zero quando x→∞.
(3) para valores de n > 1 os zeros e po´los restantes ηk e ξk, k = 2, . . . , n, respetivamente,
surgem agrupados aos pares. Mais precisamente, a distaˆncia |ξk−ηk| e´ pequena, para
n = 1, e diminui quando o valor de n cresce. Ale´m disso, estes pares localizam-se
perto da circunfereˆncia de raio unita´rio.
Este comportamento e´ ilustrado na Figura 2.1, onde se apresenta o conjunto dos po´los
e dos zeros de [50/50]Sfǫ junto com a circunfereˆncia de raio unita´rio. Estes resultados
correspondem a uma realizac¸a˜o aleato´ria de ru´ıdo do tipo I, como em (2.16), com ǫ = 10−3.
Neste caso o zero fantasma satisfaz a condic¸a˜o |η1| = O(103) e por uma questa˜o de escala
na˜o e´ mostrada na Figura.
Notamos que a ocorreˆncia dos zeros e dos po´los agrupados aos pares, em que a distaˆncia
entre dois elementos de cada par (ηk, ξk), k = 2, . . . , n, e´ pequena e diminui com o au-
mento de n, traduz o facto acima referido, de que a tabela de Pade´ dos AP da func¸a˜o f
conte´m um bloco infinito. Note-se que cada par contribui com fatores do numerador e do
denominador do AP que se cancelam assimptoticamente. Informalmente, designa-se por
par de Froissart, a um par constitu´ıdo por um po´lo e um zero (η, ξ) que teˆm esta propri-
edade, a distaˆncia entre eles e´ pequena e diminui quando o valor de n aumenta. Se um
dado par de Froissart na˜o representa a estrutura das singularidades da func¸a˜o f diremos
que e´ um par de Froissart artificial, e caso ele represente de certa forma a estrutura das
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singularidades da func¸a˜o f denominamo-lo de par de Froissart “genu´ıno”. Formalmente,
Stahl [Sta98] definiu um par de Froissart “artificial” como sendo um par (η, ξ) onde ξ e´ um
po´lo espu´rio e η um zero muito pro´ximo de ξ e definiu um par de Froissart “genu´ıno” como
sendo um par (η, ξ) satisfazendo as mesmas condic¸o˜es assimpto´ticas dos pares artificiais
com a excec¸a˜o de que o po´lo η na˜o e´ espu´rio. Contudo, a definic¸a˜o de Stahl na˜o e´ u´til em
aplicac¸o˜es nume´ricas dado que a distinc¸a˜o entre pares de Froissart artificiais e genu´ınos
dependem da definic¸a˜o de po´lo espu´rio, a qual e´ dada de uma forma assimpto´tica.
Para explicar a localizac¸a˜o dos pares de Froissart dos AP diagonais da func¸a˜o pertur-
bada Sfǫ , iremos abordar o seguinte resultado sobre se´ries de poteˆncias com coeficientes
aleato´rios [GTV87, Kah93].
Teorema 2.5.1. Sejam (Ω,A,P) um espac¸o de probabilidade eXn, n = 0, 1, . . ., varia´veis
aleato´rias complexas independentes, enta˜o dado ω ∈ Ω, o raio de convergeˆncia da se´rie∑∞
n=0Xn(ω)z
n e´, com probabilidade um,
r(ω) =
(
lim sup
n→∞
|Xn(ω)|1/n
)−1
,
e ale´m disso se, 0 < r(ω) <∞ e se Xn forem sime´tricas (Xn e´ sime´trica, se tiver a mesma
distribuic¸a˜o que −Xn) enta˜o, |z| = r(w) e´ uma fronteira natural, com probabilidade um,
da func¸a˜o
F (z;ω) =
∞∑
n=0
Xn(ω)z
n.
Resulta imediatamente deste teorema o seguinte
Corola´rio 2.5.1. Os ru´ıdos do tipo I e do tipo II possuem fronteiras naturais, com
probabilidade um, nas circunfereˆncias |z| = 1 e |z| = 2.
Observac¸a˜o: Deste modo, os pares de Froissart, localizados na vizinhanc¸a
da circunfereˆncia de raio unita´rio, representam a fronteira natural do ru´ıdo
do tipo I.
Em seguida, iremos descrever os resultados obtidos na segunda experieˆncia de Frois-
sart, com a se´rie Sgω .
Exemplo 2.5.2. Para a se´rie perturbada Sgω(z) da func¸a˜o g(z) observamos o seguinte
comportamento dos zeros e po´los dos AP diagonais:
(1) para cada n ≥ 1, [n, n]Sgω (z) tem um zero esta´vel η1 pro´ximo do zero da func¸a˜o g,
z = 0. Para n = 1 tem-se |η1| = O(ω) e, |η1| diminui com o aumento de n.
(2) existe um po´lo esta´vel ξ1 pro´ximo do ponto de ramificac¸a˜o z1 = 1. Para n = 1
tem-se |ξ1 − z1| = O(ω) e, |η1 − z1| diminui com o aumento de n.
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Figura 2.2: Distribuic¸a˜o dos zeros e po´los do AP diagonal da se´rie Sgω , n = 40 e ω = 10
−3.
Os po´los esta˜o assinalados com pontos a preto e os zeros com circunfereˆncias a magenta.
Para facilitar a leitura da figura na˜o inclu´ımos todos os po´los e zeros que representam o
corte da func¸a˜o g.
(3) existe um conjunto de po´los e zeros intercalados, os quais representam o corte de
bifurcac¸a˜o da func¸a˜o g. Ale´m disso, os elementos deste conjunto tendem a acumular-
se pro´ximo do ponto de ramificac¸a˜o z1 = 1.
(4) os po´los e zeros restantes sa˜o pares de Froissart. Enquanto uns esta˜o agrupados
pro´ximos da fronteira natural do ru´ıdo, a circunfereˆncia |z| = 2, os outros agrupam-
se pro´ximo da circunfereˆncia |z| = 1 e sa˜o originados pelo facto da func¸a˜o g possuir
uma singularidade no interior da fronteira natural do ru´ıdo.
Este comportamento e´ ilustrado na Figura 2.2, onde a circunfereˆncia maior tem raio dois
e representa a fronteira natural do ru´ıdo enquanto a circunfereˆncia menor, de raio um,
representa a fronteira do disco de convergeˆncia da se´rie Sg(z) que representa a func¸a˜o g.
Observac¸a˜o:
Os pares de Froissart artificiais podem na˜o ser apenas gerados por ru´ıdos nos
coeficientes da se´rie. O me´todo usado para calcular o AP pode igualmente
gerar pares de Froissart artificiais. Por exemplo, nos testes que apresenta´mos
as matrizes do sistema (2.3) sa˜o mal condicionadas. Este efeito nota-se sobre-
tudo no segundo exemplo onde existem pares de Froissart localizados pro´ximo
da fronteira natural do ru´ıdo artificialmente introduzido do tipo II e existem
pares de Froissart, gerados pelo mau condicionamento da matriz do sistema
(2.3), localizados pro´ximo da circunfereˆncia z = 1. No primeiro exemplo os
pares de Froissart gerados pelo mau condicionamento da matriz do sistema
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(2.3) na˜o se distinguem dos pares de Froissart gerados pelo ru´ıdo artificial-
mente introduzido do tipo I. Estes factos permitem conjeturar que o ru´ıdo
introduzido pelo mau condicionamento da matriz do sistema (2.3) e´ um ru´ıdo
do tipo I.
Estes problemas ira˜o ser abordados com mais detalhe na secc¸a˜o 2.7, onde e´ abordada a
localizac¸a˜o de po´los e zeros de AP de se´ries ortogonais perturbadas.
2.6 Aproximantes de Pade´ de se´ries de polino´mios
ortogonais
O conceito de AP de func¸o˜es representadas por se´ries de poteˆncias pode ser gene-
ralizado a func¸o˜es representadas em se´ries ortogonais. Tal como na secc¸a˜o anterior,
existem fundamentalmente duas classes de aproximantes de func¸o˜es representadas em
se´ries ortogonais. Os aproximantes na˜o lineares e os aproximantes de Frobenius-Pade´ ou
aproximantes lineares. Contudo, enquanto no caso de AP de se´ries de poteˆncias os dois
conceitos quase que coincidem, no caso dos AP de se´ries ortogonais temos que distinguir
os aproximantes lineares dos na˜o lineares. Iremos, nesta secc¸a˜o, resumir os conceitos e
resultados destes aproximantes dando especial eˆnfase aos aproximantes de Pade´ de se´ries
de Chebyshev (ACP) e aos aproximantes de Pade´ de se´ries de Legendre (ALP).
2.6.1 Definic¸o˜es e Notac¸o˜es
Seja f ∈ L2w(I), (B.2), uma func¸a˜o representada por uma se´rie ortogonal
f(z) =
∞∑
k=0
fkϕk(z), (2.18)
onde {ϕi}i≥0 e´ uma famı´lia de polino´mios ortogonais num intervalo I ⊂ R relativamente
a um produto interno
(u, v)w =
∫
I
uvwdz,
sendo w(z) ≥ 0 uma func¸a˜o peso. Ou seja, definindo as funcionais
Uk(f) = 1‖ϕk‖2w
(f, ϕk)w , k ≥ 0
tem-se
fk = Uk(f), k ≥ 0. (2.19)
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Definic¸a˜o 2.6.1. (Aproximante na˜o linear) Dados dois inteiros na˜o negativos p e q,
define-se um aproximante na˜o linear de ordem (p, q) da se´rie (2.18) como sendo uma func¸a˜o
racional Rp,q(z) = Np,q(z)/Dp,q(z) onde: Np,q(z) =
∑p
i=0 aiϕi(z), Dp,q(z) =
∑q
i=0 biϕi(z) ,
e cuja expansa˜o ortogonal satisfaz a condic¸a˜o
f(z)−Rp,q(z) =
∑
k≥p+q+1
dkϕk(z)
Logo, um aproximante na˜o linear e´ determinado pelo sistema de equac¸o˜es na˜o lineares
cujas inco´gnitas sa˜o os coeficientes de Np,q e Dp,q,
Uk(Rp,q) = fk k = 0, 1, . . . p+ q. (2.20)
Definic¸a˜o 2.6.2. (Aproximante linear) Dados dois inteiros na˜o negativos p e q, define-se
um aproximante linear de ordem (p, q) da se´rie (2.18) como sendo uma func¸a˜o racional
Φp,q(z) =
Np,q(z)
Dp,q(z)
≡
∑p
i=0 aiϕi(z)∑q
i=0 biϕi(z)
que satisfaz
Uk (Dp,qf −Np,q) = 0 k = 0, 1, . . . , p+ q. (2.21)
Ou seja, exige-se que Dp,qf − Np,q seja ortogonal a ϕk, k = 0, 1, . . .. Por vezes, quando
pretendermos enfatizar que o aproximante de Pade´ linear (na˜o linear) e´ relativo a uma
func¸a˜o (se´rie) f usaremos a notac¸a˜o [p/q]f (〈p/q〉f ) em vez de Φp,q (Rp,q).
Enquanto para se determinar um aproximante na˜o linear Rp,q apenas e´ necessa´rio o
conhecimento dos coeficientes fk, k ≤ p + q + 1, para se determinar um aproximante de
Pade´ linear Φp,q necessita-se dos coeficientes fk, k ≤ p+2q+1. Portanto, os aproximantes
lineares possuem a` partida uma desvantagem relativamente aos aproximantes na˜o lineares.
Contudo, enquanto as condic¸o˜es (2.21) que determinam um aproximante linear formam
um sistema de equac¸o˜es lineares as condic¸o˜es (2.20), que determinam um aproximante
na˜o linear formam um sistema de equac¸o˜es na˜o lineares o que pode colocar problemas de
existeˆncia ou dificultar o ca´lculo dos aproximantes na˜o lineares.
2.6.2 Ca´lculo de AP lineares
Para se determinar aproximac¸o˜es Pade´ lineares, segue-se de perto os algoritmos indi-
cados em [Mat01] e [Mat03].
Dado que {ϕk(z)}k≥0 e´ uma famı´lia de polino´mios ortogonais, tem-se que as condic¸o˜es
(2.21) implicam que os coeficientes ai, i = 0, 1, . . . , p e bi, i = 0, 1, . . . , q, satisfazem a
equac¸a˜o
q∑
k=0
bkϕk(z)f(z)−
p∑
k=0
akϕk(z) =
∑
k≥p+q+1
ekϕk(z). (2.22)
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Definindo
ϕk(z)f(z) =
∑
j≥0
hj,kϕj(z), onde hj,k = Uj (ϕkf) .
Agrupando os coeficientes homo´logos tem-se o seguinte sistema de equac¸o˜es lineares equi-
valente
q∑
i=0
hj,ibi = aj, j = 0, . . . , p (2.23)
q∑
i=0
hj,ibi = 0, j = p+ 1, . . . , p+ q. (2.24)
As equac¸o˜es (2.24) formam um sistema de q + 1 equac¸o˜es a q inco´gnitas. Definindo a
matriz
Hp,q =


hp+1,0 · · · hp+1,q−1
...
...
hp+q,0 · · · hp+q,q−1

 , (2.25)
tem-se [Mat01]
Proposic¸a˜o 2.6.1. Se det (Hp,q) 6= 0 enta˜o existe um e somente um AP linear
Φp,q(z) =
∑p
i=0 aiϕi(z)∑q
i=0 biϕi(z)
tal que bq = 1 e os coeficientes ap e ep+q+1 (o primeiro coeficiente do erro (2.22)) sa˜o na˜o
nulos.
Deste modo, usando a normalizac¸a˜o bq = 1, o AP e´ determinado na forma matricial por
Hp,q · bp,q = −hp,q (2.26)
ap,q = Gp,q · bp,q + gp,q (2.27)
onde,
ap,q =
[
a0 . . . ap
]T
, bp,q =
[
b0 . . . bq−1
]T
,
gp,q =
[
h0,q . . . hp,q
]T
, hp,q =
[
hp+1,q . . . hp+q,q
]T
,
e
Gp,q =


h0,0 · · · h0,q−1
...
...
hp,0 · · · hp,q−1

 .
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Para calcular as entradas destas matrizes, geralmente na˜o e´ via´vel determinar os co-
eficientes hj,i calculando os integrais envolvidos na sua definic¸a˜o (2.19). Contudo os
coeficientes hj,i satisfazem uma relac¸a˜o de recorreˆncia. Dada uma famı´lia de polino´mios
ortogonais {ϕi}i≥0 relativamente a uma func¸a˜o peso w e com relac¸a˜o de recorreˆncia asso-
ciada
xϕi(x) = αiϕi+1(x) + βiϕi(x) + γiϕi−1(x), i ≥ 0 (2.28)
os coeficientes hi,j satisfazem a relac¸a˜o de recorreˆncia [Mat01] e [Mat03]
hi,j+1 =
1
αj
(
µi+1
µi
αihi+1,j + (βi − βj)hi,j + µi−1
µi
γihi−1,j − γjhi,j−1
)
, i, j ≥ 1 (2.29)
onde µi = ‖ϕi‖2w, i ≥ 0. A relac¸a˜o (2.29) possui a seguinte “estrutura”,
hi−1,j
hi,j−1 hi,j hi,j+1
hi+1,j
permitindo que o elemento assinalado a negrito seja calculado a` custa dos outros quatro
elementos. Para se inicializar a relac¸a˜o de recorreˆncia recorre-se a` definic¸a˜o (2.19). Se
ϕ0(x) = k0 enta˜o,
hi,0 = k0fi, i ≥ 0, (2.30)
hj,i =
µi
µj
hi,j, i, j ≥ 0. (2.31)
Para se determinar todos os coeficientes hi,j envolvidos em (2.26)-(2.27)


Gp,q gp,q
Hp,q hp,q


=


h0,0 · · · h0,q−1 h0,q
...
...
...
hp,0 · · · hp,q−1 hp,q
hp+1,0 · · · hp+1,q−1 hp+1,q
...
...
...
hp+q,0 · · · hp+q,q−1 hp+q,q


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necessitamos de calcular os elementos hi,j, i = 0, . . . , p+ 2q − j, j = 0, . . . , q
HGp,q =


h0,0 h0,1 · · · h0,q−1 h0,q
...
...
...
hp,0 hp,1 · · · hp,q−1 hp,q
hp+1,0 hp+1,1 · · · hp+1,q−1 hp+1,q
...
...
...
hp+q,0 hp+q,1 · · · hp+q,q−1 hp+q,q
hp+q+1,0 hp+q+1,1 · · · hp+q+1,q−1
...
... . .
.
hp+2q−1,0 hp+2q−1,1
hp+2q,0


Este facto mostra que enquanto na AP linear, e na˜o linear, de uma se´rie de poteˆncias do
tipo (p, q) a construc¸a˜o de um aproximante apenas exige o conhecimento dos coeficientes
da se´rie ate´ a` ordem p+ q, na AP de se´ries de polino´mios ortogonais a construc¸a˜o de um
aproximante linear exige o conhecimento dos coeficientes, fi = hi,0, ate´ a` ordem p+ 2q.
Iremos, de seguida apresentar resultados que permitem calcular os aproximantes de
Pade´ lineares utilizados ao longo deste trabalho.
1. Aproximantes de Pade´ de expanso˜es de Chebyshev, a que chamaremos de aproxi-
mantes de Chebyshev-Pade´ (ACP).
2. Aproximantes de Pade´ de expanso˜es de Legendre, tambe´m denominados por apro-
ximantes de Legendre-Pade´ (ALP).
Ca´lculo de APC lineares no intervalo [−1,1] Os polino´mios de Chebyshev nor-
malizados com a condic¸a˜o Ti(1) = 1, i ≥ 0, satisfazem a relac¸a˜o de recorreˆncia (2.28)
com {
αi = γi =
1
2
, βi = 0, i ≥ 1
α0 = 1, β0 = 0
e µ0 = π, µi = π/2, i ≥ 1. Enta˜o, usando a relac¸a˜o de recorreˆncia (2.29), inicializada
com as relac¸o˜es (2.30) e (2.31) tem-se:

hi,0 = fi, i ≥ 0
h0,j =
1
2
fj, j ≥ 1
h1,1 = h0,0 +
1
2
h2,0
hi,1 =
1
2
hi−1,0 + 12hi+1,0, i ≥ 2
h1,j = 2h0,j−1 + h2,j−1 − h1,j−2, j ≥ 2
hi,j = hi−1,j−1 + hi+1,j−1 − hi,j−2, i, j ≥ 2
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Ca´lculo de APC lineares num intervalo [a,b]: As entradas hp,q da matriz HGp,q
podem calcular-se do seguinte modo: considerando
{
T
[a,b]
k (x)
}
k≥0
a famı´lia dos polino´mios
de Chebyshev ortogonais no intervalo [a, b], a > b, normalizados pela condic¸a˜o T
[a,b]
k (b) =
1, k ≥ 0 enta˜o, tem-se que os polino´mios
T
[a,b]
k (x) = T
[−1,1]
k
(
2
b− ax−
a+ b
b− a
)
, k ≥ 0
satisfazem a relac¸a˜o de recorreˆncia
T
[a,b]
0 (x) = 1
T
[a,b]
1 (x) =
2
b−ax− a+bb−a
T
[a,b]
k+1 (x) = 2T
[a,b]
1 (x)T
[a,b]
k (x)− T [a,b]k−1 (x), k ≥ 1
logo temos
xT
[a,b]
k (x) =
b− a
4
T
[a,b]
k+1 (x) +
a+ b
2
T
[a,b]
k (x) +
b− a
4
T
[a,b]
k−1 (x), k ≥ 1
e conclu´ımos que: α0 =
b−a
2
, αk = γk =
b−a
4
, k ≥ 1 e βk = a+b2 , k ≥ 0. Mais, os quocientes
µi+1
µi
, µi−1
µi
que ocorrem na relac¸a˜o de recorreˆncia (2.29) na˜o dependem do intervalo [a, b]
dado que, ∫ b
a
T [a,b]m (x)T
[a,b]
n (x)
dx
(1− u2)1/2
, onde u =
2
b− ax−
a+ b
b− a
=
2
b− a
∫ 1
−1
T [a,b]m
(
b− a
2
u+
a+ b
2
)
T [a,b]n
(
b− a
2
u+
a+ b
2
)
du
(1− u2)1/2
=
2
b− a
∫ 1
−1
T [−1,1]m (u)T
[−1,1]
n (u)
du
(1− u2)1/2
=


0 se n 6= m
2π
b−a se n = m = 0
π
b−a se n = m 6= 0
ou seja, tem-se µ1
µ0
= 2 e µi+1
µi
= 1, para i > 0.
Ca´lculo de ALP lineares Os polino´mios de Legendre, normalizados com a condic¸a˜o
Pi(1) = 1, i ≥ 0, satisfazem a relac¸a˜o de recorreˆncia (2.28) com{
αi =
i+1
2i+1
, βi = 0, γi =
i
2i+3
, i ≥ 1
α0 = 1, β0 = 0
e µi =
2
2i+1
, i ≥ 0. Enta˜o, tem-se
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

hi,0 = fi, i ≥ 0
h0,j =
1
2j+1
fj, j ≥ 1
hi,1 =
i+1
2i+3
fi+1 +
i
2i−1fi−1, i ≥ 1
h1,j =
3
2j+1
hj,1, j ≥ 2
hi,j =
2j+1
j+1
[
i+1
2i+3
hi+1,j +
i
2i−1hi−1,j
]− j
j+1
hi,j−1, i ≥ 2, j ≥ 1.
2.6.3 Ca´lculo de AP na˜o lineares
Como foi observado anteriormente o ca´lculo dos coeficientes de AP na˜o lineares exige
geralmente a resoluc¸a˜o de um sistema de equac¸o˜es alge´bricas na˜o lineares. Estas equac¸o˜es
podem ser estabelecidas da seguinte forma (ver por exemplo [Sid03]). Supondo, por uma
questa˜o de simplicidade, que os po´los de um AP na˜o linear Rp,q, com p ≥ q−1, teˆm todos
multiplicidade um enta˜o decompondo Rp,q em frac¸o˜es simples, ou seja,
Rp,q(z) = r(z) +
q∑
k=1
Ak
z − ξk , r(z) =
p−q∑
k=0
rkϕk(z),
as condic¸o˜es (2.20) tomam a forma
rk + ‖ϕk‖−2w
q∑
i=1
Aiψk(ξi) = fk, k = 0, 1, . . . , p− q (2.32)
‖ϕk‖−2w
q∑
i=1
Aiψk(ξi) = fk, k = p− q + 1, . . . , p+ q (2.33)
onde as func¸o˜es ψk(ξ), k = 0, 1. . . . sa˜o as func¸o˜es de segunda espe´cie definidas por
ψk(ξ) =
∫
I
ϕk(x)
x− ξ w(x)dx.
Note-se que impondo a condic¸a˜o ξi /∈ I, i = 1, . . . , q fica assegurada a existeˆncia do
AP na˜o linear Rp,q. Caso contra´rio na˜o existe AP na˜o linear do tipo (p, q). Logo, caso
exista Rp,q, podemos determinar os coeficientes Ai e ξi resolvendo as equac¸o˜es na˜o lineares
(2.32) e (2.33). O seguinte resultado [Sid03] garante a unicidade do AP na˜o linear.
Teorema 2.6.2. Seja f ∈ L2w(I) uma func¸a˜o real tal que f(z) =
∑∞
k=0 fkϕk(z), fk =
Uk(f), e seja Rp,q um AP na˜o linear do tipo (p, q) de f sem po´los no intervalo I. Enta˜o
Rp,q e´ u´nico.
Em [Fle73] e´ dado um algoritmo que permite calcular aproximantes de Legendre-
Pade´ na˜o lineares. Em [CL74] e´ dado um algoritmo, que descrevemos de seguida, para
calcular os chamados aproximantes de Clenshaw-Lord que, para valores de p ≥ q − 1,
sa˜o equivalentes aos aproximantes de Chebyshev-Pade´ na˜o lineares. Salientamos que
este algoritmo, chamado de algoritmo de Clenshaw-Lord, apenas exige a resoluc¸a˜o de um
sistema de equac¸o˜es lineares.
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Algoritmo de Clenshaw-Lord: Seja f uma func¸a˜o com expansa˜o de Chebyshev
f(z) =
∞∑
k=0
′
fkTk(z), onde a plica no somato´rio indica que
n∑
k=0
′
ak =
a0
2
+
n∑
k=1
ak. E
seja,
Rp,q(z) =
p∑
k=0
′
akTk(z)
q∑
k=0
′
bkTk(z)
,
o ACP na˜o linear normalizado com a condic¸a˜o b0 = 2. Enta˜o, os coeficientes ak e bk
podem determinar-se do seguinte modo:
1. Resolver o sistema de equac¸o˜es lineares em ordem a γℓ, ℓ = 1, . . . , p
p∑
ℓ=0
γℓf|r−ℓ| = 0, r = q + 1, . . . , q + p onde, γ0 = 1.
2. Calcular
bℓ = µ
q−ℓ∑
i=0
γiγℓ+i, ℓ = 1, . . . , q
onde, µ−1 = 1
2
∑q
i=0 γ
2
i .
3. Calcular
ar =
1
2
q∑
ℓ=0
′
bℓ
(
fr+ℓ + f|r−ℓ|
)
, r = 0, 1, . . . , p.
2.7 Localizac¸a˜o de po´los e zeros de AP de se´ries or-
togonais perturbadas
Nesta secc¸a˜o generalizam-se os resultados obtidos na secc¸a˜o 2.5, relativa aos AP de
se´ries de poteˆncias perturbadas. Iremos efetuar testes nume´ricos com se´ries de Chebyshev
e de Legendre e compara´-los com os resultados obtidos com se´ries de poteˆncias [MMR14].
Consideramos os ru´ıdos (2.16) e (2.17) para se´ries de poteˆncias e, os ru´ıdos ana´logos
Tϕǫ(z) =
∞∑
k=0
ǫrkϕk(z), do tipo I, (2.34)
Tϕω(z) =
∞∑
k=0
ω
rk
2k
ϕk(z), do tipo II, (2.35)
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para se´ries de polino´mios ortogonais, onde os coeficientes aleato´rios rk satisfazem as mes-
mas condic¸o˜es que em (2.16) e (2.17). Iremos apenas analisar os casos particulares rela-
tivos aos polino´mios de Chebyshev Tk e aos polino´mios de Legendre Pk.
2.7.1 Localizac¸a˜o de po´los e zeros de ACP
Tendo em vista analisarmos o comportamento dos zeros e po´los de ACP diagonais de
expanso˜es de Chebyshev considera´mos duas func¸o˜es f(z) = 1/(z−2) e g(z) = ln(5/4− z)
com singularidades ana´logas aos exemplos 2.5.1 e 2.5.2 respetivamente.
Exemplo 2.7.1. A func¸a˜o f possui se´rie de Taylor centrada em z = 0, Sf (z) =
∑∞
k=0 ckz
k,
ck = −2−(k+1), e expansa˜o de Chebyshev Cf (z) =
∑∞
k=0 akTk(z), onde os coeficientes de
Chebyshev ak sa˜o determinados usando o seguinte resultado [D.64],
Proposic¸a˜o 2.7.1. Seja f uma func¸a˜o racional com M po´los simples, zℓ /∈ [−1, 1], com
res´ıduos res(zℓ), ℓ = 1, . . . ,M . Enta˜o, os coeficientes ak da expansa˜o de Chebyshev da
func¸a˜o f sa˜o determinados por,
ak = −2
M∑
ℓ=1
res(zℓ)√
z2ℓ − 1
(
zℓ ±
√
z2ℓ − 1
)k , (2.36)
onde a escolha do sinal, em cada parcela, e´ feita de modo a que se verifique a seguinte
desigualdade
∣∣∣zℓ ±√1− z2ℓ ∣∣∣ > 1.
Generalizou-se o procedimento efetuado por Froissart, ver secc¸a˜o 2.5, introduzindo ru´ıdos
do tipo I e do tipo II a`s se´ries Sf e Cf . Determinamos os po´los e zeros de aproximantes
de Taylor-Pade´1 (ATP) diagonais da se´rie de poteˆncias perturbada e determinamos os
po´los e zeros dos ACP lineares diagonais e dos ACP na˜o lineares diagonais. Os resultados
obtidos para a localizac¸a˜o dos po´los e zeros dos ATP sa˜o ana´logos aos obtidos no exemplo
2.5.1 para a localizac¸a˜o dos po´los e zeros dos ATP da func¸a˜o racional 1/(1 − z) (com a
excec¸a˜o de que o po´lo situa-se, neste exemplo, no ponto z = 2).
Os po´los e zeros dos ACP lineares e dos ACP na˜o lineares exibem os seguintes padro˜es:
Ru´ıdo do tipo I:
(1) Existe um po´lo esta´vel, ξ1, perto do po´lo da func¸a˜o f , z = 2, tal que |ξ1− 2| = O(ǫ)
para os aproximantes Φ1,1 e R1,1 e |ξ1− 2| diminui quando se aumenta a ordem dos
ACP.
1Sempre que possam existir eventuais confuso˜es entre os aproximantes de Pade´ de se´ries de poteˆncias
e os aproximantes de Pade´ de se´ries ortogonais, chamaremos aos primeiros aproximantes de Taylor-Pade´
(ou ATP).
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(2) Existe um zero insta´vel (zero fantasma), η1, tal que |η1| = O(ǫ−1) para os aproxi-
mantes Φ1,1, R1,1 e |η2| aumenta quando se aumenta a ordem dos ACP.
(3) Para n > 1 os po´los e zeros restantes, ξk e ηk, k = 2, . . . , n, formam pares de
Froissart artificiais, a distaˆncia entre ξk e ηk diminui quando se aumenta a ordem
dos ACP e localizam-se perto do intervalo real [−1, 1].
Ru´ıdo do tipo II:
(1) Analogamente existe um po´lo esta´vel e um zero fantasma que satisfazem as mesmas
propriedades que o po´lo esta´vel e o zero fantasma do exemplo anterior.
(2) Para n > 1 os po´los e zeros restantes formam igualmente pares de Froissart mas
localizam-se perto da elipse de Bernstein E2 =
{
z :
∣∣z +√z2 − 1∣∣ = 2}.
Representamos estes resultados nas Figuras 2.3, para perturbac¸o˜es do tipo I, e 2.4,
para perturbac¸o˜es do tipo II.
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Figura 2.3: Distribuic¸a˜o dos zeros (c´ırculos a magenta) e po´los (pontos a preto) de AP
diagonais, com n = 25 da func¸a˜o f perturbada com ru´ıdo do tipo I e ǫ = 10−4. Da
esquerda para a direita: ATP, ACP linear e ACP na˜o linear. Para facilitar a leitura da
figura na˜o inclu´ımos o zero fantasma.
Exemplo 2.7.2. Consideramos a func¸a˜o g(z) = ln(5/4 − z), a qual tem dois pontos de
ramificac¸a˜o em z = 5/4 e em z =∞ e uma linha de ramificac¸a˜o, que une os dois pontos
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Figura 2.4: Distribuic¸a˜o dos zeros (c´ırculos a magenta) e po´los (pontos a preto) de AP
diagonais, com n = 25 da func¸a˜o f perturbada com ru´ıdo do tipo II e ω = 10−4. Da
esquerda para a direita: ATP, ACP linear e ACP na˜o linear. Para facilitar a leitura da
figura na˜o inclu´ımos o zero fantasma.
de ramificac¸a˜o. A se´rie de Taylor, centrada em z = 0, e a se´rie de Chebyshev, [AS65] da
func¸a˜o g sa˜o dadas respetivamente por,
Sg(z) = ln(5/4)−
∞∑
K=1
4k
5kk
zk, e Cg(z) = −
∞∑
K=1
1
2kk
Tk(z).
Todos os AP calculados, ATP, ACP Lineares e ACP na˜o lineares, usando as se´ries pertur-
badas com ru´ıdos do tipo I e do tipo II, possuem zeros e po´los que mimetizam a estrutura
das singularidades da func¸a˜o g. Ou seja: possuem um po´lo esta´vel perto do ponto de
ramificac¸a˜o z = 5/4, possuem um zero esta´vel perto do zero da func¸a˜o g, z = 1/4, e teˆm
um conjunto de po´los e zeros que se intercalam e representam a linha de ramificac¸a˜o da
func¸a˜o g. Os po´los e zeros restantes dos ATP formam pares de Froissart e localizam-se
perto da fronteira natural do ru´ıdo, na circunfereˆncia de raio 1 para o ru´ıdo do tipo I e
na circunfereˆncia de raio 2 para o ru´ıdo do tipo II. Os po´los e zeros restantes dos ACP
(lineares e na˜o lineares) formam igualmente pares de Froissart e localizam-se perto do
segmento [−1, 1] para o ru´ıdo do tipo I e da elipse de Bernstein E2 para o ru´ıdo do tipo
II. Este comportamento e´ ilustrado nas Figuras 2.5 e 2.6.
Observac¸a˜o: E´ interessante observar que existe uma relac¸a˜o entre a loca-
lizac¸a˜o dos pares de Froissart dos ATP, que mimetizam a fronteira natural
dos ru´ıdos (2.16) e (2.17), e os pares de Froissart dos ACP lineares e na˜o
55
−3 −2 −1 0 1 2 3
−3
−2
−1
0
1
2
3
Taylor−Pade;   n=25
Im
(z)
−3 −2 −1 0 1 2 3
−3
−2
−1
0
1
2
3
Cheby.−Pade L;   n=25
Re(z)
−3 −2 −1 0 1 2 3
−3
−2
−1
0
1
2
3
Cheby.−Pade NL;   n=25
Figura 2.5: Distribuic¸a˜o dos zeros (c´ırculos a magenta) e po´los (pontos a preto) de AP
diagonais, n = 25 da func¸a˜o g perturbada com ru´ıdo do tipo I, ǫ = 10−4. Da esquerda
para a direita: ATP, ACP linear e ACP na˜o linear. Para facilitar a leitura da figura na˜o
inclu´ımos todos os po´los e zeros que representam a linha de ramificac¸a˜o da func¸a˜o g.
lineares. Como a transformac¸a˜o de Joukowski, J , definida no plano complexo
por J(z) = z+z
−1
2
, envia circunfereˆncias centradas na origem de raio ρ ≥ 1
em elipses de Bernstein Eρ (a imagem da circunfereˆncia de raio unita´rio e´ a
“elipse” de Bernstein degenerada E1 = [−1, 1]).
Esta observac¸a˜o justifica as seguintes conjecturas.
Conjectura 2.1. As se´ries aleato´rias de Chebyshev, (2.34) e (2.35), representam, for-
malmente, func¸o˜es com fronteiras naturais no segmento [−1, 1] e na elipse E2, respetiva-
mente.
Conjectura 2.2. Os pares de Froissart de ACP, originados pelos ru´ıdos (2.34) e (2.35),
localizam-se na imagem da transformac¸a˜o de Joukowski das fronteiras naturais dos ru´ıdos
(2.16) e (2.17) respetivamente.
Foram efectuados testes ideˆnticos com se´ries aleato´rias de Legendre, (2.34) e (2.35).
Os resultados obtidos foram ana´logos aos resultados obtidos com se´ries aleato´rias de
Chebyshev. Consequentemente generalizamos a conjectura 2.1 a se´ries aleato´rias de
Chebyshev e de Legendre, (2.34) e (2.35), e a conjectura 2.2 a ACP e ALP.
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Figura 2.6: Distribuic¸a˜o dos zeros (c´ırculos a magenta) e po´los (pontos a preto) de AP
diagonais, com n = 25 da func¸a˜o g perturbada com ru´ıdo do tipo II e ω = 10−4. Da
esquerda para a direita: ATP, ACP linear e ACP na˜o linear. Para facilitar a leitura da
figura na˜o inclu´ımos todos os po´los e zeros que representam a linha de ramificac¸a˜o da
func¸a˜o g.
2.7.2 Localizac¸a˜o de po´los e zeros de ALP
Consideramos as func¸o˜es f e g definidas por, f(z) = 2√
5−4z e g(z) = − ln ((1− z)/2)
respetivamente. A se´rie de Legendre da func¸a˜o f e´ determinada pela func¸a˜o geradora
[AS65]
1√
1− 2αz + α2 =
∞∑
k=0
αkPk(z) (2.37)
fazendo α = 1/2. Ou seja, f(z) =
∑∞
k=0 1/2
kPk(z). A func¸a˜o f tem dois pontos de
ramificac¸a˜o em z = 5/4 e z = ∞ e uma linha de ramificac¸a˜o que une os pontos de
ramificac¸a˜o. A func¸a˜o g tem um zero em z = −1, dois pontos de ramificac¸a˜o, em z = 1 e
em z =∞, e a sua se´rie de Legendre e´ dada por [Hol69]2,
g(z) = 1 +
∞∑
k=1
2k + 1
k(k + 1)
Pk(z).
Os resultados sa˜o ideˆnticos aos resultados obtidos com se´ries de Chebyshev. Ou seja,
para a func¸a˜o f perturbada com um ru´ıdo do tipo I ou do tipo II os ALP diagonais
possuem um po´lo esta´vel perto do ponto de ramificac¸a˜o z = 5/4, um zero insta´vel cujo
mo´dulo cresce com a ordem do ALP e um conjunto de po´los e de zeros que se intercalam
2Esta refereˆncia conte´m um erro na equac¸a˜o (52), deve substituir-se 2k − 1 por 2k + 1.
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e que representam a linha de ramificac¸a˜o de f . Ale´m disso, os po´los e zeros restantes
constituem pares de Froissart e localizam-se perto do segmento [−1, 1] se a perturbac¸a˜o
for do tipo I e localizam-se perto da elipse se a perturbac¸a˜o for do tipo II. Para a func¸a˜o
g perturbada os ALP diagonais possuem um po´lo esta´vel perto do ponto de ramificac¸a˜o
z = 1, um zero esta´vel perto do zero de g, z = −1, um conjunto de zeros e po´los que se
intercalam e que representam a linha de ramificac¸a˜o de g e os po´los restantes mimetizam
os ru´ıdos e possuem as mesmas propriedades observadas nos exemplos anteriores. Este
comportamento e´ ilustrado nas Figuras 2.7 e 2.8
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Figura 2.7: Distribuic¸a˜o dos zeros (c´ırculos a magenta) e po´los (pontos a preto) de ALP
diagonais, com n = 35 da func¸a˜o f perturbada com ru´ıdo do tipo I (a` esquerda) e II (a`
direita), ǫ = ω = 10−4. Para facilitar a leitura da Figura na˜o inclu´ımos todos os po´los e
zeros que representam a linha de ramificac¸a˜o da func¸a˜o f .
2.8 Utilizac¸a˜o dos pares de Froissart na detec¸a˜o de
um “bom” AP
O aparecimento de pares de Froissart e´ um indicador de que ha´ instabilidade no
ca´lculo dos aproximantes de Pade´, [BM14]. Para ultrapassar este inconveniente Gonnet
et al, [GGT13], introduziram o conceito de aproximante de Pade´ robusto para se´ries de
poteˆncias. Basicamente um aproximante de Pade´ robusto na˜o possui po´los espu´rios nem
pares de Froissart. Estas caracter´ısticas dos aproximantes de Pade´ robustos estabilizam
o seu ca´lculo, dado que a eliminac¸a˜o dos pares de Froissart torna as matrizes envolvidas
bem condicionadas [BM14].
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Figura 2.8: Distribuic¸a˜o dos zeros (c´ırculos a magenta) e po´los (pontos a preto) de ALP
diagonais, n = 20 da func¸a˜o g perturbada com ru´ıdo do tipo I (a` esquerda) e II (a` direita),
ǫ = ω = 10−3. Para facilitar a leitura da Figura na˜o inclu´ımos todos os po´los e zeros que
representam a linha de ramificac¸a˜o da func¸a˜o g.
Neste trabalho, introduzimos uma estrate´gia para a escolha de um “bom” AP de se´ries
ortogonais. Esta estrate´gia, baseia-se no conceito de aproximante de Pade´ robusto atra´s
mencionado, e consiste no seguinte procedimento:
1. fixamos tol > 0, uma quantidade “pequena” a que chamamos de toleraˆncia;
2. para cada AP, Np,q/Dp,q, calculamos os po´los ξk, k = 1, . . . , q e os zeros ηk, k =
1, . . . , p;
3. contamos o nu´mero, np,q, de pares de Froissart (ξk, ηℓ), pares de po´los e zeros, cuja
distaˆncia entre si e´ menor do que a toleraˆncia
np,q = # {(ξk, ηℓ) : Np,q(ηℓ) = 0 ∧ Dp,q(ξk) = 0 ∧ |ξk − ηℓ| < tol} ;
4. dispomos os valores np,q numa tabela, que designamos por tabela de Froissart ;
5. identificamos na tabela de Froissart, regio˜es onde na˜o existem pares de Froissart,
ou seja regio˜es onde np,q = 0;
6. um “bom” aproximante satisfaz as condic¸o˜es,
np,q = 0 ∧ p+ q e´ ma´ximo ∧ |p− q| e´ mı´nimo ∧ Dp,q 6= 0 em [−1, 1]. (2.38)
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Observac¸a˜o: A escolha do melhor AP, no sentido de ser o AP que minimiza
uma dada norma do erro, na regia˜o livre de pares de Froissart na˜o e´ fa´cil. Pode
ocorrer que o melhor AP na˜o verifique as condic¸o˜es 2.38. Contudo, nos testes
efetuados, o nosso procedimento este procedimento revelou-se eficaz.
O exemplo seguinte e´ paradigma´tico no procedimento adotado ao longo deste trabalho.
Exemplo 2.8.1. Consideramos a func¸a˜o fα e a sua expansa˜o de Legendre [GR07]
3
fα(x) =
1− α2
(1 + α2 − 2αx)3/2
= 1 +
∞∑
k=1
(2k + 1)αkPk(x), |α| < 1.
Para α = 1/2 a func¸a˜o tem dois pontos de ramificac¸a˜o em x = 5/4 e em x = ∞ e uma
linha de ramificac¸a˜o que os une. Pretende-se encontrar o ALP que melhor aproxima esta
func¸a˜o. Para o efeito usamos os coeficientes da expansa˜o de Legendre que consideramos
exatos, na medida que sa˜o calculados com erro igual a` precisa˜o do software usado. Logo,
nesta experieˆncia, o aparecimento de pares de Froissart deve-se somente aos erros causa-
dos na resoluc¸a˜o do sistema de equac¸o˜es lineares (2.26). Noutras palavras, os erros nos
coeficientes dos polino´mios do denominador dos ALP dependem fortemente do nu´mero
de condic¸a˜o da matriz (2.25). Notamos, igualmente, que estes erros esta˜o correlacionados
com os erros nos coeficientes do denominador dado que, os coeficientes do numerador
obte´m-se dos coeficientes do denominador usando a relac¸a˜o (2.27). Obviamente estas
observac¸o˜es sa˜o extens´ıveis a todos os AP lineares.
Na Figura 2.9 apresentamos a tabela de Froissart para valores de np,q, com p, q =
1 . . . 20, com uma toleraˆncia tol = 10−3.
Para verificar a estabilidade da regia˜o livre de pares de Froissart construimos as tabelas
de Froissart para os valores tol = 10−2 e tol = 10−3 e verificou-se que a regia˜o livre de
pares de Froissart permanece inaltera´vel, apenas sa˜o alterados alguns valores de np,q > 0.
Note-se que a regia˜o livre de pares de Froissart esta´ separada da regia˜o com pares de
Froissart e que na regia˜o com pares de Froissart o nu´mero de pares de Froissart cresce,
em geral, quando o valor de p + q cresce. Este padra˜o verificou-se em quase todos os
exemplos considerados neste trabalho.
O pro´ximo passo, neste procedimento, e´ encontrar um bom aproximante de Pade´ na
regia˜o livre de po´los da func¸a˜o f . Como foi dito atra´s vamos escolher um aproximante Φp,q
na regia˜o livre de pares de Froissart, tal que p+ q seja ma´ximo e que |p− q| seja mı´nimo.
Considerando uma sequeˆncia diagonal de ALP verificamos que os ALP, Φp,p, na˜o possuem
pares de Froissart para valores de p ≤ 9 e possuem pares de Froissart para valores de p
superiores a 9. Logo, Φ9,9 sera´, em princ´ıpio, um candidato a melhor aproximante da
sequeˆncia livre de pares Froissart.
3Foi retificado, nesta refereˆncia, um erro nesta igualdade (p. 989)
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
0
p
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 2 1
0 0 0 0 0 0 0 0 0 0 1 1 1 1 2 1 2 1 2 2 2 2 2 2 2
0 0 0 0 0 0 0 0 0 1 1 1 1 2 2 2 2 2 2 2 3 3 3 3 3
0 0 0 0 0 0 0 0 1 1 1 2 2 2 2 2 3 3 2 3 3 3 4 3 3
0 0 0 0 0 0 0 1 1 1 2 2 2 2 2 3 3 3 3 3 4 4 4 4 4
0 0 0 0 0 0 0 1 1 2 2 2 2 3 3 3 4 4 4 4 4 5 5 5 4
0 0 0 0 0 0 0 1 1 2 2 2 3 3 3 4 4 5 4 4 5 5 5 6 6
0 0 0 0 0 0 1 1 2 2 2 3 3 3 4 4 5 5 5 5 6 6 6 6 6
0 0 0 0 0 0 0 2 2 2 2 3 3 4 4 5 5 5 6 6 6 7 7 6 7
0 0 0 0 0 0 1 1 2 2 3 3 4 4 5 5 5 6 6 7 7 7 6 7 8
0 0 0 0 0 0 1 2 2 3 3 4 4 5 5 5 6 6 7 7 7 8 8 8 8
0 0 0 0 0 1 1 2 2 3 3 4 4 5 5 6 7 7 8 7 8 8 8 9 9
0 0 0 0 0 1 1 2 2 3 3 4 5 5 6 6 7 6 7 8 8 9 9 9 9
0 0 0 0 0 1 2 2 2 3 3 5 5 6 6 6 7 7 8 8 9 10 10 10 10
0 0 0 0 0 1 2 2 3 3 4 4 6 5 6 7 7 8 8 9 9 10 10 10 11
0 0 0 0 0 2 1 3 3 3 4 5 6 6 6 7 8 8 9 9 9 10 11 11 11
0 0 0 0 0 1 2 2 2 4 4 5 6 6 7 7 8 7 9 9 10 10 11 10 12
0 0 0 0 1 1 2 2 3 3 3 5 6 7 7 7 8 9 10 9 10 11 11 12 12
Figura 2.9: Tabela de Froissart com toleraˆncia de 10−3 da func¸a˜o fα, com α = 1/2. As
entradas com pares de Froissart esta˜o assinaladas com um rectaˆngulo de cor vermelha.
Note-se que na˜o podemos afirmar categoricamente ser este um bom AP porque podera˜o
existir um ou mais po´los no intervalo [−1, 1] que na˜o possuem zeros a uma distaˆncia inferior
a 10−2. Podemos verificar, para este exemplo, na Figura 2.11 que Φ9,9 e´ realmente um
bom aproximante porque na˜o possui po´los no intervalo [−1, 1] (ver, Figura 2.10) e o erro
absoluto,
∣∣f1/2(x)− Φ9,9(x)∣∣, e´ da ordem de 10−16 (da precisa˜o da ma´quina) para valores
de x pro´ximos de x = −1 e crescem a` medida que x se aproxima de x = 1 onde atinge o
seu valor ma´ximo, da ordem de 10−10.
No pro´ximo passo iremos usar os seguintes conceitos.
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Figura 2.10: Localizac¸a˜o do zeros (c´ırculos a magenta) e dos po´los (pontos a preto) de
ALP diagonais Φp,p da func¸a˜o f1/2. O asterisco a azul representa o ponto de ramificac¸a˜o
z = 5/4 e a linha vermelha o intervalo [−1, 1]. Para facilitar a leitura das imagens na˜o
inclu´ımos todos os zeros e po´los que mimetizam a linha de ramificac¸a˜o de f1/2.
Definic¸a˜o 2.8.1. Seja [p/q]f um AP de uma func¸a˜o f . Designamos, grau nume´rico do
numerador de [p/q]f ao nu´mero
νNp,q = p− np,q (2.39)
e designamos grau nume´rico do denominador de [p/q]f ao nu´mero
νDp,q = q − np,q, (2.40)
no caso de um AP diagonal referimos apenas que o AP [p/p]f tem grau nume´rico
νp,p = p− np,q. (2.41)
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Figura 2.11: Erros absolutos de ALP diagonais Φp,p da func¸a˜o f1/2.
Apesar de Φ9,9 ja´ ser um bom aproximante da func¸a˜o f1/2 podemos ainda, eventual-
mente, encontrar um aproximante na regia˜o da tabela de Froissart em que np,q > 0 que
diminua o erro para valores de x pro´ximos de x = 1. Com efeito, os valores dos graus
nume´ricos νp,p, p ≥ 0, na˜o crescem com p. Logo, se existir um aproximante Φp,p, p > 9,
sem po´los no intervalo [−1, 1] e´ ainda poss´ıvel melhorar a aproximac¸a˜o dada por Φ9,9.
Pode-se ainda observar, que para valores de p ∈ F = {10, 15, 16, 23} os ALP Φp,p teˆm
pares de Froissart no intervalo [−1, 1]. Deste modo deve-se escolher um Φp,p tal que p /∈ F
e que possua grau nume´rico νp,p ma´ximo, de forma a melhorar a aproximac¸a˜o dada por
Φ9,9. Podemos observar este comportamento analisando as Figuras 2.10 e 2.11. De facto
a sequeˆncia de ALP diagonais tais que p /∈ F vai melhorando a aproximac¸a˜o a` medida
que o valor de p aumenta. Podemos observar que para o u´ltimo valor de p dispon´ıvel o
erro absoluto
∣∣f1/2(x)− Φ25,25(x)∣∣ e´ da ordem de 10−13, para valores de x perto de um.
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2.9 Estimac¸a˜o de Singularidades via AP de se´ries or-
togonais
Nesta secc¸a˜o abordamos as verso˜es para expanso˜es de polino´mios ortogonais obtidas
por Buslaev em 2006, ver [Bus06], dos resultados obtidos por Fabry e Suetin para se´ries de
poteˆncias, ver subsecc¸a˜o 2.4. Apenas inclu´ımos os resultados relativos a` segunda coluna
da tabela de Pade´ de AP de expanso˜es de polino´mios ortogonais. Os resultados relativos
a todas as sucesso˜es coluna foram estabelecidos em 2009, pelo mesmo autor, ver [Bus09]
2.9.1 O problema inverso para se´ries ortogonais
Seja σ(x) uma medida positiva, limitada, mono´tona crescente e com um nu´mero infi-
nito de pontos de crescimento no intervalo [−1, 1] e cuja derivada σ′(x) e´ na˜o negativa e
o conjunto {x ∈ [−1, 1] | σ′(x) = 0} tem medida nula, no sentido de Lebesgue.
O teorema 2.4.1, possui uma versa˜o ana´loga relativa a se´ries ortogonais [Bus06]
Teorema 2.9.1. Seja {φk(z)}k≥0 uma famı´lia de polino´mios ortonormados no intervalo
[−1, 1] relativamente a` medida σ onde σ satisfaz a condic¸a˜o de Szego¨∫ 1
−1
ln σ′(x)√
1− x2dx > −∞. (2.42)
Dada uma se´rie ortonormal
∑
k≥0 ckφk(z) cujos coeficientes sa˜o tais que limn→∞ cn/cn+1
existe e e´ igual a λ, |λ| > 1. Enta˜o, a se´rie converge uniformemente no conjunto
E|λ| = [−1, 1] ∪
{
z ∈ C |
∣∣∣z +√z2 − 1∣∣∣ < |λ|}
e
λ2 + 1
2λ
e´ um ponto singular da func¸a˜o f(z) =
∑
k≥0 ckφk(z) que se encontra na fronteira
de E|λ|.
O seguinte resultado e´ a versa˜o do teorema 2.4.2 para se´ries de polino´mios ortonormais.
Teorema 2.9.2. Seja {φk(z)}k≥0 uma famı´lia de polino´mios ortonormados no intervalo
[−1, 1] relativamente a` medida σ , onde σ satisfaz a condic¸a˜o de Szego¨ (2.42). Dada uma
se´rie
∑
k≥0 ckφk(z) tal que os po´los dos AFP da segunda coluna da tabela de Pade´, xp,1
tendem para η, quando p→∞ enta˜o se:
1. η ∈ [−1, 1], tem-se lim
n→∞
|cn|1/n = 1;
2. η ∈ C\ [−1, 1], tem-se que o limite lim
n→∞
cn−1/cn existe e e´ igual a um destes nu´meros
η ±
√
η2 − 1.
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Observac¸a˜o: Se acrescentarmos a`s condic¸o˜es do teorema (2.9.2) a condic¸a˜o
de que a se´rie
∑
k≥0 ckφk(x) na˜o e´ formal numa vizinhanc¸a de [−1, 1] enta˜o
lim
n→∞
|cn|1/n < 1 e como |η −
√
η2 − 1| < 1 ter-se-a´ necessariamente
lim
n→∞
cn−1/cn = η +
√
η2 − 1.
Logo, a se´rie
∑
k≥0 ckφk(x) converge uniformemente no interior de uma elipse
com focos ±1 e o ponto η e´ um ponto singular da func¸a˜o f(z) =∑k≥0 ckφk(z).
Teorema 2.9.3 (Buslaev, [Bus06]). Seja f uma func¸a˜o holomorfa numa vizinhanc¸a V
do intervalo I = [−1, 1] e {φn(z)} uma famı´lia de polino´mios ortonormados no inter-
valo I relativamente a` medida σ , onde σ satisfaz a condic¸a˜o de Szego¨ (2.42). Seja
ainda,
∑
k≥0 ckφk(z) a se´rie ortogonal que representa a func¸a˜o f em V e a func¸a˜o g(z) =
f
(
z+z−1
2
)
=
∑
k≥0 dkφk(z). Enta˜o, sa˜o equivalentes as seguintes proposic¸o˜es:
1. existe o limite lim
n→∞
cn/cn+1 = λ.
2. existe o limite lim
p→∞
xp,1 = η, onde xp,1 sa˜o os po´los dos AFP da forma [p/1]f .
3. existe o limite lim
n→∞
dn/dn+1 = λ, e tem-se: η ∈ C \ I, |λ| > 1 e λ = η +
√
η2 − 1.
Ca´lculo dos po´los dos AP da primeira coluna
Seja {φk}k≥0 e´ uma famı´lia de polino´mios ortonormados. Por definic¸a˜o um AP li-
near [p/q]f de uma func¸a˜o f(z) =
∑
k≥0 ckφk(z) e´ uma func¸a˜o racional Np,q/Dp,q, onde:
gr (Np,q) ≤ p, gr (Dp,q) ≤ q, Dp,q 6≡ 0 e∫ 1
−1
(Dp,q(x)f(x)−Np,q(x))φk(x)dσ(x) = 0, k = 0, 1, . . . , p+ q.
Deste modo, os po´los, xp,1, dos AP lineares da forma [p/1]f sa˜o dados por
xp,1 =
∫ 1
−1 xf(x)φp+1(x)dσ(x)∫ 1
−1 f(x)φp+1(x)dσ(x)
e supondo que os polino´mios {φk(z)}k≥0 satisfazem a relac¸a˜o de recorreˆncia
zφn(z) = αnφn+1(z) + βnφn(z) + γnφn−1(z) (2.43)
tem-se
xp,1 =
αp+1cp+2 + βp+1cp+1 + γp+1cp
cp+1
. (2.44)
Neste trabalho estamos interessados em estimar singularidades, usando um conjunto
finito de coeficientes aproximados de expanso˜es de polino´mios ortogonais. Se a famı´lia de
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polino´mios, {φk}k≥0, for ortogonal e se considerarmos fˆ(x) =
∑N
k=0 cˆkφk(x) uma apro-
ximac¸a˜o de uma func¸a˜o f(x) =
∑
k≥0 ckφk(x). Enta˜o a relac¸a˜o (2.44) toma a forma
xp,1 =
αp+1µp+2cˆp+2 + βp+1µp+1cˆp+1 + γp+1µpcˆp
µp+1cˆp+1
(2.45)
onde µk = sk
∫ 1
−1 φ
2
kdσ, com s0 = 1/2 e sk = 1 para todo k ≥ 1. Geralmente, para valores
de N suficientemente grandes, e´ de esperar que os coeficientes cˆk estejam suficientemente
pro´ximos dos coeficientes ck, k = 0, 1, . . . , N . Sera´, deste modo, expecta´vel que o po´lo
do AP [p/1]fˆ , seja uma boa aproximac¸a˜o do po´lo de [p/1]f e consequentemente uma boa
aproximac¸a˜o da singularidade, da func¸a˜o f , mais pro´xima do intervalo [−1, 1].
Na pro´xima subsecc¸a˜o iremos encontrar fo´rmulas para calcular po´los de AP de ex-
panso˜es de Chebyshev de ACP da segunda e terceira coluna da tabela de Pade´.
2.9.2 Estimativa de singularidades de expanso˜es de Chebyshev
A famı´lia dos polino´mios de Chebyshev satisfaz a relac¸a˜o de recorreˆncia (2.43), com
αn = γn = 1/2 e βn = 0, n ≥ 1. Logo a igualdade (2.45) toma a forma
xp,1 =
cp+2 + cp
2cp+1
, p ≥ 1 (2.46)
logo, se cp+1 6= 0 podemos usar (2.46) para obter uma primeira estimativa da singulari-
dade, de uma func¸a˜o, mais pro´xima do intervalo [−1, 1].
No caso da func¸a˜o ter simetria (par ou ı´mpar) ou da func¸a˜o ter singularidades comple-
xas sera´ conveniente usar os po´los dos aproximantes de ACP da terceira coluna da tabela
de Pade´, por outra palavras, os dois po´los, x+p,2 e x
−
p,2 dos ACP [p/2], p = 0, 1, . . .. Estes
po´los podem determinar-se usando a seguinte
Proposic¸a˜o 2.9.4. Seja f uma func¸a˜o representada pela expansa˜o de Chebyshev f(z) =∑∞
k=0 ckTk(z) e seja
∆p =
∣∣∣∣∣ cp+1 cp + cp+2cp+2 cp+1 + cp+3
∣∣∣∣∣ 6= 0.
Enta˜o os po´los x+p,2 e x
−
p,2 do ACP
[p/2]f(z) =
∑p
k=0 akTk(z)
b0T0(z) + b1T1(z) + b2T2(z)
,
sa˜o dados por
x±p,2 =
−B1 ±
√
B21 − 8(B0 − 1)
4
(2.47)
com a convenc¸a˜o de que se obte´m o po´lo x+p,2 (x
−
p,2) se optarmos em (2.47) pela adic¸a˜o
(subtrac¸a˜o) , respetivamente. E onde
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B0 = −
∣∣∣∣∣ cp−1 + cp+3 cp + cp+2cp + cp+4 cp+1 + cp+3
∣∣∣∣∣
2∆p
e B1 = −
∣∣∣∣∣ cp+1 cp−1 + cp+3cp+2 cp + cp+4
∣∣∣∣∣
∆p
.
Demonstrac¸a˜o: Usando, as equac¸o˜es (2.24), a lei de multiplicac¸a˜o dos polino´mios
de Chebyshev Tm(x)Tn(x) = 1/2
(
Tm+n + T|m−n|
)
, m,n ≥ 0 e a normalizac¸a˜o b2 = 1
obtemos o sistema de duas equac¸o˜es lineares nas inco´gnitas b0 e b1{
cp+1b0 + 1/2(cp + cp+2)b1 = −1/2(cp−1 + cp+3)
cp+2b0 + 1/2(cp+1 + cp+3)b1 = −1/2(cp + cp+4).
(2.48)
que e´ poss´ıvel e determinado sse ∆p 6= 0. Os po´los x±p,2 do ACP [p/2]f(z) sa˜o as ra´ızes
do polino´mio Dp,2(z) = (b0 − 1) + b1z + 2z2. Resolvendo o sistema (2.48) tem-se que as
ra´ızes do polino´mio Dp,2 sa˜o dadas pela relac¸a˜o (2.47). q
2.9.3 Estimativa de singularidades de expanso˜es de Legendre
A estimativa da singularidade de uma func¸a˜o f representada por uma expansa˜o de
Legendre pode ser efetuada usando os po´los xp,1 de ALP Φp,1, p = 0, 1, . . . usando a
seguinte
Proposic¸a˜o 2.9.5. Seja f uma func¸a˜o representada por uma expansa˜o de Legendre
f(x) ∼∑∞k=0 ckPk(x) enta˜o, se cp+1 6= 0, o po´lo xp,1 do ALP Φp,1 e´ dado por
xp,1 =
p+2
2p+5
cp+2 +
p+1
2p+1
cp
cp+1
. (2.49)
Demonstrac¸a˜o: Usando a relac¸a˜o (A.15), verifica-se que a famı´lia dos polino´mios
de Legendre satisfaz a relac¸a˜o de recorreˆncia (2.43), com αn =
n+1
2n+1
, γn =
n
2n+1
e βn = 0.
Logo, como cp+1 6= 0, a igualdade (2.45) toma a forma
xp,1 =
(p+ 2)µp+2cp+2 + (p+ 1)µpcp
(2p+ 3)µp+1cp+1
, p = 1, 2, . . . . (2.50)
e usando a identidade µk = ‖Pk‖2 = 22k+1 , k=0,1,. . . em (2.50) obte´m-se (2.49).
q
Exemplo 2.9.1. A func¸a˜o
f(x) = (α2 + 1− 2αx)−1/2, α ∈]− 1, 1[
possui a expansa˜o de Legendre, ver relac¸a˜o (2.37),
f(x) ∼ 1 +
∞∑
k=1
αkPk(x), x ∈ [−1, 1]
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e possui a singularidade, para α 6= 0, mais pro´xima da origem no ponto ζ = α2+1
2α
. A
relac¸a˜o (2.49) toma, neste caso, a forma
xp,1 = α
p−1
(
p+ 2
2p+ 5
α2 +
p+ 1
2p+ 1
)
(2.51)
e tem-se lim
p→∞
xp,1 = ζ
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Cap´ıtulo 3
Filtragem de Me´todos Espectrais
Neste cap´ıtulo abordamos os problemas relacionados com o objetivo principal deste
trabalho. Mais exatamente, descrevemos o me´todo de filtragem1 de soluc¸o˜es espectrais de
equac¸o˜es diferenciais ordina´rias usando para o efeito aproximac¸o˜es de Pade´.
3.1 Introduc¸a˜o
Nesta secc¸a˜o iremos efetuar algumas observac¸o˜es sobre o me´todo de filtragem e intro-
duzir a notac¸a˜o usada nos exemplos descritos neste cap´ıtulo.
Podemos esquematizar este me´todo de filtragem da seguinte forma,
Problema
Diferencial
Soluc¸a˜o
Espectral
Aproximac¸a˜o
de Pade´
Observac¸a˜o: Existem outros me´todos para filtrar soluc¸o˜es espectrais [Pey02].
Estes me´todos baseiam-se, fundamentalmente, em efetuar mudanc¸as de varia´veis
ou em decompor o domı´nio no qual pretendemos encontrar uma aproximac¸a˜o
da soluc¸a˜o de um dado problema, de forma a evitar singularidades ou evitar
sub domı´nios nos quais a soluc¸a˜o tenha variac¸o˜es bruscas. Na˜o e´ nosso ob-
jetivo, neste trabalho, efetuar comparac¸o˜es entre estes me´todos e o “nosso”
procedimento. No entanto, como iremos verificar nos exemplos apresentados
neste cap´ıtulo, salientamos que o uso de aproximantes de Pade´, no processo
de filtragem ale´m de melhorar as aproximac¸o˜es dadas por soluc¸o˜es espectrais
1Ao longo deste texto adotamos este termo, filtragem, como sendo a traduc¸a˜o da palavra inglesa
filtering, que e´ usada, por va´rios autores, com o significado de melhorar a aproximac¸a˜o fornecida por um
me´todo espectral [Pey02].
69
possui ainda outras valeˆncias: localizar eventuais singularidades e a extensa˜o
anal´ıtica da soluc¸a˜o espectral.
Os me´todos espectrais, aplicados a problemas com soluc¸o˜es suaves, possuem taxa
de convergeˆncia exponencial [CHQZ07]. Nestes casos na˜o se justifica o uso de filtros
dado que os erros cometidos pelas aproximac¸o˜es espectrais rapidamente atingem valores
da ordem da precisa˜o da ma´quina. Consequentemente, nesta secc¸a˜o, iremos apresentar
apenas exemplos onde se justifique o uso de filtros. Ou seja, apresentamos problemas com
soluc¸o˜es com singularidades no interior ou pro´ximas do intervalo de ortogonalidade.
3.2 Erros cometidos no processo de filtragem.
Por ser extensa, comec¸amos por estabelecer a notac¸a˜o a utilizar neste cap´ıtulo. No
que diz respeito a`s func¸o˜es, a`s aproximac¸o˜es polinomiais e respetivos erros designamos
por:
y(x) ∼
∞∑
k=0
ckφk(x), a soluc¸a˜o exata da equac¸a˜o diferencial na base {φk}k≥0 ;
yN(x) =
N∑
k=0
c
(N)
k φk(x), a soluc¸a˜o espectral na base dos polino´mios ortogonais;
δyN(x) = y(x)− yN(x), o erro da soluc¸a˜o espectral;
∆yN(x) = |δyN(x)| , o erro absoluto da soluc¸a˜o espectral;
‖δyN‖w = [(δyN , δyN)w]1/2 , o erro na norma pesada da soluc¸a˜o espectral;
δc
(N)
k = ck − c(N)k , k = 0, 1, . . . , N, os erros dos coeficientes da soluc¸a˜o espectral;
∆c
(N)
k =
∣∣∣δc(N)k ∣∣∣ , k = 0, 1, . . . , N, os erros absoluto dos coeficientes da soluc¸a˜o espectral.
Relativamente a`s aproximac¸o˜es racionais:
Φp,q =
∑p
k=0 akφk∑q
k=0 bkφk
, a AP linear da soluc¸a˜o exata y;
Rp,q =
∑p
k=0 akφk∑q
k=0 bkφk
, a AP na˜o linear da soluc¸a˜o exata y;
Φ(N)p,q =
∑p
k=0 a
(N)
k φk∑q
k=0 b
(N)
k φk
, a AP, ou filtro, linear de ordem p, q de yN ;
R(N)p,q =
∑p
k=0 a
(N)
k φk∑q
k=0 b
(N)
k φk
, a AP, ou filtro, na˜o linear de ordem p, q de yN ;
Relativamente aos erros das aproximac¸o˜es racionais:
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δΦ(N)p,q = y − Φ(N)p,q , o erro do filtro linear Φ(N)p,q ;
δR(N)p,q = y −R(N)p,q , o erro do filtro na˜o linear R(N)p,q ;
∆Φ(N)p,q =
∣∣y − Φ(N)p,q ∣∣ , o erro absoluto do filtro linear Φ(N)p,q ;
∆R(N)p,q =
∣∣y −R(N)p,q ∣∣ , o erro absoluto do filtro na˜o linear R(N)p,q .
Os erros δΦ
(N)
p,q e δR
(N)
p,q , com que os filtros racionais aproximam a func¸a˜o y, esta˜o
fundamentalmente relacionados com dois tipos de erros:
1. erros devidos ao me´todo espectral δyN .
2. erros devidos a` aproximac¸a˜o de Pade´ yN − Φ(N)p,q ou yN −R(N)p,q .
Por sua vez estes erros esta˜o ambos afetados por erros nume´ricos, devido ao uso de
aritme´tica finita. De facto tem-se que os erros dos filtros lineares (e dos filtros na˜o
lineares2)
δΦ(N)p,q = y − Φp,q︸ ︷︷ ︸
erro I
+Φp,q − Φ(N)p,q︸ ︷︷ ︸
erro II
onde o erro I e´ devido a` aproximac¸a˜o de Pade´, e que geralmente, pelo menos com p e
q suficientemente grandes, esperamos ser despreza´vel relativamente ao erro II. O erro II
depende dos erros dos coeficientes do numerador δa
(N)
k = ak − a(N)k e do denominador
δb
(N)
k = bk − b(N)k do filtro Φ(N)p,q . Estes erros dependem dos erros
1. Erros nos coeficientes da soluc¸a˜o espectral δc
(N)
k ,
2. Erros nume´ricos no ca´lculo do filtro Φ
(N)
p,q .
Por sua vez os erros δc
(N)
k dependem dos erros devidos a` projecc¸a˜o espectral QN definida
por (1.20) e (1.21) e dos erros nume´ricos no ca´lculo da soluc¸a˜o espectral yN . As propri-
edades de convergeˆncia dos me´todos espectrais sugerem que poder´ıamos menosprezar os
erros δc
(N)
k ao considerarmos N suficientemente grande. No entanto, tal como referido na
subsecc¸a˜o 1.5.1, o nu´mero de condic¸a˜o das matrizes Γ(N)
v
definidas em (1.54) cresce com
N , perturbando fortemente as aproximac¸o˜es c
(N)
k . Algum progresso na estabilizac¸a˜o des-
tes ca´lculos, foi conseguido com o trabalho apresentado na subsecc¸a˜o 1.5.2. Esta relac¸a˜o
existente entre os va´rios erros que interferem no ca´lculo dos filtros pode eventualmente:
• provocar a existeˆncia de pares de Froissart,
• destruir as boas propriedades dos aproximantes Φp,q.
2Para os filtros na˜o lineares a descric¸a˜o e´ em tudo ideˆntica.
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Na pro´xima secc¸a˜o iremos aplicar este me´todo de filtragem a dois problemas lineares.
No primeiro problema filtramos a soluc¸a˜o Chebyshev-Tau de uma equac¸a˜o diferencial
de primeira ordem com condic¸a˜o inicial no ponto me´dio do intervalo de ortogonalidade
cuja soluc¸a˜o possui um corte de bifurcac¸a˜o que une um ponto extremo do intervalo de
ortogonalidade z = −1 ao ponto z =∞. No segundo problema filtramos uma soluc¸a˜o de
Chebyshev-colocac¸a˜o, que exibe o feno´meno de Gibbs, de uma equac¸a˜o de segunda ordem
com condic¸o˜es fronteira de Dirichlet.
3.3 Filtragem de problemas lineares
Exemplo 3.3.1. Neste primeiro exemplo, iremos aplicar o processo de filtragem a` soluc¸a˜o
Chebyshev-Tau da equac¸a˜o diferencial ordina´ria
(x+ 1)
dy
dx
− 1
2
y = 0, x ∈]− 1, 1[ (3.1)
com condic¸a˜o inicial y(0) = π
4
√
2.
Este problema tem como soluc¸a˜o a func¸a˜o y(x) = π
4
√
2(x+ 1), anal´ıtica em C\] −
∞,−1]. A func¸a˜o y possui um corte de bifurcac¸a˜o e ζ = −1 e´ a singularidade mais
pro´xima do intervalo I = [−1, 1]. Podemos observar, para este problema, que o algoritmo
utilizado para calcular a soluc¸a˜o Tau com polino´mios de Chebyshev e´ esta´vel ate´ a` ordem
N = 150. Para soluc¸o˜es yN com N > 150 as matrizes γT
(N) do sistema de equac¸o˜es linear
(1.54) sa˜o mal condicionadas.
Como a soluc¸a˜o y possui a singularidade ζ num extremo do intervalo de ortogonalidade
a convergeˆncia do me´todo Tau e´ lenta. Ilustramos este facto na Figura 3.1.
Podemos igualmente calcular o erro absoluto nos coeficientes espectrais, dado que e´
conhecida a expansa˜o de Chebyshev da func¸a˜o y [Pas84],
y(x) =
∞∑
k=0
ckTk(x) = 1 +
∞∑
k=1
(−1)k+1 2
(4k2 − 1)Tk(x).
Na Figura 3.2 indicamos estes erros para soluc¸o˜es de ordem N = 10, 30 e 150. Podemos
observar que os valores de ∆c
(N)
k , k = 0, 1, . . . , N diminuem quando a ordem N aumenta e
que para cada valor deN os valores de ∆c
(N)
k decrescem com o aumento de k com a excec¸a˜o
do u´ltimo, k = N , que e´ de uma ordem superior aos restantes. Aqui devemos salientar
que este padra˜o e´ t´ıpico dos me´todos espectrais aplicados a problemas diferenciais em que
as func¸o˜es base na˜o satisfazem as condic¸o˜es suplementares. Esta observac¸a˜o faz com que
se deva, geralmente, evitar o uso do u´ltimo coeficiente espectral no processo de filtragem
para os problemas com uma condic¸a˜o suplementar.
Tendo em vista melhorar a aproximac¸a˜o fornecida por y150 devemos escolher um bom
AP. Para o efeito construimos a tabela de Froissart de ACP lineares usando os coefici-
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Figura 3.1: (Em cima) Erros absolutos para soluc¸o˜es Tau de ordem N = 10, 30 e
150 (Em baixo) Erro da soluc¸a˜o Tau na norma pesada ‖δyN(x)‖w para valores de
N = 10, 11, . . . , 150.
entes c
(150)
k , e procedemos de modo ana´logo ao indicado na secc¸a˜o 2.8. Se optarmos pelo
estudo da sucessa˜o diagonal dos ACP, podemos observar na tabela de Froissart 3.3, que
o aproximante Φ
(150)
10,10 e´ o ACP de ordem mais elevada a pertencer a` regia˜o livre de pares
de Froissart.
Relativamente aos ACP diagonais inclu´ıdos na tabela de Froissart 3.3 e que possuem
pares de Froissart, observou-se que apenas o filtro Φ
(150)
14,14 na˜o possui zeros/po´los no in-
tervalo de ortogonalidade. Na Figura 3.4 representamos a localizac¸a˜o de zeros/po´los de
filtros diagonais.
Observac¸a˜o: Analogamente aos exemplos do cap´ıtulo 2 optamos por na˜o
incluir na Figura 3.4 todos os po´los e zeros que representam a linha de rami-
ficac¸a˜o da func¸a˜o y para facilitar a interpretac¸a˜o dos dados mais relevantes.
Esta nota e´ va´lida para todas as figuras, relativas a` localizac¸a˜o de po´los/zeros,
existentes neste cap´ıtulo.
Os ACP diagonais dispon´ıveis, a partir de y150, que na˜o esta˜o na tabela da Figura 3.3, ou
seja os ACP Φ
(150)
p,p com 25 < p < 50, possuem todos pares de Froissart no intervalo de
ortogonalidade e estes pares tendem a distribuir-se por todo o intervalo de ortogonalidade
quando p se aproxima de p = 50, ver Figura 3.5. Esta distribuic¸a˜o dos pares de Froissart,
leva-nos a estabelecer uma relac¸a˜o entre a localizac¸a˜o de pares de Froissart de ACP
de se´ries de Chebyshev perturbadas com ru´ıdos do tipo I, ver secc¸a˜o 2.7.1, e os erros
introduzidos no ca´lculo dos filtros Φ
(150)
p,p , ver subsecc¸a˜o 3.2, para valores de 25 < p < 50.
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Figura 3.2: Erros absolutos ∆c
(N)
k dos coeficientes das soluc¸o˜es Tau de ordem: N = 10
(Em cima), N = 30 (No meio) e N = 150 (Em baixo).
Consequentemente neste exemplo (e nos exemplos seguintes) e´ apenas necessa´rio estu-
dar a localizac¸a˜o dos po´los/zeros para AP diagonais, Φ
(N)
p,p , para valores de p relativamente
baixos (comparados com a ordem, N , dos aproximantes espectrais).
Para verificarmos a efica´cia deste me´todo de filtragem podemos observar, na Figura
3.6, que as aproximac¸o˜es obtidas apo´s filtragem Φ
(150)
10,10 e Φ
(150)
14,14 melhoram efetivamente, em
termos do erro absoluto ∆Φ
(150)
p,q , a aproximac¸a˜o dada pelo me´todo espectral y150. Ale´m
disso, o filtro ∆Φ
(150)
14,14 apenas melhora ligeiramente a aproximac¸a˜o dada pelo filtro ∆Φ
(150)
10,10
para valores pro´ximos da singularidade ζ = −1.
Obviamente poderiam existir filtros na˜o diagonais que melhorassem estes resultados.
Todavia, apo´s compararmos os erros dos aproximantes ∆Φ
(150)
p,q , p 6= q localizados na
regia˜o livre de pares de Froissart da tabela indicada na Figura 3.3 verificamos que todos
apresentam uma aproximac¸a˜o pior do que as aproximac¸o˜es diagonais ∆Φ
(150)
10,10 e ∆Φ
(150)
14,14.
Localizac¸a˜o de singularidades
Como foi dito atra´s, este me´todo possui ainda outras vantagens, a localizac¸a˜o de
singularidades e a extensa˜o anal´ıtica da soluc¸a˜o espectral. Comec¸amos por analisar os
resultados obtidos na estimac¸a˜o da singularidade ζ = −1. Note-se que a existeˆncia de uma
sequeˆncia de zeros e po´los alternados, ver Figuras 3.4 e 3.5, ja´ nos fornece a informac¸a˜o de
que a soluc¸a˜o do problema (3.1) possui um ramo de bifurcac¸a˜o. Usando as relac¸o˜es (2.46)
e (2.47) obtivemos as estimativas para ζ = −1 indicadas na Tabela 3.1, onde os valores
indicados foram obtidos por arredondamento na oitava casa decimal. Os po´los dos AP
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1 2 3 4 5 6 7 8 9 10111213141516171819202122232425
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
0
p
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 2 2 2 2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 2 1 2 2 2 2 2 2
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 2 2 2 1 2 3 2 3 3 3
0 0 0 0 0 0 0 0 0 0 0 1 1 1 2 2 2 3 3 3 3 3 3 3 4
0 0 0 0 0 0 0 0 0 0 1 1 2 2 2 2 3 3 3 3 4 4 4 3 3
0 0 0 0 0 0 0 0 0 1 1 2 2 2 3 3 3 3 4 4 4 5 4 5 5
0 0 0 0 0 0 0 0 0 0 2 2 3 3 3 3 4 4 4 4 5 5 5 5 5
0 0 0 0 0 0 0 0 0 1 2 2 3 3 3 4 4 4 4 5 5 5 5 6 6
0 0 0 0 0 0 0 0 1 2 2 3 3 3 4 4 4 4 5 5 5 6 6 5 7
0 0 0 0 0 0 0 1 1 2 3 3 3 4 4 5 5 5 5 6 6 6 6 7 7
0 0 0 0 0 0 0 1 2 2 3 3 4 4 4 5 6 5 6 6 6 7 7 7 7
0 0 0 0 0 0 1 2 2 3 3 3 4 4 5 5 6 6 6 6 7 8 7 6 7
0 0 0 0 0 0 1 1 3 3 3 3 4 4 5 6 6 5 7 6 7 8 8 7 7
0 0 0 0 0 1 1 1 2 3 3 3 4 5 6 5 6 7 6 8 9 8 8 9 10
0 0 0 0 0 1 1 2 3 3 3 4 5 5 5 6 7 7 7 8 8 9 8 108
0 0 0 0 0 1 2 2 2 3 3 4 5 5 6 7 7 7 6 9 8 9 119 9
0 0 0 0 1 1 1 2 3 3 3 4 5 5 6 7 7 8 8 8 8 9 109 10
0 0 0 0 1 1 2 2 3 3 4 5 5 6 6 7 7 7 8 9 109 101010
0 0 0 0 1 1 1 2 3 4 4 5 5 6 7 7 7 8 9 10118 101011
Figura 3.3: Tabela de Froissart com uma toleraˆncia de 10−3 para valores de p, q ≤
1, 2, . . . , 25 do exemplo 3.1.
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Figura 3.4: Distribuic¸a˜o dos zeros (c´ırculos a magenta) e po´los (pontos a preto) de ACP
diagonais da soluc¸a˜o espectral y150 para valores de p = 9, 10, 14, 18, 21 e 24.
Φ
(150)
p,1 da˜o uma primeira estimativa x145,1 = −1.00014075 mas, e´ poss´ıvel melhorar esta
estimativa usando o po´lo x+145,2 = −1.00007608, do aproximante Φ(150)145,2, mais pro´ximo da
estimativa x145,1 = −1.00014075.
Relativamente a` outra valeˆncia deste processo de filtragem, ou seja ao prolongamento
anal´ıtico, podemos observar na Figura 3.7 o gra´fico dos mesmos erros inclu´ıdos na Fi-
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Figura 3.5: Distribuic¸a˜o dos zeros (c´ırculos a magenta) e po´los (pontos a preto) de ACP
diagonais, Φ
(150)
p,p , da soluc¸a˜o espectral y150 para valores de p = 25, 30, 35, 40, 45 e 50. A
localizac¸a˜o dos pares de Froissart possui um padra˜o similar a`s expanso˜es de Chebyshev
perturbadas com ru´ıdos do tipo I.
p 5 45 85 105 145
xp,1 −1.08888889 −1.00141928 −1.00040575 −1.00026705 −1.00014075
x+p,2 −1.042172471 −1.00075665 −1.00021841 −1.00014406 −1.00007608
x−p,2 −1.559331288 −1.00853164 −1.00245781 −1.00162066 −1.00085549
Tabela 3.1: Po´los, xp,1, dos aproximantes Φ
(150)
p,1 e po´los, x
+
p,2, x
−
p,2, de Φ
(150)
p,2 para alguns
valores p.
gura 3.6, no intervalo [−1, 10]. Podemos observar que a aproximac¸a˜o Tau y150 apenas
tem significado para valores de x pertencentes ao intervalo de ortogonalidade e que as
aproximac¸o˜es de Pade´ continuam a ser uma aproximac¸a˜o razoa´vel para valores de x fora
do intervalo de ortogonalidade embora, a aproximac¸a˜o perca qualidade. Pode-se ainda
notar que no intervalo de ortogonalidade as func¸o˜es erro ∆Φ
(150)
10,10 e ∆Φ
(150)
14,14 sa˜o quase
indistingu´ıveis na escala do gra´fico mas, para valores de x suficientemente afastados do
intervalo de ortogonalidade o erro ∆Φ
(150)
14,14(x) e´ claramente inferior ao erro ∆Φ
(150)
10,10(x) em
quase todos os pontos do intervalo observado.
Conclu´ımos este exemplo com a seguinte observac¸a˜o relativamente a` comparac¸a˜o dos
me´todos de filtragem da soluc¸a˜o Tau via AP linear versus AP na˜o linear.
Observac¸a˜o: Comec¸amos por salientar que ao comparar AP lineares com
AP na˜o lineares devemos sempre utilizar AP que usem conjuntos de dados
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Figura 3.6: (A azul) Erro absoluto da soluc¸a˜o Tau de ordem 150, (A vermelho) ∆Φ
(150)
10,10
(A preto) ∆Φ
(150)
14,14.
semelhantes. Ou seja, deve-se comparar a aproximac¸a˜o de um AP linear, Φp,q,
com um AP na˜o linear Rp′,q′ tais que p+2q esteja pro´ximo p
′+q′. Os resultados
obtidos para AP na˜o lineares foram em tudo ideˆnticos aos obtidos pelos AP
lineares pelo que optamos na˜o os incluir aqui. De facto, a utilizac¸a˜o de AP
na˜o lineares na˜o melhorou os resultados obtidos pelos AP lineares ∆Φ
(150)
10,10 e
∆Φ
(150)
14,14. Podemos explicar este comportamento com o seguinte exemplo. O
ca´lculo dos AP Φ
(150)
14,14 e R
(150)
21,21 apenas exige o conhecimento dos primeiros 43
coeficientes espectrais. Contudo a entrada n21,21 da tabela de Froissart dos AP
na˜o lineares e´ superior a` entrada n14,14 da tabela de Froissart dos AP lineares
e ale´m disso possui pares de Froissart no intervalo de ortogonalidade.
Soluc¸o˜es afetadas pelo feno´meno de Gibbs
O pro´ximo exemplo serve para testar este me´todo na filtragem a um problema cuja
soluc¸a˜o espectral exibe o chamado feno´meno de Gibbs. De entre as muitas refereˆncias
existentes na literatura relacionados com este tema destacamos [Bre04] na qual o autor
apresentou exemplos de filtragem de se´ries de Chebyshev usando o algoritmo-ǫ de Wynn,
e [BMW08], na qual os autores estabeleceram uma relac¸a˜o entre as aproximac¸o˜es obtidas
em [Bre04] e os ACP na˜o lineares, e constru´ıram uma estimativa do erro para uma classe
de func¸o˜es hipergeome´tricas. Contudo recordamos que no nosso trabalho usamos coefici-
entes espectrais no ca´lculo dos filtros, em vez dos coeficientes de Chebyshev usados nas
refereˆncias atra´s mencionadas.
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Figura 3.7: Erros absolutos, no intervalo [−1, 10], da soluc¸a˜o Tau y150 de ordem 150 (A
azul), e dos filtros Φ
(150)
10,10 (A vermelho) e Φ
(150)
14,14 (A preto) do problema 3.1.
Exemplo 3.3.2. Neste exemplo consideramos a equac¸a˜o linear de segunda ordem
ǫ
d2y
dx2
+ 2x
dy
dx
= 0, ǫ ∈ R+ (3.2)
cuja soluc¸a˜o geral se escreve da forma
yǫ(x) = C1
√
ǫπerf
(
x√
ǫ
)
+ C2
onde C1 e C2 sa˜o constantes e erf e´ a func¸a˜o erro, [AS65], definida no plano complexo
pelo integral
erf(z) =
2√
π
∫ z
0
e−w
2
dw.
A func¸a˜o erf(z/
√
ǫ) possui se´rie de Taylor
erf
(
z√
ǫ
)
=
2√
π
∞∑
k=0
(−1)kz2k+1
k!(2k + 1)ǫ2k+1
,
convergente para todo o z ∈ C e consequentemente erf(z/√ǫ) e´ uma func¸a˜o inteira. Na
restric¸a˜o a` reta real e para valores de ǫ suficientemente pequenos a func¸a˜o erf(z/
√
ǫ) e´ um
bom aproximante da func¸a˜o descont´ınua sign definida por
sign(x) =


1, x > 0
0, x = 0
−1, x < 0
.
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De facto, se x ∈ R, tem-se limǫ→0+ erf(x/
√
ǫ) = sign(x), dado que se x = 0 o integral e´
nulo e se x 6= 0 tem-se
lim
ǫ→0+
∫ x/√ǫ
0
e−w
2
dw =
√
π
2
sign(x).
Impondo a` equac¸a˜o (3.2) as condic¸o˜es de fronteira de Dirichlet y(−1) = erf(−ǫ−1/2) e
y(1) = erf(ǫ−1/2) enta˜o a func¸a˜o
y(x) = erf
(
x√
ǫ
)
(3.3)
e´ a soluc¸a˜o deste problema, onde por uma questa˜o de simplificac¸a˜o se deixou cair o sub
ı´ndice ǫ na func¸a˜o y.
Iremos resolver este problema para o valor do paraˆmetro ǫ = 10−8 usando o algoritmo
do me´todo de colocac¸a˜o-Galerkin descrito no exemplo 1.4.1. De salientar que apesar da
soluc¸a˜o ser uma func¸a˜o ı´mpar usamos os polino´mios de Chebyshev ortogonais no intervalo
I = [−1, 1]. Esta opc¸a˜o justifica-se pela necessidade de se estudar o comportamento dos
filtros numa vizinhanc¸a do ponto x = 0.
Observamos que, para este valor do paraˆmetro ǫ, a aproximac¸a˜o da func¸a˜o sign(x) por
y apresenta erro ma´ximo absoluto
max
x∈[−1,1]
|sign(x)− y(x)|
da ordem da precisa˜o da ma´quina 10−16. Ale´m disso, com as nossas experieˆncias nume´ricas
observamos que o me´todo de colocac¸a˜o apenas e´ esta´vel ate´ a` ordem N = 46 e conforme
se ilustra na imagem a` esquerda da Figura 3.8, para N = 46 a soluc¸a˜o de colocac¸a˜o e´
afetada pelo feno´meno de Gibbs.
Dado que na˜o temos acesso a fo´rmulas fechadas dos coeficientes de Chebyshev ck da
func¸a˜o y, na˜o e´ poss´ıvel calcular os erros dos coeficientes espectrais c
(46)
k . Contudo, como
sa˜o conhecidas fo´rmulas fechadas para os coeficientes de Chebyshev, c˜k , da func¸a˜o sign ,
[Riv74],
sign(x) =
∞∑
k=0
c˜kTk(x) =
4
π
∞∑
k=0
(−1)k+1
2k − 1 T2k−1(x).
estima´mos os erros nos coeficientes espectrais usando o erro ∆c
(46)
k =
∣∣∣c˜k − c(46)k ∣∣∣. Note-se
que devido a` simetria da func¸a˜o sign(x) e a` simetria dos polino´mios de Chebyshev, os
coeficientes c˜k sa˜o nulos para valores de k pares, e que os coeficientes espectrais pares
calculados c
(46)
2k esta˜o muito pro´ximos de zero. Consequentemente, para valores de k
pares, os erros absolutos ∆c
(46)
k sa˜o todos de ordem inferior a 10
−10. Por este motivo
apenas indicamos, na Figura 3.8 na imagem a` direita, as estimativas dos erros absolutos
dos coeficientes espectrais de ordem ı´mpar. Podemos observar que os erros absolutos dos
coeficientes espectrais ∆c
(46)
k com k = 1, 3, . . . , 45 tomam o seu valor ma´ximo ∆c
(46)
1 ≈
1.7e− 2 e decrescem monotonamente ate´ atingirem o valor mı´nimo ∆c(45)45 ≈ 3.9e− 4.
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Figura 3.8: Imagem a` esquerda: gra´ficos da func¸a˜o y soluc¸a˜o do problema (3.2) (curva
azul) e da soluc¸a˜o de colocac¸a˜o y46 (curva preta). Imagem ao centro: gra´fico do erro
absoluto ∆y46. Imagem a` direita: estimativa do erro ∆c
(46)
k dos coeficientes espectrais
para valores de k ı´mpares.
Filtros lineares vs filtros na˜o lineares
Iremos estudar o comportamento dos filtros lineares, Φ
(46)
p,q , e dos filtros na˜o lineares
R
(46)
p,q da func¸a˜o (3.3). Na Figura 3.9 apresenta-se a tabela de Froissart para os filtros
lineares, com uma toleraˆncia de 10−3. As entradas np,q assinaladas com um asterisco
traduzem o facto de que os filtros Φ
(46)
p,q na˜o sa˜o ating´ıveis com o conhecimento dos 47
coeficientes de y46. Analisando esta tabela pode-se observar que na regia˜o em que os AP
lineares possuem pares de Froissart todas as entradas possuem o mesmo valor np,q = 2.
Esta propriedade revela que, se na˜o existirem po´los no intervalo I, sera´ poss´ıvel encontrar
bons filtros na regia˜o onde os AP possuem pares de Froissart. De facto o grau nume´rico dos
numeradores, νNp,q, e dos denominadores, ν
D
p,q, dos AP Φp,q aumentam quando aumentamos
os valores de p e q porque o valor de np,q e´ constante.
Analisando a localizac¸a˜o dos po´los e zeros de filtros diagonais lineares, Φ
(46)
p,p , e na˜o
lineares, R
(46)
p,p , Figura 3.11 , observamos o seguinte padra˜o:
1. existe um zero esta´vel localizado perto da origem que representa o zero da soluc¸a˜o
y do problema. A distaˆncia deste zero a` origem e´ da ordem de 10−10 para p = 1 e
diminui quando p cresce.
2. existe um po´lo (zero) fantasma para valores de p ı´mpares (pares) cuja distaˆncia a`
origem aumenta quando o valor de p aumenta.
80
1 2 3 4 5 6 7 8 9 10111213141516171819202122232425
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
0
p
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 0 0 2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 2 2 0 0 2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 2 2 2 2 2 2 2 2 2
0 0 0 0 0 0 0 0 0 0 0 2 0 0 2 2 2 2 2 2 2 2 2 2 2
0 0 0 0 0 0 0 0 0 0 0 0 2 2 2 2 2 2 2 2 2 2 2 2 2
0 0 0 0 0 0 0 0 0 2 0 2 2 2 2 2 2 2 2 2 2 2 2 2 *
0 0 0 0 0 0 0 0 0 0 2 2 2 2 2 2 2 2 2 2 2 2 * * *
0 0 0 0 0 0 0 0 0 2 2 2 2 2 2 2 2 2 2 2 * * * * *
0 0 0 0 0 0 0 0 2 2 2 2 2 2 2 2 2 2 * * * * * * *
0 0 0 0 0 0 0 0 2 2 2 2 2 2 2 2 * * * * * * * * *
0 0 0 0 0 0 2 2 2 2 2 2 2 2 * * * * * * * * * * *
0 0 0 0 0 0 2 2 2 2 2 2 * * * * * * * * * * * * *
0 0 0 0 0 0 0 0 2 2 * * * * * * * * * * * * * * *
0 0 0 0 0 0 0 2 * * * * * * * * * * * * * * * * *
0 0 0 0 0 0 * * * * * * * * * * * * * * * * * * *
0 0 0 0 * * * * * * * * * * * * * * * * * * * * *
0 0 * * * * * * * * * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * * * * * * * * * * * *
Figura 3.9: Tabela de Froissart da soluc¸a˜o de colocac¸a˜o y46 do problema (3.2) com uma
toleraˆncia de 10−3.
3. se a ordem (p, q) dos filtros, lineares ou na˜o lineares, pertencer a` regia˜o da tabela de
Froissart livre de pares de Froissart todos os zeros e po´los se encontram intercalados
perto do eixo imagina´rio. Se a ordem dos filtros pertencer a` regia˜o da tabela de
Froissart com dois pares de Froissart enta˜o os pares de Froissart localizam-se pro´ximo
dos extremos do intervalo de ortogonalidade I, com um par de Froissart em cada
extremo. Ale´m disso, estes pares de Froissart aproximam-se dos pontos extremos
x = −1 e x = 1 quando o valor de p cresce, e podem localizar-se no interior ou
no exterior de I. Os restantes po´los/zeros localizam-se intercalados perto do eixo
imagina´rio.
Estas observac¸o˜es encontram-se ilustradas na Figura 3.10, onde, por uma questa˜o de
escala, na˜o foram inclu´ıdos os zeros e po´los mais afastados da origem. A localizac¸a˜o de
um conjunto po´los/zeros situados perto do eixo imagina´rio mimetiza o facto da func¸a˜o
sign ter uma descontinuidade no ponto x = 0 ou o facto da func¸a˜o erf(x/
√
ǫ) sofrer uma
variac¸a˜o brusca numa vizinhanc¸a de x = 0.
Observac¸a˜o:
1. Os resultados observados para valores de N < 46 para os filtros lineares e
para os filtros na˜o lineares sa˜o semelhantes aos resultados obtidos para o
valor de N = 46. Para valores de N > 46 o esquema de colocac¸a˜o torna-
se insta´vel devido ao mau condicionamento das matrizes envolvidas na
resoluc¸a˜o do sistema de equac¸o˜es lineares (1.41).
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2. E´ interessante notar que a existeˆncia da sequencia de po´los/zeros inter-
calados no eixo imagina´rio esta´ diretamente relacionada com o facto da
soluc¸a˜o espectral exibir o feno´meno de Gibbs. Para valores de ǫ suficien-
temente grandes, o valor da derivada da soluc¸a˜o de (3.2) em x = 0 e´ pe-
queno e y na˜o sofre variac¸o˜es bruscas. Nestes casos as soluc¸o˜es espectrais
na˜o exibem o feno´meno de Gibbs nem existe a sequencia de po´los/zeros
dos AP diagonais localizados intercaladamente no eixo imagina´rio. Ja´
para valores de ǫ suficientemente pequenos, a soluc¸a˜o espectral possui as
oscilac¸o˜es caracter´ısticas do feno´meno de Gibbs pro´ximas de x = 0 e os
seus AP diagonais possuem uma sequencia de po´los/zeros intercalados
no eixo imagina´rio. Ilustramos esta relac¸a˜o na Figura 3.11. Imagens
superiores: localizac¸a˜o de po´los/zeros de uma soluc¸a˜o “suave”, ǫ = 1.
Imagens inferiores: localizac¸a˜o de po´los/zeros de uma soluc¸a˜o “na˜o su-
ave”, ǫ = 10−3.
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Figura 3.10: (Em cima) Localizac¸a˜o de po´los (a preto) e zeros (a magenta) de filtros
Φ
(46)
p,q da soluc¸a˜o de colocac¸a˜o y46 do problema (3.2). (Em baixo) Ampliac¸o˜es das regio˜es
delimitadas por retaˆngulos.
Analisando a localizac¸a˜o dos po´los e zeros de filtros diagonais observou-se:
• o filtro linear Φ(46)13,13 na˜o possui pares de Froissart nem po´los em I e que os filtros
Φ
(46)
14,14 e Φ
(46)
15,15 possuem pares de Froissart em I
• o u´ltimo filtro na˜o linear dispon´ıvel R(46)23,23 na˜o possui pares de Froissart nem po´los
em I.
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Figura 3.11: Figuras a` esquerda: localizac¸a˜o dos po´los/zeros dos filtros Φ
(46)
7,7 das soluc¸o˜es
espectrais do problema (3.2) com ǫ = 1 (em cima) e com ǫ = 10−3 (em baixo). Figuras a`
direita: gra´ficos das func¸o˜es soluc¸o˜es y, soluc¸o˜es espectral y46 e filtros Φ
(46)
7,7 do problema
(3.4) com ǫ = 1 (em cima) e com ǫ = 10−3 (em baixo). Por uma questa˜o de escala na˜o
inclu´ımos os po´los e zeros mais afastados da origem.
A observac¸a˜o dos erros dos filtros ∆Φ
(46)
p,q e ∆R
(46)
p,q confirmou que, de facto, os filtros Φ
(46)
13,13
e R
(46)
23,23 sa˜o os melhores aproximantes linear e na˜o linear respetivamente. Nas Figuras 3.12
e 3.13 ilustramos os resultados obtidos pela filtragem da soluc¸a˜o de colocac¸a˜o. A Figura
3.12 conte´m os gra´ficos da soluc¸a˜o da equac¸a˜o diferencial y, da soluc¸a˜o de colocac¸a˜o y46,
do filtro linear Φ
(46)
13,13 e do filtro na˜o linear R
(46)
23,23. Na Figura 3.13 sa˜o ilustrados os erros
absolutos da soluc¸a˜o de colocac¸a˜o e dos filtros. Podemos observar que ambos os filtros
reduzem o feno´meno de Gibbs, sendo que a aproximac¸a˜o do filtro na˜o linear e´ superior a`
aproximac¸a˜o do filtro linear para valores de x pro´ximos de zero. Salientamos que estes
resultados sa˜o ideˆnticos aos resultados obtidos no artigo [BMW08] com coeficientes exatos,
no sentido que a aproximac¸a˜o na˜o linear fornece uma aproximac¸a˜o a` func¸a˜o sign(x) do
que a aproximac¸a˜o linear.
Na pro´xima secc¸a˜o iremos aplicar este me´todo de filtragem a dois problemas diferen-
ciais na˜o lineares. No primeiro exemplo filtramos uma soluc¸a˜o Chebyshev-Tau de uma
equac¸a˜o diferencial com condic¸o˜es fronteira e cuja soluc¸a˜o e´ uma func¸a˜o meromorfa com
um nu´mero infinito de po´los simples, sendo que um dos po´los se situa perto do inter-
valo de ortogonalidade. No segundo exemplo aplicamos este me´todo de filtragem a uma
soluc¸a˜o Legendre-Tau de uma equac¸a˜o cuja soluc¸a˜o tem um corte de ramificac¸a˜o que une
um ponto de ramificac¸a˜o pro´ximo de um dos extremos do intervalo de ortogonalidade ao
83
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1.5
−1
−0.5
0
0.5
1
1.5
x
−0.2 −0.1 0 0.1 0.2
−1.5
−1
−0.5
0
0.5
1
1.5
x
Figura 3.12: A` direita, gra´ficos das func¸o˜es soluc¸a˜o do problema 3.2 (curva tracejada a
azul), soluc¸a˜o de colocac¸a˜o y46 (curva a preto), filtro linear Φ
(46)
13,13 (curva a vermelho) e
filtro na˜o linear R
(46)
23,23 (curva a magenta). A` esquerda, pormenor do gra´fico a` direita no
intervalo [−1/5, 1/5].
ponto de ramificac¸a˜o z =∞.
3.4 Filtragem de soluc¸o˜es de problemas na˜o lineares
No pro´ximo exemplo estudamos o comportamento deste me´todo de filtragem aplicado
a um problema diferencial na˜o linear com condic¸o˜es fronteira de Dirichlet cuja soluc¸a˜o e´
uma func¸a˜o meromorfa com um nu´mero infinito de po´los simples.
Exemplo 3.4.1. Consideramos a equac¸a˜o diferencial na˜o linear de segunda ordem
ǫ
d2y
dx2
− ydy
dx
= 0, x ∈ [0, 1], (3.4)
onde ǫ e´ um nu´mero real positivo.
Esta equac¸a˜o sujeita a`s condic¸o˜es fronteira de Dirichlet y(0) = 0, y(1) = tgα
α
, com
α = (2ǫ)−1/2, tem como soluc¸a˜o a func¸a˜o meromorfa,
y(x) =
tg(αx)
α
que possui, na reta real, um nu´mero infinito de po´los simples nos pontos
xℓ =
2ℓ+ 1
2α
π, ℓ ∈ Z (3.5)
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Figura 3.13: Erros absolutos da soluc¸a˜o de colocac¸a˜o y46 (curva a preto), do filtro linear
Φ
(46)
13,13 (curva a vermelho) e do filtro na˜o linear R
(46)
23,23 (curva a magenta) no intervalo
[−1/5, 1/5].
e um nu´mero infinito de zeros nos pontos
x˜ℓ =
ℓ
α
π, ℓ ∈ Z. (3.6)
Dado que a soluc¸a˜o y e´ uma func¸a˜o ı´mpar, iremos resolver este problema aplicando o
me´todo Tau usando como func¸o˜es base os polino´mios de Chebyshev T ∗k (x) ≡ Tk(2x− 1),
k = 0, 1, . . ., ortogonais no intervalo I = [0, 1] relativamente a` func¸a˜o peso w(x) =
(x− x2)−1/2 se x ∈]0, 1[, e w(x) = 0 se x ∈ R\]0, 1[, [AS65].
Da relac¸a˜o (3.5), facilmente se conclui que a func¸a˜o y possui todos os po´los, xℓ, ℓ ∈ Z,
fora do intervalo I se e somente se o paraˆmetro ǫ satisfizer a desigualdade ǫ > 2/π2.
Observe-se que, para valores de ǫ ≤ 2/π2, caso em que existem po´los de y no intervalo
I, a func¸a˜o y /∈ L2w(I). Em face desta observac¸a˜o, iremos efetuar uma mudanc¸a no
paraˆmetro ǫ = 2/π2 + η, com η > 0. Logo, para valores pequenos de η o po´lo da func¸a˜o
y mais perto do intervalo de ortogonalidade, x0, situa-se pro´ximo do ponto fronteira,
x = 1, do intervalo I, e quando o valor de η cresce a singularidade x0 afasta-se de
x = 1. Consequentemente, a convergeˆncia do me´todo Tau e´ lenta para valores pequenos
de η e converge mais rapidamente a` medida que o valor de η aumenta. Ilustramos este
comportamento na Figura 3.14 onde apresentamos os gra´ficos dos erros absolutos ∆y150
para valores de η = 1/100, 1/500, 1/1000 e 1/2000. De referir que o me´todo Tau,
aplicado a este problema, apresenta instabilidade nume´rica para valores de η < 1/2000
e para ordens N > 150. Esta instabilidade nume´rica deve-se ao facto de as matrizes
envolvidas apresentarem um nu´mero de condic¸a˜o elevado.
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Figura 3.14: Erros absolutos da soluc¸a˜o Tau, de ordem N = 150, do problema (3.4) para
diferentes valores do paraˆmetro η.
Tendo em vista escolher um bom aproximante de Pade´ para filtrar as soluc¸o˜es Tau
para os diferentes valores de η, recorremos a`s tabelas de Froissart. Dadas as semelhanc¸as
existentes nas tabelas de Froissart, para os diferentes valores de η, apenas apresentamos
na Figura 3.15 a tabela de Froissart relativa ao valor de η = 1/1000 para valores de
p, q = 1, 2, . . . , 25.
Analisando os zeros e po´los dos AP diagonais, Φ
(150)
p,p , observou-se que para os valores de
p pertencentes a` regia˜o da tabela de Froissart livre de pares de Froissart, para valores
de p ≤ 6, os po´los e zeros dos AP diagonais mimetizam a localizac¸a˜o dos po´los e zeros
da func¸a˜o y. Contudo, para valores de p > 6 todos os AP diagonais possuem pares de
Froissart no intervalo de ortogonalidade. Ale´m disso os pares de Froissart rapidamente se
distribuem ao longo do intervalo de ortogonalidade, ver Figura 3.16. Este facto faz com
que Φ
(150)
6,6 seja o melhor aproximante diagonal dispon´ıvel. O estudo das propriedades dos
AP lineares revelou que todos os Φ
(150)
p,q tais que min(p, q) > 6 possuem pares de Froissart
no intervalo de ortogonalidade. Esta propriedade impede a existeˆncia de um AP linear
que melhore a aproximac¸a˜o dada pelo aproximante Φ
(150)
p,q . A Figura 3.17 ilustra esta
propriedade e revela uma simetria entre os po´los dos AP Φ
(150)
p,q e os zeros dos AP Φ
(150)
q,p .
Relativamente a` filtragem da soluc¸a˜o deste problema para valores do paraˆmetro η =
1/100, 1/500 e 1/2000, obtivemos resultados ideˆnticos aos obtidos para η = 1/1000. Por
este motivo na˜o iremos referi-los, apenas salientamos que se obteve Φ
(150)
6,6 , como melhor
AP para todos estes os valores. Na Figura 3.18 apresentamos os erros absolutos da
soluc¸a˜o Tau e da soluc¸a˜o Tau filtrada com filtro linear, para os valores de η referidos.
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1 2 3 4 5 6 7 8 9 10111213141516171819202122232425
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
0
p
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 2 2 2 2 2 2 2 2
0 0 0 0 0 0 0 0 0 1 1 2 2 2 2 2 2 3 3 3 3 3 3 2 3
0 0 0 0 0 0 0 0 1 1 2 2 2 3 3 2 3 4 3 3 4 4 4 4 4
0 0 0 0 0 0 1 1 1 2 3 3 3 3 4 4 3 3 3 4 5 5 5 4 4
0 0 0 0 0 1 1 2 2 3 3 3 4 4 4 5 5 3 4 5 5 6 6 6 6
0 0 0 0 1 1 2 2 3 3 3 4 4 5 5 6 6 6 6 6 6 6 7 7 7
0 0 0 0 1 2 2 3 3 3 4 5 4 5 6 6 6 7 7 7 7 7 8 8 8
0 0 0 1 1 2 3 3 3 4 5 4 6 6 6 7 7 7 8 7 8 8 8 8 9
0 0 0 1 2 2 3 3 4 5 6 6 6 6 7 8 8 8 8 9 9 9 9 8 9
0 0 1 2 2 3 3 4 5 6 6 6 7 7 8 8 8 9 9 9 1010101011
0 0 0 2 2 3 4 4 4 6 6 7 7 8 8 9 9 9 10101011111111
0 0 1 2 3 4 4 5 5 6 7 7 8 8 9 9 101011111111111212
0 0 1 2 3 4 4 5 6 6 7 8 8 9 9 10101111111212121313
0 1 1 2 3 4 5 5 6 7 7 8 9 9 1010111112111213131313
0 0 1 2 3 3 5 6 6 7 8 8 9 101011111211131313141414
0 1 1 3 3 3 5 6 6 8 8 9 9 101111121312131314141515
0 1 2 3 3 3 5 6 7 8 9 9 10111111131313131414141616
0 0 2 3 3 4 5 6 7 7 9 1010111112121313141514161616
0 1 1 3 4 5 5 6 7 8 9 1010111212131314141616161617
0 1 2 3 4 5 6 6 7 8 9 1011111213131415161616171718
0 0 2 3 4 4 6 7 7 8 9 1011111213141414161617171818
0 1 2 3 4 4 6 7 8 8 8 1011121313141515161717181818
0 1 2 3 3 4 6 7 8 8 8 1011121313141516161718181819
Figura 3.15: Tabela de Froissart dos AP Φ
(150)
p,q da soluc¸a˜o Tau do problema (3.4), com
η = 1/1000.
Podemos observar que o filtro apenas na˜o melhora a aproximac¸a˜o espectral para o valor
de η = 1/100, ou seja, quando o me´todo Tau fornece uma aproximac¸a˜o com um erro
pro´ximo da precisa˜o da ma´quina.
Dado que a func¸a˜o y possui um nu´mero infinito de po´los xℓ, ℓ ∈ Z, e que o melhor
AP obtido tem como denominador um polino´mio de grau 6 apenas iremos analisar a
estimativa dos 6 po´los de y mais pro´ximos do intervalo I. Definindo dℓ, como sendo a
distaˆncia do po´lo xℓ ao intervalo de ortogonalidade temos as seguintes desigualdades
d0 < d−1 < d1 < d−2 < d2 < d−3.
Indicamos na Tabela 3.2 os erros absolutos ∆xℓ = |xℓ − xˆℓ| para os quatro valores de
η, com ℓ ∈ {0,−1, 1,−2, 2,−3} e onde xˆℓ representa o po´lo de Φ(150)6,6 mais perto da
singularidade xℓ. Podemos verificar que a estimativa do po´lo x0 mais pro´ximo de I e´
muito precisa para os 4 valores de η e que a precisa˜o da estimativa diminui a` medida que
a distaˆncia do po´lo ao intervalo I aumenta. Na u´ltima linha da tabela, para η = 1/2000,
as entradas com um asterisco assinalam o facto de que os po´los do AP na˜o sa˜o nu´meros
reais. Logo, considera-se que este po´los na˜o mimetizam as 4 singularidades mais afastadas
do intervalo I.
Os erros ∆xℓ fornecem igualmente informac¸a˜o relevante para a ana´lise da extensa˜o
anal´ıtica da se´rie. De facto, os valores obtidos para os erros das estimativas das duas
singularidades mais afastadas do intervalo de ortogonalidade, x−3 e x2, indicam que o filtro
na˜o e´ um bom aproximante da soluc¸a˜o para valores de x pro´ximos destas singularidades.
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Figura 3.16: Localizac¸a˜o dos po´los (pontos a preto) e zeros (c´ırculos a magenta) dos AP
diagonais Φ
(150)
p,p da soluc¸a˜o Tau do problema (3.4), com p = 6, 7, 8, 9, 10 e 11.
∆x0 ∆x−1 ∆x1 ∆x−2 ∆x2 ∆x−3
η = 1/100 6e− 14 1e− 5 6e− 3 2e− 1 1.4e0 1.1e+ 1
η = 1/500 4e− 14 3.4e− 5 2e− 3 2.1e− 1 9.6e− 1 1.9e+ 1
η = 1/1000 1.3e− 11 3e− 5 2.2e− 3 2.1e− 1 1e0 1.7e+ 1
η = 1/2000 9e− 10 7e− 3 ∗ ∗ ∗ ∗
Tabela 3.2: Erro absoluto, ∆xℓ, das estimativas das 6 singularidades de y mais pro´ximas
do intervalo I.
Na Figura 3.19, na imagem superior, indicamos os gra´ficos da soluc¸a˜o y, da apro-
ximac¸a˜o Tau y150 e do filtro Φ
(150)
6,6 no no intervalo [−4, 4]. Na imagem inferior da mesma
figura, indicamos os erros absolutos da soluc¸a˜o Tau ∆y150 e do filtro ∆Φ
(150)
6,6 no intervalo
[−4, 4], que conte´m as 4 singularidades de y mais pro´ximas do intervalo I. Podemos ob-
servar que a soluc¸a˜o Tau apenas faz sentido no intervalo de ortogonalidade [0, 1] e que
a qualidade da aproximac¸a˜o dada pelo filtro esta´ relacionada com os erros ∆xℓ. Por
exemplo, a aproximac¸a˜o dada pelo filtro e´ claramente melhor para valores pro´ximos da
singularidade x0 do que para valores de x pro´ximos da singularidade x−1 (note-se que
enquanto o erro ∆x0 e´ da ordem de 10
−14 o erro ∆x−1 e´ da ordem de 10−5). Para as
duas singularidades, no intervalo [−4, 4], mais afastadas do intervalo de ortogonalidade
podemos tirar concluso˜es ana´logas dado que os erros ∆xℓ esta˜o diretamente relacionados
com as distaˆncias dℓ. Desta forma, podemos distinguir a qualidade da aproximac¸a˜o forne-
cida pelo filtro nos intervalos delimitados pelas singularidades. Como u´ltima observac¸a˜o,
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Figura 3.17: Localizac¸a˜o dos po´los (pontos a preto) e zeros (c´ırculos a magenta) de AP
Φ
(150)
p,q e Φ
(150)
q,p da soluc¸a˜o Tau do problema (3.4).
notamos que os AP Φ
(150)
p,q , com q > 6 possuem todos pares de Froissart no intervalo
de ortogonalidade. Este facto faz com que na˜o seja poss´ıvel melhorar as estimativas de
singularidades mais afastadas do intervalo de ortogonalidade e consequentemente, me-
lhorar a aproximac¸a˜o do filtro Φ
(150)
6,6 em qualquer intervalo que contenha o intervalo de
ortogonalidade.
Utilizac¸a˜o de polino´mios de Legendre
No pro´ximo exemplo analisamos o comportamento deste processo de filtragem na base
dos polino´mios de Legendre.
Exemplo 3.4.2. Tendo em vista analisar o comportamento deste me´todo de filtragem
usando como func¸o˜es base os polino´mios de Legendre, consideramos a equac¸a˜o diferencial
na˜o linear de primeira ordem
dy
dx
− αy3 = 0, x ∈]− 1, 1[ (3.7)
com condic¸a˜o y(−1) = 1/(α+ 1), onde α e´ um paraˆmetro real no intervalo ]− 1, 1[. Este
problema tem como soluc¸a˜o a func¸a˜o
y(x) =
1√
α2 + 1− 2αx
anal´ıtica em C \
[
α2+1
2α
,+∞
]
para α > 0 e em C \
[
−∞, α2+1
2α
]
caso α < 0 (para α = 0
tem-se a soluc¸a˜o y(x) = 1).
89
0 0.5 1
10−17
10−16
10−15
10−14
10−13
10−12
x
η = 1/100 
0 0.5 1
10−15
10−14
10−13
10−12
10−11
10−10
10−9
10−8
10−7
10−6
η = 1/500 
0 0.5 1
10−14
10−12
10−10
10−8
10−6
10−4
10−2
η = 1/1000 
0 0.5 1
10−15
10−10
10−5
100
η = 1/2000 
Figura 3.18: Erros absolutos ∆y150 (a azul) e ∆Φ
(150)
6,6 (a preto) do problema (3.4).
Iremos usar o me´todo Tau com os polino´mios de Legendre, {Pk}k≥0 ortogonais no
intervalo I = [−1, 1] relativamente a` func¸a˜o peso w(x) = 1, como func¸o˜es base para
resolver o problema (3.7). Notamos que para todo α na˜o nulo o ponto ζ = α
2+1
2α
e´ a
singularidade da func¸a˜o y mais pro´xima do intervalo de ortogonalidade, e localiza-se a`
direita (esquerda) do intervalo I se α < 0 (α > 0). Quando α tende a` esquerda para 1 (a`
direita para −1) tem-se que a singularidade ζ tende a` direita para 1 (a` esquerda para −1),
respetivamente. Mais, quando α tende a` esquerda para 0 (a` direita para 0) tem-se que
a singularidade ζ tende para +∞ (−∞), respetivamente. Consequentemente, o me´todo
Tau tera´ convergeˆncia lenta para valores de |α| pro´ximos de um e tera´ convergeˆncia ra´pida
para valores de |α| pro´ximos de zero.
E´ conhecida a se´rie de Legendre da func¸a˜o y [AS65],
y(x) =
∞∑
k=0
ckPk(x) = 1 +
∞∑
k=1
αkPk(x).
Fixando o valor do paraˆmetro α = 9/10, tem-se que o valor da singularidade mais
pro´xima de I e´ ζ = 1.005(5). Na Figura 3.20 apresentamos o gra´fico do erro absoluto da
soluc¸a˜o Tau de ordem N = 60, ∆y60 (imagem de cima) e o gra´fico dos erros absolutos dos
coeficientes ∆c
(60)
k = |αk − c(60)k |, k = 0, . . . , 60 (imagem de baixo).
Podemos observar que os erros dos coeficientes ∆c
(60)
k = |αk − c(60)k | sa˜o da ordem
de 10−2 para valores de k pequenos, crescem ate´ atingir valores da ordem de 10−1 para
valores de k pro´ximos de k = 10 e decrescem monotonamente ate´ a` ordem 10−3 ate´ atingir
o seu valor mı´nimo para k = 60.
Uma ana´lise do erro ∆y60 revela que este erro possui dois comportamentos distintos
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Figura 3.19: Extensa˜o anal´ıtica do filtro Φ
(150)
6,6 da soluc¸a˜o Tau do problema (3.4). (Em
cima) Gra´ficos das func¸o˜es soluc¸a˜o do problema y, com o valor de η = 1/1000, (linha
azul), soluc¸a˜o Tau y150 (linha preta) e da soluc¸a˜o filtrada Φ
(150)
6,6 (linha vermelha). (Em
baixo) Gra´ficos dos erros absolutos ∆y150 (linha preta) e ∆Φ
(150)
6,6 (linha vermelha).
no intervalo [−1, 1]. Mais exatamente, existe um ponto ξ ∈] − 1, 1[ para o qual ∆y60(x)
atinge valores ma´ximos da ordem de 10−8 para x < ξ e para valores de x > ξ, os valores
ma´ximos de ∆y60(x) crescem exponencialmente e atingem o seu valor ma´ximo, da ordem
de 100, no extremo do intervalo de ortogonalidade, x = 1, mais pro´ximo da singularidade
ζ. Notamos que o valor de ξ na˜o e´ fa´cil de calcular, para efeitos pra´ticos podemos estimar
o seu valor como sendo ξ ≈ 0.68.
Tendo em vista encontrar um bom filtro para a soluc¸a˜o Tau y60, apresentamos na
Figura 3.21 a tabela de Froissart com entradas np,q, onde 1 ≤ p, q ≤ 25 e p+2q ≤ 60. De
salientar que, ao contra´rio dos exemplos anteriores, a regia˜o com entradas np,q positivas
na˜o e´ conexa. Analisando os ALP Φ
(60)
p,q livres de pares Froissart, escolhemos Φ
(60)
7,7 e Φ
(60)
16,22
como “candidatos” ao melhor filtro. A escolha de Φ
(60)
7,7 e´ de certa forma o´bvia e deve-
se a` utilizac¸a˜o da mesma estrate´gia usada nos exemplos anteriores. De facto, Φ
(60)
7,7 e´ o
u´ltimo AP diagonal que esta´ na regia˜o livre de pares de Froissart e na˜o possui po´los no
intervalo de ortogonalidade, ver Figura 3.22. A escolha do outro “candidato” deve-se ao
facto de Φ
(60)
16,22 tambe´m pertencer a` regia˜o livre de pares de Froissart, na˜o possuir po´los
no intervalo de ortogonalidade, ver Figura 3.22, e de entre os AP, Φ
(60)
p,q , que satisfazem
estas duas propriedades, o valor de q e´ ma´ximo.
Tambe´m opta´mos por estudar os aproximantes Φ
(60)
p,q que verificassem as seguintes
condic¸o˜es: o valor de p + 2q ser ma´ximo e na˜o possu´ırem po´los nem pares de Froissart
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Figura 3.20: Erro absoluto da soluc¸a˜o Tau de ordem N = 60, ∆y60 = |y − y60|, (Cima)
e Erro absoluto nos coeficientes, ∆c(60)k = |αk − c(60)k | (Baixo) do problema (3.7) com
α = 9/10.
no intervalo de ortogonalidade. Note-se que o ca´lculo destes candidatos, utiliza o maior
nu´mero de coeficientes espectrais. Nos testes efetuados, detetou-se que o valor ma´ximo e´
p + 2q = 57, sendo que o AP diagonal, Φ
(60)
19,19, e´ o u´nico que verifica as condic¸o˜es acima
referidas, ver Figura 3.22.
Relativamente aos erros absolutos, ∆Φ
(60)
7,7 , ∆Φ
(60)
16,22 e ∆Φ
(60)
19,19 observamos as seguintes
caracter´ısticas:
1. Todos os erros, ∆Φ
(60)
7,7 (x), ∆Φ
(60)
16,22(x) e ∆Φ
(60)
19,19(x) teˆm ma´ximos, no intervalo I,
com a mesma ordem de grandeza, sendo que o gra´fico de ∆Φ
(60)
16,22(x) e´ praticamente
coincidente com o gra´fico de ∆Φ
(60)
19,19(x),
2. No intervalo [−1, ξ] onde o erro da soluc¸a˜o Tau, ∆y60, e´ esta´vel (com valores ma´ximos
da ordem de 10−8) os erros dos treˆs filtros sa˜o da ordem de 10−12 para valores de
x pro´ximos do extremo inferior do intervalo I e crescem suavemente ate´ atingirem
valores de ordem igual a` do erro ∆y60 no ponto x = ξ.
3. No intervalo onde o erro da soluc¸a˜o Tau, ∆y60, cresce exponencialmente, ξ < x < 1,
todos os erros sa˜o praticamente coincidentes.
Estas observac¸o˜es encontram-se ilustradas na Figura 3.23.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
0
p
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0 1 1 0 0 0 1 2 0 1 1 1 1 1
0 0 1 1 0 0 0 0 0 1 1 0 1 2 0 1 1 1 1 1 1 2 1 1 2
0 0 1 0 0 0 0 0 1 2 2 1 2 3 1 1 2 2 2 2 2 2 2 2 2
0 1 1 0 0 0 0 1 2 2 1 2 2 2 2 2 3 3 2 3 3 3 3 2 3
0 1 0 0 0 0 1 2 2 3 2 2 4 3 3 3 3 3 3 3 3 3 4 4 3
0 1 0 0 0 1 2 2 3 2 2 3 3 3 3 3 4 4 3 3 3 5 5 5 5
0 1 0 0 0 0 2 3 2 2 3 3 3 4 4 4 4 5 3 3 5 5 5 6 5
0 0 0 0 1 2 1 2 2 3 3 3 4 4 5 5 5 6 6 5 5 6 6 7 5
0 0 0 0 0 2 2 2 4 3 3 4 4 5 5 5 6 7 7 6 7 6 7 8 5
1 0 0 0 1 2 3 2 3 3 4 4 5 5 5 6 7 6 8 8 7 7 7 7 7
1 0 0 1 2 1 1 4 3 3 4 5 5 5 6 7 6 8 7 7 7 7 8 8 8
1 0 0 1 0 1 2 2 3 4 4 5 5 6 7 6 7 7 7 8 7 8 8 9 9
1 0 0 1 2 1 2 3 3 4 5 5 6 7 6 7 7 7 8 9 9 8 9 10 9
1 0 0 0 1 3 3 3 3 4 5 6 7 6 7 7 8 8 9 9 10 10 9 9 *
1 0 0 1 1 3 2 3 4 5 5 5 6 8 7 7 8 9 10 10 10 8 * * *
0 0 0 0 1 1 2 3 3 5 5 7 6 7 7 8 9 10 10 10 * * * * *
0 0 0 1 1 2 2 3 3 4 4 7 7 7 7 7 9 10 * * * * * * *
0 0 1 0 1 2 2 3 3 5 5 7 8 7 7 7 * * * * * * * * *
0 0 1 0 1 2 3 3 4 5 6 6 6 7 * * * * * * * * * * *
0 0 1 1 1 2 2 3 4 5 6 6 * * * * * * * * * * * * *
0 0 1 2 1 2 3 3 5 5 * * * * * * * * * * * * * * *
Figura 3.21: Tabela de Froissart da soluc¸a˜o y60, do problema (3.7) com α = 9/10, com
uma toleraˆncia de 10−3. As entradas na˜o dispon´ıveis esta˜o assinaladas com um asterisco.
Estimativa da singularidade mais pro´xima do intervalo I
Analisamos de seguida a estimativa da singularidade mais pro´xima do intervalo I.
Pode-se usar a relac¸a˜o (2.51) para estimar os po´los da sequeˆncia de ALP {Φp,1}p≥1. Lem-
bramos que o gra´fico dos filtros nos pontos perto da singularidade ζ e´ semelhante ao
gra´fico da soluc¸a˜o Tau. Este comportamento indica que a estimativa de ζ na˜o devera´ ter
a mesma qualidade das estimativas das singularidades, obtidas nos exemplos anteriores.
Podemos confirmar esta observac¸a˜o analisando os valores dos po´los dos aproximantes Φ
(60)
p,1
indicados na Tabela 3.3, arredondados na quarta casa decimal. De facto, quando o valor
de p cresce, o erro absoluto das estimativas, ∆xp,1 = |ζ − xp,1| diminui ate´ atingir o seu
valor mı´nimo em p = 9.
p 1 8 9 10 20
xp,1 1.1372 1.0311 1.0309 1.0312 1.0412
∆xp,1 1.316e− 1 2.556e− 2 2.538e− 2 2.561e− 2 3.564e− 2
Tabela 3.3: Estimac¸a˜o da singularidade mais pro´xima do intervalo de ortogonalidade da
soluc¸a˜o do problema (3.7), ζ = 1.005(5) usando os po´los xp,1 dos aproximantes Φ
(60)
p,1 para
valores p = 1, 8, 9, 10 e 20.
Relativamente ao comportamento dos filtros para valores de x < −1, podemos obser-
var, ver Figura 3.22, que os filtros ∆Φ
(60)
16,22 e ∆Φ
(60)
19,19 possuem po´los no intervalo x < −1.
Deste modo apenas iremos analisar o comportamento do filtro ∆Φ
(60)
7,7 . Como se pode
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Figura 3.22: (Cima) Localizac¸a˜o dos po´los (pontos a preto) e zeros (c´ırculos a magenta)
dos AP: Φ
(60)
7,7 , Φ
(60)
16,22 e Φ
(60)
19,19. (Baixo) Ampliac¸a˜o das regio˜es das Figuras da linha superior
delimitadas por retaˆngulos a preto.
observar na Figura 3.24 a aproximac¸a˜o Tau, y60 apenas fornece uma boa aproximac¸a˜o
da soluc¸a˜o do problema (3.4) no intervalo de ortogonalidade dos polino´mios da base. A
aproximac¸a˜o dada pelo filtro Φ
(60)
7,7 (x) ale´m de melhorar a aproximac¸a˜o dada pela soluc¸a˜o
Tau no intervalo [−1, ξ], permite ainda a extrapolac¸a˜o no domı´nio da func¸a˜o y. Note-se
que para valores de x < −1 o erro cresce lentamente, quando x decresce, atingindo no
intervalo [−100, 1] o valor ma´ximo da ordem de 10−2, no ponto x = −100.
3.5 Observac¸o˜es e concluso˜es
Nos exemplos apresentados neste cap´ıtulo podemos concluir que os filtros manteˆm as
“boas propriedades” dos aproximantes de Pade´ de se´ries generalizadas de Fourier. Ou
seja, melhoram as aproximac¸o˜es dadas pelas soluc¸o˜es espectrais, permitem a localizac¸a˜o
de singularidades e fornecem uma extensa˜o anal´ıtica das soluc¸o˜es espectrais.
A principal contrapartida deste me´todo de filtragem reside no facto dos filtros de
Pade´ Φ
(N)
p,q e R
(N)
p,q possu´ırem pares de Froissart distribu´ıdos ao longo do intervalo de
ortogonalidade. Contudo esta contrapartida apenas se manifesta para valores de p e
q relativamente elevados. De facto, nas nossas experieˆncias, verifica´mos que a parcela
dos erros, nos coeficientes espectrais, devido a` projec¸a˜o espectral na˜o e´ a responsa´vel
pela existeˆncia de pares de Froissart localizados no intervalo de ortogonalidade. Note-
se que os erros de projecc¸a˜o na˜o sa˜o aleato´rios, dependem essencialmente do operador
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Figura 3.23: Erros absolutos, da soluc¸a˜o Tau y60 (curva azul) e do filtro Φ
(60)
7,7 (curva preta)
e dos filtros Φ
(60)
16,22 e Φ
(60)
19,19 que sa˜o representados ambos pela mesma curva (vermelha), do
problema (3.7) com α = 9/10.
diferencial L e das funcionais lineares B que definem as condic¸o˜es fronteira de um dado
problema diferencial (1.1)-(1.2) que pretendemos estudar. Portanto a existeˆncia de pares
de Froissart, localizados no intervalo de ortogonalidade, deve-se ao uso de software com
aritme´tica de precisa˜o finita. Ou seja, os erros nume´ricos cometidos no ca´lculo da soluc¸a˜o
espectral e no ca´lculo dos filtros de Pade´ sa˜o os responsa´veis pela ocorreˆncia de pares de
Froissart localizados no intervalo de ortogonalidade. Esta observac¸a˜o e´ suportada pelo
facto de que os pares de Froissart surgem em filtros calculados resolvendo sistemas de
equac¸o˜es lineares mal condicionados. Ou seja as entradas np,q na˜o nulas ocorrem, na
tabela de Froissart, quando o nu´mero de condic¸a˜o das matrizes envolvidas no ca´lculo de
um filtro e´ muito elevado.
Para os aproximantes de Pade´ de se´ries de poteˆncias existem algoritmos, via decom-
posic¸a˜o em valores singulares, que permitem remover os pares de Froissart, fornecendo os
chamados aproximantes de Pade´ robustos [GGT13].
Para calcular filtros de Pade´ que partilhem as boas caracter´ısticas dos AP robustos
de se´ries de poteˆncias apresentamos aqui um conjunto de regras emp´ıricas que permitem,
geralmente, encontrar um “bom” filtro e ultrapassar, parcialmente, as contrariedades
acima referidas. Estas regras foram estabelecidas com base nos resultados de todas as
experieˆncias efetuadas e aplicam-se a filtros lineares e a filtros na˜o lineares.
Regras de procedimento na filtragem:
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Figura 3.24: Erros absolutos, da soluc¸a˜o Tau y60 do problema (3.7) (curva azul) e do
filtro Φ
(60)
7,7 (curva preta) no intervalo [−100, 1], com α = 9/10.
1. Encontrar uma soluc¸a˜o espectral yN0 =
∑N0
k=0 c
(N0)
k φk, tal que os coeficientes das
soluc¸o˜es espectrais de ordem inferior a N0 satisfac¸am a seguinte condic¸a˜o
|c(ℓ)k − c(ℓ−1)k | < |c(ℓ−1)k − c(ℓ−2)k |, (3.8)
para todo ℓ ≤ N0 e 0 ≤ k ≤ ℓ− 2. Esta condic¸a˜o evita, geralmente, a introduc¸a˜o de
ru´ıdos desnecessa´rios nos coeficientes espectrais a utilizar no processo de filtragem.
Se escolhermos o valor de N0 de forma a que condic¸a˜o (3.8) se verifique e na˜o se veri-
fique para N0+1, enta˜o este crite´rio coincide geralmente com o melhor aproximante
espectral que se pode calcular. Ou seja a partir da ordem N0 o algoritmo usado
para calcular yN e´ numericamente insta´vel para valores de N > N0. Esta condic¸a˜o
e´ especialmente relevante quando filtramos soluc¸o˜es de problemas na˜o lineares. De
facto este crite´rio e´ semelhante ao proposto por Ortiz [OS81], onde se resolve iterati-
vamente um conjunto de equac¸o˜es lineares utilizando-se como condic¸a˜o de paragem
do processo iterativo
max
x∈I
|yN(x)− yN−1(x)| < tol. (3.9)
Consequentemente, tendo em vista a filtragem da soluc¸a˜o espectral, a condic¸a˜o (3.8)
e´ prefer´ıvel como me´todo de paragem a` condic¸a˜o (3.9).
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2. O pro´ximo passo consiste em construir a tabela de Froissart dos filtros dispon´ıveis,
isto e´ os filtros de ordem (p, q) tais que p + 2q ≤ N0. Deve-se ter em atenc¸a˜o
que a tabela deve ser esta´vel, ou seja, as entradas np,q na˜o devem variar muito
quanto alteramos o valor da toleraˆncia, geralmente e´ suficiente testar para valores da
toleraˆncia entre 10−4 e 10−3. Se determinarmos a tabela de Froissart com valores da
toleraˆncia de ordem superiores a 10−3 existe a possibilidade de estarmos a identificar
pares de po´los e zeros que esta˜o pro´ximos mas que contribuem para a qualidade da
aproximac¸a˜o do filtro.
3. Calcular uma sequeˆncia de filtros Φ
(N0)
p,q , na regia˜o da tabela de Froissart com en-
tradas np,q nulas. Geralmente e´ suficiente escolher uma sucessa˜o de filtros onde os
valores de p e q cresc¸am, p.ex. uma sucessa˜o diagonal ou para-diagonal.
4. Identificar os seguintes padro˜es na localizac¸a˜o dos po´los e zeros da sequeˆncia de
filtros Φ
(N0)
p,q :
• Po´los esta´veis que correspondem geralmente a singularidades da soluc¸a˜o do
problema.
• Um conjunto de po´los e zeros intercalados. Enta˜o a singularidade e´ um ponto
de ramificac¸a˜o e a soluc¸a˜o possui um corte de ramificac¸a˜o representada pela
localizac¸a˜o deste conjunto de po´los/zeros.
• Zeros esta´veis que correspondem geralmente a zeros da soluc¸a˜o do problema.
• Conjuntos de po´los/zeros localizados intercaladamente numa reta vertical, ou
seja com parte imagina´ria constante, corresponde a um ponto de descontinui-
dade.
5. Considerar como candidato a melhor filtro o aproximante Φ
(N0)
p,p diagonal tal que
np,p = 0 e o valor de p e´ ma´ximo.
6. Pode-se, eventualmente, encontrar melhores filtros na regia˜o da tabela de Froissart
com entradas np,q positivas. Tais candidatos sera˜o os filtros Φ
(N0)
p,q para os quais a
diferenc¸a min {p, q}−np,q e´ ma´xima e que na˜o possuam po´los no interior do intervalo
de ortogonalidade. Note-se que para filtros diagonais a diferenc¸a min {p, q} − np,q
coincide com o grau nume´rico νp,q. Nas nossas experieˆncias verificamos que a melho-
ria da aproximac¸a˜o obtida por tais filtros na˜o e´ significativa relativamente aos filtros
calculados no ponto anterior. Ale´m disso, os pares de Froissart tendem a localizar-se
no intervalo de ortogonalidade para valores de p e q relativamente elevados o que
torna inu´til a procura de filtros, nesta regia˜o, de ordens (p, q) elevadas.
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Tendo em vista estimar a singularidade, da soluc¸a˜o de um dado problema, mais
pro´xima do intervalo de ortogonalidade, pode-se encontrar uma primeira estimativa usando
os po´los dos filtros Φ
(N)
p,1 . Pore´m, devemos ter o cuidado de na˜o usar os u´ltimos coefici-
entes espectrais da soluc¸a˜o espectral yN . O nu´mero N − k0 de coeficientes espectrais
c
(N)
k , k = 0, 1, . . . , N − k0 que devemos usar, para estimar a singularidade, depende do
nu´mero de condic¸o˜es que o problema diferencial possui. Por exemplo, no caso de o pro-
blema diferencial ter uma condic¸a˜o inicial, problema de Cauchy, tem-se k0 = 1, e, caso o
problema diferencial tenha condic¸o˜es fronteira de Dirichlet tem-se k0 = 2. O seu ca´lculo
pode efetuar-se usando a relac¸a˜o (2.45). No caso dos polino´mios de Chebyshev e dos
polino´mios de Legendre, a relac¸a˜o (2.45) toma a forma (2.46), (2.49), respetivamente. Se
pretendermos melhorar a primeira estimativa dada por (2.45) pode-se calcular os po´los
de filtros Φ
(N)
p,q , q > 1, e usar os po´los mais pro´ximos da primeira estimativa como novos
estimadores da singularidade. Geralmente, nas nossas experieˆncias, verifica´mos que estes
estimadores melhoram o resultado dado por (2.45). No caso dos polino´mios de Chebyshev
ortogonais no intervalo [−1, 1], pode-se usar a relac¸a˜o (2.47) para obter os po´los dos fil-
tros Φ
(N)
p,2 . Para os polino´mios de Chebyshev ortogonais no intervalo [a, b] pode-se usar
as relac¸o˜es (2.46) e (2.47) para calcularmos os po´los dos filtros Φ
(N)
p,1 e Φ
(N)
p,2 , respetiva-
mente, tendo o cuidado de efetuar a transformac¸a˜o linear ξ = 1/2((b− a)η+ a+ b). Este
me´todo pode igualmente ser usado para estimar eventuais singularidades, mais afastadas
do intervalo de ortogonalidade, como efetuamos no exemplo 3.4.1. Ou seja, determinamos
numericamente os po´los dos filtros Φ
(N)
p,q , q > 2.
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Cap´ıtulo 4
Aproximac¸a˜o de Pade´
multidimensional
O conceito de AP de se´ries de poteˆncias a duas varia´veis foi introduzido por J. Chisholm
em [Chi73] e generaliza o conceito de AP de func¸o˜es dadas por uma se´rie de poteˆncias
a uma varia´vel. Esta generalizac¸a˜o foi posteriormente [CM74] expandida a se´ries de
poteˆncias com um nu´mero arbitra´rio varia´veis. Em [Mat07] A.C. Matos introduziu va´rios
AP de se´ries ortogonais multidimensionais.
Neste cap´ıtulo comec¸amos por descrever algumas dificuldades que surgem quando
passamos da AP unidimensional a` AP multidimensional. Posteriormente resumimos os
AP de se´ries ortogonais multidimensionais sugeridos em [Mat07] e descrevemos os al-
goritmos usados neste trabalho, para calcular aproximantes de Pade´ bidimensionais de
func¸o˜es representadas por se´ries de Chebyshev (ACP). Finalmente iremos aplicar os ACP
bidimensionais para filtrar soluc¸o˜es diferenciais parciais em duas varia´veis e analisar os
resultados obtidos.
4.1 Da AP unidimensional a` AP multidimensional
A AP de se´ries de poteˆncias com mu´ltiplas varia´veis possui essencialmente duas dificul-
dades. A primeira dificuldade e´ de cara´cter conceptual [Cuy99] e a segunda relaciona-se
com a convergeˆncia de sucesso˜es de aproximantes racionais. Para descrevermos as dificul-
dades conceptuais comec¸amos por recordar a definic¸a˜o de aproximante de Pade´ de se´ries
de poteˆncias a uma varia´vel e descrever as va´rias generalizac¸o˜es multidimensionais.
Seja f uma func¸a˜o representada por uma se´rie de poteˆncias f(x) ∼ ∑∞i=0 cixi e o
seu aproximante de Pade´ [n/m]f (x). Dados dois polino´mios p(x) =
∑n
i=0 aix
i e q(x) =
99
∑m
i=0 bix
i que satisfazem a condic¸a˜o
(fq − p)(x) =
∞∑
i=n+m+1
dix
i, (4.1)
tem-se que [n/m]f (x) e´ a forma irredut´ıvel de p(x)/q(x). A condic¸a˜o (4.1) conduz ao
sistema de n+m+ 1 equac¸o˜es lineares
i∑
j=0
cjbi−j − ai = 0, i = 0, . . . , n (4.2a)
i∑
j=0
cjbi−j = 0, i = n+ 1, . . . , n+m (4.2b)
nas n+m+2 inco´gnitas ai, i = 0, . . . , n, bi, i = 0, . . . ,m. Dado que as equac¸o˜es (4.2b)
formam um sistema homoge´neo com m equac¸o˜es a m + 1 inco´gnitas e´ sempre poss´ıvel
atribuir um valor na˜o nulo a uma das inco´gnitas bi, i = 0, . . . ,m e tem-se sempre uma
soluc¸a˜o na˜o trivial para o sistema (4.2b). Esta atribuic¸a˜o na˜o afeta a func¸a˜o racional
p/q uma vez que os polino´mios sa˜o determinados a menos de um fator multiplicativo
arbitra´rio. Para garantir a existeˆncia do aproximante de Pade´ [n/m]f para todos os
inteiros na˜o negativos n e m, teremos que determinar a forma irredut´ıvel a partir de uma
func¸a˜o racional p/q que verifique a condic¸a˜o (4.1). Este procedimento justifica-se pelo
facto de que pode acontecer que na˜o existam func¸o˜es racionais irredut´ıveis que verifiquem
(4.1). Mais exatamente, tem-se
(fq − p)(x) =
∞∑
i=n+m+1
dix
i ⇒ (f − [n/m]f ) (x) =
∞∑
i=gr(p)+gr(q)+k+1
eix
i,
onde gr (p) e gr (q) representam os graus exatos dos polino´mios do numerador e do de-
nominador de [n/m]f e k ≥ 0. Estas propriedades, que sa˜o facilmente demonstra´veis
para aproximantes de Pade´ a uma varia´vel [BGM96], na˜o se verificam geralmente nas
va´rias abordagens da aproximac¸a˜o de Pade´ em varia´veis mu´ltiplas. Por simplicidade ape-
nas se apresentam as va´rias abordagens de aproximac¸o˜es bidimensionais. As extenso˜es a
aproximac¸o˜es de dimenso˜es superiores obteˆm-se de forma natural.
Considere-se uma func¸a˜o f em duas varia´veis representada pela se´rie de poteˆncias
f(x, y) =
∑
(i,j)∈N20
ci,jx
iyj. (4.3)
Quando passamos a dimenso˜es superiores perde-se a ordem natural existente em N0 e
existem va´rias formas de agrupar os coeficientes ci,j da se´rie (4.3). Dependendo como
agrupamos os coeficientes, cij obteˆm-se diferentes abordagens dos AP bidimensionais.
Iremos descrever treˆs abordagens, consideradas por A. Cuyt em [Cuy99]:
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• escrevendo (4.3) da forma
f(x, y) =
∞∑
k=0
cik,jkx
ikyjk
obteˆm-se os AP provenientes de equac¸o˜es definidas por reticulados ;
• reescrevendo (4.3) da forma
f(x, y) =
∞∑
k=0
(∑
i+j=k
cijx
iyj
)
teˆm-se os aproximantes homoge´neos ;
• considerando o desenvolvimento em se´ries de poteˆncias na forma
f(x, y) =
∞∑
i=0
( ∞∑
j=0
cijy
j
)
xi =
∞∑
i=0
ci(y)x
i
obteˆm-se os chamados AP nested ;
Iremos de seguida descrever as treˆs abordagens de AP bidimensionais referidas.
4.1.1 AP provenientes de equac¸o˜es definidas por reticulados
Comec¸amos com a seguinte
Definic¸a˜o 4.1.1. Seja A um subconjunto na˜o vazio de N20. Dizemos que A satisfaz a
condic¸a˜o de inclusa˜o se para todo (i, j) ∈ A, enta˜o o conjunto {(k, ℓ) | k ≤ i, ℓ ≤ j} ⊂ A.
Seja f uma func¸a˜o a duas varia´veis representada pela se´rie de poteˆncias
f(x, y) =
∑
(i,j)∈N20
cijx
iyj.
Um AP proveniente de equac¸o˜es definidas por reticulados, de f , depende da escolha de
treˆs subconjuntos na˜o vazios de ı´ndices, N , D e E de N20, os quais satisfazem as seguintes
condic¸o˜es
N ⊂ E, (4.4a)
card (E \N) = card (D)− 1, (4.4b)
E satisfaz a condic¸a˜o de inclusa˜o. (4.4c)
Uma vez escolhidos os conjuntos de ı´ndices N , D e E dizemos que a func¸a˜o racional
RN,D,E = p/q com
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p(x, y) =
∑
(i,j)∈N
ai,jx
iyj (4.5)
q(x, y) =
∑
(i,j)∈D
bi,jx
iyj (4.6)
e´ um AP proveniente de equac¸o˜es definidas por reticulados, de f , se satisfizer a condic¸a˜o
(fq − p) (x, y) =
∑
(i,j)∈N20\E
dijx
iyj. (4.7)
Deste modo, os coeficientes ai,j e bi,j podem determinar-se resolvendo o sistema de
equac¸o˜es lineares homoge´neo
f(x, y)
∑
(i,j)∈D
bi,jx
iyj −
∑
(i,j)∈N
ai,jx
iyj = 0, (i, j) ∈ E. (4.8)
A condic¸a˜o (4.4a) permite dividir o sistema de equac¸o˜es lineares (4.8) em dois sistemas,
i∑
k=0
j∑
ℓ=0
ckℓbi−k,j−ℓ = aij, (i, j) ∈ N (parte na˜o homoge´nea) (4.9a)
i∑
k=0
j∑
ℓ=0
ckℓbi−k,j−ℓ = 0, (i, j) ∈ E \N (parte homoge´nea) (4.9b)
onde se considera que bk,ℓ = 0, se (k, ℓ) /∈ D.
A condic¸a˜o (4.4b) garante a existeˆncia de um polino´mio q na˜o nulo dado que a parte
homoge´nea tem mais uma equac¸a˜o do que inco´gnitas.
Se a condic¸a˜o de inclusa˜o na˜o se verificar (i.e. existem lacunas no conjunto de ı´ndices
E) tem-se que a condic¸a˜o (4.7) na˜o implica(
1
q
(fq − p)
)
(x, y) =
(
f − p
q
)
(x, y) =
∑
(i,j)∈N20\E
eijx
iyj
porque f −p/q conte´m termos resultantes do produto de termos com ı´ndices provenientes
das lacunas de E por (1/q)(x, y).
O conjunto das func¸o˜es racionais p/q que satisfazem (4.7) denomina-se aproximante
de Pade´ geral de f e representa-se por [N/D]fE.
Note-se que no caso unidimensional os AP resultam de se tomar os conjuntos N =
{0, 1, . . . , n}, D = {0, 1, . . . ,m} e E = {0, 1, . . . , n+m} e que esta escolha e´ u´nica.
Quando se faz a extensa˜o a aproximantes com mu´ltiplas varia´veis tem-se uma grande
variedade de escolhas para os conjuntos de ı´ndices N , D e E, o que resulta num grande
nu´mero de esquemas resultantes desta abordagem.
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Propriedades de unicidade e de consisteˆncia: Contrariamente ao caso unidimen-
sional esta classe de aproximantes de Pade´ generalizados na˜o possui geralmente a pro-
priedade de unicidade nem a propriedade de consisteˆncia. De facto, podem existir duas
func¸o˜es racionais p1/q1 e p2/q2 em [N/D]
f
E com formas irredut´ıveis diferentes. Contudo
se as equac¸o˜es homoge´neas (4.9b), provenientes do conjunto de ı´ndices D \ E forem li-
nearmente independentes, pode-se garantir que duas func¸o˜es racionais p1/q1 e p2/q2 em
[N/D]fE teˆm necessariamente a mesma forma irredut´ıvel. Geralmente, no caso multidi-
mensional, apenas podemos afirmar que duas func¸o˜es racionais p1/q1 e p2/q2 em [N/D]
f
E
satisfazem a relac¸a˜o
(p1q2 − p2q1) (x, y) =
∑
(i,j)∈(N+D)\E
eijx
iyj,
onde N +D = {(i+ k, j + ℓ) | (i, j) ∈ N, (k, ℓ) ∈ D)}, [Cuy99].
A propriedade de consisteˆncia esta´ relacionada com a propriedade de unicidade. Neste
contexto significa que para uma func¸a˜o racional irredut´ıvel
f(x, y) =
g(x, y)
h(x, y)
=
∑
(i,j)∈N gijx
iyj∑
(i,j)∈D hijx
iyj
e para toda a soluc¸a˜o p/q ∈ [Nk/Dℓ]fEkℓ com N ⊂ Nk e D ⊂ Dℓ enta˜o p/q e g/h sa˜o
equivalentes ou seja, tem-se (ph− gq)(x, y) = 0. No caso de se verificar a propriedade de
consisteˆncia enta˜o verifica-se a propriedade de unicidade.
4.1.2 AP homoge´neos
Dados dois inteiros na˜o negativos m, n considere-se os polino´mios
Aℓ(x, y) =
∑
i+j=mn+ℓ
aijx
iyj, ℓ = 0, 1, . . . ,m
Bℓ(x, y) =
∑
i+j=mn+ℓ
bijx
iyj, ℓ = 0, 1, . . . , n
Cℓ(x, y) =
∑
i+j=ℓ
cijx
iyj, ℓ = 0, 1, 2 . . .
Nesta classe de aproximantes de Pade´ o polino´mio p(x, y) do numerador e o polino´mio
q(x, y) do denominador teˆm a forma
p(x, y) =
m∑
ℓ=0
Aℓ(x, y),
q(x, y) =
n∑
ℓ=0
Bℓ(x, y),
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e sa˜o calculados usando a condic¸a˜o
(fq − p)(x, y) =
∑
i+j≥mn+m+n+1
dijx
iyj. (4.10)
Ou seja, considerando que Cℓ(x, y) = 0 para ℓ < 0, podemos escrever as equac¸o˜es da
condic¸a˜o (4.10) na forma
C0(x, y)B0(x, y) = A0(x, y)
C1(x, y)B0(x, y) + C0(x, y)B1(x, y) = A1(x, y)
...
Cm(x, y)B0(x, y) + · · ·+ Cm−n(x, y)Bn(x, y) = Am(x, y)
(4.11a)
Cm+1(x, y)B0(x, y) + · · ·+ Cm−n+1(x, y)Bn(x, y) = 0
...
Cm+n(x, y)B0(x, y) + · · ·+ Cm(x, y)Bn(x, y) = 0
(4.11b)
Observac¸a˜o: Neste caso, para func¸o˜es a duas varia´veis, tem-se um sistema
com mais uma inco´gnita do que equac¸o˜es (como no caso unidimensional) no
caso geral o sistema e´ sobre-determinado, mas e´ poss´ıvel demonstrar que existe
uma soluc¸a˜o na˜o trivial. Ale´m disso, os aproximantes homoge´neos verificam
as propriedades de unicidade e de consisteˆncia [Cuy84].
4.1.3 AP Nested
Os AP Nested que iremos descrever foram introduzidos por P. Guillaume [Gui97,
Gui98]. A principal vantagem destes AP, do ponto de vista da sua implementac¸a˜o, e´ que
o algoritmo apenas usa AP unidimensionais o que se traduz em que se resolvem sistemas
de equac¸o˜es lineares de dimenso˜es reduzidas relativamente aos AP acima descritos. Esta
vantagem e´ extens´ıvel aos AP Nested de se´ries ortogonais que iremos descrever na pro´xima
secc¸a˜o.
Dada uma func¸a˜o a duas varia´veis f na forma f(x, y) =
∑
(i,j)∈N20 cijx
iyj, pode-se
tratar a func¸a˜o f como uma func¸a˜o a uma varia´vel considerando a outra varia´vel como
sendo um paraˆmetro. Reescrevendo o desenvolvimento em se´rie de poteˆncias da func¸a˜o f
na forma ∞∑
i=0
ci(y)x
i (4.12)
onde ci(y) =
∑∞
j=0 cijy
j. Pode-se calcular um aproximante de Pade´ unidimensional de
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(4.12). Representando por [n/m]fx a forma irredut´ıvel de px/qx onde
px(x, y) =
n∑
i=0
ai(y)x
i, (4.13)
qx(x, y) =
m∑
i=0
bi(y)x
i, (4.14)
(fqx − px)(x, y) =
∑
i≥n+m+1
di(y)x
i. (4.15)
Se desenvolvermos [n/m]fx numa se´rie de poteˆncias na varia´vel y
[n/m]fx(x, y) =
∞∑
i=0
γi(x)y
i, (4.16)
onde as func¸o˜es γi(x) sa˜o func¸o˜es racionais na varia´vel x, calcula-se um aproximante de
Pade´ unidimensional para (4.16) e representa-se a forma irredut´ıvel de py/qy por [n˜/m˜]
f
y ◦
[n/m]fx onde
py(x, y) =
∑n˜
i=0 a˜i(x)y
i,
qy(x, y) =
∑m˜
i=0 b˜i(x)y
i,
(
[n/m]fx qy − py
)
(x, y) =
∑
i≥n+m+1 d˜i(x)y
i.
(4.17)
Deste modo o ca´lculo dos AP nested bidimensionais [n˜/m˜]fy ◦[n/m]fx exige apenas o ca´lculo
de dois AP [n/m]fx e [n˜/m˜]
f
y unidimensionais.
Note-se que e´ poss´ıvel trocar os papeis das varia´veis x e y. Considerando, num primeiro
passo, a varia´vel x como paraˆmetro determinava-se de forma ana´loga o AP [n/m]fx◦[n˜/m˜]fy .
Contudo existe o inconveniente de esta abordagem na˜o tratar as varia´veis de f de um modo
sime´trico. De facto tem-se
[n˜/m˜]fy ◦ [n/m]fx 6= [n/m]fx ◦ [n˜/m˜]fy .
Ale´m disso, o numerador e o denominador do AP [n˜/m˜]fy ◦ [n/m]fx teˆm, respetivamente,
graus n˜ e m˜ na varia´vel y mas na˜o teˆm, respetivamente, graus n e m na varia´vel x.
Consequentemente estes aproximantes na˜o verificam a propriedade de consisteˆncia. Do
ponto de vista da abordagem dos AP provenientes de reticulados os polino´mios py e qy
satisfazem a relac¸a˜o
(fqy − py) (x, y) =
∑
(i,j)∈N20\E
di,jx
iyj
onde o conjunto de ı´ndices E conte´m o conjunto {0, 1, . . . , n+m} × {0, 1, . . . , n˜+ m˜}.
As abordagens de AP provenientes de reticulados e de AP nested de se´ries de poteˆncias
podem generalizar-se de uma forma natural a AP de se´ries ortogonais. Nas pro´ximas
secc¸o˜es iremos descrever os AP bidimensionais de se´ries ortogonais introduzidas em [Mat07].
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4.2 AP bidimensionais de se´ries ortogonais proveni-
entes de reticulados
Seja f uma func¸a˜o em duas varia´veis representada por uma expansa˜o em se´ries orto-
gonais
f(x, y) =
∞∑
i=0
∞∑
j=0
cijφi(x)φj(y)
onde
• {φk}k≥0 e´ uma base de polino´mios ortogonais no intervalo [a, b] relativamente a uma
func¸a˜o peso w
• ci,j = 1γi,j
∫ b
a
∫ b
a
f(x, y)φi(x)φj(y)w(x)w(y)dxdy
• γi,j = ‖φi‖w ‖φj‖w
De forma ana´loga a` AP bidimensional de se´ries de poteˆncias, os AP de se´ries ortogonais
dependem da escolha de treˆs conjuntos de ı´ndices N , D e E, os quais devem igualmente
satisfazer as condic¸o˜es (4.4a)-(4.4c).
Uma vez escolhidos os conjuntos N , D e E define-se um AP da func¸a˜o f como sendo
uma func¸a˜o racional
RN,D,E(x, y) =
PN(x, y)
QD(x, y)
=
∑
(i,j)∈N
ai,jφi(x)φj(y)
∑
(i,j)∈D
bi,jφi(x)φj(y)
que satisfaz a condic¸a˜o
f(x, y)QD(x, y)− PN(x, y) =
∑
(i,j)∈N20\E
di,jφi(x)φj(y). (4.18)
Note-se que os conjuntos N e D correspondem, respetivamente, aos conjuntos de
ı´ndices existentes no polino´mio do numerador e do denominador do AP e o conjunto E
corresponde aos ı´ndices para os quais os coeficientes das expanso˜es ortogonais de f e do
AP coincidem.
Por uma questa˜o de simplicidade iremos ainda considerar que estes conjuntos satisfa-
zem a seguinte condic¸a˜o suplementar
E = N ∪D.
Ordenando os conjuntos,
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D = {(km, ℓm)}m=1,...,card(D) ,
N = {(im, jm)}m=1,...,card(N) ,
H = E \N = {(i′m, j ′m)}m=card(N)+1...,card(N)+card(D)−1,
e fazendo
φk(x)φl(y)f(x, y) =
∑
(i,j)∈N20
hklijφi(x)φj(y), ∀(k, l) ∈ N20
onde os coeficientes hklij podem calcular-se por recorreˆncia [Mat07]. Dividem-se as equac¸o˜es
(4.18) na forma ∑
(k,ℓ)∈D
hkℓij bkℓ = 0, (i, j) ∈ E \N, (4.19a)
∑
(k,ℓ)∈D
hkℓij bkℓ = aij, (i, j) ∈ N. (4.19b)
Como card(D) = card(H)+1, o sistema (4.19a) e´ um sistema com card(D)−1 equac¸o˜es li-
neares em card(D) inco´gnitas. Logo existe sempre uma soluc¸a˜o na˜o nula para os coeficien-
tes do denominador (bkℓ)(k,ℓ)∈D. Encontrados os coeficientes do denominador encontramos
diretamente os coeficientes do numerador (aij)(ij)∈N usando as equac¸o˜es (4.19b).
Supondo que cardN = n e cardD = d e se ordenarmos os conjuntos dos ı´ndices da
seguinte forma:
N = {(i1, j1), . . . , (in, jn)} ,
D = {(k1, ℓ1), . . . , (kd, ℓd)} ,
E = N
⋃ {(u1, v1), . . . , (ud−1, vd−1)}
o sistema (4.19a), que permite encontrar os coeficientes do denominador, toma a forma

hk1ℓ1u1v1 · · · hkdℓdu1v1
...
...
hk1ℓ1ud−1vd−1 · · · hkdℓdud−1vd−1




bk1ℓ1
...
bkdℓd

 =


0
...
0

 (4.20)
As condic¸o˜es impostas aos conjuntos N , D e E na˜o sa˜o restritivas relativamente a` sua
forma. Deste modo teremos va´rias classes de aproximantes, consoante a forma escolhida
para os conjuntos N , D e E. Destacamos treˆs classes de AP bidimensionais com equac¸o˜es
provenientes de reticulados que preservam a simetria entre as duas varia´veis [Mat07]:
os aproximantes do tipo produto tensorial quadrados, os aproximantes do tipo produto
tensorial mistos e os aproximantes “homoge´neos”.
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4.2.1 AP do tipo tensoriais quadrados
Dados dois inteiros positivos m e ℓ tais que m ≥ ℓ, os aproximantes do tipo tensorial
resultam da seguinte escolha para os conjuntos de ı´ndices N , D e E:
E = {(i, j)| 0 ≤ i ≤ m− 1, 0 ≤ j ≤ m− 1} ;
N = {(i, j)| m− ℓ ≤ i ≤ m− 1, 0 ≤ j ≤ m− 1} ;
D =
{
(i, j)| (m− ℓ < i ≤ m− 1 ∧ 0 ≤ j ≤ m− 1)∨
∨(0 ≤ i ≤ m− 1 ∧m− ℓ < j ≤ m− 1)} .
Deste modo os aproximantes teˆm a seguinte forma,
Tm,ℓ(x, y) =
m−ℓ∑
i=0
m−ℓ∑
j=0
aijφi(x)φj(y)
m−1∑
i=0
m−1∑
j=m−ℓ
bijφi(x)φj(y) +
m−1∑
i=m−ℓ
m−1∑
j=0
bijφi(x)φj(y)
.
Trocando os papeis dos conjuntos N e D obte´m-se igualmente um aproximante do tipo
tensorial.
Para os aproximantes do tipo tensorial podemos definir as seguintes sucesso˜es.
Sucesso˜es verticais Dado um inteirom positivo, consideramos, neste caso, as seguintes
sucesso˜es de conjuntos de ı´ndices
D = {(i, j)| 0 ≤ i, j ≤ m} ;
Nn =
{
(i, j)|(m+ 1 ≤ i ≤ n ∧ 0 ≤ j ≤ n) ∨ (0 ≤ i ≤ m ∧m+ 1 ≤ j ≤ n)}⋃ (0, 0);
En = D
⋃
Nn,
e tem-se a sucessa˜o de aproximantes
T vn (x, y) =
Pn(x, y)
Q(x, y)
, n ≥ 0,
onde os coeficientes do denominador se obteˆm resolvendo o sistema (4.20) que devidamente
normalizado e´ um sistema com m − 1 equac¸o˜es a m − 1 inco´gnitas e os coeficientes do
numerador sa˜o determinados por (4.19b).
Sucesso˜es horizontais Dado um inteiro n fixo consideram-se as seguintes sucesso˜es de
conjuntos de ı´ndices:
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N = {(i, j)| 0 ≤ i, j ≤ n} ;
Dm =
{
(i, j)|(n+ 1 ≤ i ≤ m ∧ 0 ≤ j ≤ m) ∨ (0 ≤ i ≤ n ∧ n+ 1 ≤ j ≤ m)}⋃ (0, 0);
Em = N
⋃
Dm.
Temos neste caso aproximantes da forma
T hm(x, y) =
P (x, y)
Qm(x, y)
, m ≥ 0.
Ordenando os pares (i, j) ∈ N20 da seguinte forma:
(0, 0), (0, 1), (1, 1), (1, 0), (2, 0), (2, 1), (2, 2), (1, 2), (0, 2), (0, 3), . . .
o sistema de equac¸o˜es usado para calcular os coeficientes do denominador de T hm+1 pode
ser obtido a` custa do sistema usado para calcular os coeficientes do denominador de T hm
acrescentando 2m+ 1 linhas e colunas.
Sucesso˜es diagonais Para m ≥ 0, definimos o aproximante T dm considerando os se-
guintes conjuntos de ı´ndices:
Dm = {(i, j)| 0 ≤ i, j ≤ m} ;
Nm =
{
(i, j)|(m+ 1 ≤ i ≤ 2m ∧ 0 ≤ j ≤ 2m) ∨ (0 ≤ i ≤ 2m ∧m+ 1 ≤ j ≤ 2m)}⋃ (0, 0);
Em = {(i, j)| 0 ≤ i, j ≤ 2m} .
Se representarmos os coeficientes do denominador de T dm pela matriz bm e represen-
tarmos o sistema a resolver na forma matricial por Hmbm = 0 enta˜o os coeficientes do
denominador bm+1 de T dm+1 sa˜o determinados pelo sistema Hm+1bm+1 = 0 com
Hm+1 =


Hm h
km2+1ℓm2+1
i2j2
· · · hkm2+2m+2ℓm2+2m+2i2j2
...
...
hk1ℓ1im2+1jm2+1 · · · · · · h
km2+2m+2ℓm2+2m+2
im2+1jm2+1
...
...
...
hk1ℓ1im2+2m+2jm2+2m+2 · · · · · · h
km2+2m+2ℓm2+2m+2
im2+2m+2jm2+2m+2


,
Enta˜o pode-se construir o sistema a partir do anterior acrescentando 2m + 1 linha e
colunas.
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4.2.2 AP do tipo tensoriais mistos
Optando pelos conjuntos de ı´ndices, ver Figura 4.1,
Dm = {(i, j)| 0 ≤ i, j ≤ m} ,
Nm = {(i, j)| m+ 1 ≤ i ≤ 2m ∧ 0 ≤ j ≤ m− i}∪
∪{(i, j)| m+ 1 ≤ j ≤ 2m ∧ 0 ≤ i ≤ m− i} ∪ {(0, 0)} ,
Em = Nm ∪Dm
tem-se os AP do tipo tensoriais mistos que iremos representar por Hm.
0
0
1
· · ·
m m+1
· · ·
2m
1 · · · Nm
...
...
...
...
...
. . .Dm
· · ·
m · · ·
m+ 1 · · ·
... Nm
. . .
2m
j
i
ı´ndice em Dm e Nm
ı´ndices em Nm
ı´ndices em Dm
Figura 4.1: Conjuntos de ı´ndices para o numerador e denominador dos AP do tipo ten-
sorial mistos.
O ca´lculo dos AP do tipo tensorial mistos fica especialmente simples para o caso
dos polino´mios de Chebyshev. Por simplicidade chamaremos a estes aproximantes de
Aproximantes de Chebyshev-Pade´ mistos (ACP mistos).
ACP mistos
Na aproximac¸a˜o de Chebyshev-Pade´ mista consideram-se os polino´mios

Qm(x, y) =
m∑
i=0
m∑
j=0
bijTi(x)Tj(y)
Pm(x, y) =
∑
(i,j)∈Nm
aijTi(x)Tj(y).
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Pretende-se encontrar um ACP misto de f , Hm = Pm(x, y)/Qm(x, y), de forma a que os
polino´mios Pm, Qm com n ≥ m satisfac¸am a condic¸a˜o
Qm(x, y)f(x, y)− Pn(x, y) =
∑
(i,j)∈N20\Em
rijTi(x)Tj(y),
onde os conjuntos de ı´ndices Nm e Dm esta˜o representados na Figura 4.1.
Usando a seguinte ordenac¸a˜o para conjunto de ı´ndices Dm,
(0, 0), (0, 1), . . . , (0,m), (1, 0), (1, 1), . . . , (m,m)
as equac¸o˜es (4.19a) formam um sistema homoge´neo com m2 equac¸o˜es a m2+1 inco´gnitas.
Para se determinar os coeficientes, bij, (i, j) ∈ Dm, do denominador faz-se b0,0 = 1 e
resolve-se um sistema com m2 equac¸o˜es a m2 inco´gnitas formado pelas equac¸o˜es (4.19b)
com a excec¸a˜o da primeira.
No ca´lculo dos ACP mistos, em vez de usarmos o algoritmo sugerido em [Mat07],
va´lido para va´rias famı´lias de polino´mios ortogonais, iremos usar o seguinte algoritmo,
especializado para polino´mios de Chebyshev e que se fundamenta na seguinte lei de mul-
tiplicac¸a˜o de produtos tensoriais de polino´mios de Chebyshev bidimensionais
(Ti(x)Tj(y)) (Tr(x)Ts(y)) =
=
1
4
(
Ti+r(x)Tj+s(y) + T|i−r|(x)Tj+s(y) + Ti+r(x)T|j−s|(y) + T|i−r|(x)T|j−s|(y)
)
.
(4.21)
Nos pseudoco´digos abaixo descritos usaremos, por questo˜es de simplicidade, con-
venc¸o˜es utilizadas na ferramenta de ca´lculo MATLAB R©.
Pseudoco´digo do algoritmo que calcula ACP mistos
1. Dados de entrada: matriz F cujas entradas, fi,j , sa˜o os coeficientes da se´rie de
Chebyshev de uma func¸a˜o bidimensional; m inteiro positivo que determina os con-
juntos Nm, Dm e Em representados na Figura 4.1
Dados de sa´ıda: Coeficientes do denominador e do numerador guardados, respeti-
vamente, nas matrizes Q e P
2. Ordenar os elementos (i, j) de Dm, usando a func¸a˜o od definida por
od(i, j) = i(m+ 1) + j + 1, i, j = 0, 1, . . . ,m
3. Ca´lculo dos coeficientes do denominador do ACP misto Hm:
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H := zeros((m+ 1)2, (m+ 1)2);
para i := 0 ate´ m fac¸a
para j := 0 ate´ m fac¸a
para r := 0 ate´ 2m fac¸a
para s := 0 ate´ 2m fac¸a
hod(i+r,j+s),od(i,j) :=
∑
i+r≤m
j+s≤m
fr+1,s+1;
hod(i+r,|j−s|),od(i,j) :=
∑
i+r≤m
|j−s|≤m
fr+1,s+1;
hod(|i−r|,j+s),od(i,j) :=
∑
|i−r|≤m
j+s≤m
fr+1,s+1;
hod(|i−r|,|j−s|),od(i,j) :=
∑
|i−r|≤m
|j−s|≤m
fr+1,s+1;
fim
fim
fim
fim
H1 := H(2 : (m+ 1)
2, 2 : (m+ 1)2);
F1 := H(2 : (m+ 1)
2, 1);
Resolver o sistema de equac¸o˜es lineares H1b1 = −F1;
b := [1;b1];
/* Coeficientes do denominador guardados na matriz coluna b */
para i := 0 ate´ m fac¸a
Q(i+ 1, :) := b(od(i, 0) : od(i, 1), 1)T
fim
/* Coeficientes do denominador guardados na matriz quadrada Q */
4. Ca´lculo dos coeficientes do numerador do ACP misto Hm:
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P := zeros(2m+ 1, 2m+ 1);
p1,1 := H(1, :)b;
para i := 0 ate´ m fac¸a
para j := 0 ate´ m fac¸a
para r := 0 ate´ 3m fac¸a
para s := 0 ate´ 3m fac¸a
/* Equac¸~oes relativas aos ı´ndices da parte superior de
Nm */
pi+r+1,j+s+1 :=
∑
m+1≤i+r≤2m
j+s≤m−1
qi+1,j+1fr+1,s+1;
pi+r+1,|j−s|+1 :=
∑
m+1≤i+r≤2m
|j−s|≤m−1
qi+1,j+1fr+1,s+1;
p|i−r|+1,j+s+1 :=
∑
m+1≤|i−r|≤2m
j+s≤m−1
qi+1,j+1fr+1,s+1;
p|i−r|+1,|j−s|+1 :=
∑
m+1≤|i−r|≤2m
|j−s|≤m−1
qi+1,j+1fr+1,s+1;
/* Equac¸~oes relativas aos ı´ndices da parte inferior de
Nm */
pi+r+1,j+s+1 :=
∑
i+r≤m−1
m+1≤j+s≤2m
qi+1,j+1fr+1,s+1;
pi+r+1,|j−s|+1 :=
∑
i+r≤m−1
m+1≤|j−s|≤2m
qi+1,j+1fr+1,s+1;
p|i−r|+1,j+s+1 :=
∑
|i−r|≤m−1
m+1≤j+s≤2m
qi+1,j+1fr+1,s+1;
p|i−r|+1,|j−s|+1 :=
∑
|i−r|≤m−1
m+1≤|j−s|≤2m
qi+1,j+1fr+1,s+1;
fim
fim
fim
fim
P := 1
4
P;
/* Coeficientes do numerador guardados na matriz quadrada P */
Outra famı´lia de AP com equac¸o˜es provenientes de reticulados que podemos construir
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e´ a famı´lia dos AP “homoge´neos”, onde as aspas servem para os distinguir dos AP ho-
moge´neos de se´ries de poteˆncias. Embora os polino´mios do numerador e do denominador
dos AP “homoge´neos” na˜o sejam func¸o˜es homoge´neas, como se verifica para os AP ho-
moge´neos de se´ries de poteˆncias, adotamos este nome devido a` forma dos conjuntos Dm,
Nn e Em,n que os definem.
4.2.3 AP “homoge´neos”
Os AP “homoge´neos” do tipo I, que representaremos por IHm,n, resultam da escolha
dos seguintes conjuntos de ı´ndices (ver figura 4.2),
Dm = {(i, j) | 0 ≤ i+ j ≤ m} ,
Nn = {(i, j) | m+ 1 ≤ i+ j ≤ n} ∪ {(0, 0)} ,
Em,n = Dm ∪Nn,
onde m,n sa˜o inteiros positivos com n > m. Analogamente aos AP tensoriais quadra-
dos, fixando m podem definir-se sucesso˜es verticais, fixando n −m definem-se sucesso˜es
horizontais e considerando n = 2m teˆm-se as sucesso˜es diagonais.
Invertendo os papeis dos conjuntos Dm e Nn obteˆm-se os AP “homoge´neos” do tipo
II, que representamos por IIHm,n.
0
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1
· · ·
m m+1
· · ·
km,n
1 · · · · · ·
...
...
. . .
. . .
. . .
. . .
· · ·
m · · ·
m+ 1 · · ·
...
...
. . .
km,n
j
i
ı´ndice em Dm e Nn
ı´ndices em Nn
ı´ndices em Dm
Figura 4.2: Conjuntos de ı´ndices para o numerador Nn e para o denominador Dm dos AP
“homoge´neos” do tipo I, onde km,n = m+ n+ 1. Invertendo os papeis dos conjuntos Nn
e Dm obteˆm-se os conjuntos de ı´ndices dos AP “homoge´neos” do tipo II, em ambos os
casos tem-se Em,n = Nn ∪Dm.
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Logo, normalizando os AP de forma a que o coeficiente de grau 0 do denominador seja
unita´rio, os AP “homoge´neos” possuem as seguintes formas,
I
Hm,n(x, y) =
a00 +
∑
m+1≤i+j≤m+n+1
aijφi(x)φj(y)
1 +
∑
1≤i+j≤m
bijφi(x)φj(y)
, AP “homoge´neos” do tipo I, (4.22)
II
Hm,n(x, y) =
∑
0≤i+j≤n
aijφi(x)φj(y)
1 +
∑
n+1≤i+j≤m+n+1
bijφi(x)φj(y)
, AP “homoge´neos” do tipo II. (4.23)
De salientar que os AP “homoge´neos” do tipo II de uma sucessa˜o vertical partilham
todos o mesmo denominador.
Iremos, de seguida, considerar estes aproximantes onde usamos polino´mios de Chebyshev
na construc¸a˜o dos ACP “homoge´neos”.
ACP “homoge´neos” do tipo I
Usando novamente a lei de multiplicac¸a˜o (4.21), podem determinar-se os ACP “ho-
moge´neos” do tipo I, IHm,n, da forma seguinte: ordena-se o conjunto de ı´ndices Dm,
indicado na Figura 4.2 e, de modo ana´logo ao procedimento usado no ca´lculo dos ACP
mistos, usamos as equac¸o˜es (4.19a) para formar o sistema de equac¸o˜es lineares cuja soluc¸a˜o
determina os coeficientes bi,j, (i, j) ∈ Dm, do denominador. Encontrados os coeficientes
bi,j determinamos diretamente os coeficientes ai,j, (i, j) ∈ Nn do numerador usando as
relac¸o˜es (4.19b). O seguinte pseudoco´digo resume o procedimento adotado no ca´lculo de
ACP “homoge´neos” do tipo I.
Pseudoco´digo para os ACP “homoge´neos” do tipo I
1. Dados de entrada: matriz F cujas entradas, fi,j , sa˜o os coeficientes da se´rie de
Chebyshev de uma func¸a˜o bidimensional; m,n inteiros positivos que determinam os
conjuntos Nn, Dm e Em,n representados na Figura 4.2
Dados de sa´ıda: Coeficientes do denominador e do numerador guardados, respeti-
vamente, nas matrizes Q e P
2. Ordenar os elementos (i, j) de Dm, usando a func¸a˜o od definida por
od(i, j) = i+ 1 + j(m+ 1)− (j − 1)j
2
, j = 0, 1, . . . ,m, i = 0, 1, . . . ,m− j
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3. Ca´lculo dos coeficientes do denominador do ACP “homoge´neo” do tipo I, IHm,n:
H := zeros(k, k), onde k := (m+ 1)(m+ 2)/2;
para i = 0 ate´ m fac¸a
para j = 0 ate´ m− i fac¸a
para r = 0 ate´ 2m fac¸a
para s = 0 ate´ 2m fac¸a
hod(i+r,j+s),od(i,j) :=
∑
i+r+j+s≤m
fr+1,s+1;
hod(i+r,|j−s|),od(i,j) :=
∑
i+r+|j−s|≤m
fr+1,s+1;
hod(|i−r|,j+s),od(i,j) :=
∑
|i−r|+j+s≤m
fr+1,s+1;
hod(|i−r|,|j−s|),od(i,j) :=
∑
|i−r|+|j−s|≤m
fr+1,s+1;
fim
fim
fim
fim
H1 := H(2 : k, 2 : k), F1 := H(2 : k, 1);
Resolver o sistema de equac¸o˜es lineares H1b1 = −F1;
b := [1;b1];
/* Coeficientes do denominador guardados na matriz coluna b */
Q := zeros(m+ 1,m+ 1);
para i = 0 ate´ m fac¸a
para j = 0 ate´ m− i fac¸a
qi+1,j+1 := bod(i,j),1;
fim
fim
/* Coeficientes do denominador guardados na matriz quadrada Q */
4. Ca´lculo dos coeficientes do numerador do ACP “homoge´neo” do tipo I, IHm,n:
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ℓ := m+ n+ 1;
P := zeros(ℓ, ℓ);
p1,1 :=
∑k
i=1 b1,ih1,i;
para i = 0 ate´ m fac¸a
para j = 0 ate´ m− i fac¸a
para r = 0 ate´ n+ 2m+ 1 fac¸a
para s = 0 ate´ n+ 2m+ 1 fac¸a
pi+r+1,j+s+1 :=
∑
m+1≤i+r+j+s≤ℓ
qi+1,j+1fr+1,s+1;
pi+r+1,|j−s|+1 :=
∑
m+1≤i+r+|j−s|≤ℓ
qi+1,j+1fr+1,s+1;
p|i−r|+1,j+s+1 :=
∑
m+1≤|i−r|+j+s≤ℓ
qi+1,j+1fr+1,s+1;
p|i−r|+1,|j−s|+1 :=
∑
m+1≤|i−r|+|j−s|≤ℓ
qi+1,j+1fr+1,s+1;
fim
fim
fim
fim
P :=
1
4
P;
/* Coeficientes do numerador guardados na matriz quadrada P */
ACP “homoge´neos” do tipo II
O algoritmo usado no ca´lculo dos ACP “homoge´neos” do tipo II e´ ana´logo ao algoritmo,
acima descrito usado no ca´lculo dos ACP do tipo I. Apenas teremos de ter em considerac¸a˜o
a troca de pape´is dos conjuntos Nn eDm. Deste modo na˜o mencionaremos, neste trabalho,
o pseudoco´digo do algoritmo usado para os calcular. No entanto para ajudar a clarificar
indicamos na Figura 4.3 os conjuntos de ı´ndices Nn e Dm no caso dos AP “homoge´neos”
do tipo II.
4.3 AP nested
Os AP nested de se´ries ortogonais generalizam os AP de se´ries de poteˆncias com o
mesmo nome. Iremos aqui referir, os AP nested mistos, os quais possuem o polino´mio do
denominador na base das poteˆncias e o polino´mio do numerador numa base de polino´mios
ortogonais, e os ACP nested “puros”, ou simplesmente, os AP nested, os quais possuem
os polino´mios do numerador e do denominador na base de Chebyshev.
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Figura 4.3: Conjuntos de ı´ndices para o numerador Nn, denominador Dm dos AP “ho-
moge´neos” do tipo II, onde km,n = m+ n+ 1 e Em,n = Nn ∪Dm.
4.3.1 AP nested mistos
Seja f uma func¸a˜o representada pela expansa˜o,
f(x, y) =
∞∑
j=0
∞∑
i=0
fijφi(y)φj(x) =
∞∑
j=0
fj(y)φj(x).
O AFP nested misto, da func¸a˜o f , e´ construido em dois passos.
Primeiro passo: Consideramos a func¸a˜o f como uma func¸a˜o na varia´vel x
fy(x) =
∞∑
j=0
fj(y)φj(x).
Pretendemos calcular duas func¸o˜es polinomiais na varia´vel x, Qy e Py da forma{
Qy(x) = 1 +
∑m
i=1 bi(y)x
i,
Py(x) =
∑n
i=0 ai(y)φi(x)
que satisfac¸am a condic¸a˜o
Qy(x)fy(x)− Py(x) = O (φn+m+1(x)) .
Substituindo as expresso˜es de Qy(x) e Py(x) tem-se
∞∑
j=0
(
fj(y) +
m∑
i=1
bi(y)f
i
j(y)
)
φj(x)−
n∑
i=1
ai(y)φi(x) = O (φn+m+1(x)) ,
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onde f ij(y) = x
ifj(y).
O que origina o sistema de equac¸o˜es
m∑
i=1
bi(y)f
i
j(y) + fj(y) = 0, j = n+ 1, . . . , n+m (4.24)
m∑
i=1
bi(y)f
i
j(y) + fj(y) = aj(y), j = 0, . . . , n. (4.25)
Segundo passo: Substitu´ımos as func¸o˜es inco´gnitas aj(y), j = 0, . . . , n, bi(y), i =
0, . . . ,m por polino´mios, que as aproximam, da seguinte forma:
I para i = 1, . . . ,m substitu´ımos bi(y) por um polino´mio
b∗i (y) =
M∑
k=0
biky
k.
Temos m(M + 1) coeficientes a calcular e podemos escolhe-los de modo a anular
os primeiros M + 1 coeficientes da expansa˜o no sistema ortogonal {φk} em cada
uma das equac¸o˜es em (4.24). Deste modo, os coeficientes bkℓ do denominador sa˜o
determinados resolvendo o sistema

f 1n+1(y) f
2
n+1(y) · · · fmn+1(y)
f 1n+2(y) f
2
n+2(y) · · · fmn+2(y)
...
...
...
f 1n+m(y) f
2
n+m(y) · · · fmn+m(y)




b∗1(y)
b∗2(y)
...
b∗m(y)

 = −


fn+1(y)
fn+2(y)
...
fn+m(y)


II Para j = 0, . . . , n definimos
a∗j(y) =
N∑
k=0
ajkφk(y)
e temos de calcular (n+1)(N +1) coeficientes ajk que sera˜o determinados de forma
a satisfazerem as equac¸o˜es (4.25).
Podemos determinar as expanso˜es das func¸o˜es f ij(y) no sistema ortogonal φk que ocor-
rem nas equac¸o˜es (4.24) e (4.25), ver [Mat07]. Logo, tem-se que um AP nested misto
R(x, y) e´ uma func¸a˜o racional da forma
R(x, y) =
P (x, y)
Q(x, y)
=
n∑
i=0
N∑
k=0
ai,kφi(x)φj(y)
1 +
m∑
i=1
M∑
k=0
bi,kx
iyk
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que satisfaz a condic¸a˜o
Q(x, y)f(x, y)− P (x, y) =
∑
(i,j)∈(N20\E)
eijφi(x)φj(y)
onde
E = {(i, j)| (0 ≤ i ≤ n ∧ 0 ≤ j ≤ N) ∨ (n+ 1 ≤ i ≤ n+m ∧ 0 ≤ j ≤M)} .
A forma e o cardinal do conjunto de ı´ndices E depende dos inteiros n,N,m e M .
Se pretendermos simetria relativamente a`s varia´veis x e y escolhe-se N = M = n + m
contudo na˜o teremos simetria no aproximante racional R(x, y). Para obtermos simetria
em R(x, y) teremos de escolherN = n eM = m, e neste caso, privilegiamos a aproximac¸a˜o
na varia´vel x.
Iremos de seguida descrever os AP nested “puros”, para o caso particular em que se
usam os polino´mios de Chebyshev.
4.3.2 ACP nested
Seja f uma func¸a˜o representada pelo desenvolvimento de Chebyshev
f(x, y) =
∑
i,j≥0
fi,jTi(x)Tj(y) =
∞∑
j=0
fj(y)Tj(x), (4.26)
e sejam m, n dois inteiros positivos. Para se construir um aproximante de Chebyshev-
Pade´ nested Rm,n = P/Q da func¸a˜o f , procede-se seguindo os dois passos indicados na
secc¸a˜o anterior.
Primeiro passo:
Constroem-se duas func¸o˜es polinomiais, na varia´vel x, Qy e Py da forma
P (x, y) = Py(x) =
n∑
i=0
ai(y)Ti(x) (4.27a)
Q(x, y) = Qy(x) =
m∑
i=0
bi(y)Ti(x) (4.27b)
que verificam a condic¸a˜o
Qy(x)fy(x)− Py(x) = O (Tn+m+1(x)) .
Usando a propriedade dos polino´mios de Chebyshev
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Ti(x)Tj(x) =
1
2
(Ti+j(x) + Ti−j(x)) , ∀i, j ≥ 0, onde T−k(x) = Tk(x), ∀k ≥ 0
tem-se
Qy(x)fj(y) =
(
m∑
k=0
bk(y)Tk(x)
)( ∞∑
i=0
fi(y)Ti(x)
)
=
1
2
n∑
i=1
(
m∑
k=0
bk(y)
(
fi−k(y) + fi+k(y)
))
Ti(x) +
+
1
2
f0(y)
m∑
k=0
bk(y)Tk(x) +
1
2
m∑
k=0
bk(y)fk(y)T0(x) +
+
1
2
∞∑
i=n+1
(
m∑
k=0
bk(y)
(
fi−k(y) + fi+k(y)
))
Ti(x).
Supondo m ≤ n e igualando os coeficientes de Chebyshev correspondentes tem-se:
• As func¸o˜es bk(y) sa˜o soluc¸o˜es do sistema
m∑
k=0
bk(y) (fi−k(y) + fi+k(y)) = 0, i = n+ 1, . . . , n+m; (4.28)
• As func¸o˜es ak(y) satisfazem
a0(y) =
1
2
[
b0(y)f0(y) +
m∑
k=0
bk(y)fk(y)
]
,
ai(y) =
1
2
[
bi(y)f0(y) +
m∑
k=0
bk(y) (fi−k(y) + fi+k(y))
]
, i = 1, . . . , n.
O sistema (4.28) tem m equac¸o˜es e m + 1 inco´gnitas. Fixando a func¸a˜o b0(y) = 1 e
considerando as se´ries de Chebyshev-Fourier das func¸o˜es bj(y) e ak(y),
bj(y) =
∞∑
i=0
bjiTi(y), j = 1, . . . ,m, ak(y) =
∞∑
i=0
akiTi(y), k = 0, . . . , n,
tem-se que as func¸o˜es bj(y) sa˜o soluc¸o˜es do sistema com m equac¸o˜es a m inco´gnitas
Hm(y)B(y) = −F (y), (4.29)
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onde:
B(y) =


b1(y)
...
bm(y)

 = ∞∑
i=0
BiTi(y) com Bi =


b1,i
...
bmi

 , (4.30)
F (y) = 2


fn+1(y)
...
fn+m(y)


e
Hm(y) =


fn(y) + fn+2(y) fn−1(y) + fn+3(y) · · · fn+1−m(y) + fn+1+m(y)
...
...
...
fn+m−1(y) + fn+m+1(y) fn+m−2(y) + fn+m+2(y) · · · fn(y) + fn+2m(y)

 .
Segundo passo:
Substituem-se as se´ries de Chebyshev das func¸o˜es bi(y) e ai(y) pelas suas aproximac¸o˜es
polinomiais b∗i (y) e a
∗
i (y).
Para calcularmos os coeficientes bi,j substitu´ımos B por um polino´mio B
∗ de grau m,
ou seja trunca-se a expansa˜o em (4.30) a partir da ordem m,
B∗(y) =


b∗1(y)
...
b∗m(y)

 = ∞∑
i=0
B∗i Ti(y).
A expansa˜o na se´rie de Chebyshev do lado esquerdo de (4.29) toma a forma
Hm(y)B∗(y) =
1
2
∞∑
k=0
(
k∑
j=0
Hk−jB∗j
)
Tk(y) +
1
2
m∑
k=1
(
m∑
j=k
Hk−jB∗j
)
Tk(y)+
+
1
2
∞∑
k=0
(
m∑
j=0
Hk+jB
∗
j
)
Tk(y),
onde para todo i ≥ 0, Hi ∈ Mm×m e´ o i-e´simo coeficiente da se´rie de Chebyshev de
Hm(y).
Considerando Fk o coeficiente de ı´ndice k da expansa˜o de F (y) e reagrupando os coefi-
cientes com o mesmo ı´ndice k na expansa˜o no sistema {Tk} e substituindo H0 e F0 por
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1
2
H0 e
1
2
F0 obte´m-se o sistema de equac¸o˜es lineares

2
m∑
j=0
HjB
∗
j = −F0,
m∑
j=0
Hj−kB∗j +
m∑
j=0
Hj+kB
∗
j = −Fk, k = 1, . . . ,m
onde se considera H−i = Hi.
Teorema 4.3.1 ([Mat07]). Seja f uma func¸a˜o a duas varia´veis, dada pela expansa˜o em
se´rie de Chebyshev (4.26). Enta˜o os polino´mios P e Q, definidos em (4.27a) e (4.27b),
construidos pelos dois passos acima indicados satisfazem a condic¸a˜o
P (x, y)f(x, y)−Q(x, y) =
∑
i,j≥0
rijTi(x)Tj(y)
com rij = 0 para i = 0, . . . , n+m e j = 0, . . . ,m.
Nas pro´ximas secc¸o˜es iremos testar numericamente o comportamentos dos ACP bi-
dimensionais descritos nas secc¸o˜es anteriores. Analogamente aos testes unidimensionais
iremos comparar os ACP com se´ries truncadas e usaremos os ACP bidimensionais para
filtrar soluc¸o˜es espectrais da equac¸a˜o de Poisson bidimensional.
4.4 Testes Nume´ricos de ACP nested
Analogamente ao caso unidimensional comec¸amos por estudar o efeito da perturbac¸a˜o
nos coeficientes numa se´rie de Chebyshev bidimensional nos ACP nested.
4.4.1 ACP nested de se´ries perturbadas
Consideremos a se´rie de Chebyshev bidimensional
∞∑
i=0
∞∑
j=0
fi,jTi(x)Tj(y) (4.31)
com os coeficientes definidos por
fi,j =


f0,0 =
1
4
f2i+1,0 =
(−1)i
(2i+1)π
i > 0
f0,2j+1 =
(−1)j
(2j+1)π
j > 0
f2i+1,2j+1 = (−1)i+j 4(2i+1)(2j+1)π2 i, j > 0
0 casos restantes
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que converge pontualmente no quadrado Ω =]− 1, 1[2 para a func¸a˜o descont´ınua
f(x, y) =


0 se x < 0 ∨ y < 0
1
2
se (x = 0 ∧ y ≥ 0) ∨ (y = 0 ∧ x ≥ 0)
1 se x > 0 ∧ y > 0
(4.32)
que designaremos por func¸a˜o salto.
Tendo em vista analisar a qualidade dos AP iremos comparar os erros absolutos dos
ACP nested Rm,n com os erros absolutos da se´rie truncada
fm,n(x, y) =
2m+n+1∑
i=0
m+n+1∑
j=0
fi,jTi(x)Tj(y), (4.33)
definidos por
∆Rm,n = |f −Rm,n| (erro absoluto do ACP nested)
∆fm,n = |f − fm,n| (erro absoluto da se´rie truncada)
Note-se, que o ca´lculo de Rm,n usa todos os coeficientes do polino´mio fm,n(x, y).
Na Figura 4.4 ilustramos os erros dos AP R3,3 e de f3,3 em Ω. Podemos observar a
assimetria existente nos erros ∆R3,3 e ∆f3,3 devido ao facto dos ACP nested exibirem uma
aproximac¸a˜o assime´trica. Podemos igualmente observar que na vizinhanc¸a dos pontos de
descontinuidade da func¸a˜o f , a AP R3,3 reduz as oscilac¸o˜es, causadas pelo feno´meno de
Gibbs, exibidas por f3,3. Esta observac¸a˜o fica mais clara analisando a Figura 4.5 onde
representamos os erros ∆R3,3 (curva continua) e ∆f3,3 (curva a tracejado) em 6 secc¸o˜es
de Ω que atravessam o salto da func¸a˜o f . Na coluna da esquerda apresentamos 3 secc¸o˜es
horizontais para valores de y = 1/2,−1/2 e y = 0 com −1 ≤ x ≤ 1 e na coluna da direita
apresentamos 3 secc¸o˜es verticais para valores de x = 1/2,−1/2 e x = 0 com −1 ≤ y ≤ 1.
As Figuras 4.6 e 4.7 ilustram os gra´ficos dos erros absolutos ∆Rm,n e ∆fm,n representados,
respetivamente, nas Figuras 4.4 e 4.5) mas para valores de m = n = 11.
No estudo de ACP nested de se´ries perturbadas, iremos efetuar uma ana´lise da lo-
calizac¸a˜o dos po´los e zeros destes aproximantes calculados a partir de perturbac¸o˜es nos
coeficientes da se´rie (4.31). Analogamente ao caso unidimensional iremos considerar dois
tipos de ru´ıdos
Tǫ(x, y) =
∞∑
i=0
∞∑
j=0
ǫri,jTi(x)Tj(y), do tipo I (4.34)
Tω(x, y) =
∞∑
i=0
∞∑
j=0
ωri,j2
−(i+j)Ti(x)Tj(y), do tipo II (4.35)
onde os coeficientes ri,j sa˜o nu´meros aleato´rios uniformemente distribu´ıdos no intervalo
[−1, 1] e ǫ, ω sa˜o valores positivos que representam a “forc¸a” do ru´ıdo.
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Figura 4.4: Erros absolutos da se´rie de Chebyshev truncada (a` esquerda) e da apro-
ximac¸a˜o de Chebyshev Pade´ nested (a` direita) com m = n = 3.
Na Figura 4.8 ilustramos as curvas de cor preta, que representam os po´los, e as cur-
vas de cor magenta, que representam os zeros, de ACP nested, R5,5 (imagens da linha
superior), R7,7 (imagens da linha central) e de R11,11 (imagens da linha inferior). Os
aproximantes, da coluna a` direita sa˜o ACP nested da se´rie (4.31), isenta de perturbac¸a˜o,
os da coluna central sa˜o da se´rie (4.31) perturbada com ru´ıdo do tipo I e os aproximantes
da coluna a` esquerda sa˜o da mesma se´rie mas perturbada com ru´ıdo do tipo II. Numa
primeira ana´lise salientamos a seguinte relac¸a˜o entre os ru´ıdos bidimensionais (4.34) e
(4.35) e os seus homo´logos unidimensionais (2.34) e (2.35) para polino´mios de Chebyshev:
os ru´ıdos do tipo (2.34) originam pares de Froissart nos AP no intervalo [−1, 1] e o seu
homo´logo bidimensional origina pares de Froissart nos ACP nested em Ω. Relativamente
aos ru´ıdos do tipo (2.35) originam pares de Froissart localizados na elipse de Bernstein
Er(2) e os po´los/zeros do ru´ıdo homo´logo dimensional na˜o esta˜o localizados em Ω. Esta
relac¸a˜o deve-se ao facto de a base bidimensional ser constru´ıda via produto tensorial dos
elementos da base unidimensional. Numa segunda ana´lise notamos que no caso bidimen-
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Figura 4.5: Pormenor dos erros da se´rie de Chebyshev truncada (linhas ponteadas) e da
aproximac¸a˜o de Chebyshev Pade´ nested (linhas cont´ınuas) das Figuras 4.4. Na coluna a`
esquerda representa-se os erros nos intervalos y = 1/2, y = −1/2 e y = 0 e na coluna a`
direita os erros nos intervalos x = 1/2, x = −1/2 e x = 0.
sional os pares de Froissart e os po´los espu´rios aparecem para AP de ordens reduzidas e
para ru´ıdos com valores de ǫ de ordem inferiores (neste caso usou-se ǫ = ω = 10−6). Este
facto esta´ relacionado com o mau condicionamento e com a dimensa˜o das matrizes en-
volvidas no ca´lculo dos ACP nested. Estas observac¸o˜es sugerem que a filtragem, usando
ACP nested, apenas sera´ eficaz se a qualidade dada pelos filtros R
(N,M)
m,n for superior a`
qualidade da soluc¸o˜es espectrais yN,M , para valores de N e M superiores aos valores de n
e m, sendo que os valores n e m sa˜o necessariamente pequenos, em virtude da localizac¸a˜o
dos po´los/zeros.
4.4.2 Filtragem espectral via ACP nested
Nos processos de filtragem via ACP bidimensionais, iremos resolver a equac¸a˜o de
Poisson bidimensional usando para o efeito o esquema de colocac¸a˜o descrito no exemplo
1.4.2. Consideramos nas equac¸o˜es (1.42a) e (1.42b) as func¸o˜es g, hW , hE, hS e hN definidas
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Figura 4.6: Erros absolutos da se´rie de Chebyshev truncada (a` direita) e da aproximac¸a˜o
de Chebyshev Pade´ nested (a` esquerda) com m = n = 11.
respetivamente por
g(x, y) = ((x− a)2 + (y − b)2)−1/2 (4.36)
hW (y) = ((1 + a)
2 + (y − b)2)1/2 (4.37)
hE(y) = ((1− a)2 + (y − b)2)1/2 (4.38)
hN(x) = ((1− b)2 + (x− a)2)1/2 (4.39)
hS(x) = ((1 + b)
2 + (x− a)2)1/2 (4.40)
onde a e b sa˜o paraˆmetros reais. Esta escolha justifica-se pelo facto deste problema ter
como soluc¸a˜o a func¸a˜o
u(x, y) = ((x− a)2 + (y − b)2)1/2,
a qual possui uma singularidade no plano real, em s = (a, b). Deste modo, podemos
controlar a localizac¸a˜o da singularidade e estudar o comportamento dos va´rios filtros
para diferentes localizac¸o˜es do ponto s.
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Figura 4.7: Pormenor dos erros da se´rie de Chebyshev truncada e da aproximac¸a˜o de
Chebyshev Pade´ nested das Figuras 4.6.
Neste exemplo, opta´mos por tomar para valores dos paraˆmetros a = 0 e b = 0 e
chamaremos, ao longo deste cap´ıtulo, a esta equac¸a˜o de problema A o qual possui uma
soluc¸a˜o com uma singularidade, sA = (0, 0), no interior do domı´nio Ω. Dado que a func¸a˜o
u na˜o e´ deriva´vel no ponto sA a taxa de convergeˆncia do me´todo de colocac¸a˜o na˜o sera´
exponencial. Na Figura 4.9 ilustramos os erro absolutos ∆uN = |u− uN | das soluc¸o˜es de
colocac¸a˜o de ordem N
uN(x, y) =
N∑
i=0
N∑
j=0
u
(N)
i,j Ti(x)Tj(y)
para valores de N = 20, 40, 60. De facto, os erros absolutos ∆uN atingem os seus valores
ma´ximos 1.78e−1, 1.01e−1, e 7.29e−2 para valores de N = 20, 30 e N = 60, respetiva-
mente, em pontos perto da singularidade de u, sA. Ale´m da taxa de convergeˆncia ser
lenta, este esquema de colocac¸a˜o, e´ numericamente insta´vel, perdendo precisa˜o para valo-
res de N > 60. Logo, sera´ convenientes usar filtros calculados com os coeficientes de u60
para, deste modo, usarmos coeficientes afetados com o mı´nimo ru´ıdo poss´ıvel.
Em face do que foi dito na secc¸a˜o anterior, iremos analisar a localizac¸a˜o dos po´los e
zeros de ACP diagonais R
(60)
n,n para os valores de n dispon´ıveis, ou seja, para valores de
n ≤ 19. A localizac¸a˜o dos po´los/zeros de R(60)n,n encontra-se ilustrada na Figura 4.10 para
valores de n entre 2 e 10. Podemos observar dois padro˜es distintos conforme a paridade
de n. Para valores de n ı´mpares existe uma curva de zeros no segmento x = 0 o que so´
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Figura 4.8: Localizac¸a˜o dos po´los (curvas a preto) e dos zeros (curvas a magenta) de ACP
nested Rn,m, n = m = 5, 7 e 11, da se´rie (4.31) sem perturbac¸a˜o e com perturbac¸o˜es do
tipo I e do tipo II, com ǫ = ω = 10−6.
por si arru´ına a qualidade da aproximac¸a˜o destes filtros. Note-se que u apenas possui
um zero na origem, que coincide com a sua singularidade. Numa segunda ana´lise pode-se
observar que existem curvas de po´los que coincidem na figura com curvas de zeros, ou
seja, existem pares de Froissart bidimensionais. Estes pares va˜o proliferando quando o
valor de n aumenta, ver Figuras 4.10 e 4.11. A Figura 4.11 e´ a continuac¸a˜o da Figura
4.10 no sentido que ilustra a localizac¸a˜o dos po´los/zeros para os valores N de 11 ate´ 19 e
por razo˜es de boa visibilidade entendeu-se separar os resultados em duas figuras. Neste
exemplo, na˜o e´ dif´ıcil encontrar o melhor filtro diagonal. Com efeito, basta observar que
apenas os aproximantes R
(60)
(4,4) e R
(60)
(6,6) na˜o possuem po´los espu´rios nem pares de Froissart
em Ω, logo R
(60)
(6,6) sera´ o melhor aproximante diagonal.
Podemos observar na Figura 4.12 que o filtro R
(60)
6,6 e´ de facto o melhor aproximante
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Figura 4.9: Erros absolutos ∆uN das soluc¸o˜es de colocac¸a˜o de ordens N = 20, 40, 60 do
problema A.
diagonal, contudo a sua aproximac¸a˜o na˜o melhora a aproximac¸a˜o dada pela soluc¸a˜o es-
pectral u60 cujo erro e´ apresentado na Figura 4.9. Utilizando o mesmo aproximante de
colocac¸a˜o u60, analisa´mos diversos filtros R
(60)
m,n na˜o diagonais e na˜o foi poss´ıvel encontrar
um que melhore o resultado obtido por R
(60)
6,6 . Este exemplo e´ paradigma´tico no que diz
respeito aos ACP nested, pelo menos, nas experieˆncias efetuadas. Mesmo para problemas
com soluc¸o˜es suaves, observaram-se concluso˜es ideˆnticas. Ou seja, os ACP diagonais sa˜o
muito sens´ıveis a pequenos ru´ıdos nos coeficientes espectrais o que provoca a existeˆncia
de pares de Froissart (e de po´los espu´rios) que arru´ınam a qualidade da aproximac¸a˜o.
Na pro´xima secc¸a˜o iremos estudar o comportamentos dos filtros com equac¸o˜es prove-
nientes de reticulados.
4.5 Testes Nume´ricos de ACP com equac¸o˜es prove-
nientes de reticulados
Ao longo desta secc¸a˜o iremos estudar o comportamento dos ACP do tipo tensorial
mistos, ou, abreviadamente, ACP mistos Hm, dos ACP homoge´neos do tipo I IHm,n e dos
ACP homoge´neos do tipo II IIHm,n. Para o efeito, iremos ilustrar os resultados utilizando
a func¸a˜o salto (4.32) e quatro problemas derivados da equac¸a˜o de Poisson (1.42a), (1.42b)
com a func¸a˜o g definida por (4.36), e as condic¸o˜es fronteira hW , hE, hN e hS definidas,
respetivamente, por (4.37), (4.38), (4.39) e (4.40).
130
 n=2
−1 0 1
−1
0
1
 n=3
−1 0 1
−1
0
1
 n=4
−1 0 1
−1
0
1
 n=5
y
−1 0 1
−1
0
1
 n=6
−1 0 1
−1
0
1
 n=7
−1 0 1
−1
0
1
 n=8
−1 0 1
−1
0
1
 n=9
x
−1 0 1
−1
0
1
 n=10
−1 0 1
−1
0
1
Figura 4.10: Localizac¸a˜o dos zeros (curva de cor magenta) e po´los (curva de cor preta)
dos AP nested R
(60)
n,n acess´ıveis, para valores de n = 2, 3, . . . , 10 do problema A. Para os
valores de n superiores ver Figura 4.10.
O objetivo e´ analisar o comportamento de filtros com equac¸o˜es provenientes de reticu-
lados quando movemos a singularidade s = (a, b) da soluc¸a˜o deste problema de Poisson,
u(x, y) =
√
(x− a)2 + (y − b)2, por diferentes regio˜es do domı´nio Ω =] − 1, 1[2. Com
efeito, iremos considerar os seguintes problemas:
1. problema A, ja´ considerado na secc¸a˜o anterior, com singularidade sA = (0, 0) loca-
lizada na intersec¸a˜o das diagonais do domı´nio Ω
131
 n=11
−1 0 1
−1
0
1
 n=12
−1 0 1
−1
0
1
 n=13
−1 0 1
−1
0
1
 n=14
y
−1 0 1
−1
0
1
 n=15
−1 0 1
−1
0
1
 n=16
−1 0 1
−1
0
1
 n=17
−1 0 1
−1
0
1
 n=18
x
−1 0 1
−1
0
1
 n=19
−1 0 1
−1
0
1
Figura 4.11: Continuac¸a˜o dos resultados apresentados na Figura 4.10 para os restantes
valores de n acess´ıveis.
2. problema B, com singularidade sB = (1/2,−3/4) localizada no interior de Ω e
pro´xima da fronteira de Ω
3. problema C, com singularidade sC = (1/2, 1) localizada na fronteira de Ω
4. problema D, com singularidade sD = (1, 1) localizada num ve´rtice da fronteira de
Ω.
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Figura 4.12: Erros absolutos de filtros nested diagonais R
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n,n para valores de n = 4, 6, 8
do problema A.
4.5.1 ACP mistos
ACP mistos da func¸a˜o salto
Para testar o comportamento do ACP mistos, considera´mos a se´rie (4.31) da func¸a˜o
salto e comec¸a´mos por observar a localizac¸a˜o dos po´los e zeros de AP Hm para diferentes
valores dem. Os resultados obtidos na˜o foram promissores dado que, para todos os valores
dem testados os aproximantesHm possuem pares de Froissart e po´los espu´rios. Ilustramos
este comportamento na Figura 4.13 na qual apresentamos a localizac¸a˜o de po´los e zeros
dos APHm para valores dem = 1, 2 . . . , 9 em Ω. Pode-se observar a simetria existente nas
curvas que representam os po´los e zeros para valores de m ≤ 5. Esta observac¸a˜o justifica-
se pelo facto de usarmos coeficientes com ru´ıdo que podemos considerar negligencia´vel,
por resultarem apenas da resoluc¸a˜o do sistema de equac¸o˜es lineares (4.20) que na˜o sa˜o mal
condicionados para m ≤ 5. Para valores de m > 5 os sistemas de equac¸o˜es lineares (4.20)
sa˜o mal condicionados e introduzem ru´ıdos nos AP o que provoca a quebra da simetria.
Note-se que estes sistemas possuem, apo´s a normalizac¸a˜o b0,0 = 1, m
2 − 1 equac¸o˜es em
m2 − 1 inco´gnitas.
Observac¸a˜o: Os resultados obtidos de ACP provenientes de reticulados com
a se´rie (4.31) da func¸a˜o salto, perturbada com ru´ıdo do tipo I (4.34) e do tipo
II (4.35) foram ana´logos aos resultados dos ACP nested das se´ries perturbadas
(4.34) e (4.35), ilustrados na Figura 4.8 e, por isso, na˜o sa˜o aqui apresentados.
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Figura 4.13: Localizac¸a˜o de po´los (curvas a preto) e zeros (curvas a magenta) de aproxi-
mantes tensoriais mistos Hm, m = 1, 2, . . . , 9, da func¸a˜o salto.
Filtragem via ACP mistos
Tendo em vista testar o comportamento dos ACP mistos na filtragem de uma soluc¸a˜o
espectral e comparar com os resultados obtidos para os filtros nested, comec¸amos por
considerar novamente o problema A, com singularidade no ponto sA = (0, 0). Usamos,
para o efeito, os filtros mistos dispon´ıveis, H(60)m , m = 1, 2, . . . , 19 e os respetivos erros
absolutos
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∆H(60)m =
∣∣u−H(60)m ∣∣ , m = 1, 2, . . . , 19.
O primeiro procedimento, verificar a localizac¸a˜o dos po´los e zeros dos filtros mistos
H(60)m , revelou que nenhum dos filtros dispon´ıveis possu´ıa po´los ou zeros em Ω. Os resulta-
dos dos erros ∆H(60)m revelaram que a aproximac¸a˜o fornecida pelos filtros melhora quando
se aumenta o valor dem. Contudo os ACP mistos na˜o melhoram a aproximac¸a˜o dada pela
soluc¸a˜o espectral u60. Este facto encontra-se ilustrado na Figura 4.14 onde apresentamos
os gra´ficos dos erros dos filtros H(60)m , m = 1, 10 e 19. Em termos de erro ma´ximo absoluto
verifica-se que o processo de filtragem tambe´m na˜o consegue melhorar a aproximac¸a˜o da
soluc¸a˜o espectral. De facto tem-se max
(x,y)∈Ω
∆u60 = 7.29e−2 e max
(x,y)∈Ω
∆H(60)19 = 8.12e−2.
Conclu´ımos deste modo que na˜o ha´ vantagens em filtrar soluc¸o˜es de colocac¸a˜o do pro-
blema A usando ACP mistos.
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Figura 4.14: Erros absolutos dos filtros mistos ∆H(60)m , m = 1, 10 e 19, do problema A.
Tendo em vista, estudar o comportamento do me´todo de colocac¸a˜o e dos filtros mistos
a soluc¸o˜es com uma singularidade perto da fronteira de Ω iremos agora considerar o pro-
blema B, com singularidade no ponto sB = (1/2,−3/4). De modo ana´logo ao problema A,
tambe´m neste problema se observou que o me´todo de colocac¸a˜o e´ numericamente esta´vel
ate´ ordem 60. Para valores de ordem N superior a 60 os erros das soluc¸o˜es de colocac¸a˜o
∆uN na˜o sa˜o inferiores ao erro ∆u60 e, consequentemente apenas introduzimos ru´ıdos
indeseja´veis nos coeficientes espectrais.
Observando a localizac¸a˜o de zeros e polos dos ACP mistos H(60)m verifica´mos que todos
os filtros H(60)m dispon´ıveis na˜o possuem pares de Froissart em Ω.
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Os erros ∆H(60)m diminuem muito lentamente com o aumento de m e nunca melhoram
o erro do filtro espectral ∆u60. Na Figura 4.15 comparamos o erro da soluc¸a˜o espectral
u60 com os erros dos filtros H(60)10 e H(60)19 . Em termos de erro ma´ximo absoluto, tem-se
max
(x,y)∈Ω
∆u60 = 3.42e−2, max
(x,y)∈Ω
∆H(60)10 = 5.81e−2 e max
(x,y)∈Ω
∆H(60)19 = 4.01e−2.
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Figura 4.15: Erro absoluto da soluc¸a˜o de colocac¸a˜o ∆u60 (esquerda) Erros absolutos dos
filtros mistos ∆H(60)10 e ∆H(60)19 (centro e direita) do problema B.
4.5.2 ACP “homoge´neos” do tipo I
ACP “homoge´neos” do tipo I da func¸a˜o salto
De forma ana´loga aos exemplos anteriores, testa´mos o comportamento de IHm,n da
func¸a˜o salto (4.31). Os resultados obtidos foram ideˆnticos aos obtidos para os AP mistos
Hm. Ou seja, todos os AP IHm,n observados apresentam pares de Froissart em Ω, o
que destro´i a qualidade das suas aproximac¸o˜es. Note-se que para estes aproximantes
podemos fixar o conjunto de ı´ndices do denominador Dm e variar o conjunto de ı´ndices do
numerador Nn. E´ interessante verificar que nestas sequeˆncias os zeros dos aproximantes
tendem a espalhar-se pela regia˜o de Ω onde a func¸a˜o salto se anula e os pares de Froissart
apenas se localizam na regia˜o onde a func¸a˜o toma o valor 1. Ilustramos este facto na
figura 4.16 onde apresentamos aproximantes com m = 1 fixo e valores de n = 1, 4, . . . , 25.
Quando se aumenta o valor de m os pares de Froissart tendem a preencher a regia˜o de Ω
onde a func¸a˜o salto toma o valor 1.
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Figura 4.16: Localizac¸a˜o de po´los (curva a preto) e de zeros (curvas a magenta) de
aproximantes IHm,n da func¸a˜o salto com o conjunto de D1 fixo e com o conjunto Nn
a variar.
Filtragem espectral via AP “homoge´neos” do tipo I
Os filtros dos problemas A e B via AP “homoge´neos” do tipo I teˆm um comporta-
mento similar a` filtragem via AP mistos. Nomeadamente, todos os aproximantes IH
(60)
m,n
ating´ıveis, na˜o possuem pares de Froissart em Ω e os valores ma´ximos de ∆IH
(60)
m,n em
Ω atingem valores pro´ximos dos valores ma´ximos da soluc¸a˜o ∆u60 sem contudo con-
seguirem melhorar a aproximac¸a˜o espectral. Contudo, tanto no problema A como no
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problema B, os melhores filtros IH
(60)
m,n foram obtidos para valores de m = 1 e valor de
n ma´ximo. Na Figura 4.17 apresentam-se os erros absolutos ma´ximos max
(x,y)∈Ω
∆IH
(60)
1,n ,
para n = 1, 2, . . . , 56 comparados com os erros absolutos ma´ximos max
(x,y)∈Ω
∆u60 para os
problemas A, B, C e D. Como podemos verificar no problema A, o valor ma´ximo do
erro da soluc¸a˜o espectral e´ max
(x,y)∈Ω
∆u60 = 7.92e−2 e o valor ma´ximo do erro do me-
lhor filtro e´ max
(x,y)∈Ω
∆IH
(60)
1,56 = 7.41e−2. No problema B o valor ma´ximo do erro da
soluc¸a˜o espectral e´ max
(x,y)∈Ω
∆u60 = 3.62e−2 e o valor ma´ximo do erro do melhor filtro
e´ max
(x,y)∈Ω
∆IH
(60)
1,56 = 3.74e−2. Ou seja os resultados dos filtros “homoge´neos” do tipo I sa˜o
melhores, mas na˜o significativamente, do que os resultados obtidos com filtros mistos mas
na˜o melhoraram os resultados obtidos pela aproximac¸a˜o espectral.
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Figura 4.17: Erros absolutos ma´ximos max
(x,y)∈Ω
IH
(60)
1,n para valores de n = 1, 2, . . . , 56 (curvas
a preto), erros absolutos ma´ximos max
(x,y)∈Ω
∆u60 (linha vermelha) para os problemas A, B,
C e D.
Iremos, de seguida, considerar a filtragem do problema C, com singularidade sC =
(1/2, 1) na fronteira de Ω e a filtragem do problema D, com singularidade sD = (1, 1)
num ve´rtice da fronteira de Ω. De salientar que para os dois problemas a melhor soluc¸a˜o
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espectral e´ a soluc¸a˜o de ordem N = 60 e que todos os filtros na˜o possuem po´los em Ω.
Filtragem do problema C Neste problema o melhor filtro, no sentido de que minimiza
max
(x,y)∈Ω
∆IH(60)m,n e´ o filtro de ordem mais baixa
IH
(60)
1,1 , ver Figura 4.17. Na realidade tem-se
max
(x,y)∈Ω
I
H
(60)
1,1 (x, y) = 6.75e−1 que e´ ligeiramente inferior ao valor ma´ximo do erro absoluto
da soluc¸a˜o espectral max
(x,y)∈Ω
u60(x, y) = 7.5e − 1. No entanto, sacrificamos a aproximac¸a˜o
dada por IH
(60)
1,1 nos pontos de Ω mais afastados da singularidade, ver Figura 4.18.
Uma u´ltima observac¸a˜o, dado que a singularidade sC se encontra no lado do quadrado
y = 1 da fronteira de Ω e que a func¸a˜o que define as condic¸o˜es fronteira e´ a func¸a˜o
hW , tentou-se melhorar os resultados aumentando a ordem da soluc¸a˜o de primeira ordem
para calcular os coeficientes de hW com maior precisa˜o, ver exemplo 1.4.2. Contudo os
resultados obtidos na˜o sofreram quaisquer alterac¸o˜es.
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Figura 4.18: Erros absolutos do problema C. (esquerda) ∆u60, (centro) ∆
IH
(60)
1,1 , (direita)
∆IH
(60)
1,56.
Filtragem do problema D Entre os quatro problemas tratados, o problema D e´
o que exibe convergeˆncia do me´todo de colocac¸a˜o mais ra´pida. De facto, observou-se
que max
(x,y)∈Ω
∆u60 = 3.99e − 6. O filtro com melhor aproximac¸a˜o foi, analogamente aos
problemas A e B, o aproximante IH
(60)
1,56, com max
(x,y)∈Ω
I
H
(60)
1,56 = 1.60e − 4. Na Figura 4.19
representamos, em escala logar´ıtmica, os erros ∆u60, ∆
IH
(60)
1,56 e ∆
IH
(60)
19,19. Note-se que o
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erro absoluto do aproximante IH
(60)
1,56 e´ inferior ao erro absoluto do aproximante
IH
(60)
19,19 em
quase todos os pontos de Ω.
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Figura 4.19: Erros absolutos do problema D. (esquerda) ∆u60, (centro) ∆
IH
(60)
1,56, (direita)
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4.5.3 ACP “homoge´neos” do tipo II
Comec¸amos por observar que enquanto nos ACP “homoge´neos” do tipo I existem
sequeˆncias de aproximantes com o conjunto Dm fixo,
{
IHm,n
}
n≥1, com m fixo, nos ACP
“homoge´neos” do tipo II existem sequeˆncias de aproximantes com o conjunto Nm fixo,{
IIHm,n
}
m≥1, com n fixo.
ACP “homoge´neos” do tipo II da func¸a˜o salto
Relativamente a` localizac¸a˜o dos po´los, verificou-se que todos os AP “homoge´neos” do
tipo II observados, possuem po´los espu´rios e/ou pares de Froissart em Ω, com a excec¸a˜o de
dois casos, IIH6,1 e
IIH8,1, ver Figura 4.20. Os erros para estes dois u´ltimos, encontram-se
ilustrados na figura 4.21 na qual se representam os erros da se´rie truncada (4.33) ∆f8,1 e
os erros IIH6,1 e
IIH8,1. Estas aproximac¸o˜es de Pade´ na˜o melhoram a aproximac¸a˜o dada
pela se´rie truncada f8,1.
Filtragem espectral via AP “homoge´neos” do tipo II
A filtragem dos quatro problemas com filtros “homoge´neos” do tipo II revelou resul-
tados em tudo semelhantes aos resultados descritos acima, para filtros “homoge´neos” do
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Figura 4.20: Localizac¸a˜o dos po´los (curvas a preto) e dos zeros (curvas a magenta) dos
ACP IIHm,1, m = 1, 2, . . . , 9, da func¸a˜o salto.
tipo I. A principal diferenc¸a deve-se ao facto de que para uma soluc¸a˜o espectral de ordem
N fixa, o nu´mero de AP do tipo II acess´ıveis na˜o e´ necessariamente igual ao nu´mero de AP
do tipo I acess´ıveis. Por exemplo para uma soluc¸a˜o espectral de ordem N = 60, tem-se
para os aproximantes IH
(60)
1,n esta˜o acess´ıveis para valores de n = 1, 2, . . . , 56, enquanto os
AP do tipo II IIH
(60)
1,n apenas esta˜o dispon´ıveis para valores de n = 1, 2, . . . , 28.
Em jeito de resumo apresentamos na tabela 4.1 os valores ma´ximos dos erros abso-
lutos da soluc¸a˜o de colocac¸a˜o u60 e dos treˆs aproximantes de equac¸o˜es provenientes de
reticulados,Hm, IHm,n e IIHm,n, para os quatro problemas estudados. Podemos observar
que, com a excec¸a˜o do problema C, os aproximantes homoge´neos do tipo I forneceram
a melhor aproximac¸a˜o de Pade´ mas na˜o melhoram a aproximac¸a˜o de colocac¸a˜o. Para o
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Figura 4.21: Erros absolutos: ∆f8,1 (esquerda), ∆
IIH6,1 (centro) e ∆
IIH8,1 (direita) da
func¸a˜o salto.
problema C todos os filtros melhoram a aproximac¸a˜o dada pela soluc¸a˜o de colocac¸a˜o u60,
e o filtro que fornece a melhor aproximac¸a˜o e´ o filtro homoge´neo do tipo II. Todavia, esta
melhoria e´ apenas local, numa regia˜o pro´xima da singularidade sC que se situa no ponto
me´dio de um dos lados que delimita o domı´nio Ω.
max
(x,y)∈Ω
∆u60 max
(x,y)∈Ω
∆Hm max
(x,y)∈Ω
∆IHm,n max
(x,y)∈Ω
∆IIHm,n
Problema A 7.92e−2 8.12e−2
m = 19
7.41e−2
m = 1, n = 56
8.63e−2
m = 1, n = 28
Problema B 3.62e−2 4.01e−2
m = 19
3.74e−2
m = 1, n = 56
4.74e−2
m = 1, n = 28
Problema C 7.50e−1 6.54e−1
m = 1
6.75e−1
m = 1, n = 1
6.35e−1
m = 1, n = 1
Problema D 3.99e−6 3.12e−2
m = 19
1.60e−4
m = 1, n = 56
6.53e−4
m = 1, n = 28
Tabela 4.1: Erros absolutos ma´ximos das soluc¸o˜es espectrais u60 e dos melhores filtrosHm,
IHm,n e
IIHm,n para os quatro problemas considerados. Os valores de m e de n indicados
representam a ordem do melhores filtros.
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4.6 Observac¸o˜es e concluso˜es
Numa primeira observac¸a˜o notamos que na˜o encontra´mos na literatura resultados so-
bre convergeˆncia de aproximantes de Pade´ de se´ries ortogonais multidimensionais. Deste
modo todas as concluso˜es efetuadas nesta secc¸a˜o baseiam-se apenas nos resultados obti-
dos nos diversos testes nume´ricos efetuados. A segunda observac¸a˜o reside no facto dos
resultados obtidos nas duas abordagens de ACP bidimensionais (nested e provenientes de
reticulados) dependerem fortemente das func¸o˜es a aproximar. Ale´m disso os resultados
obtidos com ACP provenientes de reticulados dependem tambe´m da geometria dos con-
juntos de ı´ndices N , D e E. Deste modo, dada uma func¸a˜o bidimensional f , o problema
da escolha de um “bom” ACP bidimensional de f na˜o e´ um problema trivial.
Para explicar os resultados obtidos iremos considerar duas classes de func¸o˜es em
Lω([−1, 1]2): F1 a classe das func¸o˜es que possuem um conjunto de singularidades na˜o
isoladas em Ω, e F2 a segunda classe de func¸o˜es constitu´ıda por func¸o˜es anal´ıticas ou
por func¸o˜es que possuem um conjunto de singularidades isoladas em Ω. Como o nosso
objetivo e´ usar os AP como filtros de soluc¸o˜es espectrais de problemas diferenciais r´ıgidos
(stiff) estudamos sobretudo o comportamento de AP de func¸o˜es da classe F1 e de func¸o˜es
da classe F2 com singularidades isoladas no domı´nio Ω.
ACP de func¸o˜es em F1
No caso das func¸o˜es em F1, os testes nume´ricos efetuados revelaram que os aproximan-
tes nested possuem algumas vantagens sobre os aproximantes de equac¸o˜es provenientes
de reticulados. De facto, se analisarmos os resultados obtidos para a func¸a˜o salto, obser-
vamos que todos os ACP provenientes de reticulados possuem po´los espu´rios e/ou pares
de Froissart em Ω, com a excec¸a˜o de IIH6,1 e de
IIH8,1. Ao inve´s, os aproximantes nested
Rm,n, da func¸a˜o salto na˜o exibem po´los espu´rios e/ou pares de Froissart em Ω. Conse-
quentemente parece ser prefer´ıvel optar pelos ACP nested, ou pelos ACP homoge´neos do
tipo II, ao aproximar func¸o˜es da classe F1. Todavia notamos que, geralmente, o uso de
ACP bidimensionais, de func¸o˜es em F1, na˜o melhora os resultados dados pelas soluc¸o˜es
espectrais.
ACP de func¸o˜es em F2
Para func¸o˜es em F2 com singularidades isoladas no domı´nio Ω, justifica-se o uso dos
filtros definidos por equac¸o˜es provenientes de reticulados apresentados, sendo que, se ob-
teve melhores resultados com filtros homoge´neos do tipo II. Todavia estes filtros apenas
melhoram localmente, e em certos casos especiais, a aproximac¸a˜o dada pela soluc¸a˜o espec-
tral. Note-se que nos exemplos apresentados nas secc¸o˜es anteriores apenas no problema C,
com singularidade no ponto me´dio de um dos lados da fronteira de Ω, os filtros melhoram
143
a aproximac¸a˜o da soluc¸a˜o espectral, mas apenas em pontos relativamente pro´ximos da
singularidade sC .
Analogamente ao caso unidimensional, ver Exemplo 3.3.2, se a soluc¸a˜o de uma equac¸a˜o
diferencial tiver “mudanc¸as bruscas de valores” enta˜o a convergeˆncia exibida pelos me´todos
espectrais e´ lenta. Note-se que estas func¸o˜es tanto podem pertencer a` classe F1 ou a` classe
F2. Iremos de seguida apresentar os resultados obtidos do seguinte exemplo que e´ uma
versa˜o bidimensional do Exemplo 3.3.2.
Exemplo 4.6.1. Consideramos, neste exemplo, novamente a equac¸a˜o de Poisson bidi-
mensional, com as func¸o˜es g, hW , hE, hS e hN definidas respetivamente por
g(x, y) = −8(x+ y)
ǫ3
√
π
e−
(x+y)2
ǫ2 (4.41)
hW (y) = erf
(
y − 1
ǫ
)
(4.42)
hE(y) = erf
(
y + 1
ǫ
)
(4.43)
hN(x) = erf
(
x+ 1
ǫ
)
(4.44)
hS(x) = erf
(
x− 1
ǫ
)
(4.45)
onde, ǫ ∈ R+ e erf e´ a func¸a˜o erro.
A soluc¸a˜o deste problema e´ a func¸a˜o u definida por
u(x, y) = erf
(
x+ y
ǫ
)
que se anula na reta x+ y = 0. Quando ǫ tende para zero a func¸a˜o u tende pontualmente
para a func¸a˜o descont´ınua s definida por
s(x, y) =


1, x+ y > 0
0, x+ y = 0
−1, x+ y < 0
.
Deste modo, a soluc¸a˜o u, para valores de ǫ pro´ximos de zero, sofre uma mudanc¸a
brusca numa vizinhanc¸a da reta x + y = 0. Resolvendo este problema, com ǫ = 10−2,
usando o me´todo de colocac¸a˜o obteve-se a soluc¸a˜o de colocac¸a˜o uN , N = 75, com erro
ma´ximo absoluto em Ω, max(x,y)∈Ω∆u75(x, y) = 9.79e − 1. Para valores de N > 75
as soluc¸o˜es de colocac¸a˜o na˜o melhoram significativamente este resultado. Os resultados
obtidos sa˜o ilustrados na Figura 4.22.
Foram testados os quatro filtros considerados neste trabalho, e observou-se que os
filtros nested, mistos e homoge´neos do tipo I possu´ıam todos po´los espu´rios ou pares de
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Figura 4.22: Soluc¸a˜o do exemplo 4.6.1 com ǫ = 10−2 (esquerda), Soluc¸a˜o espectral u75
(centro), Erro absoluto da soluc¸a˜o espectral ∆u75 (direita).
Froissart no domı´nio Ω. Todavia existem sucesso˜es de filtros homoge´neos do tipo I, IIH
(75)
m,n
isentos de po´los espu´rios/pares de Froissart no domı´nio Ω. Mais exatamente, se fixarmos
o valor de m0, e escolhermos um valor n0 > m0 suficientemente grande enta˜o todos os
filtros IIH
(75)
m0,n, n ≥ n0 acess´ıveis na˜o possuem po´los espu´rios nem pares de Froissart no
domı´nio Ω. Este facto mostra que ale´m da escolha dos ACP bidimensionais ser crucial,
tambe´m a escolha dos conjuntos Nn, Dm e Ek e´ igualmente importante no processo de
filtragem de problemas bidimensionais. Se fixarmos o valor m0 = 2, observamos que para
valores de n ı´mpares tais que n ≥ n0, n0 = 9, os filtros IIH(75)2,n acess´ıveis, 9 ≤ n ≤ 35 na˜o
possuem po´los espu´rios nem pares de Froissart no domı´nio Ω. Apresentamos a localizac¸a˜o
dos po´los e zeros de alguns filtros da sequeˆncia IIH
(75)
2,n , n ≥ 1 na Figura 4.23.
Na Figura 4.24 representamos, com uma linha vermelha, o erro absoluto ma´ximo da
soluc¸a˜o de colocac¸a˜o e, com quadrados, os erros absolutos ma´ximos dos filtros
max
(x,y)∈Ω
∆IIH
(75)
2,n (x, y), n = 9, 11, . . . , 35.
Podemos observar que apenas o filtro IIH
(75)
2,33 melhora ligeiramente o erro ma´ximo da
soluc¸a˜o de colocac¸a˜o. Na realidade, os gra´ficos indicados na Figura 4.25 mostram que o
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1
Figura 4.23: Localizac¸a˜o dos zeros (curvas de cor magenta) e po´los (curvas de cor preta)
de alguns filtros da sequeˆncia IIH
(75)
2,n , do Exemplo 4.6.1 com ǫ = 10
−2.
gra´fico do erro ∆u75 e´ quase indistingu´ıvel do gra´fico do erro ∆
IIH
(75)
2,33, com a excec¸a˜o de
pontos situados junto da fronteira do domı´nio Ω. Note-se que nos pontos da fronteira de Ω
a aproximac¸a˜o dada pelo me´todo de colocac¸a˜o e´ naturalmente melhor que as aproximac¸o˜es
de Pade´, dado que as soluc¸o˜es de colocac¸a˜o coincidem com a soluc¸a˜o nos no´s situados na
fronteira de Ω enquanto os AP na˜o.
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0.9785
0.979
0.9795
0.98
0.9805
0.981
n
Figura 4.24: max(x,y)∈Ω∆IIH
(75)
2,n (x, y), n = 9, 11, . . . , 35, (assinalados com um quadrado).
Erro absoluto ma´ximo da soluc¸a˜o de colocac¸a˜o max(x,y)∈Ω∆u75(x, y) = 9.78795e − 1 do
Exemplo 4.6.1 com ǫ = 10−2 (linha vermelha).
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x
Figura 4.25: Erro absoluto da soluc¸a˜o de colocac¸a˜o u75 (Esquerda), erro absoluto do
filtro ∆IIH
(75)
2,33 (Direita).
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Apeˆndice A
Polino´mios ortogonais
A.1 Problemas de Sturm-Liouville
A importaˆncia dos problemas de Sturm-Liouville (S-L) nos me´todos espectrais reside
no facto das aproximac¸o˜es espectrais serem combinac¸o˜es lineares de func¸o˜es pro´prias,
tambe´m conhecidas por func¸o˜es base, de um problema de Sturm-Liouville. Ale´m disso
a taxa de convergeˆncia de um me´todo espectral esta´ intimamente relacionada com o
espectro do problema de S-L associado a`s func¸o˜es base escolhidas. De facto, o nome dado
a estes me´todos, Me´todos espectrais, deve-se a esta caracter´ıstica. Abordaremos com mais
detalhe estas caracter´ısticas, dos me´todos espectrais, no apeˆndice C.
Um problema de Sturm-Liouville e´ um problema da forma [CH89]
− (pu′)′ + qu = λwu, em I, λ ∈ R (A.1)
onde I e´ um intervalo aberto em R e as func¸o˜es p : I¯ −→ R, q : I −→ R e w : I −→ R
sa˜o cont´ınuas com p ≥ 0 em I¯ e w > 0 em I. Se p > 0 em I¯ o problema diz-se regular, e,
no caso de p ter pelo menos um zero o problema diz-se singular.
Nos me´todos espectrais estamos interessados nos problemas para os quais as soluc¸o˜es
{(λn, un)}n∈N0 verificam λn > 0, limn→∞λn =∞, onde un sa˜o polino´mios de grau n devida-
mente normalizados. As func¸o˜es pro´prias polinomiais de um problema (A.1) satisfazem
uma relac¸a˜o de recorreˆncia a dois termos. Mais exactamente temos o seguinte
Teorema A.1.1. Se {un}n∈N0 e´ uma sucessa˜o de soluc¸o˜es de (A.1), onde un e´ um po-
lino´mio de grau n, enta˜o e´ poss´ıvel encontrar treˆs sucesso˜es de nu´meros reais: {ρn}n≥2,
{σn}n≥2 e {ξn}n≥2 tais que,
un(x) = (ρnx+ σn)un−1(x) + ξnun−2(x) ∀n ≥ 2, ∀x ∈ I. (A.2)
Definindo ρ1 e σ1 de forma a que u1(x) = (ρ1x+σ1)u0(x) podemos calcular uma soluc¸a˜o
polinomial de grau n, usando a relac¸a˜o (A.2) a partir da soluc¸a˜o polinomial de grau zero.
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Derivando (A.2) encontramos uma relac¸a˜o para as derivadas das soluc¸o˜es polinomiais
u′n(x) = (ρnx+ σn)u
′
n−1(x) + ρnun−1(x) + ξnu
′
n−2(x) ∀n ≥ 2, ∀x ∈ I, (A.3)
com condic¸o˜es iniciais u′0(x) = 0 e u
′
1(x) = ρ1u0. De modo ana´logo podemos encontrar
relac¸o˜es de recorreˆncia para as derivadas de ordem superior.
Iremos ver de seguida as famı´lias de soluc¸o˜es do problema (A.1) mais relevantes para
os me´todos espectrais.
A.2 Polino´mios de Jacobi
Considerando em (A.1) I =] − 1, 1[, p(x) = (1 − x)α+1(1 + x)β+1, ∀x ∈ I¯, q(x) = 0
e w(x) = (1 − x)α(1 + x)β, ∀x ∈ I, onde α, β > −1 obtemos o seguinte problema de
Sturm-Liouville
− (1− x2)u′′ + ((α + β + 2)x+ α− β)u′ = λu. (A.4)
Aplicando o me´todo de Frobenius a` equac¸a˜o (A.4), obtemos o seguinte resultado,
Teorema A.2.1. Se uma soluc¸a˜o de (A.4) e´ um polino´mio de grau n enta˜o, o seu valor
pro´prio associado λn e´ dado por λn = n(n+ α + β + 1), n = 0, 1, 2 . . ..
A cada valor pro´prio da forma λn = n(n+α+β+1), n ∈ N0, esta˜o associados func¸o˜es
pro´prias polinomiais de grau n que se distinguem apenas por um fator multiplicativo.
Definimos os polino´mios de Jacobi, P
(α,β)
n como sendo a u´nica func¸a˜o pro´pria polinomial
de grau n normalizado pela condic¸a˜o,
P (α,β)n (1) =
(
n+ α
n
)
=
Γ(n+ α + 1)
n!Γ(α + 1)
, n ∈ N0, (A.5)
ou, equivalentemente, por
P (α,β)n (−1) = (−1)n
(
n+ β
n
)
(A.6)
onde Γ e´ a func¸a˜o gama, definida, para todo o x real positivo, por
Γ(x) =
∫ +∞
0
tx−1e−tdt.
Existem muitos resultados para a famı´lia dos polino´mios de Jacobi, ver p. ex. [Ask75].
Resumimos de seguida alguns resultados sobre os polino´mios de Jacobi u´teis para os
me´todos espectrais. (fo´rmula de Rodrigues)
(1− x)α(1 + x)βP (α,β)n (x) =
(−1)n
2nn!
dn
dxn
{
(1− x)n+α(1 + x)n+β} (A.7)
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Os polino´mios de Jacobi verificam igualmente a seguinte fo´rmula
P
(α,β)
n (x) = 12n
∑n
k=0
(
n+α
k
)(
n+β
n−k
)
(x− 1)n−k(x+ 1)k
= Γ(2n+α+β+1)
2nn!Γ(n+α+β+1)
[
xn + (α−β)n
2n+α+β
xn−1 + · · ·
]
, n ∈ N0.
(A.8)
Para os polino´mios de Jacobi a relac¸a˜o (A.2) toma a forma
P (α,β)n = (ρnx+ σn)P
(α,β)
n−1 + ξnPn−1, n ≥ 2 (A.9)
onde
P
(α,β)
0 (x) = 1, P
(α,β)
1 (x) =
1
2
(α + β + 2) x+
1
2
(α− β) , (A.10)
sendo as sucesso˜es {ρn}n≥2, {σn}n≥2 e {ξn}n≥2 determinadas por
ρn =
(2n+α+β)(2n+α+β−1)
2n(n+α+β)
σn =
(α2−β2)(2n+α+β−1)
2n(n+α+β)(n+α+β−2)
ξn = − (n+α−1)(n+β−1)(2n+α+β)n(n+α+β)(2n+α+β−2) , n ≥ 2
(A.11)
E, no intervalo I¯, tem-se [Sze39]
max
x∈[−1,1]
∣∣P (α,β)n (x)∣∣ = max{∣∣P (α,β)n (±1)∣∣} = max
{(
n+ α
n
)
,
(
n+ β
n
)}
, n ∈ N. (A.12)
Diferentes escolhas dos paraˆmetros α e β originam diferentes famı´lias de polino´mios de
Jacobi. Se escolhermos valores de α e β tais que α = β obtemos a famı´lia dos chamados
polino´mios ultra esfe´ricos, tambe´m chamados de polino´mios de Gegenbauer. Na famı´lia
dos polino´mios de Gegenbauer, destacamos os polino´mios de Legendre e os polino´mios de
Chebyshev.
A.2.1 Polino´mios de Legendre
Os polino´mios de Legendre sa˜o polino´mios de Jacobi ultra esfe´ricos com α = β = 0.
Sa˜o representados por Pn (em vez de P
(0,0)
n ) e sa˜o func¸o˜es pro´prias do problema de Sturm-
Liouville
− ((x2 − 1)u′)′ = n(n+ 1)u (A.13)
As condic¸o˜es (A.5) e (A.6) para os polino´mios de Legendre sa˜o
Pn(1) = 1, Pn(−1) = (−1)n, n ∈ N. (A.14)
E a sua relac¸a˜o de recorreˆncia toma a forma
Pn(x) =
2n− 1
n
xPn−1(x)− n− 1
n
Pn−2(x), x ∈ I¯ , n ≥ 2. (A.15)
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com P0(x) = 1 e P1(x) = x. Uma importante propriedade e´ que Pn e´ uma func¸a˜o par se
n for par e e´ uma func¸a˜o ı´mpar se n for ı´mpar. Outras propriedades de interesse para os
me´todos espectrais (para mais detalhes ver [Sze39]) sa˜o: de (A.13) pode-se concluir que
P ′n(±1) = ±
n(n+ 1)
2
(±1)n, n ∈ N, (A.16)
e de (A.12) conclu´ımos que
|Pn(x)| ≤ 1, x ∈ I¯ , n ∈ N. (A.17)
Para n ≥ 2 e´ ainda poss´ıvel mostrar que os polino´mios de Legendre sa˜o uniformemente
limitados, em I¯, pelas para´bolas y = −1
2
(1+x2) e y = 1
2
(1+x2). Usando a relac¸a˜o (A.15)
podemos concluir que
lim
n→∞
Pn(0) = 0
dado que se tem
Pn(0) =
{
0 se n par,
n!2−n
[(
n
2
)
!
]−2
se n impar.
(A.18)
A.2.2 Polino´mios de Chebyshev
Os polino´mios de Chebyshev de primeira espe´cie, Tn, esta˜o relacionados com os po-
lino´mios ultra esfe´ricos pela escolha dos paraˆmetros α = β = −1
2
e sa˜o definidos por (para
mais detalhes ver p. ex. [Luk69])
Tn = knP
(− 1
2
,− 1
2
)
n , n ∈ N0, (A.19)
onde
kn =
(n!2n)2
(2n)!
=
n!
√
π
Γ
(
n+ 1
2
) = [(n− 12
n
)]−1
.
Os polino´mios de Chebyshev sa˜o func¸o˜es pro´prias do problema de Sturm-Liouville(√
1− x2u′
)′
+
n2√
1− x2u = 0, (A.20)
e satisfazem a relac¸a˜o de recorreˆncia
Tn(x) = 2xTn−1(x)− Tn−2(x), x ∈ I¯ , n ≥ 2, (A.21)
onde T0 = 1 e T1 = x.
Uma expressa˜o explicita para os polino´mios de Chebyshev de grau n e´ dada por
Tn(x) =
[n2 ]∑
k=0

(−1)k [
n
2 ]∑
m=k
(
n
2m
)(
m
k
)xn−2k
= 2n−1xn − n2n−3xn−2 + 1
2
n(n− 3)2n−5xn−4 + · · · , x ∈ I¯ , n ∈ N0,
(A.22)
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consequentemente Tn e´ uma func¸a˜o par (impar) se n foˆr par (impar).
Efetuando x = cos θ obte´m-se a relac¸a˜o
Tn(cos θ) = cosnθ, θ ∈ [0, π] , n ∈ N0, (A.23)
logo, sa˜o va´lidas as seguintes propriedades:
Tn(±1) = (±1)n, (A.24)
Tn(±1) = (±1)n+1n2, (A.25)
|Tn(x)| ≤ 1, x ∈ I¯ , n ∈ N0, (A.26)
|T ′n(x)| ≤ n2, x ∈ I¯ , n ∈ N0, (A.27)
Tn =
T ′n+1
2(n+ 1)
− T
′
n−1
2(n− 1) , n ≥ 2 (A.28)
Os polino´mios de Chebyshev de segunda espe´cie, Un, definem-se como sendo
Un =
1
n+ 1
T ′n+1, n ∈ N0. (A.29)
Usando (A.4) e (A.19) temos que os polino´mios de Chebyshev de segunda espe´cie satis-
fazem
Un = knP
( 1
2
, 1
2
)
n (A.30)
e, deste modo, pertencem igualmente a` famı´lia dos polino´mios ultra-esfe´ricos. Os po-
lino´mios de Chebyshev de segunda espe´cie satisfazem propriedades semelhantes a`s pro-
priedades vistas para os de primeira espe´cie.
Os polino´mios de Legendre e os polino´mios de Chebyshev (de primeira e segunda
ordem) sa˜o apropriados para serem usados em aproximac¸o˜es de func¸o˜es em intervalos li-
mitados. Iremos ver em seguida famı´lias polinomiais para aproximar func¸o˜es em intervalos
na˜o limitados.
A.3 Polino´mios de Laguerre
Seja α > −1 e I = ] 0,+∞ ]. Definindo em (A.1) p(x) = xα+1e−x, ∀x ∈ I¯, q(x) = 0 e
w(x) = xαe−x, ∀x ∈ I, temos um problema de Sturm-Liouville da forma
xu′′ + (α + 1− x)u′ + λu = 0. (A.31)
Este problemas apenas admite soluc¸o˜es polinomiais se λ = n, n ∈ N.
Definimos o polino´mio de Laguerre, Lαn, de grau n como sendo a (u´nica) func¸a˜o pro´pria
do problema (A.31) que satisfaz a condic¸a˜o de normalizac¸a˜o
Lαn(0) =
(
n+ α
n
)
, n ∈ N0, α > −1. (A.32)
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Para os polino´mios de Laguerre a fo´rmula de Rodrigues fica
e−xxαL(α)n (x) =
1
n!
dn
dxn
(
e−xxn+α
)
, (A.33)
e´ va´lida a igualdade
L(α)n (x) =
n∑
k=0
(
n+ α
n− k
)
(−1)k
k!
xk, (A.34)
e a relac¸a˜o de recorreˆncia (A.2) toma a forma
L(α)n (x) =
2n+ α− 1− x
n
L
(α)
n−1(x)−
n+ α− 1
n
L
(α)
n−2(x), ∀n ≥ 2, (A.35)
onde L
(α)
0 (x) = 1 e L
(α)
1 (x) = 1 + α − x. Existem va´rias relac¸o˜es que relacionam os
polino´mios de Laguerre para diferentes valores de α. Apenas indicamos as mais relevantes
para os me´todos espectrais (para mais detalhes ver [Sze39]),
d
dx
L
(α)
n+1 = −L(α)n , n ∈ N0, α > −1, (A.36)
L
(α)
n+1 = L
(α+1)
n+1 − L(α+1)n , n ∈ N0, α > −1. (A.37)
A.4 Polino´mios de Hermite
Os polino´mios de Hermite, Hn, n ∈ N0 sa˜o func¸o˜es pro´prias de um problema de Sturm
Liouville na˜o singular onde fazemos em (A.1) p(x) = w(x) = e−x
2
e q(x) = 0, para todo
x ∈ I = R. Obtemos deste modo a equac¸a˜o diferencial(
e−x
2
H ′n(x)
)′
+ 2ne−x
2
Hn(x) = 0 (A.38)
A condic¸a˜o de normalizac¸a˜o e´
Hn(0) = (−1)n/2 n!
(n/2)!
se n e´ par (A.39)
H ′n(0) = (−1)(n−1)/2
(n+ 1)!
((n+ 1)/2)!
se n e´ impar (A.40)
A fo´rmula de Rodrigues toma a forma
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
, (A.41)
explicitamente os polino´mios de Hermite verificam a igualdade
Hn(x) = n!
[n/2]∑
m=0
(−1)m (2x)
n−2m
m!(n− 2m)! , n ∈ N0, x ∈ R, (A.42)
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logo os polino´mios de Hermite sa˜o func¸o˜es pares (´ımpares) se n e´ par (´ımpar). A respectiva
relac¸a˜o de recorreˆncia a treˆs termos e´
Hn(x) = 2xHn−1(x)− 2(n− 1)Hn−2(x), n ≥ 2, (A.43)
onde H0(x) = 1 e H1(x) = 2x. As derivadas dos polino´mios de Hermite tomam uma
forma particularmente simples. Derivando (A.41) temos que
H ′n(x) = 2xHn(x)−Hn+1(x), n ∈ N, x ∈ R, (A.44)
e usando a relac¸a˜o de recorreˆncia (A.43) obtemos
H ′n(x) = 2nHn−1(x), n ≥ 1, x ∈ R. (A.45)
A.5 Ortogonalidade
O resultado fundamental desta secc¸a˜o e´ que verificadas certas condic¸o˜es as func¸o˜es
pro´prias de um problema de Sturm-Liouville formam um sistema ortogonal relativamente
a um produto interno que depende da func¸a˜o w, frequentemente designada por func¸a˜o
peso.
A.5.1 Polino´mios Ortogonais
Assumindo que a func¸a˜o p se anula nos extremos do intervalo I, caso I seja limitado,
ou que lim
x→±∞
p(x) = 0 caso I seja ilimitado. Enta˜o e´ va´lido o seguinte [Fun92]
Teorema A.5.1. Seja {un}n∈N0 uma sucessa˜o de func¸o˜es pro´prias do problema (A.1) e
{λn}n∈N0 a sucessa˜o de valores pro´prios correspondentes. Se a sucessa˜o de valores pro´prios
verificar a condic¸a˜o λn 6= λm se n 6= m enta˜o, tem-se∫
I
unumwdx = 0, ∀ n,m ∈ N0. (A.46)
Deste modo, as famı´lias dos polino´mios consideradas atra´s nomeadamente, os po-
lino´mios de Jacobi, Laguerre e Hermite sa˜o ortogonais relativamente ao produto interno
(u, v)w =
∫
I
uvwdx. (A.47)
A norma, chamada de norma-w, associada ao produto interno (A.47) e´ definida por
||u||w =
√
(u, u)w =
√∫
I
u2wdx. (A.48)
As normas dos polino´mios de Jacobi sa˜o dadas por [Sze39],
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∫ 1
−1
[
P (α,β)n
]2
(1− x)α(1 + x)βdx =


2α+β+1 Γ(α+1)Γ(β+1)
Γ(α+β+2)
se n = 0,
2α+β+1
(2n+α+β+1)n!
Γ(n+α+1)Γ(n+β+1)
Γ(n+α+β+1)
se n > 0
. (A.49)
Em, particular para os polino´mios de Legendre e de Chebyshev tem-se,
∫ 1
−1
P 2n(x)dx =
2
2n+ 1
, n ∈ N0, (A.50)
∫ 1
−1
T 2n(x)
dx√
1− x2 =


π se n = 0
π
2
se n > 0
. (A.51)
e para os polino´mios de Laguerre e de Hermite,
∫ +∞
0
[Lαn(x)]
2 xαe−xdx =
Γ(n+ α + 1)
n!
, n ∈ N0, (A.52)
∫ +∞
−∞
H2n(x)e
−x2dx = 2nn!
√
π. (A.53)
Seja {un}n≥0 uma famı´lia de soluc¸o˜es polinomiais de um problema de Sturm-Liouville
com func¸a˜o peso w e seja {u˜n}n≥0 famı´lia de polino´mios mo´nicos associada. Ou seja,
tem-se
u˜n = γ
−1
n un, onde γn = lim
x→+∞
un(x)
xn
, (A.54)
enta˜o e´ va´lido o seguinte
Teorema A.5.2. Para todo o n ∈ N0 e para todo o polino´mio, p, de grau n tal que
p(x) = xn + · · · tem-se
||u˜n||w ≤ ||p||w. (A.55)
A.5.2 Coeficientes de Fourier
Dado que os polino´mios uk, k = 0, 1, . . . , n, sa˜o ortogonais relativamente a um produto
interno, formam uma base do espac¸o vetorial, Pn, dos polino´mios de grau na˜o superior a
n. Pn tem dimensa˜o n + 1 logo, para todo p ∈ Pn, podemos determinar univocamente
n+ 1 coeficientes ck, k = 0, 1, . . . , n tal que
p =
n∑
k=0
ckuk. (A.56)
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Os coeficientes ck chamam-se coeficientes de Fourier de p relativamente a` base conside-
rada. Dados p =
n∑
k=0
ckuk e q =
n∑
k=0
bkuk enta˜o
pq =
n∑
k=0
n∑
j=0
(ckbj)ukuj . (A.57)
Integrando (A.57) em I e usando a ortogonalidade obtemos
(p, q)w =
n∑
k=0
ckbk||uk||2w, (A.58)
logo
||p||w =
(
n∑
k=0
c2k||uk||2w
)1/2
. (A.59)
Em particular se q = uk, k = 0, 1, . . . , n, temos a expressa˜o explicita para os os
coeficientes de Fourier de p
ck =
(p, uk)w
||uk||2w
, p ∈ Pn, k = 0, 1, . . . , n. (A.60)
Seja f uma func¸a˜o tal que fw e´ integra´vel em I (caso I seja ilimitado exigimos tambe´m
que f tenda para zero no infinito), enta˜o define-se os coeficientes de f fazendo
ck =
1
||uk||2w
∫
I
fukwdx, k ∈ N0. (A.61)
Definimos o operador projecc¸a˜o
Πw,n : C
0(I¯) −→ Pn, n ∈ N0, (A.62)
tal que Πw,nf = pn, com pn =
∑n
k=0 ckuk. O operador projec¸a˜o e´ linear e ao polino´mio
pn chamamos projec¸a˜o ortogonal de f em Pn relativamente ao produto interno (∗, ∗)w. O
operador projec¸a˜o satisfaz as propriedades seguintes
Πw,np = p, ∀p ∈ Pn, (A.63)
Πw,num = 0, ∀m > n. (A.64)
A.6 Norma Infinito
Seja I um intervalo limitado. No espac¸o das func¸o˜es cont´ınuas em I¯. Definimos a
norma infinito
||f ||∞ = max
x∈I¯
|f(x)| ∀f ∈ C0(I¯). (A.65)
Um dos principais resultados que caracterizam os polino´mios de Chebyshev e´ o seguinte
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Teorema A.6.1. Para todo n ∈ N0 e para todo o polino´mio p em I¯ = [−1, 1] de grau n
com coeficiente guia unita´rio tem-se
||T˜ ||∞ ≤ ||p||∞ (A.66)
Note-se que
||T˜ ||∞ =


1 se n = 0,
21−n se n ≥ 1.
Os dois teoremas, que se seguem, estabelecem limites superiores para a norma infinita
da derivada de polino´mios [Che66].
Teorema A.6.2 (Markoff). Seja I¯ = [−1, 1], enta˜o para todo n ∈ N0
||p′||∞ ≤ n2||p||∞, ∀p ∈ Pn. (A.67)
Teorema A.6.3 (Bernstein). Seja I¯ = [−1, 1], enta˜o para todo n ∈ N0
|p′(x)| ≤ n√
1− x2 ||p||∞, ∀x ∈ I, ∀p ∈ Pn. (A.68)
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Apeˆndice B
Espac¸os de Func¸o˜es
Para o estudo das expanso˜es de func¸o˜es pro´prias de problemas de Sturm-Liouville e´
necessa´rio especificar as classes a que pertencem as func¸o˜es a aproximar. Estas classes
sa˜o definidas usando o conceito de integral de de Lebesgue.
B.1 O Integral de Lebesgue
A integrac¸a˜o de Lebesgue permite alargar a integrac¸a˜o a classes de func¸o˜es que na˜o
sa˜o integra´veis no sentido de Riemann.
Comec¸amos por enumerar os conceitos e as propriedades, relevantes para este trabalho,
da teoria da medida de Lebesgue para o caso unidimensional.
Seja I = ] a, b [ , a < b um intervalo limitado. A medida de Lebesgue µ de um subcon-
junto J ⊂ I¯ e´ um nu´mero real na˜o negativo. O conjunto vazio tem medida zero. Se J ⊂ I¯
tem apenas um ponto ou um nu´mero finito de pontos, enta˜o µ(J) = 0. Se J e´ um intervalo
tal que J¯ = [c, d], enta˜o µ(J) = d − c. Quando J e´ a unia˜o de m intervalos disjuntos,
Ki, i = 1, 2, · · · ,m, designados por conjuntos elementares, enta˜o µ(J) =
∑m
i=1 µ(Ki). A
unia˜o, intersecc¸a˜o e diferenc¸a de dois conjuntos elementares e´ ainda um conjunto elemen-
tar. Se J e´ a unia˜o de uma famı´lia conta´vel de intervalos disjuntos, Ki ⊂ I¯ , i ∈ N enta˜o
a se´rie
∑∞
i=1 µ(Ki) de nu´meros na˜o negativos e´ limitada por b− a e consequentemente e´
convergente, sendo a sua soma a medida de Lebesgue do conjunto J , µ(J) =
∑∞
i=1 µ(Ki).
No caso dos intervalos Ki na˜o serem disjuntos e´ poss´ıvel encontrar uma famı´lia K˜i de
intervalos disjuntos tais que
⋃
i≥1 K˜i = J e tem-se
µ(J) =
∞∑
i=1
µ(K˜i) ≤
∞∑
i=1
µ(Ki). (B.1)
Seja J ⊂ I¯, define-se medida externa µ∗ de J por
µ∗(J) = inf
{ ∞∑
i=1
µ(Ki) | J ⊂
⋃
i≥1
K˜i
}
, (B.2)
159
onde o ı´nfimo e´ tomado sobre todas as coberturas de J de famı´lias conta´veis de intervalos
Ki, i ≥ 1. Para conjuntos elementares a medida µ∗ coincide com µ. Deste modo dizemos
que um conjunto J ⊂ I¯ e´ mensura´vel se e somente se
µ∗(J) = µ(I¯)− µ∗(I¯ − J). (B.3)
Para os conjuntos mensura´veis J tem-se µ∗(J) = µ(J). A unia˜o e a intersecc¸a˜o de um
conjunto finito de conjuntos mensura´veis e´ mensura´vel. Dado uma famı´lia Ji, i ∈ N, de
conjuntos mensura´veis e disjuntos dois a dois, enta˜o
µ
(⋃
i≥1
Ji
)
=
∞∑
i=1
µ(Ji). (B.4)
Uma func¸a˜o f : I¯ −→ R diz-se mensura´vel se o conjunto {x ∈ I¯ |f(x) < γ} e´ men-
sura´vel para todo γ ∈ R. A soma e o produto de func¸o˜es mensura´veis e´ uma func¸a˜o
mensura´vel. Se o conjunto f(I¯) for finito ou conta´vel dizemos que f e´ uma func¸a˜o sim-
ples. Toda a func¸a˜o limitada mensura´vel pode ser representada como um limite uniforme
de func¸o˜es simples fn, n ∈ N, ou seja
lim
n→∞
sup
x∈I
|f(x)− fn(x)| = 0.
Duas func¸o˜es mensura´veis f e g coincidem em quase todo o ponto (q.t.p.) quando
µ
({
x ∈ I¯ | f(x) 6= g(x)}) = 0. Nesta situac¸a˜o dizemos que as func¸o˜es f e g sa˜o equiva-
lentes.
Seja f uma func¸a˜o simples. Enta˜o atinge, no ma´ximo, um conjunto conta´vel {γi},
i ∈ N, e os conjuntos Ai =
{
x ∈ I¯ | f(x) = γi
}
, i ∈ N sa˜o mensura´veis. Se a se´rie
∞∑
i=1
γiµ (Ai) for convergente dizemos que f e´ integra´vel no sentido de Lebesque e definimos
o integral de Lebesgue da func¸a˜o f no intervalo I, da forma∫
I
fdx =
∞∑
i=1
γiµ (Ai) . (B.5)
Dada uma func¸a˜o mensura´vel f , existe uma sucessa˜o de func¸o˜es simples fn, n ∈ N que
tende uniformemente para f . Uma func¸a˜o mensura´vel, f , e´ integra´vel no sentido de Lebes-
gue se existir limn→∞
∫
I
fndx. Neste caso o limite na˜o depende da sucessa˜o aproximante
{fn}n∈N, e definimos o integral de Lebesgue de f como sendo∫
I
fdx = lim
n→∞
∫
I
fndx. (B.6)
A soma de duas func¸o˜es integra´veis e´ ainda uma func¸a˜o integra´vel e os integrais de
Riemann de func¸o˜es cont´ınuas ou mono´tonas coincidem com os integrais de Lebesgue.
Evidentemente que os integrais de duas func¸o˜es mensura´veis equivalentes sa˜o iguais.
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B.2 Espac¸os de Func¸o˜es Mensura´veis
Seja f uma func¸a˜o mensura´vel, representamos por [f ] a classe de toda as func¸o˜es
equivalentes a f . Dada uma func¸a˜o peso w : I −→ R cont´ınua e positiva definimos o
seguinte espac¸o de func¸o˜es
L2w(I) =
{
[f ] | f e´ mensura´vel e
∫
I
f 2wdx < +∞
}
. (B.7)
Definimos em L2w(I) um produto interno e uma norma
(f, g)L2w(I) =
∫
I
fgwdx, ∀f, g ∈ L2w(I), (B.8)
||f ||L2w(I) =
(∫
I
f 2wdx
) 1
2
, ∀f ∈ L2w(I). (B.9)
Uma func¸a˜o, f, diz-se essencialmente limitada quando existe uma constante M ≥ 0
tal que |f(x)| ≤M , em quase todo o ponto x .
Definimos
L∞(I) = {[f ] | f e´ essencialmente limitada} (B.10)
e a correspondente norma
||f ||L∞(I) = inf {M ≥ 0 | |f | ≤M q.t.p.} . (B.11)
Quando I e´ limitado temos que, C0(I¯) ⊂ L∞(I) e a norma infinito em C0(I¯) coincide
com a norma (B.11).
Seja X um espac¸o vetorial normado, dizemos que uma sucessa˜o, {xn}n∈N em X, e´ de
Cauchy quando para todo ǫ > 0, podemos encontrar n ∈ N tal que
||xm1 − xm2 || < ǫ, ∀m1,m2 > n. (B.12)
Toda a sucessa˜o convergente em X e´ de Cauchy. Dizemos que X e´ um espac¸o normado
completo (ou espac¸o de Banach) se toda a sucessa˜o de Cauchy for convergente em X. Se I
e´ um intervalo limitado enta˜o o espac¸o C0(I¯) com a norma || ∗ ||w definida em (A.48) na˜o
e´ completo, contudo o mesmo espac¸o equipado com a norma infinito, definida em (A.65),
e´ um espac¸o completo e o espac¸o L∞(I) equipado com a norma (B.11) e´ igualmente
completo.
Um resultado importante e´ que L2w(I) munido com a norma definida em (B.9) e´ um
espac¸o completo. Quando o intervalo I e´ limitado L∞(I) e´ o fecho de L2w(I), ou seja, toda
a func¸a˜o em L2w(I) pode ser aproximada, relativamente a` norma definida em (B.9) por
uma sucessa˜o de func¸o˜es cont´ınuas. Neste caso, ale´m de termos C0(I¯) ⊂ L2w(I), existe
uma constante K que depende de µ(I) e de w tal que
||f ||L2w(I) ≤ K||f ||C0(I¯), ∀f ∈ C0(I¯). (B.13)
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Um espac¸o completo diz-se um espac¸o de Hilbert se a norma associada for definida
por um produto interno. Deste modo L2w(I) e´ um espac¸o de Hilbert e C
0(I¯) na˜o e´ um
espac¸o de Hilbert.
B.3 Derivadas Fracas
Consideremos o espac¸o Ck(I¯), onde k ∈ N das func¸o˜es cuja derivadas de ordem inferior
ou igual a k existem e sa˜o cont´ınuas em I¯. Quando I e´ limitado, definimos a norma
||f ||Ck(I¯) = ||f ||C0(I¯)+
∥∥∥∥ dfdx
∥∥∥∥
C0(I¯)
+· · ·+
∥∥∥∥dkfdxk
∥∥∥∥
C0(I¯)
=
k∑
m=1
∥∥∥∥dkfdxk
∥∥∥∥
C0(I¯)
, f ∈ Ck(I¯), k ∈ N.
(B.14)
Ck(I¯) equipado com a norma (B.14) e´ um espac¸o completo. Definimos o espac¸o C∞(I¯),
das func¸o˜es f tais que f ∈ Ck(I¯), para todo k ∈ N.
Consideremos o conjunto C∞0 definido por, φ ∈ C∞0 (I) se e somente se φ ∈ C∞(I) e
existe um subconjunto pro´prio de I, fechado e limitado Jφ tal que φ se anula em I \ Jφ.
Iremos considerar, daqui para a frente, apenas subconjuntos de func¸o˜es cont´ınuas. Uma
func¸a˜o, f , integra´vel no sentido de Lebesgue e´ deriva´vel no sentido fraco se existe outra
func¸a˜o g igualmente integra´vel tal que∫
I
fφ′dx = −
∫
I
gφdx, ∀φ ∈ C∞0 (I). (B.15)
A func¸a˜o g diz-se a derivada fraca de f e e´ indicada usando a notac¸a˜o da derivac¸a˜o
convencional. Esta definic¸a˜o na˜o entra em conflito com a derivac¸a˜o convencional. De
facto se f ∈ C1(I¯) enta˜o g ∈ C0(I¯) e g coincide com a derivada convencional de f .
As derivadas de ordens superiores definem-se de modo ana´logo. A func¸a˜o mensura´vel,
g e´ a k − e´sima derivada de f se∫
I
f
dkφ
dxk
dx = (−1)k
∫
I
gφdx, ∀φ ∈ C∞0 (I). (B.16)
A derivada fraca na˜o e´ univocamente determinada, contudo duas derivadas fracas de uma
func¸a˜o sa˜o equivalentes. Geralmente nem todas as func¸o˜es possuem derivadas fracas, a
na˜o ser que se alargue o espac¸o das derivadas poss´ıveis (ver p.e. [Sch66]).
B.4 Espac¸os de Sobolev pesados em intervalos
Dado k ∈ N, define-se o espac¸o de Sobolev de ordem k num intervalo I ⊂ R relativa-
mente ao peso w como sendo
Hkw(I) =
{
[f ] | f e´ k vezes deriva´vel e d
mf
dxm
∈ L2w(I),m = 0, 1, · · · , k
}
. (B.17)
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A func¸a˜o peso w e´ a func¸a˜o peso associada ao espac¸o L2w(I), e para k = 0 tem-se
H0w(I) = L
2
w(I). Para todo o k ∈ N0, Hkw(I) e´ um espac¸o de Hilbert equipado com o
produto interno e respetiva norma associada
(f, g)Hkw(I) =
k∑
m=0
(
dmf
dxm
,
dmf
dxm
)
L2w(I)
, ∀f, g ∈ Hkw(I), (B.18)
‖f‖Hkw(I) =
(
k∑
m=0
∥∥∥∥dmfdxm
∥∥∥∥2
L2w(I)
) 1
2
, ∀f, g ∈ Hkw(I). (B.19)
Iremos listar apenas algumas propriedades destes espac¸os (para mais detalhes ver [Kuf85]).
Uma propriedade fundamental e´ que para toda a func¸a˜o f ∈ Hkw(I) existe uma sucessa˜o de
func¸o˜es regulares {gn}n∈N, por exemplo gn ∈ C∞(I¯), ∀n ∈ N, tal que limn→+∞ ‖f − gn‖Hkw(I) =
0. Muitos resultados sa˜o demonstrados usando esta propriedade, ou seja demonstram-se
para as func¸o˜es regulares e alarga-se, passando a limites, a espac¸os de Sobolev.
Consideremos as func¸o˜es peso de Jacobi w(x) = (1 − x)α(1 + x)β, x ∈ I = [−1, 1],
onde os paraˆmetros satisfazem −1 < α, β < 1. Verifica-se neste caso que: H1w(I) ⊂ C0(I¯)
e existem duas constantes K1, K2 > 0 tais que
‖f‖L2w(I) ≤ K1 ‖f‖C0(I¯) ≤ K2 ‖f‖H1w(I) , ∀f ∈ H
1
w(I). (B.20)
Usando a dupla desigualdade (B.20) demonstra-se a relac¸a˜o∥∥∥∥ f1− x2
∥∥∥∥
L2w(I)
≤ K ‖f ′‖ , ∀f ∈ H1w(I) com f(±1) = 0. (B.21)
Introduzindo o espac¸o
H10,w(I) =
{
f ∈ H1w(I) | f(±1) = 0
}
, (B.22)
adoptamos em H10,w(I) o seguinte produto interno
[f, g]w =
∫
I
df
dx
dg
dx
wdx ∀f, g ∈ H10,w(I), (B.23)
e a norma induzida em H10,w(I)
‖f‖H10,w(I) = ‖f
′‖L2w(I) , ∀f ∈ H
1
0,w(I), (B.24)
que, devido a` desigualdade de Poincare´ (ver B.4.1) e´ equivalente a` norma ‖∗‖H1w(I).
Ana´logamente define-se
P 0N = {φ ∈ PN | φ anula-se nos extremos de I} . (B.25)
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B.4.1 Desigualdade de Poincare´
Para domı´nios de dimensa˜o d = 1 tem-se
Teorema B.4.1 (Desigualdade de Poincare´ em espac¸os de Sobolev num intervalo I).
Seja H¯1w(I) =
{
v ∈ H1(I) | ∃x0 ∈ I¯ , v(x0) = 0
}
. Enta˜o existe uma constante C(I) > 0
tal que
‖v‖L2(I) ≤ C(I)
∥∥∥∥dvdx
∥∥∥∥
L2(I)
, ∀v ∈ H¯1w(I) (B.26)
Teorema B.4.2 (Desigualdade de Poincare´ em espac¸os de Sobolev pesados (com peso w)
num intervalo I). Seja H¯1w(I) =
{
v ∈ H1w(I) | ∃x0 ∈ I¯ , v(x0) = 0
}
. Enta˜o existe uma
constante C(I) > 0 tal que
‖v‖L2w(I) ≤ C(b− a)
∥∥∥∥dvdx
∥∥∥∥
L2w(I)
, ∀v ∈ H¯1w(I) (B.27)
Para domı´nios de dimensa˜o d > 1. Tem-se:
Teorema B.4.3 (Desigualdade de Poincare´ em espac¸os de Sobolev num domı´nio Ω).
Seja H10 (Ω) = {v ∈ H1(Ω) | v |∂Ω = 0}. Existe uma constante C(Ω) > 0 tal que
‖v‖L2(Ω) ≤ C(Ω) ‖∇v‖L2(Ω) , ∀v ∈ H10 (Ω), (B.28)
Teorema B.4.4 (Desigualdade de Poincare´ em espac¸os de Sobolev pesados num domı´nio
Ω).
Seja H1w,0(Ω) =
{
v ∈ H1w,0(Ω) | v |∂Ω = 0
}
. Existe uma constante C(Ω) > 0 tal que
‖v‖L2w(Ω) ≤ C(Ω) ‖∇v‖L2w(Ω) , ∀v ∈ H
1
0,w(Ω), (B.29)
onde o operador gradiente e´ representado pelo s´ımbolo ∇. As mesmas desigualdades sa˜o
va´lidas se o domı´nio e´ simplesmente conexo e para o conjunto das func¸o˜es v que se anulam
num subconjunto de ∂Ω com medida positiva.
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Apeˆndice C
Aproximac¸a˜o Polinomial
Iremos apenas mencionar os resultados mais relevantes para os me´todos espectrais.
Ao longo desta secc¸a˜o consideramos que C representa uma constante positiva que ape-
nas depende da norma envolvida (na˜o depende: das func¸o˜es envolvidas, do diaˆmetro do
domı´nio nem do inteiro positivo N). Iremos usar PNu para representar a expansa˜o par-
cial de ordem N em func¸o˜es pro´prias de problemas de Sturm-Liouville (S-L) singulares
da func¸a˜o u e o erro de truncatura de ordem N e´ definido como sendo u− PNu.
C.1 Expanso˜es em Func¸o˜es Pro´prias de Problemas
S-L Singulares
Comec¸amos com um resultado, que sob determinadas condic¸o˜es, garante que o espectro
de um problema de S-L satisfaz as condic¸o˜es mencionadas em A.1. Ou seja os valores
pro´prios {λn}n>0 formam uma sucessa˜o ilimitada de nu´meros reais positivos.
Consideramos no problema de S-L (A.1) com, I = [−1, 1] e p(−1) = p(1) = 0 onde a
soluc¸a˜o u satisfaz a condic¸a˜o
lim
x→±1
p(x)u′(x) = 0.
Seja X =
{
v ∈ L2w(I) ∩ L2q(I) | v′ ∈ L2p(I)
}
, X e´ um espac¸o de Hilbert, com a norma
‖v‖ =
√∫ 1
−1
v2wdx+
∫ 1
−1
v2pdx+
∫ 1
−1
(v′)2pdx.
Assumindo que u ∈ X, e´ poss´ıvel representar o problema (A.1) na formulac¸a˜o variacional∫ 1
−1
(pu′v′ + quv)dx = λ
∫ 1
−1
uvw, ∀v ∈ X. (C.1)
dadas as condic¸o˜es acima tem-se [CHQZ07]
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Teorema C.1.1. Os valores pro´prios da formulac¸a˜o variacional (C.1) formam uma su-
cessa˜o de nu´meros reais 0 ≤ λ0 ≤ λ1 ≤ · · · ≤ λn ≤ · · · . Ale´m disso, para todo k ∈ N0 λk
tem multiplicidade finita, e, o sistema {φk}k∈N0 formado pelas correspondentes func¸o˜es
pro´prias gera um subespac¸o denso e e´ ortogonal em L2w(I).
Definindo a sucessa˜o dos coeficientes de Fourier uˆk = (u, φk)w (assumindo a norma-
lizac¸a˜o ‖φk‖L2w(I) = 1), onde u ∈ L2w(I) e usando a formulac¸a˜o variacional (com v = φk)
tem-se
uˆk =
1
λk
∫ 1
−1
(pφ′ku
′ + qφku) dx
=
1
λk
∫ 1
−1
(−(pu′)′ + qu)φkdx+ 1
λk
[pu′φk]
1
−1
=
1
λk
(
1
w
L u, φk
)
w
+ [pu′φk]
1
−1 .
(C.2)
Esta igualdade e´ va´lida se a func¸a˜o
u(1) =
1
w
L u ∈ L2w(I). (C.3)
Sob esta hipo´tese, pu′ e´ cont´ınua em I uma vez que se tem
|(pu′)(x1)− (pu′)(x2)| =
∣∣∣∣
∫ x2
x1
(pu′)′dx
∣∣∣∣ ≤
(∫ x2
x1
1
w
|(pu′)′|2
)1/2(∫ x2
x1
w
)1/2
.
Devido a` regularidade do operador el´ıptico L , temos que a u′′ ∈ L 21/w(I). Enta˜o u
e u′ sa˜o cont´ınuas em I e devido a`s condic¸o˜es fronteira (C.1), tem-se que [pu′φk]
1
−1 = 0.
Deste modo
uˆk =
1
λk
(
u(1), φk
)
w
.
Se u(m) =
1
w
L u(m−1) ∈ L2w(I) e u(m−1) satisfaz as condic¸o˜es fronteira (C.1) para m ≥ 2
enta˜o,
uˆk =
1
(λk)m
(
u(m−1), φku
)
. (C.4)
No caso dos polino´mios de Legendre ou de Chebyshev tem-se respetivamente λk =
k(k + 1) e λk = k
2 (ver (A.2.1) e (A.2.2)) logo o decaimento dos coeficientes de Fourier
de uma func¸a˜o u ∈ C∞(I) e´ mais ra´pido do que qualquer poteˆncia negativa de k. Iremos
de seguida apresentar os resultados mais relevantes para aproximac¸o˜es expandidas em
polino´mios de Legendre e de Chebyshev.
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C.2 Aproximac¸o˜es de Legendre
Os resultados relativos a`s desigualdades inversas a respeito da somabilidade e derivac¸a˜o
de polino´mios alge´bricos sa˜o expressos em termos de normas em espac¸os de Banach Lp(I),
1 ≤ p <∞ e L∞(I).
Teorema C.2.1. (ver [Tim63]) Seja I =]a, b[ enta˜o para todos p, q tais que 1 ≤ p ≤ q ≤
∞ existe uma constante positiva C1 independente de N tal que
‖φ‖Lq(I) ≤ CN2(1/p−1/q) ‖φ‖Lp(I) , ∀φ ∈ PN . (C.5)
Considerando a func¸a˜o ηα = (1− x2)α, α ≥ 0 tem-se
Teorema C.2.2. (ver Bernardi e Maday (1997a))) Existe uma constante C > 0 indepen-
dente de N tal que
‖φ‖L2(I) ≤ CNα ‖φ‖L2ηα (I) , ∀φ ∈ PN . (C.6)
Relativamente a` derivac¸a˜o tem-se o seguinte resultado geral (ver [Tim63] para p =∞;
para p = 2 ver Babuska(1981) e para 2 < p <∞ ver Quarteroni (1984))
Teorema C.2.3. Para todo p, tal que 2 ≤ p ≤ ∞ e para todo k ∈ N existe uma constante
positiva C independente de N tal que∥∥∥∥dkφdxk
∥∥∥∥
Lp(I)
≤ CN2k ‖φ‖Lp(I) , ∀φ ∈ PN . (C.7)
Fazendo em (C.6), η(x) = (1− x2), obtemos as desigualdades (ver Bernardi e Maday
(1997a))) ∥∥∥∥√ηdφdx
∥∥∥∥
L2(I)
≤
√
2N ‖φ‖L2(I) , ∀φ ∈ PN , (C.8)
e caso o polino´mio φ se anule nos extremos de I tem-se∥∥∥∥dφdx
∥∥∥∥
L2(I)
≤
√
2N
∥∥∥∥ φ√η
∥∥∥∥
L2(I)
, ∀φ ∈ P0N(I). (C.9)
Outra desigualdade que permite limitar a norma infinito de um polino´mio pela sua
norma num espac¸o de Sobolev de ordem 1/2 (acrescentar espac¸os de Sobolev de
ordens fraccionais) e´ a seguinte (ver [CHQZ07])
‖φ‖L∞(I) ≤ C
√
log(N + 1) ‖φ‖H1/2(I) ∀φ ∈ PN (C.10)
1Mais precisamente tem-se C =
(
2(p+ 1
b− a
)(1/p−1/q)
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Apeˆndice D
Integrac¸a˜o Nume´rica
D.1 Zeros de Polino´mios Ortogonais
As fo´rmulas de quadratura de Gauss baseiam-se no conhecimento dos zeros de po-
lino´mios. Iremos caracterizar as suas propriedades de interesse para a teoria espectral,
para mais detalhes ver p. ex. [Sze39].
Um resultado geral e´ o seguinte
Teorema D.1.1. Seja {un}n∈N0 uma sucessa˜o de soluc¸o˜es do problema de Sturm-Liouville,L
(A.1), onde un e´ um polino´mio de grau n que satisfaz a condic¸a˜o de ortogonalidade (A.46).
Enta˜o, para todo n ≥ 1, un tem exatamente n zeros reais e distintos em I.
Obviamente que o polino´mio u′n tem exatamente n − 1 zeros reais e distintos em I.
Iremos representar os n zeros de un por ξ
(n)
k , 1 ≤ k ≤ n, onde assumimos que esta˜o
colocados por ordem crescente, ξ
(n)
1 < ξ
(n)
2 < . . . < ξ
(n)
n , e os n − 1 zeros de u′n por η(n)k ,
1 ≤ k ≤ n− 1.
Note-se que os polino´mios un e u
′
n na˜o possuem zeros comuns assim como, entre dois
zeros consecutivos de un−1 existe um zero de un.
Um resultado igualmente relevante e´ o seguinte
Teorema D.1.2. Seja {un}n∈N0 uma sucessa˜o de polino´mios ortogonais no intervalo I.
Enta˜o, para todo o intervalo [a, b] ⊂ I existe m ∈ N tal que um tem um zero em [a, b].
Este resultado estabelece que o conjunto
⋃
n≥1
⋃n
k=1
{
ξ
(n)
k
}
e´ denso no intervalo I.
Considerando os polino´mios de Jacobi para os quais os paraˆmetros α e β satisfazem
a condic¸a˜o −1
2
≤ α, β ≤ 1
2
. Enta˜o, tem-se a seguinte estimativa para a localizac¸a˜o dos
zeros de P (α,β)n , n ≥ 1,
−1 ≤ − cos k + (α + β − 1)/2
n+ (α + β + 1)/2
π ≤ ξ(n)k ≤ − cos
k
n+ (α + β + 1)/2
π ≤ 1, 1 ≤ k ≤ n.
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No caso dos polino´mios ultra-esfe´ricos
(−1
2
≤ α = β ≤ 1
2
)
e´ poss´ıvel melhorar a esti-
mativa anterior, [Fun92]
− 1 ≤ − cos k +
α
2
− 1
4
n+ α + 1
2
π ≤ ξ(n)k ≤ − cos
k
n+ α + 1
2
≤ 0, 1 ≤ k ≤
[
1
2
]
, (D.1)
0 ≤ cos n− k + 1
n+ α + 1
2
π ≤ ξ(n)k ≤ cos
n− k + α
2
+ 3
4
n+ α + 1
2
π, n+ 1−
[
1
2
]
≤ k ≤ n. (D.2)
Para valores de |α| = |β| = 1
2
os zeros ξ
(n)
k , 1 ≤ k ≤ n, sa˜o dados de forma exacta
pelas expresso˜es:
ξ
(n)
k = − cos
2k − 1
2n
π, para α = β = −1
2
, (D.3)
ξ
(n)
k = − cos
k
n+ 1
π, para α = β =
1
2
, (D.4)
ξ
(n)
k = − cos
2k
2n+ 1
π, para α =
1
2
, β = −1
2
, (D.5)
ξ
(n)
k = − cos
2k − 1
2n+ 1
π, para α = −1
2
, β =
1
2
. (D.6)
Argumentos semelhantes sa˜o va´lidos para os zeros η
(n)
k das derivadas dos polino´mios
ortogonais. Contudo sera´ conveniente considerarmos os pontos extremos do intervalo
I = [−1, 1]. Nestes casos, as seguintes igualdades:
η
(n)
k = − cos
kπ
n
, para 0 ≤ k ≤ n e α = β = −1
2
, (D.7)
η
(n)
k = − cos
2k + 1
2n+ 2
π, para 1 ≤ k ≤ n− 1 e α = β = 1
2
, (D.8)
η
(n)
k = − cos
2k + 1
2n+ 1
π, para 1 ≤ k ≤ n e α = 1
2
, β = −1
2
, (D.9)
η
(n)
k = − cos
2k
2n+ 1
π, para 0 ≤ k ≤ n− 1 e α = −1
2
, β =
1
2
. (D.10)
D.2 Bases de Lagrange
Um conjunto de polino´mios ortogonais no intervalo I, {uk}0≤k≤n, e´ uma base de Pn.
Escolhidos n + 1 pontos distintos em I, {xk}0≤k≤n, existe uma base de Pn designada de
base de Lagrange relativamente aos pontos {xi}0≤i≤n. A base de Lagrange,
{
l
(n)
j
}
0≤j≤n
e´
univocamente determinada pelas condic¸o˜es
l
(n)
j (xi) = δi,j , 0 ≤ j ≤ n, (D.11)
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e os elementos da base de Lagrange, chamados de polino´mios caracter´ısticos de Lagrange
e sa˜o determinados por
l
(n)
j (x) =
n∏
i=1
i 6=k
x− xi
xk − xi , 0 ≤ j ≤ n. (D.12)
Para todo p ∈ Pn tem-se
p =
n∑
j=0
p(xj)l
(n)
j (D.13)
Escolhidos para pontos os zeros ξ
(n)
k , 1 ≤ k ≤ n, do polino´mio de Jacobi P (α,β)n ,
obte´m-se uma base de Lagrange,
{
l
(n)
j
}
1≤j≤n
para Pn−1. Cada elemento desta base pode
escrever-se da forma
l
(n)
j (x) =


un(x)
u′n
(
ξ
(n)
j
)(
x−ξ(n)j
) se x 6= ξ(n)j
1 se x = ξ
(n)
j ,
(D.14)
onde 1 ≤ j ≤ n e un = P (α,β)n , ale´m disso, tem-se
lim
x→ξ(n)j
l
(n)
j (x) = lim
x→ξ(n)j
u′n(x)
u′n(ξ
(n)
j )
= 1, 1 ≤ j ≤ n. (D.15)
Por outro lado fixando os pontos η
(n)
j , 0 ≤ j ≤ n, pode-se encontrar uma base de
Lagrange, representada por l˜
(n)
j , de Pn. Claro que tem-se
l˜
(n)
j
(
η
(n)
i
)
= δi,j , 0 ≤ i, j ≤ n, (D.16)
e para todo p ∈ Pn tem-se
p =
n∑
j=0
p
(
η
(n)
j
)
l˜
(n)
j . (D.17)
Analogamente a (D.14) tem-se o seguinte resultado para polino´mios de Chebyshev,
para o caso geral dos polino´mios de Jacobi ver [Fun92].
Teorema D.2.1. Para todo n ≥ 0,
l˜
(n)
j =


(−1)n
2n2
(x− 1)T ′n(x) se j = 0,
(−1)j+n
n2
(x2−1)T ′n(x)(
x−η(n)j
) se 1 ≤ j ≤ n− 1,
1
2n2
(x+ 1)T ′n(x) se j = 1.
(D.18)
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Seja uma famı´lia de polino´mios ortogonais {un}n∈N0 relativamente a uma func¸a˜o peso
w num intervalo I. Dado n ≥ 1, sejam ξ(n)j , 1 ≤ j ≤ n os zeros de un. Definimos o
operador Iw,n : C
0(I) −→ Pn−1 com sendo o operador que envia uma func¸a˜o cont´ınua f
no (u´nico) polino´mio pn que satisfaz pn
(
ξ
(n)
j
)
= f
(
ξ
(n)
j
)
, 1 ≤ j ≤ n. O operador Iw,n
designa-se por operador interpolador e e´ um operador linear, ale´m disso, tem-se
Iw,np = p, ∀p ∈ Pn−1. (D.19)
Usando os zeros da derivada e os pontos extremos do intervalo ] − 1, 1[ definimos o
operador interpolador I˜w,n : C
0(]−1, 1[) −→ Pn, n ≥ 1 tal que I˜w,nf e´ o (u´nico) polino´mio
pn ∈ Pn que verifica pn
(
η
(n)
j
)
= f
(
η
(n)
j
)
, 0 ≤ j ≤ n. I˜w,n tambe´m e´ um operador linear
e tem-se
I˜w,np = p, ∀p ∈ Pn. (D.20)
D.3 Fo´rmulas de integrac¸a˜o de Gauss
Seja {uk}k∈N0 uma famı´lia de polino´mios ortogonais num intervalo I relativamente a
uma func¸a˜o peso w. Sejam ξ
(n)
j , 1 ≤ j ≤ n as raizes de un, usando (D.13) tem-se, para
todo o p ∈ Pn−1 verifica-se ∫
I
pwdx =
n∑
j=1
p
(
ξ
(n)
j
)
w
(n)
j , (D.21)
onde
w
(n)
j =
∫
I
l
(n)
j wdx (D.22)
sa˜o os pesos da fo´rmula de integrac¸a˜o gaussiana. A igualdade (D.21) e´ conhecida por
fo´rmula de quadratura de Gauss e aos zeros de un, ξ
(n)
j , 1 ≤ j ≤ n chamam-se no´s da
integrac¸a˜o de Gauss. O uso dos no´s , ξ
(n)
j , 1 ≤ j ≤ n permite que a fo´rmula de quadratura
de Gauss seja exacta para todo o polino´mio de grau na˜o superior a 2n − 1 (ver, p.e.
[Fun92]). Os pesos (D.22) podem calcular-se de forma expl´ıcita (ver, p.e. [DR84]). Para
os casos: de Legendre, de Chebyshev, de Laguerre e de Hermite tem-se:
• Legendre:
w
(n)
j =
2
n
(
Pn
(
ξ
(n)
j
)
P ′n
(
ξ
(n)
j
))−1
, 1 ≤ j ≤ n; (D.23)
• Chebyshev:
w
(n)
j =
π
n
, 1 ≤ j ≤ n; (D.24)
• Laguerre: (α > −1)
w
(n)
j = −
Γ(n+ α)
n!
[
L
(α)
n−1
(
ξ
(n)
j
) d
dx
L(α)n
(
ξ
(n)
j
)]−1
, 1 ≤ j ≤ n; (D.25)
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• Hermite:
w
(n)
j =
√
π2n+1n!
[
H ′n
(
ξ
(n)
j
)]−2
, 1 ≤ j ≤ n. (D.26)
D.4 Fo´rmulas de integrac¸a˜o de Gauss-Lobato
As fo´rmulas de integrac¸a˜o de Gauss-Lobato baseiam-se nos no´s obtidos pelos zeros das
derivadas de polino´mios de Jacobi e pelos no´s η
(n)
0 = −1 e η(n)n = 1. Calculando
∫
I
pwdx,
onde p ∈ Pn e usando (D.17) tem-se a fo´rmula de integrac¸a˜o de Gauss-Lobato∫ 1
−1
pwdx =
n∑
j=0
p
(
η
(n)
j
)
w˜
(n)
j , (D.27)
onde w e´ a func¸a˜o peso de Jacobi e
w˜
(n)
j =
∫ 1
−1
l˜
(n)
j wdx, 0 ≤ j ≤ n, (D.28)
sa˜o os pesos de Gauss-Lobato. Analogamente a`s fo´rmulas de integrac¸a˜o de Gauss a inte-
grac¸a˜o de Gauss-Lobato e´ va´lida para polino´mios de grau na˜o superior a 2n− 1 (ver, p.e.
[Fun92]). Os pesos de Gauss-Lobato para os casos de Legendre ou de Chebyshev podem
determinar-se usando as seguintes igualdades:
• Legendre:
w˜
(n)
j =


2
n(n+1)
se j = 0 ou j = 1,
−2
n+1
(
Pn
(
η
(n)
j
)
P ′n
(
η
(n)
j
))−1
se 1 ≤ j ≤ n− 1;
(D.29)
• Chebyshev:
w˜
(n)
j =


π
2n
se j = 0 ou j = 1,
π
n
se 1 ≤ j ≤ n− 1.
(D.30)
Para os restantes polino´mios de Jacobi e para mais detalhes ver p. ex. [DR84].
D.5 Normas discretas
Dois polino´mios p, q ∈ Pn−1 sa˜o univocamente determinados pelos valores que tomam
nos no´s de integrac¸a˜o de Gauss, ξ
(n)
j , 1 ≤ j ≤ n. Logo o produto interno
∫
I
pqwdx pode-
se determinar usando (D.21) dado que, o polino´mio pq ∈ P2n−2. Contudo quando dois
polino´mios, p, q, sa˜o determinados pelos no´s de Gauss-Lobato, η
(n)
j , 0 ≤ j ≤ n a fo´rmula
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de integrac¸a˜o de Gauss-Lobato (D.27) deixa de ser va´lida (dado que pq ∈ P2n), logo
na˜o podemos usar (D.27) para calcular o produto interno usual. Para ultrapassar esta
dificuldade usa-se o chamado produto interno discreto e correspondente norma discreta
associada definidos respetivamente por
(p, q)w,n =
n∑
j=0
p
(
η
(n)
j
)
q
(
η
(n)
j
)
w˜
(n)
j , ∀p, q ∈ Pn, (D.31)
e
‖p‖w,n =
(
n∑
j=0
p2
(
η
(n)
j
)
w˜
(n)
j
)1/2
, ∀p, q ∈ Pn. (D.32)
D.6 Transformadas Discretas de Fourier
Todo o polino´mio admite duas representac¸o˜es. Uma e´ dada pelos coeficientes de Fou-
rier relativamente a um conjunto de func¸o˜es base ortogonais, enquanto a outra e´ dada
pelos valores que o polino´mio toma num conjunto de no´s associados com uma fo´rmula
de integrac¸a˜o Gaussiana. As seguintes transformac¸o˜es permitira˜o passar de uma repre-
sentac¸a˜o para outra.
A igualdade (D.21) implica que para todo n ≥ 1 tem-se,∫
I
l
(n)
i l
(n)
j wdx =
n∑
k=1
l
(n)
i
(
ξ
(n)
k
)
l
(n)
j
(
ξ
(n)
k
)
w
(n)
k = δi,jw
(n)
i . (D.33)
Para os no´s de Gauss-Radau existe igualmente uma igualdade semelhante que garante
a ortogonalidade dos polino´mios da Lagrange. Para os no´s de Gauss-Lobato os polino´mios
de Lagrange l˜
(n)
i , 0 ≤ i ≤ n deixam de ser ortogonais relativamente ao produto interno
(A.47) dado que se tem [Fun92]∫ 1
−1
l˜
(n)
i l˜
(n)
j wdx = δi,jw˜
(n)
i −
||un||2w,n − ||un||2w
||un||4w,n
un
(
η
(n)
i
)
un
(
η
(n)
j
)
w˜
(n)
i w˜
(n)
j , (D.34)
para todo 0 ≤ i, j ≤ n, onde un = P (α,β)n , α, β ≥ −1.
Contudo os polino´mios de Lagrange l˜
(n)
i , 0 ≤ i ≤ n sa˜o ortogonais relativamente ao
produto interno (D.31), de facto tem-se(
l˜
(n)
i , l˜
(n)
j
)
w,n
= δi,jw˜
(n)
i , 0 ≤ i, j ≤ n. (D.35)
Enta˜o para todo n ≥ 1 existem duas bases ortogonais em Pn−1, a base {uk}0≤k≤n−1 e
a base dos polino´mios de Lagrange
{
l
(n)
j
}
1≤j≤n
. Enta˜o podemos definir um automorfismo
Kn : Pn−1 −→ Pn−1, que envia as coordenadas de um polino´mio p ∈ Pn−1 na base
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{
l
(n)
j
}
1≤j≤n
nas coordenadas de p na base {uk}0≤k≤n−1. A transformac¸a˜o Kn chama-se
transformada de Fourier discreta e pode ser representada por uma matriz Kn ∈Mn×n.
De facto, para cada coeficiente de Fourier ci =
(p,ui)w
||ui||2w tem-se,
ci =
1
||ui||2w
n∑
j=1
p
(
ξ
(n)
j
)
ui
(
ξ
(n)
j
)
w
(n)
j , 0 ≤ i ≤ n− 1. (D.36)
Logo a matriz Kn tem entradas
Kn = [ki,j ] , onde ki,j =
ui
(
ξ
(n)
j+1
)
w
(n)
j+1
||ui||2w
, 0 ≤ i, j ≤ n− 1. (D.37)
Por outro lado, como para todo p ∈ Pn−1 tem-se p =
∑n−1
i=0 ciui, e´ poss´ıvel determinar
Kn
−1 dado que
p
(
ξ
(n)
i
)
=
n−1∑
j=0
cjuj
(
ξ
(n)
i
)
, 1 ≤ i ≤ n, (D.38)
logo
K−1n =
[
uj
(
ξ
(n)
i+1
)]
, 0 ≤ i, j ≤ n− 1. (D.39)
Apo´s uma normalizac¸a˜o apropriada dos elementos das duas bases conclui-se que a
inversa de Kn e´ dada pela sua transposta dado que se tem K
−1
n = DnKn
TDn, onde Dn
e Dn sa˜o duas matrizes diagonais definidas por
Dn = diag
[||uj||2w]0≤j≤n−1 e Dn = diag
[
1
w
(n)
i+1
]
0≤i≤n−1
.
Para distinguir a duas representac¸o˜es de um polino´mio pPn−1, e´ frequentemente usada
a seguinte terminologia. Quando o polino´mio p e´ representado na base {uk}0≤k≤n−1 enta˜o
Pn−1 e´ isomorfo ao conjunto dos seus coeficientes de Fourier e diz-se que p esta´ (repre-
sentado) no espac¸o das frequeˆncias. No caso de p estar representado na base
{
l
(n)
j
}
1≤j≤n
enta˜o Pn−1 e´ isomorfo ao conjunto dos valores que os polino´mios tomam nos no´s e diz-se
que p esta´ (representado) no espac¸o f´ısico.
Relativamente ao no´s de Gauss-Lobato, temos que o espac¸o Pn possui duas base
ortogonais {uk}0≤k≤n e
{
l˜
(n)
j
}
0≤j≤n
. Neste caso a transformada discreta de Fourier K˜n :
Pn :−→ Pn e´ representada por uma matriz K˜n ∈M(n+1)×(n+1). Os coeficientes de Fourier
ci, 0 ≤ i ≤ n sa˜o dados por (para mais detalhes ver [Fun92])
ci =


1
||ui||2w
∑n
j=0 p
(
η
(n)
j
)
ui
(
η
(n)
j
)
w˜
(n)
j se 0 ≤ i ≤ n− 1,
1
||ui||2w,n
∑n
j=0 p
(
η
(n)
j
)
un
(
η
(n)
j
)
w˜
(n)
j se i = n.
(D.40)
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E, inversamente tem-se
p
(
η
(n)
j
) n∑
j=0
cjuj
(
η
(n)
i
)
. (D.41)
Observac¸a˜o: A implementac¸a˜o da transformada discreta de Fourier tem um
custo proporcional a n2. Em especial quando se usa polino´mios de Chebyshev e´
poss´ıvel usar algoritmos mais eficientes para efectuar a transformada discreta
de Fourier e a sua inversa. Estes algoritmos sa˜o conhecidos por transformadas
ra´pidas de Fourier, para mais detalhes ver p.e [CHQZ07] ou [Fun92].
D.6.1 Aliasing
Os operadores projecc¸a˜o (A.62) e os operadores de interpolac¸a˜o (D.19) e (D.20) na˜o
sa˜o iguais. Mais precisamente se f ∈ C0([−1, 1]) tem-se Πw,n−1f = Iw,n−1f sse f ∈ Pn−1.
Logo se f /∈ Pn−1 a passagem do espac¸o f´ısico para o espac¸o das frequeˆncias e vice-versa
causa um erro o chamado efeito de aliasing. Para cada n ≤ 1 definimos o operador
Aw,n = Iw,n − Πw,n−1, e ao polino´mio
Aw,nf = Iw,nf − Πw,n−1f, f ∈ C0([−1, 1]), (D.42)
chama-se de erro de aliasing. Dependendo da regularidade da func¸a˜o f o erro de f tende
para zero quando n→∞. Analogamente, para os no´s de Gauss-Lobato definimos o erro
de distorc¸a˜o como sendo o polino´mio
A˜w,nf = I˜w,nf − Πw,nf, f ∈ C0([−1, 1]). (D.43)
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