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1. INTRODUCTION 
In the study of biological propagation process in an animal nerve axon, 
Nagumo et al. [7] proposed a model which simulates the active pulse trans- 
mission line in an animal nerve axon. The equation of propagation in their 
model is given by 
a2~ aat4 
3F=ax2- cl(l - u + csz3) ; - U (t > 0, x > 0) (1.1) 
and the boundary and initial conditions are 
ut(t, 0) = h(t) (t 20) (1.2) 
u(O, 4 = d(X), UtKt 4 = VW (x > O), (1.3) 
where ut G au/at, ci , cs are nonnegative constants and h, +, 9 are prescribed 
functions. The above model was extended by Arima and Hasegawa [l] and 
Yamaguti [12] to the form 
a% -= 
at2 & -f(u) g - g(u) (t > 0, x > 01, (1.4) 
where f, g are nonlinear functions of u subjecting various restrictions. How- 
ever, the propagation medium considered in [l] and [12] is essentially limited 
to the semiinfinite interval [0, co) and the conditions imposed on f, g are 
somewhat too restrictive. In this paper, we extend the above model to a 
multidimensional medium and in the meantime weaken the conditions on 
f, g. Specifically, we consider the following more general equation: 
(t E (0, q, x E J-J), (1.5) 
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where Q is an open domain in the n-dimensional Euclidean space R” and T 
is an arbitrary finite number. The spatial domain Q can be either bounded or 
unbounded. Denote the boundary of Q by aQ. Then the boundary and initial 
conditions to be considered are 
(t E [0, T], x E ail) 
,$,ym u,(t, 4 = 0 (t E lo, TI) (1.6) 
40,x) = d(x), %(O, 4 = VW (x E Q), (1.7) 
where Y is the outward unit normal vector on the boundary &’ and a: is a 
nonnegative function on [0, T] x &Q. When (y. = 0 the problem (1.5)-(1.7) 
becomes a first initial boundary-value problem. Notice that if D is bounded 
we need only the first condition in (1.6) and if Q = Rn, only the second 
condition is required. The general consideration includes many special 
cases such as a half-space, an infinite cylinder, the exterior of a bounded 
domain, etc. In particular, if (II = 0 and Sz = (0, oo) the first equation in (1.6) 
is reduced to the form in (1.2). On the other hand, if Q = R1 and 
Uij = a,, = 1, bi = 6, = 0, then (1.5) can be reduced to the form of the 
“nerve axon equation” considered by Evans (cf. [2, 31) for the Hodgkin- 
Huxley model (cf. [5]). In this situation, the problem (1.5)-( 1.7) is essentially 
an initial-value problem. For the convenience of later development we some- 
times write the two equations in (1.6) by B[u,] = h(t, x). 
Throughout the paper we assume that the coefficients aij ,6, of the operator 
are continuous on D = [0, T] x 8, the matrix aii is positive definite on D 
(so that L is uniformly elliptic), the functions f, g are continuous on D x R1, 
CY, h are continuous on [0, T] x X?, and 4, z/ are continuous on Q, where B 
is the closure of 9. We also assume that the boundary surface 3.Q is sufficiently 
smooth and # satisfies the boundary condition (1.6) at t = 0 (see also Remark 
2.1). Our purpose is to show the existence of a unique solution to the problem 
(1.5)-( 1.7) and to present a constructive method for the determination of the 
solution. To this goal, we require thatf, g satisfy the following local Lipschitz 
condition: 
(H,) There exist positive constants r, K such that 
I f(t, x3 4 - f(t, x> q’>l < K I 17 - rl’ I , 
I & x, 4 - g(t> x, $>I < K I ?I - ?I’ I , 
((4 4 E D, 7,~’ 6 l-r, rl). 
(1.8) 
BOUNDARY VALUE PROBLEM IN NEUROPHYSIOLOGY 107 
It will be shown in the following section that if (H,) holds then the problem 
(1.5)-( 1.7) has a unique “local solution” u(t, X) which can be continued for 
as long as both 1 u 1 and 1 ut 1 remain bounded by Y (cf. Theorem 2.3). If, 
in addition, 
(H,) There exist positive constants M, fi such that 
f(c x9 7) 3 B I gk x, 7)l for I 7 I > J!f, (1.9) 
then the problem (1.5)-( 1.7) has a unique global solution. Both local and 
global solutions can be constructed by successive approximations. The above 
conditions on f, g are considerably weaker than those required in [l] and [12]. 
Furthermore, since the conditions (1.8) and (1.9) are obviously satisfied by the 
functions that appear in (1.1) we see that these results are directly applicable 
to the problem (l.l)-( 1.3). In fact, we will give an explicit recursion formula 
for the determination of the solution by an iteration process which involves 
only straightforward integration. 
2. SUCCESSIVE APPROXIMATIONS 
In this section, we prove the existence of a solution for a so-called “modified 
problem” of (1.5)-(1.7) by the method of successive approximation. This 
result leads immediately to the existence of a local solution to the original 
problem (1.5)-(1.7) and will lead eventually to the existence of a global 
solution. 
Define continuous functions f g” in such a way that f, g’ satisfy a global 
Lipschitz condition in or , 7z while j(t, x, 7I ,7,), g”(t, X, 71) coincide with 
f (t, X, 4 7s and g(t, X, Q), respectively, when ?I , 7, E [-Y, Y], where Y > 0 
is the constant given in hypothesis (H,). For example, we may define 
I 
g(4 x7 f-1 if 71 2 y 
is *3 71) = & Xl 71) if I71 I Gy (2.1) 
g(t, x, -y) if 71< --r 
and a similar expression forj(t, X, 71 , 7s). (For a more specific example for1 
see [9].) With this modification, the function P defined by 
m x> 71 3 72) = -m 6 71 3 72) + g”@l x9 71)l 
satisfies the global Lipschitz condition 
I J-(4 x, 71 ,172) - P@> XT 71’7 7z’)l G K(I 71 - 71’ I + I 72 - 72’ I) 
((t, x) E D, 71~ 72 E R1) (2.2) 
whenever the functions f, g satisfy the local Lipschitz condition (1.8). 
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Let u = ur , z+ = ua and consider the initial boundary-value problem: 
(Ulh = % 
(UJt - Lu, = p’(t, x, 211 9 u2) 
(i E (0, T], x E f2) (2.3) 
B[u,] = yt, x) (t E [O, T], x E asz> (2.4) 
Ul(O, 4 = 4(x>, uz(O, 4 = Q4q (x E f2). (2.5) 
The system (2.3)-(2.5), called a “modified problem” of (1.5)-(1.7), is equi- 
valent to the system (1.5)-(1.7) except with -Lf(t, x, 4 u2 + g(t, x, 41 
replaced by P(t, x, zli , u,). Since these two functions coincide when 1 ui 1 , 
/ ua j are bounded by Y we see that any solution (ui , us) of the problem (2.3)- 
(2.5) is also a solution of the problem (1.5)-(1.7) with u = ui , ut = ua so 
long as 1 ui ] , 1 ua / are bounded by r. To show the existence of a solution to 
the modified problem we make the transformation ui + eAtul , ua + e%a 
and transform the problem (2.3)-(2.5) to the form 
(4t + 4 = % 
B[U2] = e-“%(t, x) (t E [O, T], x E 22) (2.7) 
%(O, 4 = 4(x), u2(0,4 = VYX) (x E -Q>, (2.8) 
where X 3 0 is a constant to be chosen (cf. Theorem 2.1) and 
F,(t, x, u1 , u2) = eMAt147(t, x, e%, , e%,). (2.9) 
In view of the condition (2.2), the function FA also satisfies a global Lipschitz 
condition in Q , r/s and with the same Lipschitz constant K which is inde- 
pendent of A. For definiteness, we choose A > K + 1. Thus to show the 
existence of a solution to (2.3)-(2.5) t i su ffi ces to show the same for the pro- 
blem (2.6)-(2.8). 
Let C(D) be the Banach space of all bounded continuous functions u(t, x) 
on D 3 [0, T] x D. The norm in C(D) is given by 
II u II = sup{] u(t, x)1; (4 x) ED>. 
For simplicity, we assume the following. 
(Hs) For some closed subset S of C(D) the functions f(t, X, ui) ua , 
g(t, X, ui) are in S whenever ui , u2 are in S and for each p E S the linear 
problem 
(U2)t - (L - 4 u2 = P(C 4 (tE(o, Tl,XEQ) 
B[u,] = erYz(t, x) (t E [O, T], x E aq (2.10) 
uz(O, x) = G(x) @E-Q) 
has a solution in S (see Remark 2.1). 
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The above assumption ensures that for any u:‘), u:‘) in S we can construct a 
sequence (z@), UP)} successively from the system 
(Ufqt + Alp = up, Ul(O, 4 = 4(x) 
(Up)t - (L - A) up = F,(t, x, up-l), up) k = 1, 2,... (2.11) 
B[u~‘] = e-*th(t, x), z&o, x) = $qx). 
The construction of {u:“), UP)> is clear since the above system consists of two 
uncoupled (but interrelated) linear systems. We show that if P satisfies the 
condition (2.2), then the sequence +I@, z@)> converges uniformly to a unique 
solution of (2.6)-(2.8). To achieve this, we formulate the problem (2.6)-(2.8) 
as an operator equation. 
Let ‘e(O) = C(D) x C(D) be the product space with the norm 
/I Ull = II Ul II + II % II (U = (Ul > u2) E ww 
Since it seems there is no confusion we use the same norm notation for both 
C(D) and V(D). Define operators A, , A, , FA by 
4~1 = (udt + 4 , @l E WA 
A,u, = (U2)t - (L - 4 u2 9 +a E W2))> 
(F&I , 4) (t, x) = F,(t, x, u,(t, x), uz(t, x)), (~1 , u, E C(D)), 
where D(AJ is the domain of Ai (i = 1, 2) given by 
(2.12) 
W,) = (~1 E C(D); (ul)t E C(Q, ul(O> 4 = 4(x>> 
D(A,) = {uZ E C(D); (u~)~, Lu, E C(D); B[u,] = e-%(t, x), u,(O, x) = #(x)}, 
(2.13) 
We next define &, 9 by: 
where II(&) = D(A,) x D(A,). Then &’ . IS an operator with domain O(d) 
and range R(d) both in V(D) while F maps the whole space V(D) into itself. 
With this definition, the problem (2.6)-(2.8) is formulated as an operator 
equation 
dU = q U) ( u E %4) (2.15) 
in the Banach space Q?(D). The system (2.11) for the approximations is 
equivalent to 
&u(k) = s( U’k-lb), (U’“’ E D(d)). (2.16) 
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The requirement of U and U@) in D(d) ensures that the solutions of (2.15) 
and (2.16) satisfy the boundary and initial conditions (2.7) and (2.8). In order 
to prove the convergence of the sequence (P))} we need the following 
lemmas: 
LEMMA 2.1. Foreachi=l,2andanyh>O, 
11 A$ - A,,’ /I 3 h 11 u - 24’ /I (u, u’ E D(AJ). (2.17) 
Proof. We consider the case for A, . Since (2.17) is trivially satisfied if 
u = u’ we may assume that w =r u - u’ # 0. Moreover, from lim w(t, X) = 0 
as 1 x 1 -+ 03, there exists (to, x,,) E D such that I/ w jj = j w(t, , %,,)I . By the 
definition of D(A,) we see from ~(0, x0) = #(x,,) - #(x,,) = 0 that t, E (0, T]. 
Furthermore the boundary condition (1.2) implies that x0 E Q. For if x0 were 
on AQ then we would have w(t, , .a$ = 0 if ~~(ts , x0) = 0 and 
@43 (to , %I) = -w(to 9 %Mto 9 x0) 
if OL(~,,  x,,) # 0. In the latter case, (a~/&) (to, x0) 2 0 according to 
w(t, , x,,) 5 0 which contradicts the positive maximum (or negative minimum) 
property of w(t, , x,,). Knowing t, E (0, T], x,, E 9 we have 
w(t, , x0) w&o > x0) > 0, 4to > x0) w4 (to > %>I G 0 (2.18) 
(cf. [4, p. 34; or 81). It follows from the definition of A, that 
w(fo > xo) [(Azu - 44 (to > 41 = 46 9 4 Ew&o 3 4 - CL - 4 w@, 9 41 
2 A I w(t, , qJ12. (2.19) 
The above relation leads to 
II w II II 4~ - A2u' II 3 I 4,, 4 [(A zu - 44 (to > ~,)ll 3 A II w 112, (2.20) 
which is equivalent to (2.17) for A, . It is clear that the above argument also 
shows the relation (2.17) for A, . 
LEMMA 2.2. For any h > 0 the inverse operator .d-l exists on R(d) and 
11 d-1w - d-lw’ I/ < x-1 (I w - W’II ( W, W’ E R(d)). (2.21) 
Proof. By Lemma 2.1, we have for any U = (ur , u.J, u’ = (ur’, ~4) in 
D(-QIh 
II afu - =zfu’ II = II 4, - Au, II + II Au, - A,u,' II 
2 h(ll Ul - Ul' II + II f42 - UZ'II) 
=x1/u- Lq. 
The existence of .01-r and the inequality (2.21) follows immediately. 
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We now prove the existence of a solution for the transformed problem 
(2.6)-(2.8). 
THEOREM 2.1. Assume that the hypothesis (Hs) and the condition (2.2) are 
satisfied. Then for uny X > K + 1 and any U(O) == (ui”), ZJ~) in S x S the 
sequence (U(“)} = {u\‘), uv’} giwn by (2.11) converges in V(D) to a’ unique 
solution U = (12, , iLJ of the problem (2.6)-(2.8). Furthermore, 
K + I II U’“’ - Ull < /\ _ K _ 1 jqq”-‘ll U”’ - U’O’II ) h = 1, 2(222) 
Proof. Let W = (wi , wz), IV’ = (wr’, wz’) in V(D). By the condition 
(24, 
I F,(t, x, ~1 , 4 - F,(t, x, WI’, wz’>l ,< K(l ~1 -- ~1’ I + I wz - ~2’ I) 
for all (t, x) ED. The above inequality implies that 
II FA(w, , 4 - F&J,‘, w,‘)ll < K(ll ~1 - ~1’ II + II w, - ~2’ II) 
and hence 
II qv - P(Jml < (K + 1) II w - w’ll * (2.23) 
On the other hand, for W = (wl , WJ E 9’ = S x S we can find, in view 
of hypothesis (Ha) and Lemma 2.1, a unique U = (ur , UJ such that 
A,u, =: wr and A+, = F,,(w, , w.J, that is, CazU = P(W). Furthermore, by 
Lemma 2.2 we may write U = &-l3(W). It follows from the conditions 
(2.21) and (2.23) that 
11 d-‘F(W) - d-‘2q W’)]] < A-l(K + 1) 1) w - W’ jj ) (W, ur,, Y). 
(2.24) 
Since h > K + I, the above relation shows that the composite operator 
d-l.9 is a contraction mapping on 9. By the contraction property of &‘-‘9, 
the sequence (U(“)} given by 
U'k' = &-lg( U'k-l'), h = 1, 2,... (2.25) 
converges in G?(D) to a unique U = (Zz, , tia) E 9’ such that U = a@F(U) 
and satisfies the estimate (2.22). This implies that U E D(d) and is the 
unique solution of (2.15). Since Eq. (2.25) is equivalent to (2.16) which is the 
operator equation for (2. I 1) and since Eq. (2.15) is the operator equation for 
the problem (2.6)-(2.8) we conclude that the sequence {u:“), uik)} given by 
(2.11) converges in V(D) to a unique solution (Cl , z&) of the problem (2.6)- 
(2.8). This completes the proof of the theorem. 
409/52/1-8 
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~~~ wr) = ehtuf) and z.ui’) == e%ik). Then for each h = 1, 2,..., {w\‘), zu;‘)} 
satisfies the system (2.11) for /\ = 0. Since the convergence of {u\“), u:“)> 
implies the convergence of {WI’;), zup)} and since the problem (2.6)-(2.8) 
coincides with the problem (2.3)-(2.5) when h = 0 we therefore have the 
following conclusion. 
THEOREM 2.2. Assume that the hypothesis (Ha) and the condition (2.2) are 
satisjed. Then the sequence {u\“), u’,“)} given by (2.11) with h = 0 converges in 
V(D) to a unique solution (z& , z&) of the modified problem (2.3)-(2.5). 
Remark 2.1. It is seen from the proof of Theorem 2.1 that the existence 
of a solution to the linear problem (2.10) assumed in (Ha) is to ensure the 
existence of the sequence (0) in S. The closed property of S is used only 
to guarantee that the limit function u = lim 0 as k--f co is in S. These 
requirements can be replaced by assuming that the coefficients of L and the 
functions f, g are Hijlder continuous and the boundary surface XJ is suffi- 
ciently smooth. Specifically, if the coefficients of L and the function p are in 
CE*e/a(o x [0, T]), +, IJ E C”l+2(Q), h E Ca+1,(a+1)i2(% x [0, TJ) and satisfy 
the compatibility conditionand if %2 is of class Ca+2, where Ca and Casz denote 
the class of Hijlder continuous functions (of exponent 01 in x, 1 in t) in their 
respective domains, then the problem (2.10) has a unique solution 
u2 E Ca+2*a/2+1(Q x [0, T]) (cf. [6, p. 3201). Hence if we assume thatf(t, x, T), 
g(t, X, 7) are in CU*a:2(g x [0, T]) for each 17 E (-co, co), then by the 
Lipschitz condition (2.2), P(t, X, u r , u2) are in Cn,a/2(D x [0, T]) whenever 
ur , u2 are in this space. This implies that if u:‘), uL”) E Ca,a/2(D x [0, T]) 
then the functions (uik), ui”)) given by (2.11) are well-defined and are in 
Cti,W/2(g x [0, T]) for every k = 1, 2,.... The proof of Theorem 2.1 shows 
that {U(“)} = {u$‘), uL7’)} converges uniformly to a unique function 
u = (22, , G2) E C(D). Furthermore, by the continuity of 9, 
lim &Vi;) = lim 9( U”-l)) = 9(U) as k+co. 
It is obvious from the uniform convergence of {uile), uV’} that (z& , zZ2) satisfies 
the condition (2.7) and (2.8) and the first equation in (2.6). By a regularity 
argument it can be shown that (G2)t and Lzi, exist at every point 
(t, X) E (0, T] x Q (e.g., see [4]). Hence the function U = (& , a,) is indeed 
the desired solution of (2.6)-(2.8) (see [8] for additional remarks). 
An immediate consequence of Theorem 2.2 is the following local existence 
theorem for the original problem. 
THEOREM 2.3. Assume that the hypothesis (Ha) and the condition (1.8) are 
satisfied. Then for j+(x) 1 < Y, / #J(X) 1 < Y the problem (1.5)-( 1.7) has a unique 
“local solution” u(t, x) in the sense that for some To > 0, u(t, x) satis$es the 
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system (1.5)-( 1.7) for all x ES, t E [0, T,,]. The vaZue of T,, is determined by 
the largest interval on which 1 u(t, x)1 < r and 1 z+(t, x)1 < r. If, in addition, 
the condition (1.8) holds for every finite r, where K = K(r) may depend on r, 
then u(t, x) can be continued for as long as u and ut remain bounded on a. 
Proof. Let zZr , J, be the solution of the modified problem (2.3)-(2.5). 
Then from ) zi,(O, x)1 = 1 $(x)1 < r, I z&(0, x)1 = 1 #(x)1 < r and the conti- 
nuity of z?r , 1, there exists T, > 0 such that I O,(t, x)1 < r, 1 z&(t, x)1 < r 
for t E [0, To], x ~0. Since E(t, x, 9, , Ez,) coincides with 
-[f (4 x, Cl) 62 + g(t, x, q1 
when 1 zil I < r, 1 J, 1 < r we see that the function u(t, x) = z&(t, x) (with 
u,(t, x) = zi,(t, x)) is the unique solution of (1.5)-(1.7) for t E [0, To], x ED. 
Obviously, the value of To is determined by the largest interval on which 
I %(t, 41 < r, I &(t, 41 < r. In case the condition (1.8) holds for every 
finite r then by continuation (or by taking r sufficiently large) the solution 
zii , z&) of the problem (2.3)-(2.5) is the unique solution of the problem (1.5)- 
:1.7) for as long as both u1r , tiz remain bounded. This proves the theorem. 
Remark 2.2. The proofs of the above theorems show that if the function 
f(t, x, u) ut + g(t, x, u) in (1.5) is replaced by a more general function 
F(t, X, u, ut), which satisfies a local Lipschitz condition in u and ut , then the 
results in Theorems 2.2 and 2.3 remain valid. In particular, if F is a poly- 
nomial function of u and ut , that is, if F is of the form 
F(t, x, u, ut) = f d&, x) u%;-~, 
i=O 
(2.26) 
where di are continuous on D, then since F satisfies the condition (1.8) for 
every finite Y, Theorem 2.3 ensures that the problem (1.5)-(1.7) (with the 
function F given by (2.26)) h as a unique local solution u(t, x) which can be 
continued for as long as u and ut remain bounded on a. 
3. EXISTENCE OF GLOBAL SOLUTION 
The results of Theorem 2.3 are in analogy to the classical theory of Cauchy 
problem for ordinary differential equations. As is known from the theory of 
ordinary differential equations, local Lipschitz condition alone is not sufficient 
to ensure the existence of a global solution. In order to obtain a solution for 
the problem (1.5)-(1.7) for all t E [0, T] it seems necessary to impose some 
additional conditions on f, g. In this section, we show that if f, g satisfy the 
condition (1.9) then the solution of the modified problem (2.3)-(2.5) is, in 
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fact, the unique solution of the original problem. Before proving the existence 
theorem we study some properties of a solution of the problem (1.5)-( 1.7) 
when it exists. For this purpose, we need the following lemma. 
LEMMA 3.1. Let w(t, x) be a continuous function such that w,(t, x) exists at 
the point (to, x0). Then the right-derivative of / w(t, x0)/ exists at t = t, and 
I w(to ,%)I 2 (I 44 %l)l)t=d, = w(t, , xg) w,(t, , XJ. 
Proof. A proof of the above lemma has essentially been given in [9] and 
we sketch it as follows: From the relation 
6-l I[1 W(h + 67 %)I - I w(to > %)I1 - [I +I 2 x0> + ~%(&I , %)I - I W(4) , %)I]1 
G 6-l I w(t, + 6, x0) - w(to , XCJ - SW& , %)I 
for every 6 > 0 we obtain 
f (I w(t, %)l)t=t, = $5 S-T w(t, > x0) + SW& 9 %)I - I w&l , xdl, (3.2) 
provided the limit at the rightside of (3.2) exists. Without any loss, we may 
assume that w(t, , x,,) # 0. Since for sufficiently small 6 > 0, 
wkl , x0) + Swt(t, 7 x0) 2 0 according to 
we see that 
I 4, I ~3 + h(t, , 4 - I 4to , 4 = kn WP, , 4) Pwt(t, , x0)1. 
(3.3) 
It follows from (3.3) that the limit in (3.2) exists and is equal to 
(w(t, , x,)/i w(t, , x0)/) w,(t, , x,,), which leads to the relation (3.1). 
Let C(o) be the space of all bounded continuous functions U(X) on 0. The 
norm of u E C(G) is defined by 
II u IID = SUP{1 +)I; x EQI. 
For any bounded continuous function w(t, x, r]) on [0, T] x D x [0, M] we 
set 
~,a = sup{1 4, x, 41; (4 x, 4 E P, Tl x ~2 x P, MI), (3.4) 
where M is the constant given in hypothesis (H,). The following theorem 
gives some bounded property for any solution of the problem (lS)-(1.7). 
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THEOREM 3.1. Let the condition (1.9) be satisfied and let u(t, x) be a solution 
of the problem (lS)-(1.7) for h(t, x) = 0. Then 
II u(t)llsa < II 4 Ill2 + Mot, II ml* < MO > t E LO, Tl, (3.5) 
where 
MO = m=4P, eYfT(// 1G IIR + (r,/n>)>~ (3.6) 
Proof. Let u1 = u, ua = ut . We show that /I u2(t)llsa < M,, for all t E [0, T]. 
For each fixed to E (0, T), let x0 EQ such that jl u2(to)llra = I u2(to, x,)1 . By 
the maximum property of I u(t, , x,)1 on g it is easily seen from the proof of 
Lemma 2.1 (with h(t, X) = 0) that x,, E Sz and u2(to , x,,) [(Lu,) (to, x0)] < 0. 
Since u(t, , x0) satisfies Eq. (1.5), an application of Lemma 3.1 leads to 
I u,(to ) x 
d+ 
’ dt )I - (I %(4 %Nt=t, 
=. uz(to 9 x0> W2) (to 9 x0) - f (to > x0 , %(to , 20)) ‘I&, , x0) 
- &o 9 x0 T %(to 9 XONI (3.7) 
G - f(t0 9 x0 > %(4l 3 x0)) I uz(t, , xo)12 
+ I u2(to ) x0)1 I&to 7 x0 3 %(to > %))I . 
Hence if 1 u,(t, , x0)1 # 0 we can divide (3.7) by 1 u2(to , x0)1 to obtain 
g (I u,(t, ~oNt=t, 
<I - f (to 9 *o 3 dto 9 x0)) I uz(to 7 x0)1 + I &to > x0 , %(to , XONI . 
(3.8) 
The above inequality holds for any to E (0, T) and a corresponding point 
x0 E B whenever II u(t,)lI, # 0. Consider the case where 1 ul(to , x0)1 > M. 
Then if I u2(to , x0)1 > p-l the condition (1.9) implies that the rightside of 
(3.8) is nonpositive and thus I u2(t, x0)] is nonincreasing at t = to. Since this 
is true for any to E (0, T) we see by starting from a sufficiently small to > 0 
that II u2(to)lln < II tcI /Q when II # IIR > B-l and II ~2(toIl~ G B-l when 
/I 9 /ISa < /I-‘. This relation holds for as long as I u,(t, , x0)1 > M. On the other 
hand, when ] z+(to , x,)1 < M the inequality (3.8) implies that 
where yf , ‘ys are defined by (3.4). S ince the usual rules of differentiation hold 
for right-derivative of a continuous function the above inequality can be put 
in the form 
$ [e+(l u2(t, x0)1 + (r,/rfNlt=t, < 0. (3.9) 
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Hence the function e-+(1 us(t, x,)1 + (yJ~~‘r)) is nonincreasing at t = to . As 
in the previous case, we conclude that 
e-“““(II %.(w2 + (rhr>> G II # IIQ + (r,h), (3.10) 
so long as ] ul(t, , x,)1 < M. Since at any to E (0, T) (and a corresponding 
x0 EQ) either 1 u(t, , x0)1 > A!.! or j u(to , x,)1 < M, we obtain from the above 
conclusion that either j/ u,(to)lla is bounded by /3-l or by eyf”o(jj # IIo + r&). 
In any case we have /) u,(t,Jjo < M,, . Finally, the boundedness of ]I u,(t,)ll, 
follows immediately from // u,(t& < A&. This proves the theorem. 
When h(t, X) # 0 the solution u and ut are also bounded on D. To see this 
we consider the case a(t, x) = 0 for the sake of simplicity. Notice that in this 
case the first boundary condition in (1.6) is replaced by +(t, X) = h(t, x). The 
following additional notation will be used: 
h = sup{1 h(t, x)1; t E [O, T], X E 8Q}. (3.11) 
THEOREM 3.2. Let the condition (1.9) b e satisfied and let u(t, x) be a solution 
of (1.5)-(1.7) for a(t, x) = 0. Then 
II u(t)llsa G II 4 Iln + wkt, II 4tNz d Mi& 9 (t 6 LO, TN, (3.12) 
where 
Mk = max{M, , t;}. 
Proof. Let u1 = u, us = ut and let [I u,(t,& = 1 uz(t,, x,)1 , where 
to E (0, T) is fixed. By the same argument as in the proof of Theorem 3.1 we 
see that if x0 E 52 then the relations in (3.12) hold with Mh = M,, . In case 
x0 E XJ the boundary condition implies that I u,(t, , x0)1 = I h(t, , x0)/ < h. 
In either case we have I] uz(t,)ll, < n/r, . The boundedness of 11 ul(t)l/a follows 
immediately. 
With the results of Theorems 3.1 and 3.2 we now show the existence of a 
global solution to the problem (1.5)-(1.7). 
THEOREM 3.3. Let the hypotheses (HI)-(Hs) be satisfied for some 
and let either h(t, x) = 0 or a(t, x) = 0. Define modi$cations i g’ as in (2.1) 
with Y = r. . Then the problem (1.5)-( 1.7) has a unique solution u(t, x) which 
satis$es the relation (3.5) when h(t, x) E 0 and the relation (3.12) when 
a(t, x) 3 0. Furthermore, the pair (u, ut) is the limit of the sequence {u:“), uik)} 
determined from the problem (2.11) with X = 0. 
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Proof. By the definition of the modificationsx g” and the hypothesis (H,), 
the function P E -(j+ g) satisfies the global Lipschitz condition (2.2). 
Hence by Theorem 2.2, the sequence {u:‘), @I} given by the problem (2.11) 
(with h = 0) converges to a unique solution (Ei , z&J of the modified problem 
(2.3)-(2.5). Sincef, g” 1 a so satisfy the condition (1.9) when it is satisfied by f, g 
we obtain from Theorems 3.1 and 3.2 that the relations (3.5) or (3.12) hold 
for (zir , 22,) according to h(t, x) = 0 or ol(t, X) = 0. This implies, in view of 
the choice of r, that J(t, X, 1, , z&) and g(t, x, rZr> coincide with f (t, x, 22,) 22, 
and g(t, X, z&), respectively, for all (t, X) ED. It follows from the equivalence 
between the problems (1.5)-(1.7) and (2.3)-(2.5) that u(t, x) E ti,(t, X) (with 
z+ = aa) is the unique solution of the original problem (1.5)-(1.7). This also 
shows that the sequence {ur , a (k) u(~)} converges to (u, uJ. This proves the 
theorem. 
In the special case of the problem (l.l)-( 1.3) where 
f (t, x, u) = c1( 1 - u + czu2), g(u) = u, (3.13) 
the hypotheses (H,), (H,) are fulfilled. In fact, the condition (1.9) holds with, 
for example, /3 = c, , M = 2/c, . By Remark 2.1, we have the following 
conclusion: 
COROLLARY. The problem (l.l)-( 1.3) has a unique solution which satisjies the 
condition (3.12). The constant M,, in (3.12) can be obtainedfrom (3.4) and (3.6) 
with p = cl , M = 2/c, . 
4. CONSTRUCTION OF SOLUTION 
When the Green’s function of the linear problem (2.10) is constructed we 
can obtain an explicit recursion formula for the calculation of the approxima- 
tions for the problem (1.5)-(1.7). In th e o f 11 owing we give such a formula for 
the special problem (l.l)-( 1.3) as an illustration. The same approach can be 
used for more general operator L and higher dimensional spatial domains. 
Consider the linear problem 
(U2)t = (u2L + Ph 4, (t E (0, Tl, x E Q), 
uz(t, 0) = h(t), $i? u,(t, x) = 0, (t E LO, TI), (4.1) 
where Q = (0, cc). Assume that p is Holder continuous in D and 1 p 1 is of 
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order O(efl”“) as x + TX), where /3 > 0 is a constant. Then the solution of 
(4.1) is given by: 
uz(t, x> = jotjoE G(t, x I 7) Y> P(T, r>dr dT +joa G(t, .2’ I0, Y) 4(y) 4
(4.2) 
+ s,’ g (t, x I 7, 0) h(7) dT, 
where G is the Green’s function given by 
and H is the Heaviside function (e.g., see [ll, p. 1991). Let (ui’), UP) be any 
pair of Holder continuous functions such that 
lim ~(‘)(t x) = lim u(O)(t x) = 0 1 T 2 3 
as x + co. Sincef(t, x, UJ ua and g’(t, x, ur) are H6lder continuous in D and 
is of order O(@*“) as x + co, when u1 , us have these properties we can 
replacep(t, x) in (4.2) byP(t, x, ~i~-‘)(t, x), ua c+‘) t x)) to obtain the sequence ( , 
{U(k) r , u’,“)} from the recursion formula: 
ul(k)(t, x) = 4(x) + jot u1;k-‘)(T, x) d7 
@(t, x) = jot jam G(t, x I T, y)&, y, uI’C-~)(T, 9% @-% Y)) dY d-r 
+ j~G(t,~lO,y)B(y)dy+~‘~(~,~l~,O)la(7)d~ 
0 
h = 1, 2,.... (4.4) 
The sequence {u:“), uA”)) given above is well-defined and satisfies the problem 
(2.11) for the special case Lu, = (uJze , h = 0, cx(t, x) 3 0. Notice that in 
the formula (4.4), fl(t, x, ur , ua) = -[f”(t, x, ur , ua) +g”(t, x, u,)] and i g” 
are the respective modifications of f(t, x, ur) ua and g(t, x, ur). By the applica- 
tion of Theorem 3.3 and its corollary we have the following conclusion: 
THEOREM 4.1. Let (ui”, ui’)) be any Hiilder continuous functions in D such 
that lim ui’)(t, CC) = lim up(t, x) = 0 as h + 00. Then the sequence {u\“‘, ui”‘> 
given by (4.4) conaerges to a uniquepair (22, , z2.J such that u = 21, (with ut = 22,) 
is the unique solution of the problem (1. 1)-(1.3). 
BOUNDARY VALUE PROBLEM IN NEUROPHYSIOLOGY 119 
It is to be noted that in the construction of the solution for the problem 
(1 .l)-(1.3) (and, in general, for the problem (1.5)-(1.7)) the modifications 
f; j should be used in the recursion formula (4.4) since the approximations 
of the modified problem are not necessarily the same as those of the original 
problem even though the two systems have the same solution. In fact, it is not 
known whether or not the sequence of approximations converges if the 
modificationsf, g” are replaced by the original functions. In using the recursion 
formula (4.4) for computational purpose, the third integral term in the second 
equation in (4.4) is not quite satisfactory near x = 0. In this situation, a 
little trick may be necessary to circumvent this difficulty (cf. [l 1, p. 2081). 
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