Abstract-With aggressive technology scaling and heightened variability, circuits such as SRAMs and DRAMs have become vulnerable to random telegraph noise (RTN). The bias dependence (i.e., non-stationarity), bi-directional coupling, and high inter-device variability of RTN present significant challenges to understanding its circuit-level effects. In this paper, we present two computer-aided design (CAD) tools, SAMURAI and MUS-TARD, for accurately estimating the impact of non-stationary RTN on SRAMs and DRAMs. While traditional (stationary) analysis is often overly pessimistic (e.g., it overestimates RTNinduced SRAM failure rates), the predictions made by SAMURAI and MUSTARD are more reliable by virtue of non-stationary analysis.
. Impact of RTN on SRAM design margins (data courtesy Yasumasa Tsukamoto, Renesas Electronics Corporation, Japan). From the figure, it is seen that the impact of RTN has been steadily increasing under continued CMOS scaling. Indeed, of all the variability or noise sources depicted in Fig. 1 , RTN is the fastest growing contributor to design margin degradation. At the 22-nm node, RTN (coming on top of parameter variability) is large enough to push the stacked bar above the minimum supply voltage, thereby driving design margins negative. In fact, RTN-induced SRAM failures, leading to transient read or write bit errors, have already been experimentally reported [1] , [4] .
In addition to the unfavorable impact on SRAMs, RTN is also considered responsible for variable retention times in DRAMs [6] . Fig. 2(a) shows a standard DRAM cell to which the bit "1" is written. Fig. 2 (b) depicts the stored value Q of the DRAM cell over time, both in the absence and in the presence of RTN, for two different threshold voltages. To compensate for RTN, it is necessary to refresh the cell more often, which in turn increases power consumption and reduces speed of operation. The bar chart in Fig. 2 shows the increase in refresh frequency necessitated by RTN, both in the presence and in the absence of the threshold voltage shift.
The magnitude of RTN grows as 1/WL, a rate much faster than many other sources of variability 2 (e.g., random dopant fluctuation grows only as 1/ √ WL) [7] . In the future, therefore, it is expected that RTN will affect more circuits adversely, and will affect them more adversely. Thus, for continued CMOS scaling, it is necessary to develop new CAD techniques that enable RTN-aware circuit design, while simultaneously accounting for other sources of variability.
However, the very nature of RTN, from how it originates at the device level to how it impacts performance at the circuit level, poses several challenges for CAD tools.
Non-stationarity: At the device level, RTN is produced by random processes, involving the capture and release of charge carriers by dangling bonds known as "traps" [2] , [3] , [8] . The statistics of these processes are strongly dependent on timevarying bias conditions (e.g., gate voltages). Therefore, there is an inherent non-stationarity associated with RTN, i.e., the statistics of RTN change with time rapidly and continuously. As a result, most existing noise analysis approaches (which are valid only in the stationary domain) do not apply to RTN; it is necessary to develop more powerful techniques.
High inter-device variability: Analytical approaches to RTN typically assume a large number of traps, leading to the classic 1/f stationary characteristic for RTN [8] , [9] , with minimal inter-device variation. For today's small devices, however, this assumption is invalid [2] , [10] , [11] . Detailed trap profile models (corroborated by measured data) suggest that, in deeply scaled technologies, only about one to two traps are active at any given bias [2] , [10] , [12] , [13] , causing significant inter-device variation. For example, Fig. 3 shows the spectral density plots for 25 devices (randomly generated using the trap profiling model of [2] , and held at a constant bias) from two CMOS technologies. While inter-device variation is negligible in the older technology (left), it is significant in the newer technology (right), creating additional challenges for CAD tools.
Bi-directional coupling: As noted above, the statistics of RTN exhibit a complicated bias dependence. This leads to a bi-directionally coupled interaction between RTN and the rest of the circuit, i.e., the time-varying biases in the circuit affect the statistical parameters of RTN, while RTN simultaneously produces changes in these very biases (illustrated in Fig. 6 ).
Thus, RTN cannot be considered in isolation from the rest of the circuit; instead, the circuit and its RTN evolve together as a coupled system-a feature that makes RTN characterization especially difficult.
The challenges imposed by the above three innate characteristics of RTN, namely, non-stationarity, high inter-device variability, and bi-directional coupling, have hampered the development of CAD tools for RTN characterization. Indeed, even though detailed, trap-level equations for RTN generation have been available for decades [2] , [8] , there is still no CAD tool that incorporates these models to achieve circuitlevel characterization of non-stationary RTN. Instead, existing CAD techniques are limited in scope. For example, Tian and El Gamal [3] have derived analytical RTN expressions for constant and switched gate bias, and Roy and Enz [14] have extended these to periodic gate bias. However, such results do not apply to circuits such as SRAMs and DRAMs, which are subject to large, rapid, and non-periodic bias swings. For such applications, Ye et al. [15] recently proposed a 2-stage comparator topology, driven by white noise, for generating RTN. However, this applies only to stationary RTN at constant bias; it cannot perform non-stationary analysis. Moreover, this method is time-consuming (Section VII) because it requires time-domain white noise simulation.
Against this background, in this paper, we perform the following.
1) We present SAMURAI, 3 a computational technique for trap-level, non-stationary analysis of RTN in SRAMs/DRAMs under time-varying biases and interdevice variability. SAMURAI has been implemented as a stand-alone module interoperable with any existing circuit simulator (without modifying the simulator). The only aspect that SAMURAI does not address is bidirectional coupling; for this, we have developed MUS-TARD.
2) We present MUSTARD, 4 a second technique to predict the impact of RTN on SRAMs and DRAMs. In addition to all of SAMURAI's features, MUSTARD offers the added capability of bi-directionally coupled RTN analysis. Thus, MUSTARD enables accurate, non-stationary, bi-directionally coupled, discrete stochastic RTN trace generation seamlessly integrated with deterministic, continuous circuit simulation. Unlike SAMURAI, however, MUSTARD requires modifying the underlying circuit simulator, the payoff being improved accuracy over SAMURAI. Thus, MUSTARD and SAMURAI each have their own strengths, and together they overcome the challenges associated with circuit-level RTN analysis. 3) We validate SAMURAI against analytical expressions known for stationary RTN (Section V), by showing that the statistical properties of SAMURAI-generated RTN 3 SAMURAI stands for SRAM analysis via Markov uniformization with RTN awareness incorporated, and was presented [16] at DATE 2011. This paper elaborates on [16] , providing additional results and comparisons against a previously published method [15] . 4 MUSTARD stands for Markov uniformization based simulation of trap activity for RTN aware design, and was presented [17] at DAC 2011. This paper provides greater detail, validation, comparisons against SAMURAI, and algorithmic extensions. traces closely match analytical expressions. In effect, this also validates MUSTARD because, for the stationary case, MUSTARD reduces to SAMURAI. 4) We highlight the differences between stationary RTN analysis and SAMURAI, using a 22-nm 6T SRAM cell (Section VI). The results indicate that stationary analysis, being overly pessimistic, can predict RTNinduced SRAM failures even when there are none. By contrast, SAMURAI and MUSTARD do not make such overly pessimistic predictions. 5) We compare SAMURAI with the 2-stage method recently proposed by Ye et al. [15] , from both an accuracy and an efficiency perspective (Section VII). We demonstrate that SAMURAI is not only more accurate, but also significantly more efficient than 2-stage RTN generation. 6) We examine the key differences between SAMURAI and MUSTARD, using as example a 22-nm 6T SRAM cell (Section IX). Our results indicate that, until the first RTN-induced failure, both SAMURAI and MUS-TARD make similar predictions. However, after that, SAMURAI's predictions tend to be less reliable than MUSTARD's. 7) We apply MUSTARD to duplicate experimentally observed RTN-induced SRAM failures. We also generate statistical characterizations of SRAM bit errors due to RTN, in the presence of parameter variation. 8) We present MUSTARD-generated results showing the effect of RTN on DRAM retention times.
II. Existing Methods for RTN Characterization
Three approaches to RTN characterization can be distinguished from the literature: 1) analytical expressions at the device level; 2) measurement-based characterizations at the circuit level; and 3) simulations at both levels.
Analytical expressions: Much work has been done on the stochastic modeling of trap activity, the principal mechanism for RTN generation. Physics-based equations [2] , [8] have been developed to describe the bias-dependent statistics of trap activity. Detailed device models [14] , [18] are also available for translating trap activity to RTN noise currents. Several models [2] have also been proposed for obtaining realistic trap profiles for today's deep submicron technologies. Therefore, at the device level, it is possible to construct realistic, nonstationary models for RTN from first principles. However, at the circuit level, analytical expressions are available only for the constant-bias (stationary) case [2] , [8] and the periodic-bias (cyclo-stationary) case [3] , [14] , neither of which applies to circuits such as SRAMs/DRAMs.
Measurement-based characterizations: These involve subjecting post-fabrication SRAM/DRAM arrays to a large number of measurement tests, in the hope of detecting vulnerabilities to RTN [1] . This is the primary mode of RTN analysis available today for SRAMs and DRAMs. In this context, accelerated testing techniques have also been developed [4] .
However, it is costly to correct errors discovered during post-Silicon measurement. In addition, measurements usually do not provide insight into why circuit failures occur. For instance, whereas a measurement can indicate that an SRAM cell is vulnerable to RTN, it cannot pinpoint which trap-level events can trigger a failure. Moreover, unlike other sources of variability, RTN is a temporal effect that cannot be completely characterized by measurement data alone. For example, identical tests carried out on the same SRAM/DRAM chip at different times can yield completely different success or failure outcomes [1] . Thus, even if a large number of measurements indicate that a chip is robust to RTN, it may in fact not be so.
Simulation-based characterizations: These are recent developments in RTN analysis. The main idea is that, because the number of active traps in today's devices is small (averaging about 1 to 2 [10] , [12] , [13] ), each trap can be stochastically simulated (for example, alongside a SPICE run). Whenever such a simulation predicts an RTN-induced failure, it is possible to examine the simulation trace to investigate the RTN events that triggered the failure. Moreover, a simulationdriven methodology accounts for RTN in the design phase itself, which greatly reduces the risk of unpleasant findings during the (much later) measurement or testing phase.
The state-of-the-art simulation-driven strategy (excluding SAMURAI and MUSTARD) is the one proposed by Ye et al. [15] , which uses a 2-stage comparator circuit to generate stationary RTN under constant bias, starting from an independent white noise source for each trap. However, this method cannot truly reproduce non-stationary RTN in circuits such as SRAMs and DRAMs. So, we believe that the predictive utility of this method in the context of non-stationary RTN in SRAMs/DRAMs is not clear. Moreover, as Section VII shows, this method can be very time-consuming.
III. Unidirectionally and Bi-Directionally
Coupled Models for RTN As mentioned in Section I, RTN is produced by the random capture and release of electrons by dangling bonds in the device oxide layer [8] . As Fig. 4(a) depicts, the oxide layer and the oxide-semiconductor interface contain silicon (Si) atoms with unsatisfied valences, called dangling bonds or "traps." When the device is on, each trap can randomly 1) capture an electron from the inversion layer, and 2) release the captured electron back into the inversion layer [8] .
Thus, at any given time, each trap has two possible states: filled (with an electron) and empty. An empty trap can become filled by capturing an electron, whereas a filled trap can become empty by releasing its captured electron.
Also, whenever a trap becomes filled, its captured electron modifies 1) the electric field and electron mobility in the inversion layer, and 2) the number density of charge carriers contributing to the transistor current [19] . Therefore, every capture or release event by a trap brings about a change in the device current, which is observed as a random waveform I RTN (t) opposing the nominal drain current I d (t).
Furthermore, the propensity of a trap to capture or release an electron is not constant, but depends on the instantaneous gate bias V gs (t) [2] , [3] , [14] . Mathematically, given that a trap tr is empty (filled) at time t, the probability that it changes state to become filled (empty), within a short time interval dt, is given by λ c,tr (t)dt (λ e,tr (t)dt), where λ c,tr (t) (λ e,tr (t)) is called the capture (emission) propensity of the trap tr at time t. 5 Physics-based models are available for the bias-dependent capture and emission propensities [2] , [8] , [20] .
For simplicity, we first develop our RTN analysis techniques (Algorithms 1 and 2) assuming that, for each trap, the sum λ c + λ e is constant (independent of bias) with time, while the ratio λ e /λ c can vary with time, depending on the instantaneous gate bias V gs | t . It is this bias dependence that causes the electron capture or release process to be nonstationary. In Algorithm 3, we relax this assumption and allow both the sum λ c + λ e and the ratio λ e /λ c to be arbitrary functions of (time-varying) bias conditions.
Finally, we need a formula that relates individual trap states (i.e., filled or empty) to the collective noise current I RTN (t). One model for this is the following equation [18] :
where N filled denotes the number of filled device traps, q is the electronic charge (∼ 1.6 × 10 −19 Coulomb), W and L are the device dimensions, C ox is the oxide capacitance per unit area, and V th is the threshold voltage. More elaborate models have also been suggested [20] .
Thus, the net effect I RTN (t) is that of a non-stationary electron capture or release process, whose resulting trap occupancy function N filled (t) is modulated by a bias-dependent large signal waveform. Fig. 4 (b) illustrates this for a trap in an NMOS device whose gate is driven by a sinusoidal voltage source. The figure depicts the nominal biases V gs (t) and I d (t), in addition to the trap occupancy function and the noise current I RTN (t). Note that, because the gate bias is time-varying, the density of capture or release events is non-uniform, i.e., some time intervals have a low event density, while others have a high density, which provides a visual cue that the underlying capture/release process is non-stationary.
To incorporate all the above aspects of RTN without loss of generality, SAMURAI and MUSTARD use the mathematical abstraction of a time-inhomogeneous Markov chain with a hypercube state transition graph (described below). shows this for M = 1, 2, and 3). Each dimension represents a unique trap, i.e., all hypercube edges along a given dimension denote capture or release events involving a unique trap. So, for every trap tr, all edges along the tr-dimension are annotated with the propensities λ c,tr (t) and λ e,tr (t) (Fig. 5 ), resulting in a time-inhomogeneous Markov chain.
In a circuit, however, the M-trap system is not isolated; rather, its (discrete) state evolves simultaneously with the underlying circuit, which has its own (continuous) state vector x of voltages and currents, represented by a differential algebraic equation (DAE) system D [21] , given by
Thus, RTN is produced by an M-dimensional hypercube Markov chain, whose time-varying propensities are determined by a state vector x, which itself evolves according to a DAE system D, whose q and f functions are, in turn, determined by the Markov chain's state. This bi-directionally coupled RTN model is summarized by Fig. 6 .
We note that commercial SPICE simulators typically simulate only deterministic DAEs (circuit equations), not the Markov/DAE systems above. To circumvent this, one can implement a non-stationary Markov process within a device model such as BSIM. However, this may involve significantly modifying the simulation engine, the device model, and the interaction between the two. Instead, we have implemented MUSTARD as an independent module (separate from the device model), so that the modifications are largely confined to the simulation engine. To use MUSTARD, one can either modify one's existing circuit simulator to interface with the MUSTARD module, or switch to the circuit simulator that is built into MUSTARD. Sometimes, however, neither choice may be acceptable, and one may require the RTN analysis module to work with existing simulators as they are. For this, we have developed SAMURAI. SAMURAI approximates the above bi-directionally coupled Markov or DAE system with a unidirectionally coupled Markov or DAE system. In SAMURAI, the time-varying effect of the DAE state on the Markov propensities (i.e., nonstationarity) is fully taken into account. However, the DAE itself is not changed as and when individual RTN events occur. Instead, the effects of RTN are incorporated in a new DAE constructed at the end of the simulation (after an entire train of RTN events). Thus, during a SAMURAI run, the influence of individual RTN events, through the DAE, on the statistics of future RTN events, is not taken into account. We call this approximation the unidirectionally coupled RTN model.
IV. SAMURAI: A CAD Tool for Unidirectionally
Coupled RTN Simulation by Markov Uniformization We now discuss how to simulate the non-stationary, unidirectionally coupled RTN model using Markov uniformization, the core technique behind SAMURAI. Given a circuit netlist (e.g., an SRAM/DRAM), and a time interval [t 0 , t f ] during which the circuit's voltages and currents evolve continuously, the goal is to construct a realistic, non-stationary RTN trace for each device in the circuit, over [t 0 , t f ]. For a single device, assuming that λ c + λ e is constant for each trap [2] , this is achieved by Algorithm 1.
Algorithm 1 takes as input: 1) the trap profile of the device (i.e., the position y tr and energy E tr of each trap), and 2) the time-varying bias conditions (e.g., V gs (t)). The former is obtained either from measured data or from technologyspecific trap profile models (e.g., [2] ). The latter is obtained by SPICE simulating the circuit over [t 0 , t f ]. Algorithm 1 outputs an I RTN (t) trace for the device, whose (time-varying) statistics are guaranteed to be identical to those of the unidirectionally coupled, non-stationary model of Section III. Algorithm 1 works by generating more trap activity than necessary, and then discarding some of this activity to preserve the time-varying RTN statistics exactly. Line 3 computes λ * , an upper bound on the sum of the outward propensities from every hypercube state. In each iteration of the while loop (line 6), a candidate capture or release event is generated (line 7) corresponding to a stationary two-state Markov chain with both propensities set to λ * . Thus, the original nonstationary Markov chain is first uniformized into an easy-tosimulate, stationary (but high-rate) Markov chain. However, not all events in the high-rate chain correspond to the original Markov chain: some high-rate events are spurious, and need to be discarded. Algorithm 1 does this probabilistically (line 15), by making a randomized decision to either keep or discard each high-rate event. This exactly restores the non-stationarity of the original Markov chain (as proved in [22] [23] [24] ).
For circuits with multiple transistors (e.g., SRAMs), we apply Algorithm 1 individually to each transistor, to obtain one noise current source I RTN (t) per transistor. We now construct a new circuit by including these noise sources between the source and drain of the corresponding devices. Thus, SAMURAI's non-stationary analysis involves two SPICE simulations: 1) a simulation of the original circuit to obtain the time-varying propensities, and 2) a simulation of a new circuit derived by augmenting the original circuit with RTN sources. These simulations can be performed by any SPICE simulator, without modifying the simulator. Our paper [16] illustrates these steps in detail, using a 90 nm SRAM cell and SpiceOPUS [25] as the simulator.
V. SAMURAI: Validation Against Analytical
Expressions As mentioned before, SAMURAI can generate nonstationary RTN traces under arbitrarily time-varying bias conditions. Although analytical expressions are not available for such a general case, they are known for the restricted case of constant gate bias [3] , [8] . We now validate SAMURAI against these expressions, as follows.
1) We run three validation experiments, using typical values
for the parameters V gs , E tr , and y tr . In each experiment, we fix two of these, and sweep the third. We simulate these trap configurations under constant gate bias using Algorithm 1. 2) Algorithm 1 returns a trace I RTN (t), from which we estimate the autocorrelation [26] 
3) We translate the above results into the frequency domain, by computing the power spectral density (PSD) [26] S(f ) numerically from R(τ). 4) We plot R(τ) and S(f ) alongside analytical expressions obtained from [3] and [8] . To understand the relative importance of RTN, we also plot the PSD of thermal noise in the device.
The results in Fig. 7 
VI. SAMURAI Versus Stationary RTN Analysis
It is well known [3] , [5] , [14] that stationary analysis often overestimates the impact of RTN, especially if circuit operation involves rapidly switching devices [3] . In particular, for SRAMs, we expect stationary methods to result in overly pessimistic predictions compared to a non-stationary technique such as SAMURAI. This is illustrated as follows. Fig. 8 compares SAMURAI against stationary analysis, for a 22-nm (BSIM3) 6T SRAM bit-cell. Consider writing the bit "1" to this cell (which initially stores a "0"). Fig. 8(a) shows the input waveforms BL, BL, and WL applied to write the "1." In the absence of RTN, the SPICE simulation of Fig. 8(b)   Fig. 9 . Schematic proposed by Ye et al. [15] for producing traces that approximate stationary (constant bias) RTN. shows that the bit is properly written (i.e., Q and Q settle to their desired values at the end of the write).
We now inject stationary RTN into the simulation, using traps in devices M4 and M5 [see Fig. 13(a) ]. To model stationary traps, we set the capture and emission propensities to constant values (independent of gate bias). This leads to a uniform density of RTN events in each device, as seen from Fig. 8(c) , which depicts each RTN event by a vertical bar. When this train of RTN events is included in the SPICE simulation, it results in a bit error [the waveforms of Fig. 8(c) ]. This is largely because, under the stationary assumption, near t = 60 ns when the write operation begins, the traps in devices M4 and M5 have a reasonably good chance of being filled. The RTN produced by such filled traps slows down the devices, causing a write failure. Fig. 8(d) applies SAMURAI to the same SRAM cell for the same inputs. In this case, the capture and emission propensities do depend on gate bias (the positions, energy levels and other parameters are the same as the previous stationary simulation). This produces a train of non-stationary RTN events (i.e., with a non-uniform event density) in each device, as seen from the vertical bars of Fig. 8(d) . In particular, the time point near t = 60 ns, when the write operation begins, falls in a low density region. At this instant, the traps in M4 and M5 have a much greater chance of being empty than filled, which The top three plots demonstrate that, even for stationary RTN, the 2-stage method, unlike SAMURAI, does not closely match analytical expressions. The middle three plots show that the 2-stage method can mispredict RTN by several dB, whereas SAMURAI is always within 1 dB of the true spectral density. The bottom three plots show that SAMURAI is much faster than 2-stage RTN generation (note that runtimes are plotted on a logarithmic scale).
makes an RTN-induced write failure very unlikely. This point is completely ignored by stationary analysis, but is captured by SAMURAI (for example, the waveforms of Fig. 8(d) , which includes non-stationary RTN, do not show a bit error).
We note that the trap time constants used to generate Fig. 8 are in the nanosecond range, which is physically unrealistic (typical time constants tend to be much longer). We have used such small time constants mainly for convenient visual depiction, and to illustrate that SAMURAI makes more realistic predictions than stationary analysis under similar time constants [5] . Please see Section XII for a longer discussion.
VII. SAMURAI: Comparison Against 2-Stage
RTN Generation We now compare SAMURAI against a recently proposed approach [15] for RTN generation. This approach is based on the observation that white noise, on being RC-filtered, exhibits a spectrum similar to stationary RTN. From this, Ye et al. proposed a schematic (Fig. 9 ) to generate approximate RTN traces for a single trap under constant gate bias.
As Fig. 9 shows, each trap is simulated by a 2-stage "RC filter followed by comparator" structure driven by white noise (with the noise sources of different traps being independent of one another). The above circuit outputs a two-level signal, which is taken to be the trap occupancy function. The filter parameters, and the threshold V c of the second comparator, are chosen depending on the stationary trap parameters τ c and τ e (reciprocals of λ c and λ e , respectively).
To compare SAMURAI against the above method, we perform the following steps. 1) We generate several trap configurations by varying V gs , E tr , and y tr (as before, we fix two parameters at a time, and sweep the third). We compute τ c and τ e for each trap [2] .
2) We start the timer. For each trap, we compute the parameters R, C, and V c using [15] , and SPICEsimulate the corresponding 2-stage circuit over time interval [0, 1000(τ c + τ e )], with time step 0.1(τ c + τ e ). We stop the timer and denote the elapsed time by t 2-stage . 3) We simulate each trap under constant bias, for the same time interval [0, 1000(τ c + τ e )], using SAMURAI. We also time SAMURAI, letting t SAMURAI denote the elapsed time. 4) From the RTN traces returned by both methods, we numerically estimate the autocorrelations R(τ) and the PSDs S(f ) (similar to Section V). 5) We plot the above PSDs alongside analytical expressions (the top three plots of Fig. 10 ). We also plot the average dB error in the PSD, |S predicted − S analytical | (the middle three plots of Fig. 10 ). Finally, we plot the runtimes t 2−stage and t SAMURAI (the bottom three plots of Fig. 10 ). While carrying out the above, we observed that for all trap configurations, SAMURAI closely matched the analytical expression, whereas the 2-stage method did not. Therefore, in each of the top three plots of Fig. 10 , we have presented one scenario where the 2-stage method matched the analytical PSD well, and one where it does not match so well.
The middle three plots of Fig. 10 show that SAMURAI surpasses the 2-stage method in accuracy; whereas the 2-stage method can significantly mis-predict even stationary RTN (at times, by as much as 7 dB), the error in SAMURAI is always within about 1 dB (the theory of uniformization guarantees that SAMURAI is stochastically exact; however, a small error is expected because of numerical truncations, both in the simulation and in the autocorrelation/PSD estimation).
The bottom three plots of Fig. 10 highlight the speedups that SAMURAI offers over the 2-stage method. For every trap configuration that we tested, SAMURAI was many times faster than the 2-stage method; indeed, a logarithmic scale is needed for convenient visual depiction. In Fig. 10 , the speed-ups are indicated alongside the log(runtime) bars for each trap. As the figure shows, SAMURAI can be four orders of magnitude faster than 2-stage RTN generation.
We note that the 2-stage method [15] spends the bulk of its time simulating white noise sources (one for each trap) in the time domain. This requires SPICE to take very small timesteps, even if the underlying circuit can tolerate much larger steps (as is indeed the case for the above experiments, since the gate voltages are constant). By contrast, SAMURAI does not require time-consuming time-domain white noise simulation, which makes it much faster than the 2-stage method.
VIII. MUSTARD: A CAD Tool for Bi-Directionally
Coupled RTN Simulation Having presented and validated an algorithm for unidirectional RTN, we now extend it to the bi-directionally coupled case, which forms the core of MUSTARD.
A. Stochastic Simulation of Bi-Directionally Coupled Markov/ DAE Systems by Uniformization
Algorithm 2 describes MUSTARD's strategy for generating non-stationary RTN at the circuit level (assuming [2] that the sum λ c +λ e is constant for each device trap). Similar to SAMU-RAI, the algorithm first uniformizes the time-inhomogeneous RTN Markov chain into a stationary high-rate chain, which is then simulated using Gillespie's algorithm [27] . Again like SAMURAI, later in the simulation, a probabilistic decision discards some of the generated RTN events, which restores the non-stationarity of the original RTN hypercube.
The crucial difference between MUSTARD (Algorithm 2) and SAMURAI (Algorithm 1) is that: MUSTARD ensures that the effects of individual RTN events on the circuit's DAE are incorporated in a bi-directionally coupled manner, i.e., the DAE is updated as soon as the RTN events occur (lines 19 and 20) . This enables MUSTARD to overcome the main limitation of SAMURAI. Moreover, MUSTARD and SAMURAI both have the same runtime, so MUSTARD's improved accuracy is achieved at no extra computational cost.
B. MUSTARD's Software Architecture
We intend to release MUSTARD as an open-source tool for RTN analysis. To encourage early adoption, we have implemented a modular, easily extensible, easily maintainable architecture for MUSTARD (Fig. 11) . To integrate RTN simulation more efficiently with circuit simulation, we have implemented much of the circuit simulation functionality from scratch. Also, the RTN-related modules (indicated using double-bordered boxes) are maintained separately from the rest of the simulator, making it easy to experiment with different trap configurations, statistical parameters, I RTN equations, etc.
IX. MUSTARD Versus SAMURAI
We now illustrate the differences between SAMURAI and MUSTARD, in terms of bit-error predictions using a 22-nm (BSIM3) 6T SRAM cell. Because SAMURAI does not consider "second-order effects" (i.e., how each RTN event affects the statistics of subsequent events), its predictions are valid only as long as the circuit's voltages and currents, in the presence of RTN, are approximately equal to the nominal voltages and currents. For SRAMs, this holds only until the first read or write failure. After that, the voltages in the presence of RTN differ greatly from the nominal voltages, which may render SAMURAI's predictions invalid. MUSTARD, however, continually updates the circuit equations to reflect the higher-order effects of bi-directionally coupled RTN, so its predictions are always valid. Fig. 12 illustrates the above, for a 22-nm 6T SRAM cell. Fig. 12(a) depicts the inputs to the bit-cell (to write the bit sequence "011"). In the absence of RTN, the SPICE simulation of Fig. 12(b) shows that this sequence is written properly.
We now use SAMURAI to generate (non-stationary) RTN, using nominal voltages/currents from the simulation of Fig. 12(b) . This produces a train of RTN events, with a non-uniform event density, in each device [the vertical bars of Fig. 12(c) ]. However, when these events are included in the simulation, a bit error results at t ≈ 96 ns [ Fig. 12(c) ]. After this, the nominal Q is close to V DD , but the Q in the presence of RTN is close to 0 V. Therefore, SAMURAI's predictions are not valid after t = 96 ns. MUSTARD, however, fully takes the first bit error into account for generating subsequent RTN events. So MUSTARD's predictions eventually differ materially from those of SAMURAI. For example, in Fig. 12(c) , SAMURAI wrongly predicts that the second attempt at writing a "1" would also fail, whereas MUSTARD correctly predicts a successful second write attempt [ Fig. 12(d) ].
We note that the trap time constants used to generate Fig. 12 are in the nanosecond range, which is physically unrealistic because typical time-constants tend to be much longer. We have used such small time-constants mainly for convenient visual depiction, and to illustrate that MUSTARD makes more reliable predictions than SAMURAI under similar assumptions about time constants. Please see Section XII for a longer discussion.
X. Applications to SRAM Design
We now apply Algorithm 2 to conduct bi-directionally coupled, non-stationary analysis of RTN in 22-nm SRAMs.
A. Prediction of RTN-Induced SRAM Write Failures
RTN-induced write failures have been experimentally observed in deep submicron SRAMs [4] . To reproduce these, we ) show that, in the absence of RTN, the bit-cell is robust to write failure (even with significant V th variability). Part (c) shows that RTN events are harmless in the absence of a V th shift, while part (d) pinpoints the specific RTN events that were responsible for the write failure depicted in Fig.  13 . In all plots, the x-axis denotes time (in ns). For the Q/Q plots, the y-axis denotes voltage (in volts). For trap occupancy plots, the y-axis is discrete, with E meaning empty and F meaning filled. In the I RTN plots, the y-axis denotes current in μA.
designed a 22-nm 6T SRAM cell (using the BSIM3 model, with parameters obtained from [28] ) and studied its nonstationary RTN using Algorithm 2. We now introduce a 100 mV shift (to model parameter variability) to the V th of pass transistors M1 and M2. Even so, the SRAM cell, in the absence of RTN, latches on to the correct value of Q by the end of the clock cycle [ Fig. 13(c) ]. Now we bring in RTN, by injecting one trap each into devices M1, M2, M4 and M5. As a result, the SRAM cell is no longer able to respond by the end of the clock cycle [ Fig.  13(d) ]. This is because RTN currents in M1 and M4 (M2 and M5) oppose the nominal currents driving Q (Q) to 1 (0), sufficient to cause a bit error. Thus, we have used MUSTARD to reproduce results previously obtainable only by measurement.
In addition, MUSTARD offers significant "debuggability" advantages over pure measurement. For example, now that a bit error has been discovered, the entire simulation trace of RTN events leading up to the bit error can be examined (Fig. 14) . From this, it is possible to precisely pinpoint which RTN events triggered the failure [ Fig. 14(d) ].
Fig. 14(a) and (b) shows simulations, without RTN, of the SRAM cell with and without V th shifts. Fig. 14(c) shows that RTN current spikes that occur in the absence of V th shifts are unable to cause bit errors. However, in the presence of V th shifts, similar spikes do produce bit errors [ Fig. 14(d) ]. Indeed, it is clear that the RTN events of M1 and M2 (pointed out in the figure), which produce RTN spikes (also pointed out in the figure) just as the SRAM cell is switching from 0 to 1, must have been responsible for this particular bit error.
As before, we note that the trap time-constants used to generate Fig. 13 are physically unrealistic, and that we have used them mainly for convenient visual depiction, and to illustrate the kinds of predictions that our tools are capable of making. For more realistic results, it is necessary to use technology-specific trap time-constants, which are likely to be much larger, and as a result, require longer transient simulations. Please see Section XII for a longer discussion.
B. Statistical Inferences About RTN-Induced SRAM Failures
SRAM arrays typically contain thousands of cells, spanning a wide range of V th values and trap populations. To ascertain the impact of RTN on such circuits, we performed a large number of MUSTARD simulations. 15 shows plots generated by sweeping the pass transistors' V th and the supply voltage V dd , for various RTN strengths (i.e., two, four, six, and eight traps per device). As the figure shows, the (V th , V dd ) space is roughly banded into three regions: 1) a region with circles, containing bit errors even without RTN; 2) a dark-squared region containing bit errors with RTN, which would have been absent without RTN; and 3) a light-squared region containing no bit errors even with RTN. The dark-squared region, therefore, isolates the contribution of RTN toward reducing the SRAM design margin. As expected, this region becomes bigger as the number of traps increases. On average, the effect of RTN seems equivalent to a V th shift of about 0.02V to 0.06V, which tallies with measured data [4] . 6 Fig . 16 quantifies the bit-error impact of RTN on SRAM arrays. Using a normal distribution for V th and the trap profiling model of [2] , we have computed the probability of write failure as V dd is increased from 0.7 V to 1.0 V. As 6 Please note that N in Fig. 15 is the total number of device traps, not the number of active traps. For example, even though eight traps may exist per device (for N = 8), only one to two traps may be active at each bias point, consistent with measured data. As the simulation progresses, SAMURAI and MUSTARD both automatically keep track of which traps are active at each bias.
expected, the failure probability decreases with increasing V dd , whether or not RTN is present. However, in the presence of RTN, the bit error probability diminishes with V dd at a reduced rate, leading to a higher failure probability at every V dd .
We note that, even though the number of active device traps may average only 1 to 2 [10] , [12] , [13] , the actual number is often a Poisson random variable [2] , [12] , which occasionally assumes a value much greater than average. For example, consider the Intel Core i7 processors that have 8 MB of shared L3 (SRAM) cache memory. Of the 8 million bitcells in this SRAM, at least a few hundred cells are likely to have much higher trap counts than average. 7 Such "hightrap-count" bit-cells are particularly vulnerable to RTN, and can break the error correcting code of the SRAM. Thus, it is necessary to simulate a large number of such vulnerable bit-cells (analogous to importance sampling), to determine the process/trap corners at which RTN-induced failures can occur (we have done this, using MUSTARD, in Fig. 15 ). Although such process/trap corners seem unlikely, they must be accurately accounted for, because they can degrade the 5σ to 6σ yield that SRAMs typically need. For example, the failure rates in Fig. 16 correspond to yields much lower than 5σ, indicating that significant re-design is required.
XI. Applications to DRAM Design
We now apply MUSTARD to study the impact of RTN on DRAM refresh time. Fig. 17(a) shows how the stored value Q of a 22-nm DRAM cell evolves with time as the bit "1" is written to it. 8 The figure shows that, whether or not a V th shift is present, RTN always has some impact on the stored analog value Q of a DRAM cell. For the same simulation, Fig. 17(b) shows the number of filled traps as a function of time, while Fig. 17(c) shows the RTN currents I RTN (t) [whose directions are along the solid arrow below device M1 of Fig. 17(a) ]. In all four cases, it is seen that I RTN (t) starts at 0, attains a peak value and tapers off towards the end of the write. This can be explained as follows. In the beginning, the transistor is off, so there is no RTN and the traps are likely to be empty [3] (because their emission propensities are much higher than their capture propensities). As the gate voltage is increased, the traps start demonstrating activity (because their capture and emission propensities are now comparable), which leads to increased RTN current. As Q rises further, the propensities are still comparable, but the nominal current I d becomes smaller and smaller. Therefore, even though trap activity continues [as seen from Fig. 17(b) ], the waveform modulating the trap activity becomes small, thereby causing RTN to taper off.
Again, we note that the trap time-constants used to generate Fig. 17 are physically unrealistic, and that we have used them mainly for convenient visual depiction, and to illustrate the kinds of predictions that our tools are capable of making. In particular, while the explanations above help to understand the predictions made by MUSTARD under the small time-constant assumption, it is necessary to use (much longer) technologyspecific time-constants for a more realistic RTN analysis. Fig. 17(d)-(f) shows the impact of RTN on DRAM refresh time, an important figure-of-merit that characterizes how long a DRAM cell can retain a stored value (before leakage currents eventually corrupt it). Fig. 17(d) shows that a DRAM cell with higher V th needs to be refreshed more often. For two DRAM cells with the same V th , the one with higher trap count needs to be refreshed more often (because, on average, the increased RTN would weaken its stored value to a greater extent). Fig. 17(e) shows that the refresh frequency can be reduced as V dd increases. However, more traps necessitate more frequent refreshes. Fig. 17(f) plots the probability of a DRAM biterror against refresh frequency; this plot was generated by MUSTARD-simulating hundreds of DRAM cells.
XII. Discussion
Here, we discuss two important issues: 1) the unusually fast traps used in this paper, and 2) using SAMURAI/MUSTARD when the sum λ c + λ e is bias dependent.
The unusually fast traps: We note that most RTN simulations in this paper use traps with time constants smaller than experimentally reported data. This enabled us to generate SRAM/DRAM failures within relatively short simulation runs that could be visually depicted in this paper. Also, the shortened time constants illustrate SAMURAI/MUSTARD's ability to perform accelerated RTN testing, a much needed feature [1] , [4] . The motivation is that, if traps transition only once every millisecond or so, it would take prohibitively long measurements or simulations to produce statistical failure estimates for circuits clocked in the nanosecond range, like SRAMs. We overcome this difficulty by speeding up the traps, to make their time constants comparable to the circuit's operating frequency. This ensures that all trap states can be covered during shorter simulation runs, from which circuit failure probabilities can be quickly estimated. 9 An adaptive λ * extension for SAMURAI/MUSTARD: Algorithms 1 and 2 both require a λ * that is an upper bound on the Markov propensities (Section III) for all time. While the tightness of the upper bound does not affect the correctness of either SAMURAI or MUSTARD, the simulation becomes more efficient as the bound's tightness improves (since fewer events will be discarded). For the RTN model of [2] (which assumes a constant λ c + λ e ), it is straightforward to compute λ * at time 0, and prove its validity for all time (Algorithms 1 and 2). However, such a "pre-computable upper bound" is not necessary for SAMURAI/MUSTARD to work. For example, an anonymous reviewer brought [29] to our attention, which reports trap behaviors that do not obey the assumptions of [2] . For such traps, it may be difficult to compute a valid λ * at time 0. So, we have developed an extension of MUSTARD (Algorithm 3) that learns λ * adaptively. The extended algorithm eliminates the need to select λ * at the beginning; instead, λ * is changed "on the fly" during the course of the simulation. Algorithm 3 works by guessing an upper bound λ * guess , which needs to be valid only until the next candidate RTN event. As the simulation progresses, the algorithm keeps track of the time-varying propensities, and at each time-step, checks whether the guessed λ * is valid. If, at any time, the guess becomes invalid, the algorithm reverts back to the time of the previous event, and restarts the simulation from there with an improved guess. We note that an initial guess that is too high would considerably impair the algorithm's efficiency. To avoid this, it is important to have the guess − lambda − star() routine make an aggressive (low) guess. Another solution would be to continuously monitor the fraction of discarded RTN events, and reduce λ * guess if necessary.
XIII. Conclusions and Future Work
In this paper, we presented two techniques, SAMURAI and MUSTARD, for circuit-level non-stationary RTN analysis. While SAMURAI is interoperable with existing SPICE simulators, MUSTARD sacrifices interoperability for the ability to analyze bi-directionally coupled RTN. Both tools are highly generic; they work with 1) any circuit design (e.g., 6T/9T SRAMs, 1T/3T DRAMs), 2) any device model (e.g., BSIM, PSP), and 3) any RTN model (e.g., number/mobility fluctuation, with any number of traps per device, any number of them being active). We used MUSTARD to duplicate experimentally observed RTN-induced SRAM failures, and variable DRAM retention times. We were also able to generate statistical characterizations of RTN-induced SRAM/DRAM failures, in the presence of variability.
