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I. INTRODUCTION 
Let n be a fixed positive integer, k, n( I), . . . . n(k) be arbitrary but fixed 
integers satisfying 1 <k<n, I bn(r)<n- 1, r= 1, . . . . k, n(l)+ ..I +n(k)=n, 
and x1 < ... <xk be arbitrary real numbers. Define s(O)=0 and s(r)= 
n( 1) + + n(r) for r = 1, . . . . k. In this paper we obtain explicitly (Theo- 
rem 2.1) Green’s function G(x, t) for the k-point right focal boundary value 
problem (BVP) 
y’“’ = 0 (1.1) 
jqx,) = 0, i=s(r- l), . . . . s(r)-1, r= 1, . . . . k (1.2R) 
and show (Inequalities (3.1)) that G(x, t) and its partial derivatives 
G”)(x, t) with respect to x satisfy Beesack type inequalities, as in the case 
of the k-point conjugate BVP ( 1.1) and 
y”‘(X,) = 0, i = 0, .,., n(r) - 1, r = 1, . . . . k. (1.2C) 
As illustrations, we give G(x, t) and Becsack type inequalities for all focal 
BVPs in the cases n = 2 and n = 3. 
We also determine (Theorem 4.1) for each r = 1, . . . . k - I and i = 
s(r - l), . . . . n - 1 the sign of G(“(x, t) on the x - t strip [x,, x,] x 
c-y,* xr, ,I and show (Corollary 4.3) that for i = s(r - l), . . . . s(r) - 1, 
(- l)“-‘(‘) G(‘)(x, t) is positive semidefinite on the x-t strip [x,, x,+ ,] x 
[x,, x,~], r = 1, . . . . k- 1. However, if i>s(r) - 1 or i<s(r - l), the last 
mentioned statement need not hold. This is illustrated (remark following 
Corollary 4.3) by showing that in the case n = k = 3 and r = 2 if x1 -x, < 
xX -x1 the signs of G(x,, t), X, <t <x2, and G(x,, -‘c3) are I and -I, 
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respectively. Last, using the properties of Green’s function obtained so 
far we show (Corollary 4.4) that if U(X)E Cn[xr, xk] satisfies U(*)(X) >O 
[Xl 7 %I 
r’l)+ 
and the boundary conditions (BCs) (1.2R) then 
S(r)~(‘)(~)>O for x,<x<x,+,, i=s(r-l),...,s(r)-1, and r= 
, . . . . k - 1. 
To recall some of the earlier results in this direction, Green’s function for 
the case k=n, of (1.1) (1.2C) has been explicitly computed in [3,6], 
whereas in [ 1 ] it has been given by means of a formula, involving induc- 
tion on rr. In [6], it has been proved that Green’s function for (1.1 ), (1.2C) 
for arbitrary k can be obtained from that for k = n by a limiting process. 
Beesack’s inequality for Green’s function for ( 1.1 ), (1.2C) was first estab- 
lished in [l] and later by a different method in [2]. Further it is shown 
by the use of Green’s function, for instance, in Prop. 13 (p. 109, [S]) 
that if L is a disconjugate linear differential operators as stated in the 
above proposition and U(X) E C”[xr, xk] satisfies Lu(x) B 0 on [xi, xk] 
and the BCs (1.2C) then U(X) satisfies (- l)“+.‘(‘) U(X) > 0 on (x,, x,, ,), 
r=l 7 ‘.., k - 1. (These inequalities are often referred to as Caplygin’s 
inequalities.) For further results involving Green’s functions of the BVP 
(l-l), (1.2C) reference can be made to [4] and the bibliography contained 
therein. For the BVP y @)= +p(x) y and (1.2R) with k = 2, under the _ 
assumptions that p(x) 20 and is continuous on [xi, x2], it has been 
shown in [7, Corollary 51 that (- l)nm-n(‘) G(‘)(x, t) for i = 0, . . . . n( 1) - 1 is 
positive semidefinite on (x1, x2) x (x,, x2). However, there does not appear 
to be much literature available so far on Green’s function or Beesack and 
Caplygin type inequalities for the k-point right focal BVPs. 
2. COMPUTATION OF GREEN'S FUNCTION 
We state at the outset that the characterization of Green’s function for 
the BVP (1.1 ), (1.2R) is the same as that given on page 105 of [S] for con- 
jugate BVPs except that in the present case the conjugate BCs of [53 must 
be replaced by the focal BCs (1.2R). Further it follows as in [S] that if 
(yr(x), . . . . y,(x)> is a basis of solutions of (1.1) then G(x, t) can be 
uniquely represented in the form 
Xdt 
G(x, t) = 
t d x, 
(2.1) 
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where (y,(t), . . . . y,(t)) is the unique solution of the linear system of equa- 
tions 
,cI y,(t)yj”(t)=O, j=O, . . . . n-2, 
;gl Y,(f) vl”- w = 1 
(2.2) 
and (a,(t), . . . . a,(t)) is the solution of the system of equations that can be 
obtained by using property (i) of G(x, t) stated on page 105 of [S]. 
For the sake of convenience in further discussion we use the following 
notation. S denotes the x - t square [xi, xk] x [xi, x,]; for each r, 
1 <r<k- 1, S, denotes the x-t strip [x,,x,] x [xr,x,+,] so that 
S=u{S,:l,<r<k-1); T,denotes thex-t strip [x,,x,+~]x[x~,x~]; 
for each r, 1 ,< r < k - 1, let 
~i(x;r)=(x-x,)‘~‘/(i-l)!, i = 1, . ..) n, (2.3) 
y,(t;r)=(-l)“-‘(t-xx,)“-y(n-ii)!, i = 1, . ..) n, (2.4) 
a,(t; r) be defined recursively as follows: 
-Ydt; r), s(r) + 1 6 id s(k) = n 
0, s(r- l)+ 1 Gi<s(r) 
-j=~+,oLI(';I)(X.~~-I.)i-;'(i-i)!, 
ai(t; r) = s(r-2)+ 1 <i<s(r- 1) 
(2.5) 
-j=$+, ~,(t;r)(xl-xx,)j-'/(j-i)!, 
1 <ii.s(l) 
and 
i 
i dt; r) Y,(x; r), x,<t 
r=l 
G(x, t; r) = n (2.6) 
,C, (QC r) + YJt; r)) y,(x; r), t G x. 
In (2.5), those equations which give the values of clj for i<.s(m), where 
ti d 0, are to be treated as nonexistent. 
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THEOREM 2.1. rf G(x, t) is Green’s function for the BVP (Ll), (1.2R) 
then G(X, t) = G(x, t; r), (x, t) E S, r = 1, . . . . k - 1. 
Proof Keep 1 < r < k - 1 fixed. Note that ( y,(x; r), i= 1, . . . . n} is a 
basis of solutions for Eq. (1.1) and hence can be substituted for 
{Y,(X), . . . . Y,(X)} in (2.1). Th is substitution makes the coefficient matrix of 
the system (2.2) upper triangular, solving which we obtain y,(t) = yi(t; r), 
i=l > ...7 n. Now property (i) on page 105 of [S] yields a linear system 
of equations for (al(t), . . . . cc,(t)) whose coefficient matrix is also upper 
triangular. Solving this system we obtain cci(t) = tx,(t; r), i = 1, . . . . n, and 
hence the theorem. 
Remark 1. In view of the above theorem, to compute G(x, t) on S, it 
suffices to compute G(x, t; r) on S, for r = 1, . . . . k - 1. 
Remark 2. In the case k = n, the expression for cci(t; r) in Eq. (2.5) 
reduces to 
I 
-yi(t; r), r+ldi<n 
cci(t, r) = 
0, i=r 
-j=~+Iuj(t,r)(xi-x,)‘i/(j-i)!, l<i<r-1 
whereas yi(t; r) and y,(x; r) for i= 1, . . . . n are the same as already stated 
and hence G(x, t) for the n-point focal BVP can be computed on 
[xi, x,] x [x,, x,] using Remark 1. 
3. BEESACK TYPE INEQUALITIES 
From Eqs. (2.3), (2.4), and (2.5) it can be easily seen that for each 
r=l , . . . . k - 1, i = 1, . . . . n the following inequalities hold. 
Jyi”(x;r)l <(~~-x~)~-j~l/(i-j- l)!, x1 <x6x,, j=O, . . . . i- 1, 
IYj(t; r)] <(X,-x,)“-‘/(n-i)!, x,<t<x, 
and 
laj(t; r)l < Cjkn(Xk-Xl)n-i, x,Gttxx,, 
where Cikn are non-negative constants depending on i, k, and n that can be 
computed for fixed k and n recursively with respect o i. Consequently for 
(x, t) E S and i = 1, . . . . n - 1, we obtain from Eq. 2.6 that 
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IG(‘-‘)(x, t)l <Dikn(~k-~l)n-’ 
whereas for (x, ~)ES, xf t 
I@“-‘)(x, t)l eon,,, 
(3.1) 
where Dikn are some non-negative constants depending on k and n and can 
be computed in terms of Cjkn for given k and n. We now state G(x, t) and 
Beesack type inequalities in the following cases. 
Case (i). n=2,k=2,n(l)=n(2)-l,S=[x,,x,]x[x,,x,].Thenfor 
(x, t)Es, 
G(x, t) = 
-(x--xl), x,,<x<t 
-(t-x,), t<x<x,. 
IG(x, t)[ <x2-x1 and for (x, t) E S, x # t IG’(x, t)] < 1. 
Case (ii). n=3, k=2, n(l)=2, n(2)=1, S same as in Case(i). Then 
for (x, t) E S, 
G(x, t)= i 
-(x-x,m x,<x,<t 
(t-x,)2/2-(t-x1)(x-x,), t<x<x,. 
lG(x, t)l < (x2 - ~,)~/2; IG’(x, t)l < (x2 -x,), and for (x, t) E S, x # t, 
JG”(x, t)l < 1. 
Case (iii). n = 3, k = 2, n(1) = 1, n(2) = 2, S same as in Case (i). Then 
for (x, t) E S, 
G(x, t)= i 
(t-X,)(x--x,)-(x--x,)2/2, x,<x<t 
(t-X,)2/2, t<x<x,. 
The bounds of G, G’, G” are the same as in Case (ii). 
Case (iv). n=3, k=3, n(l)=n(2)=n(3)=1, S=[X,,X~]X[X~,X,]. 
Then for (x, t) E S, 
i 
(t-Xl)(x-xX1)-(x--X1)*/2, x,<xdt 
(t - x1 )2/2, I 
x,<t<x, 
t<x<x,
C(x, I) = (x, - x2)2/2 - (x -x,)2/2, x,<x<t 
(XI -x*)2/2 +.(t - x2)2/2 x,dtdx3. 
-(t-x,)(x--x,), t<x<x, 
IG(xYt)l<3(x,-x,)2/2; IG’(x, t)lGx,-x,, and for (x, t)Es, x#t, 
IG”(x, t)l G 1. 
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4. SIGN OF G(;)(x, t) 
The following theorem determines the signs of G(“(x, t), on the strip S, 
foreachfixedr, l<rdk-1 andi=s(r-l),...,n--1. 
THEOREM 4.1. Let G(x, t) be as in Theorem 2.1. Then the following 
inequalities hold: 
(a) (- l)“+““’ G”‘(x, t) >O, for (x, t) E S,, x > x,, 
i = s(r - l), . . . . s(r) - 1, 1 < r d k - 1. 
(b) (-l)“-iG”)(x, t)>O, for (x, t)eS,, x<x,, 
i=s(r- l), . . . . s(r) - 1, 1 < r < k - 1. 
(c) G(‘)(x, t) = 0, for (x, t) E S,, x > t, 
i = s(r), . . . . n - 1, 1 < r 6 k - 1, (i, x) # (n - 1, t). 
(d) (-l)“PiG”‘(x, t)>O, for (x, ~)ES,, x<t, 
i = s(r), . . . . n-l, l<r<k-1. 
Proof. From Theorem 2.1 and Eqs. (2.3)-(2.6), we obtain for (x, t) E S,, 
x> t, G(“(‘)-‘)(x, t)=(-l)n-S(~)(t-x,)n-S(‘)/(n-~(r))! 
and G”‘(x, t) = 0, i = s(r), . . . . n - 1. Hence we have the inequalities in (a) for 
i = s(r) - 1, x > t and the inequalities (c). 
Similarly for (x, t) E S, and x < t, we obtain on using an elementary 
binomial identity that G’““’ - “(x, t) = ( - 1)” - ‘(‘) + ’ (t - x)” - ‘(‘)/ 
(n-s(Y))!+(-l)“pS(r)(t-xX,)“-S(‘)/(n-s(r))!. Consequently we must 
have (_ 1)“~““‘@“(‘)-1) (x,t)>O for x,<x<t, and (-l)n-s(r)+l 
G(“(‘)- ‘)(x, t) > 0 for x1 <x < x,. This completes the proof of inequalities in 
(a) and (b) for i = s(r) - 1. Further differentiation of G(““‘- ‘)(x, t) for x < t, 
a suitable number of times with respect o x yields the inequalities (d). 
The inequalities in (a) and (b) for i= s(r - l), . . . . s(r) - 2 are obtained by 
integrating with respect to x a sufficient number of times the inequalities 
in (a) and (b) for i= s(r) - 1, respectively, and using G(‘)(x,? t) = 0, 
i = s( r - 1 ), . . . . s(r) - 2. This completes the proof of the theorem. 
In the following theorem, we determine the signs of G”‘(x, t) for 
0 d i < s(r - 1) on certain subsets of S, depending on i. 
THEOREM 4.2. Let G(x, t) be as in Theorem 2.1 and 1 <r 6 k - 1 be 
fixed. Then we have 
(i) Sgn G”‘(x t) = 
(-1)-d-l) if xjpl cx-cx, 
3 (-I)“-i if Xl<X<Xj-l 
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fors(j-2)di6s(j-l)-l,j=r,r-l,...,3,(x,t)~S,,and 
(ii) Sgn G”‘(x, t) = (- l)n-s(l) if x,<x<x* 
for O<ids(l)- 1, (x, l)ESr. 
Proof: From (b) of Theorem 4.1, we have 
(_l)n-S(r~l)G(S(r-I))(X, f)>() for (x, t) E S,, x < x,. 
So it follows from 
,‘$S+l)-l)(x, t)= @d-l)-‘) (x,-~, t)+j.’ G(“(‘-‘))(s, t)ds 
X,-l 
that 
SgnG’““-“P”(x,t)= 
if x,-r<x<x, 
if x1 <x<x,-,. 
Now 
G(S(‘-1)-2(x, t)=G(4’4b2) (x,.-,, t)+ jx G(“(‘-‘)-‘)(s, t)ds 
XI-1 
and hence 
SgnG(““-‘)-2)(x, t)= ~~~~~~~::~~~+2 
if x,-~ <x<x, 
if x, <x<x,-~. 
Continuing this process, we obtain after a finite number of integrations, 
SgnG’““-2”(x, f)= 
(_ y-s+1) if x,-,<x<x, 
(-l)n-S(r-2j if x1 <x<x,-,. 
This proves the conclusion for j= r. Now 
G(S(r-2)-l)(x, t)=G@(‘-+I) (x,-~, f)+j~_2G~“‘-2”(s, t)ds 
, 
implies by virtue of the conclusion for j= r and the BCs satisfied by G(x, t) 
at X=X,-~ that 
Sgn G’“” - 2) - 1) if x r-2<X<X,-., 
if x, -~x<?c,_~. 
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By further integrations, it follows that 
Sgn G”‘(x, t) = 
(_ qn-se-2) if xrm.2<x<x,-l 
(- ly-i if x1 <x<X,-~ 
for s(r - 3) < i<s(r -2)- 1 and hence the conclusion for j= r- 1. The 
proof for other values of j is similar and hence is omitted, 
The following corollary is an immediate consequence of Theorems 4.1 
and 4.2. 
COROLLARY 4.3. Let G(x, t) be as in Theorem 2.1 and 1~ r < k - 1 be 
fixed. Then 
(i) Sgn G”‘(x, t) = (- l)“-““‘, (x, t) E Tr, x, < t, 
s(r - 1) < i < s(r) - 1, 
G”‘(x, t) = 0, b, t) E Tr, t < x,, 
s(r- l)<i<s(r)- 1 
(ii) Sgn G”‘(x, t) = 
(-l)“-i, 
(x, t) E S, x 2 t, i = s(k - l), . . . . n - 1 
(i, x) # (n - 1, t) 
(x, t) E s, x < t, 
i= s(k - l), ..,, n - 1. 
Remark 3. If n B k 2 3 and i < s(r - 1) or i > s(r) - 1 then the conclu- 
sion (i) of the above corollary need not hold. For instance in the BVP 
(l.l), (1.2R), let n=k=3, n(l)=n(2)=n(3)=1, and x2--x1<x3--xX2. 
Then (x, t) = (x,, x1), (x, t) = (x3, x3) E T,, and 0 -=I s(l) = 1. However, 
from the definition of G(x, t) given in Case (iv), Section 3, it follows that 
for x,<t<x,, G(x,, t)=(t-x,)2/2>0 and G(x3,x3)=(x3-xX1)[xZ-x1- 
(x3 -x2)1 -co. 
COROLLARY 4.4. Let U(X)E C”[x,, xk] satisfy ucn)(x)>Ofor x,<x<x, 
and the BCs (1.2R). Then 
(i) Sgnu”‘(x)=(-l)“-“(‘)=SgnG(‘)(x, t)for x,<x<x,+~, 
x,<t<xk, s(r-l)<i<s(r)-1, and l<r<k-1 and 
(ii) Sgnu”‘(x)=(-l)“-‘,.lbr x,<x<xk ands(k-l)<i<n-1 
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Proof Define h(x) = U(~)(X), x, dx 6 xk. Then U(X) is the solution of 
the BVP y’“’ = h(x) and (1.2R). Hence 
zP(x) = j ‘i G”‘(X, t) h(t) dt, X’<XXXx,, 
Xl 
which implies 
u'i)(x) = j.y' G"'( x, 
-‘cl 
t) h(t) dt + j-" G”‘(x, t) h(t) dt = jxk G”‘(x, t) h(t) dt. 
5, XI 
Consequently by (i) of Corollary 4.3 and the hypothesis that h(x) > 0 for 
X’dX,<X, we have for x,<x<x,+, and s(r- l)<<i.r(r)- 1 that 
Sgn U(~)(X) =Sgn G(‘)(x, t) = (- I)“- ‘(‘) for r = 1, . . . . k - 1. Also by (ii) of 
Corollary 4.3 if s(k - 1) < i < IZ - 1 then for x1 < x < xk we have 
u(j)(x) = j’ G”‘(x, t) h(t) dt + j.‘* G”‘(x, t) h(t) dt = j-” G’*)(x, t) h(t) dt. 
-yil I Y 
Hence Sgn U(~)(X) =Sgn J-z G”)(x, t) h(t) dt = ( - 1 )“- ‘. 
Remark 4. The first equation in conclusion (i) of Corollary 4.4 can be 
considered as the analogue for k-point right focal BVPs of Caplygin’s 
inequalities and can also be obtained directly by integrating with respect o 
x both sides of the inequality U(~)(X) > 0 and using the BCs (1.2R). Thus in 
the conclusion (i) of the above Corollary, the non-obvious observation is 
that U(~)(X) and G”‘(x, t) are of the same sign for x, < x < x,, r, x, 6 t 6 xk, 
s(r- l)<i<s(r)- 1, and r= 1, . . . . k- 1. 
Remark 5. Corollary 4.4 leads us to the following definition and a 
conjecture concerning the nth order non-linear differential equation 
y(n) = j-(x, y, . ..) y’“-- I’), (4.1)” 
where f satisfies the following hypotheses. 
(A) f is continuous on (a, b) x W. 
U(n(l), . . . . n(k)) R. Solutions of (n(l), . . . . n(k)) right focal BVPs of (4.1), 
if they exist are unique; i.e., if vr(x), y2(x) are solutions of (4.1), such that 
y,(x) - y2(x) satisfies the BCs (1.2R) then yr(x) = y2(x) on [x,, xk]. 
(B) All solutions of (4.1),, exist on (a, b). 
DEFINITION. A function u E C”(a, 6) is a “(n( 1 ), . . . . n(k))-right focal sub- 
function” with respect to solutions of (4.1),, on (a, 6) if whenever 
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u(x) - y(x) satisfies the BCs (1.2R), where y(x) is a solution of (4.1),, then 
we have 
(-l)“-““’ (u - y)“’ (x) >o 
on (x,, x, + ,), S(P. - 1) < id S(Y) - 1, r = 1, . . . . k - 1. 
(4.x 
In the case n = 2 it is shown [S, Theorem 4.11 that if U(X) E C2(a, b) 
satisiies u”(x) 3 j(x, u(x), u’(x)) on (a, b) then under the hypotheses (A), 
u( 1, 1)R and (B), U(X) is a (1, 1 )-right focal subfunction with respect to 
solutions of (4.1)2 on (a, 6). 
Conjecture. In the case n = 3, 1 <k 6 3 arbitrary, and (n(l), . . . . n(k)) a 
fixed k-tuple satisfying n( 1) + . . . + n(k) = 3, U(X) E C3(a, b) and u”‘(x) >, 
f(x, u(x), u’(x), u”(x)) on (a, b) imply that u is a (n(l), . . . . n(k))-right focal 
subfunction with respect to solutions of (4.1), on (a, b), where f is such 
that the hypotheses (A), U(n(l), . . . . n(k))R, and (B) are satisfied. 
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