Abstract. We study manifolds M equipped with a quadrature rule
1. Introduction
Exact integration.
We study quadrature formulas
where (M, g) is a compact Riemannian manifold without boundary, (x i ) n i=1 ⊂ M is a set of points and (a i ) n i=1 ∈ R n ≥0 is a set of nonnegative weights. The fundamental question is how to choose the points and weights: a classical approach is to fix a set of functions and choose points and weights so that these functions are integrated exactly; the canonical choice for functions on manifolds are the eigenfunctions of the Laplace operator −∆φ k = λ k φ k . Any error in the quadrature formula is then a result of the presence high-frequency oscillation, which in a certain sense, cannot be avoided. On the sphere, this idea goes back at least to a 1962 paper of Sobolev [16] (although he arrived there by different reasoning); the idea was then taken up by Lebedev [11, 12] and is now sometimes called Lebedev quadrature. One would expect that n points on S 2 , each having two coordinates and one weight, should be able to integrate roughly the first 3n spherical harmonics exactly. This seems be a very good predictor (see Ahrens & Beylkin [1] ), however, already McLaren [13] noted the existence of a set of n = 72 points that integrates all polynomials up to the 14th degree exactly (corresponding to 225 > 216 = 3 · 72 functions). A natural question is whether, for n sufficiently large, it is impossible to integrate more than (3 + ε)n spherical harmonics exactly. The special case of all weights a i being identical and M = S is related to t−designs which have received a great deal of attention resulting in hundreds of contributions, we refer to Delsarte, Goethals & Seidel [6] , Seymour & Zaslavsky [14] , Yudin [19] , Bondarenko, Radchenko & Viazovska [2, 3] , the book of Conway & Sloane [5] and references therein. There also exists broad overlap with an entirely different set of problems; a 1904 question of J. J. Thomson [18] is how to distribute n points on the sphere so as to minimize the energy
This line of question has been extended to general kernels k(x i , x j ) and studied in a very large number of settings, we refer to a recent survey of Brauchart & Grabner [4] . One expects minimizers of these functionals to be spread very evenly over the manifold and for this reason minimizing configurations of various energy functionals are often used as sampling points (see [4] ).
1.2.
Main results. The purpose of our paper is to describe a very general inequality that connects these two different approaches (enforcing exactness on a finite-dimensional subspace versus the notion of minimizing an energy functionals): we determine a special energy functional and prove that it is large whenever the quadrature formula is integrating a large number of Laplacian eigenvalues exactly. As for notation, the Laplacian eigenfunctions −∆φ k = λ k φ k are assumed to be normalized in L 2 (M ) and indexed so that φ 0 is constant and φ 1 is the first nontrivial eigenfunction. We will use e t∆ f to denote the heat semigroup
with e 0∆ f = f . The Dirac measure in a point x is denoted by δ x . The energy functional will be written in terms as pairwise interaction of Dirac measures mollified via the heat kernel; a useful heuristic is given by the short-time asymptotics
. Figure 1 . e t∆ δ x (y) behaves roughly like a Gaussian at scale ∼ √ t centered at x whenever t is small.
) be a compact Riemannian manifold without boundary, let
>0 be given and so that for all 0 ≤ j ≤ k the quadrature formula is exact for φ j . Then, for some constant c > 0 depending only on M , and all t > 0
The inequality is close to sharp, especially for large values of t. The right-hand side of the inequality can be thought of as a pairwise interaction functional. Since the bulk of the interactions is local and happens at scale ∼ √ t, we may, for t small, replace the heat kernel by the short-time asymptotics to obtain an approximating energy that only depends on pairwise distances energy = n i,j=1
.
Our result guarantees that a good quadrature will have the quantity on the righthand side be large. It is thus conceivable that actively maximizing the functional may be a method to produce good quadrature points; in many instance it may be simpler to work with the even further simplified energy = n i,j=1
. Figure 2 . A local minimizer of the simplified energy functional for n = 100 points on T 2 (found by starting with randomly chosen points and using gradient descent).
One particularly important consequence is that n points cannot integrate more than ∼ c d n Laplacian eigenfunctions exactly.
can integrate at most the first c d n + o(n) Laplacian eigenfunctions exactly, where c d depends only on the dimension. Moreover, c 1 ∼ 2.07, c 2 = 4 and more generally
It is easy to see that n equispaced points on the one-dimensional torus T can integrate the first ∼ 2n eigenfunctions exactly. Experimentally, there exist quadrature rules on n points on S 2 that integrate the first ∼ 3n spherical harmonics exactly [1] . This would indicate that Corollary 2 is fairly sharp in one and two dimensions. The constants grow quickly (c 3 ∼ 7.43, c 4 = 13.5, c 5 ∼ 24.13). It would be interesting to understand whether the optimal value of c d grows linearly in the dimension and whether c d = d + 1. We emphasize that the approach does not require the limit n → ∞ to yield quantitative results: the method is equally applicable for finite n ∈ N and, especially when coupled with computational tools and some numerical analysis, should be able to provide fairly sharp computer-aided results for fixed values of n.
Proof of Theorem 1
Proof. It is an easy fact that for any function of the type
We recall that the trivial eigenfunction φ 0 is a constant and since it is exactly integrated, we obtain
Then it is easy to see that for all t ≥ 0
If we combine this with our observation from above, we obtain
The denominator is easy to analyze: observe that
Since the heat equation on compact manifolds preserves the mean value
and thus
We will now bound the numerator from above
∇e t∆ a i δ xi , ∇e t∆ a j δ xj by invoking bounds on the logarithmic derivative of the heat kernel. These estimates were first obtained by Sheu [15] , we also refer to Hsu [9, 10] and Stroock & Turetsky [17] . These bounds imply that, for c > 0 depending only on (M, g),
Therefore I := ∇e t∆ a i δ xi , ∇e t∆ a j δ xj can be bounded by
Then the Gaussian bounds on the kernel imply
where the implicit constant depends only on the manifold. Suppose now that d(x i , x j ) √ t. Then the dominant term is d(x i , x)/t t −1/2 and we may bound
Gaussian bounds imply again that, for an implicit constant depending on the manifold
which implies the result.
A slightly more careful estimate implies shows that
but this has very little impact on the main result in the way that we use it since the contribution from these interactions are relatively small to begin with. The proof also explain why the inequality should generally be very close to sharp as t becomes large. The elementary fact that for functions of the type
is obviously sharp. Note, however, that our selection of g = n i=1 e t∆ δ xi − 1 is far from arbitrary. Indeed,
We now expand n i=1 e t∆ δ xi into eigenfunctions and obtain
This implies that
It is also worth pointing out that the estimate on the logarithm of the heat kernel is on the full gradient in (t, x, y) whereas we only use a special case ∂ y log e t∆ δ x (y) ≤ ∇ x,y,t log e t∆ δ x (y) .
Moreover, the locally Euclidean case suggests that in our special case the term involving distance comes with a negative sign (this is a crucial ingredient in the proof of Theorem 2); furthermore, short-time asymptotics (we refer again to the next section) show that this holds in the dominant short range regime. In any case, it certainly underlines that simplified energy = n i,j=1
, might be the quantity that controls most of the relevant structure and could be the most promising quantity for the purpose of numerical use.
Proof of Theorem 2
The key idea is to observe that in the Euclidean case, the explicit formula for the heat kernel can be used to show that
This is done as follows: we start by using that ∇, ∆ and e t∆ are self-adjoint spectral multiplier that commute
Since the heat propagator, by definition, solves the heat equation,
The main idea in the proof of Theorem 2 is to show that this inequality 'essentially' also works on general compact manifolds if t is small. We first prove the desired result on T 2 to outline the rather transparent proof and work with explicit constants. We will then explain the modification necessary to make it work on a general n−dimensional manifold.
Proof on T
2 . Note that e t∆ δ x (y) = 1 4πt
Repeating the approach from above
We can now use the explicit form of the heat kernel to compute
The first step in the proof of the main result implies that
This can now be bounded from above by Clearly, e t∆ δ xi , e t∆ δ xi = e 2t∆ δ xi , δ xi = 1 8πt
Since the quadrature formula integrates constants exactly,
Altogether, this implies
a i a j e t∆ δ xi , e t∆ δ xj ≥ 1 8πt 16π 4 n and thus
Optimization in t suggests to pick t = π/(4n) which then yields
The Weyl law implies that on
and thus, for k sufficiently large,
Proof of general manifolds. We can assume w.l.o.g. vol(M ) = 1. We proceed as before and note that
It remains to estimate the interaction of the heat kernel, in particular we require lower bounds on e t∆ δ x , e t∆ δ x and upper bounds on ∇e t∆ δ x , ∇e t∆ δ y . As before, we can rewrite the second expression as
We use the asymptotic expansion (see e.g. [10, Theorem 5.1.1.])
H n (x, y)t n which is valid uniformly as t → 0 on any compact subset away from the cut locus. H n are smooth functions, H 0 (x, y) > 0 and H 0 (x, x) = 1. As before,
We will work on time scale t ∼ n −2/d . On that scale, the dominant local interactions are local and at scale ∼ n −1/d and we are able to invoke short-time asymptotics. In particular
where the derivative acting on the bracket reproduces exactly the Euclidean behavior and yields a quantity that is ∼ t −1 times as large as the pure heat kernel interaction. The error is at the order of the heat kernel interaction itself . The next step consists of putting interactions ∇e t∆ δ x , ∇e t∆ δ y into two different regimes: those for which d(x i , x j ) ≤ n −1/10d and those for which d(x i , x j ) ≥ n −1/10d . Any pair in the first group is, for n sufficiently large, in the regime where the asymptotic expansion applies (because the manifold is compact and thus has an injectivity radius uniformly bounded away from 0). For the second pair, it suffices to apply the bounds on the logarithmic derivative to conclude that ∇e t∆ δ x , ∇e t∆ δ y c d(x, y) 2 t 2 e t∆ δ x , e t∆ δ y .
However, using standard Gaussian bounds on the heat kernel, 
