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Abstract
Our interdisciplinary research focuses on the application of connectionist modelling techniques to 
the study of language disorders. In recent years, artificial neural network models of aphasia have 
enabled cognitive neuropsychologists to explore contemporary theories of language processing. Such 
work may, in the future, lead to the development of innovative strategies for the rehabilitation of 
brain-damaged patients. The aim of our work has been to analyse the modelling techniques 
employed in existing connectionist accounts of language disorders, and, on the basis of our findings,- 
to propose novel and computationally well-grounded architectures which may be used to explore 
cognitive neuropsychological theories.
The majority of connectionist language disorder models reported in the literature may be 
categorised as network-level models, consisting of a single homogeneous structure built from 
identical processing elements. We believe that in order to simulate more fully the complexity of 
human language processing, it may be necessary to move away from this approach, in favour of 
nervous system-level models, in which a number of network-level models are interconnected to form 
a modular connectionist architecture. The suitability of these architectures for language disorder 
simulation has been assessed through the construction of LISA: a Language Impairment Simulation 
Architecture. LISA comprises a number of linked connectionist networks which have been 
collectively trained to simulate object naming and word repetition. By lesioning one or more 
components of our modular system, it is possible to simulate the impaired language production of an 
aphasie patient. We present our attempts to simulate an acquired disorder of repetition, deep 
dysphasia, and a progressive disorder, semantic dementia, using LISA. The results of our 
experiments are encouraging, and lead us to conclude that the cognitive neuropsychology community 
may indeed benefit from the use of modular connectionist architectures in the simulation of both 
progressive and acquired language disorders.
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Chapter One
Introduction
Connectionism is a computational paradigm which appears to offer efficient support of intelligent 
activities such as vision, natural language understanding, learning and motor control. In a 
connectionist architecture, items of information are represented by interconnected sets of computing 
elements which conununicate by exchanging simple messages. This thesis is concerned with the 
application of connectionist modelling techniques to the study of language disorders. In recent years, 
cognitive neuropsychologists—those who seek to understand and propose theories of normal 
cognitive function through analysis of the behaviour of brain-damaged patients—have come to accept 
connectionism as a viable tool for research. By implementing connectionist models of perception, 
language processing, memory, attention, or planning, and then damaging the models through ablation 
or modification of units or connections, psychologists have begun to explore the relationship between 
impaired and intact cognitive processing. It has been argued that connectionist models are now 
beginning to provide new insights into the nature of human cognition. This is particularly true for 
language processing, where such insights may lead to the development of new techniques for the 
rehabilitation of patients with acquired language disorders.
1.1 Motivation and contribution
Our objective, as computer scientists, has been two-fold: first, to investigate the properties of 
connectionist architectures used in recent language disorder simulations; second, to propose novel 
architectures which may be used to explore theories relating to the cognitive neuropsychology of 
language. In order to fulfil our first objective, we have canied out a detailed analysis of an existing 
model of a language disorder, deep dysphasia, based upon an interactive activation network. Initially, 
the network is constructed to map semantic knowledge onto phonology, via an intermediate lexical
stage. The disorder is then simulated through variation of certain parameters which govern the 
behaviour of the network. Our analysis comprises a full exploration of the model’s ‘parameter 
space’, and an attempt to extend the model in order to account for a second language disorder, known 
as deep dyslexia.
It is apparent from our analysis that the deep dysphasia model suffers from a number of 
limitations. First, the architecture chosen for the model precludes learning: in an interactive 
activation network, weights are fixed and cannot be modified on the basis of experience. Second, the 
model does not account for impaired non-word repetition, which is frequently seen in deep dysphasic 
patients. Third, variation of parameters other than those explored by the creators of the original 
model has demonstrated the importance of the connections between network layers. In our opinion, 
the relevance of these connections, and the effects of damage to the same, cannot be sufficiently 
investigated through the use of interactive activation alone.
Our second objective, therefore, has been to propose an alternative connectionist architecture 
which may be used to simulate cognitive neuropsychological deficits without the need to modify 
network parameters on an ad hoc basis. Much of our inspiration in this respect has come from the 
recent work of Kohonen (1990b), who has provided a useful classification of theoretical models used 
to explain the operation of the human nervous system. Kohonen divides these models into four main 
categories:
(i) Neuronal-level models, which focus on the dynamic properties of individual neurons;
(ii) Network-level models, which are homogeneous structures composed of neuronal-level models, 
and which may be used to simulate simple functions such as associative memory;
i\ï\)Nervous system-level models, in which two or more network-level models with potentially 
differing properties are combined in order to enable more complex behaviour to be simulated. 
Models of this type may be used to perform functions such as automatic classification or concept 
formation;
(iv) Mental operation-level models, which are high-level accounts of cognitive skills such as planning 
and problem-solving. These models are usually constructed using traditional artificial 
intelligence knowledge representation formalisms such as predicate logic, frames or semantic 
nets.
The majority of connectionist language disorder models described in the literature may be classified 
as network-level models, according to Kohonen’s taxonomy, in that they are built from 
interconnected collections of identical processing units. Kohonen has argued that to study “more 
qualified systemic phenomena”, we should move away from such architectures in favour of the more 
complex nervous system-level models.
In order to investigate the hypothesis that language disorder may be successfully simulated 
through the use of more advanced connectionist architectures than are currently in favour, we have 
implemented a connectionist system enabling simulation of language disorders through damage to 
components of a nervous system-level model of language processing. The model comprises a 
number of autonomous connectionist networks, each of which has been chosen according to its 
suitability for simulating a specific linguistic task. For example, self-organising Kohonen maps have 
been used to simulate phonological and semantic memoiy, while networks of Hebbian connections 
instantiate the linear associations between individual words and concepts. By formally representing 
the relationship between semantic and phonological knowledge as a distinct connectionist network 
(which may be independently damaged), we have avoided the need to vary customised parameters in 
order to reproduce the characteristic symptoms of language disorders.
One important feature of our system is the ability to damage, or lesion, component networks in a 
precise and systematic manner. The lesioning strategies available within our connectionist 
framework have been selected, to a certain extent, on the basis of their neurophysiological 
plausibility. For example, connection ablation mirrors the destruction of neural tissue resulting from 
brain trauma, while the addition of pseudo-random noise to weights disturbs the normal functioning
of a connectionist network in a manner analogous to the disruptive effect of, say, oedema on the 
behaviour of a nerve cell.
The connectionist system has been used to simulate the characteristic symptoms of two specific 
language disorders: deep dysphasia (an acquired disorder of repetition), and a degenerative disorder 
predominantly affecting conceptual memory known as semantic dementia. Comparison of simulation 
results with corpora of real-world data obtained from twenty-one semantic dementia and eleven deep 
dysphasia patients suggests that we have been relatively successful in simulating both synchronic and 
diachronic aspects of these disorders. We believe that our simulation system is perhaps amongst the 
first to provide computational accounts of both acquired and progressive language disorders using the 
same underlying network architecture.
1.2 Why model language disorder?
Our research has been undertaken within the domain of artificial intelligence, a discipline which, 
it may be argued, aims to reconcile the fields of psychology, linguistics, philosophy, mathematics and 
logic through the application of computational principles. One particular field in which artificial 
intelligence has facilitated the development of new theories, as well as the elucidation of existing 
ones, is that of cognitive neuropsychology. Since the early 1990s, there has been a considerable 
focus of interest on connectionism and its use in the simulation of neuropsychological deficits.
For cognitive neuropsychologists, the interest in connectionism stems primarily from the notion 
that it may, at some point in the future, provide a ‘bridge’ between neurological and psychological 
approaches to the study of cognition. A microscopic/macroscopic divide can be said to exist between 
those who study human behavioural disorders from a neuroanatomical perspective, and those who 
seek to explain such disorders in terms of damage to the ‘functional ai'chitecture’ of the cognitive 
system. For example, in the case of semantic dementia (see Chapters Three and Five), neurologists 
have coiTelated the patterns of impaired object naming yet preserved phonology and syntax seen in 
dementia patients with regions of atrophy in the temporal lobes of the brain. Conversely,
neuropsychologists have put forward explanations for the disorder which hinge upon the notion of 
dismption to semantic memory or its related access mechanisms. The division between descriptions 
of semantic dementia at the neural and psychological levels has not yet been satisfactorily reconciled. 
This division applies not only to accounts of other disorders, but to the very nature of cognition itself.
It has been argued by many that connectionism enables neurologists and neuropsychologists to 
simulate cognitive disorders using a common formalism. Connectionist networks have already been 
used to study normal and impaired function both at the neural level (e.g. Rinzel, 1995; Servan- 
Schreiber and Cohen, 1995; Tang and Hasselmo, 1995) and the cognitive level (e.g. Seidenberg and 
McClelland, 1989; Dell and O’Seaghdha, 1991; Plant and Shallice, 1993a). In most cases, a degree 
of inspiration has been drawn from the fact that connectionist networks can carry out complex non­
linear operations using networks of simple, neuron-like units (Bechtel and Abrahamsen, 1991).
There are, in summary, two altruistic motives for modelling language disorders using 
connectionist techniques. The first, as we have argued, is to work towards bridging the 
interdisciplinary gap between neuroanatomical and neuropsychological accounts of impaired and 
intact cognitive behaviour. The second, and perhaps consequent, objective is to develop new and 
innovative rehabilitation programmes for brain-damaged patients using the insights gained from 
operationalisation of psychological theories. Our own work may be seen as an investigation into how 
connectionism may be used to maximise research activity in these areas.
1.3 Modular connectionist architectures
Rather than make use of the term ‘nervous system-level model’ devised by Kohonen, we refer to 
linked collections of network-level models as modular connectionist architectures within this thesis. 
More specifically, we define a modular connectionist architecture to be a set of autonomous 
connectionist networks which have been linked in some manner in order to perform a complex 
function that cannot readily be performed by an individual component alone. The nature of each 
connectionist network in a modulai- architecture, that is, the topology and learning algorithm
employed, does not necessarily constrain the selection of other component networks. It follows that 
both supervised and unsupervised learning algorithms may be used in combination. The only 
stipulation is that coupling the networks should be computationally feasible, so that the output from 
one network can form the input to another.
We choose the term ‘modular connectionist architecture' in preference to other commonly-used 
terms such as ‘hybrid neural architecture’ (e.g. Abidi, 1994), ‘modular neural network’, or simply 
‘modular network’. All four terms have been used in the connectionist literature, yet there is little 
consensus on their meaning (Ronco and Gawthrop, 1995). Haykin (1994), for example, specifies that 
a connectionist network is modular “if the computation performed... can be decomposed into two or 
more modules (subsystems) that operate on distinct inputs without communicating with each other”. 
Similar architectures to Haykin’s ‘modular network’ have been documented by Jain and Waibel 
(1990) and Jacobs and Jordan (1991).
Schyns (1991) has described a ‘modular neural network’ which is much closer to our own notion 
of a modular connectionist architecture. Both Schyns’ model of concept acquisition, and the Gale et 
al. (1995) account of Alzheimer’s disease based upon it, are composed o f “autonomous, 
informationally-encapsulated subsystems that communicate only at their input and output stages” 
(Schyns, 1991:468). Like the ‘modular network’ described by Haykin, both supervised and 
unsupervised learning algorithms have been incorporated into these models.
The necessity of a modular approach to the design and implementation of information systems 
has been underlined by many researchers in software engineering (e.g. Macro and Buxton, 1987; 
Senn, 1989). The benefits have been summed up by the psychologist David Marr:
“Any large computation should be split up and implemented as a collection of small 
sub-parts that are as nearly independent o f one another as the overall task allows. If a 
process is not designed in this way, a small change in one place will have consequences in 
many other places. This means that the process as a whole becomes extremely difficult to 
debug or to improve, whether by a human designer or in the course o f natural evolution,
because a small change to improve one part has to be accompanied by many simultaneous 
compensating changes elsewhere.” (MaiT, 1976:485)
We believe that a modular approach may also be applied to the connectionist simulation of human 
cognition. Phenomena such as language processing, co-ordinated motor control and abstract thought 
are extremely complex. In order to understand and model them, therefore, it may be appropriate to 
decompose them into a collection of sub-processes, each of which may be performed using a single 
connectionist network (network-level model). The plausibility of this approach has been advocated 
by linguists such as Pinker (1991), who has argued against the notion of a homogeneous language 
processing system, in favour of a modular perspective (see below).
During the process of task decomposition, it is important to ensure that each connectionist 
architecture is selected on the basis of its ability to perform a given sub-task. For example, certain 
connectionist architectures, such as the back-propagation network (Rumelhart et al., 1986b) are more 
suited to the non-linear mapping of information in one form (for example a hand-written digit) onto 
another (the ASCII numeric code for that digit). Other architectures are more successfully applied to 
constraint satisfaction problems, as with the Hopfield network (Hopfield, 1982), or pattern 
classification, in the case of the Kohonen self-organising map (Kohonen, 1990a) or the ART network 
(Carpenter and Grossberg, 1987). In constructing a modular connectionist architecture, therefore, the 
component networks should be chosen in order to optimise the task to be performed: categorisation, 
pattern matching, reconstitution of corrupt input, storage and recall of sequential data, and so on.
We use the term ‘modular connectionist architecture’ rather than ‘nervous system-level model’ 
partly because we wish to avoid a direct comparison of our work with current neurobiological theory. 
Although we believe that, in the simulation of human cognition, it is preferable to avoid connectionist 
architectures which have been criticised for their lack of biological plausibility, such as the back- 
propagation network (Grossberg, 1987; Hinton, 1989a), we are not attempting to provide 
neurobiologically-valid accounts of language processing or disorder. Moreover, we do not claim that 
our simulations necessarily reveal anything about the neural basis of language. However, we do feel
that a modular approach to the connectionist simulation of language production is inherently more 
plausible than a network-level approach, for reasons outlined by Pinker and Prince (1989):
“Though the neuroanatomy o f language is not well understood... investigations strongly 
support a functional decomposition o f language skill into subcomponents, and any model o f  
language abilities w ill have to reflect this rather than mapping from input to output in a 
single link.” (p. 193)
Modular connectionist architectures are also marginally analogous to the human brain, in that they are 
inherently heterogeneous structures. Rather than consisting of a collection of identically functioning 
units, they may contain a large number of disparate forms of processing element. Whether explicit 
modularity occurs at the neuroanatomical level is a matter of considerable debate (Szentagothai, 
1975; Stevens, 1989; Churchland and Sejnowski, 1992). There is, however, some evidence to 
suggest that the cortical visual ai'eas of primates are modular in nature, insofar as there appears to be a 
hierai’chical representation of information within them (Van Essen et al., 1992).
1.4 Towards a modular connectionist architecture for language disorder simulation
In order to investigate the benefits of a modular approach to the simulation of language disorder, 
we have designed and implemented a simulation system enabling the user to train and subsequently 
damage a modular connectionist account of language processing. The functional specification for our 
system was based upon observations made with respect to existing connectionist accounts of acquired 
language disorders. The main features we sought to incorporate within the system are outlined 
below:
(i) The system should enable the user to interconnect, train and lesion a number of potentially 
disparate connectionist architectures. This feature will allow the user to simulate both normal 
and impaired function using a common framework.
(ii) Prior to lesioning, the system must ideally be able to simulate spoken and written single-word 
language processing, thereby enabling both dyslexic and dysphasic behaviour to be simulated.
(iii)The user should be able to damage networks independently and/or simultaneously, using a 
number of lesioning techniques. This feature will allow investigation into the effects of lesion 
site and strategy on the simulation of language disorders.
(iv) It must be possible to modify the size of individual networks in order to gauge the effects of 
network scaling on accuracy of disorder simulation.
(v) It should be possible to simulate more than one language-related task using the system.
Design and implementation
On the basis of this specification, we have implemented a system allowing the user to assemble, 
train and lesion a modular connectionist account of single-word language processing. The system has 
been named LISA: a Language Impairment Simulation Architecture. Its internal structure is depicted 
in Figure 1.1.
Although our initial intention was to allow both spoken and written language processing to be 
simulated, thus allowing a wide range of dysphasic and dyslexic behaviour to be simulated (Wright, 
1994), it was necessary to reduce the scope of our study to the simulation of spoken language 
production only. As with all connectionist simulations of language disorders reported in the 
literature, our system allows both normal and impaired language processing to be simulated. This 
may be seen as a distinct advantage, in that erroneous production of language may be described in 
terms of damage to a model of normal cognitive functioning. The program enables the user to 
damage system components in two ways: by ablating connections between units (destroying the 
connections by setting their associated weights to zero) or by adding pseudo-random noise to 
weights.
Input from 
Auditory Analysis Perceptual/Conceptual Input
Phonological 
Input Lexicon Hebbian
network
Kohonen map
Phonological 
Input - Output 
Conversion
Semantic
SystemHebbian
network
Kohonen mapMadaJine
Phonological 
Output Lexicon Hebbian
networkæ p 9 1 Kohonen map
Output to 
Articulatory System
Figure 1.1. The internal structure o f LISA. Phonological and semantic lexica have been 
instantiated using self-organising Kohonen maps, while Madaline networks and Hebbian 
connections relay input and output through the system.
The system allows the user to simulate two tasks which are common in neuropsychological test 
batteries: picture or object naming, and repetition. In the case of naming, the simulation system is 
presented with an input vector comprising values for a number of perceptual and conceptual 
primitives; it is assumed that some prior visual processing component has correctly identified the 
object or picture to be named, and has activated a corresponding semantic vector. For repetition 
simulations, input consists of a vector containing the phonemes of the word to be echoed. In both 
naming and repetition simulations, output consists of a phonemic vector which represents the name of 
the presented object or the repeated word. The system maintains statistical data on the number of
10
correct responses, errors and omissions (situations in which the system is unable to provide a valid 
answer) produced during a simulation. The results of a typical repetition simulation are shown in 
Figure 1.2.
•  ^  Simulation results ET
input to LISA: h a n g  ki y
Output from Phon I/O: hangkiy
Output from Lexical Route: m onkey
Output from LISA: h a n g  kiy ( N o n ^ o r d  repetition)
Figure 1.2. An example o f a simulation o f unimpaired repetition. The input to the 
simulation system consists o f a phonemic representation o f the word ‘hanky’. This word 
does not occur in any o f the system’s internal phonological or semantic lexica, and is 
therefore classed as a non-word. The system’s correct response corresponds to the output 
from the non-lexical repetition route.
Key simulation results
To date, we have used LISA to simulate two well-documented language disorders: semantic 
dementia and deep dysphasia. Semantic dementia is a progressive language disorder: over time, the 
patient suffers a deterioration of semantic memory, resulting in severe comprehension and naming 
difficulties. Referring to a corpus of data obtained from twenty-one semantic dementia patients, we 
have succeeded in simulating the characteristic symptoms of the disorder by lesioning the semantic 
component of our system. Deep dysphasia, an acquired disorder in which patients demonstrate 
impaired repetition of both non-words and recognised words, has also been simulated with some 
degree of success. Multiple lesions were required in order to obtain the proportions of semantic and
11
non-word errors produced by the eleven deep dysphasic patients in our corpus of data. For both 
disorders, we have been able not only to reproduce the types of errors produced by patients in naming 
and repetition tests, but also to reflect to some extent the changing nature of the disorders over time. 
For example, the degenerative aspect of semantic dementia has been simulated by increasing the 
severity and extent of network lesioning.
1.5 Outline of the thesis
This thesis is composed of five further chapters, which may be divided into two broad sections: 
one which deals with theoretical aspects of language disorder simulation, and another which covers 
the computational work we have undertaken.
Chapter Two addresses the connectionist paradigm and its suitability for modelling human 
cognition in general, and language disorder in particulai'. The chapter begins with a brief introduction 
to connectionism, before moving on to discuss the benefits of connectionism for the simulation of 
language impairment and other cognitive phenomena. We focus in particular on the contrastive 
nature of connectionist disorder simulations, and examine the importance of lesioning strategy and 
network size in connectionist simulation work.
Chapter Three is divided into two parts: in the first, we present an introduction to cognitive 
neuropsychology, and discuss recent theories of language processing and disorder; in the second, we 
survey the application of connectionist modelling techniques to the simulation of language 
dissolution. Our review of the literature covers not only models of spoken and written language 
disorders, but also of the rehabilitation and recovery of brain-damaged patients.
In Chapter Four, we discuss the initial part of our connectionist simulation work, describing our 
analysis of an existing connectionist account of deep dysphasia. The account is based upon an 
interactive activation model of lexical retrieval in sentence production proposed by Dell (1986). We 
provide descriptions of the original model and the modified version used to simulate deep dysphasia 
(Dell and O’Seaghdha, 1991; Martin and Saffran, 1992; Martin et a l ,  1994), before documenting our
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own investigation of the model’s ‘parameter space’ and our attempts to extend the model in order to 
simulate a second language disorder, deep dyslexia.
In Chapter Five, we document our assessment of modular connectionist architectures as tools for 
the simulation of acquired and progressive language disorders. In the first part of the chapter, we 
present an overview of our modular connectionist simulation system, discussing the structure of the 
system, its internal components and the criteria used to select appropriate connectionist architectures. 
The second part of the chapter documents our simulations of deep dysphasia and semantic dementia.
Chapter Six provides a conclusion to our thesis and presents our ideas concerning friture 
extension of the work reported in previous chapters. We compare our work, based upon the notion of 
the nervous system-level model, with the network-level models used by cognitive neuropsychologists 
such as Dell and Martin, and discuss the neurobiological and neuropsychological relevance of the two 
perspectives. We argue that our apparent success in simulating semantic dementia and deep 
dysphasia demonstrates the potential of the modular connectionist architecture as a serious tool for 
the simulation of both acquired and progressive language disorders.
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Chapter Two
Issues in connectionist modelling
2.1 introduction
We open the body of this thesis with a discussion of connectionism and its role as a modelling 
paradigm for cognitive phenomena. The discussion begins with a brief introduction to connectionist 
networks, and reviews those network architectures which are consistently referred to throughout the 
thesis. We outline the benefits of a connectionist approach to the simulation of human cognition in 
general, before focusing upon issues relating to the connectionist modelling of language disorders. 
Specifically, we examine the importance of aspects such as lesioning strategy and network size. 
Within the chapter, we will make use of the training and visualisation components of our language 
disorder simulation system. A full description of the system is provided in Chapter Five.
2.2 Connectionist theory: basic concepts
Despite the power of modern computer technology, many types of task which are performed 
easily and sometimes automatically by human beings cannot be implemented on a computer system 
using standard sequential processing algorithms. A comparison of the computational processes 
performed by the human brain and a conventional microprocessor can help to explain why this is the 
case. Most modern computers are built according to the so-called von Neumann architecture, and 
contain one or more powerful microprocessors, capable of performing simple instmctions, one after 
the other, with a typical processing time of a few tens of nanoseconds per instruction. This speed 
makes computers suitable for tasks which can be achieved using a sequential algorithm, such as 
sorting, searching and numerical calculation. The human brain, however, uses an entirely different 
architecture for information processing. It contains a large number (between 10" and 10'^) of brain 
cells, or neurons. Each neuron receives ‘input’ in the form of electrochemical pulses from other
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neurons, and sends ‘output’ to other neurons. The typical response time of a neuron is around a tenth 
of a second, which is very much slower than the microprocessor. However, each neuron may have as 
many as 10“^ connections with other neurons (Dowling, 1992) and all of the brain’s neurons may work 
simultaneously, making it a highly parallel structure. The fact that the human brain copes readily 
with tasks such as vision and speech processing would suggest that it is the parallelism of the brain, 
and not the speed of its individual processing components, that is the important factor in information 
processing.
A neuron comprises a cell body, or soma, a number of dendrites and an axon. Incoming 
messages from other neurons are received by the many dendrites, which extend from the cell body 
likes the branches of a tree. The messages pass down the dendrites to the soma, where they are 
processed. Depending upon the messages received, the neuron may or may not send a message along 
its axon, which may be seen as an ‘output channel’. Messages are sent in the form of a small 
electrical pulse, called an action potential, which is transmitted using a chemical process, making the 
messages essentially electrochemical. At the end of the axon is a slight gap, called a synapse, beyond 
which is the dendrite or soma of another neuron. When the action potential reaches the end of the 
axon at the presynaptic terminal, chemical messengers known as neurotransmitters diffuse across the 
synapse and are detected by receptors on the surface of the dendrite on the other side of the synapse. 
The receptors then send an action potential along the dendrite to the cell body of the receiving 
neuron. In this manner, messages may be transmitted from neuron to neuron across the synaptic 
boundary. Dendrites may possess a large number of synaptic junctions, allowing massive 
interconnectivity between neurons (Barr and Kiernan, 1988).
The transmission of signals between neurons depends upon the number of neurotransmitters 
detected at the synaptic junction by the dendrites. If only a small number are detected, only a small 
action potential will be generated. It also appears (Bridgeman, 1988) that some synapses have an 
inhibitory rather than an excitatory effect on dendrites, preventing action potentials rather than 
generating them. Neurobiologists believe that the modification of synaptic coupling between cells.
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either by increasing or decreasing the production of neurotransmitters, or by inhibitory rather than 
excitatory coupling, may be the mechanism whereby animals learn. Because neurons can change 
their behaviour over the course of time, it may be that a certain neuron can learn to fire when it 
receives a particular input, and will remain inactive otherwise. It is the learning function of neurons 
which interests psychologists and students of artificial intelligence above all. If the functionality of 
real neurons can be accurately simulated, it may be possible one day to program computers to 
perform tasks associated with animal behaviour, such as vision, speech processing and co-ordinated 
motor control, by implementing networks of artificial neurons.
The first computational model of a single neuron was devised by McCulloch and Pitts (1943). 
The neuronal model (called a unit) behaves very simply. Each unit has an number of input channels 
(mimicking dendrites and synapses) and one output channel (mimicking the axon). Signals are 
received on the input channels, summed and the resulting total is used to calculate a second signal 
which is sent down the output channel. The effectiveness of synaptic connections between real 
neurons is modelled using a system of weights on the connections between the artificial neurons. If a 
connection between two units has a high-value weight associated with it, then the two units have a 
strong degree of connectivity. A low-value weight implies a weak connection. The weights on each 
connection are taken into account when the unit processes its input: each input signal is multiplied by 
its associated weight before being summed and used to calculate a corresponding output signal.
The most important aspect of connectionist networks is their ability to Team’. This is achieved 
by modifying, over time, the weights on the connections between units, since it is here in the matrix 
of weights that the ‘knowledge’ of the network is stored. Usually, such networks are trained to 
recognise patterns, often associating a particular input pattern with a corresponding output pattern.
Most connectionist networks share a number of common properties (Rumelhart et al., 1986a). 
Table 2.1 outlines this set of properties.
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A set of processing units. Each unit receives input from other units, processes this input, and then 
outputs a value depending upon the result of the processing. Units may play different roles: they 
may simply receive input from the outside world; they may send output to the outside world; they 
may perform some task essential to the internal functioning of the network.
A state o f activation. At any time, a connectionist network will be in a certain state. Some units 
may be strongly activated, while others may only be weakly activated.
A pattern o f connectivity among units. This specifies how the units in the network are connected 
together, and depends intrinsically upon the roles of the individual units. In a simple network, the 
connectivity may be represented by the matrix of weights on the connections between units.
An environment in which the system operates. Rumelhart et al. (1986a) stress the importance of a 
thorough understanding of the external environment.
An output function for each unit. Normally, the output function of a unit depends upon its role in 
the network. Units with the same role will employ the same output fiinction. The function maps the 
unit’s activation state to an output signal.
A propagation rule, which describes how patterns of activity are propagated through the network. 
Normally, the propagation rale states that the output signals from units are multiplied by the weights 
on the respective connections between units, and that the resulting products are summed to produce 
the net input for the next unit.
An activation rule, which combines the inputs to a unit to produce a new state of activation for that 
unit. The activation rale usually states that the new state of activation of a unit is equal to the net 
input of that unit.
A learning rule, which allows the network of units to be modified by experience, usually by 
modifying the weights on connections between units. There are many ways of modifying the 
weights as a result of experience.
Table 2.1. Common properties shared by the majority of connectionist networks. Adapted 
from Rumelhart et al. (1986a).
2.3 The merits of a connectionist perspective
We have already indicated the importance of connectionist networks in terms of their pattern- 
matching abilities. In addition to this, researchers in both artificial intelligence (e.g. Rich and Knight, 
1991) and psychology (Humphreys, 1989; Quinlan, 1991) have highlighted a number of other 
benefits which connectionism can offer.
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Connectionist networks are often advocated for reasons of neurobiological plausibility. Although 
this issue has been strongly debated in recent years (e.g. Fodor and Pylyshyn, 1988; Smolensky, 
1988; Rolls, 1989), connectionist networks are seen by some to possess properties which are in 
certain respects similar to human neural networks (Rumelhart and McClelland (1986a). Like the 
human brain, connectionist networks consist of an (often) large number of simple processing 
elements, all highly interconnected and continuously exchanging information. In both cases, the 
networks learn through modification of connections between individual processing elements.
Connectionist networks can also be relatively resistant to damage, and exhibit what is termed 
graceful degradation. If units or connections in a network are progressively disrupted or destroyed, 
the ability of the network to process information will decrease smoothly as the amount of damage 
increases. In other words, there is no point at which the network’s performance will suddenly 
degrade. Again, there are certain parallels here with the nature of the human brain. Progressive 
neurological disorders such as dementia of Alzheimer type (Hodges, 1994) or semantic dementia 
(Poeck and Luzzatti, 1988; Snowden et a l ,  1989) lead to a graceful degradation of aspects of 
cognition such as memory or language.
Connectionist networks may represent knowledge in two ways: a specific item of knowledge can 
be associated with some degree of activation in a single unit, in which case the representation is 
termed localist, or with a pattern of activation of a number of units sharing a common role, in which 
case the representation is distributed. The use of distributed representation makes a connectionist 
network more able to cope with damage, since the destiuction of a small number of weights or units 
should not interfere with the network’s ability to reconstruct knowledge from the remaining (intact) 
weights and units.
An additional benefit of connectionism concerns the absence of symbolic processing or explicit 
encoding of rules (Dror and Dascal, in press). Over a period of training, connectionist networks learn 
to map input patterns of activation to output patterns of activation. This learning is achieved by the 
successive modification of the weights on the connections between the units. After training, it could
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be argued that the network has detennined the rules which transform input to output: the rules would 
be encoded in some manner in the weight matrix. However, the network has not been explicitly 
provided with these rules—they are acquired over a long period of interactive experience (but see 
Pinker and Prince, 1989).
Finally, connectionist networks aie capable of solving non-linear problems involving a large 
number of continuous variables, and can arrive at the perfect solution even if the input is noisy 
(Harley, 1993). They are also able to process novel input on the basis of patterns that have already 
been used in training. The outward manifestation of this is generalisation. If a network were trained 
to map written words to their spoken equivalents, it would be likely that a proportion of written 
words not in the training set would be correctly mapped to their spoken counterparts, due to the 
experiential ‘rales’ implicitly encoded within the network’s weights.
2.4 Classification of network architectures
Connectionist networks are generally categorised according to (i) the manner in which knowledge 
is represented as a pattern of activity across one or more units, and (ii) the learning algorithm used to 
update connection weights. We have already briefly mentioned the distinction between localist and 
distributed forms of knowledge representation, where a specific item of knowledge is represented as 
either activation in a single unit, or in a group of units. In addition to this, connectionist networks are 
divided primarily into those that employ supervised learning algorithms, and those that carry out 
unsupervised learning.
In supervised learning networks, an input pattern is presented to the network, and the activation 
values of all units are calculated using the activation function and propagation/output rales mentioned 
above. When the network finally produces a corresponding output pattern, this output is compared 
with the desired output, that is, the output pattern that should have been produced. The learning 
algorithm will then modify the weights in the network, so that the next time the network encounters 
this specific input pattern, it will produce an output which more closely matches the desired output.
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Connectionist networks using unsupervised learning algorithms rely on a different technique for 
interpreting input data. Rather than employing some external ‘tutoring’ method in order to train the 
network to classify input patterns, the network classifies the training data itself. This is achieved by 
detecting statistical regularities within the input data, and by classifying the data according to the 
presence or absence of these regularities (Haykin, 1994). In this manner, data which are similar are 
classified accordingly. For the sake of completeness, we should also mention a third type of learning 
algorithm, termed reinforcement learning. In this scenario, a connectionist network learns to provide 
input-output mapping in a ‘trial-and-eiTor’ fashion by attempting to maximise a performance metric 
known as a reinforcement signal.
We will now provide four examples of common connectionist architectures, all of which are 
mentioned at several points within the body of this thesis. The first architecture, termed an 
interactive activation and competition (or lAC) network, is a simple connectionist structure with no 
capacity for learning, due to the fixed nature of its weights. The second and third architectures, a 
back-propagation network and a Madaline network, rely upon supervised learning algorithms, while 
the fourth architecture, a Kohonen map, employs an unsupervised learning algorithm.
Interactive activation and competition (IAC) networks’, this network architecture consists of a number 
of units grouped into pools (see Figure 2.1). Units within pools have inhibitory connections between 
them, while units in different pools share excitatory connections. This is achieved by placing 
negative weights on inhibitory connections and positive weights on excitatory ones. The inhibitory 
connections between units in the same pool force the units to compete for maximum activation, in 
that when a unit is highly activated, it will tend to attenuate the activation levels of other units in the 
pool. Activation is allowed to spread from unit to unit in all directions, and the network is left to 
iterate until activation levels in the units reach a stable state. A fundamental aspect of lAC networks 
is that they cannot learn: weights on connections are fixed when the network is implemented, and 
cannot normally be changed. Nevertheless, lAC networks have been used extensively for
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computational modelling of psychological and cognitive theories (e.g. McClelland and Rumelhart, 
1981; Stemberger, 1985; Eikmeyer, 1991).
inhibitory connections 
within pools
excitatory connections 
between pools
Figure 2.1. An interactive activation and competition network. Inhibitory connections link 
units within the same pool, while excitatory connections link units in different pools. All 
connections are bidirectional.
Back-propagation networks (Rumelhart et a i ,  1986b); these supervised learning networks consist of 
three or more layers of units: an input layer, one or more intermediate or hidden layers, and an output 
layer. Data is presented to the input layer, and activation is allowed to spread via the hidden layer 
(which forms its own internal representation of the input data) to the output layer, where the pattern 
of activation is compared with the desired output, to produce an error score. The error is then 
propagated backwards through the network (hence the term back-propagation) in order to allow the
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weight changes to be calculated in order to improve future performance. The learning rule which 
allows the error to be calculated at each layer in the network, from the output layer to the input layer, 
is called the back-propagation rule or the generalised delta rule^ (the term delta represents the error 
score which is used to calculate weight changes). The typical layout of a back-propagation network 
is shown in Figure 2.2.
Iiq>at Layer
H o.e-16 H " . i i ;  H H I H idden  Layer
O utpu t Layer
Figure 2.2. A typical fully-connected back-propagation network.
Madalines (Widrow and Steams, 1985): a Madaline network is an architecture composed of multiple 
layers of units known as adalines. The term itself is an acronym for ‘multiple (or many) adalines’, 
where ‘adaline’ itself stands for ‘a^/aptive /mear element’. An adaline is a processing unit which 
calculates the weighted sum of its inputs, and then passes the result through a threshold function in 
order to produce a bipolar output (zero or one). Adalines are labelled ‘adaptive’ because they are
' The back-propagation network computes an energy function which evaluates the difference between the 
target output o f the network and the actual output:
In this equation, is the energy function for pattern p , t j^ is the target output for pattern p  at unit j ,  and o^j is 
the actual output for pattern p  at unit j .  The generalised delta rule adjusts the network weights in order to 
minimise this energy function.
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capable of modifying as required the weights on their input connections and ‘linear’ because their 
output is a linear function of their net input.
Connection weights in Madaline networks are updated through a process of supervised learning. 
As with back-propagation networks, during training the actual output of the Madaline is compared 
with the desired output in order to given an error score. Weights are modified according to the value 
of this score, using a modified version of the perceptron learning algorithm known as the Widrow- 
H ojf delta rule (Beale and Jackson, 1990):
S j = d j - y j
Aw.j
In the above equations, e. is the error at unit j , dj is the desired output of the unit, y  is the actual 
output, W.J is the weighted connection between units i and j, x. is the input to unit j  provided by unit /, 
and T) is a learning rate parameter. Unlike back-propagation networks, Madalines cannot be used to 
solve linearly inseparable problems. This is due in part to the inadequacy of the Widrow-Hoff delta 
mle and to the linear nature of the adaline output function.
Kohonen maps (Kohonen, 1990a): Kohonen’s self-organising architecture provides a good example 
of an unsupervised learning network. In this architecture, a number of input units are fully connected 
to a (usually) two-dimensional matrix of representation units, the Kohonen layer, with each 
connection having an associated weight (see Figure 2.3). When the network is trained using suitable 
data, input is associated with a particular representation unit on the basis of a simple calculation. 
Because each unit in the Kohonen layer competes with the other units for representation of the input 
pattern, the Kohonen map is classed as a competitive learning architecture.
During training, weights are modified not only on the connections between the input units and the 
chosen representation unit, but also on the units surrounding it within a certain neighbourhood. In the
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initial training period, this neighbourhood is quite large, so that whole areas of the network are 
trained to become associated with similar features in the input data. As the training progresses, the 
neighbourhood is decreased until just individual representation units have their connection weights 
modified. This process of self-organisation allows specific inputs to be classified according to 
features within the input data, and also allows generalisation based upon similarities with already- 
encountered data. In section 5.2.2, we provide a specific example of the self-organisation process, in 
which a Kohonen map is trained to categorise phonemically-encoded words. Since self-organising 
maps are used extensively within our simulation system, we include for completeness Kohonen’s 
unsupervised learning algorithm (see Table 2.2).
Kohonen
layer
Input layer
Figure 2.3. An example o f a Kohonen map. Each input unit is connected to all o f the units 
in the Kohonen layer. Feedback connections link adjacent units to one another.
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The Kohonen self-organising algorithm
1. Initialise the Kohonen map.
Define Wy(t) (0 < i < n -  1) to be the weight from input unit i to Kohonen unit j  at time t.
Initialise connection weights from the n inputs to the Kohonen units to small pseudo-random 
values. Set the initial neighbourhood radius around unit j,  Nj(0),  to be large.
2. Present an input pattern.
Present input pattern ( t),x^ ( t),x2 ( t ) . . . ( t), where Xi(t) is the input to unit i at time t.
3. Calculate distances.
Compute the distance d^ between the input and each output un itj as follows:
2
i=0
4. Select the minimum distance.
Designate the output unit with minimum dj to bej* .
5. Update weights.
Update the weights for unit j*  and its neighbours, defined by the neighbourhood size N p ( t). New 
weights are calculated as follows:
Wij(t  + l )  =  W y ( t ) + r \ ( t ) ( x . ( t ) - W i j ( t ) )  foryin  N j J t ) > 0 < i < n ~  1
T((r) is a gain term (0 < TjCO < 1) which decreases in time, thus slowing the weight adaptation. The 
neighbourhood N j J t )  also decreases as time goes on, thereby localising the area of maximum
activity.
6. Repeat fo r  each input pattern.
Table 2.2. The Kohonen unsupervised learning algorithm. Adapted from Beale and Jackson 
(1990).
Before we go on to examine the suitability of connectionism for modelling aspects of cognition 
in general, and for modelling language disorder in particular, we must define some additional terms
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used in the connectionist literature. We have already made a distinction between localist and 
distributed representation, and between supervised and unsupervised learning. Another distinction 
which is often made is betw een/eed/bw arJ and feedback connections in artificial neural networks. 
In feedforward networks, activation generally spreads in one direction only, for example in the case 
of the Kohonen map, while in architectures with feedback connections such as lAC networks, 
activation can flow in both directions along a connection. Other network types which utilise 
feedback connections are auto-associative networks, which are trained to associate input patterns with 
themselves (usually for the puipose of reconstructing a perfect pattern from a damaged one), and 
recurrent networks, which use feedback connections and units to store previous network states, thus 
allowing the networks to recognise sequences of patterns, rather than just individual ones (Elman, 
1990).
Analysis of the mathematical and computational properties of these artificial neural networks has 
been alternatively called connectionism, neural computing (e.g. Aleksander and Morton, 1990) or 
parallel distributed processing (Rumelhart et a l ,  1986a). In this study, we prefer to employ the more 
neutral term ‘connectionism’, as ‘parallel distributed processing’ could imply the sole use of 
distributed representation schemata for knowledge, while the term ‘neural computing’ places a
distinct emphasis on the relationship between ‘real’ and artificial neural networks.
2.5 Connectionism and cognitive modeiling
Many researchers in the fields of psychology and cognitive science have explored the 
connectionist paradigm, and have been attracted to it because of the general benefits outlined in the 
previous section. However, in more recent years, it has become apparent that connectionism can 
offer a number of distinct advantages in the computational modelling of cognition. In this section,
we shall review the advantages discussed by these researchers.
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2.5.1 Neurobiological ‘plausibility’
The issue of the relationship between connectionist networks and the human nervous system has 
already been touched upon, and is a subject of great contention (Fodor and Pylyshyn, 1988; Plunkett 
and Sinha, 1992; Harley, 1993). Phenomena such as graceful degradation, distributed representation, 
spontaneous generalisation and learning are believed by many to be common to both structures, while 
others dismiss their relevance and highlight the tenuous nature of connectionism’s neurobiological i
underpinnings. Despite this debate, it may be suggested that there are certain parallels between 
connectionist architectures and human neural networks. Both consists of large numbers of highly 
interconnected and continuously operating processing units, receiving input from, and sending output 
to, each other. Moreover, it appears that both learn in a context-sensitive manner, through interaction 
between the network’s current state and its environment. Fodor and Pylyshyn (1988) concede that 
connectionist models are able to account for seemingly rule-governed behaviour without the explicit 
symbolic encoding of rules.
Harley (1993) ai’gues that, on the basis of neurobiological plausibility alone, connectionism can 
increase our knowledge of cognition by emphasising the link between cognitive behaviour and neural 
structures. Indeed, for this reason, many have seen the advent of connectionism in cognitive science 
as a paradigm shift in the Kuhnian sense (Müller, 1992; Schneider and Graham, 1992).
2.5.2 Cognition and modularity
One perspective in cognitive science, adopted in particular by those who attempt to understand 
cognitive processes through the study of brain-damaged patients, aims to describe the human 
cognitive system in terms of a collection of independent but synergic modules. This modularity 
hypothesis (Ellis and Young, 1988) has been described in detail by Fodor (1983), and is discussed in 
the first part of the next chapter.
Murre (1993) and Dror (1993) have argued that connectionism can be used as a modelling tool 
for cognitive phenomena, demonstrating that connectionist networks can be used to model both
27
individual modules and networks of modules. De Bleser (1988), by way of example, outlines three 
possible scenarios for the modularity of the human language processing system. The system may be 
unimodular (consisting of one unified module), polymodular (consisting of a serial chain of modules 
dealing with linguistic components such as syntax, semantics and phonology) or rule-modular (where 
each of the rules of grammar is represented by an individual module).
In addition to the ability of connectionist architectures to model the modular structure of 
cognitive faculties, artificial neural networks can reflect the properties of the cognitive modules 
themselves, as suggested by Fodor (1983). Among these properties, Fodor lists the notions of 
information encapsulation, domain specificity, mandatory operation and innateness. Information 
encapsulation signifies the independence (in terms of processing) of a particular cognitive module 
from other modules in the cognitive system. Domain specificity implies that a cognitive module 
would only be able to receive one particular kind of input. Mandatory operation refers to the inability 
of cognitive modules to stop processing; such modules would operate continuously, and would not be 
subject to any form of voluntary control. Finally, when referring to innateness, Fodor believes that at 
least some of our cognitive modules are genetic in origin, rather than being ‘nurtured’ through 
interaction with the external world. The question of innateness is, again, a matter of considerable 
debate (see for example Language and Learning: The Debate between Jean Piaget and Noam 
Chomsky, Piattelli-Palmarini, 1980), but can be accommodated within a connectionist framework. 
An untrained network with random weight values could perhaps be seen as the equivalent of an innate 
cognitive module before experiential input, while a fully-trained network would represent a fully- 
developed module (see Abidi, 1994).
Many theoretical models of aspects of human cognition (such as language) consist of a number of 
proposed cognitive modules, linked by routes allowing information output by one module to be used 
as input by another (Moscovitch and Umilta, 1990). One complaint raised by the cognitive 
psychology community is that too much emphasis has been placed in recent years on the functional 
architecture of these cognitive systems. In other words, researchers have spent too much time
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concentrating on the number and configuration of the various cognitive modules, and have placed 
very little emphasis on the internal structure of the modules themselves. They are essentially treated 
as black boxes (Seidenberg, 1988; Parisi and Burani, 1988).
Harley (1993) has suggested that connectionism may be an ideal tool for modelling such systems, 
since it is able to simulate not only the functional architecture of the system as a whole, but can also 
provide an explicit account of the internal structure and function of individual modules. Plunkett and 
Sinha (1992) agree with this notion, but contend that connectionism can only offer insight into the 
internal nature of a module insofar as we understand the mechanisms of the connectionist network 
itself.
2.5.3 Modelling temporal phenomena
The question of time is of importance in the study of both connectionism and cognitive 
psychology. Connectionist networks learn to associate input patterns with output patterns after a 
period of training. Similarly, the cognitive structures which allow us to store and manipulate sensory, 
functional or episodic information develop throughout the life-time of a human being. Even 
cognitive faculties such as language can been seen as time-varying phenomena, i.e. sequences of 
phonological, syntactic, semantic and pragmatic components.
Recently, advances in the field of connectionism have led to the development of a group of 
connectionist architectures, known as recurrent networks, which are able to process sequential 
information, rather than just individual patterns. Such networks may allow temporal phenomena, 
such as syntactic processing, to be simulated. It has already been possible to simulate certain aspects 
of language change using non-recurrent networks; for example, Nadine Martin and her associates 
(Martin and Saffran, 1992; Martin et a i ,  1994) have simulated the partial recovery over time of a 
language-impaired patient by modifying the parameters governing the behaviour of an lAC network 
modelling normal language production. (The work of Martin is covered in more detail in Chapter 
Four).
29
Human cognitive development may be seen as one particular area in which time plays a crucial 
role. In turn, connectionist networks may be described as developmental in nature, in that they form 
their own representations or classification of information from the external world over a period of 
time. For this reason, perhaps, artificial neural networks have been used extensively in the study of 
developmental phenomena (e.g. Plunkett and Marchman, 1989; Seidenberg and McClelland, 1989; 
Abidi, 1994).
One paiticular advocate of connectionism as a tool for modelling aspects of language 
development is Veronica Laxon (Laxon e t a l ,  1991; Laxon et al ,  1992; Laxon et a i ,  1994). She has 
worked on the development of reading skills in children, and has observed that connectionist accounts 
of child reading offer a more “successful and parsimonious” explanation than accounts based upon 
the notion of developmental stages in reading. Laxon even asserts that a connectionist framework is 
“required” in order to explain the fact that adults find words with more word neighbours (i.e. words 
which are closely related, orthographically) easier to read.
2.5.4 Connectionist models as impiementationai models
The most extreme position one could take would be to suggest that connectionist models of 
cognitive behaviour may directly reflect the manner in which the brain mediates cognition. In other 
words, such models break down the boundary between the computational or algorithmic level, and 
the neural or impiementationai level of cognition (Wan Abdullah, 1991).
The work of Martin (Martin et al ,  1994) and Laxon (Laxon et al ,  1994) offers two examples of 
this hypothetical benefit. Martin accounts for the disordered language of a brain-damaged patient by 
adversely modifying the parameters governing the behaviour of a connectionist network. As 
mentioned in the previous section, Laxon prefers a connectionist account of the effect of word 
neighbours in child and adult reading. For both these researchers, the underlying structures and 
algorithms of the connectionist architectures most efficiently explain the aspect of cognition under 
study. In this respect, the connectionist models have become psycholinguistic models.
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Wan Abdullah (1991) appears to be an advocate of this ‘epistemological’ standpoint. He sees the 
distinction between brain and mind as the parallel of the distinction between connectionist and 
symbolic processing, and argues that connectionism provides an ideal explanation for human 
knowledge itself. Murre (1993) asserts that the acquisition and processing of knowledge can be 
modelled, in a connectionist perspective, in terms of network stmcture. For example, artificial neural 
networks based upon unsupervised learning algorithms, such as Kohonen maps, perform 
categorisation of input data, which makes them suitable for modelling aspects of memory or learning. 
However, Harley (1993) asserts that the choice of network architecture in connectionist modelling of 
language disorders has, until now, been fairly arbitrary, despite the variety of learning algorithms 
available.
2.6 Connectionist modelling of language disorders
In previous sections, we outlined a number of reasons why connectionism has been well received 
as a modelling tool for cognition in general. We will now examine the application of connectionism 
in the field of language disorder simulation, and will discuss the benefits that connectionist modelling 
can bring to this relatively new domain.
Connectionist modelling of a language disorder is carried out via a two-stage process. In the first 
stage, a normal model of language processing (or some aspect of it) is implemented using one or 
more connectionist networks. In the second stage, the model is damaged in order to simulate the 
effects of brain trauma. It can be seen, therefore, that connectionist models can explain language 
disorder in terms of damage to a normal system. This contrastive method of study is of some 
relevance to the work of cognitive neuropsychologists, who attempt to understand normal cognition 
by examining the behaviour of brain-damaged patients.
According to Allport (1985), current conventional explanations of acquired language disorder 
may be inadequate, since they are not founded on a coherent theoretical framework. Plant and 
Shallice (1993a) feel that connectionism may be a way of overcoming this inadequacy, and believe
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that cognitive neuropsychology will benefit in the future from an alliance of connectionist modelling 
and the empirical study of patients. One disadvantage of this contrastive approach, however, has 
been highlighted by Harley (1993). Modelling a language disorder by lesioning an artificial neural 
network will necessarily inherit any theoretical inconsistencies or problems from the undamaged 
network.
One matter of debate among researchers and clinicians involved in the study of language disorder 
is the validity of syndromes. If a number of patients are discovered to show the same impaired 
cognitive performance in a variety of specific tasks, then the patients are said to be suffering from a 
symptom-complex. As symptom-complexes are studied and the number of patients exhibiting such 
complexes increases, the group of co-occurring symptoms is labelled or categorised as a syndrome. 
The debate in this field has been raised by a group of cognitive psychologists (including Ellis and 
Allport) who feel that there is little concrete evidence to suggest that such syndromes exist; all that is 
of relevance is the impaired cognitive behaviour of individual patients.
The merit of connectionism as a modelling paradigm for language disorder has been 
demonstrated through work on the co-existence of distinct symptoms of linguistic impairment. 
Connectionist networks have been used to show that specific symptoms can or cannot co-occur, 
according to different cognitive models of language processing (Harley, 1993). They have also been 
used to explain how the same impaired behaviour can arise from lesions to different parts of the 
language processing system (e.g. Hinton and Shallice, 1991; Plant and Shallice, 1993a), and how 
previously unexplained errors can emerge through damage to specific areas. For example, Hinton 
and Shallice (see Chapter Three) have been able to explain why patients with acquired dyslexia often 
make visual errors (i.e. when reading words aloud, they produce words which are visually similar to 
the target, such as ‘sheep’ for ‘cheap’).
One clear advantage of connectionist networks is their ability to model the effects of brain trauma 
on the language processing system through the artificial ‘lesioning’ of the connections or units within 
the network. This benefit has enabled researchers to study the relevance of lesion site in language
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disorder, and to attempt to correlate different syndromes with specific lesion sites, although the 
usefulness of this approach is under contention, and many feel that the locus of impairment is of little 
importance (e.g. De Bleser, 1988:182).
Until recently, connectionist models of language disorder have generally focused on the group of 
symptoms used to classify a disorder, rather than on the impaired linguistic output of an individual 
patient (e.g. Patterson et a l ,  1989; Hinton and Shallice, 1991). However, Martin et a l ' s  model of the 
language production of a patient, N.C. (Martin and Saffran, 1992; Martin et a l ,  1994), represents one 
attempt to reverse this trend. It is clear that in the situation where the linguistic behaviour of a single 
person is being modelled, the importance of lesion site increases, partly because the location of the 
patient’s brain trauma may be directly linked to his or her neuropsychological deficit.
We previously discussed the ‘strong’ view that connectionist models of cognition may also be 
viewed as impiementationai models. If this is so, then it is important to justify the choice of 
lesioning technique used in the connectionist modelling of language disorder. For example, Hinton 
and Shallice (1991:82) use three types of lesion in their simulation of acquired dyslexia: 
disconnection of units, ablation of units, and the addition of noise to the network. However, the 
authors give very little justification for their choice of technique. We address the issue of lesioning 
strategy later in this chapter.
2.6.1 Recovery, relearning and rehabilitation
Hinton and Sejnowski (1986:304) have demonstrated that an artificial neural network which has 
been trained and subsequently damaged can be re-trained in a shorter period of time than that needed 
for the original training. Meanwhile, in the field of aphasiology—the study of language disorder— 
Hillis (1993) has discussed the importance of cognitive models of language processing for the 
development of rehabilitation techniques for language-impaired patients. It follows from these two 
observations that connectionist language disorder models should allow researchers and clinicians not
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only to gain some insight into the nature of the disorder, but also how to maximise recovery using an 
appropriate rehabilitation strategy.
Another feature of connectionist networks is their ability to model the progression of a disorder 
over time. Although many acquired language disorders are quasi-instantaneous in onset and 
permanent in nature, due perhaps to a stroke or some other cerebral trauma, other disorders are more 
insidious and progressive, such as semantic dementia (Schwartz et a l ,  1979; Snowden et al ,  1989). 
Although very few connectionist simulations of progressively worsening disorders have been 
undertalcen as yet, Martin et a l  (1994) have successfully simulated the recovery over time of a patient 
with acquired dysphasia. We will return to the connectionist simulation of recovery and 
rehabilitation in section 3.6.3.
2.6.2 Contrasting disorder and development
Researchers in child language development and linguistics have occasionally suggested that 
language disorder and language development may in some way be the mirror-image of one another. 
For example, Jakobson (1971) asserts that “aphasie losses reproduce in inverse order the sequence of 
acquisition in child language”. However, others feel that this perspective is misleading and 
inaccurate (Berko-Gleason and Wolf, 1988; Berko-Gleason, 1993).
Although to date no connectionist comparison of development and disorder has been undertaken, 
it is possible to envisage a contrastive study of the two phenomena using the unifying capabilities of 
connectionism. A number of different simulations of child language development have been cited in 
previous sections, while a review of recent papers outlined connectionist modelling of language 
disorder may be found in Chapter Three. By comparing the underlying mechanisms involved in child 
language development and adult language disorder, using the common medium of connectionism, it 
may be possible in the future to comment more objectively on the relationship between loss and 
acquisition in language.
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2.7 Lesioning
In providing a critique of connectionism as a paradigm for modelling linguistic deficits, one of 
our primary aims has been to investigate the effects of damage to individual networks in a modular 
connectionist architecture. It has already been stated that one positive attribute of neural networks is 
their ability to resolve the non-lineai* relationships between input and output data. This advantage is 
amplified in modular architectures, since each component network can perform a single non-linear 
mapping, thereby resulting in a complex transformation of the input data involving a number of 
intermediate, internal representations.
The novel aspect of our simulation system (described in more detail in Chapter Five) is that is 
allows the user to introduce a shock factor  into a connectionist architecture formerly in equilibrium. 
The ability to damage a modular architecture which performs some useful function—in our case, the 
production of single-word spoken language—provides two distinct benefits. Firstly, it enables the 
computer scientist to assess the change in behaviour of a modular connectionist architecture that has 
sustained damage. Secondly, it allows the neuropsychologist to simulate a language disorder through 
damage to a model of normal language processing. This contrastive approach reflects the tenets of 
cognitive neuropsychology itself: “to draw conclusions about normal, intact cognitive processes from 
the patterns of impaired and intact capabilities seen in brain-injured patients” (Ellis and Young, 
1988).
2.7.1 Brain lesions in human subjects
Our interest in the performance of a damaged modular architecture, and the interest of 
psychologists in brain-damaged patients, are directly related to a third area of study at the 
neurological level, known as the lesion method (Damasio and Damasio, 1989). This seeks to 
establish a correlation between a specific lesion to the brain and a change in the physical or social 
comportment of the patient. The nature of the lesion is ascertained through conventional brain 
scanning techniques, such as computerised tomography (CT), positron emission tomography (PET)
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or magnetic resonance imaging (MRI), while cognitive impairments are assessed using 
neuropsychological test batteries (Hodges, 1994).
Brain tissue may sustain a lesion for many reasons. Both grey and white matter may be damaged 
through viral infections, alcohol abuse, strokes, gunshot wounds or blows to the head. The main 
causes of brain damage are outlined in Table 2.3. Generally speaking, damage to an individual 
neuron may result in its destruction, as in the case of a cerebral infarct, or in a modification of its 
behaviour. An example of the latter can be seen in closed head injuries, when damaged neurons may 
retain fluid and swell up, a condition known as oedema. Cells in this condition are less 
physiologically excitable (Metcalfe, 1992). Destruction of an individual neuron may itself have a 
number of consequences. In addition to loss of the function originally mediated by the dead neuron, 
connected neurons may suffer deajferentation—they will lose their original synaptic inputs, and may 
die in turn.
2.7.2 Lesioning connectionist networks
The simulation of ‘real’ lesions, as detected in patients, by ‘artificial’ lesions to connectionist 
networks is largely unexplored (but see Small, 1991). It may be argued that the general aim in 
‘connectionist neuropsychology ’ is to mirror in some way the neuropathological effects of damage on 
human neural networks. Consequently, artificial lesioning techniques may be divided into two broad 
categories: those which destroy units or connections in a network, and those which merely alter the 
normal functioning of processing elements. Thus, for example, we may simulate necrosis of a nerve 
fibre by removing a connection in an artificial neural network, or may reproduce the effects of 
demyelination in multiple sclerosis by attenuating the activation level of individual units.
The connectionist simulations of language disorders described in the literature are based upon a 
computational model of normal language processing which is lesioned in order to disrupt the manner 
in which linguistic information is processed. The lesioning techniques employed in these studies are 
now summarised. Many of the models discussed below are reviewed in Chapter Three.
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Cause of nervous 
system damage
Explanation
Stroke
Tumours
Degenerative disorders
Closed head injuries
Open head injuries
Infections
Demyelination
A cerebral blood vessel becomes blocked or ruptured. As a result, 
neurons become starved of oxygen and begin to die. A stroke may lead to 
ischaemia (reduction of blood supply) or an infarct (an area of dead or 
dying neurons).
A mass of new, independently growing tissue competes for space within 
the cranial cavity and causes surrounding structures of the brain to be 
compressed, resulting in damage.
Neural tissue is damaged or destroyed over time for a number of reasons, 
including excessive alcohol consumption (as in Korsakoff’s syndrome), 
viruses (e.g. Creutzfeldt-Jakoh disease) and genetic abnormalities (e.g. 
Huntington’s disease). Often, the cause of the damage is not known.
Neurons die through a blow to the head. The brain is compressed against 
the skull at the point of impact, and occasionally against the opposite site 
of the skull. Oedema (retention of fluid by neurons) may occur.
The skull is penetrated by an object which causes localised damage to 
neurons. The penetrating missile can push fragments of bone into the 
neural tissue, causing further damage.
Neurons are killed by viral, bacterial or parasitic infections, which may 
spread through the bloodstream from other parts of the body, or which 
may be introduced via an open head injury.
Diseases such as multiple sclerosis cause degeneration of areas of the 
myelin sheath, a fatty layer of insulation covering the axons of most 
neurons. This leads to sensory and motor nerve dysfunction.
Table 2.3. The major causes of nervous system damage in humans. Adapted from Metcalfe 
(1992).
(i) A network may be lesioned by adding pseudo random noise to the weights on connections 
between units. This form of damage will affect the flow of activation through connections 
without necessarily destroying them outright. The noise itself may be sampled from a rectangular 
(i.e. uniform) distribution between —n and n. (Figure 2.4a), in which case all possible noise
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values from the specified range have an equal chance of being selected. Alternatively, the noise 
may be sampled from a Gaussian or other non-linear distribution (Figure 2.4b). In this case, the 
probability of a specific noise value being selected increases as the value approaches the mean. 
Both Hinton and Shallice (1991) and Plant and Shallice (1993) use noise sampled from a uniform 
distribution in their connectionist simulations of acquired dyslexia.
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Figure 2.4. When lesioning connection weights or unit activation levels, pseudo-random 
noise is often sampled from an (a) uniform or (b) Gaussian distribution.
(ii) Connections between units may be ablated by setting the values of their associated weights to 
zero. Connection ablation represents a much more severe method for lesioning a network than 
damage through noise, insofar as associations between individual units are removed completely 
rather than being modified by some random amount. The ablation approach has been used in 
connectionist simulations of acquired dyslexia undertaken by Patterson et at. (1989) and Hinton 
and Shallice (1991), and also in Farah and McClelland’s (1991) computational model of semantic 
memory impairment.
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(iii)It is possible to lesion a network by adding a pseudo-random noise value to the activation state of 
one or more individual units. Again, the noise used to modify the unit’s activation can be drawn 
from a uniform, Gaussian or other distribution. Dell and his associates (Dell et a l , 1995) have 
made use of this method in their connectionist simulation of naming errors produced by eighteen 
aphasie patients. In this simulation, two types of random noise are added to units’ activation 
levels: intrinsic noise and activation-related noise. Random values are drawn from Gaussian 
distributions of mean zero and standard deviations SI and S2 respectively. The values of SI  and 
S2 are supplied by the user of the simulation program.
(iv) As with weights on connections, the activation states of individual units may be reset during a 
simulation. This will again have a more pronounced effect on the behaviour of the damaged 
network than when noise is used to modify activation values. This technique has been employed 
by Hinton and Shallice (1991), Farah and McClelland (1991), and Plant and Shallice (1993a).
(v) Units may be ‘destroyed’, i.e. removed from the network. This is achieved by not taking the 
units’ activation states into consideration when net input values are calculated. Patterson et al. 
(1989) have used this technique in their simulations, as have Hinton and Sejnowski (1986) in 
their exploration of learning and relearning in Boltzmann machines.
(vi) Connection weights may be globally reduced, either by rescaling or by subtraction of a particular 
value. This lesioning strategy, amongst others, has been used by Bullinaria and Chater (1995) in 
an experiment designed to assess the capacity of small- and large-scale connectionist networks to 
simulate double dissociations (see Chapter Three).
(vii)A connectionist network may be ‘globally’ lesioned by supplying unusual (i.e. artificially high or 
low) values for the parameters governing its behaviour. The parameters modified in this way 
may control the manner in which the network is trained, such as the learning rate or initial 
neighbourhood size (in the case of self-organising maps). Alternatively, they may control the 
behaviour of the network during recall. One example of global lesioning through modification of 
parameter values may be found in the work of Dell et al. (1995). Having implemented a
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connectionist model of normal lexical retrieval, the authors succeed in simulating the naming 
errors of various aphasie patients by modifying two network parameters: decay rate and 
connection strength.
In the lesioning techniques used in connectionist language disorder simulations and described 
above, damage may be either global or local. In other words, a network may be lesioned in its 
entirety, or damage may be inflicted on a subset of units or connections. The subset may be defined 
in terms of a certain percentage of network elements, or alternatively might comprise specific units, 
layers or connections between layers. Lesions to connectionist models of language processing rarely 
affect the entirety of the system: usually, only a specific proportion of connections or units are 
damaged. This mirrors the consequences of brain damage in actual patients.
Our own simulation system (see Chapter Five) allows the user to employ two of the lesioning 
techniques described above: ablation and damage through noise. Both techniques affect networks at 
the connection level only: weights are either ablated (i.e. set to zero) or modified through the addition 
or subtraction of random noise drawn from a Gaussian or uniform distribution. The selection of these 
techniques enables us to explore the consequences of damage to components in a connectionist model 
of single word processing, whilst retaining an element of neuropathological plausibility. By ablating 
the connections between units, we may simulate not only the destruction of neural tissue seen, for 
example, in open head injuries or infarcts, but also the subsequent deafferentation of surviving nerve 
cells. The ability to damage connections through noise allows us to model to some extent the 
abnormal behaviour displayed by neurons affected by, say, oedema or multiple sclerosis.
Although there are currently two lesioning techniques available, our system has been developed 
in a manner which will enable further choices to be implemented in the future. It should therefore be 
possible to destroy or damage units as well as connections at some stage. The initial choice of 
connection ablation and damage was made primarily on the basis of computational expediency.
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2.7.3 Damaging a modular architecture
Hinton and Shallice (1991) and Plant and Shallice (1993) have attempted to simulate acquired 
dyslexia by lesioning connectionist models of reading (see Chapter Three). In both cases, the models 
are based on single-network architectures. Hinton and Shallice make use of a backpropagation 
network with an additional layer of ‘clean-up’ units, which form a feedback loop with the network’s 
output layer and help the network to settle into a stable state. Plant and Shallice attempt a more 
thorough investigation, and study the consequences of modifying the network’s topology and 
learning algorithm on the model’s ability to produce the reading errors associated with deep and 
semantic access dyslexia. The two main architectures used in their study are backpropagation 
networks and deterministic Boltzmann machines.
Hinton and Shallice found that, generally speaking, the same types of errors (visual, semantic, 
mixed and so on) occurred regardless of the site and method of lesioning chosen, although damage to 
certain pathways had a more profound effect upon the network’s performance than damage to other 
connections:
“The same combination o f error types occurs whatever set o f connections or hidden units are 
lesioned and whichever o f the two types o f lesioning procedure is used...” (p. 87)
Plant and Shallice have suggested that the conclusions of these authors could be generalised to 
models based upon other single-network architectures or training procedures. They have also noted 
that, as one would expect, the number of errors produced by the network increases with lesion 
severity. Moreover, the distribution of error types changes as the severity of the lesion increases.
Unlike the connectionist models described by these and other authors, the language disorder 
simulation system which we have implemented is based upon a modular architecture—a collection of 
interconnected connectionist networks, each of which is trained to perform a specific linguistic 
function corresponding to a module or route in a psychological model of single-word processing. 
Language disorders may be explained in terms of the incorrect functioning of one or more
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components in this model. Consequently, one would expect to be able to reproduce the symptoms of 
these disorders by selectively lesioning the networks corresponding to the damaged components. The 
corollary of this expectation is that a damaged modular connectionist architecture should not exhibit 
the same performance characteristics as an individual network which has been damaged.
Comparing the results obtained from experiments using our simulation system with the 
conclusions of researchers such as Hinton and Shallice, it is clear that there is one major difference 
between single networks and modular architectures when lesioned: the importance of the lesion site. 
Our own system produces different combinations of errors in naming and repetition simulations when 
different component networks are lesioned. For example, damage to the phonological input-output 
conversion module results in phonological errors during the repetition of non-words, but has no effect 
on the system’s ability to name. Conversely, damage to the semantic system component results in 
the production of semantic errors in naming simulations, but has little or no effect on the repetition of 
words or non-words. In the psychological model of language processing from which our system 
inherits its stmcture, disorders of repetition are described in terms of damage to routes or modules 
which are not necessarily involved in naming; hence this dissociation is to be expected. In other 
words, by way of its modularity, the model allows many disorders of written and spoken language to 
be explained through damage to one or more components. Since our own system is based upon this 
psychological model, it should also allow simulation of various language disorders.
The location of damage is even more important in simulations of progressive disorders. If we 
assume that the deterioration of linguistic function seen in patients with neurodegenerative disorders 
can be simulated by increasing the amount of damage sustained over time by a network, it is evident 
that by experimenting with the lesion site, we may obtain patterns of degeneration in language 
production. For example, if we progressively damage the semantic system component, the proportion 
of correct responses in naming simulations drops exponentially, whereas identical damage to the 
Hebbian connections between the semantic system and the phonological output lexicon leads to a 
linear deterioration in naming (Figure 2.5).
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Figure 2.5. The effects o f lesion site on naming simulations. Progressive damage to the 
semantic system component o f our simulation systerh results in an exponential degeneration 
of naming ability, while ablation o f the Hebbian connections between the semantic system  
and the phonological output lexicon leads to a linear decrease in the proportion o f correct 
responses produced during simulations.
Despite this basic difference between single networks and modular connectionist architectures, 
our lesioning experiments have demonstrated three similarities between the modular system we have 
implemented and the single-architecture models described above; firstly, there is no major difference 
between the proportions of errors resulting from connection ablation or damage through noise (Figure 
2.6); secondly, error rates increase with the severity of the lesion; thirdly, the distribution of error 
types changes as a function of lesion severity (Figure 2.7). The importance of these traits will be 
discussed further in Chapter Five, where we provide a full description of our system, and document 
our attempts to simulate two specific language disorders.
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Figure 2.6. The effects of lesion type on naming simulations. Lesioning the semantic 
system results in approximately the same pattern of deterioration whether internal 
connections are ablated or damaged through the addition o f Gaussian noise.
^  Other errors 
n  Omissions 
I  Semantic errors
o > o o > n o > o o i o
Connection ablation (%)
Figure 2.7. The effects o f lesion severity on error production in naming simulations. The 
proportion o f errors produced by our simulation system is directly proportional to the 
percentage o f ablated connections in the semantic system. As the severity o f the lesion 
increases, the distribution o f error types alters. A minor lesion results in the production o f  
predominantly semantic errors, whereas quasi-total destruction o f connections entails a 
much larger production of omissions (“don’t know” responses) and other errors.
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2.8 Scaling the model
When modelling any kind of real-world phenomenon, one vital question which must be addressed 
at the design stage is that of scale; just how large should the model be? This issue becomes all the 
more important in the domain of artificial intelligence. If we seek to capture some aspect of human 
knowledge or cognition, should our model attempt to reproduce not only the functional architecture 
and processing methods of the system under examination, but also the physical size of the system? It 
is obvious that, with current limitations on memory, data storage and speed of processing, the task of 
implementing a full simulation of the human language processing system is virtually impossible. In 
order to attempt a realistic simulation, we must implement not only complete models of 
phonological, moiphological, lexical, syntactic and pragmatic processing, but more importantly an 
entire semantic memory, containing all the functional, sensory and episodic knowledge likely to be 
stored within the central nervous system of a human being.
Clearly, if we were to attempt such a simulation, this emphasis on realism would lead us away 
from the initial goal of our study: to assess the merits and demerits of a modular connectionist 
architecture by attempting to model language dissolution. Modelling a process or phenomenon 
usually implies a number of related operations: abstraction of the system under study from its 
environment, simplification of the problem domain, and often a reduction in the scale of the system. 
These operations facilitate the investigation of complex systems. However, these reductions in size 
and complexity can, if taken too far, lead to oversimplification and undermine the plausibility of the 
modelling work undertaken.
These issues have necessarily been of importance during the design and implementation of our 
own simulation system. The psychological model of language processing which has been taken as 
the theoretical basis for our system contains three ‘memories’ for the storage of linguistic knowledge: 
the phonological input and output lexica, and the semantic system. The physical dimensions of these 
memories have been selected to partially fulfil the size criterion: they should be large enough to allow 
plausible simulation of language disorder. However, as with all computational simulations, there is a
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trade-off between the size and the speed of the system—the larger the implementation, the slower it 
will run. Thus the total size of our model has been restricted due to the limited memory on our 
computer systems.
One point of interest which has arisen from our investigation into the optimal size of the semantic 
and phonological lexica in our simulation system concerns the effects of network scale on the storage 
and categorisation of knowledge. Kohonen maps have been used to realise these lexica (see Chapter 
Five); the dimensions of the networks has been chosen on the basis of two assumptions:
(i) The number of units in the Kohonen layer of each lexicon should be roughly twice the number of 
training patterns to be stored within the lexicon. This heuristic facilitates the self-organisation 
process, as well as ensuring that the network has enough space to represent additional items of 
training data if required in the future.
(ii) The Kohonen layers of all lexica are equal in size, since each Kohonen map is required to be 
trained on the same number of words or concepts. Currently, the simulation system recognises 
ninety-five concepts and their associated words (see Annex A).
In order to test the effects of modifying network scale on the categorisation of training vectors, we 
conducted four experiments in which the component of the simulation system storing semantic 
knowledge was trained using varying numbers of training patterns (5, 25, 50 and 95). The size of the 
network’s Kohonen layer was 10x10 units for the first three experiments, and 15x15 units for the 
fourth. In each experiment, the semantic system component was trained for 6,000 random passes 
through the respective data sets. The distributions of winning units in these experiments are shown in 
Figures 2.8-2.11.
A comparison of the four networks after training shows that the Kohonen self-organising 
algorithm results in a clustering of winning units for concepts in the same conceptual category, 
regardless of the scale of the network. If a suitable network size is chosen at the outset, the Kohonen 
layer can be divided into sections corresponding to ‘zones of attraction’ for superordinate categories. 
The proximity of one zone to another is dependent upon the initial (pseudo-random) state of the
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map’s weight vectors, and the inherent similarities and differences between members of the categories 
concerned. For example, the 25, 50 and 95 concept maps can all be divided into two areas 
representing concrete and abstract semantic knowledge (see Figure 2.12).
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Figure 2.8. The winning units in the semantic system corresponding to the five patterns in 
the first training data set.
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Figure 2.9. Winning units in the semantic system after training on the 25 patterns in the 
second data set.
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Figure 2.10. The semantic system after training on the third data set, containing 50 patterns.
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Figure 2.11. Winning units in the semantic system after training on the fourth data set, 
containing 95 patterns.
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Figure 2.12. Activation in the semantic system component of our simulation system after 
the concept ‘power’ has been presented to the network. The darkly-shaded region 
incorporating most o f the left and central regions o f the map represents minimally-activated 
concrete objects, while the lighter region in the bottom right-hand corner shows highly- 
activated abstract concepts.
Within any one ‘zone of attraction’ for a conceptual category, the configuration of winning units 
representing members of that category also depends primarily on the initial state of the weight 
vectors, but also on the resemblance of training vectors to one another. For example, examining both 
the 50 and 95 concept maps, in the regions corresponding to the conceptual category utensils, the 
concepts ‘knife’, ‘fork’ and ‘spoon’ are adjacent to one another, while ‘broom’ and ‘bowl’ are more 
distant. This is because the former are encoded as ‘small, metallic utensils’, while the latter are 
represented as ‘large, wooden utensils’. It is clear, therefore, that reducing the size of the semantic 
lexicon (or of the phonological lexica for that matter) has little effect on self-organisation, but merely 
decreases to some extent the plausibility of the architecture.
More important than the physical size or quantity of stored knowledge in our model is, perhaps, 
the ‘fullness’ of the lexica. By this, we refer to the ratio of occupied to unoccupied units in the 
Kohonen layers; an ‘occupied’ unit is the winning unit for a specific training vector. ‘Unoccupied’
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units, i.e. units which have no associated semantic or phonological vector, are of special significance 
in our simulation system. During a simulation of naming or repetition, the most highly active unit in 
the Kohonen layer of the phonological output lexicon usually corresponds to the output from the 
system. If the most highly active unit is unoccupied, the response of the system is defined as 
anomic—a “don’t know” response.
The ratio of occupied to unoccupied units may be easily altered. As stated above, we have 
constrained the size of the networks in the simulation system to ensure that they are never more than 
half full. Consequently, there is approximately an equal number of occupied and unoccupied units. 
By changing this ratio, however, it should be possible to increase or decrease the proportion of 
anomic responses made by the system during naming or repetition task simulations. The simulation 
of these and other errors will be returned to in Chapter Five.
2.9 Conclusions
We have examined the merits of connectionism as a modelling paradigm for human cognition in 
general, and for the simulation of language disorder in particular. Connectionist networks may be 
used to instantiate models of normal cognitive functioning; by lesioning these models, it is possible 
to provide contrastive accounts of neuropsychological deficits. The various techniques used to lesion 
connectionist models may be related, to a certain extent, to the neuropathological effects of brain 
damage on neural tissue. We have used the training and network visualisation components of our 
simulation system to assess the effects of network size and lesioning strategy on the simulation of 
semantic memory.
In the next chapter, we discuss the theories of language processing and impairment proposed by 
cognitive neuropsychologists, reviewing disorders of spoken and written language mentioned 
elsewhere in the thesis. A review of recent literature concerning the connectionist simulation of 
disordered language is also presented.
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Chapter Three
Language: processing, disorder and simuiation
3.1 Introduction
Before proceeding with our exploration of connectionist techniques for the simulation of 
language disorder, it will be useful to examine current psychological models of normal and impaired 
language comprehension and production. In this chapter, we trace the history of language processing 
models, from the early work of Broca, Wernicke and Lichtheim, to the modular systems described by 
neuropsychologists such as John Morton and Max Coltheart. We then discuss a number of specific 
language disorders which are relevant to the work described in this thesis, and demonstrate how they 
may be explained in terms of damage to certain loci within the functional architecture of the language 
processing system. The final part of the chapter comprises a review of recent work on the 
connectionist simulation of language disorder.
3.2 Background: cognitive neuropsychology
Cognitive neuropsychologists believe that by studying the behaviour of those who are born with, 
or who develop, brain injury, we may gain insights into the workings of the human cognitive system. 
In turn, these insights may help us to understand more fully the problems of brain-injured patients, 
and allow therapists to develop better and more efficient remediation techniques. In cognitive 
neuropsychology, patterns of impaired and intact cognitive performance seen in brain-injured patients 
are explained in terms of damage to one or more of the components of a theory or model of normal 
cognitive function. Conversely, this approach helps psychologists to draw conclusions about normal, 
intact cognitive processes from the patterns of impaired and intact capabilities seen in brain-injured 
patients (Ellis and Young, 1988).
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In our description of the cognitive neuropsychological perspective, it was intimated that the 
cognitive system may be seen as a collection of distinct components: this is known as the modularity 
hypothesis (Fodor, 1983). According to this hypothesis, cognition is achieved through the synergic 
activity of a number of separate processors, or modules (Coltheart, 1987a). Modules communicate 
directly, and are able to operate both simultaneously and independently, so that if one specific 
module is damaged through brain injury, other modules may still be able to operate successfully. For 
this reason, it is sometimes suggested that such modules are located in physically distinct parts of the 
human brain, although there is little evidence for this assumption (De Bleser, 1988).
One important source of evidence supporting the modularity hypothesis stems from the cognitive 
neuropsychological notions of association and dissociation. If a patient, X, is impaired on a 
particular cognitive task A, but performs normally on another task B, it is claimed that there is a 
dissociation between the two tasks. Some cognitive neuropsychologists would claim that the two 
tasks A and B were mediated by separate cognitive processors on the basis of such a dissociation 
alone (Shallice, 1988). More convincing are double dissociations, where in addition to patient X, 
another patient, Y, is found with an impairment in cognitive task B, but normal performance in task 
A. Associations, where it is found that if a patient is impaired on a paiticular cognitive task, then he 
or she will also be typically impaired on a number of other tasks, are more problematic than single or 
double dissociations (Saffran, 1982): in such a case, it might be argued that the cognitive processor 
which mediates the first task also mediates the other tasks, and that it is this particular processor that 
has been impaired through brain injury. However, it could equally be argued that all the tasks are 
mediated by separate cognitive processors located in adjacent areas of the brain, all of which have 
been damaged by the same lesion.
3.3 The cognitive neuropsychology of language
Among the first attempts to explore the relationship between language and the brain were those of 
Paul Broca and Karl Wernicke. Broca, a French surgeon, noticed a correlation between lesions in a
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certain part of the brain and language disorder in the brain-damaged patient (Broca, 1861). The 
language disorder of such patients was generally productive in nature, in that the patient was able to 
understand what was said to him or her, but could not easily speak. The area of the brain that Broca 
correlated with this disorder is now known as Broca’s area, and the disorder resulting from lesions to 
this area is termed Broca's aphasia. The term aphasia itself means any type of language disorder 
resulting from brain injury (Hodges, 1994).
Frontal Lobe Motor Cortex
Somatic Sensory Cortex
Broca's Area
Olfactory Bulb
Primary Auditory Area
Temporal Lobe
Primary Visual Area
Wernicke's Area
Arcuate Fasciculus
Figure 3.1. The left hemisphere o f the human brain, showing the location o f regions 
generally associated with language processing. The arcuate fasciculus is an internal neural 
pathway between Broca’s area and Wernicke’s area; its position lies beneath the region 
indicated in the diagram. Adapted from Fromkin and Rodman (1983).
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Wernicke drew a similar conclusion with patients who had little difficulty in speaking, but who 
generally produced sentences with very little meaning, and who had difficulty in understanding what 
was said to them (Wernicke, 1874). He linked this behaviour to damage to another part of the brain, 
in the posterior area of the left temporal lobe. The area is now referred to as Wernicke's area, and the 
language disorder resulting from its damage is known as Wernicke’s aphasia. The cerebral locations 
of these two areas are indicated in Figure 3.1. It should also be noted that Broca’s area and 
Wernicke’s area are connected by a neural pathway known as the arcuate fasciculus.
The discovery of Broca’s and Wernicke’s areas led to the development of original ideas 
concerning the relationship between language and the brain. A new school of thought arose, whose 
proponents were known as the connectionists (this term has no links with the computing science 
notion of connectionism). The connectionists attempted to explain human language processing 
primarily by the use of diagrams; for this reason, they are often referred to as the ‘diagram-makers’ 
(Caplan, 1987; Ellis, 1987). Figure 3.2 shows one of the first explicatory diagrams to have been 
produced.
Motor Output Acoustic Input
Figure 3.2. Lichtheim’s early ‘house’ model o f language comprehension and production. 
The three regions shown are: Broca’s area (M), Wernicke’s area (A) and concept memory 
(B). For a more detailed description, see section 3.5. Adapted from Arbib et al. (1982).
54
The diagram was originally devised by Lichtheim (1885), and depicts the two main language 
processing areas, Broca’s area, labelled M, and Wernicke’s area, labelled A. Lichtheim saw Broca’s 
area as the region of the brain mediating language production and Wernicke’s area as the main area 
involved in speech perception. In addition to these two centres, Lichtheim also included a third area, 
labelled B, which contains conceptual information. The three components are all interconnected, and 
language disorders are defined either in terms of damage to a specific component or to the connection 
between two components (hence the term ‘connectionist’). Therefore Broca’s aphasia reflects 
damage to component M, Wernicke’s aphasia results from damage to A, and a third type of aphasia, 
known as conduction aphasia, occurs when the connection between M  and A (the arcuate fasciculus) 
is disrupted. Wernicke originally predicted the occurrence of this third type of aphasia, and suggested 
that a patient with the disorder would be unable to repeat words, although he or she would be able to 
both comprehend and produce spoken language (Caplan, 1987).
The ‘process models’ documented by modem neuropsychologists share some similarity with the 
work of the earlier ‘diagram-makers’. As we have already seen, many believe that the human 
language processing system is composed of distinct, interconnected modules. Moreover, cognitive 
psychologists still make use of ‘box-and-arrows diagrams’ (e.g. Morton, 1969; Patterson and 
Shewell, 1987; Lesser and Milroy, 1993), although the worth of this approach is currently under 
debate (Ellis, 1987; Seidenberg, 1988).
3.4 Current models of language processing
Neuropsychologists analyse data from aphasie patients and, on the basis of their findings, put 
forward theories concerning the functional architecture of the language processing system (e.g. Hart 
and Gordon, 1992; Lesser and Milroy, 1993). In many of the models proposed in the literature, 
discrete processing modules receive input from, or pass output to, other processing modules either 
within the language processing system or outside it. Each module performs a specific task, such as 
the conversion of a phonological representation to a semantic one. Aphasia is defined in terms of
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damage to one or more of these components, or to the connections between them. Figure 3.3 shows 
one proposed version of the functional architecture.
Visual 
orthographic 
 ana lysis^
Auditory 
phonological analysis.
Phonological 
input lexicon
Orthographic 
input lexicon
Semantic' 
system yPhonologicalinput-to-output
conversion
Phonological 
output lexicon
Graphemic 
output lexicon
Orthographic 
to graphemic 
conversion
Orthographic  ^
to phonological 
conversionPhonological assembly buffer Graphemic assembly buffer
Phonological 
to graphemic 
conversionAllophonic realisation 
(phonemic to phonetic)
Allographic realisation 
(graphemic to graphic)
Phonetic to motor 
realisation
Graphic to motor 
realisation
Figure 3.3. A  typical model o f single-word lexical processing. Adapted from Lesser and 
Milroy (1993).
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Generally speaking, there is a degree of consensus on the types of module proposed to exist 
within the language processing system, although there is often disagreement on the internal structure 
and configuration of the modules. We will now outline the various types of modules which have 
been posited and the data which have been used to substantiate their existence. In nearly all cases, 
the conclusions of the neuropsychologist are based on data either from case studies of individual 
patients, or from group studies.
3.4.1 The ‘semantic system’
Language processing models generally assume the existence of a component which stores 
conceptual information. The component is known as the semantic system (Coltheart, 1987a). 
Although the existence of the semantic system is hypothetical, a considerable amount of research has 
been undertaken in order to discover how such a system might function. It is generally believed that 
a single semantic system is used for the comprehension of both spoken and written language 
(Caramazza and Hillis, 1990). However, it is not known whether both words and pictures are 
comprehended using a single semantic system.
Some neuropsychologists, including Warrington and Shallice (1984) and Shallice (1987), have 
suggested that the semantic system may be divided into two separate sub-systems, dealing with visual 
and verbal information. Others, such as Farah and McClelland (1991) and Temple (1986), divide the 
semantic system on the distinction between sensory information (concepts which are categorised on 
the basis of the way they look, feel and so on, such as animals and flowers) and functional 
information (concepts which are distinguished primarily on the basis of their usage;^ such as kitchen 
utensils or vehicles). Many studies divide the semantic system into areas dealing with sensory, 
functional and episodic (concepts relating to historical issues and events) knowledge (e.g. Davidoff 
and De Bleser, 1993).
An alternative group of neuropsychologists (Humphreys and Riddoch, 1984; Caramazza et a i ,  
1990) disagree with the notion that the semantic system is in some way divided. They contrast the
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notion of damage to the semantic system with the idea of impaired access to the semantic 
representations themselves. According to these authors, this second perspective is equally plausible 
as an explanation of why, for example, some patients are unable to comprehend visual input although 
they show no impairment in comprehending verbal input.
If there is such a component as a verbal semantic system, then there is some evidence to suggest 
that it may divided into separate areas mediating abstract and concrete semantics (Warrington and 
Shallice, 1984; Patterson and Shewell, 1987). Evidence for this stems from aphasie patients who 
demonstrate comprehension problems with concrete words but not abstract words, or vice versa.
3.4.2 Input lexica
Many language processing models proposed by cognitive neuropsychologists include modules 
which are used for word recognition (Coltheart, 1987a). The module for spoken word recognition is 
termed the phonological input lexicon or the auditory input lexicon, while the module for written 
word recognition is referred to as the orthographic input lexicon. Some research has been earned out 
into the nature of the input lexica (e.g. Morton and Patterson, 1987; Tyler, 1987). Although it is 
generally assumed that there is a distinction between recognition of spoken and written words, due to 
specific deficits in the spoken or written modalities in aphasie patients, it is not known whether input 
and output are processed by separate lexica or by one lexicon which mediates both modalities. This 
will be discussed in the next section on output lexica.
The nature of the input to the phonological and orthographic input lexica has also been studied. 
For visual word recognition, it has been proposed that input to the orthographic input lexicon takes 
the form of ‘abstract letter identities’—single letter representations which are independent of size, 
orientation, case or typeface (Johnston and McClelland, 1980; Coltheart, 1981). Others believe that 
in addition to the abstract letter identity input, the orthographic input lexicon receives further 
information based upon the word as a whole, or upon specific features of the word such as
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idiosyncratic shape. This is because some aphasie patients are able to read words, but are unable to 
match a particular upper-case letter to its lower-case equivalent.
The nature of the input to the phonological input lexicon is apparently less well understood. One 
theory, proposed by Tyler (1987), states that spoken word recognition is carried out ‘on-line’, i.e. 
moment by moment, as auditory information flows into the lexicon. It is not known whether this 
information is ‘crude’ (simple acoustic information), or more ‘refined’ (perhaps already analysed 
phonologically by some previous module).
The nature of knowledge representation within the input lexica is even less well understood. The 
various models proposed by neuropsychologists usually distinguish between components handling 
semantic information and components which process written or spoken stimuli. Consequently, ‘non- 
semantic’ aspects of language such as word frequency or structural complexity would be associated 
with the input lexica, while semantic notions like concreteness or abstractness would be associated 
with the semantic system. Certain aphasie patients cannot understand single words, even though they 
are able to decide whether strings of written letters form valid words, and can judge whether words 
are abstract or concrete. It has been postulated that this may be due to a concrete/abstract distinction 
either within the semantic system (Warrington, 1981b; Morton and Patterson, 1987) or within the 
orthographic input lexicon (Sartori et a i ,  1987).
3.4.3 Output lexica
In addition to the input lexica described in the previous section, cognitive neuropsychologists 
also postulate the existence of one or more lexica facilitating the production of spoken and written 
language. Usually, the existence of two lexica is suggested: the phonological output lexicon for 
spoken words, and the orthographic or graphemic output lexicon for written words. However, it is 
not certain that these two modules are separate and independent. It has been suggested (Luria, 1970; 
Nolan and Caramazza, 1983) that spelling is in some way reliant upon, or at the very least assisted 
by,speech.
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One other possibility is that the input and output lexica for a given modality are neither separate 
nor independent, so that one lexicon is used, say, for both the comprehension and production of 
spoken words. Thus it may be that there is no real distinction between the phonological input and 
output lexica, or between the orthographic input lexicon and the graphemic output lexicon. This 
perspective is favoured particularly by those cognitive neuropsychologists who have put forward 
computational accounts of aphasia (e.g. Stemberger, 1985; Hinton and Shallice, 1991). However, the 
evidence seems to suggest that there is a distinction between input lexica and output lexica, since 
some aphasie patients show a selective deficit with function words in one orthographic task (writing 
to dictation) but not in another (visual lexical decision), while others show a function word inferiority 
in one phonological task (auditory lexical decision) whilst showing a function word superiority in 
another (repetition).
3.4.4 Output buffers
In a number of language processing theories, buffers have been included in the production stage 
to allow phonological or graphemic information to be collected and assembled into a unified whole, 
ready for conversion to motor control information, as it filters down through the language processing 
system. The buffer for spoken words is normally known as the phonological output buffer, while that 
of written words is referred to as the graphemic output buffer.
The existence of a phonological output buffer has been suggested due to the discovery of patients 
with deficits in reading aloud written non-words (i.e. nonsense words such as ‘wug’ or ‘drit’). It has 
already been mentioned that the orthographic input lexicon might receive two different forms of 
input: abstract letter identities, and global or feature-based input. When reading non-words, it may be 
that the global/feature-based input cannot be utilised. In this case, the abstract letter identities would 
be used to access orthographic segments, which would be mapped to phonological segments and 
stored in the phonological output buffer in order to be blended into a unified phonological 
representation—the non-word’s pronunciation (Bub et al., 1987). Any disruption to this sequence of
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processing stages would result in the language disorder referred to as ‘phonological dyslexia’, which 
is characterised primarily by impaired reading of non-words.
Miceli et a l  (1987) believe that spelling is assisted by speech in some way. According to the 
Miceli et a l  model, when words or non-words are assembled in order to be written, their 
orthographic representations have to be stored in the graphemic output buffer. The contents of this 
buffer, however, are subject to rapid decay, which means that spelling is liable to be inaccurate, even 
in those without language disorder. According to the model, the decay of the contents of the 
graphemic output buffer is counteracted by a process of refreshment, of which the phonological 
output buffer is the source. In order to account for ‘phonological dysgraphia’, a disorder where non­
words are poorly written while real words are written without any problem, it has been suggested that 
other modules, such as the orthographic output lexicon, can refresh the graphemic output buffer as 
well. Other researchers (e.g. Miller and Ellis, 1987; Denes et a l ,  1987) do not agree with this model, 
and have produced data which argue against the notion of refreshment of the graphemic output buffer 
by other modules.
3.4.5 Interconnections between modules
As we have seen, many neuropsychologists believe that the human language processing system 
incorporates input and output lexica and a semantic system of some description. Consequently, there 
must be at the very least a route from the input lexica to the semantic system, and another from the 
semantic system to the output lexica. It may well be, however, that there are other routes in the 
system which bypass semantics. One route for which some evidence exists lies between the 
orthographic input lexicon and the phonological output lexicon (Funnell, 1983; Sartori et a l ,  1987). 
Some aphasie patients are able to read words aloud, even though they are unable to comprehend 
them, which suggests a direct route between written input and spoken output. It could be 
hypothesised that there is a direct connection from visual input to articulatory output which 
completely bypasses the lexica (the so-called ‘sub-word level orthographic-to-phonological
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conversion route’). This would provide an alternative explanation. However, aphasies have been 
found who exhibit the symptoms described above, but in addition are unable to read non-words, 
which implies the existence of direct connections between the orthographic input lexicon and the 
phonological output lexicon.
Conversely, some cognitive neuropsychologists including Bramwell (1985) have argued that 
there is a direct link between the phonological input lexicon and the orthographic output lexicon. 
This implies the existence of aphasie patients who are able to write to dictation words which are not 
actually understood, but who are unable to write non-words to dictation. Such patients have indeed 
been found. It may be, though, that the connection is not direct but in fact follows an indirect and 
non-semantic route, for example via the phonological output lexicon (Patterson, 1986).
It has already been shown that there are proposed connections between input and output lexica for 
different modalities. Cognitive neuropsychologists have also posited the existence of connections 
between the input and output lexica for the same modality, mainly through studies in repetition and 
copying. Researchers studying repetition, such as Kremin (1987), have noted that some aphasie 
patients cannot repeat non-words although they can repeat real words. This implies that there are at 
least two possible routes for repetition through the language processing system: one route proceeds 
via semantics, while the other directly connects the phonological input and output lexica.
Much less is known about the cognitive mechanisms involved when copying print. Some (e.g. 
Nolan and Caramazza, 1983) suggest that there must be some lexical contribution, because patients 
with good vision but impaired access from print to lexicon copy written words in an abnormal way. 
Thus it is suggested that the orthographic input lexicon has some role to play in copying print. Until 
a patient is found who can copy words but not non-words, and who can copy words without 
understanding them, cognitive neuropsychologists will have no evidence to suggest that there is a 
direct link between the orthographic input and output lexica.
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3.5 Language disorders: definition and taxonomy
Clinical studies by aphasiologists and psychological studies by cognitive neuropsychologists 
have led to the development of a complex taxonomy for language disorder classification. Disorders 
may be described either in terms of the neuroanatomical site of the lesion, or in terms of damage to 
one or more functional components of the language processing system. In the former case, aphasia is 
described as being perisylvian, subcortical, borderzone and so on, while in the latter case a new 
terminology has been created out of necessity.
The question of whether a specific language disorder can be correlated with a specific lesion site 
is much debated. Many papers published in neurolinguistic journals and books (e.g. Wise et al., 
1991; Caplan, 1992) document attempts to pair aphasie syndromes and lesion sites. Others (De 
Bleser, 1988) claim that there is no genuine evidence for a one-to-one mapping between regions of 
the brain and psychological or cognition functions, and query the readiness of the cognitive 
neuropsychology community to accept such studies as hard fact.
Many aphasiologists still base their taxonomy of acquired language disorders on the work begun 
by the early ‘diagram-makers’ such as Wernicke and Lichtheim. The classical aphasie symptom- 
complexes can be described in terms of Lichtheim’s (1885) ‘house’ model of language 
comprehension and production (Figure 3.2). According to this perspective, disorders result from 
damage to one or more cortical centres (labelled A, B and M) or to one or more connections between 
centres (labelled 1-5). Descriptions of the classical aphasie syndromes can be found in Table 3.1.
More recently, neuropsychological research has led to the creation of new terms which describe 
language disorders in terms of damage to one or more components or connections in theoretical 
models of language processing. Among the disorder terms recently coined are deep dysphasia 
(Howard and Franklin, 1988), deep and surface dyslexia (Coltheart, 1987b; Patterson et al., 1985), 
neologistic jargonaphasia (Ellis and Young, 1988), and semantic access dyslexia (Warrington and 
Shallice, 1979). We shall now provide brief descriptions for the language disorders relevant to this 
thesis.
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Syndrome Symptoms Hypothetical locus of 
deficit
Broca *s aphasia
Wernicke’s aphasia
Anomic aphasia 
(word meaning 
deafness)
Global aphasia
Subcortical 
motor aphasia 
( dysarthria)
Subcortical 
sensory aphasia 
(pure word deafness)
Transcortical 
sensory aphasia
Transcortical 
motor aphasia
Conduction aphasia
Disturbance in speech production 
Sparse, halting speech 
Frequently missing function words
Disturbance in auditory comprehension 
Fluent speech
Phonemic, morphological, semantic errors
Disturbance in single word production 
Variable comprehension problems
Major disturbance of all language 
functions
Disturbance in articulation 
Preserved spoken language 
comprehension
Disturbance in spoken language
comprehension
Preserved spoken language
Broca’s area (labelled M)
Wernicke’s area (labelled A)
Concept centre (labelled B)
Centres M, A and B
Connection 1
Connection 2
Disturbance in single word comprehension Connection 3 
Preserved repetition
Disturbance of spontaneous speech Connection 4
Preserved repetition
Disturbance of repetition/spontaneous Connection 5
speech
Phonemic errors
Table 3,1. The classical aphasie syndromes, defined in terms o f Lichtheim’s (1885) model 
of language processing. Adapted from Caplan (1992).
Deep dysphasia (Howard and Franklin, 1988; Martin and Saffran, 1992): this is an acquired 
language disorder characterised primarily by semantic errors in repetition. In other words, when the
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patient is asked to repeat aloud a series of words, he or she will often produce words which are 
semantically related to the stimulus, for example uttering ‘minus’ when asked to repeat the word 
‘negative’. The patient will also be unable to repeat non-words. One possible explanation which has 
been proposed for deep dysphasia is that perceived words activate only approximate areas of semantic 
memory, requiring the patient to choose a likely word from the activated area for production (Ellis 
and Young, 1988).
Deep dyslexia (Coltheart et al., 1987): this acquired disorder is the orthographic analogue of deep 
dysphasia. Patients with deep dyslexia make semantic errors when reading aloud, for example, 
reading ‘furnace’ as ‘chimney’. They also have greater success when reading concrete words than 
when reading abstract words, and generally perform poorly with non-words. It has been suggested 
that deep dyslexia may be due to an impairment similar to that proposed for deep dysphasia (Shallice 
and Warrington, 1987). Others (e.g. Coltheart, 1987b) believe that deep dyslexia reflects the 
involvement of the brain’s right hemisphere during reading, as compensation for heavy damage to the 
left hemisphere (which, it is argued, mediates normal reading).
Surface dyslexia (Patterson et al., 1985): the characteristic symptom of patients with surface 
dyslexia is an inability to pronounce familiar words correctly. Instead of pronouncing words as a 
whole, they are broken down and uttered as if met for the first time. Consequently, irregularly 
pronounced words such as ‘steak’ or ‘listen’ would be pronounced as if regular, that is, as /stik/ and
/listen/. It is believed that surface dyslexia may be due to some impairment to the route between
print recognition and phonological production, forcing the patient to rely on direct grapheme-to- 
phoneme conversion (see Figure 3.3).
Semantic dementia (Snowden et al., 1989; Hodges et al., 1992): this is a progressive language 
disorder usually caused by localised cerebral atrophy, often in the temporal lobes. Patients with
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semantic dementia suffer a dramatic loss of semantic memory, and as a result demonstrate severe 
problems in naming and comprehension. Other aspects of language such as phonology and syntax 
are relatively unaffected by the disorder, which means that the patient is typically described as a 
‘fluent aphasie’. Tasks such as repetition, for example, pose no problem for the semantic dementia 
patient.
Neglect dyslexia (Kinsbourne and Warrington, 1962; Ellis e ta l ,  1987): patients with an injury to the 
right cerebral hemisphere will sometimes demonstrate an inability to perceive stimuli that fall to their 
left, a phenomenon known as unilateral neglect. When this neglect affects the patient’s ability to 
read, the disorder is known as neglect dyslexia. In reading tasks, a typical patient with neglect 
dyslexia will make visual errors in which the ends of words (i.e. the right-hand side) are correctly 
processed, but not the beginnings of words. For example, ‘message’ might be read as ‘passage’, or 
‘geography’ as ‘autobiography’ (Ellis and Young, 1988). Occasional reports of right-sided neglect 
dyslexia, in which patients misread the ends of words, have been reported (e.g. Warrington and 
Zangwill, 1957).
3.6 Connectionist simulation of language disorders: a literature review
Since the resurgence of interest in connectionist networks following the two-volume publication 
of Parallel Distributed Processing (Rumelhart et al., 1986a; McClelland et a l,  1986), many 
cognitive neuropsychologists have been made aware of the benefits of connectionism in modelling 
aspects of cognition, and have used connectionist networks to explore psychological theories of 
language processing and disorder. The first explorations made in this field can be divided into those 
which deal with spoken language disorders, and those which deal with disordered processing of 
written language. In all cases, language disorder is simulated by adversely affecting the functioning 
of a connectionist model of unimpaired language processing. This is achieved by manipulating the
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connection weights or processing units in the model, or alternatively by modifying in some manner 
the parameters which control the processing characteristics of the connectionist architecture.
More recently, experience in both written and spoken language disorder simulation has led to the 
creation of novel techniques for patient rehabilitation. Having implemented a model of a particular 
disorder using either of the methods described above, it is possible to simulate the effects of 
rehabilitation or spontaneous recovery by either retraining the damaged network or by providing 
suitable values for the parameters which govern the network’s behaviour. By studying the 
relationship between, for example, the time needed to retrain the model after damage and the data 
used to retrain the model, it may be possible to suggest more effective strategies for rehabilitation of 
patients with acquired language disorders.
Our survey of the literature in the field of language disorder simulation will follow the trend we 
have outlined above. We will provide first a brief outline of recent connectionist models of written 
language disorders, before concentrating on the domain which we have selected for our own 
exploration of connectionist language disorder simulation: modelling impairments of spoken 
language. Finally, we shall cover the recent investigations into the suitability of connectionism as a 
modelling paradigm for the recovery of language function after brain damage.
3.6.1 Written language disorders
A number of cognitive neuropsychologists have attempted to reproduce the symptoms of written 
language disorders using connectionist networks. In each case, a model of unimpaired reading is 
lesioned in order to disturb the conversion of an orthographic representation of a word into a 
corresponding semantic or phonological representation. This technique has allowed several forms of 
acquired dyslexia to be simulated (the term acquired dyslexia signifies a reading disorder which 
occurs as a  result of brain damage, as opposed to congenital or developmental dyslexia). The 
connectionist simulations documented in the literature focus on three particular forms of acquired
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dyslexia: deep dyslexia, surface dyslexia and neglect dyslexia. A summary of these simulations may 
be found in Table 3.2.
Authors Reading disorder Network architecture
Patterson et al. (1989) Surface dyslexia
Mozer and Behrmann (1990) Neglect dyslexia
Back-propagation network (400 
orthographic units, 200 hidden 
units, 460 phonological units)
Complex, modular, multi-layer 
network
Hinton and Shallice (1991) Deep dyslexia/semantic-access Back-propagation network (28 
dyslexia grapheme units, 40 hidden
units, 68 sememe units, 60 
cleanup units)
Plant and Shallice 
(1991; 1993a)
Deep dyslexia
Plant etal. (1994) Surface dyslexia
Back-propagation network 
(various configurations); 
deterministic Boltzmann 
machine (28 grapheme units; 
2x40 hidden units, 68 sememe 
units, 33 phoneme units)
Back-propagation network (105 
grapheme units, 100 hidden 
units, 61 phoneme units)
Table 3.2. A  summary o f connectionist simulations o f acquired dyslexia.
Simulations of deep dyslexia follow a clear evolution from Hinton and Sejnowski’s (1986) 
investigation into the effects of damage and retraining on Boltzmann machines to Plant and Shallice’s 
(1993a) “case study of connectionist neuropsychology”. In their early study, Hinton and Sejnowski 
demonstrated that if a connectionist network employing distributed representation is used to model a 
cognitive function—the mapping of orthographic knowledge to semantic knowledge—then the 
network may be lesioned in order to investigate the deleterious effects of brain damage on language 
processing. Hinton and Shallice (1991) modified the original Hinton and Sejnowski three-layer
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connectionist model, introducing an additional layer of ‘clean-up units’ designed to help the network 
settle into a stable semantic state (see Figure 3.4). Lesioning the modified network resulted in the 
production of both semantic and visual errors in reading simulations, both of which are associated 
with deep dyslexia.
68 sememe units
eee#
60 clean-up units
40 intermediate units t
28 grapheme units
Figure 3.4. Units and connections in Hinton and Shallice’s (1991) simulation o f acquired 
dyslexia. Note the interconnections between units in the sememe layer.
Plant and Shallice (1991; 1993a) have undertaken a detailed exploration of the Hinton and 
Shallice network, and have provided two objective criticisms of the study; firstly, the authors’ 
connectionist model can only account for certain aspects of deep dyslexia; secondly, the model 
consists of a fixed artificial neural network employing a single training algorithm (back-propagation). 
Plant and Shallice set out to overcome these criticisms by studying the relevance of the network 
architecture and training procedure adopted when implementing the model. The results of their 
investigation show that Hinton and Shallice’s findings may be generalised to other network 
topologies and learning algorithms, and lead to the implementation of an extended model which is
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able to account for additional aspects of deep dyslexia such as the ‘concreteness effect’ (see section 
6.4.1).
Turning to the simulation of surface dyslexia, Patterson and her associates (Patterson et aL, 1989; 
Plant et aL, 1994) have documented two connectionist models of the disorder. The first is based 
upon a model of normal word recognition and naming originally developed by Seidenberg and 
McClelland (1989). In this study (Patterson et aL, 1989), the authors tested the ability of the model 
to map from orthographic to phonological representations of words after lesioning by counting the 
number of times the network over-regularised the pronunciation of a word. It was found that the 
greater the degree of damage, the more the network output a regular pronunciation of an irregular 
word, especially if the network’s hidden layer was the locus of damage. This over-regularisation is 
characteristic of surface dyslexic patients.
A second model of surface dyslexia, documented by Plant et al. (1994), attempts to answer some 
of the criticisms raised by Coltheart et aL (1993) with respect to the Seidenberg and McClelland 
model of reading. According to Coltheart and his colleagues, a model of conversion from print to 
sound which is based on a single route from orthography to phonology cannot account for a number 
of aspects of skilled reading, such as developmental dyslexia and the reading of non-words. Coltheart 
et ai. favour a dual-route model which provides separate accounts of ‘real word’ and non-word 
reading. Their model has been computationally realised using an interactive activation network to 
simulate the function of the ‘lexical route’ (which mediates real word reading), and a rale-based 
system, which enables non-words to be read. This approach more closely resembles the postulated 
functional architecture of the language processing system described earlier in the chapter. The Plant 
et at. model, however, challenges the dual-route hypothesis, and provides an updated account of 
surface dyslexia which is based upon a single-route architecture, and which does not suffer from 
many of the weaknesses documented by Coltheart.
The third disorder of reading which has been simulated using a connectionist network, neglect 
dyslexia, has not received the attention enjoyed by deep and surface dyslexia. Mozer and Behrmann
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(1990) base their unique connectionist account on an existing model of spatial attention and word 
recognition named MORSEL (Mozer, 1991), and demonstrate that the effects of damage to the model 
resemble the errors made by patients with neglect dyslexia. The authors use the results of their 
connectionist simulation to confirm the plausibility of MORSEL itself, and to support the argument 
that neglect dyslexia results from a damage to a mechanism in the cognitive system responsible for 
selecting between competing visual inputs.
3.6.2 Spoken language disorders
Unlike the models of disordered reading described above, which have attempted to account for 
various forms of acquired dyslexia, many of the connectionist models of spoken language impairment 
have addressed symptoms rather than specific disorders. A glance at Table 3.3, which provides an 
overview of recent work in this field, demonstrates that connectionist networks have been used to 
study naming in patients with aphasia or dementia of Alzheimer type, the production of category- 
specific semantic impairments (see below and section 6.4.1), and more general paraphasias. Two 
notable exceptions are Martin et al.’s (1994) connectionist account of deep dysphasia, and Plant and 
Shallice’s (1993b) simulation of optic aphasia. It should also be noted that a wider range of neural 
network architectures have been used in simulations of spoken language disorders, and that 
interactive activation has replaced back-propagation as the most popular architecture for modelling 
purposes.
The model of semantic memory impairment proposed by Farah and McClelland (1991) represents 
one of the first connectionist models of disordered spoken language. The model has been used to 
explain a phenomenon reported by several neuropsychologists, including Warrington and Shallice 
(1984): the existence of category-specific semantic impairments. Patients who have sustained brain 
damage may occasionally demonstrate a poor knowledge of living things, yet relatively preserved 
knowledge of inanimate objects, or vice versa. This would suggest that semantic memory is in some
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way category-specific. However, much neurophysiological evidence points to the modality-specific 
nature of semantic memory. How, then, can these conflicting perspectives be reconciled?
Authors Spoken language disorder Network architecture
Farah and McClelland (1991) Category-specific semantic 
impairments
Harley and MacAndrew (1992) Paraphasias in aphasie speech
Plant and Shallice (1993b)
Martin e t al. (1994)
Schwartz e t al. (1994) 
D ell e t al. (1995)
Tikkala e t al. (1994)
Tippett and Farah (1994)
Gale e t al. (1995)
Optic aphasia
Deep dysphasia
Aphasie naming
Aphasie naming
Naming in dementia o f Alzheimer 
type
Naming in dementia o f Alzheimer 
type
Multi-layer network with delta 
rule training (24 name units, 24  
picture units, 60 visual semantic 
units, 20 functional semantic 
units)
Interactive activation network (70  
lexical units, 26 semantic feature 
units, 21 phonological units)
Back-propagation network (44 
visual units, 40 hidden units, 86 
semantic units, 40 cleanup units)
Interactive activation network (10  
phonological segment units, 6 
lexical units, 59 semantic units)
Interactive activation network (10  
phonological segment units, 6 
lexical units, 59 semantic units)
Interactive activation network (27 
lexical-semantic units, 38 lexical- 
phonological units, 54 syllable 
units, 23 phoneme units)
Multi-layer network employing 
contrastive Hebbian learning (16 
name input units, 16 visual input 
units, 16x2 hidden units, 32 
semantic units)
Modular system comprising a self- 
organising map (200 units), an 
autoassociative network (200 
units), two input layers (2500 and 
100 units) and an output layer (29 
units)
Table 3.3. Connectionist models o f spoken language disorders reported in the literature.
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Farah and McClelland have constructed a connectionist model in order to test the hypothesis that 
category-specific impairments can be described in terms of a semantic memory organised on the basis 
of a sensory/functional dichotomy. Their model consists of two layers: the first layer, representing 
semantic memory, is divided into visual and functional components and is linked to the second layer, 
which consists of two components representing verbal and visual input systems. By lesioning the 
model, the authors show that damage to visual semantic memory adversely affects knowledge of 
living things to a greater extent than non-living things, while damage to ftinctional memory impairs 
knowledge of non-living things to a greater extent. The model therefore confimis that category- 
specific impairments can arise from damage to a semantic system with no category-specific 
components.
Harley and MacAndrew (1992) focus on a more general aspect of both normal and aphasie 
speech—the production of paraphasias. A  paraphasia is a speech error which occurs when one word 
is substituted for another. The connectionist architecture used by the authors to simulate paraphasic 
production consists of an interactive activation network comprising three interconnected pools of 
units, representing semantic, lexical and phonological knowledge. Normal speech production is 
simulated by applying an external input (in the form of a semantic representation of the target word) 
to the semantic units, and by allowing activation to spread through both excitatory and inhibitory 
connections to the lexical units and finally the phonological units, where the corresponding 
phonological representation of the word may be obtained.
It is shown that by manipulating the values of parameters which control the network’s behaviour, 
it is possible to induce production of paraphasias in the model. Harley and MacAndrew manipulate 
four parameters in their simulations: the decay rate, gammall (which is used to modify the degree of 
intra-lexical inhibition), alphasl (which modifies the spread of activation between the semantic and 
lexical pools), and a pseudo-random noise parameter. They conclude that reduction of the value of 
alphasl provides the most successful simulation of paraphasic production. This finding supports the
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conclusions of Miller and Ellis (1987), who explain the impaired language of their patient R.D. in 
terms of difficulty in activating lexical units in the speech output lexicon (see section 6.4.1).
Nadine Martin and her associates (Martin and Saffran, 1992; Martin et a l ,  1994; Martin et a l ,  in 
press) have proposed an account of deep dysphasia which is, in some respects, very similar to the 
work of Harley and MacAndrew (1992). Their account is based upon a spreading activation model of 
lexical and phonological retrieval originally implemented by Dell and O’Seaghdha (1991). Once 
again, the interactive activation network used to model the disorder consists of three layers of units 
mediating semantic, lexical and phonological knowledge. Bidirectional excitatory connections allow 
activation to flow between the three layers, thus creating feedback mechanisms which the authors 
claim play an important role in retrieval.
Since the weights on connections in an interactive activation network are fixed, Martin et a l  
lesion their model by manipulating network parameters, in a similar manner to Harley and 
MacAndrew. In particular, by providing a ‘pathologically’ high value for the decay rate parameter, 
they succeed in producing error patterns in naming and repetition simulations which mirror error 
production in a patient with deep dysphasia. A more thorough analysis of the work of Martin and her 
associates may be found in Chapter Four. More recently, the Dell and O’Seaghdha (1991) model of 
lexical access has been used by Schwartz et a l  (1994) to simulate naming errors in a group of eight 
aphasie patients. In order to reproduce the relative proportions of correct responses, phonological 
paraphasias, semantic errors and so on produced by the patients, Schwartz and her colleagues have 
manipulated both the decay rate and connection strength parameters of the model. This work is also 
discussed in Chapter Four.
A third model of aphasie naming which shares many similarities with the work of Harley, 
MacAndrew, Martin, Schwartz and others has been described by Tikkala et a l  (1994). Once again, 
the model is based upon an interactive activation network. In this instance, the network consists of 
four layers of units representing lexical-semantic, lexical-phonological, syllabic and phonemic 
information. Associations between related units in any one layer are implemented as bidirectional
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excitatory connections, while layers themselves are connected unidirectionally. For this reason, the 
network is described by the authors as a “discrete-stage serial word production model”. In other 
words, lexical retrieval is defined as a sequential, top-down process which precludes the possibility of 
feedback between linguistic levels. In this sense, the model differs from other interactive activation 
models described above.
Analysing the perfoimance of the discrete stage model, Tikkala and her co-authors conclude that 
the network is able to simulate the “more straightforward aphasie naming error patterns”, but cannot 
account for the production of so-called mixed errors (i.e. paraphasias which are related both 
semantically and phonologically to the target word) in their error corpora. They suggest that in order 
to simulate the production of such errors, it may be necessary to move away from discrete-stage 
models in favour of cascade or fully interactive models.
In the aforementioned studies, interactive activation networks were used to investigate general 
aspects of impaired naming in aphasie patients. However, two recent investigations conducted by 
Tippett and Farah (1994) and Gale et a l  (1995) have concentrated more specifically on naming 
problems in patients with dementia of Alzheimer type (DAT). According to Tippett and Farah, DAT 
patients demonstrate a greater impairment in naming low-quality visual stimuli than high-quality 
stimuli. They also find it harder to produce the name of an object which has a low name frequency. 
Although these phenomena suggest that DAT may lead to independent disturbances of visual 
processing and of lexical access, it is hypothesised that both can be explained in terms of damage to 
semantic memory alone.
In order to test this hypothesis, Tippett and Farah construct a connectionist model of 
confrontation naming, composed of three layers of semantic, visual and name units, and two layers of 
hidden units. The structure of the network (depicted in Figure 3.5) is somewhat similar to a 
deterministic Boltzmann machine (Hinton, 1989b), and is trained using the contrastive Hebbian 
learning algorithm (Movellan, 1990). The authors demonstrate that it is possible to obtain both word 
frequency and visual quality effects by lesioning the semantic component of the network. This
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implies that it is not necessary to postulate distinct impairments of naming in DAT patients: the 
observed effects may be the external manifestation of a unitary impairment of semantic memory.
32 Semantic 
Units
16 Name 
Hidden Units
16 Visual 
Hidden Units
16 Visual 
Input Units
16 Name 
Input Units
Figure 3.5. The Tippett and Farah (1994) connectionist model of confrontation naming.
Note the bidirectional connections between both layers and individual units in each layer.
Gale and his colleagues (Gale et a l ,  1995) have focused on another aspect of disordered semantic 
memory in DAT patients: the fact that item-specific knowledge is generally more prone to damage 
than superordinate knowledge (Chertkow and Bub, 1990). Neuropsychological evidence for this 
phenomenon has been used by researchers such as Warrington (1975) to argue that semantic memory 
may be structured in the hierarchical fashion suggested by Collins and Quillian (1969). Gale et a l  
are in the process of constructing a connectionist network in order to explore the alternative 
hypothesis that semantic memory need not be hierarchical for superordinate category effects to arise.
The proposed architecture of the Gale et a l  model is shown in Figure 3.6. It is clear that the 
architecture differs substantially from other connectionist models of language processing and disorder 
in that it is modular in nature. Unlike the models of deep dyslexia, category-specific semantic
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impairment and aphasie naming we have described, which generally make use of non-learning 
interactive activation networks or supervised learning components such as back-propagation 
networks, the architecture proposed by Gale and his associates contains both supervised and 
unsupervised components. It is argued that by favouring this type of architecture, the criticisms 
raised against the psychological and neurobiological plausibility of previous connectionist models can 
be overcome. The authors are currently studying the effects of lesioning on picture naming and 
knowledge probe tasks conducted using the model.
Associative Memory Module 
(200+ units)
Visual Inputs 
(2500 units)
Self-Organising System 
(100+ units)
Naming Output Module 
(29+ units)
Experiential Feature Inputs 
(100+ units)
Figure 3.6. The modular connectionist architecture to be used by Gale et al. in their 
investigation of conceptual disruption in dementia of Alzheimer type.
The final study in our survey concerns a disorder of visual comprehension and naming known as 
optic aphasia. Plant and Shallice (1993b), in addition to their work on the connectionist modelling of 
deep dyslexia, have turned their attention to this second disorder, and have implemented a modified
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version of the original Hinton and Shallice model of acquired dyslexia in order to explain the patterns 
of naming errors seen in patients with optic aphasia. In particular, they focus on the relationship 
between visual semantic processing and the production of persevemtive errors, which is a 
characteristic symptom of the disorder. Perseveration occurs when a subject erroneously repeats an 
activity such as the pronunciation of a syllable or the perception of a visual stimulus, especially when 
the original stimulus has been replaced by a new one. Using their connectionist model, Plant and 
Shallice demonstrate that they are able to simulate the production of semantic and perseverative 
errors by inducing lesions in or near the semantic layer of the network. In order to facilitate 
perseveration in the model, the authors introduce “short-term correlational weights”. These represent 
an additional component to the weights on connections, which biases the network towards repeating 
previously occurring patterns of activity.
3.6.3 Modelling recovery and rehabilitation
As we have seen, connectionism has been used to explore the effects of brain damage on the 
language processing system, and to provide computational accounts of various spoken and written 
language disorders (cf. Lesser, 1987). More recently, cognitive neuropsychologists have begun to 
examine the implications of these studies for patient rehabilitation. The aim of this new research is to 
suggest alternative therapies for the treatment of language-impaired patients, using insights obtained 
from analysis of the models’ impaired behaviour following lesioning.
Harley (in press) has conducted an extensive survey of the field, and notes that at present the 
small amount of research into the connectionist modelling of language recovery may be divided 
according to the network architecture employed. Examination of Tables 3.2 and 3.3 shows that the 
majority of connectionist simulations described in the literature are based upon either back- 
propagation networks or interactive activation networks. Recovery models based upon back- 
propagation have generally been used to analyse relearning of training data after damage, while those 
based upon interactive activation have featured in simulations of spontaneous recovery.
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The work of Plant (1992; in press) falls into the former category. Plant has lesioned the Hinton 
and Shallice (1991) model of acquired dyslexia in a number of different sites, and has examined the 
network’s ability to subsequently releam half of the words in the original training data set. He has 
discovered that the degree of relearning in the model is dependent upon the lesion site, and has 
suggested that the patterns of errors produced by the model during retraining could be used to 
constrain current explanations for analogous recovery patterns in brain-damaged patients. One of the 
most interesting aspects of Plant’s work, however, concerns an experiment designed to investigate 
techniques for maximising the ability of the model to generalise. The experiment focuses on the 
notion of ‘semantic prototypicality’, which is defined by the author as “how close a concept is to the 
central tendency of its category” (Plant, 1992:376). After training the Hinton and Shallice model 
using a training set consisting of prototypical and non-prototypical words, and then lesioning the 
network, Plaut found that retraining on non-prototypical words produced a greater degree of 
generalisation in the network. This suggests that rehabilitation following the onset of acquired 
dyslexia may be partially achieved by using strategies involving less prototypical words, which may 
seem counterintuitive.
Although Plaut believes that much can be learned about the nature of recovery in brain-damaged 
patients from analysis of relearning in connectionist networks, he feels that future research should 
involve an attempt to model the recovery of a specific patient over time using a connectionist 
network. This has been the objective of Martin and her associates (Martin and Saffran, 1992; Martin 
et a i ,  1994), who have provided a computational account of spontaneous recovery in a patient with 
deep dysphasia. As we previously mentioned, the model is based on an interactive activation 
network originally developed by Dell and O’Seaghdha (1991), and therefore falls into Harley’s 
second category.
Summarising the efforts of Plaut, Martin and others, Harley argues that connectionism can bring 
a number of benefits to the modelling of recovery. In addition to the small degree of neurobiological 
plausibility that the paradigm affords, Harley believes that connectionist models allow “explicit
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iWtesting of theories” and emphasise “the roles of learning and of the statistical regularities in the^data”. 
However, he concedes that the application of connectionism also introduces limitations which may 
well reduce the contribution made by these models. Some of these limitations centre on the debate 
concerning the neurobiological plausibility of connectionist models, and of back-propagation 
networks in paiticular. An additional objection raised by Harley concerns the fixed nature of the 
network architectures used in the models described above:
“As most conventional networks are architecturally static, there is no way they can 
physically reorganise after lesioning... Furthermore, current modelling is usually limited in 
scope to a single process or system. Hence the opportunity for compensation, 
reorganisation, or the shift of control between systems is limited... In the future, 
increasingly complex architectures are likely to become increasingly important for 
connectionist neuropsychology.” (p. 5)
Harley suggests that it may be possible to overcome some of the problems associated with these 
earlier models by modelling aspects of language recovery using connectionist networks trained using 
unsupervised learning algorithms. Although supervised learning architectures such as back- 
propagation networks have provided some insights into relearning after damage, they have not proven 
as successful in modelling spontaneous recovery. Until now, very little research has been undertaken 
into the use of unsupervised learning networks in analysing neuropsychological data.
3.7 Conclusions
We have seen that cognitive neuropsychologists seek to explain the various language disorders in 
terms of damage to specific components within the language processing system; for example, it has 
been proposed that surface dyslexia may be due to impairment of the route between print recognition 
and phonological production. We have provided examples of the attempts made by psychologists 
and computer scientists to refine their theories through the use of connectionist modelling techniques.
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In the next two chapters, we outline our own exploration of these techniques, first by studying an 
existing network-level model of a language disorder, and then by attempting to model further 
language disorders using a computational tool based upon a modular connectionist architecture.
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Chapter Four
Network-level models of language disorder
4.1 Introduction
In previous chapters, we discussed several aspects of connectionism which have led to its use as a 
modelling paradigm in cognitive neuropsychology. Reviewing the literature, it is apparent that the 
majority of connectionist language disorder models proposed by researchers have been constructed 
using network-level architectures, that is, single structures composed of homogeneous processing 
elements. As we stated in Chapter One, our main objective has been to undertake a comparative 
study of network-level and nervous system-level (or modular connectionist) accounts of language 
disorders. As part of this study, we have focused upon one specific network-level model of an 
acquired language disorder. Our analysis of this model has enabled us to assess the merits and 
demerits of a network-level approach to language disorder simulation.
We have based our study on the work of Nadine Martin, Gary Dell and others (Martin and 
Saffran, 1992; Martin et a l,  1994; Schwartz et a l , 1994; Dell et a l ,  1995; Martin et a l ,  in press) on 
the simulation of naming in aphasie patients using interactive activation networks. This work is in 
turn based upon Dell’s (1986) spreading activation theory of lexical retrieval in sentence production. 
We will begin with a description of the work of Dell, Martin and others before moving on to our own 
analysis of their findings.
The innovative aspect of this work is in its endeavour to qualitatively and quantitatively model a 
language disorder using a connectionist network. The model reproduces errors produced by specific 
patients, in specific categories and in similar proportions. Previous simulations (e.g. Hinton and 
Shallice, 1991) have attempted to account for the various error types produced as a result of a 
particular language disorder, but have not managed to replicate the proportions of different error types 
produced by one or more specific patients during a longitudinal period of study.
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Martin and her associates see their interactive activation model of aphasie naming not only as a 
computational account of disordered language, but also to some extent as a psycholinguistic model. 
In other words, they believe that their model may represent an approximation of the actual cognitive 
processes involved in lexical and phonological retrieval. Not only can their simulations reproduce the 
error proportions found in real patient data, but they can also account for the observed lack of a 
coherent relationship between the locus of impairment and the types of enors produced; the 
importance of this relationship has been stressed by Ellis and Young (1988).
4.2 A spreading activation theory of sentence production
Dell (1986) has proposed a connectionist account of the processes involved in the mapping of a 
sentence from a semantic representation to a phonological representation which may be used 
subsequently for the production of speech by the articulatory system. The theory does not explain 
how the semantic representation arises initially but deals with the mapping from ‘thought’ to speech.
Dell’s theory is based upon the computational notion of spreading activation. ‘Interactive 
activation models’, ‘spreading activation models’ and ‘connectionist models’ are differentiated in the 
paper, whereas computer scientists generally regard the first two varieties as synonymous, forming a 
specific type of architecture under the general heading of ‘connectionist models’. Both interactive 
and spreading activation models are connectionist in that they focus on the notion of the spreading of 
activation along connections between units; the ‘interaction’ comes from this spreading of activation.
Basing his conclusions on the results of various simulations, Dell argues that his spreading 
activation theory can account for a number of speech errors in normal adult speakers, including 
anticipatory, perseveratory and exchange errors at the phoneme and syllable levels. Two simulations 
are documented in the paper. The first simulation focuses on the translation from morphological 
information to phonological information; the second simulation models an experiment in which 
normals are made to produce initial-consonant misordering errors through a technique known as the
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Slip procedure. In both simulations, pseudo-random noise is added to activation levels in the 
simulation network in order to produce the errors.
The model of speech production may be termed ‘interactive’, despite Dell’s distinction between 
interactive and spreading activation models, since the network contains both top-down and bottom-up 
bidirectional connections (Rumelhart et a l ,  1986c). In addition, both Dell’s model and other 
interactive activation architectures contain pools of units representing distinct types of information. 
However, Dell’s sentence production model differs from these other interactive activation models in 
two respects:
(i) The McClelland and Rumelhart (1981) interactive activation and competition model contains 
inhibitory connections between units in the same pool, and excitatory connections between units 
in different pools. In the sentence production model, only excitatory connections exist between 
related units in different pools; there are no inhibitory connections. Consequently, there is no 
direct competitive mechanism in the model, although a decay rate parameter stops unit activation 
values increasing inexorably. The parameter is called q in the paper, and defines the rate at which 
activation levels in units decay exponentially towards zero.
(ii)Unlike most spreading/interactive activation networks, where connection weights depend upon the 
nature or role of the connection (for example, positive weights for excitatory connections and 
negative weights for inhibitory ones), all the weights in the sentence production model are 
identical. In other words, they are all set to the value of a global network parameter, termed the 
‘spreading rate’ or p. It is important to note here that the Dell model appears to deviate from 
standard interactive activation models at the level of the network architecture,
Dell’s simulations incorporate the notion of linguistic background noise: the noise generated by 
parts of the language production system outside the scope of the model. This noise is simulated by 
the addition of pseudo-random values to the activation levels of units in the network. It is by means 
of this background noise that the model is able to reproduce speech errors; hence the parameters 
which define how the noise is to be generated are of considerable importance. In the simulation of
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phonological encoding, Dell adds Gaussian noise to the activation levels of units in the network. 
This noise is proportional to the current activation state of the units. In the Slip procedure simulation, 
the use of noise is more complex. Two noise variables, and are used to simulate anticipatory 
and perseveratory bias in the simulation. The values of these variables are sampled from distributions 
characterised by two parameters, p,, and Pj- The exact nature of these parameters is not specified in 
the paper. It seems that sometimes Pj and p^ are varied in the simulation, while at other times, Xj, and 
themselves are varied.
Speech errors are explained in terms of a combination of the nature of spreading activation itself, 
and the existence of linguistic background noise as represented by the addition of pseudo-random 
values to the unit activation levels. It seems that there are two ways of increasing the significance of 
this noise. It is possible to either increase the noise directly through modification of the noise- 
generating parameters, or to increase the decay rate, in which case activation values will generally 
speaking be lower, resulting in an increase in the importance of any low-level noise in the network. 
Either way, when Dell states “For the sake of simplicity I assume no thresholds, saturation points, or 
other nonlinearities in the spreading process” (p. 287), it is perhaps interesting to ask why random 
noise is not seen as a ‘nonlinearity’.
Dell does not attribute any, and indeed, does not want to attribute any neurophysiological 
significance to the decay rate, spreading rate, noise and other parameters in the interactive activation 
model described. However, it may be possible to attribute some external significance to these 
parameters (see Table 4.1).
A further area in which the Dell model of sentence production could be argued to be different 
from standard interactive activation models is that of the activation function used. The activation 
function defines the manner in which levels of activation are propagated through the bi-directional 
connections in the network. An examination of Table 4.2, which outlines a number of common 
interactive activation functions, leads one to conclude that the sentence processing model employs a 
substantially different activation function from those reported in the literature. Whether this
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difference is of significance is a moot point. It could be ai’gued that, strictly speaking, the Dell model 
is not an interactive activation model, but then again Dell actually differentiates between ‘spreading 
activation’ and ‘interactive activation’. In addition, McClelland and Rumelhart (1988) themselves 
offer another version of the equation, as does Grossberg (1980). It may well be the case that the 
distinct form of the equation is of no real consequence, as long as the activation function provides the 
required behaviour in the model to simulate a particular cognitive function.
Parameter Description Interpretation
p  Spreading rate Connectivity: the ability of the system to transmit
information (activation)
q Decay rate Memory: the ability of the system to retain
information (activation)
r Number of time steps Responsiveness: the speed with which infoirnation
is processed
fx,, p. Distributions of random variables Perturbation: disruption in the system due to
(X,, X,) representing anticipatory and divided attention, confusion, tiredness, brain
perseveratory bias damage and so on
Table 4.1. The main network parameters in the sentence production model, and possible 
interpretations for their relationship with the underlying cognitive system. Elements of this 
table have been adapted from Schwartz et al. (1994).
The Martin et al. account of deep dysphasia, described below, is based upon yet another variant 
of the interactive activation architecture. Dell was responsible for the modifications to the activation 
function from the original sentence production model, which now incorporates a resting activation 
parameter, and appears somewhat similar to the McClelland and Rumelhart (1988) version of the 
model.
The Dell model is of interest to us because it attempts to provide a connectionist theory of 
language production, incorporating syntactic information and embodying the notion of temporal flow.
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In addition, the model allows “precise quantitative predictions” to be made and tested, in that the 
nature of the model leads to specific predictions about how sentences are mapped from ‘thought’ to 
speech. These predictions may be tested using human data. The author hints that the production 
model could be used to analyse the effects of brain damage on sentence production: “... one can 
identify causes such as... brain damage that have negative influences on a wide spectrum of 
behaviour... Although such influences are outside of sentence production, one can still use the 
production theory to understand these effects.” (p. 318)
Interactive activation model Activation function
The Rumelhart et a l (1986c) interactive 
activation model
The Grossberg interactive activation model as 
described in Rumelhart et a l (1986c)
net I {max -  A{j ,  )) netj > 0
netj {A{j , t i_i )-min))  otherwise
A { j , t i ) -  A { j , fj_i) { l - q )  + { B - A { j , ) ) n e f g  - (A(J, t j_i ) + C)netjj
Dell’s (1986) model of sentence production A{j, ti ) = [A(j, f )+XPk^(Ck,  )](1 -  q)
k=l
The McClelland and Rumelhart (1988) 
interactive activation and competition model
, . . .  . . . . .  . mL>0A(; , t t ) -A(j , l f_i ) - q(A(j,ti_i ) - rest)+ )_,„/„)) otherwise
The derivation of the Dell model used in the 
Martin et al  (1994) model of deep dysphasia A{j, ti ) = A{j, f,_i ) + Xpfc A(Cfc, ) -  q{A{j, ) -  rest)
Table 4.2. A comparison of various interactive activation functions reported in the 
literature, using the notation favoured by Dell. The expression netj is used as an 
abbreviation for the summation term in the activation function for Dell’s model of sentence 
production. It should be noted that others (e.g. Rumelhart et a l, 1986c) do not use the same 
mnemonics in their equations.
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Despite these benefits, it is apparent that a number of criticisms may be raised with regal'd to the 
Dell model. Firstly, the network architecture and activation function used imply that the model can 
only be seen as a distinct variant of the interactive activation architecture. Secondly, the model, as it 
stands, is unable to account for a number of phenomena seen in speech error corpora such as the 
initialness effect, triggering effects and effects of vocabulary types (this fact is acknowledged by 
Dell). It is also clear that the ability of the model to reproduce speech errors in normal adults depends 
upon the values of the parameters chosen for the various simulations. How the parameters relate to 
underlying neural or supraneuronal structures is not specified: they simply form part of the spreading 
activation model. In other words, Dell does not seem willing to link his connectionist model to a 
underlying neural reality, and does not attribute any real significance to the values of the parameters 
chosen, although as we have seen, others (e.g. Schwartz et a l ,  1994) have been more willing to do 
so.
Moreover, it is unclear how the author obtains values for his parameters which allow the model to 
produce ‘realistic’ errors. Generally, values are just stated without any reason for their selection, and 
seem to be arrived through experimentation: “The agreement between the model’s error percentages 
and those of the corpora is very good... Some of this similarity can be attributed to serendipitous [my 
italics] factors...” (p. 298).
4.3 A connectionist account of deep dysphasia
Martin and her associates (Martin and Saffran, 1992; Martin et a l ,  1994) have attempted to 
provide a computational account of naming and repetition errors in a fluent aphasie patient with the 
repetition disorder known as deep dysphasia. The account is based upon Dell’s (1986) interactive 
activation model of sentence production. To recapitulate, deep dysphasia is an acquired language 
disorder characterised primarily by semantic errors in repetition and an inability to repeat non-words. 
In other words, deep dysphasic patients demonstrate distinctive error patterns when they undergo tests
on their ability to repeat words read aloud to them. In addition to these problems, such patients 
frequently demonstrate impaired ability in naming and lexical decision.
Semantic Nodes
o o o o o o o o o o o o o o oo o o o o o o o o o o o o o oo o o o o o o o o o o o o o oo o o o o o o o o o o
Lexical
Nodes
fog dog hatcat mat
/æ/ /D//d/ /m//k/ /h/
Phonological Segment Nodes
Figure 4.1. Dell and O’Seaghdha’s (1991) connectionist model of lexical access in language 
production, which forms the basis of Martin et aVs (1994) account of deep dysphasia. 
Connections in the model are bi-directional, and not all are shown.
The six lexemes have associated semantic information, which is represented by the pool of 
semantic units in the network. Each lexeme has ten associated semantic units, although the 
representational nature of these units is not specified in the model. The lexemes ‘cat’ and ‘dog’ share 
one semantic unit, which we might assume represents some arbitrary semantic relationship such as 
animacy or domesticity. Also associated with the lexical units are a group of phonological units
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which represent the existence of a specific phoneme at either the beginning, middle or end {onset, 
nucleus or coda, to use Dell’s terminology) of the lexeme’s spoken equivalent. Thus the lexeme ‘cat’ 
may be represented by the phonological units Ikl, /æ/ and IV. The existence of these phonological
units allows the model to produce other types of linguistic error. Assuming once more that ‘cat’ is 
our target word for production, the model may produce neologisms—non-words like ‘lat’ or ‘mot’— 
and neologisms of semantic errors, or non-words based upon semantic errors, like ‘mog’ or ‘dat’.
The network architecture is based upon work on lexical access in language production by Dell 
and O’Seaghdha (1991). These authors used interactive activation networks to argue that the human 
language production system “may best be characterised as globally modular but locally interactive” 
(p. 604). The model uses a variant of the McClelland and Rumelhart (1988) interactive activation and 
competition algorithm. Some of the original parameters, such as the maximum/minimum activation 
limits, and alpha and gamma (which control excitatory and inhibitory input strength), have not been 
included, while other new parameters have been added, such as the ‘shared weight increase factor’ 
and the various noise-generating parameters. Table 4.3 describes the parameters in the version of the 
Dell model used in the deep dysphasia account; these parameters were used as the basis for our own 
simulation work.
Like most connectionist accounts of language disorders, the symptoms of deep dysphasia are 
obtained by damaging a model of normal language processing. The connectionist network used to 
model normal and impaired production (see Figure 4.1) consists of three ‘layers’, or groups of units 
allowing the representation of three specific types of linguistic knowledge: semantic, lexical and 
phonological. The lexical layer contains six units representing six lexemes: ‘cat’, ‘mat’, ‘hat’, ‘dog’, 
‘fog’ and ‘log’. These lexemes have been chosen to allow different types of linguistic error to be 
produced by the network. For example, if we assume that the target word is ‘cat’, we can simulate 
the production of semantic errors, which would be the case if the model outputs ‘dog’. Similarly, the 
model can produce formal (phonological) errors, like ‘mat’ or ‘hat’, and formal paraphasias of 
semantic errors, i.e. phonological errors based upon an original semantic error, like ‘log’ or ‘fog’.
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Mnemonic Parameter Elaboration
p Connection strength The value of the weights on connections between related units
in the lA model; all weights are given the same value.
q Decay rate The strength of the tendency of activation to return to the
resting activation level.
n Time steps The number of recalculations of the network’s activation state
before lexical or phonological selection.
51 Intrinsic noise factor The standard deviation of the Gaussian distribution from
which intrinsic noise is randomly sampled.
52 Activation noise factor The standard deviation of the Gaussian distribution from
which noise related to activation level is randomly sampled.
SWIF Shared weight increase factor A parameter used to increase or decrease the importance of
connections between lexical units and shared semantic units.
Table 4.3. The behaviour-controlling network parameters used in the Martin et a l account 
of deep dysphasia, based upon Dell’s (1986) model of sentence production.
In the model, each unit has an associated activation level, and this activation spreads through the 
network via bi-directional connections between related units. The activation of each unit is updated 
at discrete time steps based upon equations which take into consideration the unit’s current activation 
as well as the activation of other immediately connected units (Table 4.4). Both naming and 
repetition tasks may be simulated using the connectionist model. To simulate naming, external input 
is applied to the semantic units associated with the target word, and activation is allowed to spread 
through the network for a predefined number of time steps. After this time, the onset, nucleus and 
coda phoneme units having the highest activation values are read. In the simulation of repetition 
tasks, a similar procedure is undertaken, except that external input is applied to the phonological units 
for the target word instead of the semantic units.
91
A( j. tf  ) = A (  ) +  ^ P k  A( Cj^  ) - q (  A( ) - r e s t )
noise =
A( j j .  ) = A( )+noise
X, (intrinsic noise) is a value sampled from a Gaussian distribution, mean = 0, S.D. = SI 
%2 (activation noise) is a value sampled from a Gaussian distribution, mean = 0, S.D. = S2 xactivation^
Table 4.4. The algorithm used to update activation levels for units in the language 
production model.
In their second paper, Martin et a l  describe how the model can simulate the linguistic behaviour 
of a specific patient, N.C., demonstrating the symptoms of deep dysphasia (Martin et a l ,  1994). 
N.C. was, at the time of simulation, a “28-year-old right-handed male with an 11th grade education 
who worked as an assistant accountant” (Martin and Saffran, 1992). His impaired abilities were 
demonstrated in a number of cognitive tests, including phoneme discrimination, lexical decision, 
auditory comprehension and short-term memory span tasks. The tests revealed severe problems with 
auditory input processing and short-term memory. Although the patient could discriminate individual 
phonemes, his ability to recognise phoneme strings as words depended on the ‘imageability’ of the 
word, i.e. how easy the underlying concept was to mentally visualise.
In analysing the linguistic output of N.C. in the various tests, the errors were grouped into six 
main categories: correct responses, when the patient correctly responded with the target word; 
semantic errors, or words related in meaning to the target word; form al errors, or words related 
phonologically to the target word; neologisms, or non-words; neologisms o f semantic errors, or non­
words similar to an original semantic error; and formal paraphasias o f semantic errors, where the 
patient produces real words which are phonologically related to an original semantic error. Table 4.5 
shows the proportions of errors produced by N.C. in naming tests. These proportions will be used 
subsequently to discuss the accuracy of our simulation work.
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Error type Proportion
Correct responses 0.27
Semantic errors (S) 0.03
Formal errors (F) 0.19
Neologisms (N) 0.21
Neologisms of semantic errors (S—>N) 0.06
Formal paraphasias of semantic errors (S~>F) 0.02
Table 4.5. The distribution of errors produced by N.C. in naming tests. All error 
proportions quoted in this report are represented as real values between 0 and 1. The 
category ‘Neologisms’ comprises both target-related and abstruse neologisms. From Martin 
etal. (1994).
Initially, Martin et al. calibrate the parameters of their interactive activation network in order to 
simulate the error production of a ‘normal’ speaker. Having thus obtained a model of normal single 
word production, they proceed to demonstrate that the proportions of errors produced by N.C. may be 
reproduced by modifying a specific network parameter: the decay rate. This parameter controls the 
rate at which the activation level of a unit decays over time. By increasing the value of this parameter 
to a ‘pathologically’ high level, the authors found that the proportions of correct responses, formal 
errors, semantic errors and so on matched those of their patient in both naming and repetition tasks.
The naming task simulation will be used as an example here. In order to simulate the production 
of the word ‘cat’, an external input is applied initially to the semantic units for ‘cat’. As time 
increases, activation spreads from the semantic layer to the lexical layer, and then to the phonological 
layer. However, as the lexemes ‘cat’ and ‘dog’ share one semantic unit, some activation will spread 
to the lexical and phonological units for ‘dog’. Because activation spreads in all directions as time 
passes, activated units will send feedback to other units, allowing for mutual excitation. The 
simulation consists of two stages: a lexical selection stage and a phonological selection stage. The
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network is first allowed to iterate for a fixed number of time steps, after which the activation levels of 
the lexical units are read, and the highest activated lexeme is given a boost of activation. The 
network is allowed to iterate once more for the same number of time steps, and the activation levels 
of the phonological units are noted. In ‘normal’ production, the onset, nucleus and coda phonemes 
for ‘cat’ would be the most highly activated. However, if the decay rate parameter is increased from 
its ‘normal’ value (0.4) to a much higher value (0.92), the activation of the target units may attenuate 
prematurely, allowing the influence of other activated units to prevail. Consequently, feedback from 
both the semantic layer and the phonological layer can result in the wrong lexeme being selected 
initially, and/or the wrong phonemes being selected during the final stage. This may lead to the 
production of any one of the error types mentioned above. Full details of the simulations can be 
found in Martin et al. (1994).
These particular simulations of deep dysphasia were of interest for two reasons. First, they 
appeared to be different from existing simulations of language disorder, such as Hinton and Shallice’s 
(1991) model of acquired dyslexia, or Farah and McClelland’s (1991) model of category-specific 
semantic impairments, in that they demonstrated both qualitative and quantitative modelling of 
language disorder. In other words, prior simulations had succeeded in reproducing the symptoms of a 
particular disorder, but had not attempted to produce errors in realistic proportions. In this respect, 
the authors have not only modelled N.C.’s errors on a synchronic basis (i.e. at one moment in time), 
but have also accounted for N.C.’s improved performance in a diachronic study.
Second, and perhaps more importantly, connectionism was apparently being used to produce an 
implementational model of language production, in that the authors seemed to be suggesting that their 
connectionist network modelled actual psycholinguistic processes—that the decay rate hypothesis for 
deep dysphasic patients directly reflects some anomaly at the neuronal or supraneuronal level.
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4.4 Exploration of the model
In their description of simulations carried out using the interactive activation account of deep 
dysphasia, Martin and her associates focus primarily on pathologically high values of the decay rate 
parameter, q. However, they do try to obtain similar results through modification of the weights on 
connections between units, although they note that a decrease in the value of the connection strength, 
p, results in a much less accurate simulation of N.C.’s erroneous linguistic output. Table 4.6 
compares the errors produced in naming tasks by N.C. with interactive activation accounts of normal 
and impaired naming based upon modification of the decay rate and connection strength parameters.
Parameter
Settings
Normal naming 
(q = 0.4, p = 0.1)
Increased decay rate 
(q = 0,92, p = 0.1)
Decreased 
connection strength 
(q = 0.4, p = 0.001)
N.C.
Correct S F
(cat) (dog) (mat, hat)
N S->N S ^ F  
(log, fog)
0.99888 0.00082 0.00018 0.00012 0
0.343 0.106 0.260 0.150 0.027 0.114
0.345 0.053 0.126 0.345 0.049 0.082
0.27 0.03 0.19 0.21 0.06 0.02
Table 4.6. Proportions of errors produced by the interactive activation network in 
simulations of normal and impaired naming. N.C.’s error patterns are provided to allow 
comparison.
The differences in simulation accuracy due to changes in these two network parameters suggested 
to us the possible utility of investigating the importance of the other behaviour-governing parameters 
in the model. There was, at least to us, no a priori reason for not varying these parameters; 
moreover, we believed that additional exploration of the model’s ‘parameter space’ might possibly 
result in a more accurate simulation of N.C.’s behaviour.
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We discuss the results of our exploration below. The computer programs written for the 
simulation work may be divided into two categories: interactive simulators, which allow the user to 
view the state of all units in the network, and to study the immediate effect of parameter modification 
on the linguistic behaviour of the model; ‘batch-processing’ programs, which enable the user to vary 
one parameter over a range of values, performing the same simulation many times in order to 
calculate the proportions of errors produced by the model.
Parameters
Connection strength 
Decay rate 
Rate
Intrinsic noise 
Noise from activation
0.1
0.4 (normal naming), 0.92 (impaired naming) 
8 time steps per selection 
0.01 
0.18
Model Correct
(cat)
S
(dog)
F
(mat, hat)
N S ^ N S ^ F
(log, fog)
Normal naming, Dell’s model 0.99888 0.00082 0.00018 0.00012 0 0
Normal naming, ‘Surrey model’ 0.99829 0.00113 0.00006 0.00052 0 0
Impaired naming, Dell’s model 0.343 0.106 0.260 0.150 0.027 0.114
Impaired naming, ‘Surrey model’ 0.457 0.103 0.202 0.174 0.038 0.064
N.C. 0.270 0.030 0.190 &270 0.060 0.020
Table 4.7. A comparison of data from the original simulations of normal and impaired 
naming in deep dysphasia with data obtained from our own simulation programs. Errors 
produced by the patient in naming tasks are also provided.
Our first task after implementation of the simulation programs was to attempt to reproduce the 
results reported by Martin et a l  (1994). To this end, we ran simulations of normal and impaired 
naming using the parameter values suggested in the paper. Simulation of naming rather than
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repetition was chosen for our initial testing of the model, as the authors had indicated that their own 
naming simulations had proven more successful than simulations of repetition, insofar as the former 
more closely matched the original patient data. The results of these simulations can be seen in Table 
4.7. Generally speaking, we managed to obtain very similar results, confirming the accuracy of our 
own simulation programs.
Using the interactive and ‘batch-processing’ programs, we ran six simulations, each one 
modifying a specific parameter over a range of values in order to test the effect of the modification on 
the proportions of errors produced by the network. Once again, we concentrated on naming 
simulations, as these seemed to prove more successful. There were two main issues: first, whether it 
would be possible to obtain a better fit to the patient data by modifying a parameter other than the 
decay rate; second, whether the model could account for N.C.’s linguistic output in a longitudinal 
study.
Addressing the first issue, our primary interest was to see whether the accuracy of the original 
model could be improved by studying the relevance of other parameters, especially those concerned 
with the generation of noise. This interest stemmed primarily from Hildebrandt’s (1994) discussion 
concerning explanations put forward by cognitive neuropsychologists for the symptoms of deep and 
phonological dyslexia. Deep dyslexia is discussed more fully in the next section; phonological 
dyslexia is similar to deep dyslexia, in that the patient is generally unable to read aloud written non­
words, although there is no production of semantic errors.
According to Hildebrandt, none of the proposed explanations are able to account for patients’ 
behaviour when tested using the Reicher-Wheeler experiment (Reicher, 1969; Wheeler, 1970). In 
this experiment, subjects are required to watch a display upon which single letters and whole words 
are presented tachistoscopically. Generally, subjects are more successful at identifying letters when 
they occur within the context of a word, and are less successful with isolated letter identification. 
Hildebrandt suggests that the most parsimonious account of the impaired output of deep and 
phonologically dyslexic patients in the Reicher-Wheeler and other tasks involves a general
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degradation of the language processing system; this degradation may be due, in connectionist terms, 
to the presence of unwanted noise in the system. Although this noise could be simulated by 
modifying the decay rate parameter, which it is suggested would provide a link between 
Hildebrandt’s findings and those of Martin et a l ,  we wanted to investigate the effect of increasing the 
noise in the network directly.
In addition, we wished to examine methods of simulating N.C.’s improved linguistic output over 
time. In their longitudinal study, Martin et a l  noted that the ratio of semantic errors to formal errors 
changed as N.C. recovered (Figure 4.2). Initially, the patient produced more formal errors than 
semantic errors, but the situation eventually reversed towards the ‘normal’ situation, so that more 
semantic errors were produced. It was demonstrated that the interactive activation model of deep 
dysphasia could account for this diachronic change in the semantic/formal error ratio by decreasing 
the decay rate from the pathological value (0.92) towards the normal value (0.4).
Early Time Late
1i
I
%I
0.01 ^
Formal errors 
Semantic errors
Figure 4.2. The proportions of formal and semantic errors produced by N.C. as he 
recovered.
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Concentrating initially on the possibility of providing a better fit to the patient data through 
modification of other network parameters, it became apparent after analysis of the data from our six 
simulations that the decay rate hypothesis clearly provided a better account. Generally speaking, our 
simulations with other parameters were not as accurate as those of Martin and her associates. 
However, we did manage to find values for two specific parameters which provided a reasonable 
alternative fit to the data: the ‘shared weight increase factor’ and the activation noise parameter, S2 
(Table 4.8).
Parameter
Settings
Correct
(cat)
S
(dog)
F
(mat, hat)
N 8->N S-»F 
(log, fog)
ON.CJ 0.27 0.03 0.19 0.21 0.06 0.02
Dell’s model, 
increased decay rate 
{q -  0.92)
0.343 0.106 0.260 0.150 0.027 0.114
Model 1, 
decreased shared weights 
(5W/F=0.75)
0.289 0.065 0.361 0.156 0.022 0.130
Model 2, 
increased activation noise 
(52 = 0.65)
0.337 0.098 0.161 0.378 0.095 0.025
Accuracy of ‘prediction’
difference (N.C., Dell’s model) -0.073 -0.076 -0.070 0.060 0.033 -0.094
difference (N.C., Model 1) -0.019 -0.035 -0.171 0.054 0.038 -0.110
difference (N.C., Model 2) -0.067 -0.068 0.029 -0.168 -0.035 -0.005
Table 4.8. A comparison of the accuracy of the original model of deep dysphasia, based 
upon modification of the decay rate, and our own models, based upon the ‘shared weight 
increase factor’ (Model 1), and the activation noise parameter, S2 (Model 2).
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Modifying the shared weight increase factor, which fixes the importance of connections between 
lexical units and their shared semantic units, we found that a value of 0.75 resulted in a moderate fit 
to N.C.’s data. This value represents a decrease in the importance of the connections (the original 
value for this parameter was fixed at 1.5), resulting in a reduced number of semantically-related 
errors. In actual fact, our model is more accurate than the Martin et a l  model for the production of 
correct responses, semantic errors and neologisms. However, the model also produces a very high 
proportion of formal errors, and is also less accurate for both formal paraphasias of semantic errors 
and neologisms of semantic errors. Adjustment of the spreading activation noise parameter, S2, 
yielded slightly more accurate results: an increased value of 0.65 (compared to the originally 
prescribed value of 0.18) resulted in a better fit for the data than our previous model. In this case, the 
model is more accurate than the original decay rate model for correct responses, semantic errors, 
formal errors and formal paraphasias of semantic errors.
»n in in >o in >nt ' ' i n < N _ r - ' i n c N  c ^ m c so \ O N O \ 0 \ o o o o o o o o r ~ t > - i > t - 'o o o o c S o o o o o o o
I
0.01 -
o  0.001 -
0.0001 ^
Formal errors 
Semantic errors
Decay rate
Figure 4.3. A  comparison o f the proportions o f formal and semantic errors produced by the 
model o f deep dysphasia while varying the decay rate parameter.
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In the second stage of our analysis, we concentrated on the ratio of semantic errors to formal 
errors in the six simulations, in order to account for N.C.’s diachronic behaviour using parameters 
other than the decay rate. Specifically, we plotted the proportion of semantic errors and formal errors 
over a range of values for the various network parameters, and looked for the characteristic ‘cross­
over’ from increased formal error production to increased semantic error production. Again, we 
found that modification of the decay rate over time provided the closest fit to the data from N.C. 
(Figure 4.3), although, once more, we discovered that the ratio cross-over could be obtained through 
modification of two other network parameters: the connection strength parameter p  (Figure 4.4), and 
the activation noise parameter, S2 (Figure 4.5). In both cases, the models were able to produce a 
similar change in the ratio of semantic errors to formal errors. However, the overall number of errors 
of these types did not match the patient data particularly well.
m >n in »o »nm < N  r u i n e s
C S  C S  T—. I—I .—4 t—< o  o  oo o o o o o c > c 3 o o
I
0.01 -  -
o  0.001 -
0.0001
■■ Formal errors
Semantic errors
Connection strength
Figure 4.4. Proportions of semantic and formal errors produced by the model when the 
weights on the connections between units are varied.
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Figure 4,5, A comparison of the formal and semantic errors made by the network when the 
spreading activation noise standard deviation parameter, S2, is varied.
In conclusion, our analysis of the ‘parameter space’ of the interactive activation model of deep 
dysphasia seems to indicate that the decay rate hypothesis provides a better overall account of N.C.’s 
error production. However, none of the models discussed above are able to account for the fact that 
N.C.’s production of semantic errors over time remained more or less constant, while the proportion 
of formal errors decreased, Martin et al. acknowledge that in their connectionist account, production 
of semantic errors decreases as the decay rate is decreased. This does not reflect the general trend in 
N.C.’s data. However, they maintain that modelling the relationship between the proportions of 
errors produced by the patient is more important than modelling individual error types.
4.5 Modelling aphasie naming in a group of patients
One traditional area of debate within the field of aphasia research concerns the relative merits of 
group studies and individual case studies of aphasie patients (Bates et a i ,  1991). Although both 
approaches allow the cognitive psychologist to gain insight into the relationship between language
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processing and brain dysfunction, it is generally held to be true that the most favourable approach is 
to combine the two methods in some way. In reality, such a combination is difficult due to disparate 
laboratory procedures, data analysis methods and so on.
Connectionist models may provide a solution to this problem. As we have seen, earlier models, 
such as Hinton and Shallice’s (1991) account of acquired dyslexia, have concentrated on general 
symptom trends, reflecting perhaps the work of those who favour the group studies approach. 
Conversely, the Martin et al. account of deep dysphasia concentrates on the error patterns of an 
individual patient. More recently however, Myma Schwartz, in collaboration with Nadine Martin, 
Gary Dell and others, has attempted to use the Dell model of language production to account for the 
error patterns in picture naming tests of a group of ten aphasie patients (Schwartz et al., 1994; Dell et 
al., 1995).
In modelling N.C.’s deep dysphasia, it was found that modification of the decay rate parameter, 
q, provided a more accurate fit to the patient data, although the importance of the connection strength 
parameter, p, was also examined. In this more recent study, the proportions of semantic errors, 
formal paraphasias, neologisms and so on have been simulated by modification of both of these 
parameters simultaneously.
The ten patients, as well as sixty normal subjects, were asked to perform a computerised naming 
test (the Philadelphia Naming Test), in which they were required to name a picture as quickly as 
possible using one word only. The data from the normal subjects were used to calculate the values of 
the decay rate and connection strength parameters in the Dell model in order to simulate normal 
naming. These values were fixed at 0.1 and 0.5 respectively. By using values of 0.001 and 0.92 to 
represent severe impairment in terms of connection strength and decay rate, it was possible to 
simulate the linguistic behaviour of the normal subjects and nine of the patients by choosing suitable 
values for the two parameters from within these ranges. The data from one patient could not be fit 
because many of her responses were descriptions rather than single words; descriptions cannot be 
successfully modelled using the Dell network.
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Analysis of the data from the authors’ simulations demonstrates that the model is indeed able to 
provide a good fit for the data from the normal subjects and the majority of the patients, although the 
error patterns of one particular patient, J.F., could not be successfully simulated. It is suggested that 
in order to reproduce the proportions of errors produced by patients like J.F., who are termed 
‘semantic anomies’, it may be necessary to perform local lesioning on the Dell model—in other 
words, damaging individual nodes or connections within the network—rather than performing a 
global lesion through the modification of network parameters.
By plotting the connection strength and decay rate values used in the simulation of the nine 
patients (Figure 4.6), it can be seen than the models of the aphasie patients’ errors tend to occupy a 
fairly narrow diagonal band within the parameter space. To the left of this band, the output of the 
network approaches total breakdown, with only chance performance in each of the error categories. 
To the right of the band, however, the network approaches normal naming behaviour.
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Figure 4.6. A visualisation of the connection strength/decay rate parameter space in the Dell 
model. Individual simulations of naming in aphasie patients tend to occupy a narrow 
diagonal band within the parameter space (Schwartz et a l, 1994).
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One can see, therefore, that Schwartz and her colleagues lend more weight to their argument in 
favour of an interactive activation model of language production and disorder by successfully using 
the Dell model to simulate aphasie language in a group of patients. However, although they have 
managed to provide a synchronic account of error patterns in a group study, they have not, as yet, 
succeeded in providing a diachronic account. The primary reason for this is the lack of data from 
longitudinal studies of aphasie patients, which generally speaking tend to be rare in occuiTence. It 
would certainly be interesting to determine whether the Dell model could account for data from 
longitudinal studies in the future.
4.6 Extending the network to simulate deep dyslexia
It was conceivable that the interactive activation network we had implemented could be modified 
in some way in order to simulate other language disorders. Nadine Martin suggested that we turn our 
attention to deep dyslexia, the written counterpart to deep dysphasia. Although this language disorder 
has been simulated using connectionist networks (e.g. Hinton and Shallice, 1991; Plant and Shallice, 
1991; Plant and Shallice, 1993a), the simulations have not used the interactive activation and 
competition algorithm. It was proposed that, mutatis mutandis, the interactive activation network we 
had implemented might be able to simulate the errors found in deep dyslexic patients.
To recapitulate, deep dyslexia is an acquired disorder which may be thought of as the 
orthographic analogue of deep dysphasia. Patients with deep dyslexia make semantic errors when 
reading aloud, for example, reading ‘furnace’ as ‘chimney’. They also have greater success with 
concrete words than with abstract words, and have difficulty in reading non-words. It has been 
suggested that deep dyslexia may be due to an impairment similar to that proposed for deep dysphasia 
(Shallice and Warrington, 1987). Others, like Coltheart (1987b), believe that deep dyslexia reflects 
the involvement of the brain’s right hemisphere during reading, in compensation for severe damage to 
the left cerebral hemisphere, which mediates normal reading.
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In order to represent the additional linguistic knowledge needed to simulate the disorder, we 
added a new pool of ten units to the original deep dysphasia network. The units represented context- 
specific orthographic information; in other words, each unit represented a written letter existing either 
at the onset, the middle or the final position of a word. The orthographic units were connected 
bidirectionally to the pool of lexical units (Figure 4.7).
Semantic Nodesoooooooooooooooooooooooooooooooooooooooooooooooooooooooooo
Lexical
Nodes
/h/j {/m/j ( /Ic/ ) ( /d/ ) { /f/ ) ( /!/ ) (/æ/) ( /W ) ( /t/ ) ( /g/ H M C D
Orthographic NodesPhonological Nodes
Figure 4.7. An adaptation of Dell and O’Seaghdha’s (1991) interactive activation network, 
allowing simulation of deep dyslexia. All connections in the network are bidirectional.
Three computer programs were implemented in order to analyse the behaviour of the network. 
The first program was similar to the interactive deep dysphasia simulation program, and allowed the
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user to review dynamically the effect of parameter changes on the network’s behaviour. The second 
and third programs were equivalent to the batch-processing version of the deep dysphasia simulators. 
Once again, they allow the user to vary a specific parameter over a range of values in order to 
determine the effect of this variation on the propagation of activation through the network. Two 
programs were implemented instead of one, in order to simulate both reading and writing.
The simulation programs were used to assess the ability of the new network to model specific 
symptoms of deep dyslexia. In a review of the syndrome, Coltheart (1987b) documents the 
characteristic symptoms of deep dyslexic patients. Analysis of the corpus of linguistic errors of 22 
English- and Japanese-speaking patients shows that the two predominant symptoms are the 
production of semantic errors in reading aloud, and the production of visual errors (the orthographic 
equivalent of formal errors). 100% of patients in the corpus produced semantic errors, while 77% 
demonstrated visual error production. In order to assess the model’s capabilities, reading simulations 
were undertaken. Here, the orthographic units for the word ‘cat’ are activated, and the network’s 
activation state is allowed to iterate for a fixed number of time steps before analysing the most highly 
activated phonemes. A semantic error in reading would be understood if the phonemes for ‘dog’ 
were more activated than those for ‘cat’, while a visual error would be represented by a high 
activation for the phonemes in ‘mat’ or ‘hat’.
All the network parameters were modified over a range of values using the reading simulation
%program in order to ascertain whether the model could produce the errors associated with deep 
dyslexia. The results of the two most successful simulations, which concentrated on the decay rate 
parameter and the noise factor, S2, are shown in Table 4.9. The values of the other network 
parameters adopted in the simulations are also given. It should be noted that two additional 
modifiable parameters were included in the deep dyslexia simulation programs: the external input 
strength, and the lexical selection boost value. The former defines the strength of external input to 
the semantic or orthographic units in the network, while the latter allows specification of the amount
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of boosting activation given to the most highly activated lexeme unit during lexical selection. The 
actual boost given is the product of this value and the external input strength.
Parameters
Connection strength 
Decay rate 
Rate
Intrinsic noise
Noise from activation
Number of trials
Shared weight increase factor
External input strength
Boost value for lexical selection
0.1
0.4 (noise simulation), 0.8 (decay rate simulation)
10 time steps per selection 
0.01
0.18 (decay rate simulation), 0.225 (noise simulation) 
1,000
3.0
10.0 
9.0
Parameter
Settings
Correct
(cat)
S
(dog)
V N S-»N S~>V
(mat, hat) (log, fog)
Decay rate simulation 
{decay = 0.8)
0.573 0.089 0.005 0.333 0.018
Activation noise simulation 0.677 0.024 0.072 0.227 0.006 0
{S2 = 0.225)
Table 4.9. Error proportions produced by two simulations using our interactive activation 
model of deep dyslexia. In the first simulation, the decay rate parameter was varied in order 
to assess its relevance to the activation state. The second simulation focused on parameter 
S2, wliich is used to modify noise based upon the units’ activation.
Examination of the simulation output data shows that the model does produce some semantic 
errors in the reading simulation, and that it also can produce visual errors. The proportion of 
semantic errors produced increases slowly as the decay rate is increased, and peaks when the 
parameter reaches a value of 0.9. In the case of visual errors, as the decay rate is increased, the 
number of errors decreases to reach a minimum with the parameter at a value of 0.3. For values 
greater than this, the number of visual errors begins to increase again.
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The model is thus able to produce some of the characteristic symptoms of deep dyslexia, and this 
may be explained using similar arguments to those presented in the previous section on the model of 
deep dysphasia: the errors can be described in terms of a pathologically high decay rate, or perhaps as 
a result of excessive noise within the system. However, the model also produced an excessively high 
proportion of neologisms during the simulations; analysis of the error coipus shows that neologistic 
errors are rare among deep dyslexies. We were unable to significantly reduce the number of 
neologisms produced without adversely affecting the proportion of semantic errors made by the 
network. It may be that the addition of the pool of orthographic units adds a certain extra stability to 
the model, which tends to counteract the emphasis placed on the shared semantic unit for ‘dog’ and 
‘cat’. It should be possible, however, to improve upon our results in the future by increasing the 
number of shared semantic features between these two lexical items, thus accentuating the importance 
of the semantic link. This approach was used successfully by Martin et al. in their initial simulation 
work.
4.7 Conclusions
The account of N.C.’s deep dysphasia provided by Martin et al. (1994) is of interest to us for 
three main reasons. Firstly, it is a network-level model of a language disorder which accounts for 
patient data both quahtatively and quantitatively. Many recent studies involving the connectionist 
modelling of linguistic dysfunction have attempted to account for the symptoms of specific disorders 
(e.g. Farah and McClelland, 1991; Plant and Shallice, 1993a). However, few simulations have 
managed to reproduce the specific proportions of errors produced by an individual patient. Secondly, 
the interactive activation network appears to provide both synchronic and diachronic accounts of 
N.C.’s disordered naming and repetition. Thirdly, the work represents an attempt to move away from 
the so-called ‘discrete stage models’ of language processing (cf. Morton, 1969; Patterson and 
Shewell, 1987; Levelt et a l ,  1991a), and describes deep dysphasia as a ‘parametric’ disorder affecting 
the language processing system as a whole.
109
Although Martin and her associates have shown that their decay rate hypothesis can account for 
both synchronic and diachronic trends in NiC.’s data, they do note that there is room for some 
improvement in their model. The most important of these concerns the simulation of the patient’s 
impaired repetition. Despite their demonstration that an increase in the model’s decay rate parameter 
results in a rise in the relative rate of semantic errors in repetition, it appears that their model does not 
achieve a very close fit to the patient data. Moreover, the model cannot satisfactorily simulate the 
repetition of non-words.
One aspect of our analysis which has been of particular interest to us concerns modification of the 
connection strength and ‘shared weight increase factor’ parameters. In section 4.4, it was 
demonstrated that certain trends within the patient data could be reproduced by providing suitable 
values for these parameters. The fact that we were able to provide alternative fits to the patient data 
through two distinctly connection-related parameters led us to conclude that the importance of the 
inter-layer connections in the original interactive activation model may have been underestimated by 
the authors. In other words, Martin et al. have focused primarily on damage to activation levels 
within layers, rather than damage to links between layers.
We have already stated that our aim has been to compare the simulation abilities of network-level 
and nervous system-level architectures. In this respect, we have used the results of the analysis 
documented in this chapter to suggest a number of potential areas for improvement, which we have 
incorporated into our nervous system-level exploration of language disorder simulation (see Chapter 
Five). These include:
(i) Improved simulation of normal and impaired repetition, including non-word repetition; as we 
have seen, the Martin et al. model cannot simulate repetition particularly well.
(ii) Simulation of language disorders without the need for ad hoc variation of customised network 
parameters.
(iii) Construction of a larger connectionist architecture, with the ability to store a greater number of 
lexical items than the six lexemes in the original model.
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(iv)The ability to systematically lesion connections between layers, in addition to damaging the 
layers themselves. This would enable us to carry out a more thorough investigation into the 
importance of these connections in language disorder simulation,
(v) Selection of mathematically well-grounded connectionist architectures which have acquired a 
body of knowledge via a process of training, rather than through ‘pre-wiring’ of connection 
weights, as is generally the case with interactive activation networks.
The use of interactive activation models, which are pedagogically easy to explain and understand, 
and which have been applied to a range of subject specialisms, is commendable for the categorisation 
of patient data and for understanding the various intricacies of data as complex as the output of an 
aphasie patient. However, we are not clear about the status of these parameters, and in particular, 
how one can relate their values to the flow of information in the human brain. The theoretical 
formulation of the interactive activation model, based on inhibitory and excitatory interactions 
between units, does not help us in the interpretation of, say, the decay rate parameter. More 
specifically, it does not enable us to appreciate whether one value of the decay rate parameter is better 
than another. For us, at least, the situation has been somewhat exacerbated by the fact that we 
obtained adequate fits to N.C.’s naming data by varying what were, admittedly, some ancillary 
parameters.
I l l
Chapter Five
Multi-network language disorder simulation
5.1 Introduction
Our analysis of the Martin et al. account of deep dysphasia demonstrated that variation of the so- 
called ‘shared weight increase factor’, used to control the strength of connections between lexical and 
shared semantic units, provided an alternative fit to the patient data. Although the parameter is only 
mentioned in passing by Dell, Martin and others, it was clear that ad hoc modification of the 
connections between the lexical and semantic layers in the original model led to the production of 
semantic paraphasias, neologisms and other errors. Our interest in this parameter led us to examine 
the possibility of implementing an alternative connectionist account of language processing, in which 
the connections between lexical-semantic and phonological memory could be instantiated using a 
separate network architecture. This would enable us to independently assess the effects of damage to 
these connections.
It is useful to recall at this point that connectionist simulations of disordered language are usually 
carried out at a network level, to use Kohonen’s (1990b) terminology, insofar as they are based on 
homogeneous, single-architecture models. By way of example, both Martin et al. (1994) and Harley 
and Mac Andrew (1992) have based their simulations on interactive activation networks, while Hinton 
and Shallice (1991), and more recently Mayall and Humphreys (submitted), have used back- 
propagation architectures to simulate reading disorders. Our investigation of the ‘shared weight 
increase factor’, as well as other parameters such as connection strength, suggested the utility of 
approaching the simulation of language disorder, not at the network level, but at the nervous system 
level. In other words, by selecting a neural model in which multiple and potentially disparate 
networks are interconnected, it would be possible to differentiate between the semantic-lexical and 
phonological components of the language processing system, and the connections between them.
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Such an approach would, in our view, allow more complex phenomena to be simulated than would be 
possible using a network-level model.
In order to investigate this hypothesis, we have developed a connectionist language disorder 
simulation system in which entire connectionist networks, rather than layers or pools of units, can 
been used to represent and manipulate semantic-lexical and phonological knowledge. Each network 
in the system has been chosen according to the nature of task to be modelled, and may therefore differ 
from other networks in terms of its topology or learning algorithm. The selected networks have then 
been interconnected to form a complex modular architecture which can accept multiple forms of input 
and perform more advanced operations on this input than a single network architecture alone.
Our discussion of multi-network architectures and their use in language disorder simulation is 
divided into three main sections. In the first section, we present a description of the simulation 
system, documenting each of the individual connectionist architectures which have been chosen to 
simulate aspects of language processing, and how the system may be used to simulate normal and 
impaired language production. In the second and third sections, we describe our attempts to simulate 
two language disorders, one progressive (semantic dementia) and one acquired (deep dysphasia), by 
lesioning specific system components. In the case of deep dysphasia, the results of our simulations 
are compared with the existing disorder model presented in the previous chapter.
5.2 Towards a workbench for language disorder simulation
In order to assess the suitability of modular connectionist architectures for the simulation of 
language impairment, we have implemented LISA, a connectionist Language impairment Simulation 
Architecture (Figure 5.1). LISA is a simulation system which may be seen as a partial computational 
mapping of the functional architecture of the language processing system described in Chapter Three. 
More specifically, LISA focuses on that part of the functional architecture which mediates single­
word spoken language. The system is based upon a modular connectionist architecture, consisting of 
three Kohonen maps, three networks of Hebbian connections, and a Madaline network. LISA allows
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the user to lesion one or more of these connectionist networks, and subsequently to assess the effects 
of this damage on the system’s ability to produce single-word spoken output.
•J ©  University of Surrey
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Figure 5.1. LISA provides a number o f options allowing the user to train and lesion 
connectionist networks, and to simulate common tasks in cognitive neuropsychological test 
batteries.
5.2.1 LISA: an Implementational overview
LISA was developed initially on a Sun SparcStation 10 running SunOS 4.1.3, and was later 
ported to Sun’s new operating system, Solaris 2.4. Design, implementation and testing of the 
simulation system took approximately one year to achieve. The source code was written using both 
Sun Pascal and Sun C. Pascal was the language of choice for the routines used to train and lesion the 
modular connectionist architecture, as it was felt that the source code would be easier to read and 
maintain by future users. The graphical user interface was coded in C, which facilitated access to the 
OSF/Motif widget set (version 1.2.3) used to build the interface.
As a simulation system, LISA shares a number of features with general-purpose connectionist 
simulation applications such as the Stuttgart Neural Network Simulator (Zell, 1994). Thus, it 
provides a choice of input files, a diversity of neural architectures, and graphic visualisation of 
network states. Furthermore, users can specify training regimens, save the results of simulations and 
so on. However, LISA differs from other currently available systems in two important respects: first,
114
it provides facilities for simulating complex cognitive phenomena through a multi-network 
architecture; second, it enables the user to systematically damage individual networks.
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Phonological Output Lexicon (State) 
Semantic System (State)
Phonological I/O Conversion Network (State) 
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Figure 5.2. Options available in LISA under the (a) File, (b) Train, (c) Display, (d) Consult, 
and (e) Simulate menus.
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LISA provides the user with two primary sets of operations. The first set allows a modular 
connectionist model of language production to be trained and assessed. This enables analysis of the 
effects of factors such as network scaling, representation schemata and length of training on the 
model’s ability to produce unimpaired spoken output. The second set of operations enables the user 
to systematically damage system components, and then to perform simulations of cognitive 
neuropsychological tasks (see Figure 5.2). The results of these simulations may then be analysed in 
order to gauge the system’s ability to account for disorders of spoken language. We have attempted 
to simulate one progressive and one acquired language disorder through damage to LISA’s modular 
architecture; the results of these simulations are provided below.
As we have stated, LISA is based upon that part of the language processing system which 
mediates spoken language. Incoming speech is assumed to have been pre-processed by some form of 
auditory analysis system, which might convert frequency-based information detected by the ear-drum 
into an internal phonemic form for use by the system. Similarly, a second internal phonemic 
representation, expressing the intended spoken output of the system, would be passed to a post­
processing component which would convert the information into a series of motor instructions for 
subsequent articulation. For the sake of simplicity, neither the auditory analysis stage nor the 
articulatory system have been realised within LISA, although implementation of these components 
may be undertaken in the future.
As a result, the modular architecture of LISA contains components which simulate those routes 
and modules within the functional architecture that deal exclusively with the internal processing of 
phonological and semantic-lexical information: the phonological input lexicon, the semantic system, 
the phonological input-output conversion module, the phonological assembly buffer, and all 
interconnecting unidirectional and bidirectional routes. The components of the language processing 
system incorporated into LISA are depicted in Figure 5.3.
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Figure 5.3. A cognitive neuropsychological model o f single-word language processing. The 
components o f the functional architecture lying within the shaded rectangle have been 
implemented in LISA.
Each route or module within the original neuropsychological model has been replaced with a 
connectionist network whose topology and learning algorithm have been selected on the basis of their 
suitability for simulating particular linguistic tasks. Self-organising networks, for example, have
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been used to implement the phonological and semantic-lexical memories (the phonological input and 
output lexica and the semantic system), due to their ability to extract features from training data and 
form topology-preserving maps of linguistic knowledge according to the inherent similarities and 
differences between individual items of knowledge. The bidirectional connections between these 
memories have been implemented using Hebbian networks, which quickly learn to associate disparate 
types of information through simultaneous synaptic excitation. A linear associator network 
(Madaline) has been used to instantiate the phonological input-output conversion module, since the 
mapping function between the phonological input to, and output from, the module is linear in nature. 
Figure 5.4 shows how the seven connectionist networks forming LISA’s modular architecture are 
interconnected.
Input from 
Auditory Analysis Perceptual/Conceptual Input
Phonological 
Input Lexicon Hebbian
netw ork
Kohonen map
Phonological 
Input - Output 
Conversion
Semantic
SystemHebbian
network
Kohonen mapM adaline
Phonological 
Output Lexicon Hebbian
network
Kohonen map
Output to 
Articulatory System
Figure 5.4. LISA’s modular connectionist structure, showing inputs to, and outputs from, 
the system.
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5.2.2 Selection of ‘appropriate’ network architectures
In our definition of a modular connectionist architecture (or a nervous system-level model to use 
Kohonen’s (1990b) terminology), we stated that each independent connectionist network in the 
architecture should be selected on the basis of its ability to perform a required task. In the case of our 
simulation system, three main functions are to be simulated:
(i) Storage of conceptual and phonological knowledge (the phonological input-output lexica and the 
semantic system);
(ii) Translation between internal representations of input phonology, semantics and output phonology 
(the links between the phonological input and output lexica and the semantic system);
(iii) Direct mapping of input phonology onto output phonology for the repetition of non-words (the 
phonological input-output conversion route).
Three specific connectionist architectures have been chosen to simulate these three primary functions. 
Our selection criteria are discussed in this section.
Simulation o f semantic and phonological memory
We have already mentioned that self-organising Kohonen maps have been used to instantiate the 
phonological input and output lexica and the semantic system. Our main reason for selecting this 
architecture stems from its capacity to extract key features from the training data and categorise the 
data on the basis of these features. Warrington (1981b), amongst others, has suggested that the 
semantic lexicon may be organised by category. Through a process of unsupervised learning, a 
Kohonen map’s weight matrix is modified so that specific features within the training data are 
associated with areas of the network’s Kohonen layer. Figures 5.5 and 5.6 demonstrate how self­
organisation takes place as the phonological input lexicon is trained. Initially (Figure 5.5), the 
network’s internal weights are set to pseudo-random values, and phonemic representations of words 
are indiscriminately mapped to unrelated areas of the Kohonen layer. However, as training takes 
place, regions of the network become associated with statistical regularities in the training data. This
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leads to the organisation of words in the Kohonen layer on the basis of their similarity to one another, 
in terms of both length and constituent phonemes. In Figure 5.6, one can see that words with few 
phonemes tend to occupy the bottom left-hand comer of the map, while longer words occupy the 
periphery to the top and right. Within these areas, similar words tend to be associated with adjacent 
units; thus, ‘tomato’ and ‘potato’ are particularly proximate, as are ‘pear’, ‘chair’ and ‘hair’.
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Figure 5.5. The state o f the phonological output lexicon after just two epochs o f training.
Initially, items o f training data are randomly distributed across the Kohonen map.
The classification of training data achieved through application of the Kohonen self-organising 
algorithm is even more marked in the case of the semantic system (see Figures 2.12 and 6.2). During 
the initial stages of training, when the learning rate is set to a relatively high value, larger regions of 
the lexicon become associated with broad features within the training data, resulting in division of the 
two-dimensional Kohonen layer into areas corresponding to superordinate conceptual categories. As 
training proceeds and the learning rate is reduced (as is the case with Kohonen learning), concepts are 
organised within these areas on the basis of finer distinctions in the training data. The hierarchical 
organisation is particularly noticeable for abstract concepts. It is apparent that after self-organisation, 
the semantic system can be divided into two areas associated with concrete and abstract conceptual
120
representations. Within the region corresponding to abstract semantics, there are specific areas 
associated with positive, negative and ‘neutral’ concepts. One can see, therefore, that the advantage 
of using the Kohonen self-organising architecture is that conceptual categorisation is obtained 
automatically through repeated presentation of training data. In other words, there is no need on the 
part of the modeller to resort to traditional symbolic AI techniques (cf. Winston, 1992) in order to 
manually encode the complex relationships between conceptual representations.
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Figure 5.6. After approximately 6,000 epochs o f training, the Kohonen self-organising 
algorithm has modified the network’s weight matrix so that specific features within the 
training data are consistently mapped to areas of the Kohonen layer.
A second feature of the Kohonen network architecture which has led to its use in the simulation 
of human memory relates to the issue of neurobiological plausibility. The architecture was devised 
by Teuvo Kohonen in an attempt to model the associative memory and adaptive learning 
characteristics of the human brain (Kohonen, 1990a; Beale and Jackson, 1990). Kohonen noted that 
specific localised areas of the cerebral cortex are consistently associated with functions such as motor 
control, language production and vision. Moreover, it was noted that within these areas there exist 
further structures representing internal mappings of response from sensory organs. One particular
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example of this organisation may be seen in the perception of sound. In the ‘tonotopic map’, adjacent 
neurons respond to similar frequencies in a sequence from low to high pitch (Freeman and Skapura,
1991). Weight updates in the Kohonen map mirror the process of self-organisation seen in the 
development of ordered feature maps, such as the tonotopic map, in the human cerebral cortex.
Kohonen maps have already been used to store and categorise semantic and phonological 
knowledge. For instance, both Schyns (1991) and Abidi (1994) have presented simulations of 
concept acquisition, in which self-organising maps are used to model semantic memory. Ritter and 
Kohonen (1989) and Zurada (1992) have also discussed the implementation of semantic maps, while 
Kohonen (1990a) has constructed a speech recognition system, described as a ‘phonetic typewriter’, 
using a similar network to store representations of phonemes. Our own motivation for selecting the 
Kohonen architecture in order to simulate phonological and semantic memory has, as with these 
preliminary investigations, stemmed from its self-organisation capabilities and its elementary 
neurobiological plausibility.
Associating semantic and phonological memory
In order to capture the relationships between representations of words and concepts in the 
phonological and semantic lexica, and to avoid the need for parameters such as the ‘shared weight 
increase factor’ mentioned in our analysis of the Martin et al. model, we have made use of networks 
consisting of simple Hebbian connections. Our choice of architecture in this respect is intuitive: we 
assume that associations between concepts and words are formed over time by humans as a result of 
repeated, simultaneous perception of objects and their names. At the neural level, such associations 
are embodied by the notion of Hebbian learning:
“When an axon of cell A is near enough to excite a cell B and repeatedly or persistently 
takes part in firing it, some growth process or metabolic change takes place in one or both 
cells such that A’s efficiency, as one of the cells firing B, is increased.” (Hebb, 1949:50)
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Simulation of the links between the phonological input and output lexica and the semantic system 
has been achieved by connecting the units in the Kohonen layers of the three lexica such that each 
unit in any one lexicon is connected to all the units in the other two. Associations between units are 
created as follows. Initially, the semantic or phonemic feature vectors to be associated are presented 
to the input layers of two Kohonen maps. Activation is allowed to spread through the weighted 
connections in the two networks, resulting in a pattern of activation in the Kohonen layers. If the 
networks have been correctly trained, the most highly activated units will correspond to the words or 
concepts to be associated. Weights on connections between the two networks are then updated 
according to the following equation for Hebbian learning (Rumelhart et a l ,  1986c):
where w.. is the weight on the connection between units i and j , a and o are their respective activation 
states, and T) is a learning rate parameter. The Hebbian learning process is repeated a number of 
times, until associations between all items of training data have been established.
Hebbian learning represents one of the simplest techniques for associating related units in two 
Kohonen maps. It also affords some degree of neurobiological plausibility, in that the weight update 
function is based on an (albeit simplified) model of synaptic plasticity in human neural structures. 
Abidi (1994; see below) has successfully simulated the development of associations between words 
and concepts in children using an architecture similar to our own. However, a slightly more 
advanced weight update technique has been used in our own implementation.
Simulation o f non-word repetition
As we mentioned in Chapter Three, it has been hypothesised that non-word repetition is mediated 
by the so-called ‘phonological input-output conversion route’. In order to instantiate this route 
computationally, our assumption has been that the relationship between the internal representations of
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incoming and outgoing phonology may be seen as linear in nature. In other words, when a non-word 
or pseudo-word is repeated, each phoneme perceived by the auditory system should directly 
correspond to a second phoneme passed to the articulatory system. This linear association process 
results in the echoing of the word provided as a stimulus.
We have used a Madaline network (Widrow and Steams, 1985; Winter and Widrow, 1988) to 
simulate the mapping from incoming to outgoing phonology. The reasons for this aie two-fold. 
First, the Madaline architecture may be classified as a linear associator (Churchland and Sejnowski,
1992), and is therefore particularly suited to simulation of a linear mapping process. Through a 
process of supervised learning, weights between the input and output layers of the network are 
modified in order to capture the relationship between input and output phonemic representations. 
Second, the Madaline is, to some extent, more neurobiologically plausible than other candidate 
architectures. It would have been possible to simulate the non-word repetition route using a back- 
propagation network. However, since the relationship between input data and output data is assumed 
to be linear in nature, there is no need to employ techniques such as back-propagation of error in 
order to locate the point in weight-space corresponding to the required mapping function. By 
avoiding the need for back-propagation, we can evade much of the criticism concerning 
neurobiological plausibility which has been raised against other connectionist models of cognitive 
function or dysfunction.
Although the Madaline network has been trained on the same data as the phonological input and 
output lexica, it cannot be considered to be a lexical system. This is because the network has been 
taught to map any incoming phonological representation of a word or non-word onto an identical 
outgoing phonological representation. In other words, the Madaline functions as an autoassociator. 
Table 5.1 summarises the performance of the network after training, for both ‘real’ words (i.e. words 
which are represented in the system’s phonological and semantic lexica) and non-words. It can be 
seen that the network provides a correct response for either form of stimulus.
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Input to Madaline Input representation Output from 
(constituent phonemes) Madaline
Root mean 
squared error
Obtained from training data
broom
pear
train
Previously unseen input
tiger
ship
hate
wug
krath
9
b r o o m  
p ere 
t r e y n
t a i g e '  
ship 
hey t 
wuhg  
k r a th 
dh e’ zh iy
b r o o m  
p ere 
t r e y n
t a i g e '  
ship 
hey t 
wuhg  
k r a th 
dh e’ zh iy
0.00076
0.00084
0.00086
0.00391
0.00079
0.00085
0.00081
0.00082
0.00116
Table 5.1. Output from the phonological input-output conversion network after training.
The network correctly autoassociates both previously encountered and novel stimuli.
5.2.3 Configuration of LISA for language disorder simulation
Prior to our simulation experiments, the dimensions of LISA’s component networks were 
configured in order to provide suitable capacity for recollection of ninety-five training vectors (see 
Annex A). After configuration, the modular network structure comprised a total of 2,135 processing 
elements and 160,587 weighted connections. Table 5.2 provides a summary of the network 
topologies used in our simulations. The entire system took approximately six and a half hours to 
train. Each component was trained separately, and in a sequence which ensured that the Kohonen 
maps were trained before the Hebbian networks. This is because the Hebbian networks, as described 
above, are taught to associate patterns of activation in the Kohonen layer of one self-organising map 
with corresponding patterns of activation in a second Kohonen layer. It is therefore necessary to train 
initially the Kohonen maps to produce correct responses to input stimuli, so that the training data of 
the Hebbian networks is correct in turn. General information covering the training of LISA’s seven 
networks is supplied in Table 5.3, while Table 5.4 provides additional information on the Kohonen
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map training parameters. Examination of these tables confirms that we have selected fairly standard 
values for each of the training parameters.
Network Number of Number of Number of Number of
input units output units Kohonen units connections
Phonological input lexicon 6 N/A 225 1,350
(Kohonen map)
Phonological output lexicon 6 N/A 225 1,350
(Kohonen map)
Semantic system 20 N/A 225 4,500
(Kohonen map)
Phonological input-output 42 36 N/A 1,512
conversion network
(Madaline)
Connections between P.I.L, and S.S. 225 225 N/A 50,625
(Hebbian network)
Connections between P.I.L. and P.O.L. 225 225 N/A 50,625
(Hebbian network)
Connections between S.S. and P.O.L. 225 225 N/A 50,625
(Hebbian network)
Total: 749 711 675 160,587
Table 5.2. Configuration information on the seven connectionist networks in LISA’s 
modular architecture. Abbreviations used: P.I.L. = phonological input lexicon; P.O.L. = 
phonological output lexicon; S.S. = semantic system.
The lexical route within LISA, which connects the phonological input lexicon, the phonological 
output lexicon and the semantic system, is based on a type of modular architecture originally 
developed by Raza Abidi at the University of Surrey (Abidi, 1994). In his connectionist model of the 
‘critical period’ in child language development, named ACCLAIM, two Kohonen maps have been 
trained to function as a ‘Conceptual Lexicon’ and a ‘Word Lexicon’. Bidirectional Hebbian
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connections have been trained to map the first words of a child studied by Bloom (1970) to their 
associated conceptual representations. The use of these Hebbian connections provides an innovative 
method for inducing a pattern of activation in the Kohonen layer of one self-organising map by 
propagating activation from the Kohonen layer of another. In this respect, the architecture bears some 
resemblance to the counterpropagation network devised by Robert Hecht-Nielsen, in its use of 
competitive learning and Hebbian instar and outstar units to associate vectors presented to the two 
input layers (Hecht-Nielsen, 1990).
Network Number of training 
epochs required
Initial value of learning Final value of learning
rate rate
Phonological input 
lexicon
Phonological output 
lexicon
Semantic system
Phonological input- 
output conversion 
network
Hebbian connections 
between P.I.L. and S.S.
Hebbian connections 
between P.I.L. and 
P.O.L.
Hebbian connections 
between S.S. and P.O.L.
6,000
6,000
6,000
2,457
10
10
10
0.6
0.6
0.5
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
Table 5.3. The values of general training parameters for the seven connectionist networks. 
The serial order of training of the networks mirrors the physical ordering of the table: the 
phonological input lexicon was trained first, while the Hebbian connections between the 
semantic system and the phonological output lexicon were trained last.
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Kohonen map Initial neighbourhood Neighbourhood reduction
size epochs
Phonological input lexicon 6 800
Phonological output lexicon 6 800
Semantic system 5 900
Table 5.4. Additional training parameters for the three Kohonen maps.
5.2.4 Simulation of naming and repetition
LISA allows the user to simulate two types of language-based task: naming and repetition. These 
tasks have been selected for two reasons. Firstly, both forms of linguistic assessment are common in 
cognitive neuropsychological test batteries, such as the Boston Diagnostic Aphasia Examination 
(Goodglass and Kaplan, 1983) and the Western Aphasia Battery (Kertesz, 1982). Secondly, a number 
of connectionist simulations of both normal and impaired naming and repetition have been 
documented in the literature, such as the interactive activation account of deep dysphasia discussed in 
the previous chapter. The provision of naming and repetition simulation options in LISA enables 
comparison of the system with other simulations based upon damaged connectionist architectures.
Naming
In a typical naming test, a patient will be shown pictures of common objects and will be asked to 
name them. One example of a naming test is that of Snodgrass and Vanderwait (1980), in which the 
patient is presented with 260 line drawings of objects drawn from a number of semantic categories, 
and is required to provide their names. A similar naming procedure occurs in LISA; the system is 
‘shown’ a concept and produces a ‘spoken’ response. The flow of information through the modular 
architecture in a typical naming simulation may be summarised as follows:
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(i) The system is presented with the concept to be named. Initial perceptual stages are assumed to 
have been carried out at this stage, i.e. the visual stimulus has been correctly processed, resulting 
in a pattern of activation in the cognitive system corresponding to the object to be named. 
Because there is no visual component to the simulation system, the semantic vector for the 
stimulus object is presented directly to the input layer of the Kohonen map corresponding to the 
semantic system.
(ii) The stimulus invokes a pattern of activation in the Kohonen layer of the semantic system, and the 
unit whose weight vector has the least distance from the supplied input vector is calculated. This 
unit represents the output from the semantic system.
(iii) Activation then propagates from the winning unit in the semantic system, through weighted 
Hebbian connections, to engender a pattern of activation in the Kohonen layer units of the 
phonological output lexicon.
(iv) The most highly activated unit in the Kohonen layer of the phonological output lexicon is 
selected. If, through training, this unit has come to represent a specific word, the phonemes for 
that word are read from a look-up table and are subsequently output as the response of the system 
to the stimulus. If, however, the most highly activated unit is unoccupied, that is, it does not 
represent any word, the system is deemed to be unable to produce a valid name. This is classed 
as a “don’t know” response. When this occurs, the system is then made to produce a valid 
response by providing the phonemes corresponding to the most highly activated unit in the 
Kohonen layer of the phonological output lexicon which does represent a valid word.
Naming therefore involves three components of the modular connectionist architecture: the semantic 
system, the phonological output lexicon, and the route between them. In a complete simulation of 
naming in LISA, the architecture is presented with the semantic vectors for all 95 recognised 
concepts, and the responses of the system are noted. The total numbers of semantic and phonological 
paraphasias, “don’t know” responses and other errors are also recorded.
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Repetition
Repetition simulations in LISA are necessarily more complex than naming simulations, in that 
information (activation) may propagate along more than one route through the simulation system. In 
this respect, LISA shares some similarity with multiple-route connectionist accounts of language 
processing such as the dual-route model of reading aloud described by Coltheart et a l  (1993). In a 
standard repetition test, the examiner will utter a series of words or non-words, and the patient will be 
required to repeat them. Similarly, in a repetition simulation, a set of recognised word and non-word 
stimuli will be presented to LISA in a phonemically encoded form, and the system will produce a 
response equivalent to an attempt at repetition. The processing stages involved in LISA’s repetition 
of a single word stimulus are as follows:
(i) The system is presented with the word or non-word to be repeated. Again, it is assumed that a 
prior auditory analysis stage has converted the string of phonemes representing the stimulus into 
an internal phonemic form which may be presented to the language processing system. If the 
stimulus is a recognised word, i.e. a word which has associated entries in the phonological input 
and output lexica and the semantic system, the phoneme codes for the word are obtained from a 
look-up table. For a non-word stimulus—a word which does not figure in any lexicon—the user 
is required to provide a phonemic representation which is then encoded by the system.
(ii) The phonemically encoded stimulus is passed to the non-lexical route through the simulation 
system, and is initially presented to the input layer of the Madaline network used to simulate 
phonological input-output conversion. Activation passes from the input layer along weighted 
connections, resulting in a pattern of activation on the units in the network’s output layer. The 
activation state is converted into a second phonemic encoding representing the output from the 
non-lexical route.
(iii) Simultaneously, the stimulus is copied into the input layer of the self-organising map 
representing the phonological input lexicon, and activation is allowed to spread to the network’s 
Kohonen layer, where the winning unit is calculated as described above.
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(iv) The winning unit provides input to the network of Hebbian connections between the phonological 
input lexicon and the semantic system, and a pattern of activation is engendered in the Kohonen 
layer of the latter, where the winning unit is again calculated.
(v) The activation of this winning unit provides input to the Hebbian connections between the 
semantic system and the phonological output lexicon. Similarly, the most highly activated unit 
in the phonological input lexicon is supplied as input to the Hebbian connections between itself 
and the phonological output lexicon. Activation propagates via these two Hebbian networks to 
the Kohonen layer of the phonological output lexicon where the patterns of activation are 
summed, resulting in an activation state which combines the influence of both routes. As with 
naming simulations, the winning unit in the phonological output lexicon is selected and the 
phonemic encoding corresponding to this unit is read from a look-up table (assuming that the unit 
represented some valid word).
(vi) At this stage, the phonemically encoded stimulus has passed through three distinct routes: a non- 
lexical route, in which input phonology has been directly mapped onto output phonology via the 
phonological input-output conversion network; a lexical, non-semantic route where activation has 
propagated from the phonological input lexicon to the phonological output lexicon; and a lexical- 
semantic route, in which activation has spread from the phonological input lexicon to the 
phonological output lexicon via the semantic system. A response to the stimulus must now be 
calculated. If the output from both the lexical and non-lexical routes matches, the system outputs 
the consensus response from the two routes. If, however, the output from the routes does not 
match, the system outputs the response from the lexical route if the original stimulus was a 
recognised word, or the response from the non-lexical route if the original stimulus was a non­
word.
In a complete simulation of repetition, a set of 145 individual stimuli are supplied as input to the 
system. The set comprises the 95 words appearing in LISA’s lexica, plus 50 non-words including 
both nonsense words and valid English words do not have lexical entries. Each attempt at repetition
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of a word is assessed, and, once again, the numbers of semantic, phonological, neologistic and other 
errors are noted.
5.3 Simulation of a progressive language disorder
The ability of our multi-network system to simulate aspects of language dissolution has been 
assessed by attempting to produce the dominant symptoms of two language disorders, one 
progressive in nature and the other acquired through brain trauma. In this section, we discuss the first 
of these disorders: semantic dementia.
5.3.1 Semantic dementia
Semantic dementia, as previously stated in Chapter Two, is a language disorder characterised by 
‘fluent dysphasia with severe anomia, progressing to a stage of virtually complete dissolution of the 
semantic components of language’ (Hodges et a i ,  1992). ‘Fluent dysphasia’ implies that the 
semantic dementia patient has no problem in producing fluent linguistic output, yet it is clear that the 
language produced is incorrect. ‘Severe anomia’ indicates that the patient demonstrates considerable 
word-finding problems.
In terms of aetiology, patients with semantic dementia normally reveal some degree of cerebral 
atrophy in brain scans, often in the temporal lobes (Hodges et a l ,  1994). For this reason, the disorder 
has often been diagnosed as either Pick’s disease or dementia of Alzheimer type (DAT), since both 
are associated with primary cerebral atrophy. However, in addition to loss of semantic knowledge, 
DAT patients typically demonstrate impairment of episodic memory concomitant with problems in 
other cognitive domains, unlike semantic dementia patients (Snowden et a l ,  1989). Similarly, 
patients with Pick’s disease usually display personality and behaviour impairments in addition to 
aphasia (Poeck and Luzzatti, 1988). Consequently, semantic dementia is perceived by a number of 
neurologists to be a disorder in its own right, since episodic memory and other cognitive functions are 
generally spared.
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Symptom Explanation
Loss o f  semantic 
knowledge
Word-finding difficulties
Semantic errors 
in naming
Object recognition 
problems
Preservation o f  other 
linguistic abilities
Mild surface dyslexia
In both verbal and non-verbal tasks, the patient generally demonstrates 
an impoverished knowledge of living things and inanimate objects 
(Saffran and Schwartz, 1992).
The patient demonstrates, for example, problems in providing names for 
common objects either to confrontation or from description. Both 
comprehension and naming abilities deteriorate over time through loss of 
receptive and expressive vocabulary, pailiculaiiy nouns. In naming tests, 
the patient is frequently unable to provide a response other than “I don’t 
Icnow” or similar (Snowden et a i,  1989).
Patients make meaning-related errors when required to name objects. 
These errors may be category co-ordinates, when the patient’s response 
is from the same semantic category as the target word (e.g. ‘violin’ for 
trumpet). Alternatively, the patient may respond with the superordinate 
category for the target word (e.g. ‘animal’ for lion), or with a generic 
word such as ‘thing’ (Hodges et a l ,  in press).
Patients often fail to recognise the target object in naming tasks (Saffran, 
personal communication).
Semantic dementia patients typically demonstrate relative preservation of 
other linguistic and cognitive abilities. In particular, syntax and 
phonology are not affected by the disorder, and the patient typically has 
good powers of repetition (Hodges et a i ,  1992).
Patients may show an accompanying reading disorder similar to surface 
dyslexia—a more common disorder in which patients are able to read 
aloud regularly-pronounced words, but show impairment in reading 
irregular words (Patterson et a l,  1985; Graham et a l ,  1994).
Table 5.5. Common symptoms of semantic dementia.
The dominant symptoms of semantic dementia include loss of semantic knowledge, difficulty in 
finding words, and errors in naming. Syntax and phonology are apparently not affected by the 
disorder (Hodges et a l ,  1992), since very few phonological paraphasias or neologistic errors are 
produced by semantic dementia patients in naming tasks. Table 5.5 summarises the characteristic 
symptoms of the disorder. In order to produce this table, we analysed a collection of twenty-one
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patient case studies reported in the literature (see Table 5.6). In all cases, patients demonstrated 
impaired semantic comprehension.
Author Patient Semantic Phonemic Repetition Surface
paraphasias paraphasias dyslexia
Warrington
(1975)
Schwartz et al 
(1979)
Pocck and
Luzzatti
(1988)
Snowden et 
0/(1989)
Hodges et al 
(1992)
Graham et al 
(1994)
Snowden et 
al (1994)
A.B.
E.M.
C.R.
W.L.P
M.H.
H.S.
M.W.
S.L.
E.B.
P.P.
P.M.
M.C.
J.L,
E.P.
G.C.
K.E.
N.F.
H.G.
L.B.
Breedin et a l D.M.
(1994)
Snowden et a l W.M.
(in press)
y
y
y
y
y
y
y
y
X
y
X
y
y
uuuu
u
y
y
X
X
y
X
X
X
X
X
X
X
X
X
X
y
N
N
N
N
y
N
y
N
N
N
N
N
N
N
U
N
N
N
N
N
U
y
y
y
uuu
y
y
y
y
y
y
y
y
y
y
y
y
y
y
Table 5.6. A measure of the linguistic impairment in twenty-one semantic dementia patients 
reported in the literature. Patients with a possible diagnosis of Pick’s disease (e.g. Marin et 
al, 1983) have not been included. Symbols: = deficit present; ^ = no deficit; N  = normal;
U ~ data unavailable.
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5.3.2 Results
The aim of our first experiment was to reproduce the characteristic symptoms of semantic 
dementia through damage to one or more components of our simulation system. To reiterate, the 
specific symptoms we sought to reproduce in our simulation work were; semantic errors in naming; 
preserved powers of repetition; deterioration of naming ability over time, with frequent omissions; an 
absence of formal paiaphasias and neologistic errors, i.e. preservation of phonology; occasional 
failure to recognise the target object in naming tasks. We were pai'ticularly interested in simulating 
the progressive aspect of semantic dementia—the loss over time of semantic knowledge, resulting in 
increasing problems in the naming of common objects. In order to simulate the flow of time, we 
progressively increased the amount of damage to each network in the system, starting with very little 
or no damage, and proceeding to total destruction of connectivity.
Having lesioned each of the seven component networks, it became apparent that damage to one 
module only resulted in the pattern of impaired naming yet unimpaired repetition associated with 
semantic dementia. The module in question was the semantic system, which is directly accessed 
during simulation of naming, but is only indirectly accessed in repetition simulation. Figures 5.7 and 
5.8 demonstrate the distinction between simulation of naming and repetition tasks. In Figure 5.7, 
which shows naming, it can be seen that two networks (in the sense of groups of connections) are 
involved in the conversion of semantic knowledge to phonological output: the internal connections of 
the semantic system, and the Hebbian connections between the semantic system and the phonological 
output lexicon. In repetition simulations, as shown in Figure 5.8, five separate networks mediate the 
conversion of incoming phonemic information to outgoing speech: the internal connections of the 
phonological input lexicon and the phonological input-output conversion network, and the three 
Hebbian networks linking the three phonological and semantic lexica. There is a clear distinction, 
therefore, between the internal connections of the semantic system, which are involved in naming, 
and connections between the semantic system and the phonological lexica, which are involved in
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repetition. The only manner in which naming ability may be diminished, whilst retaining the ability 
to repeat words, is therefore to damage the semantic system’s internal connections.
(a) (b)
Semantic
System
Phoneme
Level
Speech Output 
Lexicon
Semantic System
Speech
O  #o e o(Input Layer)
Semantic System 
(Kohonen layer)
Phonological Output Lexicon 
(Kohonen layer)
Internal representation 
of speech
Figure 5.7. A  comparison o f ‘traditional’ and connectionist accounts o f object and picture 
naming; (a) the functional architecture presented by Ellis and Young (1988); (b) the modular 
connectionist account o f naming provided by our simulation system. Not all units or 
connections are shown.
To assess the effects of damage to the semantic system on the simulation of naming, we 
systematically lesioned the internal connections using the ablation technique described in Chapter 
Two. The progressive nature of the disorder was simulated, as explained above, by increasing the 
amount of damage in a linear fashion; specifically, we varied the percentage of destruction to 
connections between 0 and 100% in steps of 5%,. Proportions of correct responses in this naming 
simulation are shown in Figure 5.9.
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(a) (b)
Heard word Hear d word
Speech 
Output Lexicon
Auditory 
Input Lexicon
Semantic
System
Phoneme
Level
Auditory 
Analysis System
PIL input layejv
PIG input layer PIL Kohonen la y e r^
SS Kohonen layen
'PIO output layer
POL /  
.Kohonen layer
System outirut
Internal representation 
of speech
Speech
Figure 5.8. ‘Traditional’ and connectionist accounts o f word repetition, (a) Ellis and 
Young’s (1988) account; (b) our modular connectionist account o f repetition. Again, not all 
units or connections are shown. Abbreviations used: PIL = phonological input lexicon, POL 
= phonological output lexicon, SS = semantic system, PIO = phonological input-output 
conversion network.
It can be seen that a linear increase in damage results in an exponential decrease in the production 
of correct responses in naming tasks. During a simulation of naming, the response of the system may 
be incorrect for a number of reasons. The system may output a paraphasia—an alternative word 
which may or may not be related to the target word—or may be unable to provide a response. The 
possible outcomes of an individual naming simulation are given in Table 5.7.
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Figure 5.10 demonstrates the trends in error production when the semantic system is lesioned 
using the ablation technique. One can see that progressive damage leads to the production of 
quantities of semantic paraphasias, omissions (or “don’t know” responses) and unrelated errors. 
Moreover, there is very little production of phonological or semantic/phonological paraphasias. The 
results suggest that five of the six qualifying symptoms of semantic dementia, as elicited from our 
corpus of patient data, are accounted for by our simulations:
100
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S
S 60 -  I 50 --
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10 - I— ■— I
Severity of ablation (%)
Figure 5.9. Mean proportions o f correct responses produced in 100 naming simulations 
when the internal connections o f  the semantic system are progressively ablated.
(i) Loss o f semantic knowledge. The distributed conceptual representations in the semantic system 
have been lesioned, resulting in impaired naming.
(ii) Anomia. The system demonstrates an inability to access the phonemic output representation of 
stimuli in naming simulations. This occurs when the most highly activated unit in the Kohonen 
layer of the phonological output lexicon has no associated word. The degree of anomia increases 
with the level of damage sustained by the semantic system.
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(in) Semantic errors in naming. As one might expect, damage to the semantic component of the 
model results in the production of meaning-related errors. It should be noted that the semantic 
error production rises sharply in the initial stages of the simulation, and then slowly falls as other 
response types become more prevalent.
Response type Explanation Example obtained from 
simulations
Correct response 
Semantic paraphasia 
Phonological paraphasia
The response of the system 
matches the stimulus
dog ‘dog’
The response is related in meaning donkey —> ‘elephant’ 
to the stimulus
The response differs from the 
stimulus by no more than one 
phoneme
chair —> ‘pear’
Semantic + phonological error The response is both semantically eye ‘ear’
and phonologically related to the 
stimulus
Omission
(“Don’t know” response)
The system is unable to produce a train -> ?
response, since the most highly
activated unit in the phonological
output lexicon has no associated
word
Unrelated error The response has no sound- or 
meaning-based relation to the 
stimulus
monkey —> ‘cap’
K
Table 5,7. The six possible outcomes of an individual naming simulation performed using 
our system.
(}n ) Relative preservation o f  other linguistic capacities. Damage to the semantic system’s internal 
connections has no effect on the system’s ability to correctly simulate word repetition. In 
addition, there are no neologistic errors and few phonological paraphasias, although the latter
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may be partially due to the fact that there are more semantically-proximate words than 
phonologically-proximate words in the system’s internal lexica.
I 40 
%
% 30
I  20 
1 , 0
t—A
O OOO 0 \o  o  o  o  o  o<N CO » 0  M3 8o o
-----■----- Semantic errors
-----□----- "Don't know"
responses
Phonological
errors
-----0----- Semantic +
phonological
----------A---------- Unrelated errors
Ablation of Semantic System (%)
Figure 5.10. The mean effect of connection ablation within the semantic system on error 
production in 100 naming simulations.
(v) Failure to recognise the target object. Errors in which the response is neither semantically nor 
phonologically related to the stimulus are also produced by the system. The proportion of these 
unrelated errors increases as a function of network damage.
The production of semantic paiaphasias, omissions and unrelated errors encountered in our 
simulations may be explained in terms of a metric known as the square distance, which is provided 
by the system in each simulation of naming. The square distance is defined as the distance in units 
between the most highly activated unit in the semantic system (which subsequently activates the 
phonological output lexicon and therefore specifies the response of the system in simulations of 
naming and ‘real’ word repetition) and the unit corresponding to the desired response. Consequently, 
if an object is correctly named, the square distance will be zero. It is also useful to calculate the mean
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square distance (MSD), which represents the average distance between the desired and actual 
responses of the system for all stimuli in the simulation of a cognitive neuropsychological naming 
test.
Figure 5.11 demonstrates the effect of connection ablation on the mean square distance metric in 
naming simulations. As the damage sustained by the semantic system is increased, the mean distance 
between the desired output and actual output of the system also increases. After 20% ablation, the 
distance levels off at 7 units, which represents approximately half the width and height of the 
semantic and phonological lexica. The distance metric may be seen as a measure of the system’s 
ability to access stored knowledge. Before lesioning, the distance between the desired and actual 
responses is zero, since the system is able to correctly access the conceptual representation 
corresponding to the stimulus. As damage to the semantic system intensifies, the accuracy of the 
access mechanism is reduced, so that the ability to focus on an individual unit is lost. Instead, the 
response is selected from within an area, the size of which is proportional to the distance metric. 
With 10% damage, therefore, the system may select a highly activated unit from a small area of the 
semantic lexicon. In most cases, this small area would be contained within a cluster of units 
representing a superordinate conceptual category, thus explaining the high degree of semantic errors 
produced in the initial stages during naming simulations. With increased damage to the semantic 
system, the size of the selection area increases, resulting in erroneous access to phonologically 
related, empty or unrelated units, as well as a decrease in the production of semantic errors.
We initially set out to provide a qualitative simulation of semantic dementia, in that we intended 
to reproduce the symptoms demonstrated by patients in our corpus of error data. It was subsequently 
discovered that damage to the semantic system module alone results in the characteristic pattern of 
impaired naming yet preserved repetition ability that we sought to simulate. This confirms to some 
extent the explanations for semantic dementia proposed by cognitive neuropsychologists such as 
Hodges et al. (1992), in which semantic memory is taken to be the locus of impairment. Others (e.g. 
Saffran and Schwartz, 1992) have suggested that the apparent dissociation between the impaired
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semantic memory and preserved episodic memory of dementia patients lends weight to the 
modularity argument (see sections 3.2 and 6.1).
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Figure 5.11. The effects of connection ablation in the semantic system on the mean square 
distance metric during 100 simulations of naming.
Through analysis of the results of our simulations involving progressive lesions to the semantic 
system, it became clear that the damaged system produced distinct trends in error production;
(i) The proportion of correct responses produced in naming simulations drops rapidly in the initial 
stages of the degenerative process. There is an 80% reduction in performance after only 20% 
damage to the semantic system. Perfonnance then drops by another 15% at a damage level of 
95%.
(ii) The number of semantic errors produced by the system rises sharply as damage is intensified, and 
peaks at 45% of total output after 15% damage. The proportion of meaning-related errors then 
drops down to 15% of output at the 95% damage level.
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(iii) As the proportion of semantic errors drops, the numbers of omissions and unrelated errors 
steadily increases, so that after near-destruction of the internal connections, the system produces 
50% unrelated errors and 30% omissions.
At the time the simulation work was undertaken, there was no published longitudinal data on naming 
errors in semantic dementia patients, and we were unable to compare the error production of our 
simulation system with that of an actual patient. However, we have recently acquired, prior to 
publication, a paper presenting longitudinal data on naming in a semantic dementia patient, J.L. The 
paper, authored by Hodges and colleagues (Hodges et a i ,  in press) provides some data on the 
proportions of errors produced by J.L. in naming tasks conducted between March 1991 and March 
1993. The data have enabled us to confirm, to some extent, that our system is indeed simulating the 
behaviour over time of a patient with semantic dementia.
(i) The proportions of correct responses produced by J.L. in tests conducted over a period of two 
years may be simulated by varying destruction of connections within the semantic system (see 
Figure 5.12). J.L. had already demonstiated symptoms of semantic breakdown two years prior to 
the study undertaken by Hodges et a i ,  which does not enable us to confirm that deterioration of 
comprehension and naming is more rapid in the early stages of the disorder. However, a number 
of other studies carried out by Hodges and his associates have demonstrated that a profound 
impaiiTnent of naming may develop even in the very early stages of dementia (Hodges et a l ,  
1991; Hodges et a l ,  1992; Hodges and Patterson, 1995). This suggests that our simulations of 
semantic dementia may portray the progressive nature of the disorder with an element of realism.
(ii) Between October 1991 and March 1993, when specific proportions of the various types of 
naming error were recorded, J.L.’s production of semantic errors (termed category co-ordinates 
by Hodges) initially rose, and then fell. This trend is clearly mirrored in naming simulations 
performed using our system (see Figure 5.13).
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Figure 5.12. The relationship between data on correct naming in patient J.L. and our own 
simulations of naming (100 trials). The test administered to the patient was the Semantic 
Naming Test Battery.
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Patient J.L.
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Ablation of semantic system (%)
Figure 5.13. A comparison of semantic error production in 100 naming simulations with 
J.L.’s production of ‘category co-ordinates’ in naming tests over a period of 17 months.
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(iii)Naming simulations were less successful in reproducing J.L.’s varying production of unrelated 
errors and “don’t know” responses (see Figures 5.14 and 5.15), although in both the patient and 
our simulations, deterioration leads to an increase in both error types. Simulations run on our 
system did not manage to reproduce J.L.’s changing pattern of omissions. An examination of 
Figure 5.14 reveals that the patient showed a marked drop in omissions in tests conducted in 
March 1992 and September 1992, before demonstrating increase omission production in March 
1993. This behaviour is not accurately reproduced by our system. There is no clear explanation 
for why the patient’s production of “don’t know” responses should fall initially. In the case of 
unrelated error production (Figure 5.15), simulations based upon damage to the semantic system 
resulted in a larger proportion of unrelated errors than was seen in the patient.
Simulation Patient J.L.
I
I
25 -
□Mar-93
15 - □cyt-91 
10 - /
□Mar-92 □Sep-92
O VO o »o O lo '-H <N CS
Ablation of semantic system (%)
Figure 5.14. A comparison of the proportions of “don’t know” responses made by the 
patient J.L. and our system during 100 simulations of naming.
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5.4 Simulation of an acquired language disorder
In Experiment 1, we assessed the ability of our system to simulate a progressive language 
disorder characterised by an insidious degeneration of semantic memory. In this second experiment, 
we turn our attention to an acquired language disorder—an impairment to language production or 
comprehension caused by sudden brain trauma. The disorder we have chosen for this investigation is 
deep dysphasia.
60 T
50
40
30
20
I 10
Simulation 
Patient J.L.
/ ■
□Sep-92
□Oct-91 H h □Mar-92H 1 h- H h
□Mar-93
o v o o v o o v n o v o o v n o v o o i n o v n o v n o i n oi < N c s c o c n T } ' ' ^ v n v o \ o v o f ' . t ^ o o o o < ? \ O N O
Ablation of semantic system (%)
Figure 5.15. Proportions of unrelated errors made by J.L. and our simulation system in 100 
simulations of naming.
5.4.1 Deep dysphasia
Deep dysphasia, as explained in Chapter Four, is a relatively rare language disorder characterised 
by two main repetition-related symptoms: the production of semantic errors, and an inability to repeat 
non-words (Martin and Saffran, 1992; Cardebat et a i ,  1994). The disorder is usually accompanied 
by a number of other linguistic and cognitive deficits, including impairment in auditory short-term 
memory and poor lexical decision (the ability to distinguish between actual words and non-words).
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As in Experiment 1, we have compiled a corpus of patient data, comprising eleven case studies of 
deep dysphasia reported in the literature. A overview of this corpus is presented in Table 5.8. It can 
be seen that the most frequent occurring symptoms are the production of semantic errors in repetition, 
and impaired auditory comprehension and non-word repetition. Our aim was to investigate the 
ability of our simulation system to reproduce these characteristic symptoms.
Author
Michel and
Andreewsky
(1983)
Duhamel and 
Poncet (1986)
Howard and
Franklin
(1988)
Katz and
Goodglass
(1990)
Martin and 
Saffran (1992)
Trojano et al. 
(1992)
Cappa et al. 
(1994)
Patient
M.R.
N.Z.
P.S.
B.F.
M.A.L.
G.L.
M.C.H.
S.M.
N.C.
s.c.
G.M.
Semantic 
errors in 
repetition
y
y
Non-word
repetition
Auditory
short-term
memory
Lexical
decision
y
y
y
y
y
y
y
y
y
y
y
y
X
Uuu
y
y
y
y
y
yu
y
X
u
y
u
Auditory
comprehension
y
y
y
X
y
y
y
y
y
y
Table 5.8. A survey of linguistic impairment in eleven deep dysphasic patients. Symbols: 
y^  = deficit present; % = no deficit; U = data unavailable.
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In their connectionist account of deep dysphasia, Martin and her associates assert that their 
adapted version of Dell’s (1986) interactive activation model of language production provides a more 
parsimonious explanation for their patient’s impaired naming and repetition than accounts based on 
the functional architecture which we described in Chapter Three. Martin and Saffran (1992) argue 
that a ‘traditional’ account would require lesions to at least two components of the functional 
architecture; the sublexical phonological repetition route (also termed the phonological input-output 
conversion route), and the direct lexical repetition route (which has been implemented in our model 
as the Hebbian network connecting the phonological input and output lexica). Impairment to the 
phonological input-output conversion route accounts for the difficulties in non-word repetition 
demonstrated by deep dysphasic patients, while damage to the direct lexical repetition route is 
postulated to account for the production of semantic effects (such as an inability to repeat closed-class 
words) in repetition tests, since damage to the route would require some reliance on the third, lexical- 
semantic repetition route, Martin and Saffran also suggest that a traditional account of deep 
dysphasia would require damage to this third route, in order to explain the production of semantic 
paraphasias in repetition.
Martin et al. (1994), in implementing their interactive activation model, have set out to 
demonstrate that the disorder can be explained without the need for multiple impairments to the 
functional architecture of the language processing system. Instead, it is claimed that the decay rate 
hypothesis alone can explain several aspects of their patient’s impaired naming and repetition, and as 
such provides a more parsimonious account of deep dysphasia. However, having carried out a 
thorough analysis of the work undertaken by Martin and her associates, it is apparent that their 
account does suffer from some deficiencies. The most important of these is the fact that the 
interactive activation model provides a much better simulation of patient N.C.’s naming than his 
repetition: although the network can produce the proportions of correct responses, semantic errors, 
neologisms, formal paraphasias and unrelated errors produced by the patient in naming tests, it is
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much less successful at reproducing both the proportions of repetition errors associated with both 
N.C. and controls, a fact which is readily acknowledged by the authors:
“One feature of the repetition simulations is that normal repetition is not nearly as good as it 
should be... In addition, although not simulated, it can be seen that the model is unlikely to 
fare very well in repeating non-words. Clearly, the network model will have to be 
elaborated to accommodate normal repetition, and the inadequacies evident in the 
simulation results are indicative of some of the modifications that will need to be made.”
(pp. 638-639)
Evidently, the account of N.C.’s impaired naming and repetition, as provided by Martin and her 
associates, cannot strictly speaking be regarded as an accurate model of deep dysphasia, since deep 
dysphasia is defined as a disorder of repetition, whereas the interactive activation model can only 
provide a satisfactory account of N.C.’s naming errors. In this second experiment, our intention was 
to use LISA to explore the ability of a modular connectionist architecture to account for the naming 
and repetition errors made by deep dysphasic patients, and to overcome some of the “inadequacies” 
of the Martin et al. account. To this end, we systematically lesioned the modules of our connectionist 
simulation system, seeking to obtain the symptoms of deep dysphasia seen in N.C. and other patients. 
As with our simulation work on semantic dementia, we ensured that all routes and modules were 
damaged, in order to investigate the possibility of alternative explanations for the disorder.
5.4.2 Results
Our simulation system was used to assess the effects of damage to all implemented components 
of the functional architecture on naming and repetition ability. Specifically, we attempted to 
reproduce the patterns of semantic error production and impairment in non-word production seen in 
our corpus of patient data. Because non-word and ‘real’ word repetition are mediated by different 
routes in our system, it was apparent that in order to simulate the symptoms of deep dysphasia, we
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would need to lesion the modular architecture in at least two places, thus confirming the statements 
made by Martin and Saffran (1992).
We concentrated initially on disordered production of non-words. The posited locus of 
impairment for this aspect of deep dysphasia is the phonological input-output conversion route, which 
is represented by the Madaline network in our simulation system. Predictably, lesions to this network 
resulted in disordered production of non-words. Figure 5.16 shows the results of non-word repetition 
simulations in which connections in the Madaline network are systematically ablated. It can be seen 
that the proportion of correct responses decays exponentially as the damage is increased in a linear 
fashion. The network is relatively sensitive to damage, since lesioning 10% of internal connections 
results in a 90% reduction in correct repetition of non-words. Comparing our system’s performance 
with that of N.C., it is necessary to ablate between 9% and 14% of the connections in the 
phonological input-output conversion network in order to reproduce the proportions of non-word 
errors made by the patient in pseudo-word repetition tasks before partial recovery.
100
o  cs o VO ocnoo
Ablation of Phonological Input-Output Conversion Network (%)
Figure 5.16. The mean effect of connection ablation on 100 simulations of non-word 
repetition.
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Turning to the production of semantic paraphasias, we have seen that this symptom may be 
obtained by lesioning the internal connections of the semantic system. However, as we explained in 
section 5.3.2, damage to this particular locus has no effect on repetition, and induces production of 
semantic (and other) errors in naming simulations only. Therefore, in our attempt to reproduce as 
many of the symptoms of deep dysphasia as possible, we concentrated on the four alternative lesion 
sites: the phonological input lexicon and the three networks of Hebbian connections between the 
phonological input lexicon, the phonological output lexicon and the semantic system.
Figure 5.17 shows the effects of lesion site and severity on the production of semantic errors in 
repetition. It is apparent that damage to all four of the components listed above results in meaning- 
related errors in repetition simulations, and that lesioning the phonological input lexicon results in the 
greatest proportion of these errors. An intuitive explanation for this effect is that damage to the other 
three components has no effect on semantic-lexical retrieval, while damage to the phonological input 
lexicon leads to impaired recognition of incoming phonology, and therefore incorrect mapping from 
sound to meaning. However, this lexicon plays no part in the naming process, and it is apparent that 
deep dysphasic patients, like N.C., demonstrate impairment in both naming and repetition. 
Therefore, in our model, damage to the phonological input lexicon alone cannot account for the 
patients’ production of semantic errors.
There is only one component of our system which figures in both naming and repetition 
simulations: the Hebbian network between the semantic system and the phonological output lexicon. 
Although it was clear that we would be able to obtain semantic errors in both tasks through damage 
to three or more networks in the simulation system, we attempted to account for the symptoms of 
deep dysphasia with a minimum number of loci of impairment. Consequently, we analysed the 
effects of damage to this Hebbian network on the production of errors in repetition and naming tests. 
The results of these experiments may be found in Figures 5.18 and 5.19. We found that damage to 
the network resulted in the production of semantic paraphasias and other errors in both tasks.
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Figure 5.17. The relationship between lesion site, severity of connection ablation and 
semantic error production in repetition simulations (100 trials). Abbreviations used: PIL = 
phonological input lexicon, POL = phonological output lexicon, SS = semantic system.
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Figure 5.18. Paraphasic production in 100 repetition simulations after ablation of the 
Hebbian connections between the semantic system and the phonological output lexicon.
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Figure 5.19. Production of formai and semantic paraphasias in 100 naming simulations, 
after ablation of connections in the Hebbian network linking the semantic system and the 
phonological output lexicon.
Although there are detailed data on the production of semantic and formal paraphasias in deep 
dysphasic patients (and indeed, we have reviewed some of these data in the previous chapter), we are 
less able to assess the relationship between production of unrelated errors and omissions in these 
patients and our own simulation system. Our simulations produced some omissions in both naming 
and repetition simulations, but more importantly, also made a large number of unrelated errors. Both 
Howard and Franklin (1988) and Martin et al. (1994) note that their patients were often unable to 
produce a valid response in repetition tests, which confirms that the omissions made by our system 
are valid, but give little detailed information on the proportions of paraphasias which were neither 
phonologically nor semantically related to the target. We believe that it is unlikely that patients with 
deep dysphasia produce large quantities of unrelated lexical errors.
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5.5 Lesioning strategy in ianguage disorder simulations
In order to mathematically describe patterns of economic activity, econometricians (e.g. Murphy, 
1973; Stewart, 1991) include in their models a disturbance term— a random variable with an 
associated probability distribution. This is because the relationship between economic variables is 
typically an inexact one, and a random component to the model is required in order to express this 
inexactitude. The random variable should not be regarded as simply an error, but as an inherently 
unpredictable component of the dependent variables’ behaviour.
Similarly, for us to simulate language disorder in a model which is based on an exact mapping 
between conceptual and phonological knowledge, we might argue that a random component is also 
needed in order to mirror the unpredictability shown by a brain-damaged patient in language-related 
tasks such as the extraction of semantic or phonemic features from stimuli. In a connectionist model, 
the mapping of inputs onto outputs depends crucially upon the manner in which the network ‘learns’ 
through modification of connection weights. Thus, a post hoc random change in these weights 
should lead to unpredictability in the output of the network. If we denote the value of a pre-trained 
weight as w j ' a n d  of a disordered weight as w p ,  then we may describe this change mathematically 
as follows:
The parameter e in this equation refers to the random component described above, e will equate to 
if we wish to ablate (i.e. destroy) a connection, or alternatively may be a random value
sampled from a Gaussian or other distribution. The simulation system we have implemented allows 
the user to damage network connections using both ablation and weight modification. As we have 
already stated, ablation may be seen as a ‘brute force’ method of damaging network connections, 
analogous to the destmction of nerve fibres caused by, say, a stroke or a blow to the head, while
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random variation of pre-trained weights may modify network behaviour in a manner similar to the 
effects of oedema or abnormal neurotransmitter levels on the behaviour of a human neural system.
Two distribution functions have been provided for generation of random noise within our 
simulation system; Gaussian and rectangular. Both distribution functions have been used by 
psychologists to generate noise in language disorder simulations. For example, in the Martin et a l  
model described in Chapter Four, intrinsic and activation-related noise were sampled from two 
Gaussian distributions of mean zero and standard deviations SI and S2. Hinton and Shallice (1991), 
conversely, sampled noise from a uniform distribution between - n  and n. In both cases, the criteria 
for selection of the particular distribution function used were not given.
It appears that Gaussian noise is normally employed when the modeller wishes to simulate the 
cumulative effect of many small sources of noise: the Gaussian distribution is commonly found in 
‘natural’ phenomena such as biological populations, errors of measurement, and electrical signal 
propagation. A rectangular distribution function is used primarily when the range from which noise 
is to be sampled must be uniquely positive. The main difference between the two distributions is that 
there is a much higher probability of sampling a noise value close to the mean when a Gaussian 
distribution function is used. With a rectangular distribution, all noise values have an equal 
probability of being selected. Although we have provided both distribution functions within our 
simulation system for completeness, we are not yet certain of the practical implications of using one 
distribution over another, and have therefore restricted our simulations to the use of ablation only, our 
work using noise being of a more exploratory nature.
The simulations of semantic dementia and deep dysphasia described in the previous sections were 
based on ablation of connections within the semantic system, and between the semantic system and 
the phonological output lexicon. Our results were obtained in all cases by running each simulation 
one hundred times and then taking the mean of the error proportions produced. This is because the 
process of connection ablation is itself random, which implies that during an individual simulation of
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naming or repetition, progressive damage to a network component will not necessarily lead to a 
smooth decay in the production of correct responses (see Figure 5.20).
AUiUlon i%)
Figure 5.20. During individual simulations of impaired naming, random ablation o f  
connections leads to an uneven decrease in the number o f correct responses produced. W e 
may obtain a clearer picture of the effects of ablation by calculating the mean production o f  
correct responses over a number o f simulation runs,
5.6 Conclusions
We have demonstrated that our modular connectionist system is able to simulate a progressive 
language disorder, namely semantic dementia, both synchronically and diachronically. Damage to 
the semantic component results in a pattern of impaired naming yet preserved repetition which is 
characteristic of the disorder; the same error patterns are produced regardless of the method of 
lesioning selected. In addition to producing semantic errors, “don’t know” responses and unrelated 
errors, the system is able to account for the relative changes in production of these error types during
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degeneration of the functional architecture. Although we have not been able to account for the mild 
surface dyslexia concomitant with semantic dementia (simulation of which is outside the scope of our 
system), we feel that we have been relatively successful in our attempt to highlight the human 
semantic system as the locus of impairaient in dementia patients. More patient data is needed, 
however, in order to strengthen this case. As yet, we have been unable to obtain more detailed 
longitudinal data on naming in semantic dementia patients.
In addition, we have been able to simulate aspects of an acquired language disorder, deep 
dysphasia, using our multi-network system. Four main conclusions may be drawn from a comparison 
of the Martin et al. (1994) account of deep dysphasia and our own simulations of the disorder:
(i) Martin and her associates have succeeded in reproducing quite closely the proportions of correct 
responses, paraphasias and other errors produced by their patient N.C. in naming tests. They 
have also attempted to simulate N.C.’s impaired repetition, although with less success. We have 
suggested that this emphasis on naming rather than repetition has an adverse effect on the status 
of the interactive activation simulations as an account of deep dysphasia, which is essentially a 
disorder of repetition. Our belief is that the small and highly simplified nature of the network 
architecture used by Martin, Dell and others, has enabled the patient data to be fit with relative 
ease. We have demonstrated, in our own analysis of the effects of parameter modification on the 
Dell model, that naming errors may be obtained by manipulation of a whole range of network 
parameters. We must concede, however, that it is much harder to select a parameter for 
modification which is both psychologically or neuropsychologically plausible, and which 
provides a close fit to the patient data. For instance, we found that manipulation of the so-called 
‘shared weight increase factor’ led to a partial fit to the data. How this parameter may be related 
to neuropsychological reality is a question to which we, as computer scientists, cannot provide an 
answer.
(ii) The simulation system which we have devised is considerably more complex than the interactive 
activation model described above. It replaces the small pools of units used to represent
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semantics, lexis and phonology with entire connectionist networks which are linked via 
additional networks. As a result, it is much harder to provide very close fits to data from 
individual patients, since there are many more free parameters which may be modified. For 
example, weights on connections in the Dell model are all set to the value of one connection 
strength paiameter, whereas in the configuration of LISA used for our simulations, each of the 
160,587 connections has an independent, and modifiable, weight associated with it. Although we 
are not able to produce the exact proportions of semantic and formal paraphasias produced by 
N.C., we have shown that our model is able to produce the types of naming and repetition errors 
associated with deep dysphasia. We feel that what we have lost in accuracy, we have gained in 
neuropsychological plausibility. Our simulation system is closely based on a well-established 
model of language processing, while the relationship between the Dell model and the functional 
architecture depicted in Figure 3.3 is a much vaguer one.
(iii) Despite these beliefs, we cannot ignore the fact that our simulations of naming and repetition 
show some discrepancies when compared with the data from N.C. Firstly, our system is unable 
to produce neologistic errors in the simulation of object naming or ‘real’ word repetition. This is 
because the strings of phonemes which represent the output of the system are represented as a 
single item of information, rather than a temporal sequence constructed from individual sounds. 
Secondly, our system produces less formal paraphasias than the patient. As explained in our 
simulations of semantic dementia, the reduced number of phonological errors may be explained 
by the relative paucity of phonological neighbours, compared with semantic neighbours, in the 
simulation system’s internal lexica. Thirdly, our system produces much larger quantities of 
unrelated errors in repetition simulations than are seen in the patient data.
(iv) Nevertheless, we feel that our simulations of deep dysphasia, built on a modular account of 
spoken language processing, go some way towards avoiding the “inadequacies” outlined by 
Martin et al. with respect to their own model. In particular, we believe that our model provides a
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more plausible account of the mechanisms involved in word repetition. Maitin and her associates 
describe the technique in which repetition was simulated in their model as follows:
“Using the same network and parameter settings that were used in naming, we simulated 
repetition by reversing the direction o f activation flow through the network... In adapting 
the network model for this purpose, it is not our intention to propose this as a complete 
account o f word repetition... However... it is reasonable to use the network model in a first- 
pass attempt at simulating his [N.C.’s] repetition performance.” (p. 638)
Our own simulation system, therefore, may be seen as more advanced than the model presented 
by Martin et a i ,  in that repetition is achieved through processes which have already been 
proposed by a number of cognitive neuropsychologists. Moreover, our system is able to 
accurately simulate the repetition of non-words, unlike the model discussed in the previous 
chapter. It can also be shown that there are considerably similarities between the production of 
semantic and formal paraphasias in the patient data and in our own repetition simulations. If we 
examine the relationship between production of these two error types in Figure 5.19, it is 
apparent that as the severity of ablation decreases between 65% and 35%, the proportions of 
formal and semantic errors diverge. This behaviour is also demonstrated by N.C., which implies 
that our system may be used to simulate spontaneous recovery over time by reducing the damage 
sustained by the system rather than increasing it.
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Chapter Six
Conclusions and future work
In previous chapters, we have seen that both network-level models and nervous system-level 
models can be used to simulate synchronic and diachronic aspects of language impairment. Chapter 
Four focused upon a specific network-level model—the spreading activation account of deep 
dysphasia described by Martin et a l  (1994), while in Chapter Five, we documented our exploration 
of nervous-system level models, using our modular system to simulate the errors in naming and 
repetition of deep dysphasia and semantic dementia patients. The present chapter concludes this 
thesis, and reiterates our arguments in favour of the modular connectionist architecture as a tool for 
plausible simulation of language processing and dissolution. We examine the issues of modularity 
and neurobiological/neuropsychological plausibility with respect to our work, and discuss the 
possibilities for future language disorder simulation using the modular architecture we have 
developed. This discussion is divided into two sections: first, we outline a number of potential 
improvements which may be made to the simulation system; second, we propose several candidate 
disorders for future simulation.
6.1 Neurobiologlcal and neuropsychological plausibility
We have demonstrated, perhaps with some degree of success, that a modular connectionist 
architecture can be used to simulate the patterns of errors produced by patients suffering from deep 
dysphasia and semantic dementia. Although both disorders have been simulated through damage to 
the same underlying connectionist architecture, we do not wish to claim that our simulation system 
provides an accurate model of the processes underlying language production, or that its internal 
structure mirrors precisely the functional architecture of the human language-processing system. Our 
intention has been to explore the ability of modular connectionist architectures to simulate normal
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and impaired naming and repetition. Nevertheless, we feel it is important to discuss briefly the issues 
of neurophysiological and neuropsychological plausibility with respect to our work.
Each of the connectionist networks used to construct the system has been selected, not so much 
on the basis of its similarity to a real neural network, but because it embodies some key notion in 
neurobiology. Self-organising Kohonen maps, for example, learn to classify training data through 
feature extraction in a manner which has been likened to the development of sensory systems in the 
cerebral cortex (Anderson, 1995). Similarly, both simple Hebbian networks and linear Madaline 
networks are based upon the principle of Hebbian learning, in which the efficacy of a synaptic 
junction between two neurons is increased relative to the firing frequency of the neurons. We have 
taken care to avoid the use of network architectures which have previously been criticised for their 
lack of biological plausibility, such as the back-propagation network.
Moreover, knowledge is stored in the system’s weights through combined processes of 
supervised and unsupervised learning. Bechtel and Abrahamsen (1991) have argued that learning in 
connectionist networks may mirror the Piagetian notions of assimilation and accommodation in 
cognitive development. More recently, Abidi (1994) has suggested that unsupervised learning 
corresponds to the child’s ‘innate’ learning ability, while supervised learning equates to learning 
through interaction with the ‘environment’.
We have argued in favour of nervous-system level models of cognition, to use Kohonen’s 
(1990b) terminology. Such models are characterised by the fact that they may contain a number of 
disparate components. It is through the synergic activity of these simpler network-level models that 
the conglomerate architecture may simulate higher-order cognitive functions. The human nervous 
system also appears to be heterogeneous in nature. It is composed of hundreds of different types of 
neuron: amacrine cells, Purkinje cells, chandelier cells, motor neurons and so on (Churchland and 
Sejnowski, 1992). Furthermore, the cerebral cortex may be divided into distinct areas on the basis of 
cellular composition and connectivity (see Figure 6.1).
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Figure 6.1. ‘Cytoarchitectonie’ areas o f the human cerebral cortex (Brodmann, 1909).
Turning to the question of neuropsychological plausibility, it is evident that we have provided a 
modular account of some aspects of language processing and disorder. Intuitively, it seems 
reasonable that comprehension and production of language must require internal repositories for the 
storage of concepts and words, and that these repositories are linked in some manner in order to allow 
mapping from meaning to sound, and vice versa. Language disorders would then be defined in terms 
of damage to either the repositories themselves or to the links between them (see Table 6.1). For 
example, it is possible to view semantic dementia as a degenerative disease which insidiously 
disrupts the semantic repository, or deep dysphasia as the external manifestation of damaged links 
between semantics and phonology. However, we do not believe it is sufficient to argue that our 
system is neuropsychologically plausible on the basis of intuition alone.
Our simulation system is based upon a well-documented model of language processing: the 
‘logogen’ model described by Morton (1969) and subsequently revised by Morton and Patterson 
(1987). More specifically, our system represents a computational mapping of a portion of the
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original model onto a modular connectionist architecture. As we stated in Chapter Five, we have 
concentrated solely on spoken, single-word comprehension and production. The plausibility of the 
system, then, depends upon the underlying psychological model we have chosen to implement.
Phon. Phon. Semantic Phon. P.I.L.
Comment input output system input-output to
lexicon lexicon (S.S.) conversion S.S.
(P.I.L.) (P.O.L.) network
P.I.L. S.S.
to to
POL. P.O.L.
Unimpaired
language
Semantic
dementia
Deep
dysphasia
Pure word 
deafness
Conduction
aphasia
Global
aphasia
y
y
y
y
y
y
y
y
y
y
y
y
y
y
y
y
y
y
y
Table 6.1. Intuitive accounts of language disorders, based upon damage to modules or 
routes within the language processing system. Symbols: /  = intact, ^ = impaired.
There is an on-going debate between cognitive neuropsychologists in Great Britain, the United 
States and elsewhere, concerning the validity of the logogen model. Traditionally, the ‘British camp’ 
has preferred modular, serial, discrete-stage explanations of language processing (e.g. Morton, 1987; 
Sartori et a l,  1987; but see also Humphreys et a l ,  1988), whereas the ‘American camp’ has argued 
in favour of non-modular, interactive accounts of language (e.g. Stemberger, 1985; Farah, 1994). 
While the configuration of the logogen model stems directly from dissociations of language function 
seen in brain-damaged patients, interactive models tend to be structured on a more intuitive basis.
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with bidirectionally-connected pools of units representing semantics, lexis, morphology and 
phonology.
The question of whether an interactive activation-based account of language processing is 
preferable to a discrete-stage, serial account has been addressed by a number of neuropsychologists, 
many of whom have used connectionist implementations to further their point. For example, Levelt 
et al. (1991a; 1991b), who favour a modular perspective, have attempted to demonstrate that lexical 
access in speech production is a process consisting of two discrete stages; selection of a single lexical 
item, and then phonological encoding of that item. Dell and O’Seaghdha (1991), however, have used 
a connectionist model to show that the results obtained by Levelt et al. can be reconciled with 
theories based upon the notion of spreading activation; they argue that the language production 
system “may best be characterized as globally modular but locally interactive” (p. 604). A similarly 
reconciliatory approach has been taken by Coltheart et al. (1993), who have implemented an 
interactive activation dual-route model of reading which is closely based upon the logogen model. 
Laine and his associates (Juhola et a i,  1995; Laine and Martin, in press; Laine et a l ,  in press) are 
currently undertaking a comparative review of discrete-stage, cascade and fully-interactive models of 
production.
6.2 Conclusions
The neuropsychological literature suggests that connectionism may be regarded as a modelling 
formalism with substantial promise. As we stated in Chapter Two, a number of psychologists have 
interpreted the decline of the symbolic perspective, together with the advent of connectionism in 
cognitive science, as a Kuhnian ‘paradigm shift’. The general enthusiasm is apparent in this 
introductory paragraph to Bechtel and Abrahamsen’s Connectionism and the Mind'.
“Something remarkable is happening in the cognitive sciences. After a quarter of a century 
o f cognitive models that were inspired by the i^etaphor of the digital computer, the newest 
cognitive models are inspired by the properties o f the brain itself.”
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We have already discussed those attributes of the connectionist paradigm which lend themselves 
naturally to the simulation of neuropsychological deficits. One can argue that, in addition to the 
neurobiological underpinnings of connectionism, alluded to by Bechtel and Abrahamsen in the above 
citation, one of the most important benefits of connectionist modelling is the ability to simulate both 
normal and impaired cognitive function using the same computational framework. For example, we 
may construct a connectionist network in order to simulate the formulation and execution of action 
plans. In the first instance, we may use the architecture to ‘operationalise’ a psychological theory of 
praxis—the ability to carry out complex motor acts. In other words, by instantiating the model 
computationally, we are obliged to make explicit any assumptions or biases in the theory under study, 
and consequently may explore the implications of the theory. Furthermore, by lesioning the 
connectionist network, we may also attempt to simulate disorders of praxis such as ideational apraxia. 
Thus connectionism may facilitate investigation of the relationship between normal and abnormal 
cognitive behaviour.
In addition to this contrastive perspective, we believe that the second important advantage of the 
connectionist paradigm is its capacity to simulate time-varying phenomena. The degree of language 
impairment of a brain-damaged patient is rarely static. Those with acquired language disorders may 
see over time an improvement in their linguistic performance (as we have seen with the patient N.C. 
in Chapter Four) through a process of spontaneous recovery or by following a rehabilitation 
programme. Conversely, patients with degenerative disorders such as semantic dementia or DAT 
demonstrate an insidious decline in naming ability over a period of months or years. We have shown, 
through our exploration of the Martin et al. account of deep dysphasia and our own simulations, that 
connectionist modelling techniques can be used to reproduce the temporal dimension of acquired and 
progressive language disorders. This fact has been noted by neuropsychologists such as David Plaut, 
who has suggested that research based on connectionist models of recovery in brain-damaged patients 
may lead to the development of novel remediation techniques in the near future.
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The third main benefit that the connectionist paradigm can bring to the field of cognitive 
neuropsychology relates to the predictive capabilities of connectionist models. For example, if we 
construct a model of reading aloud, and then damage it in order to simulate some disorder of reading 
such as deep or surface dyslexia, we may subsequently make use of the generalisation capabilities of 
the connectionist model, and assess its behaviour in situations other than those used to generate the 
model’s training data. We may then compare the behaviour of our model in these novel situations 
with the behaviour of dyslexic patients in similar circumstances. If the results of our simulations do 
not correlate with this new patient data, then our model must be deficient in some way, and will need 
to be revised in the light of these new findings.
We have argued that although connectionist networks have been used to simulate a wide range of 
spoken and written language disorders (surface dyslexia, deep dysphasia, neglect dyslexia, category- 
specific semantic impairments and so on), the motives for selection of a particular network 
architecture or lesioning strategy for simulation purposes are rarely given. Generally speaking, the 
most frequently-used architectures in disorder simulation are the interactive activation network and 
the back-propagation network. The reasons for the popularity of these architectures have less to do 
with plausibility or suitability in terms of the task to be simulated, than with the fact that they are 
easily implemented and very widely documented. One question which is frequently raised in the 
field of disorder simulation is, “Why not just use a back-propagation network?”. This question 
demonstrates that the relationship between the phenomenon to be modelled and the computational 
techniques used to implement the model is often poorly understood.
In Chapter Four, we undertook a detailed analysis of the Martin et al. model of deep dysphasia, 
concentrating specifically on the simulation of naming errors. We pointed out that, although an 
account of deep dysphasia based upon a “pathological” increase in the decay rate parameter provided 
the most accurate fit to the patient N.C.’s data, the interactive activation network was limited in its 
ability to simulate certain aspects of the disorder, such as non-word repetition. It can be claimed that 
the plausibility of a language disorder model is reinforced if it is able to account for an increased
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number of symptoms. This fact is apparent if one examines the current debate in the literature 
between Seidenberg and McClelland (1989, 1990) and Coltheart et al. (1993), where the authors 
argue in favour of single-route and dual-route models of reading aloud, basing their respective 
arguments on the ability of their connectionist models to account for more and more aspects of 
normal and impaired reading. The shortcomings of the deep dysphasia model, uncovered by our 
exploration, coupled with the observations of Teuvo Kohonen, Steven Pinker and others have led us 
to assess the simulation capabilities of modular connectionist architectures. Specifically, our 
objective has been to incorporate the following features in our own simulation work:
(i) Decomposition of the language processing system (a nervous system-level model) into a 
number of component subsystems (network-level models), each of which may be simulated 
using an autonomous connectionist network.
(ii) Selection of network architectures according to the nature of the subsystem to be modelled, e.g. 
use of self-organising maps to simulate semantic memory.
(iii) Utilisation of connectionist networks which embody key notions in neurobiology, such as 
feature extraction and synaptic plasticity, thereby affording some (admittedly minor) degree of 
biological plausibility. We have argued that a modular connectionist approach to language 
disorder simulation is both neurobiologically and neuropsychologically viable.
(iv) Creation of a workbench which allows simulation of both acquired and progressive language 
disorders. In Chapter Five, we demonstrated the ability of our system to simulate successfully 
both types of disorder, basing our study on real-world data.
(v) Simulation using well-grounded connectionist networks which have acquired linguistic 
knowledge through a process of training, and which have been damaged through controlled 
ablation or modification of connection weights, rather than through ad hoc variation of 
network parameters.
We must emphasise that our intention has not been to advocate the logogen model over any other 
account of language processing. The simulation system we have devised could theoretically be
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modified in order to explore alternative psycholinguistic perspectives, such as the cascade and 
interactive models described in the previous section. On the contrary, our interest lies solely in the 
computational consequences of using modular connectionist architectures for the simulation of 
neuropsychological deficits. In this respect, we have based our work on the logogen model primarily 
for reasons of computational expediency, insofar as its modular nature allows more or less direct 
computational mapping onto a set of connectionist networks.
Moreover, we do not seek to deprecate the network-level connectionist models described in the 
literature, particularly those based upon interactive activation or back-propagation networks. Such 
models have been, and continue to be, used successfully to explore issues in cognitive 
neuropsychology. In particular, interactive activation has been used to explore non-serial theories of 
language processing, while experiments in retraining damaged back-propagation networks have led to 
the first wave of new ideas in rehabilitation strategy to stem from connectionist research. Again, our 
intention has been to gauge the suitability and relevance of what Kohonen has termed the nervous 
system-level model. Hence our simulations have been used to explore the advantages of a modular 
approach, and are not designed to be predictive (in the sense of furthering knowledge about the 
disorders simulated).
In conclusion, we believe that we have demonstrated the viability of a modular connectionist 
approach to language disorder simulation. Our attempts to simulate two specific disorders of naming 
and repetition have met with relative success; moreover, we have been able to reproduce not only the 
patterns of errors produced by patients with these disorders, but have also succeeded in simulating, to 
some extent, the variations in error production over time as a result of temporal lobe atrophy, in the 
case of semantic dementia, or spontaneous recovery in the case of deep dysphasia. We suggest, in 
this respect, that in order to simulate the complexities of cognitive function and dysfunction, the 
neuropsychology community may need to turn towards more complex computational tools than are 
currently employed. The on-going debate in neuroscience concerning the plausibility of modularity 
at the neuroanatomical and neuropsychological levels has not yet migrated to the choice of
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connectionist architecture used in the simulation of cognitive deficits. In our opinion, however, a 
migration such as this may well be required.
6.3 Future improvements to the simulation system
Our simulation system has been designed and implemented with a view to future modification of 
the program itself or its underlying modular connectionist architecture. In this respect, it is seen very 
much as a workbench for language disorder simulation: the user may, in future, add, delete or modify 
individual system components as required, or may train the constituent networks using regimes which 
differ from those outlined in this thesis. In this section, we outline a number of possible areas for 
improvement or expansion of the current system.
6.3.1 Phonological processing and representation
The assumptions behind the need for an internal representation scheme for sound-based 
information have already been discussed. Our simulation system accepts input from some auditory 
analysis module in the form of an encoded string of six phonemes, and supplies output to a 
hypothetical articulatory module using an identical encoding strategy. The phonological input and 
output lexica, and the phonological input-output conversion network, are trained using data encoded 
in this manner. Thus, although the networks are termed ‘phonological’, in reality they respond to 
phonemic representations. The reason for this difference is two-fold: firstly, the representation 
schemata, and indeed the design of the simulation system, were to some extent inherited from an 
existing connectionist architecture constructed for the purpose of simulating child language 
development (Abidi, 1994; see section 5.2.3); secondly and more importantly, the increased 
simplicity gained from simplifying the representation of phonology facilitated implementation of the 
system.
One possible improvement, therefore, would concern modification of the encoding strategy for 
training and test data for the connectionist networks which process sound-based information. The
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ideal strategy would allow the complete phonology of words to be represented, possibly with the 
inclusion of additional contextual information. Several connectionist simulations of language 
processing reported in the literature have addressed the question of phonological encoding (e.g. 
Rumelhart and McClelland, 1986b; Touretzky and Wang, 1992). The adequacy of the solutions 
offered is, however, still a matter of debate.
A second area for improvement concerns the network topology of the phonological input-output 
conversion network. This architecture has been included within the simulation system in order to 
provide a computational realisation of the phonological conversion route we described in section 
3.4.5. Because we use the same encoding strategy for input and output phonology, the function of 
this network may be seen as autoassociative: it receives a string of six phoneme codes as input, and 
subsequently outputs the same six codes. During the system design phase, the linear nature of this 
mapping function mled out the need for a multi-layer, feedforward architecture such as a back- 
propagation network. Such networks are generally more suited to capturing non-linear relationships 
between input and output data. Thus a two-layer Madaline network was chosen.
The question of which alternative network topology may be used to simulate the phonological 
input-output conversion route is not an easy one, and depends necessarily on the nature of the internal 
representation schemata used for input and output phonology. If the same representation technique 
were used for both incoming and outgoing information, then the function of the network would 
remain autoassociative. In this situation, the topology would need to be able to map any input vector 
onto itself. Typical autoassociative architectures such as Hopfield networks (Hopfield, 1982) or 
bidirectional associative memories (Kosko, 1987) would prove inadequate here, since both are able to 
store and retrieve a relatively small number of training patterns: usually the number of patterns which 
can be stored is equivalent to a tenth of the number of units in the network (Beale and Jackson, 1990).
Conversely, if different encoding strategies were employed for input and output phonology, then 
a heteroassociative network would be more suitable. Once again, it would prove difficult to train a 
network of this type to map auditory input directly to spoken output with the degree of generalisation
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shown in normal human subjects. It can be seen, therefore, that the issue of phonological processing 
and its connectionist simulation is a complex one. Others (e.g. Touretzky and Wheeler, 1990; Dell 
and O’Seaghdha, 1991) have attempted to model language production at the phonological level using 
connectionist networks, but these experiments have never been integrated into a generalised model of 
language processing.
A further point to note here is that the output from the phonological input-output conversion 
network and the phonological output lexicon (both of which are stored in the procedurally- 
implemented phonological assembly buffer) consists of a maximum of six simultaneously-produced 
phoneme codes. This may be regarded as an important limitation of our system. In the repetition of 
the non-word ‘wug’, for example, a test subject will perceive and subsequently articulate the ordered 
sequence of phonemes /w/, / a /  and /g/. However, in a simulation of non-word repetition using our
system, the phonemes for ‘wug’ are both presented and repeated in parallel, rather than in serial order.
It is apparent that the relationship between phonological processing and temporal flow within our 
system is not stated in detail. Clearly, a task such as single-word repetition requires a temporally- 
ordered sequence of operations in order to be achieved: presentation of an input pattern to the 
phonological input lexicon; activation of the semantic system by way of a set of Hebbian 
connections; subsequent activation of the phonological output lexicon in a similar manner. We have 
thus addressed the notion of temporal flow only insofar as the connectionist networks within our 
system are accessed in sequence. In order to enable more plausible simulation of phonological 
processing to be undertaken, it may therefore be necessaiy to incorporate additional connectionist 
networks allowing temporal pattern processing to be performed. The introduction of Elman or Jordan 
networks (Elman, 1990), for example, might allow the parallel output from either the phonological 
input-output conversion network or the phonological output lexicon to be mapped onto an ordered 
sequence of phonemes for subsequent articulation.
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6.3.2 Alternative semantic representation schemata
Modification of the encoding strategy for semantic knowledge poses no problem for our 
simulation system: it is a simple matter to change the training data as required, reconstmct the system 
and retrain the seven connectionist networks in the modular architecture. As a result, our system can 
be used to investigate the consequences of using alternative representation schemata in training data 
for the semantic system.
The choice of which semantic primitives to use for classifying concrete and abstract concepts has 
been discussed by a number of researchers. Some (e.g. Hinton and Shallice, 1991; Plant and 
Shallice, 1993a) have used a comparatively small set of primitives, while others (e.g. Sutcliffe, 1992) 
favour large collections of ‘microfeatures’. In any model, the manual creation of a set of semantic 
primitives will be open to subjectivity, and our work is no exception. There are two alternatives to 
this technique, however. One solution is to derive semantic representations from text corpora. Levy 
(1995), for example, has used the results of cluster analysis of lexical context in a corpus of forty 
million words of USENET newsgroup text to automatically derive an encoding strategy for semantics 
which may be used in connectionist models of cognitive neuropsychological phenomena. A second 
solution is to reduce subjectivity in selection of a set of semantic primitives by analysing the manner 
in which normal subjects under test conditions group words on the basis of similarity of meaning. 
Zurif et al. (1974) used hierarchical clustering and multidimensional scaling analyses of such 
groupings in order to determine candidate semantic primitives. Gale and his colleagues (Gale et aL, 
1995) have employed similar strategies in order to provide suitable training vectors for a model of 
conceptual disruption in DAT patients.
By training the semantic system using a variety of encoding strategies, and by monitoring 
distribution of the concepts in the network’s Kohonen layer, the relative merits and demerits of 
alternative representation schemata may be investigated. It is feasible, however, that manipulation of 
these schemata may do little more than increase (or decrease) the psychological plausibility of the 
underlying connectionist model, since the Kohonen self-organising algorithm will achieve an
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optimum classification of the training data supplied regardless of the quality of the chosen encoding 
strategy.
6.3.3 Expansion of the modular connectionist architecture
The simulation system we have implemented comprises a connectionist model of spoken, single­
word language processing. Our original intention was to create a complete computational mapping of 
the functional architecture depicted in Figure 3.3 (excluding auditory/visual analysis and motor 
control modules). In practice, the task of implementing the entire architecture as a collection of 
connectionist networks proved too large. It should be possible in future, however, to expand the 
original architecture and include additional components for processing orthographic information. 
This would necessitate the creation of networks to simulate the function of the orthographic input 
lexicon and graphemic output lexicon, the orthographic-to-graphemic conversion route, the 
phonological-to-graphemic conversion route and so on. The resulting architecture would be able to 
simulate the production of both written and spoken language.
Initially, it may prove useful to mirror the choice of network topologies and learning algorithms 
used to implement the spoken language components of the system. Thus, the orthographic input and 
graphemic output lexica would be represented by self-organising maps, the connections between the 
various lexica would be mapped to Hebbian networks, and the conversion routes would be 
implemented as collections of Adalines. The final modular architecture would therefore be composed 
of four Kohonen maps, seven networks of Hebbian connections, and four Madaline networks. 
However, there is no reason why alternative network architectures could not be used, provided that 
the networks chosen could be integrated into a modular architecture, and are suitable for the cognitive 
task to be simulated.
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6.4 Further simulation of language dissolution
We have demonstrated the ability of our simulation system to replicate the characteristic 
symptoms of two language disorders, semantic dementia and deep dysphasia, through damage to a 
model of normal language processing. It is fully expected that the system will be used in future to 
explore other acquired and progressive language disorders. In addition, modifications to the system 
itself should enable the quality of previous simulations to be improved through the simulation of 
symptoms which aie currently unobtainable with the system in its present form. Our ideas for future 
simulation work are presented in this section.
6.4.1 Candidates for future disorder simulation
A number of additional disorders of spoken and written language production may be simulated in 
the future, although certain deficits would require modifications to be made to the simulation system 
itself, as we described in the previous section. Brief descriptions of candidate disorders are presented 
below.
Category-specific semantic impairm ents: it has been shown in a number of studies focusing on 
impaired semantic memory (e.g. Temple, 1986; Sartori and Job, 1988) that brain damage can lead to 
‘category-specific’ impairments in some patients. Such patients will demonstrate difficulty in 
referring to objects in certain conceptual categories: usually either living objects such as animals or 
plants, or inanimate objects like vegetables or gemstones. It may be that category-specific semantic 
impairments reflect the category specificity of the semantic system, as suggested by Humphreys and 
Riddoch (1987). However, other studies (e.g. Warrington and Shallice, 1984) have indicated that 
damage to the language processing system can cause ‘modality-specific’ impairment—for example, 
an inability to name objects which are seen, whilst retaining the ability to name objects perceived via 
the olfactory or haptic modalities.
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Farah and McClelland (1991) have used a connectionist model of semantic memory impairment 
(see section 3.6.2) to assert that category-specific deficits can occur even if semantic memory is 
modality-specific, as most of the data suggest. The crux of their argument is that “living things are 
distinguished primarily by their sensory attributes, whereas non-living things are distinguished 
primarily by their functional attributes” (p. 341). Therefore, the distinction between impaired and 
intact knowledge may not be a living/non-living distinction, but a sensory/functional one. According 
to the authors, it is well-known that different regions of the brain are dedicated to processing 
information from different sensory or motor channels; thus functional information could be linked to 
the motor system.
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Figure 6.2. The semantic system component of our simulation system, showing the clear 
boundaries between sensory and functional knowledge, and between concrete and abstract 
semantics. These boundaries evolve automatically through a process o f self-organisation, 
itself controlled by an unsupervised, competitive learning algorithm.
Using our simulation system to examine the question of category-specific semantic impairments, 
it may be possible to provide an alternative explanation for their occurrence. It is clear that, through
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the self-organisation process, the Kohonen map representing the semantic system develops regions 
corresponding to discrete conceptual categories. However, it is also true that these categories are 
themselves grouped together through self-organisation into dichotomous regions: there is a clear 
distinction between sensory and functional knowledge, on the one hand, and between concrete and 
abstract semantics on the other (Figure 6.2).
If we could lesion the Kohonen layer of the semantic system and damage the associations 
between individual concepts and specific units, it might be possible to explain the occurrence of 
category-specific semantic impairments. By selectively damaging a circumscribed area of the 
Kohonen layer, for example the area corresponding to ‘utensils’ in the top, right-hand corner of the 
semantic system, a semantic deficit for a single conceptual category could be induced. Moreover, by 
increasing the size of the lesioned region, we might extrapolate that a deficit in retrieval of sensory or 
functional information would follow.
It may be possible to use the same principle to provide an explanation for another aspect of 
lexical retrieval seen in both normal subjects and aphasie patients: the ‘concreteness effect’. It has 
been argued (e.g. Breedin et al., 1994) that abstract words are more difficult to learn, understand, 
remember and define than concrete words. In psychological tests, adult subjects have demonstrated 
better recall and faster lexical retrieval for concrete words. Language-impaired patients typically 
show an exaggeration of the concreteness effect. For example, both deep dysphasic (Katz and 
Goodglass, 1990) and deep dyslexic patients (Coltheart, 1987b) show greater impairment in repeating 
or reading abstract words, compared with concrete words.
Despite this body of evidence, which has been used by a number of cognitive neuropsychologists 
to assert that the semantic representations for concrete concepts must be in some way ‘stronger’ or 
‘richer’ than the representations for abstract concepts (e.g. Jones, 1985), there are occasional reports 
in the literature of patients who show a reversal of the concreteness effect (Warrington, 1975; 
Warrington, 1981a; Breedin et al., 1994). In tests, these patients prove to be better at reading, 
defining or repeating abstract words.
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The existence of patients with impaired concrete semantics but relatively intact abstract semantics 
has posed a problem for many theories of semantic memory. However, using our system, it may be 
possible to explain the concreteness effect and its reversal using the same argument that we applied 
for category-specific impairments. There is a clear boundary between abstract and concrete 
knowledge in the semantic system. If it were possible to selectively lesion small portions of the 
network’s Kohonen layer, it would be a relatively simple task to damage either of the regions 
corresponding to concrete and abstract concepts, resulting in a display of the concreteness effect (or 
its reversal) in naming and repetition simulations. In all these cases, it will be necessary to add 
additional lesioning capabilities to the system in order to simulate category-specific or other semantic 
impairments. This will necessarily include the ability to randomly damage associations between 
concepts (or words) and their representative units in the Kohonen layers of the semantic system and 
other networks.
Neologistic jargonaphasia: this is a variety of Wernicke’s aphasia (see section 3.3) characterised by 
the production of neologisms, or phonological approximations of words (Miller and Ellis, 1987). In a 
case study of a jargonaphasic patient, Caramazza et a l  (1983) proposed that the patient suffered from 
a “severe impairment of the phonological processing system”. This suggests that the disorder may be 
successfully simulated by lesioning one of the phonological components of the system. It may well 
be necessary, however, to improve certain aspects of the modular architecture in order to achieve a 
more plausible simulation of phonological processing. This may entail, for example, a connectionist 
implementation of the phonological assembly buffer (possibly involving some form of recurrent 
network). In addition, a module or group of modules would be needed to provide ‘allophonic 
realisation’ (see Figure 3.3).
Deep and surface dyslexia: these two disorders of written language have already been discussed in 
sections 3.5 and 4.6. To reiterate, deep dyslexic patients show difficulty in writing non-words, but 
have no problem with real words, while surface dyslexies write non-words correctly but tend to 
regulai'ise the spelling of irregular real words. In its current form, our system cannot simulate
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disorders of reading or writing. However, by implementing the modules of the functional 
architecture which deal with incoming and outgoing written language, it should be possible to use the 
simulation system to assess the current theories put forward by cognitive neuropsychologists for these 
two disorders (q.v. Coltheart et a l ,  1987 for deep dyslexia and Patterson et a l ,  1985 for surface 
dyslexia).
Dementia of Alzheimer type (DAT): this is described by Anderson (1994) as “a progressive 
degenerative neurological disorder characterized by an insidious onset, a slow, progressive course, 
and decline in memory and language functioning” (p. 261). Like semantic dementia patients, DAT 
patients demonstrate fluent (though paraphasic) speech, impaired auditory comprehension and a 
preserved ability to repeat (Hodges et a l ,  1991). Unlike semantic dementia patients, however, DAT 
patients also develop problems with attention, episodic memory, olfaction, personality and general 
intelligence (Van Hoesen, 1990). Because of the similarity between linguistic impairment in 
semantic dementia and DAT patients, it should be possible to simulate a number of the symptoms of 
Alzheimer’s disease without any prior modification to our system.
6.4.2 Improving simulation quality
In addition to simulating a number of language disorders, it is hoped that both future and 
previous simulations can be improved by increasing the number of disorder symptoms which are 
reproduced by damaging components of our modular system. For example, we have already shown 
that it should be possible to simulate surface dyslexia by incorporating a number of written language 
processing components into the system. In turn, this should allow us to achieve a more detailed 
simulation of semantic dementia, since a mild reading disorder akin to surface dyslexia is often 
reported in case studies of semantic dementia patients (see section 5.3.1).
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Semantic dementia
One particular aspect of semantic dementia (and other language disorders) which has not been 
previously investigated, but which would require little modification to our system itself in order to be 
simulated, is the ‘familiarity effect’. It has been shown that the loss of receptive and expressive 
vocabulary in semantic dementia patients is affected by familiarity or word frequency (Funnell, in 
press). In other words, the destruction of semantic memory caused by progressive damage to the 
temporal lobes will initially affect those conceptual representations which are not regularly reinforced 
through interaction with the environment. Snowden and her colleagues (Snowden et a i ,  1994; in 
press) have demonstrated the vulnerability of concepts which are not directly relevant to personal 
experience.
Hodges et a l  (in press) have proposed an apparently connectionist explanation of the familiarity 
effect in semantic dementia patients:
“Our proposal is that the links from semantic memory to spoken word representations are 
weighted in a way that will make less familiar words more vulnerable to partial loss of 
semantic information... the link between meaning and speech production will have been both 
learned early and repeatedly exercised throughout the person’s life, resulting in damage- 
resistant weights on these connections.”
We may use our system to explore the familiarity effect in semantic dementia and other disorders by 
adopting the method suggested by Hodges et a l  At present, the Hebbian connections between the 
phonological input and output lexica and the semantic system are trained in a manner which ensures 
that each item of training data is presented to the networks the same number of times. As a result, 
there is no real difference in the strength of connectivity between individual concepts and their 
corresponding spoken forms. If we could devise a tiuining regime in which the number of times each 
item of training data is presented to the networks depends on its usage frequency in the English 
language, the Hebbian connections between less frequent words and concepts would be more 
susceptible to damage.
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It has already been stated that our modular connectionist architecture was based in part on 
ACCLAIM, a connectionist model of child language development designed by Abidi (1994). Like 
our own system, ACCLAIM contains networks of Hebbian connections trained using a regime which 
does not take word frequency into consideration. This reduces the psychological plausibility of both 
models to some extent. Since ACCLAIM is proposed as a model of the development of vocabulary, 
conceptual knowledge and their subsequent association, it is clear that modification of the training 
regime for Hebbian networks on the basis of word frequency would increase the model’s plausibility. 
For both systems, absolute frequency data for English words could be taken from sources such as the 
Brown or Longman general language corpora (Kucera and Francis, 1967; Summers, 1991).
Another symptom common to many language disorders is the concreteness effect, which we 
discussed briefly in the previous section. It is conceivable that our system could be made to 
demonstrate a more pronounced impairment in accessing abstract concepts, as compared with 
concrete semantics, by selectively lesioning a portion of the semantic system. However, an equally 
plausible line of enquiry might be to examine the status of the semantic representations themselves. 
The question of how suitable semantic vectors may be derived for abstract and concrete concepts has 
already been mentioned in Chapter Two. To reiterate, it has been suggested (e.g. Plant and Shallice, 
1993a) that the concreteness effect can be explained by assuming that the semantic representations for 
concrete abstracts are more robust than for abstract concepts. In terms of semantic vectors, this 
implies that concrete concepts are represented using a larger number of features.
We have already mentioned that the representation schema for semantic system training vectors 
can be quickly and easily modified. It follows that our system can be used as a test-bench for 
investigating the suitability of various encoding strategies for concrete and abstract semantics. By 
varying the number of abstract and concrete features used to encode individual concepts, it should be 
possible to measure exactly the degree to which the concreteness effect is manifested in simulations 
of language disorders, and therefore assess the relevance of the ratio between concrete and abstract 
semantic primitives.
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Auditory lexical decision in deep dysphasia
Martin and Saffran (1992) have suggested that, in addition to pronounced impairments in the 
repetition of non-words and the production of semantic errors in the repetition of lexical words, 
patients with deep dysphasia usually demonstrate impaired auditory lexical decision. This means that 
the patient will typically find it hard to decide rapidly whether a word, perceived aurally, is a valid 
word or a non-word. The authors go on to suggest that the impairment deep dysphasia patients show 
in auditory lexical decision tasks is more marked than in visual lexical decision tasks, i.e. when the 
stimulus is presented in written form. In our corpus of patient data (see section 5.4), auditory lexical 
decision was tested in eight patients, five of which demonstrated a pronounced impairment.
We have shown that the errors in naming and repetition demonstrated by patients with deep 
dysphasia may be reproduced by lesioning two components of our simulation system; the 
phonological input-output conversion network, and the Hebbian connections between the semantic 
system and the phonological output lexicon. Damage to the former explains the patients’ severely 
impaired non-word repetition, while damage to the latter accounts for the production of semantic and 
formal paraphasias in both naming and repetition tasks. We have, however, made no attempt to 
account for the impaired auditory lexical decision seen in some deep dysphasia patients.
Intuitively, ablation of the links between semantics and output phonology should have no effect 
on the patient’s ability to make a lexical decision, since the stimulus word should correctly access a 
corresponding entry within the semantic system, thereby enabling the patient to decide whether the 
stimulus is a valid word or a non-word. This implies that in order to simulate impaired lexical 
decision in addition to the naming and repetition problems previously discussed, we must re-examine 
our lesioning strategy with regard to locus of impairment. It is apparent that damage to the semantic 
system alone would result in the production of semantic and other errors in naming simulations, and 
would also prevent the system from accessing semantics in simulations of lexical decision. However, 
this would have no effect on repetition. Conversely, damage to the Hebbian network between the 
phonological input lexicon and the semantic system would have an adverse effect on repetition, and
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would impede access to semantics (thereby reducing the ability of the system to make lexical 
decisions), but would not affect naming.
This implies that in order to simulate simultaneous impairments to naming, repetition and lexical 
decision, it may be necessary to lesion the modular architecture at three or more sites. Ellis and 
Young (1988) provide one possible explanation for deep dysphasia which requires two lesions, to the 
non-word repetition route and to the links between the phonological input lexicon and the semantic 
system. This account would, however, have no effect upon naming within our system. Alternatively, 
it may be possible to simulate the disorder by lesioning the non-word repetition route, the links 
between input phonology and semantics, and the semantic system itself. This would enable all three 
symptoms to be simulated. Whichever strategy we adopt, it is clear that further work is needed if we 
are to plausibly account for aspects of deep dysphasia other than naming and repetition using our 
simulation system.
6.5 Scope and limitations of our work
Our simulation of an impaired linguistic system, which mimics the behaviour of aphasie patients 
in qualitative terms, comprises seven independent connectionist networks, each of which has been 
trained to simulate either a single stratum of natural language (e.g. semantics, phonology) or the 
correlation between two strata. The seven networks were initially trained to mimic unimpaired 
behaviour (a strategy which, in itself, has formed the basis of a number of cognitive modelling 
projects). It should be noted that each connectionist network has its own input, output and learning 
strategy; we refer to the networks as modules in this specific computational sense only.
6.5.1 Modular systems
One advantage of connectionism, or indeed of any computational modelling paradigm, is that it 
enables theories of both normal and impaired cognition to be operationalised. It may be argued that 
a modular perspective may allow an even greater degree of freedom in the exploration of these
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theories. For example, we are at liberty to implement routes or modules using any computational 
means at our disposal. Thus, we are not even restricted to the use of connectionist architectures: we 
may make use of procedural or declarative AI knowledge representation schemata (e.g. frames or 
semantic nets), or may employ statistical or other mathematical techniques (e.g. cluster analysis or 
multidimensional scaling) in order to model cognitive function or dysfunction. The selection of an 
appropriate representation strategy should be based upon two questions: (i) what task is performed by 
the component we wish to study, and (ii) how might that task be achieved by the component.
Modular connectionist architectures may also be used to enhance or elaborate upon the ‘box-and- 
arrows diagrams’ discussed in Chapter Three. Seidenberg (1988) has argued that, in recent years, 
cognitive neuropsychologists have overemphasised the ‘functional architecture’ of the cognitive 
system (the configuration of boxes and arrows), and have subsequently devoted little attention to 
“specifying the kinds of knowledge representations and processing mechanisms involved”, i.e. the 
contents of the ‘boxes’ and the physical implementation of the ‘arrows’. By linking together 
potentially disparate networks to form a modular connectionist architecture, one can not only provide 
an explicit computational account of the cognitive processes under study, but can also posit the 
existence of routes or modules which have not previously been suggested. Thus Bullinaria (1994), 
for example, maintains that “we can (and should) try all kinds of subtle connections between the 
modules, examining their implications”.
6.5.2 Independence of learning
In terms of simulation, the primary distinction between the approach that we have studied—based 
upon the notion of the modular connectionist architecture—and the approaches favoured by cognitive 
neuropsychologists in their simulations of spoken and written language disorders concerns 
independence o f learning. In our simulation system, each module and, more importantly, each route 
within the language processing system has been independently and sequentially instantiated as a 
separate connectionist network. In this respect, our work differs from, for example, simulations
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based upon back-propagation networks in which the hidden layer has been split in order to realise two 
or more cognitive modules.
The sequential order of training of the seven connectionist networks within our simulation system 
is of considerable importance. We stated in Chapter Five that the phonological and semantic lexica 
(implemented as Kohonen maps) were trained before the three connecting Hebbian networks in order 
to ensure that patterns of activation in one map were correctly mapped onto corresponding patterns of 
activation in another. Whether it is more psychologically plausible to train the connectionist 
networks simultaneously or in sequence is a moot point. It is, for example, feasible to train the 
semantic system before the phonological input and output lexica, basing one’s approach on an 
analogy of the ‘cognition hypothesis’, which states in its strong form that cognitive development 
must, to some extent, precede linguistic development. Alternatively, taking a Whorfian standpoint, 
one may train the phonological lexica before the semantic system. A third approach might be to 
assume that linguistic and cognitive development proceed in tandem, and therefore train the 
connectionist networks simultaneously. Our own motive for training the various system components 
in sequence is that of computational expediency. However, there is no apparent reason why the 
connectionist networks within our simulation system cannot be trained concurrently. An approach 
such as this may well merit future investigation.
6.5.3 Emergent properties
We stated in Chapter Two that connectionist networks are of interest to both computer scientists 
and cognitive psychologists partly because of the emergent properties they exhibit through repeated 
presentation of training data. One example of this is generalisation. A back-propagation network 
which has been trained to distinguish between, say, smiling and frowning faces should be able to 
categorise faces which have not previously been encountered. The semantic component of our 
simulation system provides a second example. Before training, the semantic system is unable to 
classify the ninety-five concrete and abstract concepts in the training data set. After approximately
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6,000 epochs of training, however, the Kohonen algorithm has constmcted a topology-preserving 
map of the data, and the network is able to classify both previously seen and novel semantic feature 
vectors.
The development of emergent properties in modular connectionist systems represents an 
additional point of interest to us. With respect to our simulation system, it is clear that each 
individual network develops such properties by its very nature. However, it can also be argued that 
properties such as generalisation, feature extraction and linear association can evolve in combinations 
of networks. This can be seen in our attempt to simulate those components of the language 
processing system which mediate semantics, output phonology, and the correlation between the two. 
Initially, the semantic system and phonological output lexicon are independently taught to extract 
features from the input data, and to classify. However, by linking the two networks via a third, 
Hebbian network, we can simulate the development of linear associations between representations of 
words and concepts. The one area of our system which cannot develop these emergent properties is 
the procedurally-implemented component which determines the final output from the system. There 
is no reason, however, why this component could not be implemented using an additional 
connectionist network in the future. A fully connectionist simulation system would display emergent 
properties both at the network level and the nervous system level, to use Kohonen’s terminology.
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Annex A
Phonemic and semantic encoding
Phonemic encoding
In order to train the phonological input and output lexica and the phonological input-output conversion network, it 
was necessary to define a representation schema for sound-based encoding of words. The method used to create training 
vectors for these networks involved assigning a unique code to each phoneme in the English language, and assembling 
groups of codes to represent the constituent phonemes of the word to be taught to the network in question. It should be 
noted that, although we assign the label ‘phonological’ to a number of connectionist networks in LISA, in practice the 
encoding of sound-based information has been achieved at the simpler phonemic level. This avoided the need to provide 
a method for representing aspects such as vocalisation, place of articulation, aspiration and so on, and thus enabled us to 
reduce the number of units needed to store the encoded word.
In LISA, each phoneme in the English language is assigned a numerical code and a character code (see Tables A-1 
and A-2). The numerical code is used to construct training data for the networks listed above, while the character code— 
essentially a transliteration of an International Phonetic Alphabet symbol—enables on-line definition of word 
pronunciation, and may therefore be seen as a way of manually constructing test data.
The networks which process sound-based information in LISA can deal with six individual sounds simultaneously. 
For the phonological input and output lexica, each training vector therefore consists of six numerical phoneme codes. If 
the word to be encoded comprises more than six phonemes, then all but the last six will be ignored. For words 
comprising less than six phonemes, the numerical codes are assigned to the rightmost components of the training vector, 
and the remaining leftmost components are assigned the value zero, representing the absence of a phoneme. During the 
training of the networks, this particular encoding strategy favours comparison of the rightmost components of the vectors, 
and to a certain extent induces categorisation of words on the basis of the degree to which they rhyme.
It may prove useful at this stage to provide examples of how words may be phonemically encoded, using words 
consisting of less than, and more than, six phonemes. In a word such as ‘ball’, the constituent phonemes are /b/, /o:/ and 
/I/, and the corresponding character codes for these phonemes are ‘b’, ‘or’ and T . To encode this word, the numerical 
codes for the individual phonemes define the rightmost values of a six-component vector. The remaining components are 
assigned the value zero. As a result, the training vector for ‘ball’ becomes (0, 0, 0, 1, 34, 10). A word such as 
‘confusion’, however, contains more phonemes (nine) than there are available slots. In this case, the last six phonemes 
are used for training purposes: /f/, /j/, /u:/, /g/, /o/ and /n/, or ‘f  y oo zh e’ n’ when transliterated using character codes. 
The resultant training vector is (5, 8, 36, 25,41,12).
The phonological input and output lexica are trained using normalised versions of these six-value training vectors. 
For the phonological input-output conversion network, which has been implemented using a Madaline network with 
bipolar input and output units, the numerical codes for each phoneme are converted into binary forms before they are 
used to form training vectors. Because individual phonemes may have codes between zero and fifty-six, six input and 
output units are required to store the base-two representations of each phoneme slot. Thus the output layer of the 
Madaline network contains 6 slots X 6 bits = 36 output units, while the input layer comprises an additional six input units 
allowing threshold values to be stored.
Semantic encoding
In addition to the problem of providing an internal representation schema for sound-based information in LISA, it 
was also necessary to determine how meaning-related information could be encoded for training and testing purposes. In 
the solution employed by LISA, each item of training data for the semantic system consists of a twenty-dimensional 
semantic vector. The components of this vector may be divided into two distinct groups. The first five components 
contain superordinate conceptual category information, while the remaining fifteen store appropriate values for twelve 
concrete and three abstract semantic primitives.
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Symbol Example word Numerical code C haracter code
b back 1 b
d day 2 d
Ô then 3 dh
d3 jump 4 j
f fat 5 f
g get 6 g
h hot 7 h
j yet 8 y
k key 9 k
1 led 10 1
m sum 11 m
n sun 12 n
9 sung 13 ng
P pen 14 P
r red 15 r
s soon 16 s
J fishing 17 sh
t tea 18 t
cheer 19 ch
0 thing 20 th
V view 21 V
w wet 22 w
X loch 23 Idi
z zero 24 z
3 pleasure 25 zh
Table A-1. Consonantal sounds in the English language, and their equivalent numerical and character codes in LISA. 
Adapted from the Longman Dictionaiy o f Contemporary English (Summers, 1987).
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Symbol Example word Numerical code Character code
i: sheep 26 ee
I ship 27 i
i happy 28 iy
1/9 acid 29 i’
e bed 30 e
æ bad 31 a
a; calm 32 ar
D pot 33 0
0: caught 34 or
U put 35 u
U actuality 36 ue
U/9 ambulance 37 u’
u: boot 38 00
A cut 39 uh
3: bird 40 ur
9 cupboard 41 e'
ei make 42 ey
9Ü note 43 oh
ai bite 44 ai
au now 45 ow
01 boy 46 oy
19 here 47 ear
19 peculiar 48 iar
69 there 49 ere
U9 poor 50 oor
U9 ritual 51 uer
619 player 52 ayr
909 lower 53 oer
ai9 tire 54 ire
au9 tower 55 our
019 employer 56 oyr
Table A-2. Vowel sounds in British English, and their numerical and character encoding in LISA. Adapted from the 
Longman Dictionaiy o f Contemporary English (Summers, 1987).
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In order to provide some indication of the semantic category to which a particular concept belongs, each individual 
category recognised by the system has a unique five-digit binary code (see Table A-3). Inclusion of conceptual category 
information in the first five components of the semantic training vectors has a dual function: firstly, it provides obvious 
categorical membership infoimation; secondly, it facilitates clustering of concepts from the same semantic category 
during training of the semantic system.
The remaining fifteen components of each semantic vector are used to encode meaning-related information specific 
to the individual concept in question. The values attributed to each semantic primitive may be either real or binary. For 
example, in the case of the animacy component, an object may be either animate (one) or inanimate (zero)—there is no 
middle ground. Other primitives, such as maximum size, can be assigned values in a range from zero (very small) to one 
(very large). For all concepts, if a particular semantic primitive is irrelevant, then the value of the corresponding vector 
element is taken to be minus one. Therefore, the final three semantic primitives, encoding abstract notions of meaning, 
are marked as irrelevant for concrete concepts, while components four to twelve, which encode concrete semantic 
primitives, are marked as irrelevant for abstract concepts. The ‘richness’ of the semantic representation, therefore, is 
necessarily greater for concrete concepts than for abstract concepts, if we define ‘richness’ as the number of semantic 
primitives used for encoding purposes. Tables A-4 and A-5 provide further details about the fifteen concrete and abstract 
primitives employed.
The individual networks in LISA’s modular architecture were trained using sets of vectors representing ninety-five 
concrete and abstract stimuli, organised into eleven conceptual categories. The eighty concrete stimuli were drawn from 
a collection of 260 line drawings used to test naming ability in language-impaired patients (Snodgrass and Vanderwart, 
1980). The abstract stimuli were not taken from any particular cognitive neuropsychological test battery, but were 
included in order to provide the potential for simulation of concrete word superiority effects (see Chapter Six). A 
complete list of words used to train LISA is provided in Table A-6.
Superordinate conceptual category U n itl Unit 2 Unit 3 Unit 4 Unit
Animals 0 0 0 0 0
Body parts 0 1 0 1 0
Furniture 1 1 0 1 1
Musical instruments 1 1 1 0 0
Fruit and vegetables 1 0 0 0 0
Clothing 0 1 0 0 0
Vehicles 0 0 1 0 0
Utensils 0 0 0 1 0
Positive abstract concepts 0 0 0 0 1
Negative abstract concepts 1 0 1 0 1
‘Neutral’ abstract concepts 1 1 1 1 1
Table A-3. The binary codes used to represent superordinate conceptual categories within the semantic training 
vectors. The codes occupy the first five components o f each vector.
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Unit number Significance Comments
6 Animacy
I Maximum size
8 Regularity of shape
9 Red colour component
10 Gi'een colour component
II  Blue colour component
12 Solidity
13 Location
14 Artefact
15 Metallic
16 Sound-producing
17 Movement
0 means inanimate; 1 means animate. Binary.
0 indicates a very small size, 0.5 a medium size and 1.0 a large size. 
Real.
0 signifies an irregular shape; 1 signifies a regular (cuboid, 
spherical, cylindrical) shape. Real.
0 indicates the absence of red, 0.5 specifies some presence, and 1.0 
indicates total presence of the colour. Real.
Similar to unit 9, but for the colour green. Real.
Similar to unit 9, but for the colour blue. Real.
0 means non-solid, 0.5 means semi-solid, and 1.0 means total 
solidity. Real,
0 signifies a predominantly outdoor location, 0.5 means either 
indoors or outdoors, and 1.0 means found mainly indoors. Real.
0 represents a naturally occurring object; 1 represents an artefact. 
Binary.
0 means non-metallic; 1 means metallic. Binary.
0 indicates that the object makes no sound; 1 signifies the 
production of sound. Binary.
0 means that the object cannot move, while 1 represents an object 
which can move. Binary.
Table A-4. The twelve concrete semantic primitives used to encode individual concepts. Semantic features may be 
assigned either polar (binary) or real values. A value of -1 is assigned to a vector component if the corresponding 
feature is irrelevant.
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Unit number Significance
Positive
Disorder
Magnitude
Comments
1.0 signifies that the concept is positive or beneficial in some way, 0.5 signifies a 
lesser degree of benefit, and 0 means no positive nature. Real,
0 means that the concept is disordered, i.e. it does not involve the notion of 
organisation; 0.5 signifies some notion of organisation; 1.0 means the concept is 
associated with a high degree of organisation. Real.
0 means that the concept cannot have magnitude; 1 specifies that the concept can 
be quantified. Binary.
Table A-5. The three abstract semantic primitives used to encode individual concepts.
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Animals Body parts Furniture Musical instruments
bear
cat
dog
donkey
elephant
frog
goat
lion
monkey
pig
ear
eye
foot
hair
hand
leg
lips
nose
toe
bed
chair
clock
couch
desk
dresser
stool
table
television
vase
accordion
bell
drum
flute
guitar
harp
horn
piano
trumpet
violin
Fruit and vegetables Clothing Vehicles Utensils
apple
carrot
celery
grapes
onion
pear
pineapple
potato
strawberry
tomato
boot
cap
coat
dress
glove
hat
shirt
sweater
tie
vest
aeroplane
balloon
bicycle
bus
car
helicopter
lorry
motorcycle
sledge
train
bowl
broom
cup
fork
kettle
knife
pan
scissors
spoon
toaster
Positive abstract 
concepts
Negative abstract 
concepts
‘Neutral’ abstract 
concepts
fortune
freedom
glory
justice
virtue
chaos
ignorance
mischief
power
trouble
custom
gender
outcome
reflex
reminder
Table A-6. The ninety-five abstiact and concrete words/concepts used to train the seven connectionist networks 
comprising LISA.
191
References
Abidi, S.S.R. (1994). A Connectionist Simulation: Towards a Model o f  Child Language 
Development. University of Surrey, Guildford, UK: Unpublished doctoral thesis.
Aleksander, I. & Morton, H. (1990). An Introduction to Neural Computing. London: Chapman & 
Hall.
Allport, D.A. (1985). Distiibuted memory, modular subsystems and dysphasia. In S. Newman & R. 
Epstein (Eds.), Current Perspectives in Dysphasia. Edinburgh: Churchill Livingstone.
Anderson, J.A. (1995). An Introduction to Neural Networks. London & Cambridge, MA: MIT 
Press.
Anderson, R.M. (1994). Practitioner’s Guide to Clinical Neuropsychology. New York & London: 
Plenum Press.
Arbib, M.A., Caplan, D. & Marshall, J.C. (1982). Neurolinguistics in historical perspective. In M.A. 
Arbib, D. Caplan & J.C. Marshall (Eds.), Neural Models o f Language Processes. New York: 
Academic Press.
Barr, M.L. & Kiernan, J.A. (1988). The Human Nervous System: An Anatomical Viewpoint. 
Philadelphia: J.B. Lippincott. 5th edition.
Bates, E., McDonald, J., MacWhinney, B. & Appelbaum, M. (1991). A maximum likelihood 
procedure for the analysis of group and individual data in aphasia research. Brain and Language, 
40, 231-265.
Beale, R. & Jackson, T, (1990). Neural Computing: An Introduction. Bristol: Adam Hilger.
Bechtel, W. & Abrahamsen, A. (1991). Connectionism and the Mind: An Introduction to Parallel 
Processing in Networks. Oxford & Cambridge, MA: Basil Blackwell.
Berko-Gleason, J. (1993). Neurolinguistic aspects of first language acquisition and loss. In K, 
Hyltenstam & Â. Viberg (Eds.), Progression and Regression in Language: Sociocultural, 
Neuropsychological and Linguistic Perspectives. Cambridge, UK: Cambridge University Press.
192
Berko-Gleason, J. & Wolf, M. (1988). Child language, aphasia, and language disorder: naming as a 
window on normal and atypical language processes. Aphasiology, 2, 289-294.
Bloom, L. (1970). One Word at a Time. The Hague: Mouton.
Bramwell, B. (1985). Illustrative cases of aphasia. Cognitive Neuropsychology, 1, 245-258,
Breedin, S.D., Saffran, E.M. & Coslett, H.B. (1994). Reversal of the concreteness effect in a patient 
with semantic dementia. Cognitive Neuropsychology, 11, 617-660.
Bridgeman, B. (1988). The Biology o f  Behavior and Mind. New York: Wiley.
Broca, P. (1861). Remarques sur le siège de la faculté de la parole articulée, suivies d'une 
observation d'aphémie (perte de parole). Bulletin de la Société dAnatomie (Paris), 36, 330-357.
Brodmann, K. (1909). Vergliechene Localisations lehre der Grosshimrinde in ihren Prinzipien 
dargestellt aufGrund des Zellenbaues. Leipzig: J.A. Barth.
Bub, D., Black, S., Howell, J. & Kertesz, A. (1987). Speech output processes and reading. In M. 
Coltheart, G. Sartori & R. Job (Eds.), The Cognitive Neuropsychology o f Language. London & 
Hillsdale, NJ: Lawrence Erlbaum Associates.
Bullinaria, J.A. (1994). Simulating nonlocal systems: mles of the game. Behavioral and Brain 
Sciences, 17, 61-62.
Bullinaria, J.A. & Chater, N. (1995). Connectionist modelling: implications for cognitive 
neuropsychology. Language and Cognitive Processes, 10, 227-264.
Caplan, D. (1987). Neurolinguistics and Linguistic Aphasiology: An Introduction. Cambridge: 
Cambridge University Press.
Caplan, D. (1992). Language: Structure, Processing, and Disorders. London & Cambridge, MA: 
MIT Press.
Cappa, S.P., lelasi, W. & Miozzo, A. (1994). Semantic errors in different modalities: evidence from 
an Italian case of deep dysphasia. Brain and Language, 47, 344-345.
Caramazza, A., Berndt, R.S. & Basili, A.G. (1983). The selective impairment of phonological 
processing: a case study. Brain and Language, 18, 128-174.
193
Cammazza, A. & Hillis, A.E. (1990). Where do semantic errors come from? Cortex, 26, 95-122.
Caramazza, A., Hillis, A.E., Rapp, B.C. & Romani, C. (1990). The multiple semantics hypothesis: 
multiple confusions? Cognitive Neuropsychology,!, 161-189.
Cardebat, D., Démonet, J., Celsis, P., Fuel, M., Viallard, G. & Marc-Vergnes, J. (1994). Right 
temporal compensatory mechanisms in a deep dysphasic patient: a case report with activation 
study by SPECT. Neuropsychologia, 32, 97-103.
Carpenter, G.A. & Grossberg, S. (1987). ART 2: self-organization of stable category recognition 
codes for analog input patterns. Applied Optics, 26, 4919-4930.
Chertkow, H. & Bub, D. (1990). Semantic memory loss in Alzheimer-type dementia. In M.F. 
Schwartz (Ed.), Modular Deficits in Alzheimer-Type Dementia. London & Cambridge, MA: MIT 
Press.
Churchland, P.S. & Sejnowski, T.J. (1992). The Computational Brain. London & Cambridge, MA: 
MIT Press.
Collins, A.M. & Quillian, M.R. (1969). Retrieval time from semantic memory. Journal o f  Verbal 
Learning and Verbal Behavior, 8, 240-247.
Coltheart, M. (1981). Disorders of reading and their implications for models of normal reading. 
Visible Language, 15, 245-286.
Coltheart, M. (1987a). Functional architecture of the language-processing system. In M. Coltheart, 
G. Sartori & R. Job (Eds.), The Cognitive Neuropsychology o f Language. London & Hillsdale, 
NJ: Lawrence Erlbaum Associates.
Coltheart, M. (1987b). Deep dyslexia: a review of the syndrome. In M. Coltheart, K.E. Patterson & 
J.C. Marshall (Eds.), Deep Dyslexia. London & New York: Routledge & Kegan Paul. 2nd 
edition.
Coltheart, M., Curtis, B., Atkins, P. & Haller, M. (1993). Models of reading aloud: dual-route and 
paraUel-distributed-processing approaches. Psychological Review, 100, 589-608.
Coltheart, M., Patterson, K.E. & Marshall, J.C. (1987) (Eds.). Deep Dyslexia. London & New York: 
Routledge & Kegan Paul. 2nd edition.
194
Damasio, H. & Damasio, A.R. (1989). Lesion Analysis in Neuropsychology. New York & Oxford: 
Oxford University Press.
Davidoff, J. & De Bleser, R. (1993). Optic aphasia: a review of past studies and reappraisal. 
Aphasiology, 7, 135-154.
De Bleser, R. (1988). Localisation of aphasia: science or fiction. In G. Denes, C. Semenza & P. 
Bisiacchi (Eds.), Perspectives on Cognitive Neuropsychology. London & Hillsdale, NJ: 
Lawrence Erlbaum Associates.
Dell, G.S. (1986). A spreading-activation theory of retrieval in sentence production. Psychological 
Review, 93, 283-321.
Dell, G.S. & O’Seaghdha, P.G. (1991). Mediated and convergent lexical priming in language 
production: a comment on Levelt et al. (1991). Psychological Review, 98, 604-614.
Dell, G.S., Schwartz, M.F., Martin, N., Saffran, E.M. & Gagnon, D.A. (1995). Lesioning a 
connectionist model of lexical retrieval to simulate naming errors in aphasia. In Proceedings o f  
the 1995 Workshop on Neural Modeling o f  Cognitive and Brain Disorders, University of 
Maryland, College Park, MD.
Denes, G., Balliello, S., Pellegrini, A. & Volterra, V. (1987). Phonemic deafness in infancy and 
acquisition of written language. In M. Coltheart, G. Sartori & R. Job (Eds.), The Cognitive 
Neuropsychology o f Language. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
Dowling, J.E. (1992). Neurons and Networks: An Introduction to Neuroscience. London & 
Cambridge, MA: Belknap Press.
Dror, I.E. (1993). Neural network models as tools for understanding high-level cognition: developing 
paradigms for cognitive interpretation of neural network models. In M.C. Mozer, P. Smolensky, 
D.S. Touretzky, J.L. Elman & A.S. Weigend (Eds.), Proceedings o f  the 1993 Connectionist 
Models Summer School. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
Dror, I.E. & Dascal, M. Can Wittgenstein help free the mind from rules? The philosophical 
foundations of connectionism. In D. Johnson & C. Erneling (Eds.), Reassessing the Cognitive 
Revolution: Alternative Futures. Oxford & New York: Oxford University Press. In press.
195
Duhamel, J, & Poucet, M. (1986). Deep dysphasia in a case of phonemic deafness: role of the right 
hemisphere in auditory language comprehension. Neuropsychologia, 24, 769-779.
Eikmeyer, H. (1991). Connectionist models of utterance production. Lecture Notes in Artificial 
Intelligence, 565, 219-230.
Ellis, A.W. (1987). Intimations of modularity, or, the modelarity of mind: doing cognitive 
neuropsychology without syndromes. In M. Coltheart, G. Sartori & R. Job (Eds.), The Cognitive 
Neuropsychology o f  Language. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
Ellis, A.W., Elude, B.M. & Young, A.W. (1987). “Neglect dyslexia” and the early visual processing 
of letters in words. Cognitive Neuropsychology, 4, 439-464.
Ellis, A.W. & Young, A.W. (1988). Human Cognitive Neuropsychology. London & Hillsdale, NJ: 
Lawrence Erlbaum Associates.
Elman, J.L. (1990). Finding structure in time. Cognitive Science, 14, 179-211.
Fai’ah, M.J. (1994). Neuropsychological inference with an interactive brain: a critique of the 
“locality” assumption. Behavioral and Brain Sciences, 17, 43-61.
Farah, M.J. & McClelland, J.L. (1991). A computational model of semantic memory impairment: 
modality specificity and emergent category specificity. Journal o f  Experimental Psychology: 
General, 120, 339-357.
Fodor, J.A. (1983). The Modularity o f Mind. London & Cambridge, MA: MIT Press.
Fodor, J.A. & Pylyshyn, Z.W. (1988). Connectionism and cognitive architecture: a critical analysis. 
Cognition, 28, 3-71.
Freeman, J.A. & Skapura, D.M. (1991). Neural Networks: Algorithms, Applications and 
Programming Techniques. Reading, MA: Addison-Wesley.
Fromkin, V.A. & Rodman, R. (1983). An Introduction to Language. New York: CBS Publishing. 
3rd edition.
Funnell, E. (1983). Phonological processing in reading: new evidence from acquired dyslexia. 
British Journal o f  Psychology, 74, 159-180.
196
Funnell, E. From objects to properties: evidence for spreading semantic activation in a case of 
semantic dementia. Memory, 3. In press.
Gale, T.M., Frank, R.J., Done, D.J. and Hunt, S.P. (1995). Modelling conceptual disruption in 
dementia of Alzheimer type. In Proceedings o f  the 1995 Workshop on Neural Modeling o f  
Cognitive and Brain Disorders, University of Maryland, College Park, MD.
Goodglass, H. & Kaplan, E. (1983). The Assessment o f Aphasia and Related Disorders. 
Philadelphia: Lea & Febiger. 2nd edition.
Graham, K.S., Hodges, J.R. & Patterson, K.E. (1994). The relationship between comprehension and 
oral reading in progressive fluent aphasia. Neuropsychologia, 32, 299-316.
Grossberg, S. (1980). How does the brain build a cognitive code? Psychological Review, 87, 1-51.
Grossberg, S. (1987). Competitive learning: from interactive activation to adaptive resonance. 
Cognitive Science, 11, 23-63.
Harley, T.A. (1993). Connectionist approaches to language disorders. Aphasiology, 7, 221-249.
Harley, T.A. Connectionist modelling of the recoveiy of language functions following brain damage. 
Brain and Language. In press.
Harley, T.A. & MacAndrew, S.B.G. (1992). Modelling paraphasias in normal and aphasie speech. 
In Proceedings o f the 14th Annual Conference o f the Cognitive Science Society, Bloomington, 
IN. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
Hart, J. & Gordon, B. (1992). Neural subsystems for object knowledge. Nature, 359, 60-64.
Haykin, S. (1994). Neural Networks: A Comprehensive Foundation. Englewood Cliffs, NJ: 
Macmillan.
Hebb, D.O. (1949). The Organization o f Behavior. New York: Wiley.
Hecht-Nielsen, R. (1990). Neurocomputing. Reading, MA: Addison-Wesley.
Hildebrandt, N. (1994). The Reicher-Wheeler effect and models of deep and phonological dyslexia. 
Journal o f Neurolinguistics, 8, 1-18.
197
Hillis, A.E. (1993). The role of models of language processing in rehabilitation of language 
impairments. Aphasiology, 1, 5-26.
Hinton, G.E. (1989a). Connectionist learning procedures. Artificial Intelligence, 40, 185-234.
Hinton, G.E. (1989b). Deterministic Boltzmann learning performs steepest descent in weight-space. 
Neural Computation, 1, 143-150.
Hinton, G.E. & Sejnowski, T.J. (1986). Learning and relearning in Boltzmann machines. In D.E. 
Rumelhart, J.L. McClelland & The P.D.P. Research Group, Parallel Distributed Processing— 
Explorations in the Microstructure o f Cognition, Volume 1: Foundations, London & Cambridge, 
MA: MIT Press.
Hinton, G.E. & Shallice, T. (1991). Lesioning an attractor network: investigations of acquired 
dyslexia. Psychological Review, 98, 74-95.
Hodges, J.R. (1994). Cognitive Assessment fo r  Clinicians. New York & Oxford: Oxford University 
Press.
Hodges, J.R., Graham, N. & Patterson, K.E. Charting the progression in semantic dementia: 
implications for the organisation of semantic memory. Memory, 3. In press.
Hodges, J.R. & Patterson, K.E. (1995). Is semantic memory consistently impaired early in the course 
of Alzheimer’s disease? Neuroanatomical and diagnostic implications. Neuropsychologia, 33, 
441-459.
Hodges, J.R., Patterson, K.E. & Tyler, L.K. (1994). Loss of semantic memory: implications for the 
modularity of mind. Cognitive Neuropsychology, 11, 505-542.
Hodges, J.R., Patterson, K.E., Oxbury, S. & Funnell, E. (1992). Semantic dementia: progressive 
fluent aphasia with temporal lobe atrophy. Brain, 115, 1783-1806.
Hodges, J.R., Salmon, D.P. & Butters, N. (1991). The nature of the naming deficit in Alzheimer’s 
and Huntington’s disease. Brain, 114, 1547-1558.
Hopfield, J.J. (1982). Neural networks and physical systems with emergent collective computational 
abilities. In Proceedings o f the National Academy o f Science, USA, 79, 2554-2558.
Howard, D. & Franklin, S. (1988). Missing the Meaning? A Cognitive Neuropsychological Study o f  
the Processing o f Words by an Aphasie Patient. London & Cambridge, MA: MIT Press.
198 )
Humphreys, G.W. (1989). Parallel distributed processing and psychology. In R.G.M. Morris (Ed.), 
Parallel Distributed Processing: Implications fo r  Psychology and Neurobiology. Oxford; 
Clarendon Press.
Humphreys, G.W. & Riddoch, M.J. (1984). Routes to object constancy: implications from 
neurological impairments of object constancy. Quarterly Journal o f Experimental Psychology, 
36A, 385-416.
Humphreys, G.W. & Riddoch, M.J. (1987). On telling your fruit from your vegetables: a 
consideration of category-specific deficits after brain damage. Trends in Neurosciences, 10, 145- 
148.
Humphreys, G.W., Riddoch, M.J. & Quinlan, P.T. (1988). Cascade processes in picture 
identification. Cognitive Neuropsychology, 5, 67-103.
Jacobs, R.A. & Jordan, M.I. (1991). A competitive modular connectionist architecture. In R.P. 
Lippman, J.E. Moody & D.S. Touretzky (Eds.), Advances in Neural Information Processing 
Systems: Volume 3. San Mateo, CA: Morgan Kaufmann.
Jain, A.N. & Waibel, A.H. (1990). Incremental parsing by modular recurrent connectionist networks. 
In D.S. Touretzky (Ed.), Advances in Neural Information Processing Systems: Volume 2. San 
Mateo, CA: Morgan Kaufmann.
Jakobson, R. (1971). The sound laws of child language and their place in general phonology. In A. 
Bar-Adon & W.F. Leopold (Eds.), Child Language: a Book o f  Readings. Englewood Cliffs, NJ: 
Prentice-Hall.
Johnston, J. & McClelland, J.L. (1980). Experimental tests of a hierarchical model of word 
identification. Journal o f Verbal Learning and Verbal Behavior, 19, 503-524.
Jones, G.V. (1985). Deep dyslexia, imageability, and ease of predication. Brain and Language, 24, 
1-19.
Juhola, M., Vauhkonen, A. & Laine, M. (1995). Simulation of aphasie naming errors in Finnish 
language with neural networks. Neural Networks, 8, 1-9.
Katz, R.B. & Goodglass, H. (1990). Deep dysphasia: analysis of a rare form of repetition disorder. 
Journal o f  Brain and Language, 39, 153-185.
199
Kertesz, A. (1982). Western Aphasia Battery: Test Manual. San Antonio: The Psychological 
Corporation.
Kinsbourne, M. & Warrington, E.K. (1962). A variety of reading disability associated with right 
hemisphere lesions. Journal o f Neurology, Neurosurgery and Psychiatry, 25, 339-344.
Kohonen, T. (1990a). Self Organization and Associative Memory. New York: Springer-Verlag. 3rd 
edition.
Kohonen, T. (1990b). Notes on neural computing and associative memory. In J.L. McGaugh, N.M. 
Weinberger, & G. Lynch (Eds.), Brain Organization and Memory: Cells, Systems and Circuits. 
New York & Oxford: Oxford University Press.
Kosko, B. (1987). Competitive bidirectional associative memories. In Proceedings o f the IEEE First 
International Conference on Neural Networks, San Diego, CA, 2, 759-766.
ICi'emin, H. (1987). Is there more than ah-oh-oh? Alternative strategies for writing and repeating 
lexically. In M. Coltheart, G. Sartori & R. Job (Eds.), The Cognitive Neuropsychology o f  
Language. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
Kucera, H. & Francis, W.N, (1967). Computational Analysis o f Present-Day American English. 
Providence, RI: Brown University Press.
Laine, M. & Mai'tin, N. Lexical retrieval deficit in picture naming: implications for word production 
models. Brain and Language. In press.
Laine, M., Tikkala, A. & Juhola, M. Testing the discrete serial word production architecture by 
computer simulation of aphasie naming errors. Submitted.
Laxon, V.J., Masterson, J. & Coltheart, V. (1991). Some bodies are easier to read: the effect of 
consistency and regularity on children's reading. Quarterly Journal o f  Experimental Psychology, 
43A, 793-824.
Laxon, V.J., Masterson, J. & Moran, R. (1994). Are children's representations of words distributed? 
Effects of orthographic neighbourhood size, consistency and regularity of naming. Language and 
Cognitive Processes, 9, 1-27.
200
Laxon, V.J., Masterson, J., Pool, M. & Keating, C. (1992). Nonword naming: further exploration of 
the pseudohomophone effect in terms of orthographic neighbourhood size, graphemic changes, 
spelling-sound consistency, and reader accuracy. Journal o f Experimental Psychology: 
Learning, Memory, and Cognition, 18, 730-748.
Lesser, R. (1987). Cognitive neuropsychological influences on aphasia therapy. Aphasiology, I, 
189-200.
Lesser, R. & Milroy, L. (1993). Linguistics and Aphasia: Psycholinguistic and Pragmatic Aspects o f  
Intervention. London & New York: Longman.
Levelt, W.J.M., Schriefers, H., Vorberg, D., Meyer, A.S., Pechmann, T. & Havinga, J. (1991a). The 
time course of lexical access in speech production: a study of picture naming. Psychological 
Review, 98, 122-142.
Levelt, W.J.M., Schriefers, H., Vorberg, D., Meyer, A.S., Pechmann, T. & Havinga, J. (1991b). 
Normal and deviant lexical processing: reply to Dell and O’Seaghdha (1991). Psychological 
Review, 98, 615-618.
Levy, J.P. (1995). Semantic representations in connectionist models: the use of text corpus statistics. 
In Proceedings o f the 1995 Workshop on Neural Modeling o f Cognitive and Brain Disorders, 
University of Maryland, College Park, MD.
Lichtheim, L. (1885). On aphasia. Brain, 7, 433^84 .
Luria, A.R. (1970). Traumatic aphasia. The Hague: Mouton.
Macro, A. & Buxton, J. (1987). The Craft o f  Software Engineering. Reading, MA: Addison- 
Wesley.
Marin, O.S.M., Glenn, C.G. & Rafal, R.D. (1983). Visual problem solving in the absence of lexical 
semantics: evidence from dementia. Brain and Cognition, 2, 285-311.
Marr, D. (1976). Early processing of visual information. Philosophical Transactions o f the Royal 
Society o f  London, Series B, 275, 483-524..
Martin, N. & Saffran, E.M. (1992). A computational account of deep dysphasia: evidence from a 
single case study. Brain and Language, 43, 240-274.
201
Martin, N., Dell, O.S., Saffran, E M . & Schwartz, M.F. (1994). Origins of paraphasias in deep 
dysphasia: testing the consequences of a decay impairment to an interactive spreading activation 
model of lexical retrieval. Brain and Language, 47, 609-660.
Martin, N., Saffran, E.M. & Dell, G.S. Recovery in deep dysphasia: evidence for a relation between 
auditory-verbal short-term memory capacity and lexical errors in repetition. Brain and 
Language. In press.
Mayall, K. & Humphreys, G.W. A connectionist model of alexia: covert recognition and case mixing 
effects. British Journal o f  Psychology. Submitted.
McClelland, J.L. & Rumelhart, D.E. (1981). An interactive activation model of context effects in 
letter perception. Part 1: an account of the basic findings. Psychological Review, 88, 375-407.
McClelland, J.L. & Rumelhart, D.E. (1988). Explorations in Parallel Distributed Processing: A 
Handbook o f Models, Programs and Exercises. London & Cambridge, MA: MIT Press.
McClelland, J.L., Rumelhart, D.E. & The P.D.P. Research Group (1986). Parallel Distributed 
Processing—Explorations in the Microstructure o f Cognition, Volume 2: Psychological and 
Biological Models. London & Cambridge, MA: MIT Press.
McCulloch, W.S. & Pitts, W. (1943). A logical calculus of the ideas immanent in nervous activity. 
Bulletin o f Mathematical Biophysics, 5, 115-133.
Metcalfe, J. (1992) (Ed.). Biology: Brain and Behaviour—Book 6: Degeneration, Damage and 
Disorder. Milton Keynes: Open University.
Miceli, G., Silveri, M.C. & Caramazza, A. (1987). The role of the phoneme-to-grapheme conversion 
system and of the graphemic output buffer in writing. In M. Coltheart, G. Sartori & R. Job 
(Eds.), The Cognitive Neuropsychology o f Language. London & Hillsdale, NJ: Lawrence 
Erlbaum Associates.
Michel, F. & Andreewsky, E. (1983). Deep dysphasia: an analog of deep dyslexia in the auditory 
modality. Brain and Language, 18, 212-223.
Miller, D. & Ellis, A.W. (1987). Speech and writing errors in “neologistic jargonaphasia”: a lexical 
activation hypothesis. In M. Coltheart, G. Sartori & R. Job (Eds.), The Cognitive 
Neuropsychology o f  Language. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
202
Morton, J. (1969). Interaction of information in word recognition. Psychological Review, 76, 165- 
178.
Morton, J. (1987). Two auditory parallels to deep dyslexia. In M. Coltheart, K.E. Patterson & J.C. 
Marshall (Eds.), Deep Dyslexia. London & New York: Routledge & Kegan Paul. 2nd edition.
Morton, J. & Patterson, K.E. (1987). A new attempt at an interpretation, or, an attempt at a new 
interpretation. In M. Coltheart, K.E. Patterson & J.C. Mai'shall (Eds.), Deep Dyslexia. London 
& New York: Routledge & Kegan Paul. 2nd edition.
Moscovitch, M. & Umilta, C. (1990). Modularity and neuropsychology: modules and central 
processes in attention and memory. In M.F. Schwartz (Ed.), Modular Deficits in Alzheimer-Type 
Dementia. London & Cambridge, MA: MIT Press.
Movellan, J. (1990). Contrastive Hebbian learning in the continuous Hopfield model. In D.S. 
Touretzky, G.E. Hinton & T.J. Sejnowski (Eds.), Proceedings o f the 1989 Connectionist Models 
Summer School. San Mateo, CA: Morgan Kaufmann.
Mozer, M.C. (1991). The Perception o f Multiple Objects: A Connectionist Approach. London & 
Cambridge, MA: MIT Press.
Mozer, M.C. & Behrmann, M. (1990). On the interaction of selective attention and lexical 
knowledge: a connectionist account of neglect dyslexia. Journal o f  Cognitive Neuroscience, 2, 
96-123.
Müller, R. (1992). Modularism, holism, connectionism: old conflicts and new perspectives in 
aphasiology and neuropsychology. Aphasiology, 6, 443-475.
Murphy, J.L. (1973). Introductory Econometrics. Homewood, IL: Richard D. Irwin.
Murre, J.M.J. (1993). Can we model the architecture of cognition? Psycoloquy, 4. (Available 
through the USENET newsgroup sci.psychology.digest).
Nolan, K. & Caramazza, A. (1983). An analysis of writing in a case of deep dyslexia. Brain and 
Language, 20, 305-328.
Parisi, D. & Burani, C. (1988). Observations on theoretical models in neuropsychology of language. 
In G. Denes, C. Semenza & P. Bisiacchi (Eds.), Perspectives on Cognitive Neuropsychology. 
London & Hillsdale, NJ: Lawrence Erlbaum Associates.
203
Patterson, K.E. (1986). Lexical but nonsemantic spelling? Cognitive Neuropsychology, 3, 341-367.
Patterson, K.E., Marshall, J.C. & Coltheart, M. (1985) (Eds.). Surface Dyslexia: Neuropsychological 
and Cognitive Studies o f Phonological Reading, London & Hillsdale, NJ: Lawrence Erlbaum 
Associates.
Patterson, K.E., Seidenberg, M.S. & McClelland, J.L. (1989). Connections and disconnections: 
acquired dyslexia in a computational model of reading processes. In R.G.M. M oms (Ed.), 
Parallel Distributed Processing: Implications fo r  Psychology and Neurobiology. Oxford: 
Clarendon Press.
Patterson, K.E. & Shewell, C. (1987). Speak and spell: dissociations and word-class effects. In M. 
Coltheart, G. Sartori & R. Job (Eds.), The Cognitive Neuropsychology o f  Language. London & 
Hillsdale, NJ: Lawrence Erlbaum Associates.
Piattelli-Palmarini, M. (1980). Language and Learning: The Debate between Jean Piaget and Noam 
ChomsJcy. Cambridge, MA: Harvard University Press.
Pinker, S. (1991). Rules of language. 5'dence, 253, 530-535.
Pinker, S. & Prince, A. (1989). Rules and connections in human language. In R.G.M. Morris (Ed.), 
Parallel Distributed Processing: Implications fo r  Psychology and Neurobiology. Oxford: 
Clarendon Press.
Plant, D.C. (1992). Relearning after damage in connectionist networks: implications for patient 
rehabilitation. In Proceedings o f  the 14th Annual Conference o f  the Cognitive Science Society, 
Bloomington, IN. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
Plant, D.C. Relearning after damage in connectionist networks: toward a theory of rehabilitation. 
Brain and Language. In press.
Plant, D.C., McClelland, J.L., Seidenberg, M.S. & Patterson, K.E. (1994). Understanding Normal 
and Impaired Word Reading: Computational Principles in Quasi-Regular Domains. Carnegie 
Mellon University, Pittsburgh, PA: Technical Report PDP.CNS.94.5.
Plant, D.C. & Shallice, T. (1991). Effects of word abstractness in a connectionist model of deep 
dyslexia. In Proceedings o f  the I3th Annual Conference o f  the Cognitive Science Society, 
Chicago, IL. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
204
Plant, D.C. & Shallice, T. (1993a). Deep dyslexia: a case study of connectionist neuropsychology. 
Cognitive Neuropsychology, 10, 377-500.
Plant, D.C. & Shallice, T. (1993b). Perseverative and semantic influences on visual object naming 
errors in optic aphasia: a connectionist account. Journal o f Cognitive Neuroscience, 5, 89-117.
Plunkett, K. & Marchman, V. (1989). Pattern association in a back-propagation network: 
implications fo r  child language acquisition. Centre for Research in Language, University of 
California, San Diego: Technical Report 8902.
Plunkett, K. & Sinha, C. (1992). Connectionism and developmental theory. British Journal o f  
Developmental Psychology, 10, 209-254.
Poeck, K. & Luzzatti, C. (1988). Slowly progressive aphasia in three patients: the problem of 
accompanying neuropsychological deficit. Brain, 111, 151-168.
Quillian, M.R. (1968). Semantic memory. In M. Minsky (Ed.), Semantic Information Processing. 
London & Cambridge, MA: MIT Press.
Quinlan, P.T. (1991). Connectionism and Psychology: A Psychological Perspective on New 
Connectionist Research. Hemel Hempstead: Harvester Wheatsheaf.
Reicher, G.M. (1969). Perceptual recognition as a function of meaningfulness of stimulus material. 
Journal o f Experimental Psychology, 81, 275-280.
Rich, E. & Knight, K. (1991). Artificial Intelligence. New York: McGraw-Hill. 2nd edition.
Rinzel, J. (1995). Modeling network rhythmogenesis of epilepsy using reduced Hodgkin-Huxley 
neurons. In Proceedings o f the 1995 Workshop on Neural Modeling o f Cognitive and Brain 
Disorders, University of Maryland, College Park, MD.
Ritter, H. & Kohonen, T. (1989). Self-organizing semantic maps. Biological Cybernetics, 61, 241- 
254.
Rolls, E.T. (1989). Parallel distributed processing in the brain: implications of the functional 
architecture of neuronal networks in the hippocampus. In R.G.M. Morris (Ed.), Parallel 
Distributed Processing: Implications fo r  Psychology and Neurobiology. Oxford: Clarendon 
Press,
205
Ronco, E. & Gawtlirop, P. (1995). Modular Neural Networks: a state o f the art. Centre for System 
and Control, University of Glasgow: Technical Report CSC-95026.
Rumelhart, D.E. & McClelland, J.L. (1986a). P.D.P. models and general issues in cognitive science. 
In D.E. Rumelhai’t, J.L. McClelland & The P.D.P. Research Group, Parallel Distributed 
Processing—Explorations in the Microstructure o f Cognition, Volume 1: Foundations. London 
& Cambridge, MA: MIT Press.
Rumelhart, D.E. & McClelland, J.L. (1986b). On learning the past tense of English verbs. In J.L. 
McClelland, D.E. Rumelhart & The P.D.P. Research Group, Parallel Distributed Processing— 
Explorations in the Microstructure o f Cognition, Volume 2: Psychological and Biological 
Models. London & Cambridge, MA: MIT Press.
Rumelhart, D.E., Hinton, G.E. & Williams, R.J. (1986b). Learning internal representations by error 
propagation. In D.E. Rumelhart, J.L. McClelland & The P.D.P. Research Group, Parallel 
Distributed Processing—Explorations in the Microstructure o f Cognition, Volume I: 
Foundations. London & Cambridge, MA: MIT Press.
Rumelhart, D.E., Hinton, G.E. & McClelland, J.L. (1986c). A general framework for parallel 
distributed processing. In D.E. Rumelhart, J.L. McClelland & The P.D.P. Research Group, 
Parallel Distributed Processing—Explorations in the Microstructure o f Cognition, Volume 1: 
Foundations. London & Cambridge, MA: MIT Press.
Rumelhart, D.E., McClelland, J.L. & The P.D.P. Research Group (1986a). Parallel Distributed 
Processing—Explorations in the Microstructure o f Cognition, Volume 1: Foundations. London 
& Cambridge, MA: MIT Press.
Saffran, E.M. (1982). Neuropsychological approaches to the study of language. British Journal o f  
Psychology, 73, 317-337.
Saffran, E.M. & Schwartz, M.F. (1992). Of cabbages and things: semantic memory from a 
neuropsychological perspective—a tutorial review. In M. Moscovitch & C. Umilta (Eds.), 
Attention and Peiformance XV. London & Cambridge, MA: M.I.T. Press.
Sartori, G. & Job, R. (1988). The oyster with four legs: a neuropsychological study on the interaction 
of visual and semantic information. Cognitive Neuropsychology, 5, 105-132.
206
Sartori, G., Masterson, J. & Job, R. (1987). Direct-route reading and the locus of lexical decision. In 
M. Coltheart, G. Sartori & R. Job (Eds.), The Cognitive Neuropsychology o f Language. London 
& Hillsdale, NJ: Lawrence Erlbaum Associates.
Schneider, W. & Graham, D.J. (1992). Introduction to connectionist modelling in education. 
Educational Psychologist, 27, 513-530.
Schwartz, M.F., Dell, G.S., Martin, N. & Saffran, E.M. (1994). Normal and aphasie naming in an 
interactive spreading activation model. Brain and Language, 47, 391-394.
Schwartz, M.F., Marin, O.S.M. & Saffran, E.M. (1979). Dissociations of language function in 
dementia: a case study. Brain and Language, 7, 277-306.
Schyns, P.G. (1991). A modular neural network model of concept acquisition. Cognitive Science, 
15, 461-508.
Seidenberg, M.S. (1988). Cognitive neuropsychology and language: the state of the art. Cognitive 
Neuropsychology, 5, 403—426.
Seidenberg, M.S. & McClelland, J.L. (1989). A distributed, developmental model of word 
recognition and naming. Psychological Review, 96, 523-568.
Seidenberg, M.S. & McClelland, J.L. (1990). More words but still no lexicon: reply to Besner et al. 
(1990). Psychological Review, 97, 447-452.
Senn, J.A. (1989). Analysis and Design o f  Information Systems. New York: McGraw-Hill. 2nd 
edition.
Servan-Schreiber, D. & Cohen, J. (1995). Cognitive deficits in schizophrenia: modeling 
neuromodulation of prefrontal cortex. In Proceedings o f the 1995 Workshop on Neural Modeling 
o f Cognitive and Brain Disorders, University of Maryland, College Park, MD.
Shallice, T. (1987). Impairments of semantic processing: multiple dissociations. In M. Coltheart, G. 
Sartori & R. Job (Eds.), The Cognitive Neuropsychology o f Language. London & Hillsdale, NJ: 
Lawrence Erlbaum Associates.
Shallice, T. (1988). From Neuropsychology to Mental Structure. Cambridge: Cambridge University 
Press.
207
Shallice, T. & Warrington, E.K. (1987). Single and multiple component central dyslexie syndromes. 
In M. Coltheart, K.E. Patterson & J.C. Marshall (Eds.), Deep Dyslexia. London & New York: 
Routledge & Kegan Paul. 2nd edition.
Small, S.L. (1991). Focal and diffuse lesions in cognitive models. In Proceedings o f  the 13th 
Annual Conference o f the Cognitive Science Society, Chicago, IL. London & Hillsdale, NJ: 
Lawrence Erlbaum Associates.
Smolensky, P. (1988). On the proper treatment of connectionism. Behavioral and Brain Sciences, 
11, 1-74.
Snodgrass, J.G. & Vanderwart, M. (1980). A standardized set of 260 pictures: norms for name 
agreement, image agreement, familiarity, and visual complexity. Journal o f  Experimental 
Psychology: Human Learning and Memory, 6, 174-215.
Snowden, J.S., Goulding, P.J. & Neary, D. (1989). Semantic dementia: a form of circumscribed 
cerebral atrophy. Behavioural Neurology, 2, 167-182.
Snowden, J.S., Griffiths, H.L. & Neary, D. (1994). Semantic dementia: autobiographical 
contribution to preservation of meaning. Cognitive Neuropsychology, 11, 265-288.
Snowden, J.S., Griffiths, H.L. & Neary, D. Autobiographical experience and word meaning. 
Memory, 3. In press.
Stemberger, J.P. (1985). An interactive activation model of language production. In A.W. Ellis 
(Ed.), Progress in the Psychology o f Language: Volume 2. London & Hillsdale, NJ: Lawrence 
Erlbaum Associates.
Stevens, C.F. (1989). How cortical interconnectedness varies with network size. Neural 
Computation, 1, 473-479.
Stewart, J. (1991). Econometrics. London & New York: Philip Allan.
Summers, D. (1991). Longman/Lancaster English Language Corpus: Criteria and Design. 
Unpublished manuscript.
Summers, D. (Ed.) (1987). Longman Dictionary o f Contemporary English. Harlow: Longman. 2nd 
edition.
208
Sutcliffe, R.F.E. (1992). Representing meaning using microfeatures. In R.G. Reilly & N.E. Sharkey 
(Eds.), Connectionist Approaches to Natural Language Processing. London & Hillsdale, NJ: 
Lawrence Erlbaum Associates.
Szentagothai, J. (1975). The “module” concept in cerebral cortex architecture. Brain Research, 95, 
475-496.
Tang, A.C. & Hasselmo, M.E. (1995). Effect of a clinically-used GABA^ agonist on memory 
function. In Proceedings o f the 1995 Workshop on Neural Modeling o f Cognitive and Brain 
Disorders, University of Maryland, College Park, MD.
Temple, C.M. (1986). Anomia for animals in a child. Brain, 109, 1225-1242.
Tikkala, A., Juhola, M. & Laine, M. (1994). Simulation of aphasie naming errors: properties and 
result analysis of the method. In C. Carlsson, T. Jarvi & T. Reponen (Eds.), Multiple Paradigms 
fo r  Artificial Intelligence. Helsinki: Suomen Tekoalyseura.
Tippett, L.J. & Farah, M.J. (1994). A computational model of naming in Alzheimer’s disease: 
unitary or multiple impairments? Neuropsychology, 8, 3-13.
Touretzky, D.S. & Wang, X. (1992). Energy minimization and directionality in phonological 
theories. In Proceedings o f the 14th Annual Conference o f  the Cognitive Science Society, 
Bloomington, IN. London & Hillsdale, NJ: Lawrence Erlbaum Associates.
Touretzky, D.S. & Wheeler, D.W. (1990). A computational basis for phonology. In D.S. Touretzky 
(Ed.), Advances in Neural Information Processing Systems: Volume 2. San Mateo, CA: Morgan 
Kaufmann.
Trojano, L., Stanzione, M. & Grossi, D. (1992). Short-term memory and verbal learning with 
auditory phonological coding defect: a neuropsychological case study. Brain and Cognition, 18, 
12-33.
Tyler, L.K. (1987). Spoken language comprehension in aphasia: a real-time processing perspective. 
In M. Coltheart, G. Sartori & R. Job (Eds.), The Cognitive Neuropsychology o f  Language. 
London & Hillsdale, NJ: Lawrence Erlbaum Associates.
Van Essen, D.C., Anderson, C.H. & Felleman, D.J. (1992). Information processing in the primate 
visual system: an integrated systems perspective. Science, 255,419-423.
209
Van Hoesen, G.W. (1990). The dissection by Alzheimer’s disease of cortical and limbic neural 
systems relevant to memory. In J.L. McGaugh, N.M. Weinberger, & G. Lynch (Eds.), Brain 
Organization and Memory: Cells, Systems and Circuits. New York & Oxford: Oxford 
University Press.
Wan Abdullah, W.A.T. (1991). A connectionist epistemology. Cybernetica, 34, 75-83.
Warrington, E.K. (1975). The selective impairment of semantic memory. Quarterly Journal o f  
Experimental Psychology, 27, 635-657.
Warrington, E.K. (1981a). Concrete word dyslexia. British Journal o f Psychology, 72, 175-196.
Warrington, E.K. (1981b). Neuropsychological studies of verbal semantic systems. Philosophical 
Transactions o f  the Royal Society o f  London, Series B, 295, 411-423.
Warrington, E.K. & Shallice, T. (1979). Semantic access dyslexia. Brain, 102,43-63.
Warrington, E.K. & Shallice, T. (1984). Category specific semantic impairments. Brain, 107, 829- 
853.
Warrington, E.K. & Zangwill, O.L. (1957). A study of dyslexia. Journal o f  Neurology, 
Neurosurgery and Psychiatry, 20, 208-215.
Wernicke, K. (1874). The aphasie symptom complex: a psychological study on a neurological basis. 
In R.S. Cohen & M.W. Wartofsky (Eds.), Boston Studies in the Philosophy o f  Science, 4. 
Boston: Reidel.
Wheeler, D.D. (1970). Processes in word recognition. Cognitive Psychology, 1, 59-85.
Widrow, B. & Stearns, S.D. (1985). Adaptive Signal Processing. Englewood Cliffs, NJ: Prentice- 
Hall.
Winston, P.H. (1992). Artificial Intelligence. Reading, MA: Addison-Wesley. 3rd edition.
Winter, R. & Widrow, B. (1988). MAD ALINE RULE II: a training algorithm for neural networks. 
In Proceedings o f the IEEE Second International Conference on Neural Networks: Volume I, 
San Diego, CA.
210
Wise, R., Chollet, F., Hadar, U,, Friston, K., Hoffner, E. & Frackowiak, R. (1991). Distribution of 
cortical neural networks involved in word comprehension and word retrieval. Brain, 114, 1803- 
1817.
Wright, J.F. (1994). Connectionism and Language Disorder. University of Surrey, Guildford, UK: 
Unpublished M.Phil. to Ph.D. transfer report.
Zell, A. (Ed.) (1994). Stuttgart Neural Network Simulator User Manual, Version 3.2. Institute for 
Parallel and Distributed High Performance Systems, University of Stuttgart: Technical Report 
3/94.
Zurada, J.M. (1992). Introduction to Artificial Neural Systems. St. Paul, MN: West Publishing 
Company.
Zurif, E.B., Caramazza, A., Myerson, R. & Galvin, J. (1974). Semantic feature representations for 
normal and aphasie language. Brain and Language, 1, 167-187.
211
