This paper presents a Bayesian calibration method for a simulation-based model with stochastic functional input and output. The originality of the method lies in an adaptation involving the representation of the likelihood function by a Gaussian process surrogate model, to cope with the high computational cost of the simulation, while avoiding the surrogate modeling of the functional output. The adaptation focuses on taking into account the uncertainty introduced by the use of a surrogate model when estimating the parameters posterior probability distribution by MCMC. To this end, trajectories of the random surrogate model of the likelihood function are drawn and injected in the MCMC algorithm. An application on a train suspension monitoring case is presented. Keywords: 5 acceleration measurements for maintenance purposes.
Introduction
The goal of this work is to perform the inverse identification of the input parameters of an expensive computer code with functional input excitation and output response, under uncertainty, from experimental data. The industrial application motivating the work presented in this paper consists in monitoring high-speed train suspensions using prediction for untested conditions. As long as the quality of the prediction is satisfying, the calibrated value of the parameters may not correspond to the "real" physical 10 value, in the case when the parameters have a physical meaning. The problem studied in this paper differs in this point because the "real" physical value of the parameters is precisely what we are looking for.
Because the problem is affected by various sources of uncertainty (noise on the measurements, model error, lack of knowledge about the model parameters), a prob- 15 abilistic model of the system response is built based on the simulation code. The Bayesian framework is well suited to combine a probabilistic model with experimental data to obtain information about the model input parameters. A Bayesian calibration approach is adopted.
However, except a few particular analytical cases, Bayesian calibration methods 20 generally require the computation of the model response for numerous values of the input parameters. Surrogate modeling is a solution to circumvent the numerical cost induced by the numerous calls to an expensive computer code. It consists in replacing the latter by an efficient algebraic approximation of the output response. Although it is a classical approach for simulations with scalar output, surrogate modeling of func- 25 tional output remains a complex task. Because we want to keep the whole information provided by the measurements, we ruled out the possibility of condensing the output into a few indicators of interest. The solution we propose in this paper is, instead of relying on a surrogate model of the output response, building a surrogate model of the likelihood function that is at the core of Bayesian calibration. The novelty of this work 30 also lies in the consideration of the uncertainty introduced by the surrogate model. 
Setting the calibration problem in a Bayesian framework
This section recalls the main principles of Bayesian calibration and introduces the formalism that is used in the rest of the paper. Two calibration methods for cases approaching the one treated in this paper are also presented. 40 
Bayesian calibration principle
We consider a system described by the model Y = H(W). Variable W gathers the various input parameters of the model. In general, W can be defined as a vector belonging to an admissible set C W . In the context of Bayesian calibration, the value of these parameters is uncertain, hence vector W is random. The initial information 45 about the parameters is given by the prior probability density function (PDF) p prior W of W. Variable Y is an observable output quantity of the system. The dependence of Y to parameters W is modeled by the function H. Function H is considered random (meaning that H(w 0 ) is a random value even if w 0 is deterministic), which makes Y random as well. Various sources of uncertainty may account for H randomness: model 50 error, approximation errors... A measurement y mes is provided as experimental data that can be affected by measurement noise. It is considered as a realization of random quantity Y.
The goal of the Bayesian calibration procedure is to determine the posterior PDF p post W of parameters W. The latter represents the updated knowledge about the parameters, according to the new information about the system brought by measurement y mes .
Mathematically, p post W corresponds to the conditional PDF of W knowing Y p post
According to the Bayes formula, the conditional probability can then be decomposed in the following way:
where, for a fixed y mes , the function L : w → p Y | W (y mes | w) is called the likelihood function. Its computation depends on the relationship Y = H(W). Because 3 of dimensionality problems, the log-likelihood L : w → log(L(w)) is usually used instead.
From Eq. (3), Markov Chain Monte Carlo (MCMC) is a classical way to construct 60 independent realization of posterior PDF p post W . This class of algorithms is briefly presented in the following section. It should be noted that calibration methods that do not rely on MCMC have been developed, in order to avoid the numerous difficulties associated with the implementation of MCMC algorithms. Other approaches for constructing surrogate models consist in using polynomial chaos expansions [1, 2, 3, 4] . 65 
Estimation of the posterior density with MCMC
The purpose of Markov Chain Monte Carlo (MCMC, see [5] ) is to draw a sample according to a target PDF. It requires the ability to evaluate this PDF or a function proportional to it anywhere in its definition set. MCMC algorithms perform this draw by building a Markov Chain for which the invariant probability distribution is represented 70 by the target PDF. For Bayesian calibration, the target PDF is posterior PDF p post W ; the function injected in the algorithm is w → L(w) p prior W (w). The drawn sample usually needs to be large in order to be distributed as the target PDF. At least one call to the likelihood function is required for each point of the sample.
Once the sample is drawn, the target PDF can be studied by estimating its moments 75 and quantiles for instance. The marginal PDFs can also be plotted using histograms or kernel methods.
Calibration of an expensive computer code with scalar output
Let us first consider the case of a simulation-based model with scalar output, represented for example by the relationship
where the simulation is represented by the deterministic function h and ε that is an additive noise representing the measurement noise and the model error, modeled by a Gaussian centered random variable of variance σ 2 ε . For a single measurement y mes , the corresponding likelihood function is
where p N (.; µ, σ 2 ) stands for the normal density of mean µ and variance σ 2 .
Using MCMC requires numerous evaluations of the likelihood function L and con-80 sequently numerous runs of the simulation represented by function h. An expensive simulation makes the procedure unaffordable. A classical way of addressing such numerical issue is to rely on surrogate models. In particular, Gaussian process (GP) models is a commonly used class of surrogate models, as it offers closed-form expressions and an estimation of the approximation error. The principle of GP surrogate modeling 85 is to represent a deterministic function by a conditioned Gaussian process. The mean function of the process (also called the Kriging predictor) constitutes the best approximation of the function anywhere in its definition set in a L 2 -sense, while its variance represents the approximation error. More details, formulas and their mathematical justifications are provided in Appendix A.
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For the present calibration case, the simulation is replaced by a GP surrogate model:
for any w ∈ C w , the simulation output h(w) is replaced by the random valueĥ(w) + Z(w) whereĥ is the Kriging predictor and Z a centered GP of variance σ 2 Z independent from noise ε. The model then becomes
and the associated likelihood function
As shown by this last equation, the interest of building a GP surrogate model of the simulation output is that the surrogate model uncertainty can be readily introduced in the likelihood function. The calibration procedure is not modified. The Bayesian formalism is kept, which allows for a correct evaluation of the posterior uncertainty on the parameters W. 
Calibration of an expensive computer code with functional output
We now consider a simulation-based model with an output which is no longer scalar but functional. The method presented in the previous section can no longer be applied 5 as such. Indeed, the surrogate modeling of functional quantities is a complex task and remains a subject of current research (see for example [6] ).
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For the calibration of expensive computer codes, the issue of functional outputs is addressed in [7] and [8] . In both papers, the authors perform a scalarization of the problem. They define a distance between the experimental and modeled output, based on a L 2 -norm for [7] or on likelihood ratios for [8] . The distance being scalar, it can be represented by a GP surrogate model. The calibration procedure then consists in an 105 optimization problem. The GP model is used to minimize the defined distance. The goal is to obtain the optimal parameters values that provide the best fit between the experimental data and the model, according to the chosen distance.
Although both methods achieve interesting results, they cannot be considered as Bayesian approaches. They do not take into account the uncertainties of the model to 110 determine an uncertainty on the calibrated parameters. In [8] , the authors propose to estimate the distribution of the minimum of the GP model. This analysis allows for evaluating the uncertainty on the parameters stemming from the approximation by a surrogate model, but still ignores the other sources of uncertainty, such as model error or measurement noise. 115 
Calibration with GP surrogate model of the likelihood function
The goal of this paper is the development of a Bayesian calibration method for expensive computer codes with functional output. As shown in [7] and [8] , scalarization combined with GP surrogate modeling is an efficient way of addressing high computational costs caused by a simulation-based model. In the Bayesian formalism, a natural 120 scalarization is provided by the likelihood function. Hence we propose to perform the calibration using a GP surrogate model of the likelihood function. The objective is to remain in the Bayesian framework while taking advantage of GP surrogate modeling.
This approach raises various questions that will be addressed in this paper:
• how should a GP model of the likelihood function be built ?
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• how to perform MCMC with a random likelihood function ?
• how to take into account the uncertainty associated with the approximation error in the estimation of the parameters posterior probability distribution ?
GP surrogate modeling of the likelihood function
We choose to work with the log-likelihood function L instead of the likelihood 130 function L. The first reason is the fact that the likelihood function has to respect positivity, while the log-likelihood function does not. Moreover, in some cases, the regularity of the log-likelihood function tends to be better, when the likelihood function corresponds to a very peaked density for instance.
As explained in Appendix A, the computation of the real likelihood value on an In the following sections, we propose a method that takes into account the uncertainty of the GP surrogate model in order to estimate more correctly the calibration error. In Section 4.5, we refer to this new approach as the MCT (for "Monte Carlo on the trajectories") method. 
Yet, the quantity we are looking for remains unchanged: the conditional PDF of parameters W knowing Y. The rule of conditional probabilities states that it is equal to the expectation with respect to Θ of the previous PDF: 
Approximation of the GP model trajectories
The Monte Carlo approach proposed in the previous section implies the ability to draw a trajectory L(.; θ) of the Gaussian surrogate model and to evaluate its value at any 175 point w in admissible set C W . A classic way to manipulate a Gaussian process trajectory is to compute its value on a fine grid spanning the entire admissible set. However, this solution is not adapted to the calibration of more than two or three parameters, because the number of points on the grid increases exponentially with the dimension of the admissible set, equal to the number of parameters to calibrate. Moreover, since 180 the MCMC algorithm randomly draws the points at which the likelihood needs to be evaluated, computing the values of a trajectory in advance is not relevant. Another approach could consist in iteratively conditioning the Gaussian process by the previously drawn points for each step of the MCMC. However, it implies the manipulation of a full covariance matrix whose size would increase at each step.
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Instead of exactly computing the trajectory, we propose to approximate it in the following way: first, the value of trajectory L(.; θ) is computed at the points of a con-
It should contain only a limited number N c of points. The approximation L(.; θ) of L(.; θ) then consists of the expectation of the surrogate model conditioned by the value of the trajectory at the points of W c :
The deterministic function L(.; θ) can then be injected in the MCMC algorithm to
The crucial step of the method lies in the choice of conditioning set W c . The aim of this conditioning approach is to decrease as much as possible the variance of the surrogate model. Indeed, the lower the variance of a stochastic process, the closer any trajectory is to the mean function. We chose to focus on the region of interest of C W , where the relative value of the likelihood function is high. We define this region as the set P where the surrogate model has a probability higher than a tolerance ρ ∈]0, 1[ to be greater than at the point where its mean function is maximum:
Conditioning set W c is then built as a discrete set of N c points space-filling in P. First a large sample uniformly distributed in P is drawn using MCMC with the However, relying solely on measurements of the train dynamic response is not sufficient, because of its strong dependence on the track geometric irregularities. The 210 latter constitute the main excitation source of a rolling train and, consequently, have a major influence on its dynamic behavior (see [9, 10, 11] ). Track geometry is also subject to damage caused by railway traffic (see [12] ): it is gradually degraded and regularly maintained. Consequently, the track geometric irregularities evolve through time. Because of the high sensitivity of the system to these irregularities, their evolu-215 tion has to be taken into account to perform a correct monitoring of the suspensions state. Train dynamics simulation is thus necessary to include the excitation source in the analysis. More precisely, we propose to build a simulation-based model of the train dynamic response and to calibrate its parameters describing the mechanical properties of the suspensions of interest. The experimental data used for this calibration consist 220 of joint measurements of the track geometric irregularities and of the train dynamic response.
Probabilistic model of the high-speed train dynamic response
This section presents how the train response model is built, based on simulation.
This construction is sketched in figure 1 . It has been shown in [13] that the track geometric irregularities can be modeled
Though the irregularities are represented by random field X, the calibration procedure presented here does not make use of the model developed in [13] .
Instead, the available irregularities measurements performed on various track stretches 245 are considered as realizations of random field X.
The measurement method for the track geometric irregularities has shown a very good reproducibility. Consequently, the measurement noise affecting these irregularities is considered negligible compared to the other sources of uncertainty. More details about the definition of the multibody train model can be found in [14] .
Such multibody model contains numerous parameters : body masses and inertiae, Indeed, we observed that we were unable to distinguish between the contributions of the different elements of the same type with the available sensors. It also allows for significantly decreasing the dimension of the problem.
The q parameters are gathered in the random vector W, belonging to the admis- The set Ω is the frequency band of interest. 
It associates the responseâ = h(x; w) in the frequency domain with the irregularity signal x and vector w of parameters. If the quantities x and w are replaced by their stochastic counterpart X and W, the simulation output h(X; W) becomes stochastic as well.
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The multibody modeling and simulation necessarily contain inaccuracies and simplifications compared to the real system. Numerical solving is also a source of errors.
To perform a robust calibration, a train model error has to be introduced, in order to take into account the fact that the model cannot exactly represent the reality. Moreover, the measurements of the train response performed by embedded accelerometers may Frequency ω (Hz) Amplitude (dB) The calibration is performed to determine the suspensions health state at a given date. We are focusing on a single train, for which a model error has been identified. At a given date, the experimental data consist of a set U of independent joint measurements of the track geometric irregularities and of the corresponding train dynamic response, denoted respectively x mes,i and y mes,i , 1 ≤ i ≤ ν on ν different track stretches:
Calculation of the likelihood function
The calculation of the likelihood function presented in Section 2 is adapted to the present railway case. We need to take into account measurements of the track geometric irregularities. Consequently, the model parameters are not conditioned solely by the output Y but also by the input-output couple (X, Y). It makes a difference to consider 325 the probability of obtaining a certain dynamic response whatever the irregularities, and to obtain the same response knowing the irregularities that have triggered it.
Moreover, since several independent measurements are used to perform the calibration, it is necessary to introduce a set {(X i , Y i )} 1≤i≤ν of ν independent and identically distributed copies of couple (X, Y). Eq. (1) giving the expression of the posterior 330 PDF of parameters W then becomes (the PDF arguments are omitted for simplicity):
Eq. (20) is obtained by considering that:
• the track geometric irregularities X and the train parameters W are independent, so p W | X = p prior W ;
• for any (i, j) ∈ {1, . . . ν} 2 , X i and Y i are supposed to be independent from X j 335 and Y j if i = j. Indeed, the track has been divided into numerous stretches so that the realizations of the track geometric irregularities and of the train dynamic response can be considered independent on two different stretches.
The likelihood function is then given by
Using Eq. (16) the log-likelihood function can be written
From the previous expression, one can observe that ν simulation runs are required for each evaluation of log-likelihood L at each points w ∈ C W . The number ν of available 340 measurements can typically be several hundreds in the present case, which explains the high computational cost for each call to the likelihood function.
Parameters of the GP surrogate modeling
For this application, the number of suspension parameters to identify is q = 7 (see The size of training set is 500. The chosen form for the covariance function is Matérn-5 2 [15] . Moreover, we chose to build the GP surrogate model considering that the observations of the log-likelihood function were noisy (see Appendix A.5). The variance of this noise was optimized to fit the available data along with the other cor-350 relation parameters. This choice was made in order to improve the quality of the surrogate model. Introducing a small noise improved its regularity. Indeed, it offers the surrogate a certain margin of freedom around the observation. On the contrary, forcing the surrogate model to be strictly interpolating by considering that the observations are exact sometimes resulted in unexpected oscillations of the surrogate model. 355 We tried to refine the Gaussian surrogate around the maximum of the likelihood function following the KGCP policy proposed in [16] . However, no significant improvement of the calibration results were observed with the refined surrogate model. It suggests that the initial training set is large enough to correctly know the behavior of the likelihood function. The observations being considered noisy, adding new points to 360 the training set does not significantly increase the accuracy of the maximum location.
Choice of the MCMC algorithm
In our preliminary tests, the posterior PDF appeared to be very peaked, which prevents the classical Metropolis-Hastings algorithm [17] from correctly sampling from it. We also tried to run several chains in parallel, but the final results were too dependent on the initial choice of the chains starting points. Consequently, we chose to use a different algorithm called Transitional MCMC [18, 19] , more adapted to peaked target PDF. Details about the algorithm are given in Appendix C.
Calibration results
This section presents the results obtained with the Bayesian calibration method for 370 different cases:
• numerical experiments, that is to say using simulated data;
• with measurements performed at the reference date, which were used to identify the model error;
• with measurements performed six month after the reference date.
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The goals of this section are to:
• validate the proposed method, using the numerical experiments and the measurements at the reference date;
• show the impact of considering the uncertainty introduced by the use of a surrogate model of the likelihood function on the calibration results.
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It should be noted that the speed up provided by the use of a surrogate model compared to an estimation of the parameters posterior distribution that would rely on the computation of the exact likelihood is estimated of order 10 6 .
Numerical experiments
In the present case, a numerical experiment consists of simulated train responses 385 that are used as if they were experimental data. They are generated using actual measurements of the track geometric irregularities on several track stretches and known degraded suspension parameters. Moreover, an independent realization of the error B is added to the response signal on each track stretch in order to generate a quantity as close as possible to an actual measurement. The numerical experiments allows for validating the calibration procedure: the procedure is applied on the artificial train response, the calibration results can then be compared to the reference parameters used to generate the response.
At a given date, we suppose that a set of ν 1 track irregularities measurements 
5. Perform the calibration using input data
to obtain the calibrated (random) parameters W opt 1 ; 6. Compare W opt 1 to w 1 .
The validation procedure has been performed with different values of the artificial parameters w 1 . Figure 6 presents calibration results with w 1 set to the nominal values.
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On this graph are displayed the marginal densities of the posterior PDF of W opt 1 . It also compares the results obtained with the KP method that solely uses the Kriging predictor provided by the surrogate model of the likelihood function and with the MCT method that also includes the uncertainty related to the surrogate model.
One can first observe that the distributions are close to the nominal value (corre-410 sponding to 0.5 on the graph). Except parameter 2, the difference between the maximum of the marginal PDFs and the nominal value is always lower than 5% of the size of the admissible interval. The dispersion varies from one parameter to another. This corresponds to a suspension that is not located on the same bogie as the sensors, but at the other end of the carbody. Consequently, we expect this parameter to have less influence on the train dynamic response measured by the sensors. This is coherent with 420 the results: the distribution is further away from the nominal value, and its dispersion is greater than for the other parameters. These considerations also highlight the interest of Bayesian calibration: because we measure the uncertainty on the calibrated parameter, we have a way to assess the accuracy of the calibration and the confidence we can put on its results. The fact that the marginal PDFs are rather peaked comes 425 from the large database that is available for the calibration. The comparison of the results obtained using the KP and MCT methods shows that the marginals PDF are more spread with the MCT methods. With the KP method, a source of uncertainty, the error introduced by the approximation of the likelihood function by a surrogate model, is not taken into account. As a consequence, the uncertainty on the calibrated parameters 430 is reduced. Using the KP method thus leads to an overestimation of the calibration accuracy. Nevertheless, the marginals maxima appear to be located at very similar parameter values with the two methods. The KP method seems satisfying to determine only the most probable parameter values. It also allows for estimating the proportion of the calibrated parameters variance that stems from the system uncertainties. The graph layout is the identical to figure 7.
Results using actual measurements of the high-speed train dynamic response
This section presents calibration results obtained with actual measurements. The 445 first set of measurements is the one collected at the reference date, which is used to identify the output predictive error B, denoted as T 0 . The second set gathers measurements performed at a date T 1 , six months after the reference date T 0 . Figure 8 presents the calibration results obtained for these two dates using the MCT method. As expected, one can observe that the parameter mean values for T 0 are close 450 to the nominal value (0.5 on the normalized scale). Indeed, the output predictive error has been identified considering the parameters value is nominal at the reference date T 0 . This good correspondence is a second way of validating of the method. The results for the date T 1 show a significant evolution compared to the nominal values. Except for the second parameter, whose case has been treated in the previous section, we can 455 observe a high confidence in the calibrated results. To obtain a complete validation of the identification method, experimental tests need to be performed on the isolated suspension elements in order to measured their mechanical characteristics. Such tests have not been conducted yet. 
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to the ones made for figure 6 . A difference that can be noted between the numerical experiments and the calibration on the real measurements is the fact that the posterior PDF is more dispersed for the latter. This higher dispersion highlights the limitation of the chosen model for the output predictive error (a Gaussian additive error being 465 independent of the parameter space). For the numerical experiments, by construction, this model exactly matches the error artificially applied on the generated data, which appears to be less true for the measured data. The use of a more complex, non-Gaussian model for the output predictive error could be considered in future works.
Conclusion and perspectives 470
We have proposed a method for the Bayesian calibration of expensive computer codes. The main particularity consists in the surrogate modeling of the likelihood function to address the computational costs. We then focused on evaluating the consequences of this use of an approximation on the calibration results. The uncertainty associated with the surrogate modeling is taken into account by estimating the parame-475 ters posterior PDF from trajectories of the random surrogate model. We thus make full use of the variance of the GP model that evaluates the accuracy of the approximation.
The need to draw GP trajectories also made us develop an approximation method for the latter, relying on a further conditioning of the GP model.
The procedure has been tested on an industrial case, the monitoring of high-speed 480 train suspensions using acceleration measurements. In this application, the complete MCT method appears to have little effect on the mean value of the calibrated parameters compared to the simple use of the KP method. It however significantly increases the variance of the calibrated parameters. This emphasizes the interest of the method if importance is put on correctly estimating the confidence of the calibration. After this initial training phase, a second refining step (that will not be detailed in this paper) can be performed in order to explore particular features of the target 505 function. For instance, [20] proposes the EGO algorithm for the optimization of the target function using an expected improvement criterion. In [21] , an adaptive design of experiment is proposed for a target function that needs to be accurately approximated around a certain level.
In this appendix, we present the principle of GP surrogate modeling based on 510 the Bayesian approach presented in [22] . Another approach giving equivalent results, based on the minimization of the mean square error, can be found in [23] .
The goal is to build a surrogate model of a given deterministic real-valued function y defined on a subset X of R q , whose value is known only at the n training points where:
• GP(m; Σ) denotes the Gaussian process whose mean function is
• f : X → R p gathers p deterministic regression functions on X ;
• β ∈ R p is the vector of regression coefficients parameterizing the GP mean function;
• 
As a consequence, for any
x ∈ X , the vector concatenating Y (x) | {β, σ, ψ} and Y n | β, σ, ψ is Gaussian:
The surrogate model is then obtained by conditioning process Y by Y n = y n .
When doing so, Y | {Y n , β, σ, ψ} remains Gaussian. Its mean function and variance are immediately deduced from the formula of the conditioned Gaussian random variables:
The following sections detail how to deal with the fact that parameters (β, σ, ψ) are actually unknown by exploiting the information provided by the training set. In this section, σ and ψ are supposed to be known. Only the regression coefficients β are supposed to be unknown. The fact that no information is a priori available about β is taken into account by following a hierarchical approach. Parameter β is represented by a random vector with non-informative prior: p β ∝ 1. The training set is then used to learn about the distribution of β. The principle is to determine the distribution of β | Y n = y n for a fixed value of σ and ψ. In this section, the conditioning on σ, ψ is not systematically repeated for simplicity. Using the Bayes formula, one can write:
Knowing the probability distribution of β | Y n for a fixed value of σ and ψ, process 
. This can be written as The principle of MLE criterion is to maximize the density
The value of σ maximizing this density can be determined explicitly:
With this value of σ, the previous maximization is equivalent to minimizing the quantity σ 2 det([R]) 1 n in order to determine the optimal value of ψ. In general, no closed form exists for the covariance parameter; this step has to be performed numerically. realization ε i of the random noise:
The corresponding model is the random vector Y n = Y n + ε where ε is a centered Gaussian vector with covariance matrix σ 2 ε [I n ] , with [I n ] the identity matrix of dimen-565 sion n. Random vector ε is independent of Y n .
Y and β must now be conditioned by Y n = y n and not by Y n = y n . For x ∈ X , the joint probability distribution of Y (x) and Y n can be expressed as follows:
The results of Appendix A.2 and Appendix A.3 hold, with covariance matrix [R] re-
No closed form can be found anymore for the optimal value of σ using the MLE criterion. Consequently, it has to be optimized numerically along with parameter ψ. The variance σ 2 ε of the noise can be set by the user or opti-570 mized along with parameters σ and ψ. To build a N -points LHS, admissible set X must be divided into N cells along each dimension. The points are then scattered in X so that in every dimension, each cell only contains one point of the sample. The interest of a LHS is that if you consider a particular dimension, the sample points are regularly spaced, with no redundancy.
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However, a LHS is not necessarily space-filling. We choose to measure the spacefilling property with the distance δ that consists of the smaller Euclidian distance between two points of the training set: for a finite discrete subset W of X , distance δ is defined as
The greater δ(W), the most space-filling W is. In practice, numerous LHS candidates are drawn. The one for which the value of criterion δ is the greatest is kept as the best training set in X .
Appendix B. Identification of the output predictive error
In this section, we consider that all the functional quantities are discretized. The µ discretization points (ω i ) 1≤i≤µ span the frequency band Ω. For the processes containing several components, the latter are concatenated to obtain a single column vector.
For instance, the discretized version of process {Y(ω), ω ∈ Ω} is the vector of size nµ Since random vector B is Gaussian, it is completely defined by its mean vector and its covariance matrix. • ξ is a centered Gaussian vector of dimension , with ≤ nµ and the identity 595 matrix as covariance matrix;
• [A] is a full-rank rectangular matrix of dimension nµ × .
Keeping the same notation for ξ and its projection ξ = . The basis is truncated in order to consider only the most statistically significant eigenvectors. Indeed, we observed that as the value of the eigenvalues decreases, the eigenvectors display characteristics 605 similar to white noise. We choose m ≤ ν 0 , which has the advantage to make the estimated covariance matrix of the projection coefficients invertible (see Eq. (B.12)). where CV j (q) is the coefficient of variation (equal to the standard deviation divided by the mean) of set {L(x j,k ) q−qj } 1≤k≤Ns . If q j > 1, set it to 1. 
