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RESUMO
A utilizac¸a˜o de abrigos de cultivos, que sa˜o estruturas de madeira ou
ac¸o cobertas por algum material translucido, vem crescendo a cada
ano pelo fato de manter a cultura protegida das intempe´ries, pragas e
doenc¸as. O cultivo em abrigos demanda cuidados adicionais do agricul-
tor, como o controle das varia´veis clima´ticas no interior do abrigo, tais
como temperatura, umidade relativa do ar e luminosidade. Existem al-
guns sistemas de controle que podem auxiliar o agricultor nesta tarefa,
pore´m muitas vezes a definic¸a˜o do que fazer fica por conta do pro´prio
agricultor demandando atenc¸a˜o e tempo do mesmo. Nesta dissertac¸a˜o
e´ proposto o uso de lo´gica fuzzy e redes neurais artificiais, duas te´cnicas
de inteligeˆncia computacional, para o desenvolvimento de um sistema
de controle autoˆnomo para o monitoramento de abrigos de cultivos. O
objetivo do trabalho e´ comparar o desempenho de ambas as te´cnicas a
fim de avaliar a eficieˆncia do sistema de controle. Para tanto, foram re-
alizados experimentos em um mini abrigo para uma cultura espec´ıfica,
o tomate, sendo que os resultados obtidos com ambas as te´cnicas de
inteligeˆncia computacional foram comparados entre si, bem como com
dados de controle considerados ideais para este tipo de problema.
Palavras-chave: Abrigos de Cultivos. Inteligeˆncia Computacional.
Lo´gica Fuzzy. Rede Neural Artificial.

ABSTRACT
The use of crop shelters, which are wooden structures or iron covered
by a translucent material, is growing every year because of maintaining
the culture protected from the weather, pests and diseases. Growing de-
mand in shelters additional farmer’s care, such as the control of climate
variables inside the shelter, such as temperature, relative humidity and
light. There are some control systems that can help the farmer in this
task, but often the definition of what to do is for the farmer himself de-
manding attention and even time. This thesis proposes the use of fuzzy
logic and neural networks, two computational intelligence techniques
for the development of an autonomous control system for monitoring
crops shelters. The objective is to compare the performance of both
techniques in order to evaluate the control system efficiency. There-
fore, experiments were performed in a mini under crops for a particular
crop, the tomato, and the results obtained with both computational
intelligence techniques were compared, as well as optimal considered
control data for this type of problem.
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1 INTRODUC¸A˜O
Atualmente a maioria dos cultivos sa˜o a ce´u aberto sujeitos ao
ataque de pragas e doenc¸as, fazendo com que o agricultor gaste cada vez
mais com defensivos agr´ıcolas, acarretando despesas extras e reduc¸a˜o
da rentabilidade da lavoura. Outro fator que interfere na produc¸a˜o
sa˜o as intempe´ries clima´ticas como vento, extremos de temperatura e
chuva, uma das principais causas de perdas da produc¸a˜o agr´ıcola.
Um me´todo que vem sendo utilizado na agricultura sa˜o os cha-
mados ambientes de cultivo, que sa˜o estruturas cobertas com mate-
rial translu´cido, geralmente pla´stico e que tem como objetivo controlar
uma se´rie de fatores ambientais, com o uso de instrumentos de con-
trole, tais como aspersores, exaustores e cobertura de sombreamento
(ABREU; BASTOS, 2015).
Pore´m, o cultivo em abrigos e´ mais complicado, exigindo uma
maior experieˆncia do produtor no manejo da cultura e disponibilidade
de tempo para ficar observando as condic¸o˜es clima´ticas e realizar o
acionamento dos instrumentos de controle, pois caso a cultura fique em
uma condic¸a˜o adversa a seu ideal a mesma pode sofrer alguma doenc¸a,
necessitando desta atenc¸a˜o maior do agricultor (JUNIOR, 2011).
O controle manual do abrigo de cultivos que e´ feito pelo agricul-
tor pode resultar em falhas, pois o agricultor pode esquecer de realizar
a manutenc¸a˜o ou ate´ mesmo proceder o ajuste de algum atuador com
atraso, o que pode contribuir para o aparecimento de alguma doenc¸a,
por exemplo (LOPES; REIS, 2007).
Existem diversas ferramentas que auxiliam o agricultor no ma-
nejo em um abrigo de cultivo, seja realizando o controle dos exaustores
conforme o aumento da temperatura, a abertura do sombreamento e
em outros casos existem ferramentes que realizam a leitura de algu-
mas varia´veis ambientais no interior do abrigo e sugerem qual ac¸a˜o o
agricultor deva executar.
Alguns desses sistemas de controle utilizam-se de te´cnicas de
Inteligeˆncia Computacional (IC) para realizar o controle do abrigo. A
IC e´ uma a´rea de pesquisa que tenta compreender e tambe´m construir
entidades que possam responder ao mundo como os humanos (RUSSELL;
NORVIG; SOUZA, 2004).
A IC e´ uma te´cnica efetiva e seu uso ja´ esta presente na agri-
cultura como no trabalho de (TESIERO; NASSIF; SINGH, 2016; KAN et
al., 2015; FERLITO et al., 2015) que propo˜e a utilizac¸a˜o de uma te´cnica
de IC para o controle de equipamentos, visando a economia de energia
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ele´trica no abrigo de cultivo. Tambe´m existem estudos com IC na au-
tomac¸a˜o da irrigac¸a˜o de plantas, visando a reduc¸a˜o do desperd´ıcio de
a´gua a partir da ana´lise do volume h´ıdrico que a planta necessita como
nos trabalhos de (NETO et al., 2015; ANAND et al., 2015).
O presente trabalho propo˜e o desenvolvimento de um sistema
de controle inteligente com a finalidade de tornar o manejo de abrigos
de cultivos autoˆnomo. Existem va´rias te´cnicas de IC que podem ser
utilizadas em um sistema de controle. Com o objetivo de analisar
qual ou quais te´cnicas sa˜o mais eficientes, neste trabalho o sistema de
controle proposto foi implementado tanto com Lo´gica Fuzzy como com
Redes Neurais Artificiais.
1.1 OBJETIVOS
Esta sec¸a˜o apresenta os objetivos gerais e os objetivos espec´ıficos
desta dissertac¸a˜o.
1.1.1 Objetivo Geral
Propor e desenvolver um sistema de controle autoˆnomo para
abrigos de cultivos baseados em duas te´cnicas de inteligeˆncia computa-
cional, Lo´gica Fuzzy e Redes Neurais Artificiais.
1.1.2 Objetivos Espec´ıficos
1. Estudar os conceitos e os fundamentos da automac¸a˜o de abrigos
de cultivo;
2. Propor um sistema de controle para abrigos de cultivo;
3. Implementar o sistema proposto em (2) com Lo´gica Fuzzy;
4. Testar e avaliar o sistema implementado em (3);
5. Implementar o sistema proposto em (2) com Redes Neurais Arti-
ficiais;
6. Testar e avaliar o sistema implementado em (5);
7. Comparar os resultados obtidos em (4) e (6).
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1.2 MOTIVAC¸A˜O E JUSTIFICATIVA
A produc¸a˜o agr´ıcola convencional e´ realizada em solo a ce´u aberto,
deixando as culturas expostas a`s intempe´ries clima´ticas que podem
comprometer a produc¸a˜o. Fatores como vento, extremos de tempera-
tura, granizo, qualidade do solo podem prejudicar o cultivo causando
preju´ızos econoˆmicos para o agricultor.
O cultivo em ambiente protegido e´ uma alternativa aos me´todos
convencionais, uma vez que e´ definido como uma estrutura de protec¸a˜o
ao cultivo de plantas com elevado grau de controle do seu ambiente
interno (REDDY, 2015a).
O controle das varia´veis ambientais em um abrigo de cultivos
exige cuidados espec´ıficos. Varia´veis como luminosidade, temperatura
e umidade, precisam estar sob controle a fim de manter o ambiente nas
condic¸o˜es ideais da cultura ali presente. No me´todo convencional, para
realizar este controle, o produtor deve executar o manejo dos atuadores
dispon´ıveis tais como, exaustores, sombrite e aspersor manualmente,
demandando tempo e dedicac¸a˜o, pois se ocorrer alguma falha, por parte
do agricultor, na operac¸a˜o desses instrumentos, o desenvolvimento da
cultura podera´ ser comprometido (REDDY, 2015b).
Os sistemas de automac¸a˜o para abrigos de cultivo existentes, em
sua grande maioria, realizam a medic¸a˜o de apenas uma u´nica varia´vel
do ambiente, como exemplo, se a umidade relativa do ar esta´ baixa
sera´ acionado os aspersores a fim de aumentar a umidade. Porem se for
realizado uma tomada de decisa˜o sobre o abrigo tendo como base todas
as varia´veis do ambiente e´ poss´ıvel melhorar a produc¸a˜o e a qualidade
da cultura por exemplo, pois sera´ tomada uma decisa˜o precisa e correta
(GOLNARAGHI; KUO, 2010).
Neste trabalho e´ proposto um sistema onde sera´ realizado a co-
leta de algumas varia´veis como, luminosidade, umidade relativa do ar
e temperatura do ambiente protegido e sera´ utilizado uma te´cnica de
IC a fim de tomar uma decisa˜o e agir sobre o ambiente protegido de
forma automa´tica e autoˆnoma, oferecendo um controle mais preciso
nas condic¸o˜es clima´ticas do ambiente, evitando erros e desperd´ıcios,
visando facilitar o dia a dia do produtor rural.
1.3 METODOLOGIA
O trabalho sera´ desenvolvido com base em uma pesquisa apli-
cada materializada atrave´s da implementac¸a˜o de um sistema de controle
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autoˆnomo para o monitoramento de abrigos de cultivo. A metodologia
de desenvolvimento deste trabalho foi definida como segue:
• Revisa˜o da literatura cient´ıfica sobre Cultivo Protegido, bem como,
sobre Inteligeˆncia Computacional;
• Proposic¸a˜o de uma visa˜o lo´gica e f´ısica do sistema que guia a
implementac¸a˜o do mesmo;
• Desenvolvimento de um sistema (proto´tipo) voltado ao controle
e monitoramento de abrigos de cultivo;
• Detalhamento das funcionalidades e discussa˜o de um cena´rio de
aplicac¸a˜o. Este cena´rio de aplicac¸a˜o e´ um mini abrigo desenvol-
vido no Laborato´rio de Automac¸a˜o e Robo´tica Mo´vel (LARM),
onde foram simulados diversas condic¸o˜es existentes em um abrigo
de cultivo real;
• Ana´lise dos resultados obtidos atrave´s da utilizac¸a˜o do proto´tipo;
• Apresentac¸a˜o das considerac¸o˜es finais do trabalho, assim como
potenciais pontos de aprimoramento futuro.
1.4 ORGANIZAC¸A˜O DO TEXTO
Ale´m desta introduc¸a˜o o texto desta dissertac¸a˜o esta´ estruturado
em mais seis cap´ıtulos e dois apeˆndices, sendo:
• No Cap´ıtulo 2 e´ realizada uma apresentac¸a˜o de conceitos sobre
o cultivo protegido, suas caracter´ısticas e as principais varia´veis
clima´ticas que devem ser avaliadas para se ter o controle no in-
terior de um abrigo de cultivo. Tambe´m sera˜o descritos alguns
exemplos de sistemas de controle para medic¸a˜o e tomada de de-
cisa˜o, tais como sistemas de controle de irrigac¸a˜o e de tempera-
tura.
• No Cap´ıtulo 3 sa˜o descritos os conceitos de inteligeˆncia com-
putacional com eˆnfase nas duas te´cnicas utilizadas na elaborac¸a˜o
deste trabalho, Lo´gica Fuzzy e Redes Neurais Artificiais, deta-
lhando as principais caracter´ısticas e estrutura de funcionamento.
• O Cap´ıtulo 4 descreve o sistema proposto para controlar abrigos
de cultivos. Tambe´m sera˜o descritos em detalhes os componentes
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que fazem parte do sistema, bem como as duas metodologias de
controle que podem ser empregadas, uma com Lo´gica Fuzzy e
outra com Redes Neurais Artificiais.
• O Cap´ıtulo 5 apresenta a avaliac¸a˜o realizada com o sistema de
controle para abrigos de cultivo. Ale´m de descrever o ambiente
utilizado para a realizac¸a˜o dos teste e os resultados dos mesmos
tanto com Lo´gica Fuzzy como com a Rede Neural Artificial.
• No Cap´ıtulo 6 sa˜o apresentadas as considerac¸o˜es finais sobre
o sistema de controle autoˆnomo para abrigos de cultivo, discu-
tindo o resultado das avaliac¸o˜es observadas. O cap´ıtulo tambe´m
apresenta algumas propostas para trabalhos futuros identificados
durante a execuc¸a˜o desta pesquisa;
• No Apeˆndice A e´ apresentado a modelagem do sistema de con-
trole com Lo´gica Fuzzy.
• No Apeˆndice B e´ apresentado a modelagem do sistema de con-




Este cap´ıtulo descreve as caracter´ısticas e as principais varia´veis
clima´ticas que devem ser avaliadas para se ter o controle de um abrigo
de cultivo. Tambe´m sa˜o descritos alguns exemplos de sistemas de con-
trole para medic¸a˜o e tomada de decisa˜o, tais como sistemas de controle
de irrigac¸a˜o e de temperatura.
2.1 DEFINIC¸A˜O DE CULTIVO PROTEGIDO
Em uma sociedade que busca uma qualidade de vida melhor, o
consumo de alimentos sauda´veis se torna um requisito importante neste
objetivo. Pore´m, os alimentos hoje comercializados em grande escala
sa˜o os produzidos a ce´u aberto onde muitas vezes sa˜o utilizados gran-
des quantidades de defensivos agr´ıcolas. Como alternativa, as pessoas
veˆm consumindo mais produtos orgaˆnicos, ou seja, livres de qualquer
agroto´xico e produzidos com menor impacto ao meio ambiente (SCHAL-
LENBERGER et al., 2008; ANDRADE et al., 2011).
O mercado de produtos orgaˆnicos cresce a taxas exponenciais que
segundo Tamiso (2005) fica em torno de 30% a 50% ao ano. Pore´m um
dos grandes problemas enfrentados pelos produtores orgaˆnicos e´ o de
como realizar o cultivo sem a utilizac¸a˜o de agroqu´ımicos para o controle
de pragas, ja´ que e´ preconizado pelas normas brasileiras de produc¸a˜o
orgaˆnica de alimentos a na˜o utilizac¸a˜o de qualquer agroto´xico ou adubo
solu´vel (BRASIL, 1999; SCHALLENBERGER et al., 2013).
Um sistema alternativo ao cultivo em ce´u aberto onde, em alguns
casos, na˜o existe a necessidade de utilizac¸a˜o de agroto´xicos em grande
escala sa˜o os cultivos em ambientes protegidos, como os abrigos de
cultivo, que sa˜o estruturas cobertas por um pla´stico transparente com
alguns sensores e atuadores no seu interior para criar um microclima
necessa´rio para o crescimento da cultura ali presente (RURALNEWS,
2015; REDDY, 2015a).
Existem outros fatores que influenciam a utilizac¸a˜o de abrigos
de cultivo, tais como, o melhor desenvolvimento das plantas, aumento
de produtividade, a protec¸a˜o das plantac¸o˜es contra intempe´ries como
chuva e granizo e a diminuic¸a˜o da emissa˜o de gases responsa´veis pelo
efeito estufa. (RURALNEWS, 2015; ROMANINI CARLOS EB; GARCIA; K,
2010; LAMB et al., 2016).
Em 2010 foi realizado um levantamento e se estimava que existia
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uma a´rea de cerca de 3,7 milho˜es de hectares de cultivo em ambiente
protegido no mundo, sendo que o Brasil e´ o l´ıder neste seguimento em
relac¸a˜o aos pa´ıses da Ame´rica do Sul (SILVA; MARTINS, 2015).
Cultivar em ambiente protegido vai ale´m de oferecer um ambi-
ente coberto a planta. Para que a cultura se desenvolva com eficieˆncia
e´ necessario que se conhec¸a bem a espe´cie que se pretende cultivar,
bem como as te´cnicas de cultivo a fim de controlar o ambiente adequa-
damente criando um microclima no interior do abrigo perfeito para o
cultivo ali presente (SILVA; MARTINS, 2015; REIS, 2005).
2.2 ABRIGOS DE CULTIVO
A estrutura de um abrigo de cultivo depende muito de sua fi-
nalidade. De modo geral, e´ constitu´ıda por uma armac¸a˜o, que pode
ser de madeira, concreto ou ac¸o galvanizado, coberta por um pla´stico
transparente ou do tipo difusor, podendo-se utilizar telas, como o som-
brite ou aluminet, que auxiliam na regulagem da temperatura interna
e em alguns casos com telas anti-insetos nas laterais, que impossibilita
a entrada de pragas (ABREU; BASTOS, 2015; ALBERONI, 1997). A Fi-
gura 1 ilustra um exemplo de estrutura em ac¸o utilizada em abrigos de
cultivo.
Figura 1 – Abrigo de cultivo com estrutura em ac¸o.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
As principais estruturas utilizadas para a construc¸a˜o de abri-
gos de cultivo podem ser do tipo capela, arco e serreada, podendo ser
conjugados ou na˜o, conforme ilustrac¸o˜es da Figura 2.
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Figura 2 – Modelos de Abrigos de Cultivo.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
O modelo comumente utilizado e´ o capela de duas a´guas que ofe-
rece um bom espac¸amento interno possibilitando uma melhor circulac¸a˜o
do agricultor, e um bom escoamento de a´gua das chuvas e protec¸a˜o da
plantac¸a˜o. O modelo serreado e´ utilizado em localidades onde o clima
tem como principal fator o excesso de pluviosidade, oferecendo um fa´cil
escoamento e drenagem para estes climas (ALBERONI, 1997; TERUEL,
2010).
A utilizac¸a˜o do modelo de arco ou arco conjugado e´ comumente
utilizado quando existe a necessidade de realizac¸a˜o do efeito estufa, ja´
que sua estrutura tem um melhor aproveitamento da radiac¸a˜o solar.
Ale´m disso, essas estruturas oferecem uma boa fixac¸a˜o do pla´stico e
uma maior protec¸a˜o contra ventos (ABREU; BASTOS, 2015).
A divisa˜o de um abrigo pode ser feita tambe´m segundo os seus
paraˆmetros de controle do microclima em seu interior, sendo climati-
zados, semiclimatizados e na˜o-climatizados (TERUEL, 2010).
O abrigo climatizado possui mecanismos eletroˆnicos, ele´tricos e
mecaˆnicos para controle de temperatura, umidade relativa do ar e lu-
minosidade de forma automa´tica. Os semiclimatizados possuem algum
grau de automatizac¸a˜o na leitura das varia´veis clima´ticas e atuac¸a˜o
dos atuadores. Os na˜o-climatizadas na˜o possuem qualquer grau de au-
tomac¸a˜o na leitura e de controle do abrigo (TERUEL, 2010; KURPASKA,
2014).
O cultivo em ambientes protegidos nos u´ltimos anos tem evolu´ıdo
rapidamente. Nos modernos abrigos de cultivo sa˜o aplicados instru-
mentac¸a˜o de medic¸a˜o e controle automatizado visando a adaptac¸a˜o a`s
demandas e exigeˆncias do mercado (TERUEL, 2010; REIS, 2005).
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Na pro´xima sec¸a˜o sera˜o apresentados conceitos sobre os sistemas
de controle para cultivo protegido, bem como sera˜o descritos alguns
sistemas existentes.
2.3 SISTEMAS DE CONTROLE PARA ABRIGOS DE CULTIVO
A ferramenta comumente utilizada para realizar o monitora-
mento e controle do microclima sa˜o os sistemas de controle, sendo que
atrave´s deles tem-se processos corriqueiros feitos de forma autoˆnoma
e precisa. Como um exemplo pode-se citar o processo de manufatura,
onde existe um objetivo a ser atingido e sa˜o utilizados meios para a
realizac¸a˜o deste objetivo (GOLNARAGHI; KUO, 2010; REDDY, 2015b).
Os principais componentes de um sistema de controle sa˜o: os ob-
jetivos de controle, que no caso de um abrigo sa˜o as varia´veis clima´ticas;
o sistema de controle, onde sa˜o tomadas as deciso˜es sobre o que deve ser
realizado; e por fim os atuadores que sa˜o acionados conforme as regras
de controle (GOLNARAGHI; KUO, 2010). A Figura 3 ilustra o fluxo de
funcionamento de um sistema de controle.
Figura 3 – Exemplo de funcionamento de um sistema de controle.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Os sensores compo˜em um ponto importante nos sistemas de con-
trole, pois sa˜o eles que fornecem os dados que sera˜o utilizados na
atuac¸a˜o dos componentes reguladores do microclima no interior do
abrigo de cultivo. Segundo NGMA (2010) e Reddy (2015b) os prin-
cipais fatores que devem ser sensoriados em um abrigo de cultivo sa˜o:
• Temperatura: e´ uma das principais varia´veis que devem ser medi-
das devido a sua influeˆncia nas func¸o˜es metabo´licas das plantas;
• Umidade: controlar a umidade pode render benef´ıcios para a
produc¸a˜o como reduc¸a˜o de doenc¸as e melhoria na absorc¸a˜o de
nutrientes favorecendo o crescimento da planta;
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• Luminosidade: existem treˆs tipos de medic¸o˜es para a luminosi-
dade que sa˜o: a Radiac¸a˜o Global que mede todo o espectro da luz
muito comum para controle de efeito estufa; Radiac¸a˜o Fotossinte-
ticamente Ativa (PAR), utilizado para medir a banda estreita da
luz sendo utilizado pelas plantas para realizac¸a˜o da fotoss´ıntese
e os Medidores de Luz Fotome´trico utilizado para diferenciac¸a˜o
entre dia e noite;
• CO2: normalmente e´ realizado a medic¸a˜o do volume de dio´xido
de carbono no interior do abrigo para verificac¸a˜o do processo de
fotoss´ıntese da planta.
Este controle do microclima e´ de suma importaˆncia para o de-
senvolvimento da planta, pois o condicionamento de uma temperatura
muito acima do ideal ou irrigac¸a˜o em excesso pode ocasionar o apare-
cimento de doenc¸as prejudicando a colheita.
O excesso de irrigac¸a˜o em mudas de tomates, por exemplo, pode
ocasionar o aparecimento de doenc¸as como a podrida˜o-de-colo e tombamento-
de-mudas (Pythium spp., Phytophthora spp. e Rhizoctonia solani),
onde as mudas apresentam escurecimento ou afilamento na base do
caule, o que provoca o tombamento da planta, conforme o exemplo
ilustrado na Figura 4 (LOPES; REIS, 2007).
Figura 4 – Tombamento-de-mudas em tomateiro.
Fonte: Adaptado de (LOPES; REIS, 2007)
Em plantas com esta´gio avanc¸ado de crescimento e´ caracter´ıstico
a podrida˜o das ra´ızes ou o escurecimento da base do caule, como con-
sequeˆncia a murcha da parte ae´rea da planta como apresentado na
Figura 5 (LOPES; REIS, 2007).
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Figura 5 – Podrida˜o-de-colo em tomateiro.
Fonte: Adaptado de (LOPES; REIS, 2007)
A exposic¸a˜o das plantas a temperaturas elevadas, aproximada-
mente 28oC, pode ocasionar o aparecimento da murcha-de-fusa´rio (Fu-
sarium oxysporumf.sp. lycopersici) tendo como principais sintomas o
amarelecimento das folhas como apresentado na Figura 6 (LOPES; REIS,
2007).
Figura 6 – Murcha-de-fusa´rio em tomateiro.
Fonte: Adaptado de (LOPES; REIS, 2007)
A murcha-de-esclero´cio (Sclerotium rolfsii) e´ comumente ocasi-
onada devido a alta temperatura e umidade, fazendo com que o cultivo
em uma mesma a´rea seja dificultada e desaconselha´vel. A principal ca-
racter´ıstica e´ a presenc¸a de um mofo de cor branca na base da planta,
sendo exemplificado na Figura 7 (LOPES; REIS, 2007).
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Figura 7 – Murcha-de-esclero´cio em tomateiro.
Fonte: Adaptado de (LOPES; REIS, 2007)
A monitorac¸a˜o do microclima no interior do abrigo e´ fundamen-
tal para o perfeito crescimento da planta, pois e´ poss´ıvel prevenir e
evitar o aparecimento de doenc¸as como as mencionadas anteriormente.
Pore´m, na˜o e´ uma tarefa fa´cil ou possui algum procedimento padra˜o.
Os abrigos devem ser monitorados por sistemas mecatroˆnicos, que re-
alizam uma combinac¸a˜o entre processos f´ısicos, como transfereˆncia de
calor, e balanceamento deses fatores realizando o acionamento de atu-
adores como os exaustores, sempre dependendo do cultivo ali presente
(RADOJEVIC´ et al., 2014; REDDY, 2015b).
Segundo Radojevic´ et al. (2014) existem alguns fatores que con-
trolam o microclima no interior do abrigo e estes podem ser classificados
em:
• Sistema de aquecimento;
• Sistema de ventilac¸a˜o e nebulizac¸a˜o;
• Sistema de sombreamento e iluminac¸a˜o;
• Sistema de fertilizac¸a˜o;
• Sistema de injec¸a˜o de CO2.
Existem diversos estudos na a´rea de sistemas de controle para
abrigos de cultivos, como o trabalho de (ZANLORENSI; ARAU´JO; GUI-
MARA˜ES, 2016) onde e´ feito uma revisa˜o sobre te´cnicas que esta˜o sendo
utilizadas como sistema de controle automa´tico para irrigac¸a˜o e roboˆs
que sa˜o utilizados na agricultura. Um exemplo de sistema que realiza
a monitorac¸a˜o e o controle de abrigos de forma automa´tica e´ o traba-
lho de (HASSAN et al., 2015), pore´m na˜o utiliza uma IC para realizar a
tomada de decisa˜o, mas sim um conjunto de infereˆncias.
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Para a irrigac¸a˜o pode-se citar o trabalho de (DONG et al., 2015),
onde foi implementado um sistema para controle de irrigac¸a˜o. Ou-
tro exemplo de trabalho realizado para o controle de irrigac¸a˜o e´ o de
(HADE; SENGUPTA, 2014) que utiliza comunicac¸a˜o via wireless entre os
sensores, que captam dados como salinidade, exigeˆncias de fertilizantes
e o sistema de controle para processamento de um melhor plano de
irrigac¸a˜o por gotejamento.
Uma tecnologia que teve um aumento em sua utilizac¸a˜o e esta
comec¸ando a ser utilizada na agricultura sa˜o os smartphones, sendo
utilizados principalmente como um auxiliador no processo de controle
das varia´veis ambientais no interior do abrigo como e´ o caso de (LEE;
PARK; KIM, 2015) que utiliza um smatphone para fazer o controle da
umidificac¸a˜o do abrigo de cultivo.
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3 INTELIGEˆNCIA COMPUTACIONAL
Este cap´ıtulo descreve os principais conceitos sobre inteligeˆncia
computacional dando eˆnfase as duas te´cnicas utilizadas na elaborac¸a˜o
deste trabalho, Lo´gica Fuzzy e Redes Neurais Artificiais.
3.1 DEFIC¸O˜ES SOBRE INTELIGEˆNCIA COMPUTACIONAL
A capacidade humana para perceber e compreender um mundo
maior e mais complexo sempre intrigou os cientistas e estudiosos. O
campo da Inteligeˆncia Artificial (IA) tenta compreender e tambe´m cons-
truir entidades que possam responder ao mundo como os humanos (RUS-
SELL; NORVIG; SOUZA, 2004).
A IA e´ uma das cieˆncias mais recentes, os estudos nesta a´rea
iniciaram apo´s a Segunda Guerra Mundial. Atualmente ela e´ utilizada
em uma variedade de subcampos, desde a´reas de uso geral ate´ tarefas
espec´ıficas, outras a´reas de estudo tambe´m influenciaram o desenvolvi-
mento da IA principalmente filosofia, lingu´ıstica, psicologia e biologia
(RUSSELL; NORVIG; SOUZA, 2004; COPPIN, 2010).
O teste de Turing, criado por Alan Turing, foi um marco na IA,
pois tinha como intenc¸a˜o avaliar se e´ poss´ıvel ou na˜o produzir um com-
putador pensante. O teste de Turing era baseado em um interrogador
que fazia perguntas a dois indiv´ıduos, uma pessoa e um computador, o
objetivo e´ o interrogador descobrir qual e´ a pessoa (humano) e qual e´
o computador (COPPIN, 2010).
Pode-se afirmar que a IA tem o papel de fazer com que a forma
de raciocinar, de perceber, e agir dos seres humanos sejam realizados
por uma ma´quina. Por exemplo, um ve´ıculo com sensores ultrassoˆnicos
que ao perceber que esta´ pro´ximo de um obsta´culo, deve acionar os
freios automaticamente evitando um acidente (JU´NIOR; YONEYAMA,
2002; PEDRYCZ; SILLITTI; SUCCI, 2016).
Uma das a´reas fundamentais de estudo da IA e´ a aprendizagem
de ma´quina, campo de pesquisa tambe´m conhecido como Inteligeˆncia
Computacional (IC) (ENGELBRECHT, 2007). A IC visa, a partir de
te´cnicas e algoritmos espec´ıficos, fazer com que um sistema responda
corretamente a est´ımulos do ambiente em que ele esta´ inserido. O
processo de aprendizagem, em uma soluc¸a˜o baseada em IC, pode ocor-
rer com a presenc¸a de um tutor, aprendizado supervisionado, ou por
est´ımulos primitivos atrave´s de algoritmos espec´ıficos, aprendizado na˜o-
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supervisionado.
As te´cnicas mais comumente empregadas na IC sa˜o:
• Sistema de produc¸a˜o: utiliza conjuntos de regras “Se (condic¸a˜o)
Enta˜o (ac¸a˜o)” para realizar a tomada de decisa˜o no sistema;
• Lo´gica Fuzzy: busca considerar as incertezas humanas sobre os
fenoˆmenos refletidas em expresso˜es verbais;
• Redes Neurais Artificiais: visa a representac¸a˜o do sistema nervoso
humano atrave´s de processadores simples denominados neuroˆnios.
Nas sec¸o˜es 3.2 e 3.3 a Lo´gica Fuzzy e as Redes Neurais Artifici-
ais, respectivamente, sera˜o melhor detalhadas quanto a sua estrutura e
funcionamento.
3.2 LO´GICA FUZZY
A lo´gica cla´ssica, que teve suas primeiras definic¸o˜es a partir de
Aristo´teles (384 - 322 a.C.), foi um marco histo´rico na cultura ocidental
com o atributo de bivaleˆncia, a qual define a utilizac¸a˜o de dois valores,
onde somente um estaria certo, como exemplo, verdadeiro ou falso, alto
ou baixo, grande ou pequeno (SIMO˜ES; SHAW, 2007; FILHO et al., 2004).
Na computac¸a˜o, a bivaleˆncia e´ conhecida como a´lgebra booleana,
que foi proposta por George Boole, e possibilita a aplicac¸a˜o de “leis
da vida” em linguagem matema´tica. Isto tem se tornado indispensa´vel
no cotidiano das pessoas uma vez que a verdade e a precisa˜o sa˜o fun-
damentais na construc¸a˜o cient´ıfica (SIMO˜ES; SHAW, 2007; FILHO et al.,
2004).
O mundo real e´ totalmente diferenciado da visa˜o bivalente, a
comec¸ar pelo fato que quando e´ medido a temperatura de um deter-
minado ambiente algue´m achara´ frio e uma outra pessoa um pouco
mais quente, esta variac¸a˜o de respostas pode ser visto como uma ca-
racter´ıstica da incerteza humana (FILHO et al., 2004).
Em 1965 L. A. Zadeh (ZADEH, 1965), enta˜o professor da Univer-
sity of California Berkeley, apresentou o conceito de lo´gica fuzzy (LF)
no Journal of Information and Control como sendo uma parte essencial
para solucionar problemas em que existem va´rias formas de lidar com
a informac¸a˜o.
A LF e´ uma teoria matema´tica que tem como principal func¸a˜o
representar o racioc´ınio humano na tomada de decisa˜o em ambiente de
incertezas (SIMO˜ES; SHAW, 2007), como por exemplo quando se lida com
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informac¸o˜es do tipo, “muito”, “pouco”, “quente”, “frio”, ou seja, existe
uma resposta aproximada ou na˜o totalmente confia´vel (ENGELBRECHT,
2007).
A LF e´ baseada em 3 (treˆs) me´todos, a Fuzzificac¸a˜o, Infereˆncia e
Defuzzificac¸a˜o. O processo de fuzzificac¸a˜o mapeia os valores de entrada,
onde estes valores sera˜o agrupados nos conjuntos fuzzy para o processo
de infereˆncia. No processo de infereˆncia e´ realizado o processamento
destes valores de entrada a partir de regras de infereˆncia onde, a de
maior grau de pertineˆncia, definira´ a ac¸a˜o a ser tomada. Por u´ltimo,
no processo de defuzzificac¸a˜o, e´ realizado a conversa˜o do valor inferido
na etapa anterior em um valor natural (CAMPONOGARA, 2006). A
Figura 8 ilustra o fluxo de ac¸o˜es em um sistema baseado em lo´gica
fuzzy.
Figura 8 – Diagrama de fluxo da lo´gica fuzzy.
Fonte: Adaptado de (SILVA, 2007)
Como exemplo, considerando um sistema para controle de tem-
peratura de um abrigo de cultivo, conforme a temperatura interna do
abrigo aumenta, o sistema deve acionar os exaustores. Assim, o con-
junto fuzzy de entrada para a temperatura pode ser definida como
“baixa”, “me´dia” e “alta” e o conjunto de sa´ıda dos exaustores como
“ligado” e “desligado”.
Para se poder manusear de forma coerente os conjuntos fuzzy
sa˜o utilizados regras de infereˆncia, estas regras sa˜o precedidas de um
antecedente, que sera˜o aplicadas a um consequente, conforme o modelo
que segue:
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se x quente (antecedente) enta˜o ligar exaustor (consequente)
Na pro´xima sec¸a˜o sera´ melhor detalhado as caracter´ısticas que
diferem os conjuntos fuzzy dos conjuntos cla´ssicos.
3.2.1 Conjuntos Cla´ssicos versus Conjuntos Fuzzy
Um conjunto pode ser visto como um arranjo que pode ser tra-
tado como um todo. Um determinado valor pode ou na˜o estar contido
em um conjunto. Por exemplo, o conjunto dos nu´meros pares, e´ for-
mado pelos valores 2, 4, 6 etc. Nu´meros como 3, 5 e 7 na˜o pertencem
ao conjunto dos nu´meros pares (COPPIN, 2010; ENGELBRECHT, 2007).
A teoria empregada aos conjuntos cla´ssicos tem como premissa
um elemento z pertencente ao conjunto A (z ∈ A) ou na˜o pertencente
ao conjunto A (z /∈ A)(IBRAHIM, 2004).
Por exemplo, a representac¸a˜o de temperatura dia´ria de um de-
terminado ambiente, por meio dos conjuntos cla´ssicos, pode ser alta
(maior que 25o C) ou baixa (menor que 25o C). A Figura 9 representa
o conjunto de dias onde a temperatura pode ser quente ou baixa.
Figura 9 – Exemplo de conjunto cla´ssico para a temperatura dia´ria.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Utilizando a teoria dos conjuntos cla´ssicos e´ imposs´ıvel determi-
nar que a temperatura foi “pouco alta” ou “muito baixa”, para isto sa˜o
utilizados os conjuntos fuzzy.
Sendo que os conjuntos fuzzy teˆm como princ´ıpio a utilizac¸a˜o de
graus de pertineˆncia, onde, quanto maior o grau de pertineˆncia de uma
determinada varia´vel, maior a chance desta pertencer a um determi-
nado conjunto.
Os conjuntos fuzzy permitem a representac¸a˜o da aproximac¸a˜o
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do racioc´ınio humano, sendo estas inclu´ıdas nas operac¸o˜es para realizar
as infereˆncias em LF. O processo de infereˆncia e´ realizado atrave´s de
representac¸a˜o analo´gica que variam atrave´s de um intervalo de valores
cont´ınuos (BIAZIN, 2002; TERRA et al., 2002).
Segundo Simo˜es e Shaw (2007), em um conjunto a existem ro´tulos
que determinam os valores fuzzy representados por T(a). Estes sa˜o co-
nhecidos como varia´veis lingu´ısticas, por exemplo se a for considerado
um conjunto de temperatura enta˜o seu conjunto de varia´veis lingu´ısticas
sera´:
T(temperatura) = {baixa, media, alta}
Sobre o conjunto A sa˜o inferidos determinados valores entre [0,
50] por exemplo, sendo que as varia´veis lingu´ısticas da temperatura
sa˜o T(temperatura) = {baixa, media, alta} (Figura 10) (SIMO˜ES; SHAW,
2007).
Figura 10 – Exemplo de um conjunto fuzzy modelado em Matlab.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Assumindo que µA(z ) e´ uma func¸a˜o de pertineˆncia que deter-
mina o grau em que z esta´ contido em A tem-se a seguinte estrutura
para as varia´veis lingu´ısticas (eixo y do gra´fico ilustrado na Figura 10):
• µA(z ) = 1, onde z pertence totalmente ao conjunto A;
• 0 < µA(z ) < 1, onde z pertence parcialmente ao conjunto A;
• µA(z ) = 0, onde z na˜o pertence ao conjunto A.
No gra´fico ilustrado na Figura 11 e´ possivel observar que quanto
maior o grau de pertineˆncia para o conjunto da sensac¸a˜o, maior sera´ a
sensac¸a˜o te´rmica. Sendo assim, a sensac¸a˜o te´rmica sera´ determinada
conforme o seu grau de pertineˆncia e na˜o com grupos fixos para tem-
peratura baixa ou alta, conforme mencionado no exemplo da Figura
9.
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Figura 11 – Exemplo de conjuntos fuzzy para a sensac¸a˜o te´rmica.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
3.2.2 Func¸o˜es de Pertineˆncia
As func¸o˜es de pertineˆncia determinam o quanto um determinado
elemento pertence ao conjunto fuzzy (AMENDOLA; SOUZA; BARROS, ).
Na Equac¸a˜o 3.1, onde o elemento z pertence ao conjunto A, o grau
de pertineˆncia do elemento ao conjunto e´ representado por µA(z), que
pode assumir valores entre zero e um. Quanto mais pro´ximo de um
o valor de µA(z) significa que este elemento pertence ao conjunto, e
quando for igual a zero significa que o elemento na˜o pertence ao con-
junto (GOLDSCHMIDT, 2010; IZA; HORBE; SILVA, 2016).
µA : z −→ [0, 1] (3.1)
As seguintes func¸o˜es podem ser utilizadas para o ca´lculo da per-









As func¸o˜es de pertineˆncia mais utilizadas sa˜o as de forma trian-
gular e a trapezoidal. A func¸a˜o de pertineˆncia triangular possui treˆs
valores escalares (a, b, c) com um ponto ma´ximo de valor, conforme a
Equac¸a˜o 3.2 (NAYAGAM; JEEVARAJ; SIVARAMAN, 2016).
f(z : a, b, c) =

0, z ≤ a
z - a
b - a , a < z ≤ b
c - z
c - b , b < z ≤ c
0, z > c
(3.2)
A func¸a˜o trapezoidal possui quatro valores escalares (a, b, c, d),
onde e´ poss´ıvel representar todo um intervalo de pontos ma´ximos. A
Equac¸a˜o 3.3 representa a func¸a˜o de pertineˆncia trapezoidal (BIAZIN,
2002; VAZ, 2006).
f(z : a, b, c, d) =

0, z ≤ a
z - a
b - a , a < z ≤ b
1, b < x ≤ c
0, z > d
d - z
d - c , c < z ≤ d
(3.3)
3.2.3 Me´todos de Defuzzificac¸a˜o
Apo´s o processo de fuzzificac¸a˜o e´ necessa´rio chegar a` um valor
natural para a varia´vel de sa´ıda. Para tanto e´ utilizado um processo
de defuzzificac¸a˜o. Os dois processos de defuzzificac¸a˜o mais conhecidos
sa˜o o me´todo da centro´ide (Centro de Massa) e o me´todo da Me´dia dos
Ma´ximos (CAMPONOGARA, 2006; ENGELBRECHT, 2007).
O me´todo da centro´ide realiza o ca´lculo do centro da a´rea que
representa o conjunto fuzzy (SIMO˜ES; SHAW, 2007). A Equac¸a˜o 3.4
(COPPIN, 2010) representa este ca´lculo, onde o resultado e´ obtido a
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partir do somato´rio de cada a´rea multiplicado pelo respectivo centro
de gravidade e dividido pelo somato´rio das a´reas, ou seja, e´ encontrado
o valor que representa o centro do conjunto fuzzy e a partir dele e´






No me´todo da me´dia dos ma´ximos e´ retornado o valor com maior
grau de pertineˆncia, pore´m o conjunto pode ter mais de um valor com
grau ma´ximo. Para tanto, e´ calculada a me´dia dos pontos ma´ximos a







3.2.4 Sistema de Controle Fuzzy
Um sistema de controle fuzzy pode ser visto como um modelo
que conte´m conjuntos fuzzy que representam cada varia´vel de controle,
onde e´ processado as varia´veis de entrada e as de sa´ıda por meio de
um conjunto de regras, transformando os valores do conjunto fuzzy em
uma varia´vel com valor natural (COX, 1994).
Segundo Sugeno (1985), os sistemas de controle fuzzy possuem
dois tipos de racioc´ınio, um com base em regras de infereˆncia e outro
que dispensa a utilizac¸a˜o de func¸o˜es de implicac¸a˜o e operadores para
a infereˆncia. De acordo com Andrade e Jacques (2008), os sistemas de
controle fuzzy do tipo Mandani se enquadram na primeira classificac¸a˜o,
enquanto que o sistema Fuzzy proposto por Takagi e Sugeno pertence
a segunda classificac¸a˜o. Em ambos, as ac¸o˜es tomadas sa˜o definidas
com base em regras contidas e acionadas no processo de infereˆncia
(ELRAGAL, 2014).
Em um sistema Mandani o valor da func¸a˜o de pertineˆncia para
o conjunto de sa´ıda e´ obtido a partir da a´rea que representa os valores
inferidos, sendo enta˜o utilizados os conjunto fuzzy de sa´ıda e um me´todo
de defuzzificac¸a˜o (apresentados na Sec¸a˜o 3.2.3) para processar o valor
real de sa´ıda(PEDRYCZ; SILLITTI; SUCCI, 2016).
Em um sistema de controle do tipo Takagi e Sugeno, apo´s o
processamento dos dados de entrada, sa˜o calculados os graus de per-
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tineˆncia nos conjuntos fuzzy de sa´ıda. Entretanto, os consequentes na˜o
sa˜o formados pelas relac¸o˜es fuzzy, mas sim pela composic¸a˜o de equac¸o˜es
que relacionam as entradas e sa´ıdas (ALMEIDA; EVSUKOFF, 2003; LIN;
ZHAO; WAN, 2016).
3.3 REDES NEURAIS ARTIFICIAIS
Os estudos em Redes Neurais Artificiais (RNA) tem sido mo-
tivados desde o seu in´ıcio pelo modo como o sistema nervoso central
dos seres vivos processa informac¸o˜es. Este tem a capacidade de organi-
zar seus neuroˆnios de forma a realizar processamentos, como controle
motor ou percepc¸a˜o, muito mais rapidamente que o computador digi-
tal mais ra´pido atualmente. Um exemplo e´ o sistema visual, onde o
ce´rebro fornece informac¸o˜es para a interac¸a˜o com o ambiente, ou seja,
o ce´rebro executa rotineiramente tarefas de reconhecimento espec´ıfico
(HAYKIN, 2000; REINER, 2015).
Os neuroˆnios sa˜o compostos por um corpo celular, dendritos e
axoˆnio. Os dendritos recebem o impulso ele´trico de outro neuroˆnio
e o conduzem ate´ o corpo celular, o impulso, por meio do axoˆnio, e´
transmitido ao outro neuroˆnio. Esta conexa˜o entre o axoˆnio e o dendrito
so´ e´ poss´ıvel por causa das sinapses que por meio de neurotransmissores
realizam a transfereˆncia do impulso ele´trico de um neuroˆnio para outro
(HAYKIN, 2000).
Um dos principais pontos levados em considerac¸a˜o no estudo das
RNAs e´ a plasticidade do ce´rebro humano, que faz com que o sistema
nervoso, rede de neuroˆnios biolo´gicos, se adapte ao seu meio ambiente,
sendo um dos pontos essenciais para as RNAs. Genericamente, uma
RNA e´ uma ma´quina modelada para solucionar problemas, projetada
a maneira como o ce´rebro realiza uma func¸a˜o ou tarefa espec´ıfica (HAY-
KIN, 2000).
A primeira RNA teve in´ıcio com o neuroˆnio proposto por Mc-
Culloch e Pitts em 1943 (MCCULLOCH; PITTS, 1943), baseado no que
se sabia a respeito dos neuroˆnios biolo´gicos na e´poca. Eles assumi-
ram que o seu modelo seguia uma lei de “tudo ou nada”. Com um
nu´mero suficiente dessas unidades e com conexo˜es ajustadas McCul-
loch e Pitts assumiram que uma rede assim constitu´ıda poderia realizar
a computac¸a˜o de qualquer problema computa´vel. O modelo proposto
por McCulloch e Pitts e´ ilustrado na Figura 12, onde
∑
representa
a soma ponderada das entradas; f(.) a func¸a˜o de ativac¸a˜o; os valores
de entrada sa˜o representados por x1, x2, x3, ..., xn e os pesos sina´pticos
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por w1, w2, w3, ..., wn (BRAGA; FERREIRA; LUDERMIR, 2007; HAYKIN,
2000).
Figura 12 – Neuroˆnio de McCulloch e Pitts.
Fonte: Adaptado de (BRAGA; FERREIRA; LUDERMIR, 2007)
Em 1949 Hebb propoˆs (HEBB, 1949) uma formulac¸a˜o expl´ıcita de
aprendizagem ao qual os pesos sina´pticos sofreriam modificac¸o˜es con-
forme a aprendizagem da rede neural. Hebb quis provar que a conectivi-
dade do ce´rebro e´ continuamente modificada ao longo da aprendizagem
de novas tarefas funcionais, criando novos agrupamentos neurais, ou
seja, a eficieˆncia de aprendizagem de um neuroˆnio e´ causado pelo peso
sina´ptico de ativac¸a˜o do neuroˆnio anterior (HAYKIN, 2000).
Com a junc¸a˜o das teorias de McCulloch e Pitts sobre como deve
ser implementado um neuroˆnio artificial e a proposta de Hebb para que
exista uma aprendizagem sobre o ambiente ao qual a rede neural esta
inserida, outros pesquisadores sugeriram modificac¸o˜es e melhoramentos
nas RNAs, como (ROSENBLATT, 1958; MALSBURG, 1973; WIDROW,
1962), sendo que hoje pode-se dizer que as RNAs sa˜o uma das teorias
de IC mais utilizada.
3.3.1 Redes Biolo´gicas - Motivac¸a˜o para as RNAs
O ce´rebro humano e´ composto por cerca de 1011 neuroˆnios. Cada
um desses neuroˆnios se comunica com outros milhares de neuroˆnios
continuamente, processando de forma paralela impulsos ele´tricos. A
estrutura individual desses neuroˆnios, o formato de suas conexo˜es e
o seu comportamento, sa˜o a base para o estudo das RNAs (BRAGA;
FERREIRA; LUDERMIR, 2007).
As RNAs tentam reproduzir as func¸o˜es das redes biolo´gicas bus-
cando implementar seu comportamento funcional, como exemplo as
func¸o˜es cognitivas ba´sicas, func¸o˜es sensoriomotoras e autoˆnomas. Pore´m,
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do ponto de vista fisiolo´gico, as RNAs diferem das redes biolo´gicas
(BRAGA; FERREIRA; LUDERMIR, 2007).
Os neuroˆnios biolo´gicos sa˜o compostos de um corpo celular de
finos prolongamentos chamados dendritos que ficam junto ao corpo ce-
lular e o axoˆnio. Os dendritos sa˜o ramificac¸o˜es que funcionam como
“antenas” para o neuroˆnio, e teˆm por func¸a˜o receber os impulsos ner-
vosos vindos de outro neuroˆnio e conduzi-lo ate´ o corpo celular, onde
o impulso e´ processado gerando um novo impulso, este e´ transmitido
a um outro neuroˆnio atrave´s do axoˆnio que se conecta com o dendrito
do outro neuroˆnio (FILHO et al., 2004) (SILVA; MARTINS, 2015) (NAS-
CIMENTO, 2015). A Figura 13 ilustra um neuroˆnio biolo´gico e seus
componentes.
Figura 13 – Neuroˆnio biolo´gico
Fonte: Extra´ıdo de (JACQUES, 2015).
A conexa˜o entre o axoˆnio de um neuroˆnio e o dendrito de outro
neuroˆnio e´ conhecida como sinapse, e serve para controlar a trans-
missa˜o de impulsos ele´tricos entre os neuroˆnios. O contato f´ısico entre
as sinapses na˜o existe, pois ha´ um espac¸o entre elas chamado de fenda
sina´ptica, assim a transmissa˜o e´ realizada atrave´s dos neurotransmisso-
res que atravessam a fenda e estimulam os receptores do outro neuroˆnio
(HAYKIN, 2000) (BRAGA; FERREIRA; LUDERMIR, 2007).
3.3.2 Neuroˆnios Artificiais
Um neuroˆnio de uma rede neural e´ a base fundamental para
realizar o processamento de informac¸o˜es. A Figura 14 apresenta um
modelo de neuroˆnio que forma a base para se projetar uma rede neural
artificial.
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Figura 14 – Modelo na˜o-linear de um neuroˆnio
Fonte: adaptado de (HAYKIN, 2000).
Na Figura 14 e´ poss´ıvel identificar treˆs elementos ba´sicos de um
neuroˆnio. Primeiramente um conjunto de sinapses ou elos de conexa˜o,
cada um com um peso espec´ıfico. Um sinal de entrada xi em uma
sinapse e´ multiplicado pelo peso sina´ptico wki. Onde o primeiro ı´ndice
k representa o neuroˆnio em questa˜o e o segundo ı´ndice i representa
o terminal de entrada da sinapse a que ele se refere. Este peso, ao
contra´rio do neuroˆnio biolo´gico, pode receber valores negativos bem
como positivos (HAYKIN, 2000).
O segundo elemento importante a se notar na figura e´ a junc¸a˜o
aditiva onde e´ realizada a soma ponderada dos sinais de entrada das
respectivas sinapses do neuroˆnio. E por fim, a func¸a˜o de ativac¸a˜o a qual
serve para limitar o sinal de sa´ıda a um intervalo de valor finito. Em
grande parte dos problemas envolvendo RNAs o intervalo e´ definido em
[0, 1] (HAYKIN, 2000).
O modelo neural apresentado na Figura 14 inclui tambe´m um
valor de bias o qual e´ utilizado para aumentar ou diminuir a entrada
da func¸a˜o de ativac¸a˜o, dependendo se o mesmo e´ positivo ou negativo
(REINER, 2015). Transformado em termos matema´ticos o neuroˆnio k




yk = f(uk + bk) (3.7)
onde, os terminais de entrada (dendritos) sa˜o os valores x1, x2, ..., xn;
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os pesos das sinapses do neuroˆnio k sa˜o dados por wk1, wk2, ..., wkn; uk
e´ a sa´ıda do combinador com base nos sinais de entrada; bk e´ o bias; f(.)
e´ a func¸a˜o de ativac¸a˜o; e yk e´ o valor de sa´ıda do neuroˆnio (PEDDINTI;
POVEY; KHUDANPUR, 2015; HAYKIN, 2000).
A func¸a˜o de ativac¸a˜o, representada por f(.), define a sa´ıda do
neuroˆnio. As func¸o˜es de ativac¸a˜o mais comumente utilizadas sa˜o: Func¸a˜o
de Limiar; Func¸a˜o de Limiar por Partes; Func¸a˜o Sigmoide e Tangente
Hiperbo´lica (HAYKIN, 2000).
A func¸a˜o de limiar e´ a func¸a˜o de ativac¸a˜o mais simples, pois
assume dois valores como sa´ıda, sendo 1 para o potencial positivo e 0
para o potencial negativo. Esta func¸a˜o e´ baseada no modelo de neuroˆnio
proposto por McCulloch e Pitts. A equac¸a˜o da func¸a˜o de ativac¸a˜o esta´
representada na Equac¸a˜o 3.8 (HAYKIN, 2000).
f(v) =

1 vk ≥ 0
0 vk < 0
(3.8)




i=1 xiwki + bk (3.9)
A func¸a˜o de ativac¸a˜o de limiar por partes, ale´m de assumir como
valores de sa´ıda zero e um, tambe´m pode assumir qualquer valor de
unidade dentro deste intervalo, caso este valor seja mantido a func¸a˜o
pode aproximar-se de uma func¸a˜o de limiar. A Equac¸a˜o 3.10 representa
esta func¸a˜o (HAYKIN, 2000).
f(v) =

1, v ≥ + 12
v, + 12 > v > − 11
0, v ≤ − 12
(3.10)
A func¸a˜o sigmoide e´ a forma mais comum utilizada na construc¸a˜o
de RNAs. Ela possui uma func¸a˜o estritamente crescente possuindo um
balanceamento adequado entre comportamento linear e na˜o-linear. De
forma gra´fica a func¸a˜o sigmoide tem formato de “s”. Um exemplo pode
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ser dada pela Equac¸a˜o 3.11 (HAYKIN, 2000).
f(v) = 11+exp(av) (3.11)
Onde a e´ o paraˆmetro de inclinac¸a˜o da func¸a˜o sigmoide. Quando
este paraˆmetro atingir o limite, ou seja, se aproximar do infinito, a
func¸a˜o sigmoide se torna uma func¸a˜o de limiar. Outro ponto impor-
tante que diferencia a func¸a˜o sigmoide da limiar e´ que esta u´ltima
assume apenas dois valore 0 e 1 enquanto a sigmoide assume valores
cont´ınuos dentro do intervalo fechado 0 e 1 (HAYKIN, 2000).
3.3.3 Arquitetura de uma RNA
Um conjunto de neuroˆnios artificiais conectados formando uma
rede neural e´ capaz de resolver problemas complexos, esta conexa˜o
possui diferentes formatos sendo que as treˆs principais arquiteturas de
redes sa˜o: Rede de Camada U´nica; Redes de Mu´ltiplas Camadas; Redes
Recorrentes.
Nas redes de camada u´nica existe uma camada de no´s de en-
trada que se projeta sobre uma camada de sa´ıda de neuroˆnios, onde e´
realizado a parte computacional da rede neural. Tambe´m e´ conhecida
como rede alimentada adiante ou ac´ıclica. Na Figura 15 e´ ilustrado
um exemplo deste tipo de rede, onde e´ apresentada uma rede com treˆs
neuroˆnios na camada de entrada e na de sa´ıda, pore´m como o proces-
samento e´ realizado somente na camada de sa´ıda, ela e´ designada como
camada u´nica (SCHMIDHUBER, 2015; HUSSAIN; JEONG, 2015b).
Figura 15 – Rede de camada u´nica
Fonte: Adaptado de (HAYKIN, 2000).
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A segunda arquitetura e´ caracterizada pela presenc¸a de uma ca-
mada oculta, cujos no´s sa˜o chamados de neuroˆnios ocultos ou unidades
ocultas. A func¸a˜o desta camada oculta e´ intervir entre a camada de
entrada e a de sa´ıda de maneira u´til, ou seja, tornar a rede capaz de
extrair estat´ısticas de ordem elevada possuindo uma perspectiva global
devido ao conjunto extra de conexo˜es sina´pticas (SCHMIDHUBER, 2015;
HUSSAIN; JEONG, 2015a).
Os neuroˆnios da camada de entrada fornecem os padro˜es de
ativac¸a˜o, que gerara˜o os sinais para os neuroˆnios da segunda camada,
a camada oculta. Os sinais da segunda camada sa˜o utilizados como
entrada para terceira camada e assim por diante pelo resto da rede. O
conjunto de sinais da camada de sa´ıda constituem a resposta global da
rede (HAYKIN, 2000).
A camada oculta pode apresentar uma quantidade diferenciada
de neuroˆnios das outras camadas possuindo mais ou menos neuroˆnios.
Quando todos os neuroˆnios da camada oculta esta˜o conectados, a RNA
e´ chamada de totalmente conectadas, caso algum neuroˆnio na˜o possua
conexa˜o diz-se que a rede e´ parcialmente conectada (HAYKIN, 2000). A
Figura 16 ilustra um exemplo de uma arquitetura de rede com mu´ltiplas
camadas.
Figura 16 – Rede de mu´ltiplas camadas
Fonte: adaptado de (HAYKIN, 2000).
A rede de arquitetura recorrente se diferencia das demais arqui-
teturas por possuir pelo menos um lac¸o de repetic¸a˜o ou realimentac¸a˜o.
A utilizac¸a˜o de lac¸os de realimentac¸a˜o tem um impacto importante
na capacidade de aprendizagem e desempenho da rede. Esses lac¸os
de repetic¸a˜o utilizam ramos particulares chamados de elementos de
atraso unita´rio (representado por z−1) resultando em um comporta-
mento dinaˆmico na˜o-linear (HAYKIN, 2000). A Figura 17 ilustra esta
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arquitetura.
Figura 17 – Rede Recorrente
Fonte: adaptado de (HAYKIN, 2000).
3.3.4 Processos de Aprendizagem
A capacidade de aprendizagem de uma RNA e´ algo primordial
para a mesma. A partir do treinamento a rede consegue melhorar o
seu desempenho. Esta melhoria ocorre com o tempo a partir de um
processo interativo de ajustes aplicados a seus pesos sina´pticos e n´ıveis
de bias (HESKES; KAPPEN, 1991).
Em redes neurais na˜o existe um algoritmo u´nico que realize o
procedimento de aprendizagem, mas sim um conjunto de ferramentas,
cada qual com vantagens espec´ıficas. Sera˜o abordados treˆs maneiras de
aprendizagem: por Taxa de Erro; Supervisionada e Na˜o-Supervisionada
(HAYKIN, 2000; SCHMIDHUBER, 2015).
O me´todo de aprendizagem por taxa de erro funciona como um
mecanismo onde o propo´sito e´ aplicar uma sequeˆncia de ajustes nos
pesos sina´pticos do neuroˆnio, fazendo com que a sa´ıda chegue pro´ximo
a resposta desejada. Como exemplo tem-se um neuroˆnio k sendo aci-
onado por uma func¸a˜o de ativac¸a˜o f(n), sendo produzido por uma ou
mais camadas de neuroˆnios ocultos que recebem sinais da camada de
entrada. O sinal de sa´ıda deste neuroˆnio e´ dado por yk(n) sendo com-
parado com o sinal de sa´ıda desejado dk(n), assim e´ gerado uma taxa de
erro ek(n) a qual e´ utilizada para realizar o ajuste dos pesos sina´pticos
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ate´ atingir um estado esta´vel, neste ponto o processo e´ encerrado. A
Figura 18 ilustra o esquema de aprendizagem baseado em taxa de erro
(HUSSAIN; JEONG, 2015b; HAYKIN, 2000).
Figura 18 – Aprendizagem por taxa de erro
Fonte: adaptado de (HAYKIN, 2000).
Na aprendizagem supervisionada tem-se um conjunto pre´ esta-
belecido de dados sobre o ambiente, tambe´m conhecida como professor,
e a RNA que na˜o possui conhecimento algum sobre o ambiente. Estes
dois conjuntos sa˜o expostos a um vetor de treinamento, como o profes-
sor possui um pre´-conhecimento sobre o ambiente ele gerara´ respostas
desejadas para a RNA, representando a sa´ıda o´tima. Os paraˆmetros
sina´pticos sa˜o ajustados sobre a influeˆncia da sa´ıda dado pelo professor
e do sinal de erro. Isto e´ realizado iterativamente ate´ que a RNA atinja
um sentido esta´tico, fazendo com que o conhecimento do professor so-
bre o ambiente seja transferido para a rede atrave´s da aprendizagem. A
Figura 19 ilustra o diagrama esquema´tico do processo de aprendizado
supervisionado (HAYKIN, 2000; SCHMIDHUBER, 2015; REINER, 2015).
Figura 19 – Aprendizagem supervisionada
Fonte: adaptado de (HAYKIN, 2000).
Nas RNAs de mu´ltiplas camadas e´ utilizado o algoritmo de back-
propagtion, este algoritmo e´ semelhante ao apresentado anteriormente
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e tambe´m e´ baseado na func¸a˜o sigmoide, pore´m a diferenc¸a para o
algoritmo apresentado anteriormente e´ que conforme a RNA avanc¸a,
propagac¸a˜o do sinal, outro e´ dado para tra´s, retropropagac¸a˜o. Durante
a propagac¸a˜o os valores dos pesos sina´pticos sa˜o fixos gerando um con-
junto de sa´ıdas. Durante a retropropagac¸a˜o os pesos sina´pticos sa˜o
ajustados conforme uma regra de erro, este sinal e´ propagado contra
a direc¸a˜o das conexo˜es sina´pticas fazendo com que a resposta real se
mova para mais perto da resposta desejada (HAYKIN, 2000; PEDDINTI;
POVEY; KHUDANPUR, 2015; HELMER TOM; EHRET; SHABTAI, 2005).
Considerando uma rede de treˆs camadas e definindo i como os
no´s da camada de entrada, j os no´s da camada oculta e k os no´s da
camada de sa´ıda enta˜o tem-se wij como o peso entre a conexa˜o dos
no´s da camada de entrada com os da camada oculta. A Equac¸a˜o 3.12
representa o valor de sa´ıda gerado pelo no´ j (COPPIN, 2010).
xj =
∑n




A Equac¸a˜o 3.12 representa o valor de sa´ıda do no´ j, onde tem-se
n como o nu´mero de entradas para o no´ j, wij o peso da conexa˜o entre os
neuroˆnios, θj e´ o valor do limiar para a func¸a˜o sendo estabelecido como
uma valor entre 0 e 1 e xi o valor de entrada para o no´ de entrada i. A
Equac¸a˜o 3.13 representa o valor da sa´ıda produzido pelo no´ j (COPPIN,
2010).
O gradiente de erro que e´ gerado apo´s as entradas terem sido
alimentadas por meio da rede para produzirem as sa´ıdas e´ calculado
para cada no´ k da camada de sa´ıda representado pela Equac¸a˜o 3.14,
sendo que dk e´ o valor desejado de sa´ıda e yk e´ o valor real da sa´ıda
(COPPIN, 2010).
ej = dk − yk (3.14)
Sendo que y e´ uma func¸a˜o sigmoide e a partir da derivada da
func¸a˜o pode-se obter a seguinte equac¸a˜o para o gradiente de erro:
δk = yk · (1− yk) · ek (3.15)
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De forma semelhante obteˆm-se um gradiente de erro para cada
no´ j na camada oculta, com base na Equac¸a˜o 3.16.
δj = yj · (1− yj)
∑n
k=1 wjkδk (3.16)
Apo´s o coˆmputo destas equac¸o˜es cada peso na rede, wij ou wjk,
e´ atualizado de acordo com a Equac¸a˜o 3.17. Sendo que xi e´ o valor de
entrada para o no´ i e α e´ a taxa de aprendizagem, que deve ser um
valor positivo abaixo de 1.
wij ← wij + α · xi · δj
wjk ← wjk + α · yj · δk (3.17)
Na aprendizagem na˜o-supervisionada, na˜o existe a presenc¸a de
um professor auxiliando a rede neural artificial (BRAGA; FERREIRA;
LUDERMIR, 2007). Neste caso sa˜o adotadas as seguintes metodologias:
• SOM (Self-Organizing Map);
• Cadeias de Markov;
• Entropia.
Para o sistema implementado foi utilizado uma rede neural de
mu´ltiplas camadas e o processo de aprendizagem supervisionado base-
ado no algoritmo backpropagtion.
3.4 EXEMPLOS DO USO DE IC NA AGRICULTURA
A IC e´ empregada na agricultura em diversas aplicac¸o˜es, tais
como sistemas de controle de abrigos de cultivo, sistema de planeja-
mento e sistemas de detecc¸a˜o de doenc¸as por meio do reconhecimento
de imagem.
Uma das motivac¸o˜es para o uso de IC na agricultura e´ facilitar
o processo de ana´lise com diferentes me´todos de cultura, como e´ o caso
de (BENLI, 2015) que fez um estudo sobre duas te´cnicas de bomba de
calor, a horizontal e a vertical, que realiza o efeito estufa em abrigos.
Para tanto, foi utilizado RNA para realizar esta comparac¸a˜o. O tra-
balho de (KHOSHNEVISAN et al., 2015) utiliza duas te´cnicas, a RNA e
a neuro-fuzzy, para verificar quanto de CO2 o cultivo de tomate libera
em ambientes protegidos.
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Quanto a sistemas de planejamento, onde o principal objetivo e´ o
de avaliar gasto de energia, a´gua e outros fatores, pode-se citar o Smart
Metering System que esta sendo desenvolvido na Europa e tem como
princ´ıpio medir o consumo de energia fornecendo dados mais precisos
sobre o ambiente protegido a fim de evitar o desperd´ıcio de energia
(OPRIS; CARACASIAN, 2013).
A detecc¸a˜o de doenc¸as em plantas atrave´s de reconhecimento
de imagem e´ uma a´rea muito recente, que ganhou forc¸a com o uso de
drones, um trabalho nesta a´rea e´ o de (SOUZA et al., 2015), onde com o
aux´ılio de imagens ae´reas e um sistema com aprendizagem de ma´quina
e´ feita a classificac¸a˜o sobre a a´rea total de Eucaliptos que possuem a
doenc¸a Ceratocystis.
Em abrigos de cultivo o trabalho de (YAN-FANG; JIAN-GUO; YU-
QIAN, 2015) e´ um exemplo da utilizac¸a˜o de IC, onde e´ proposta uma
arquitetura ba´sica para o funcionamento de sistemas de controle com
um banco de dados especialista e um sistema que realiza o ajuste dos
fatores ambientais no interior do abrigo. Tambe´m pode-se citar o tra-
balho de (AVILA-MIRANDA; BEGOVICH; RUIZ-LEON, 2013) que propo˜e
um sistema para o acionamento de exaustores durante o dia utilizando
RNA e otimizac¸a˜o por enxames, de um modo que seja calculado os
instantes de tempo que os exaustores devem ficar ligados a fim de eco-
nomizar energia.
Existem trabalhos que utilizam IC para o monitoramento e to-
mada de decisa˜o, tal como (CHEN; ZHANG; DU, 2013) e (NACHIDI; BEN-
ZAOUIA; TADEO, 2006), que utilizam LF para o controle de tempera-
tura e umidade de um abrigo de cultivo. Em (DURSUN; O¨ZDEN, 2014)
e´ proposto um sistema de irrigac¸a˜o com a utilizac¸a˜o de RNAs. Existe
tambe´m estudos em sistema de abrigo de cultivo onde e´ utilizado comu-
nicac¸a˜o wireless entre os sensores e o mo´dulo de controle central como e´
o caso do trabalho de (AZAZA et al., 2015) que tambe´m utiliza LF para
realizar a tomada de decisa˜o sobre o abrigo de cultivo.
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4 DESCRIC¸A˜O DO SISTEMA AUTOˆNOMO DE
CONTROLE DE ABRIGOS DE CULTIVO
Este cap´ıtulo descreve o sistema proposto para controlar abrigos
de cultivo. Para tanto, sa˜o descritos em detalhes os componentes que
fazem parte do sistema, bem como as duas metodologias de controle
que podem ser empregadas, uma com Lo´gica Fuzzy e outra com Redes
Neurais Artificiais.
4.1 ARQUITETURA PROPOSTA
O sistema de controle proposto tem a finalidade de automatizar o
manejo de abrigos de cultivos a partir da aquisic¸a˜o de dados clima´ticos
como temperatura, umidade relativa do ar e luminosidade, ajustando
as condic¸o˜es clima´ticas internas do abrigo visando melhorar o desen-
volvimento da cultura presente no mesmo. A Figura 20 apresenta a
arquitetura geral do sistema de controle proposto.
Figura 20 – Arquitetura Geral do Sistema de Controle Proposto.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Conforme ilustra a Figura 20 o sistema proposto esta´ organizado
nas seguintes funcionalidades:
• Abrigo de cultivo: representa o abrigo propriamente dito, este
pode ser de qualquer tamanho. A ideia e´ que o abrigo estara´
totalmente sensoriado, ou seja, sera´ poss´ıvel obter informac¸o˜es
sobre a luminosidade, temperatura e umidade;
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• Sistema de atualizac¸a˜o EPAGRI (Empresa de Pesquisa Agro-
pecua´ria e Extensa˜o Rural de Santa Catarina): este sistema sera´
responsa´vel por atualizar a “base de dados sobre culturas” as in-
formac¸o˜es sobre as diferentes culturas que podem ser cultivadas
no abrigo. Essas informac¸o˜es podem ser: temperatura ideal da
cultura, umidade ideal, probabilidade de surgimento de doenc¸as
e pragas conforme os valores de temperatura e umidade. Esses
dados sera˜o importantes para que o sistema de controle tome
as melhores deciso˜es no que diz respeito ao gerenciamento das
condic¸o˜es clima´ticas no interior do abrigo;
• Base de dados da CIRAM: essa base de dados sera´ atualizada
pelo CIRAM (Centro de Informac¸o˜es de Recursos Ambientais e
de Hidrometeorologia de Santa Catarina) e sera´ acessada remota-
mente. Esses dados servem para que o sistema de controle possa
fazer alertas para o produtor com relac¸a˜o a prova´veis variac¸o˜es
clima´ticas que podem afetar o cultivo;
• Mo´dulo de controle do abrigo de cultivo: esta e´ a parte principal
do sistema de controle. E´ neste mo´dulo que sera´ executado o sis-
tema de controle do abrigo baseado em Redes Neurais Artificiais
ou Lo´gica Fuzzy. Uma descric¸a˜o mais detalhada deste mo´dulo
esta´ na Sec¸a˜o 4.2.
4.2 MO´DULO DE CONTROLE DO ABRIGO DE CULTIVO
O mo´dulo de controle sera´ responsa´vel por ler as informac¸o˜es
dos diversos sensores espalhados pelo abrigo de cultivo, processar as
informac¸o˜es sobre umidade, temperatura e luminosidade e, a partir das
pol´ıticas de controle definidas para a cultura presente no abrigo, inferir
sobre a atuac¸a˜o do sombrite, exaustores e aspersores. A Figura 21
ilustra o fluxo de funcionamento do sistema de controle do abrigo.
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Figura 21 – Diagrama do mo´dulo de controle do abrigo.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
A partir da leitura dos sensores e das informac¸o˜es sobre condic¸o˜es
de temperatura, umidade relativa do ar e luminosidade ideais para o
cultivo de culturas no interior de abrigos, a qual e´ mantida e atualizada
constantemente pela EPAGRI, e´ poss´ıvel gerar regras de configurac¸o˜es
mais precisas para o acionamento dos atuadores no abrigo de cultivo.
As Sec¸o˜es 4.3 e 4.4 detalham o funcionamento do sistema de controle
com Lo´gica Fuzzy e com Redes Neurais Artificiais, respectivamente.
4.3 SISTEMA DE CONTROLE COM LO´GICA FUZZY
O sistema de controle utilizando LF e´ composto por cinco varia´veis
de entrada, um conjunto de regras de infereˆncia, e treˆs varia´veis de
sa´ıda, conforme ilustra a Figura 22.
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Figura 22 – Estrutura do sistema de controle com lo´gica fuzzy.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
As varia´veis de entrada sa˜o compostas pelas medic¸o˜es do ambi-
ente no interior do abrigo de cultivo sendo estas a temperatura, umi-
dade relativa do ar e luminosidade e o hora´rio do dia ou noite. O grau
de pertineˆncia dos valores de entrada e´ calculado com base na func¸a˜o
triangular, onde sa˜o estabelecidas faixas de valores compostas por treˆs
paraˆmetros ideais ao cultivo da planta.
As regras de infereˆncia sa˜o estruturadas com as faixas de valores
das varia´veis de entrada, esta faixa e´ estabelecida conforme a leitura
realizada pelos sensores no abrigo e, enta˜o e´ gerado a sa´ıda para os
atuadores. Um exemplo de uma regra de infereˆncia e´ ilustrado na Fi-
gura 23, as demais regras que foram utilizadas para o desenvolvimento
do sistema encontram no Apeˆndice A. O sistema de controle fuzzy
desenvolvido e´ do tipo Mandani.
Figura 23 – Exemplo de regra de infereˆncia.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
As varia´veis de sa´ıda sa˜o compostas pelos atuadores do abrigo de
cultivo que sa˜o os exaustores, o sombrite e o aspersor. Assim como para
as entradas, o grau de pertineˆncia das varia´veis de sa´ıda e´ calculado
com base na func¸a˜o triangular. A partir das sa´ıdas calculadas pelo
sistema de infereˆncia, os atuadores sera˜o ativados ou na˜o.
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4.4 SISTEMA DE CONTROLE COM REDES NEURAIS ARTIFICI-
AIS
O sistema de controle com RNA e´ formado por quatro neuroˆnios
na camada de entrada, uma camada oculta com doze neuroˆnios e treˆs
neuroˆnios na camada de sa´ıda. A Figura 24 ilustra a estrutura do
sistema de controle baseado em RNA.
Figura 24 – Estrutura da rede neural artificial para o sistema de con-
trole.
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Os neuroˆnios de entrada recebem como valores as medic¸o˜es do
ambiente interno do abrigo de cultivo sendo estes a temperatura, a
umidade relativa do ar e a luminosidade, ale´m do hora´rio do dia ou da
noite. A camada oculta e´ composta por doze neuroˆnios que utilizam a
func¸a˜o de ativac¸a˜o sigmoide. A RNA foi treinada com base no algoritmo
backpropagation.
Os neuroˆnios de sa´ıda tambe´m utilizam a func¸a˜o sigmoide como
func¸a˜o de ativac¸a˜o em sua estrutura e calculam os valores para os atu-
adores do abrigo de cultivo sendo estes, os exaustores, o sombrite e o
aspersor, que podem ser acionados ou na˜o, a depender o valor calculada
na camada de sa´ıda.
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5 AVALIAC¸A˜O DO SISTEMA DE CONTROLE
AUTOˆNOMO PARA ABRIGOS DE CULTIVO
Este cap´ıtulo apresenta os resultados obtidos com o sistema de
controle autoˆnomo para abrigos de cultivo. O cap´ıtulo descreve e com-
para os resultados obtidos com a versa˜o do sistema de controle imple-
mentada com LF e com a versa˜o implementada com RNA.
5.1 AMBIENTE PARA REALIZAC¸A˜O DOS TESTES
Para a realizac¸a˜o dos testes foi utilizado um mini abrigo cons-
tru´ıdo por (ABREU; BASTOS, 2015) que foi utilizado no trabalho de con-
clusa˜o de curso dos mesmos, para a validac¸a˜o do sistema de automac¸a˜o
de abrigos de cultivo hidropoˆnicos. Este abrigo possui equipamentos
usualmente utilizados em um abrigo convencional, como o pla´stico que
o cobre e tambe´m os atuadores como o sombrite, o exaustor e o aspersor
conforme demonstrado na Figura 25.
Figura 25 – Abrigo de cultivo utilizado para os testes
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Na parte interna do abrigo esta´ localizado o mo´dulo de sensoria-
mento equipado com sensores de temperatura, umidade e luminosidade,
que envia as informac¸o˜es coletadas atrave´s de comunicac¸a˜o via ra´dio
para o sistema central que realiza o processamento destas informac¸o˜es.
Para realizar a modelagem do sistema de controle foi utilizado
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como base a cultura do tomate. Optou-se por este tipo de cultura, pois
o tomate e´ uma planta que necessita de uma atenc¸a˜o maior devido ao
fato de ser muito suscet´ıvel a doenc¸as caso as condic¸o˜es clima´ticas na˜o
estejam adequadas, conforme Sec¸a˜o 2.3 do Cap´ıtulo 2.
O tomate passa por va´rias etapas ate´ chegar ao esta´gio de co-
lheita do fruto. Para tanto foi escolhido a etapa de florescimento, por
isso, os seguintes paraˆmetros devem ser levados em conta pelo sistema
de controle:
• Temperatura do Dia: a temperatura ideal do tomate e´ entre 18 e
24 oC;
• Temperatura da Noite: para a noite deve-se manter a tempera-
tura na faixa entre 14 e 20 oC;
• Umidade Relativa do Ar: deve ser mantida entre 70 a 80%;
• Luminosidade: a faixa ideal e´ de 40.000 a 50.000 lux.
5.2 SISTEMA DE CONTROLE COM LO´GICA FUZZY
O sistema de controle com LF foi implementado utilizando a
eFLL (Embedded Fuzzy Logic Library), biblioteca desenvolvida na Uni-
versidade Estadual do Piau´ı (UESPI-Teresina) (KRIDI et al., 2013). Foi
utilizado como refereˆncia a estrutura proposta na Sec¸a˜o 4.3 do Cap´ıtulo
4 para os conjuntos de entrada e sa´ıda da LF. Como a luminosidade e´
artificial, ou seja, feita por meio de laˆmpadas, os valores ma´ximos fo-
ram estabelecidos de acordo com as caracter´ısticas do sensor utilizado,
sendo que o valor ma´ximo definido foi 320 lux.
Mais detalhes quanto a construc¸a˜o e modelagem do sistema de
controle com LF esta˜o dispon´ıveis no Apeˆndice A.
O sistema fica recebendo informac¸o˜es constantes do mo´dulo de
sensoriamento que esta´ localizado no interior do mini abrigo. Com estas
informac¸o˜es coletadas pelos sensores sa˜o alimentadas as entradas da LF
assim gerando as sa´ıdas como 20, 30 e 50 que sa˜o valores naturais sendo
utilizados em regras de infereˆncia para verificar se o atuador deve ser
acionado ou na˜o. Estas sa´ıdas sa˜o diferentes para cada atuador, ou
seja, o sistema podera´ gerar como sa´ıda para o exaustor o valor 16 e
para o aspersor um valor igual a 50.
A execuc¸a˜o da ac¸a˜o do sistema em acionar ou na˜o o atuador e´
definida com base na seguinte metodologia:
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• Para valores entre 0 e 40 o sistema de controle entendera´ que os
atuadores devem estar desligados;
• Para valores entre 41 e 70 o sistema entendera´ que os atuadores
devem estar a uma velocidade me´dia, ou no caso do sombrite,
com uma abertura me´dia;
• Para valores superiores a 71 os atuadores devem ser acionados
com velocidade alta e o sombrite fechado.
5.2.1 Resultados do Sistema de Controle com LF
Foram realizadas leituras no interior do mini abrigo em quatro
per´ıodos, Manha˜, Tarde, Noite e Madrugada. Estes dados sa˜o consi-
derados valores ideias para os atuadores e esta˜o listados na Tabela 1.
Os dados da Tabela 1 sa˜o utilizados para fins de comparac¸a˜o com os
resultados obtidos com o sistema de controle com LF e com o sistema
de controle com RNA.
Tabela 1 – Sa´ıda esperada para o sistema de controle sem o uso de LF
ou RNA.
Entradas Sa´ıdas
Hora Temp Umid Lumi Sombrite Exaustor Aspersor
8 10 71 122 0 0 0
8 10 30 7 0 0 50
8 25 30 122 50 50 50
13 10 71 20 0 0 0
13 25 30 122 100 100 100
13 25 90 7 0 50 0
15 20 71 313 50 0 0
15 20 30 0 0 0 50
15 25 30 313 100 100 100
22 15 30 122 0 0 50
22 20 67 313 0 100 0
22 30 80 313 0 100 0
3 15 71 7 0 0 0
3 25 71 313 0 50 0
3 30 30 20 0 50 100
Fonte: Ronaldo Tadeu Murguero Junior (2016)
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Os dados obtidos a partir dos experimentos realizados com o
sistema de controle implementado com LF esta˜o listados na Tabela 2.
Tabela 2 – Sa´ıda do sistema de controle com lo´gica fuzzy.
Entradas Sa´ıdas
Hora Temp Umid Lumi Sombrite Exaustor Aspersor
8 10 71 122 0 0 0
8 10 30 7 0 0 50
8 25 30 122 45 45 45
13 10 71 20 16 16 16
13 25 30 122 79 79 79
13 25 90 7 16 44 16
15 20 71 313 44 16 16
15 20 30 0 45 16 45
15 25 30 313 79 79 79
22 15 30 122 16 16 45
22 20 67 313 16 79 16
22 30 80 313 16 79 16
3 15 71 7 16 16 16
3 25 71 313 16 44 16
3 30 30 20 16 45 78
Fonte: Ronaldo Tadeu Murguero Junior (2016)
5.3 SISTEMA DE CONTROLE COM REDE NEURAL ARTIFICIAL
O sistema de controle com RNA foi implementado com a bibli-
oteca FANN (Fast Artificial Neural Network) desenvolvida por Steffen
Nissen (NISSEN et al., 2006). O sistema de controle com RNA e´ baseado
na estrutura proposta na Sec¸a˜o 4.4 do Cap´ıtulo 4.
A RNA foi treinada com o algoritmo backpropagation por 2500
e´pocas, foi escolhido este valor apo´s realizar testes com outros valores
de e´pocas e este apresentar os resultados mais pro´ximo ao ideal da taxa
de acerto desejada, tambe´m foi utilizado como dados de treinamento
os valores da Tabela 1. Para a luminosidade foi utilizada a mesma
metodologia adotada com o sistema de controle com LF.
Mais detalhes quanto a modelagem da RNA esta˜o dispon´ıveis no
Apeˆndice B.
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O princ´ıpio de funcionamento da RNA e´ o mesmo da LF onde o
sistema desenvolvido fica recebendo informac¸o˜es constantes do mo´dulo
de sensoriamento. Estas informac¸o˜es coletadas pelos sensores sa˜o utili-
zadas pela RNA, as sa´ıdas calculadas sa˜o valores naturais como 20, 30
e 50. Estas sa´ıdas sa˜o diferentes para cada atuador, ou seja, o sombrite
pode ter uma sa´ıda com o valor igual a 45 e o aspersor igual a 30.
O acionamento ou na˜o dos atuadores segue a seguinte metodo-
logia:
• Para valores entre 0 e 20 o sistema de controle entendera´ que os
atuadores devem estar desligados;
• Para valores entre 21 e 50 o sistema entendera que os atuadores
devem estar a uma velocidade me´dia, ou no caso do sombrite deva
estar com uma abertura me´dia;
• Para valores superiores a 51 os atuadores devem ser acionados
com velocidade alta e o sombrite fechado.
5.3.1 Resultados do Sistema de Controle com RNA
O sistema de controle com RNA foi treinado com o algoritmo
backpropagation a partir dos dados listados na Tabela 1 por 2500 e´pocas.
Apo´s o treinamento foram realizadas leituras nos per´ıodos da Manha˜,
Tarde, Noite e Madrugada.
A Tabela 3 lista os valores obtidos apo´s os experimentos realiza-
dos com o sistema de controle com RNA.
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Tabela 3 – Sa´ıda do sistema de controle com rede neural artificial.
Entradas Sa´ıdas
Hora Temp Umid Lumi Sombrite Exaustor Aspersor
8 10 71 122 0 0 0
8 10 30 7 3 0 45
8 25 30 122 48 47 67
13 10 71 20 0 0 0
13 25 30 122 99 73 72
13 25 90 7 0 38 0
15 20 71 313 36 1 1
15 20 30 0 16 0 54
15 25 30 313 99 80 72
22 15 30 122 0 0 76
22 20 67 313 0 99 0
22 30 80 313 0 99 0
3 15 71 7 0 0 0
3 25 71 313 0 52 0
3 30 30 20 0 39 99
Fonte: Ronaldo Tadeu Murguero Junior (2016)
5.4 COMPARAC¸A˜O DOS RESULTADOS ENTRE LF E RNA
Os resultados obtidos com a versa˜o do sistema de controle im-
plementada com LF e com a versa˜o implementada com RNA foram
comparados com os valores ideias de sa´ıda. Ambas as verso˜es tambe´m
foram comparadas entre s´ı.
A Figura 26 ilustra o gra´fico com os valores de sa´ıda para o
sombrite, onde no eixo x esta˜o os grupos de leituras, estes grupos sa˜o
os dados de entrada que foram utilizados para fazer a comparac¸a˜o entre
a LF a RNA e a sa´ıda ideal, estes valores esta˜o listados nas tabelas
apresentadas anteriormente. Ainda no eixo x a cada grupo de leitura
sa˜o apresentados os valores de sa´ıda da LF, da RNA e da sa´ıda ideal.
No eixo y sa˜o apresentados os valores das sa´ıdas.
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Figura 26 – Comparativo da sa´ıda para o sombrite
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Observando os dados do gra´fico ilustrado na Figura 26 e´ poss´ıvel
notar que inicialmente tanto a LF quanto a RNA seguem corretamente
a sa´ıda ideal, pore´m com o tempo a LF comec¸a a gerar resultados com
valores distantes em relac¸a˜o a ideal, enquanto a RNA tem respostas
aproximadas com a ideal.
Para o exaustor foi utilizado o mesmo princ´ıpio do sombrite onde
no eixo x esta˜o os grupos de leitura e os valores gerados em cada grupo
e no eixo y os valores de sa´ıda para o exaustor. A Figura 27 ilustra o
gra´fico comparativo entre ambos os sistemas de controle.
Figura 27 – Comparativo da sa´ıda para o exaustor
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Ao analisar o gra´fico ilustrado na Figura 27 e´ poss´ıvel observar
que a LF e a RNA geraram respostas com valores pro´ximos entre si,
sendo que a RNA teve uma vantagem em relac¸a˜o a LF quando compa-
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rado com a sa´ıda ideal.
O gra´fico da Figura 28 ilustra os valores de sa´ıda para o aspersor.
A metodologia empregada no gra´fico e´ a mesma que foi utilizada para
o sombrite e para o exaustor.
Figura 28 – Comparativo da sa´ıda para o aspersor
Fonte: Ronaldo Tadeu Murguero Junior (2016)
A Figura 28 apresenta as sa´ıdas para o aspersor onde a LF apre-
sentou sa´ıdas mais pro´ximas da sa´ıda ideal apresentando vantagem em
relac¸a˜o a RNA, pore´m a LF e a RNA apresentaram valores distantes
em relac¸a˜o a sa´ıda ideal.
5.5 CONSIDERAC¸O˜ES SOBRE A AVALIAC¸A˜O DOS SISTEMAS DE
CONTROLE
Como e´ possivel observar nos gra´ficos comparativos da sec¸a˜o an-
terior, tanto o sistema de controle com LF quanto o com RNA tiveram
sa´ıdas pro´ximas ao ideal demonstrando que o sistema e´ robusto e atende
as expectativas.
O sistema de controle com LF apresentou alguns valores que
tiveram uma divergeˆncia maior em relac¸a˜o ao ideal, pois os conjuntos
sa˜o do tipo triangular, onde sa˜o estabelecidos apenas treˆs valores para
cada func¸a˜o membro, pore´m esta diferenc¸a na˜o foi prejudicial para a
tomada de decisa˜o do sistema de controle com LF.
Esta diferenc¸a foi suprimida, pois ao desenvolver as regras para
o acionamento ou na˜o de um atuador, estas possu´ıam intervalos de
valores e a sa´ıda da LF ficava dentro deste intervalo, tomando a decisa˜o
corretamente.
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Quanto ao sistema de controle com RNA pelo fato de ter como
aprendizagem valores reais de leituras e sa´ıdas ideias torna o seu pro-
cesso de aprendizagem mais eficiente. Sendo que em alguns casos o
processo de aprendizagem pode demorar a chegar em um valor ideal,
como foi o caso deste que teve que passar por cerca de 2500 e´pocas ate´
atingir um valor aproximado de sa´ıda ideal.
A implementac¸a˜o da RNA em comparac¸a˜o com a LF e´ um pouco
mais complexa, pois e´ necessa´rio estabelecer alguns valores como e´pocas
de treinamento, taxa de erro e camadas ocultas que tem diferenc¸a sig-
nificativa no resultado final.
A principal dificuldade encontrada no momento da implementac¸a˜o
da LF foi para a elaborac¸a˜o das regras de infereˆncias, pois estas devem
ser definidas para todas as combinac¸o˜es poss´ıveis entre as func¸o˜es mem-
bro.
Verificando estes pontos pode-se chegar a conclusa˜o que a RNA
e´ uma te´cnica mais eficiente de ser trabalhada em sistemas que visam
realizar a autonomia e automac¸a˜o de ambientes, gerando resultados
mais pro´ximos do ideal.
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6 CONSIDERAC¸O˜ES FINAIS E PROPOSTAS PARA
TRABALHOS FUTUROS
Neste cap´ıtulo sa˜o apresentadas as considerac¸o˜es finais sobre o
sistema de controle autoˆnomo para abrigos de cultivo, discutindo o
resultado das avaliac¸o˜es observadas. Na sequeˆncia sera˜o sugeridas pro-
postas para trabalhos futuros identificados durante a realizac¸a˜o desta
pesquisa.
6.1 CONSIDERAC¸O˜ES FINAIS
A utilizac¸a˜o de ambientes protegidos vem aumentando a cada
ano, devido a` melhora na qualidade da produc¸a˜o, livre de pragas e
sua protec¸a˜o sobre intempe´ries. Pore´m a utilizac¸a˜o desses ambientes
demandam um empenho maior por parte do agricultor, pois ele deve
estar sempre atento a`s variac¸o˜es de temperatura, umidade e luminosi-
dade para manter o ambiente adequado a´ cultura.
Nesta dissertac¸a˜o foi proposto um sistema para controle de am-
bientes protegidos de forma automa´tica e autoˆnoma, como alternativa
ao manejo convencional, permitindo que as condic¸o˜es clima´ticas no in-
terior do abrigo sejam constantemente monitoradas e, caso necessa´rio,
modificadas por meio de atuadores sem a necessidade de operac¸a˜o ma-
nual.
Duas te´cnicas de Inteligeˆncia Computacional foram utilizadas
no desenvolvimento do sistema de controle autoˆnomo para o abrigo
de cultivo. Tanto o sistema desenvolvido com Lo´gica Fuzzy como o
sistema desenvolvido com Redes Neurais Artificiais avaliavam os dados
dos sensores de temperatura, umidade relativa do ar e luminosidade,
para enta˜o gerar uma sa´ıda para os atuadores, o sombrite, o aspersor
e o exaustor.
Para a realizac¸a˜o deste trabalho foi feita uma pesquisa sobre o
me´todo de cultivo em ambientes protegidos, que hoje sa˜o utilizados
para um melhor controle sobre as doenc¸as e pragas, tambe´m foi re-
alizado um levantamento das condic¸o˜es ideias para a cultura que foi
utilizada para a realizac¸a˜o da avaliac¸a˜o do sistema, o tomate.
Para comprovar a eficieˆncia do sistema desenvolvido, foram rea-
lizados testes em um mini abrigo de cultivos, constru´ıdo para simular
um abrigo real, onde as condic¸o˜es clima´ticas foram alteradas diversas
vezes para analisar o comportamento do sistema.
78
Utilizando o sistema de controle com a LF foi poss´ıvel observar
que o sistema se mostrou robusto e respondeu conforme o esperado.
Pore´m em alguns casos ele apresentou uma sa´ıda que na˜o era a ideal, o
que na˜o compromete o sistema como um todo, nem ta˜o pouco prejudica
o cultivo presente no abrigo.
O sistema de controle implementado com RNA foi submetido aos
mesmos experimentos realizados com o sistema implementado com LF.
O sistema desenvolvido com RNA foi submetido ao mesmos testes que
o sistema desenvolvido com LF a fim de obter um resultado poss´ıvel
de comparac¸a˜o. O sistema com RNA tambe´m se mostrou robusto e
respondeu conforme o esperando, gerando sa´ıdas corretas para os atua-
dores. Alguns valores de sa´ıda do sistema com RNA estavam diferentes
do valor ideal, mas na˜o compromete o resultado final do sistema.
A partir dos testes realizados pode-se afirmar que tanto o sistema
implementado com a LF como o sistema implementado com RNA se
mostrou robusto e respondeu conforme o esperado diante das situac¸o˜es
impostas, automatizando o abrigo de cultivo e o tornando autoˆnomo,
cumprindo o objetivo proposto no trabalho.
6.2 PROPOSTAS PARA TRABALHOS FUTUROS
Esta sec¸a˜o lista algumas propostas para trabalhos futuros que
visam melhorar o sistema desenvolvido nesta dissertac¸a˜o.
1. Adequar o sistema de controle para que o mesmo tambe´m con-
sidere a qualidade da soluc¸a˜o aquosa em culturas baseadas em
hidroponia.
2. Implementar o sistema de controle usando uma fusa˜o entre LF e
RNA, ou seja, um sistema neuro-fuzzy.
3. Utilizar um algoritmo de otimizac¸a˜o a fim de melhorar a resposta
do sistema de controle como o algoritmo de enxame.
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Conforme estudos sobre as condic¸o˜es do tomateiro, como ja´ men-
cionado na Sec¸a˜o 5.1 do Cap´ıtulo 5, foi estabelecido que o sistema de
controle com LF teria cinco entradas e treˆs sa´ıdas, tanto as entradas
como as sa´ıdas foram implementadas com a func¸a˜o do tipo triangular.
As cinco entradas sa˜o: hora´rio do dia ou da noite, temperatura
do dia e da noite, umidade relativa do ar e luminosidade, e as sa´ıdas
sa˜o compostas pelos atuadores o exaustor, o sombrite e o aspersor.
Para o hora´rio foi estabelecido quatro faixas de valores obede-
cendo o intervalo de horas de [0, 23] tendo como func¸o˜es membros
“Manha˜”, “Tarde”, “Noite” e “Madrugada”, conforme e´ ilustrado na
Figura 29.
Figura 29 – Modelagem do Conjunto “Horario” no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Para o conjunto de entrada da “TemperaturaDia” foi estabe-
lecido o intervalo em graus Celsius de [0, 32] sendo estipuladas treˆs
func¸o˜es membros “AbaixoIdeal”, “Ideal” e “AcimaIdeal”. Na Figura
30 e´ ilustrado o conjunto “TemperaturaDia”.
Figura 30 – Modelagem do Conjunto “TemperaturaDia” no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Para o correto crescimento do tomateiro durante a noite os va-
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lores da temperatura sa˜o diferentes dos utilizados durante o dia, para
tanto foi feito um conjunto com valores em graus Celsius de [0, 25],
possuindo treˆs func¸o˜es membros “AbaixoIdealNoite”, “IdealNoite” e
“AcimaIdealNoite” conforme e´ ilustrado na Figura 31.
Figura 31 – Modelagem do Conjunto “TemperaturaNoite” no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Para o conjunto de entrada da “Umidade” o intervalo de valores
e´ dado em percentagem sendo de [0, 100], e foi utilizado treˆs func¸o˜es
membros “Baixa”, “Me´dia” e “Alta”. Como pode ser observado na
Figura 32.
Figura 32 – Modelagem do Conjunto “Umidade” no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Para o conjunto “Luminosidade” foi estabelecido um intervalo
em Lux de [0, 260] tambe´m foi utilizado treˆs func¸o˜es membros “Baixa”,
“Me´dia” e “Alta”. Como pode ser observado na Figura 33.
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Figura 33 – Modelagem do Conjunto “Luminosidade” no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Para o conjunto de sa´ıda “Sombrite” foi estipulado um inter-
valo de valor de [0, 100] as treˆs func¸o˜es membros deste conjunto sa˜o
“Aberto”, “Meio” e “Fechado”, onde 0 e´ o sombrite totalmente aberto
e 100 e´ o sombrite fechado. A modelagem deste conjunto esta´ ilustrado
na Figura 34.
Figura 34 – Modelagem do Conjunto “Sombrite” no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
O conjunto de sa´ıda “Exaustor” utiliza o intervalo de valor igual
ao do Sombrite, ou seja de [0, 100] possuindo treˆs func¸o˜es membros
“Desligado”, “LigadoMedia” e “LigadoAlto”, sendo que 0 e´ o exaustor
desligado e 100 ele ligado ao ma´ximo de sua forc¸a, conforme ilustra a
Figura 35.
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Figura 35 – Modelagem do Conjunto “Exaustor” no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Assim como o conjunto “Exaustor” o conjunto de sa´ıda “Asper-
sor” possui um intervalo de valor de [0, 100] com treˆs func¸o˜es membros
“Desligado”, “LigadoMedia” e “LigadoAlto”, sendo que 0 e´ o aspersor
desligado e 100 ele ligado ao ma´ximo de sua forc¸a. A Figura 36 ilustra
as func¸o˜es membros definidas para o exaustor.
Figura 36 – Modelagem do Conjunto “Aspersor” no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
O sistema de controle foi desenvolvido em C, uma linguagem de
programac¸a˜o criada por Dennis Ritchie em 1972. Para a realizac¸a˜o
dos testes com a LF foi utilizada a biblioteca eFLL (Embedded Fuzzy
Logic Library), que foi desenvolvida na Universidade Estadual do Piau´ı
(UESPI-Teresina) (KRIDI et al., 2013).
As regras de infereˆncia do sistema foram elaboradas conforme a
func¸a˜o de pertineˆncia do tipo Mandani e sa˜o apresentadas a seguir:
1. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Baixa) and (Luminosidade is Alta) then (Exaustor
is Desligado) (Sombrite is Meio) (Aspersor is LigadoMedia)
2. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Baixa) and (Luminosidade is Media) then (Exaustor
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is Desligado) (Sombrite is Meio) (Aspersor is LigadoMedia)
3. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Baixa) and (Luminosidade is Baixa) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is LigadoMedia)
4. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Media) and (Luminosidade is Alta) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
5. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Media) and (Luminosidade is Media) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
6. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Media) and (Luminosidade is Baixa) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
7. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Alta) and (Luminosidade is Alta) then (Exaustor is
Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
8. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Alta) and (Luminosidade is Media) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
9. If (Horario is Manha) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Alta) and (Luminosidade is Baixa) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
10. If (Horario is Manha) and (TemperaturaDia is Ideal) and
(Umidade is Baixa) and (Luminosidade is Alta) then (Exaustor is
Desligado) (Sombrite is Meio) (Aspersor is LigadoMedia)
11. If (Horario is Manha) and (TemperaturaDia is Ideal) and
(Umidade is Baixa) and (Luminosidade is Media) then (Exaustor is
Desligado) (Sombrite is Meio) (Aspersor is LigadoMedia)
12. If (Horario is Manha) and (TemperaturaDia is Ideal) and
(Umidade is Baixa) and (Luminosidade is Baixa) then (Exaustor is
Desligado) (Sombrite is Aberto) (Aspersor is LigadoMedia)
13. If (Horario is Manha) and (TemperaturaDia is Ideal) and
(Umidade is Media) and (Luminosidade is Alta) then (Exaustor is
Desligado) (Sombrite is Meio) (Aspersor is LigadoMedia)
14. If (Horario is Manha) and (TemperaturaDia is Ideal) and
(Umidade is Media) and (Luminosidade is Media) then (Exaustor is
Desligado) (Sombrite is Meio) (Aspersor is Desligado)
15. If (Horario is Manha) and (TemperaturaDia is Ideal) and
(Umidade is Media) and (Luminosidade is Baixa) then (Exaustor is
Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
16. If (Horario is Manha) and (TemperaturaDia is Ideal) and
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(Umidade is Alta) and (Luminosidade is Alta) then (Exaustor is Des-
ligado) (Sombrite is Meio) (Aspersor is Desligado)
17. If (Horario is Manha) and (TemperaturaDia is Ideal) and
(Umidade is Alta) and (Luminosidade is Media) then (Exaustor is
Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
18. If (Horario is Manha) and (TemperaturaDia is Ideal) and
(Umidade is Alta) and (Luminosidade is Baixa) then (Exaustor is
Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
19. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Baixa) and (Luminosidade is Alta) then (Exaustor
is LIgadoAlta) (Sombrite is Fechado) (Aspersor is LigadoAlto)
20. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Baixa) and (Luminosidade is Media) then (Exaustor
is LigadoMedia) (Sombrite is Meio) (Aspersor is LigadoMedia)
21. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Baixa) and (Luminosidade is Baixa) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is LigadoMedia)
22. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Media) and (Luminosidade is Alta) then (Exaustor
is LIgadoAlta) (Sombrite is Fechado) (Aspersor is Desligado)
23. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Media) and (Luminosidade is Media) then (Exaustor
is LigadoMedia) (Sombrite is Meio) (Aspersor is Desligado)
24. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Media) and (Luminosidade is Baixa) then (Exaustor
is LigadoMedia) (Sombrite is Aberto) (Aspersor is Desligado)
25. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Alta) and (Luminosidade is Alta) then (Exaustor is
LIgadoAlta) (Sombrite is Aberto) (Aspersor is Desligado)
26. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Alta) and (Luminosidade is Media) then (Exaustor
is LigadoMedia) (Sombrite is Meio) (Aspersor is Desligado)
27. If (Horario is Manha) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Alta) and (Luminosidade is Baixa) then (Exaustor
is LigadoMedia) (Sombrite is Aberto) (Aspersor is Desligado)
28. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Baixa) and (Luminosidade is Alta) then (Exaustor
is Desligado) (Sombrite is Fechado) (Aspersor is LigadoMedia)
29. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Baixa) and (Luminosidade is Media) then (Exaustor
is Desligado) (Sombrite is Meio) (Aspersor is LigadoMedia)
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30. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Baixa) and (Luminosidade is Baixa) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is LigadoMedia)
31. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Media) and (Luminosidade is Alta) then (Exaustor
is Desligado) (Sombrite is Fechado) (Aspersor is LigadoMedia)
32. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Media) and (Luminosidade is Media) then (Exaustor
is Desligado) (Sombrite is Meio) (Aspersor is Desligado)
33. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Media) and (Luminosidade is Baixa) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
34. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Alta) and (Luminosidade is Alta) then (Exaustor is
Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
35. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Alta) and (Luminosidade is Media) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
36. If (Horario is Tarde) and (TemperaturaDia is AbaixoIdeal)
and (Umidade is Alta) and (Luminosidade is Baixa) then (Exaustor
is Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
37. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Baixa) and (Luminosidade is Alta) then (Exaustor is
Desligado) (Sombrite is Fechado) (Aspersor is LigadoMedia)
38. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Baixa) and (Luminosidade is Media) then (Exaustor is
Desligado) (Sombrite is Fechado) (Aspersor is LigadoMedia)
39. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Baixa) and (Luminosidade is Baixa) then (Exaustor is
Desligado) (Sombrite is Meio) (Aspersor is LigadoMedia)
40. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Media) and (Luminosidade is Alta) then (Exaustor is
Desligado) (Sombrite is Meio) (Aspersor is Desligado)
41. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Media) and (Luminosidade is Media) then (Exaustor is
Desligado) (Sombrite is Meio) (Aspersor is Desligado)
42. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Media) and (Luminosidade is Baixa) then (Exaustor is
Desligado) (Sombrite is Meio) (Aspersor is Desligado)
43. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Alta) and (Luminosidade is Alta) then (Exaustor is Des-
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ligado) (Sombrite is Aberto) (Aspersor is Desligado)
44. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Alta) and (Luminosidade is Media) then (Exaustor is
Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
45. If (Horario is Tarde) and (TemperaturaDia is Ideal) and
(Umidade is Alta) and (Luminosidade is Baixa) then (Exaustor is
Desligado) (Sombrite is Aberto) (Aspersor is Desligado)
46. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Baixa) and (Luminosidade is Alta) then (Exaustor
is LIgadoAlta) (Sombrite is Fechado) (Aspersor is LigadoAlta)
47. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Baixa) and (Luminosidade is Media) then (Exaustor
is LIgadoAlta) (Sombrite is Fechado) (Aspersor is LigadoAlta)
48. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Baixa) and (Luminosidade is Baixa) then (Exaustor
is LigadoMedia) (Sombrite is Meio) (Aspersor is LigadoMedia)
49. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Media) and (Luminosidade is Alta) then (Exaustor
is LigadoMedia) (Sombrite is Meio) (Aspersor is Desligado)
50. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Media) and (Luminosidade is Media) then (Exaustor
is LigadoMedia) (Sombrite is Meio) (Aspersor is Desligado)
51. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Media) and (Luminosidade is Baixa) then (Exaustor
is LigadoMedia) (Sombrite is Aberto) (Aspersor is Desligado)
52. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Alta) and (Luminosidade is Alta) then (Exaustor is
LIgadoAlta) (Sombrite is Aberto) (Aspersor is Desligado)
53. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Alta) and (Luminosidade is Media) then (Exaustor
is LigadoMedia) (Sombrite is Aberto) (Aspersor is Desligado)
54. If (Horario is Tarde) and (TemperaturaDia is AcimaIdeal)
and (Umidade is Alta) and (Luminosidade is Baixa) then (Exaustor
is LigadoMedia) (Sombrite is Aberto) (Aspersor is Desligado)
55. If (Horario is Noite) and (TemperaturaNoite is AbaixoIdeal-
Noite) and (Umidade is Baixa) then (Exaustor is Desligado)(Sombrite
is Aberto) (Aspersor is LigadoMedia) (Aspersor is LigadoAlta)
56. If (Horario is Noite) and (TemperaturaNoite is AbaixoIde-
alNoite) and (Umidade is Media) then (Exaustor is Desligado) (Som-
brite is Aberto) (Aspersor is Desligado)
57. If (Horario is Noite) and (TemperaturaNoite is AbaixoIdeal-
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Noite) and (Umidade is Alta) then (Exaustor is Desligado) (Sombrite
is Aberto) (Aspersor is Desligado)
58. If (Horario is Noite) and (TemperaturaNoite is IdealNoite)
and (Umidade is Baixa) then (Exaustor is Desligado) (Sombrite is
Aberto) (Aspersor is LigadoAlta)
59. If (Horario is Noite) and (TemperaturaNoite is IdealNoite)
and (Umidade is Media) then (Exaustor is Desligado) (Sombrite is
Aberto) (Aspersor is Desligado)
60. If (Horario is Noite) and (TemperaturaNoite is IdealNoite)
and (Umidade is Alta) then (Exaustor is Desligado) (Sombrite is
Aberto) (Aspersor is Desligado)
61. If (Horario is Noite) and (TemperaturaNoite is AcimaI-
dealNoite) and (Umidade is Baixa) then (Exaustor is LIgadoAlta)
(Sombrite is Aberto) (Aspersor is LigadoAlta)
62. If (Horario is Noite) and (TemperaturaNoite is AcimaI-
dealNoite) and (Umidade is Media) then (Exaustor is LIgadoAlta)
(Sombrite is Aberto) (Aspersor is Desligado)
63. If (Horario is Noite) and (TemperaturaNoite is AcimaIde-
alNoite) and (Umidade is Alta) then (Exaustor is LIgadoAlta) (Som-
brite is Aberto) (Aspersor is Desligado)
64. If (Horario is Madrugada) and (TemperaturaNoite is Abai-
xoIdealNoite) and (Umidade is Baixa) then (Exaustor is Desligado)
(Sombrite is Aberto) (Aspersor is LigadoAlta)
65. If (Horario is Madrugada) and (TemperaturaNoite is Abai-
xoIdealNoite) and (Umidade is Media) then (Exaustor is Desligado)
(Sombrite is Aberto) (Aspersor is Desligado)
66. If (Horario is Madrugada) and (TemperaturaNoite is Abai-
xoIdealNoite) and (Umidade is Alta) then (Exaustor is Desligado
)(Sombrite is Aberto) (Aspersor is Desligado)
67. If (Horario is Madrugada) and (TemperaturaNoite is Ideal-
Noite) and (Umidade is Baixa) then (Exaustor is Desligado) (Sombrite
is Aberto) (Aspersor is LigadoAlta)
68. If (Horario is Madrugada) and (TemperaturaNoite is Ide-
alNoite) and (Umidade is Media) then (Exaustor is Desligado) (Som-
brite is Aberto) (Aspersor is Desligado)
69. If (Horario is Madrugada) and (TemperaturaNoite is Ideal-
Noite) and (Umidade is Alta) then (Exaustor is Desligado) (Sombrite
is Aberto) (Aspersor is Desligado)
70. If (Horario is Madrugada) and (TemperaturaNoite is Aci-
maIdealNoite) and (Umidade is Baixa) then (Exaustor is LigadoMe-
dia) (Sombrite is Aberto) (Aspersor is LigadoAlta)
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71. If (Horario is Madrugada) and (TemperaturaNoite is Aci-
maIdealNoite) and (Umidade is Media) then (Exaustor is LigadoMe-
dia) (Sombrite is Aberto) (Aspersor is Desligado)
72. If (Horario is Madrugada) and (TemperaturaNoite is Aci-
maIdealNoite) and (Umidade is Alta) then (Exaustor is LigadoMedia)
(Sombrite is Aberto) (Aspersor is Desligado)




Conforme estudos sobre as condic¸o˜es do tomateiro, apresentados
na Sec¸a˜o 5.1 Cap´ıtulo do 5, foi estabelecido que o sistema de controle
com RNA teria quatro neuroˆnios de entradas, uma camada oculta com
doze neuroˆnios e uma camada de sa´ıda com treˆs neuroˆnios.
As quatro entradas sa˜o compostas por: Hora´rio do dia ou da
noite, Temperatura, Umidade relativa do ar e luminosidade, e as sa´ıdas
sa˜o compostas pelos atuadores o exaustor, o sombrite e o aspersor.
A camada de sa´ıda e a camada oculta teˆm como func¸a˜o de
ativac¸a˜o a func¸a˜o sigmoide. A Figura 37 representa a estrutura da
RNA projetada no Matlab..
Figura 37 – Estrutura da RNA no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
A rede foi treinada utilizando o algoritmo backpropagation. Para
o treinamento foram utilizadas duas matrizes uma contendo 625 amos-
tras para as 4 entradas e outra com 625 amostrar para as 3 sa´ıdas, essas
amostras sa˜o compostas por leituras dos sensores durante o per´ıodo de
12 horas, sendo que deste total foram utilizados 70% dos dados para
treinamento, 15% para validac¸a˜o e os outros 15% para teste.
Para a taxa de erro foi estipulado um fator de 0.001 e apo´s a
execuc¸a˜o da RNA a taxa de erro foi de aproximadamente 0.006999
sendo um valor aceita´vel para o que foi estipulado. A Figura 38 apre-
senta esta taxa de erro gerada pelo MatLab.
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Figura 38 – Histograma de erro no MatLab
Fonte: Ronaldo Tadeu Murguero Junior (2016)
Para o treinamento da RNA foi estabelecido o nu´mero ma´ximo
de 2500 e´pocas, pore´m na˜o foi necessa´rio passar por todas as e´pocas
para atingir o valor da taxa de erro. Assim como a LF a RNA tambe´m
foi implementada utilizando a linguagem de programac¸a˜o C. Para a im-
plementac¸a˜o do sistema foi utilizado a biblioteca FANN (Fast Artificial
Neural Network) que foi desenvolvida por Steffen Nissen (NISSEN et al.,
2006).
