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Abstract—We study the performance of a decentralized inte-
gral control scheme for joint power grid frequency regulation
and economic dispatch. We show that by properly designing the
controller gains, after a power flow perturbation, the control
achieves near-optimal economic dispatch while recovering the
nominal frequency, without requiring any communication. We
quantify the gap between the controllable power generation cost
under the decentralized control scheme and the optimal cost,
based on the DC power flow model. Moreover, we study the
tradeoff between the cost and the convergence time, by adjusting
parameters of the control scheme.
Communication between generators reduces the convergence
time. We identify key communication links whose failures have
more significant impacts on the performance of a distributed
power grid control scheme that requires information exchange
between neighbors.
I. INTRODUCTION
The integrations of renewable energy resources increase the
fluctuations of power supply. To balance the power supply
and demand, power generations are controlled using primary,
secondary, and tertiary controls under different time scales.
The primary control at a power generator, droop control,
responds to power flow perturbations within milliseconds to
seconds, and re-balances the power supply and demand at the
cost of creating frequency deviation. The secondary control,
Automatic Generation Control (AGC), adjusts generator set-
points to recover the nominal frequency in seconds to minutes.
The tertiary control, economic dispatch, minimizes the total
power generation cost by scheduling an operating point for
each generator, and operates in minutes to an hour.
Communication is essential for frequency regulation and
economic dispatch. Both the AGC and the economic dispatch
are traditionally implemented using centralized control. The
control center gathers information from all generators and
loads, and computes setpoints for generators to adjust to
disturbances. Both the information aggregation and setpoints
delivery require communication between the control center and
controllable nodes.
There have been recent advancement in developing dis-
tributed and decentralized frequency control techniques [1],
[2], [3]. Motivated by the need to adapt to more frequent power
fluctuations and faster response, some of these controllers
require communication between neighbor nodes, to achieve
frequency control for power grids with renewable integrations.
This work was supported by DTRA grants HDTRA1-13-1-0021 and
HDTRA1-14-1-0058, and NSF grant CNS-1735463.
There are two major categories of distributed and de-
centralized frequency control – primal-dual controller and
integral controller. By formulating the frequency control as
a convex optimization problem, a primal-dual algorithm was
developed in [4] for joint frequency regulation and economic
dispatch. The primal-dual controller was extended to handle
power transmission line thermal limits and inter-area flow
constraints in [5]. By considering frequency regulation and
economic dispatch in different time scales, a primal-dual
controller under stochastic power demand was developed in
[6]. For these primal-dual controllers, communication between
adjacent nodes is required to transmit Lagrangian multipliers.
Communication between a group of nodes (not necessarily ad-
jacent nodes) is needed to handle more complicated constraints
(e.g., inter-area flows).
Integral controller utilizes local frequency deviation infor-
mation to adjust the controllable power generation or load [2],
[7], [8]. In general, a decentralized integral controller is able
to recover the nominal frequency based on local measurement,
but unable to achieve the optimal operating point where
the cost is minimized. By communicating marginal genera-
tion costs between nearby controllable nodes, the distributed
averaging-based integral control achieves both the frequency
regulation and economic dispatch, if all the controllable nodes
are connected by a communication network [8].
Economic dispatch or power sharing can be be achieved by
a decentralized droop control, under specific droop coefficients
[9], [2]. The frequency deviation serves as a common reference
for the power sharing among all generators. The work closest
to ours is the study of a decentralized leaky integral control
in [10]. The leaky integral control can achieve both power
sharing and arbitrarily small frequency deviation in the steady
state. In contrast, we study an integral control that recovers
the nominal frequency.
Although either frequency regulation or economic dispatch
can be achieved by decentralized control [2], [8], commu-
nication is needed to achieve both objectives. Loss of com-
munication may lead to sub-optimal control. Using power
line measurement, a control policy was developed in [11] to
withstand any single communication link failure. The role of
communication network topology on power grid control has
been studied in [12], [13].
In this paper, we study the performance of a decentralized
integral controller with properly designed controller gains,
for minimizing the adjustable power generation cost in the
steady state. We quantify the gap between the cost under
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the decentralized control and the minimum possible cost, and
derive conditions for joint frequency regulation and economic
dispatch, based on the DC power flow model. We study the
tradeoff between the cost and the convergence time, by chang-
ing the parameters of the controller. We also study the effec-
tiveness of communication on reducing the convergence time,
and quantify the importance of each individual communication
link in a distributed control that require information exchange
between neighbors. The method can be generalized to handle
arbitrary convex power generation costs and power generation
capacity constraints. Moreover, we observe that a delayed
integral control scheme achieves near-optimal generation cost
using significantly smaller convergence time.
The rest of the paper is organized as follows. In Section
II, we describe the system model. In Section III, we de-
scribe a decentralized integral control scheme and study its
performance. In Section IV, we study a distributed integral
control scheme aided by communication between nodes, and
characterize the importance of each individual communication
link. In Section V, we extend the integral control to handle
arbitrary convex costs and generation capacity constraints,
and develop a delayed control policy. Section VI presents
simulation results. Section VII concludes the paper.
II. MODEL
The power grid is modeled by a connected graph G(V,E),
which has n = |V | nodes and m = |E| edges. Each node
represents a bus, which is connected to a generator or a load.
Each edge represents a power line. Let VG ⊂ V denote the
generators and VL ⊂ V denote the loads. We assume that lines
are lossless and denote the absolute value of the susceptance of
power line (j, k) by Bjk. We consider an arbitrary orientation
of power lines. A positive power flow on a power line indicates
a flow in the same orientation as the power line, and a negative
power flow indicates a flow in the opposite orientation. Bus
voltages are normalized to 1 pu (per unit).
Let ωj denote the frequency deviation from the nominal
frequency at bus j. Let θj denote the phase angle with
respect to the rotating framework of nominal frequency (i.e.,
θj(t) = (θj + 2pi · 60Hz · t) mod 2pi). Let pj denote the
unadjustable power generation or load, and let uj denote the
controllable power generation or load, which take a positive
value for net generation and a negative value for net load.
Before disturbance, uj = 0,∀j ∈ V . We consider a DC power
flow model. The power dynamics at a generator, which has
moment of inertia Mj and droop coefficient Dj , follow the
swing equation
Mjω˙j = −Djωj+pj+uj−
∑
k∈V
Bjk(θj−θk), ∀j ∈ VG. (1)
The power dynamics at a load, which has a linear frequency-
dependent load coefficient Dj , follow the equation
0 = −Djωj + pj + uj −
∑
k∈V
Bjk(θj − θk), ∀j ∈ VL. (2)
We study the frequency regulation and economic dispatch
problems after a power flow perturbation. The objective of
frequency regulation is to recover the nominal frequency at all
locations. The objective of economic dispatch is to minimize
the total cost of adjustable generation and load. For simplicity,
we consider the minimization of the sum of quadratic cost
functions, where aj is the cost coefficient at j.
min
u,θ
∑
j∈V
1
2aju
2
j (3)
s.t. pj + uj −
∑
k∈V Bjk(θj − θk) = 0, j ∈ V. (4)
The power balance constraints Eq. (4) guarantee frequency
recovery. This can be verified by noticing ω = 0 and ω˙ = 0
in Eqs. (1) and (2) if Eq. (4) holds in the steady state.
The marginal cost of power generation is the rate of
change in cost by increasing the net generation. In the optimal
solution, the marginal costs of power generation are identical
at all locations (d(aju2j/2)/duj = ajuj = akuk,∀j, k ∈ V ).
We ignore power line thermal limits and generator capacity
constraints for simplicity. In Section V, we generalize the
methods to minimize arbitrary convex costs, and consider
generator capacity constraints.
III. DECENTRALIZED INTEGRAL CONTROL
Throughout this paper, we study the control after a pertur-
bation of power generation or load. We assume that the initial
power flows are balanced (
∑
j∈V p
0
j = 0). After a perturbation
of generation or load, by controlling the adjustable power
u,
∑
j∈V (pj + uj) = 0 holds in the steady state. We aim
to develop a control policy that achieves both frequency
regulation and economic dispatch, by properly setting the
adjustable power while adhering to the power flow dynamics
Eqs. (1) and (2).
A decentralized frequency integral controller Eq. (5) was
studied in [8]. The controller measures the local frequency
deviation ω, and adjusts u according to the measurement. It has
been shown in [8] that the controller converges to the steady-
state and recovers the nominal frequency for any Kj > 0,
due to the negative feedback loop. We show in this paper that
by properly setting Kj , the controller achieves near-optimal
economic dispatch.
u˙j = −Kjωj , ∀j ∈ V. (5)
We prove the following theorem.
Theorem 1. For Kj = h/aj , the steady-state cost under the
decentralized control is at most 4(∆p)2nh/(bλ2) more than
the optimal cost, where ∆p is the initial power change at any
bus, λ2 is the algebraic connectivity of the unweighted graph
G, h > 0, and b is the minimum absolute value of the power
line susceptance.
Remark 1. The decentralized control achieves frequency reg-
ulation and near-optimal economic dispatch, if Kj = h/aj ,
h > 0, and either of the two conditions are satisfied:
1) the absolute values of power line susceptances are large.
2) h is small.
Remark 2. By setting h small, the gap 4(∆p)2nh/(bλ2)
becomes small. However, the convergence time increases,
because the controller gain in Eq. (5) is small. There is a
tradeoff between the cost and the convergence time. In Section
IV, we study the effects of communication in reducing the
convergence time.
Remark 3. Previous work [2] studied a method for economic
dispatch using decentralized droop control, by properly setting
the droop coefficients. There exists a non-zero frequency
deviation in the steady state, and the common frequency
deviation at all buses serves as a reference for power sharing
or cost minimization. Our methods are significantly different
from [2]. Instead of using global consensus information (i.e.,
frequency deviation), we study the properties of power flows
in steady states, and utilize the invariance Eq. (7) to design
the controller gains to minimize the cost.
In the rest of the section, we first present the intuition and
preliminaries for the performance analysis of the decentralized
controller, and then provide the proof of the theorem.
A. Preliminary and intuition
Let C be the network incidence matrix, which has n rows
and m columns. Suppose that the l-th edge is oriented from
node j to node k. Then Cjl = 1 and Ckl = −1. Let B be
an m × m diagonal matrix, whose l-th diagonal represents
the absolute value of the l-th power line susceptance. Let θ0
denote the initial phase angles before the perturbation, and
let θ denote the phase angles in the steady state after the
perturbation. In the steady states, the frequency stays fixed
at the nominal frequency (ω = ω˙ = 0), and the power flows
are balanced at each bus.
p0 = CBC>θ0; p+ u = CBC>θ.
Subtracting the two equations,
CBC>(θ − θ0) = p+ u− p0. (6)
The phase angle difference is given by Lemma 1.
Lemma 1. The difference of phase angles θ − θ0 can be
determined up to a constant shift. I.e.,
θ − θ0 = (CBC>)+(p− p0 + u) + c1n×1, (7)
where (CBC>)+ denotes the pseudo-inverse of CBC>.
Proof. For a connected graph G(V,E), C has rank n − 1.
Since B is diagonal and positive definite, the graph Laplacian
matrix CBC> has rank n− 1. The nullspace of CBC> has
dimension 1 and is spanned by the vector 1n×1. To prove that
θ − θ0 given by Eq. (7) is the solution to Eq. (6), it suffices
to verify that
(CBC>)(CBC>)+(p− p0 + u) = p− p0 + u. (8)
Using linear algebra techniques,
(CBC>)(CBC>)+ = I − 1
n
J, (9)
where I is an n×n identity matrix, and J is an n×n matrix
with all one elements. See Lemma 3 in [14] for a proof for
unweighted graph Laplacian. The same techniques can be used
to prove the weighted graph Laplacian in Eq. (9).
Since the power flows are balanced in the steady states,∑
j∈V p
0
j =
∑
j∈V (pj+uj) = 0. Therefore, J(p−p0+u) = 0.
Since I(p−p0+u) = p−p0+u, we have proved Eq. (8).
Let K be an n × n diagonal matrix whose j-th diagonal
equals Kj . Given the control policy Eq. (5), in the steady
state, the amount of adjustable power is given by
u = −K(θ − θ0). (10)
If Kj = h/aj , then ajuj = h(θ0j−θj). If the diagonals of B
are large, (CBC>)+(p−p0 +u) is small and θ−θ0 is almost
equal to c1n×1. The marginal costs at all generators ajuj
are almost the same, thus achieving near-optimal economic
dispatch.
B. Proof of Theorem 1
We consider a power perturbation at node k and denote the
amount of power change by ∆p. Without loss of generality,
we assume that ∆p < 0 (i.e., load increase or generation de-
crease). After the change, the frequency drops below the nom-
inal frequency and u > 0. In the steady state after the change,∑
j∈V uj = −∆p. The L1 norm of the vector p−p0 +u is at
most
∑
j∈V |pj−p0j+uj | =
∑
j∈V,j 6=k uj+|∆p+uk| ≤ 2|∆p|.
Suppose that the absolute value of every element of (CBC>)+
is at most M . Then, the absolute value of every element in
(CBC>)+(p− p0 + u) is at most 2M |∆p|. Therefore,
|(θi − θ0i )− (θj − θ0j )| ≤ 4M |∆p|, ∀i, j ∈ V.
The difference of the marginal costs at i and j is at most
|aiui − ajuj | = h|(θi − θ0i )− (θj − θ0j )|
≤ 4hM |∆p|
Since the marginal costs differ by at most 4hM |∆p|, and
the marginal cost at each node is an increasing function in
the generation amount, the cost saving in dispatching one unit
power generation to a different node is at most 4hM |∆p|.
The total amount of adjustable generation is
∑
j uj = |∆p|.
Therefore, the generation cost under the control Eq. (5) is at
most 4hM(∆p)2 higher than the optimal generation cost.
Next we bound M . By spectral decomposition, the sym-
metric matrix CBC> = UDU>, where U is an orthonormal
matrix and D is a diagonal matrix. The diagonals of D are the
eigenvalues of CBC>. Let λ′ denote the set of eigenvalues.
Let vi be the i-th column of D.
CBC> =
n∑
i=1
λ′iviv
>
i .
Moreover, the graph Laplacian matrix CBC> is positive
semi-definite and has rank n − 1, which has the smallest
eigenvalue λ′1 = 0 and n−1 positive eigenvalues. The pseudo-
inverse of CBC> is given by
(CBC>)+ =
n∑
i=2
(1/λ′i)viv
>
i .
Let L = CC> be the Laplacian of the unweighted graph G.
The second smallest eigenvalue is the algebraic connectivity
of G, and is given by
λ2 = min{y
>Ly
y>y
|y 6= 0, 11×ny = 0}. (11)
Let b be the smallest absolute value of susceptance.
CBC> = bL + L′. The matrix L′ can be viewed as the
Laplacian of the weighted graph where edge (j, k) has a
weight Bjk− b ≥ 0, and is positive semi-definite. The second
smallest eigenvalue of CBC> is bounded by Eq. (15). The
vector y∗ in Eq. (13) is the vector that achieves the minimum
in Eq. (12). Inequality (14) follows from that L′ is positive
semi-definite. Inequality (15) follows from Eq. (11).
λ′2 = min{
y>CBC>y
y>y
|y 6= 0, 11×ny = 0} (12)
=
y∗>(bL+ L′)y∗
y∗>y∗
(13)
≥ y
∗>bLy∗
y∗>y∗
(14)
≥ bλ2. (15)
Since ||vi||2 = 1, the absolute value of every element
in viv>i is at most 1. The absolute value of every element
in (CBC>)+ is at most M ≤ ∑ni=2(1/λ′i) ≤ n/(bλ2).
Therefore, the generation cost under the controller is at most
4(∆p)2nh/(bλ2) higher than the optimal cost.
IV. DISTRIBUTED CONTROL UNDER PARTIAL
COMMUNICATION
In the previous section, we studied an integral controller that
adjusts controllable power based on local measurement and
does not require any communication. In this section, we study
the benefit of communication in power grid control. Commu-
nication is useful to exchange the marginal cost information
between controllable nodes. It reduces the convergence time of
the control, by eliminating the need to use a small controller
gain for economic dispatch.
Consider a communication network G′(V ′, E′), where
V ′ = V denotes the buses in the power grid, and E′
denotes the communication links. It has been shown that by
exchanging the marginal costs between neighbors, a distributed
averaging-based integral control can achieve both frequency
regulation and economic dispatch, if G′ is connected [8]. In
this section, we develop a control policy under the failures
of communication links, where the remaining communication
links do not connect all the nodes.
Let E∗ denote the minimum set of links that are parallel to
power lines and merge the disjoint communication components
into a connected graph. Let V ∗ denote the nodes adjacent
to E∗. Notice that E∗ and V ∗ are non-empty if and only if
G′(V ′, E′) is disconnected. See Fig. 1 for an illustration.
We study the performance of the control policy given by
Eqs. (16) and (17), where Kj = h/aj . The integral control
in Section III is applied to nodes V ∗ (i.e., Eq. 16). However,
Fig. 1: Illustration of communication components. Links
E∗ = {(i, j), (k, l)} connect three disjoint communication
components. Nodes V ∗ = {i, j, k, l} are their adjacent nodes.
for nodes that are connected by communication links, i.e., V \
V ∗, the distributed averaging controller of [8] is used, and
nearby nodes exchange the marginal costs ajuj . In the steady
state, ajuj = akuk for j and k in the same communication
component, by the analysis in [8]. The key is to bound the
gap between the marginal costs in different components.
u˙j = −Kjωj , ∀j ∈ V ∗, (16)
u˙j = −Kjωj −
∑
(j,k)∈E
(ajuj − akuk),∀j ∈ V \ V ∗. (17)
For simplicity, we assume that the communication network
initially has the same topology as the power grid. Suppose that
the communication link between i and j fails, and i and j are
separated in two communication components. Then, i, j ∈ V ∗.
By the analysis in Section III, aiui and ajuj are given by
h(θ0i − θi) and h(θ0j − θj), respectively.
By left-multiplying both sides of Eq. (7) by BC>, Eq. (18)
holds for any control policy on u. Let the i-th diagonal of the
diagonal matrix D be Di =
√
Bi, which satisfies B = DD>.
BC>(θ − θ0) = BC>(CBC>)+(p+ u− p0). (18)
BC>(θ − θ0) = D(CD)+(p+ u− p0).
Let y denote the m× 1 vector D(CD)+(p+ u− p0). Recall
that C is an adjacency matrix with Cil = 1 and Cjl = −1 if
the l-th edge is oriented from i to j. The susceptance of the
power line that connects i and j is the l-th diagonal value Bl.
We obtain
(θi − θ0i )− (θj − θ0j ) = yl/Bl.
If Bl is large, then |(θi − θ0i )− (θj − θ0j )| is small. Recall
Eq. (10). Under the integral control Eq. (16), the gap between
the marginal costs at i and j (i.e., |aiui − ajuj |) is small.
Intuitively, given a bounded power flow on the power line
Bl(θi − θj), if the susceptance Bl is large, the difference
between phase angles θi−θj is small. Therefore, the difference
of phase angles θi − θ0i is close to θj − θ0j , which indicates a
small gap in the marginal costs at nodes i and j.
To conclude, under the control policy given by Eqs. (16)
and (17), the failure of a communication link has less severe
impacts if its associated power line has a large susceptance.
V. VARIATIONS OF THE INTEGRAL CONTROL
In this section, we extend the the decentralized control in
Section III to handle arbitrary convex costs for adjustable
power and generator capacity constraints. Moreover, we study
the benefit of delayed control on minimizing the total costs.
A. Arbitrary convex costs and generator capacity constraints
Let fj(u) denote the cost of increasing the generation (or
decreasing the load) by u at node j. We assume that fj(u) is
strictly convex and differentiable, and attains the minimum
at fj(0) = 0, ∀j ∈ V . The derivative gj(u) = f ′j(u)
is monotonically increasing, and the inverse g−1j (v) is well
defined.
We study a control policy given by Eqs. (19) and (20).
v˙j = −hωj , ∀j ∈ V. (19)
uj = g
−1
j (vj), ∀j ∈ V. (20)
The controller gain h is positive and identical at all nodes. For
the special case of quadratic cost fj(uj) = aju2j/2, gj(uj) =
ajuj , the control is equivalent to Eq. (5) with Kj = h/aj .
The controller measures the local frequency deviation ωj ,
and then adjusts a virtual price vj . The virtual price serves
as a reference for the controllable power generation. The
marginal cost of power generation at node j is vj , guaranteed
by Eq. (20).
If the power line susceptances are large, or the controller
gain h is small, the virtual prices v and the marginal costs at
different controllable nodes are close. Thus, the total cost is
approximately minimized. More precisely,
Corollary 1. For a strictly convex and differentiable cost
fj(u) that attains the minimum at fj(0) = 0, ∀j ∈ V , the
steady-state cost under the decentralized control (19) and (20)
is at most 4(∆p)2nh/(bλ2) more than the optimal cost, where
∆p is the initial power change at any bus, λ2 is the algebraic
connectivity of unweighted graph G, h > 0, and b is the
minimum absolute value of the power line susceptance.
Proof. The function gj(uj) = f ′j(uj) denotes the rate of cost
change at node j as the amount of net adjustable generation
increases. We aim to prove that the difference of the marginal
costs at i and j is
|f ′i(ui)− f ′j(uj)| = h|(θi − θ0i )− (θj − θ0j )|, (21)
where θ0 are the phase angles before perturbation and θ are
the phase angles in the steady state after the perturbation. The
rest of the proof follows from the proof of Theorem 1.
Under Eq. (19), vj = −h(θj − θ0j ). We obtain
|vi − vj | = h|(θi − θ0i )− (θj − θ0j )|.
Since fj(u) is strictly convex and differentiable, gj(u) =
f ′j(u) is monotonically increasing, and is a bijection function.
According to Eq. (20),
f ′j(uj) = gj(uj) = vj , ∀j ∈ V.
Therefore, we have proved Eq. (21).
To handle the power generation capacity constraints, it
suffices to replace Eq. (20) by the following equation.
uj = max(c
1
j ,min(c
2
j , g
−1
j (vj)), ∀j ∈ V,
where [c1j , c
2
j ] is range of controllable net generation at node
j. Under the same analysis, the total cost is approximately
minimized, and the frequency is recovered to the nominal
frequency in the steady state, as long as it is feasible to balance
the power generation and load under the capacity constraints.
B. Delayed control
The integral of frequency deviation is utilized at each con-
trollable node to serve as a reference for the marginal cost of
adjustable power. In previous sections, we studied conditions
for the references to be nearly identical at all locations in order
for economic dispatch. Next, we study a controller that only
adjusts the controllable power using frequency deviation after
a timeout period T , given by Eqs. (22) and (23).
u˙j(t) = 0, t ≤ T, ∀j ∈ V. (22)
u˙j(t) = −Kjωj , t > T,∀j ∈ V. (23)
The intuition is that, after some time T without any control
on u, the frequency deviations at all nodes become almost
identical. The deviations could serve as references to adjust
u. In the numerical result section, we observe significant cost
savings by the delayed control, at similar convergence time
compared with the original integral control.
VI. NUMERICAL RESULTS
In this section, we verify the performance of the controllers
using a simple example with 10 nodes and 10 edges. The
network topology (Fig. 2) and the data are identical to those
in [11]. We study the control after a perturbation of 5 units
load increase at node 3. The minimum sum of quadratic costs
shown in Eq. (3) is 23.27. The data are presented below.
For 10 nodes (white numbers indicate node ID),
Inertia M = {0.01, 0.02, 0.01, 0.1, 0.05, 0.8, 0.05, 1, 0.1, 0.01}.
Initial power p = {1, 5, 2, 6, 5, 10, 4, 8, 5, 4}.
Droop coefficient D = {0.33, 1.67, 0.67, 2.00, 1.67,
3.33, 1.33, 2.67, 1.67, 1.33}.
Cost coefficient a = {20, 20, 200, 200, 10, 20, 14, 18, 10, 20}.
For 10 power lines (black numbers indicate line ID),
Absolute values of susceptance B = {1.00, 0.50, 0.33,
1.00, 0.20, 0.25, 0.17, 1.00, 0.11, 1.00}.
A. Cost vs. controller gain and power line susceptance
We evaluate the total costs in the steady states after the
perturbation, for different values of controller gains. In Fig.
3, we observe that as h decreases, the cost under the integral
control Eq. (5) approaches the optimal cost. The near-linear
dependence on h matches the prediction in Theorem 1.
By dividing all line susceptances by the values in the x-
axis, the cost decreases and follows the same curve as Fig. 3.
This can be explained analytically. From Eq. (10), we obtain
θ − θ0 = −K−1u.
Fig. 2: Topology of the power grid.
Fig. 3: Cost decreases as the controller gain decreases.
Moreover,
p+ u− p0 = (CBC>)(θ − θ0).
Therefore,
(I + CBC>K−1)u = p0 − p,
where I is the identity matrix. Since C(αB)C>K−1 =
CBC>(K/α)−1 = αCBC>K−1, the adjustable power u are
identical under 1) power line susceptance αB and controller
gain h; 2) power line susceptance B and controller gain h/α,
for any positive scaler α.
B. Reducing convergence time using communication
We study the role of communication in reducing the con-
vergence time to reach the steady state while guaranteeing a
low cost. We consider a connected communication network
that has the same topology as the power grid. Figure 4
illustrates the change of adjustable power at all nodes as
time increases, under the control Eqs. (16) and (17). The
four figures correspond to the scenario where there is no
communication link failure, links {2, 4} failure, links {2, 4, 9}
failure, and all links failure, respectively.
The cost under the control with a connected communication
network (Fig. 4a) is 23.27, with convergence time around 200
seconds under h = 1. The costs for the other scenarios under
communication link failures are set to be around 24.43, which
is 5% higher than the optimal cost. In order to achieve the
target cost, h is set to be 1/1.7, 1/8.5, 1/9.8, respectively, and
the convergence times are around 250, 600, and 750 seconds,
respectively, for Figs. 4b, 4c, and 4d. We observe that the
convergence time increases as there are more communication
link failures, in order to guarantee the same target cost.
(a) Full communication. (b) Links 2, 4 fail.
(c) Links 2, 4, 9 fail. (d) No communication.
Fig. 4: Convergence time with and without communication.
Curves illustrate the adjustable power at all nodes.
C. Importance of each individual communication link
We verify that the failures of communication links have
more significant impact on the cost, if the corresponding power
lines have small susceptances. For h = 1, we study the
control Eqs. (16) and (17) under three communication link
failures. In the left figure, nodes adjacent to links (1, 2), (2, 5)
are controlled by Eq. (16). The corresponding power lines
have larger susceptances 0.5 and 1. In the right figure, nodes
adjacent to links (4, 5), (7, 8) are controlled by Eq. (16). The
corresponding power lines have smaller susceptances 0.2 and
0.1. The total costs in the steady states are 26.17 and 34.36,
for the left and right figures, respectively. We observe that the
cost is higher if communication fails between nodes connected
by power lines with smaller susceptances.
Fig. 5: Communication link failures.
D. Delayed control
We study the performance of delayed control Eqs. (22) and
(23). By fixing h = 1, in Fig. 6, the adjustable power genera-
tion under the control without delay (T = 0) is illustrated by
the left figure, with total cost 39.11. The control with delay
T = 30 seconds is illustrated by the right figure with total cost
27.50. The convergence times are close (differ by 30 seconds),
while the cost under the delayed control is 30% lower than
the cost under the original control.
Fig. 6: Delayed control (left: T = 0, right: T = 30 s).
E. General convex cost function
We evaluate the performance of the control Eqs. (19) and
(20), for a cubic cost function fj(uj) = aj |uj |3/3. The
optimal cost is 8.84. The costs obtained by the decentralized
integral controller for controller gains h are illustrated in Fig.
7. The curve is similar to the curve in Fig. 3 for a quadratic
cost. The results show that the integral control can be applied
to arbitrary convex cost function.
Fig. 7: Cost for the control under a cubic cost function.
VII. CONCLUSION
We studied a decentralized integral control for joint fre-
quency regulation and economic dispatch. We derived condi-
tions for the control to achieve near-optimal cost, and observed
a tradeoff between the cost and the convergence time. We
studied the role of communication in reducing the convergence
time. Moreover, we extended the control to handle arbitrary
convex costs and power generation capacity constraints. Nu-
merical results show that a delayed control reduces the cost
significantly with similar convergence time.
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