Abstract-Recent experiments have demonstrated synchronization of fiber laser arrays at low and moderate pump levels. It has been suggested that a key dynamical process leading to synchronized behavior is the differential phase shift induced by the gain media. We explore theoretically the role of this effect in generating inphase dynamics. We find that its presence can substantially enhance the degree of inphase stability to an extent that could be practically important. At the same time, our analysis shows that a gain-dependent phase shift is not a necessary ingredient in the dynamical selection of the inphase state, thus, leading us to reconsider the essential mechanism behind inphase selection in fiber laser arrays.
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I. INTRODUCTION

S
EVERAL recent experiments have reported encouraging results on an old problem: generating coherent radiation from an array of lasers. These experiments [1] - [9] use fiber lasers in various configurations. In this paper, we are concerned with arrays operating in the high-gain, high-loss limit that reported combined coherent radiation as high as 200 W [8] , [9] .
Despite some success in the laboratory and some success in modeling these systems [10] - [13] , the key mechanism responsible for the synchronized behavior is still in question. Besides the obvious fundamental scientific interest, understanding the mechanism may be important if one ever hopes to achieve synchronization for very large arrays [14] - [16] . Indeed, experiments to date have reported array performance that systematically degrades for large arrays and at higher pump powers. A possible explanation for this degradation is that the key dynamical interaction becomes saturated at high pump levels. It has been suggested [17] that this key interaction is the phase shift resulting from the gain-dependent refractive index within each fiber.
Here, we present the first theoretical analysis of this effect in achieving synchronization in fiber laser arrays. We take as our starting point the coupled map model [13] 
that describes the evolution over one round-trip of the complex electric field amplitudes E n and real gains G n in the nth fiber. The reference plane is the coupler output face, r is the output reflectivity coefficient, S is the coupling matrix, is the ratio of round-trip time T to the fluorescence time τ , W p is the pump rate, G tot is the total available gain, and I sat is the field saturation parameter. This model is a refined version of the one introduced in [10] appropriate for four-level lasers; we will consider the three-level case later in the paper. This model has been shown to accurately reproduce various experimental observations reported for single-and coupled-fiber systems [13] , [18] . A schematic of the system is shown in Fig. 1 .
The model equations assume that the individual lasers are identical; our analysis will also assume a lossless coupler. While the effects of disorder are important in developing a full understanding of the system, this idealized limit captures much of the essential physics and has the added advantage of being analytically tractable. Moreover, our present goal is to explore, in particular, the effect of a gain-dependent refractive index, and from this perspective, a relative comparison of the system dynamics is appropriate.
Our first step is to modify this model to include the effect of gain-dependent phase shift. In the derivation given in [10] , the amplification of the electromagnetic wave as it passes through the gain medium is represented by the exponential factor in (1). The physical basis for the new effect is that the index of refraction of the fiber depends on the gain. While passing through the gain region, the electromagnetic wave suffers a change in propagation speed due to the change in the refractive index. The change in propagation speed leads to a phase shift above and beyond that due to free-space propagation. For a single fiber, the additional phase shift can be absorbed in the overall phase factor and is consequently irrelevant for the dynamics. But for two or more lasers, these phase shifts become relevant since they typically lead to a relative phase change between fiber fields, and this is crucial when considering synchronization properties.
Mathematically, this physical effect may be modeled by making the replacement
where ξ is a new, complex parameter. In what follows, we consider the case of lossless, global coupling. The plan is to investigate the stability of the inphase solution, and especially, the effect of the imaginary part of the new parameter. To this end, we set
with θ being real.
II. CONTINUOUS-WAVE (CW) INPHASE STATE AND STABILITY
To simplify notation, we write E for E(t) and E for E(t + T ); it is also convenient to introduce the scaled field variables
For global coupling, the matrix S has the form
with a and b being complex constants. This matrix has one nondegenerate eigenvalue M and an (N − 1)fold degenerate eigenvalue m, given by
In what follows, we consider the coupling produced by evanescent overlap of the individual laser fields, e.g., as occurs within a fused fiber coupler. We further assume that the coupler is lossless, in which case S is unitary [12] . This property of the coupling matrix S requires both M and m to have unit modulus. Under these circumstances, there exist fully symmetric, constant intensity solutions [10] - [12] . Equations (4) and (5) can be rewritten to identify solutions using E n = E and
Performing the double sum in (6)
Transforming into a uniformly rotating frame
This map admits the fixed point solution
Note that the phase of F is arbitrary, as expected, because of the global phase-shift symmetry of the original equations (4) and (5). In terms of the E-field, this "on" fixed point solution is
Turning to the stability of this solution, set
where η n is complex and γ n is real. Upon substituting these into the original map, and ignoring higher order terms in the perturbations, we are led to the following linearized map:
where d is the off-diagonal element of the matrix
We introduce the sum and difference coordinates
By summing (11) and (12) over all n and noting that
we arrive at a decoupled subsystem of equations for (H, Γ), namely
Meanwhile, by taking differences between the nth and (n + 1)th stability equations (11) and (12), we get the (N − 1) decoupled subsystems
For the constant intensity solution, we have
so that these become [see (3)]
The following transformation simplifies matters by eliminating the time dependence of the coefficients (appearing via E)
2 th n so that, recalling (10), we get
and similarlỹ
To test the stability, we need the eigenvalues of each of these subsystems. The base state is stable if all of the eigenvaluesexcluding the single unity eigenvalue forced by the overall phase-shift symmetry-lie inside the unit circle. Consider first the (H-Γ) subsystem. We want the eigenvalues of 
One of the three eigenvalues is exactly 1 (the symmetry-forced eigenvalue); the other two are the roots µ of the quadratic
This depends on the base solution only through the singlefiber intensity I = F 2 , which depends linearly on the pump W p τ , increasing from zero at onset. Just above onset, the roots µ lie inside the unit circle (initially, they are real; for larger W p τ , they are complex conjugates) until the critical value
The other set of stability eigenvalues is determined by the (h n -g n ) subsystems, i.e., these are the eigenvalues of the matrix 
where v and w are as before. The eigenvalues are roots of a cubic polynomial. The effect of the coupler appears through the two parameters M and m; in fact, we have the interesting and useful result that the eigenvalues depend on the coupling only through the single (real) quantity M m + Mm . Since M and m have unit modulus, so does M m, and the coupling parameter can be taken as the phase of this product, which we will call ζ. We have
Note that when the coupling matrix S is the identity so that the coupler is effectively absent, the coupling parameter ζ is zero. In this sense, one can view |ζ| as a measure of the coupling strength, at least for small values.
III. EFFECT OF GAIN-DEPENDENT PHASE SHIFTS
We now consider the stability properties of the inphase state with and without the presence of the gain-dependent phase shift. Consider first the unmodified model so that the parameter θ is zero. Fig. 2 shows the modulus of the largest magnitude eigenvalue, plotted as a function of coupler parameter ζ and pump strength W p τ . The former runs over its full range from 0 to 2π and the latter runs over its full range from the onset of lasing to the previously determined Hopf point (where the solution loses stability within the symmetric subspace). The plots are symmetric about ζ = π; there is a narrow window of stability centered around ζ = 0 and broad windows of stability roughly centered on ζ = 3π/4 and ζ = 5π/4. The narrow glitches that appear close to ζ = π/2 and ζ = 3π/2 are genuine (not artifacts); however, since they lie outside the stability windows, they are not relevant to our present purpose. Now consider how the complex nature of ξ modifies these results. Fig. 3 shows the leading eigenvalue for θ = 4 with all other parameters as before. We pick this value because it seems to give the greatest difference with the previous plot. The stability boundaries (corresponding to the contour value of one) have shifted substantially relative to the earlier case (θ = 0). Although the larger stability window has narrowed somewhat, the most stable operating point is significantly more stable (the minimum value of µ max is about five times as far below unity as the θ = 0 case).
IV. STABILITY BOUNDARIES
In this section, we derive analytic expressions for the bifurcation curves. In the lower panes of Figs. 2 and 3 these are the dark contours corresponding to the value µ max = 1. We concern ourselves with the range of pump parameter W p τ above onset of the CW state and below the inphase Hopf point at which pulsing sets in. The problem then amounts to considering the eigenvalues µ of the matrix (13) . It is convenient to write this matrix as 
where
In writing the matrix this way, we have taken F to be real, which is valid since the entire family of solutions (which all share the same value of |F |) has the same set of eigenvalues. The characteristic equation is
Consider first the case of a Hopf bifurcation. Equation (16) is equivalent to
where µ j represent the three eigenvalues. At a Hopf point, we have µ 1 = µ 2 and |µ 1 | 2 = 1. If we expand the previous equation and use these two conditions, we get
where ν = 2Reµ 1 . If we expand (16) and equate the corresponding polynomial coefficients, we get the following three equations (recall that aa = 1):
We can eliminate µ 3 and ν to arrive at a single equation
To within order , then we get the bifurcation condition by balancing the order unity terms
so that, upon setting [cf., (14) ] Now consider the bifurcation(s) corresponding to a real eigenvalue crossing +1. Direct evaluation of the characteristic equation (16) with µ = 1 yields, after a little algebra,
where we have used a a = 1. Substituting the explicit expressions for a, b, c, and d yields the desired condition
Note that if θ = 0, this condition is never satisfied. In this sense (and this sense alone), inclusion of the gain-dependent refractive index leads to a fundamentally new feature.
Recall that F 2 is just the intensity of the electric field and that (for the constant gain solutions we are analyzing) it is a linear function of the pump parameter W p τ . At onset, F is zero and increases with the pump up until the onset of gain oscillations that occur at With a = exp(2iζ), it follows that period-doubling bifurcations occur at
In fact, one readily shows that the O( ) corrections vanish identically so that the aforementioned bifurcation lines are good up to O( 2 ). The upper panel of Fig. 4 plots the derived bifurcation curves in the W p τ -ζ plane, using the same parameter values as those in Fig. 3 . Condition (20) yields six vertical lines, while condition (21) yields two inclined segments. The period doubling at ζ = 3π/2 shows up as a thin sliver in the stability diagram (see Fig. 4 ). The other (ζ = π/2) is "invisible" because there is another eigenvalue with even larger magnitude (and thus, the base solution is already unstable). These results should be compared against the lower panel that reproduces the critical contour of Fig. 3, i. e., the contour for |µ max | = 1. The agreement is excellent. Our analysis is good to order , and we have used the 
V. RESULTS FOR THREE-LEVEL LASERS
The results derived earlier are based on the equations describing four-level lasers. For completeness, we quote the results for the three-level case. In the governing dynamical equations, one must replace (5) with [13] 
The analysis proceeds exactly as before and yields the following results. The inphase CW state is
This state loses stability within the inphase subspace when the intensity reaches a value
In the regime 0 < I < I hopf , the CW inphase state may be either stable or unstable, depending on the eigenvalues of the symmetry-broken subspace. These are determined by the characteristic equation (16) , where now
The conditions for Hopf, saddle-node, and period-doubling instabilities are, respectively
where ζ is given by (14) and β by (19).
VI. PHYSICAL MECHANISM BEHIND COHERENCE
Our analysis shows that there exist wide regions of inphase stability, and this property persists with or without explicit introduction of a gain-dependent phase shift (embodied by a nonzero imaginary part θ of the parameter ξ). We did find that a gaindependent phase shift can strengthen the fixed point stability, and as such it might play a significant role if one were to include the effects of noise or other imperfections in array properties. But this begs the question: if a gain-dependent phase shift is not a necessary ingredient, then what is the essential physical mechanism behind the stability of the inphase state? As we now describe, the answer lies in the dynamical interplay between coupling and gain dynamics.
The essential physics is contained in the simplest case of two lasers, and for the sake of clarity, we restrict our discussion to this case. We can also take advantage of the system architecture: since the gain dynamics and the coupling dynamics take place in different parts of the system, we can treat the two effects sequentially rather than simultaneously over each round-trip.
Imagine first the situation without the coupler. Then, each laser operates independently, settling into a steady state with fixed intensity and gain; for identical fibers, these values are the same in each laser. The relative phase of the E-fields is completely free with no tendency for inphase, antiphase, or any other dynamical state.
The effect of turning on the coupler is to introduce beating: waves that enter the coupler with equal amplitudes but unequal phases emerge with unequal amplitudes. Since the coupler is lossless, this beating would continue indefinitely if not for the dissipative gain dynamics. As the unequal E-fields pass through the respective gain regions of the two fibers, the initially equal gains react differently: amplifying their respective E-fields by the same factor, one becomes overly depleted and the other underdepleted. As a result, the beating of the E-fields within the coupler induces beating of the gains as well.
The situation is illustrated in Fig. 5 , which shows the resulting time series when an initially uncoupled, steady-state system is given a perturbation away from the inphase state that advances the phase of one E-field by a 0.4 rad and retards the phase of the other by an equal amount.
As the energy sloshes back and forth between the fibers, the controlling factor is the degree of beating induced by the coupler. Since the coupler is lossless, its only characteristic property is the amount of mode mixing per pass. This is the quantity that appears in our analysis as ζ. Over some range of ζ, the beating leads to a slow but inexorable damping out of the antiphase perturbation; otherwise, the antiphase perturbation slowly grows. (The only equal amplitude states for which beating is absent are the inphase and antiphase states.) Which of these tendencies "wins" depends on the relation between the two beating entities, i.e., the E-fields and the gains. We note that if the gain had no dynamical character-i.e., it entered the evolution equations strictly as a parameter-inphase stability would depend on ζ alone, independent of the other parameters, corresponding to strictly vertical stability boundaries in the W p τ -ζ plane.
VII. NUMERICAL RESULTS
The analysis in this paper is restrictive in two respects. First, we have considered only the constant intensity, constant gain inphase state; second, we have determined only the local stability of that state. To extend the theory in either respect is, from an analytic point of view, notoriously difficult. In this section, we present a summary of some numerical results we generated by direct simulation of the governing dynamical equations. As with our earlier investigations of fiber laser arrays [10] - [12] , we find that the derived properties of the CW state provide a useful guide even as the system displays far more complicated dynamics, though some differences arise. We have no deep understanding of this apparent correspondence. The following data are presented in the spirit of providing a more rounded picture of the system's behavior.
We ran a large set of simulations of (4) and (5) for an array of three fibers, using randomly chosen initial conditions and various parameter values. Typically, the observed dynamical behavior was complicated, and as a measure of the degree of synchronization, we used the quantity σ defined by
where · · · denotes a long-time average. This quantity achieves its maximum value of unity just in case the system is in a perfectly inphase state, it diminishes as the quality of synchronization degrades, and its smallest possible value is zero. Fig. 6 summarizes the results of a set of simulations without the gain-dependent phase shift (so θ = 0). The pump strength was held fixed at W p τ = 0.24 and the coupling parameter ζ was varied over its full range from 0 to 2π. The other parameters are the same as in Fig. 2 . The top panel shows the leading eigenvalue of the inphase fixed point and the bottom panel shows the synchronization parameter σ. At first blush, one might expect to see σ = 1 whenever µ max dips below unity since the latter implies that the inphase fixed point is stable. But it happens that the basin of attraction of the inphase state is very small [12] , and for a typical initial condition, the system evolves into a poorly synchronized state [11] . In contrast, we see that when the inphase fixed point is locally unstable, the array behavior may be complicated but is reasonably synchronized. We see that in this case the results of the local stability analysis are not a good reflection of the global dynamical behavior.
The situation is dramatically different when the gaindependent phase parameter is nonzero. In particular, we find that the inphase state can be globally attracting. This is evident from Fig. 7 , though it is impossible to deduce from a knowledge of σ alone whether the dynamics is CW or some more complicated inphase state.
Finally, we present in Fig. 8 the results from a more extensive set of simulations in which we map out the situation in the ζ-θ plane. The left panel displays the value of µ max for the matrix (13) and the right panel displays σ determined from numerical simulations. The results are seen to be more or less independent of θ as long as θ is bigger than about 1. There is a broad strip over which the synchronization is very high, and this tracks closely the region over which µ max < 1, i.e., where the inphase state is calculated to be locally stable.
