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Let D be a division algebra finite-dimensional over its center C and
let A = Mm(D), the m × m matrix ring over D. By the length of a
linear generalized polynomial (GP)φ(X), wemean the least positive
integer n such that φ(X) can be represented in the form
∑n
i=1 aiXbi
for some ai, bi ∈ A. We denote by L(φ) = n the length of φ. By a
central linear GP for A we mean a nonzero linear GP with central
values on A. In this paper we characterize all central linear GPs for A
and determine the lengths of all central linear GPs for A.
© 2011 Elsevier Inc. All rights reserved.
1. Results
Throughout the paper, A always denotesMm(D), them×mmatrix ring overD, whereD is a division
algebra finite-dimensional over its center C. Note that dimC D = n2 for some positive integer n. For
sake of convenience, we always fix D,m and n in the sequel.
By a linear generalized polynomial (abbreviated as linear GP) of A, we mean an expression of the
form
∑
i=1 aiXbi, where ai, bi ∈ A. The linear GP
∑
i=1 aiXbi is said to be trivial if
∑
i=1 ai ⊗ bi = 0
in A ⊗C Aop, where Aop denotes the ring opposite to A. Note that there exists a canonical C-linear
isomorphism f : A ⊗C Aop → EndC(A) defined by
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f
⎛
⎝∑
i
ai ⊗ bi
⎞
⎠ : x ∈ A →∑
i
aixbi (1.1)
for ai, bi ∈ A. Thus a linear GP ∑i=1 aiXbi is trivial if and only if
∑
i=1 aixbi = 0 for all x ∈ A. Two
linear GPs are considered to be the same if they differ by a trivial GP. A trivial linear GP gives rise to
an identity in a trivial way. As a consequence, different linear GPs define different C-linear maps on
A. By the length of a linear GP φ(X), we mean the least integer  such that φ(X) can be represented
in the form
∑
i=1 aiXbi for some ai, bi ∈ A. We denote by L(φ) =  the length of φ. A linear GP
φ(X) = ∑i=1 aiXbi defines a C-linear map φ : x ∈ A →
∑
i=1 aixbi ∈ A. If the map assumes only
values in C, then φ is called central valued.
A linear GP φ(X) is said to be a linear GPI for A if φ(x) = 0 for all x ∈ A. Any linear GPI is also
central valued in a trivial way. If a linear GP is central valued and is not an identity of A, then we call it
a central linear GP. Let L(A) denote the least integer  such that A possesses a central linear GP of the
length . We address ourselves to the following:
Problem. Find L(A) and L(φ) for φ a central linear GP for A. Moreover, given central linear GPs φ and
ψ for A, find a necessary and sufficient condition such that L(φ) = L(ψ).
Here are some known partial results for Problem above: If A = Mm(C), then L(A) = m [2, Lemma
2]. The ring A is a division algebra four dimensional over its center if and only if L(A) = 4 [2, Theorem
3]. The following estimation is also given [2, Theorem 1]: L(A) ≤ dimC A ≤ L(A)2. Our aim of this
paper is to give the complete answers to Problem above.
Theorem 1.1. L(A) = 1
m
dimC A.
To give a precise statement of the answers to the second part of Problem above, we need some
notions for central linear GPs. Let φ be a central linear GP for A. Define
ρφ := {w ∈ A | φ(wA) = 0},
which is a right ideal of A. It is known that ρφ = eA for some idempotent e ∈ A. Moreover, the rank
of e in A is uniquely determined by ρφ . We define rank(ρφ) to be the rank of e and let rank(φ) :=
m − rank(ρφ). The central linear GP φ is called nondegenerate if it is of rank m, that is, ρφ = 0. Two
central linear GPs φ andψ for A are called equivalent if there are invertible elements p and q in A such
that ψ(x) = φ(pxq) for all x ∈ A.
Theorem 1.2. A central linear GP φ for A has length
rank(φ)
m
· dimC A. Moreover, two central linear GPs for
A are equivalent if and only if they have the same rank.
2. Proofs and consequences
We recall that A = Mm(D), where D is a division algebra with dimension n2 over its center C.
Clearly, A is also a prime ring. The following is a slight generalization of [7, Theorem 2(a)] (see also [5,
Lemma 2.1] and [6, Lemma 1]).
Lemma2.1. Suppose that
∑s
i=1 aixbi+
∑t
j=1 cjxdj = 0 for all x ∈ A,where ai, bi, cj, dj ∈ A. If a1, . . . , as
are C-independent, then each bi is C-dependent on d1, . . . , dt . Similarly, if b1, . . . , bs are C-independent,
then each ai is C-dependent on c1, . . . , ct .
Applying Lemma 2.1, we have the following observation.
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Lemma 2.2. If f (X) = ∑i=1 aiXbi, where {a1, · · · , a} and {b1, · · · , b} are two C-independent subsets
of A, then L(f ) = .
Proof. Set s = L(f ). Clearly, we have s  . By definition, there exist two C-independent subsets
{c1, · · · , cs} and {d1, · · · , ds} of A such that f (X) = ∑si=1 ciXdi. In particular,
∑
i=1 aixbi =
∑s
i=1 cixdi
for all x ∈ A. In view of Lemma 2.1, each bi is C-dependent on d1, . . . , ds and so   s follows. So
 = s = L(f ), as desired. 
An immediate consequence of Lemma 2.2, we have the following.
Corollary 2.3. Let f (X) be a linear GPwith coefficients in A. If p, q ∈ A are invertible, then f (X) and f (qXp)
have the same length.
Let F be a maximal subfield of D. Then A ⊗C F ∼= Mmn(F) as F-algebras, where dimC D = n2. We
identify A as a C-subalgebra of Mmn(F). For x ∈ A, let RTA(x) denote the trace of x as an element in
Mmn(F). Then RTA(x) ∈ C for x ∈ A, which is called the reduced trace of x ∈ A (see [4, Section 22, p.
143]).Wealso remark that themap (x, y) → RTA(xy)definesanassociative, symmetricnondegenerate
bilinear form defined on A × A.
Lemma 2.4. L(RTA) = dimC A.
Proof. Since RTA : A → C is a C-linear map, there exist two subsets {a1, · · · , a} and {b1, · · · , b} of
A, where  = L(RTA), such that
RTA(x) =
∑
i=1
aixbi (2.1)
for all x ∈ A. In the notations above, let F be a maximal subfield of D. Consider
A ↪→ A ⊗C F ∼= Mmn(F),
where n = dimC F . Denote by eij , 1  i, j  mn, the usual matrix units in Mmn(F). Since RTA(x) is the
trace of x ∈ A in Mmn(F). We have
RTA(x) =
mn∑
i=1
mn∑
j=1
eijxeji (2.2)
for all x ∈ A. Comparing (2.1) with (2.2) yields that
∑
i=1
(ai ⊗ 1)x(bi ⊗ 1) =
mn∑
i=1
mn∑
j=1
eijxeji
for all x ∈ A and hence for all x ∈ A ⊗C F = Mmn(F). This implies that
∑
i=1
(ai ⊗ 1)X(bi ⊗ 1) =
mn∑
i=1
mn∑
j=1
eijXeji. (2.3)
Note that {a1 ⊗ 1, · · · , a ⊗ 1} and {b1 ⊗ 1, · · · , b ⊗ 1} are two F-independent subsets in Mmn(F).
Applying Lemma 2.1 to (2.3) yields  = m2n2 = dimC A, proving the lemma. 
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Lemma 2.5. Suppose that f is a central linear GP for A. Then there exists a ∈ A such that f (x) = RTA(ax)
for all x ∈ A. In particular, f is nondegenerate if and only if a is invertible in A.
Proof. Denote by V the set of all central linear GPs for A plus the zero map on A. Clearly, V forms a
finite-dimensional vector space over C. Let t := dimC A = m2n2. Choose a C-basis {r1, · · · , rt} for
A. Define the C-linear maps g1, · · · , gt from A into C by gi(rj) = δij for i, j = 1, · · · , t, where δij is
the Kronecker delta. Thus each gi defines a central linear GP for A. It is clear that {g1, · · · , gt} forms
a basis for VC . Thus dimC V = t = dimC A. On the other hand, we define φi(x) = RTA(rix) for x ∈ A,
where i = 1, · · · , t. Since themap (x, y) → RTA(xy) defines a nondegenerate bilinear form on A×A,
φ1, · · · , φt ∈ V are independent and hence form a basis for VC . Thus there exist βi ∈ C, i = 1, · · · , t,
such that
f (x) =
t∑
i=1
βiRTA(rix) = RTA(ax)
for all x ∈ A, where a = ∑ti=1 βiri. For the last statement, suppose that f is nondegenerate but a is not
invertible in A. Then ab = 0 for some nonzero b ∈ A. Then f (bA) = RTA(abA) = 0, a contradiction.
On the other hand, suppose that a is invertible. Let b ∈ A be such that f (bA) = 0, implying that
RTA(abA) = 0. So ab = 0 follows and hence b = 0, as desired. 
In view of Lemma 2.5, Corollary 2.3 and Lemma 2.4, we see that every nondegenerate central linear
GP for A must be of length dimC A. Conversely, every central linear GP ψ for A having length dimC A
must be nondegenerate. Indeed, suppose that ψ(aA) = 0 for some a ∈ A. Write ψ(X) = ∑ti=1 aiXbi,
where ai, bi ∈ A for each i and t = dimC A. Clearly, the two subsets {a1, · · · , at} and {b1, · · · , bt}
form two bases for A over C. Since ψ(aA) = 0, we see that∑ti=1(aia)xbi = 0 for all x ∈ A and so,
by Lemma 2.1, aia = 0 for each i. Thus Aa = 0 follows and so a = 0. Thus ψ is nondegenerate, as
asserted.
Lemma 2.6. Suppose that a ∈ A is of rank . Let g : A → C be the map defined by g(x) = RTA(ax) for
x ∈ A. Then L(g) = 
m
dimC A.
Proof. Let AnnA(a) := {x ∈ A | xa = 0}, the left annihilator of a in A. Clearly, AnnA(a) is a subspace
of A over C. Since rank(a) = ,
dimC AnnA(a) = m(m − ) dimC D = m − 
m
dimC A.
Choose a basis {a1, . . . , as, a′1, . . . , a′t} for A over C, where {a1, . . . , as} forms a basis for AnnA(a) over
C. Thus s = m−
m
dimC A and t = m dimC A.
In view of Lemma 2.4, there exists a basis {b1, . . . , bs, b′1, . . . , b′t} for A over C such that RTA(x) =∑s
i=1 aixbi +
∑t
j=1 a′jxb′j for x ∈ A. Thus
g(x) = RTA(ax) =
s∑
i=1
aiaxbi +
t∑
j=1
a′jaxb′j =
t∑
j=1
(a′ja)xb′j
for x ∈ A.We claim that a′1a, . . . , a′ta are linearly independent over C. Indeed, suppose that
∑t
j=1 βja′ja
= 0 for some βj ∈ C. Then ∑tj=1 βja′j ∈ AnnA(a), implying that
∑t
j=1 βja′j =
∑s
i=1 αiai for some
αi ∈ C. So all βj = 0, as asserted. In view of Lemma 2.2, we have L(g) = t = m dimC A. 
We are now ready to give the proofs of our theorems.
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Proof of Theorem 1.1. Let f (X) be a nonzero central linear GP for A. Then, by Lemma 2.5, there exists
a nonzero a ∈ A such that f (x) = RTA(ax) for all x ∈ A. In view of Lemma 2.6, L(f ) = m dimC A,
where  is the rank of a. So L(f )  1
m
dimC A. On the other hand, if we take f (X) = RTA(e11X), then
L(f ) = 1
m
dimC A. Thus L(A) = 1m dimC A. 
As an immediate application of Theorem 1.1, we give a characterization of finite-dimensional divi-
sion algebras in terms of L(A).
Corollary 2.7. The algebra A is a division algebra if and only if L(A) = dimC A.
Proof of Theorem 1.2. In view of Lemma 2.5, there exists b ∈ A such that φ(x) = RTA(bx) for all
x ∈ A. Suppose that rank(φ) = s. This means that b is of rank s in A. It follows from Lemma 2.6 that
L(φ) = s
m
dimC A.
Let φ andψ be two central linear GPs for A. Suppose that φ andψ are equivalent. By Corollary 2.3,
they have the same length. For the reverse, suppose that φ andψ have the same length, say s
m
dimC A
(see Lemmas 2.5 and 2.6). Then both φ and ψ are equivalent to RTA(eX), where e = e11 + · · · + ess.
This proves the theorem. 
Corollary 2.8. Suppose that f (X) = ∑i=1 aiXbi,whereai, bi ∈ A, is a central linearGP forAwithL(f ) = .
Then  = dimC A if and only if the C-linear span of a1, · · · , a contains an invertible element of A.
Proof. Suppose first that  = dimC A. Since the ai are C-independent, this implies that the C-linear
span of a1, · · · , a is thewhole ring A. In particular, it contains 1. Conversely, suppose that the C-linear
span of a1, · · · , a contains an invertible element of A. Then it is clear that f is nondegenerate. In view
of Lemma 2.5, there exists an invertible element a ∈ A such that f (x) = RTA(ax) for all x ∈ A. By
Lemma 2.6, L(f ) = dimC A. 
3. Generalizations
By a prime ring we mean a ring R such that if aRb = 0 for some a, b ∈ R then either a = 0 or
b = 0. Assume that R is a prime ringwith extended centroid C and two-sidedMartindale quotient ring
Q (see [1] for the definitions). By a linear generalized polynomial f (X) (abbreviated as linear GP) of R,
we mean an expression of the form f (X) = ∑i=1 aiXbi, where ai, bi ∈ Q . As in §1 we may define L(f )
and L(R). Our goal here is to extend Theorems 1.1 and 1.2 to prime rings by observing the following
two simple facts.
Fact 3.1. If a prime ring R possesses a central linear GP, then RC is finite-dimensional over C and
Q = RC.
Proof. Assume that φ(X) = ∑i=1 aiXbi is a central linear GP for R. Then R satisfies the nontrivial GPI[φ(X), Y] = φ(X)Y−Yφ(X). By themain result of [7], RC has nonzero socle soc(RC) 	= 0 and its skew
field D is finite-dimensional over C. The ring RC may be realized as a dense subring of Hom(DV, DV)
for some left D-vector space V and soc(RC) consists of all finite rank elements of RC. By the linearity,
φ(X), being central for R, is also central for RC. If
∑
i=1 aixbi = 0 for all x ∈ soc(RC), then by the result
of [3],
∑
i=1 aixbi = 0 for all x ∈ RC and, byMartindale’s result [7], the linear GPIφ(X)would be trivial,
a contradiction to our assumption. Thus, φ(z) 	= 0 for some z ∈ soc(RC). Then φ(z), being a nonzero
central element, must be invertible and, being an element of soc(RC), must be of the finite rank. So
m = dimD V = rank(φ(z)) < ∞. By the density of RC, we have RC = Mm(D), them bymmatrix ring
over D. Since D is finite-dimensional over C, so is Mm(D). It is clear that Q = RC follows. 
In view of Fact 3.1, our problem is vacuous and L(R) = ∞ unless RC is finite-dimensional over C.
Actually, if dimC RC < ∞, then R abounds with central linear GPs:
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Fact 3.2. Let R be a prime ring with the extended centroid C. If dimC RC < ∞, then any C-linear map
from RC to RC is defined by a unique linear GP.
Proof. Say dimC RC = k < ∞. Then the C-dimension of C-linearmaps on RC is k2. On the other hand,
dimC RC ⊗C (RC)op = k2. So the C-dimension of linear GPs and hence also the C-dimension of the
C-linear maps defined by linear GPs are both equal to k2. The assertion follows from the pigeonhole
principle. 
Obviously, central linear GPs for R and for RC are the same and hence L(R) = L(RC) and Q = RC. In
view of the two facts above, wemay thus assume that R is equal to RC and that RC is finite-dimensional
over C. In this case, by the Wedderburn–Artin theorem, R is of the form Mm(D), where D is a finite-
dimensional division algebra over C. Therefore, we extend Theorems 1.1 and 1.2 to prime rings. 
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