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We show that superconductivity can arise in semiconductors with a band in the shape of a Mexican
hat when the chemical potential is tuned close to the band edge, but not intersecting the band, as
long as interactions are sufficiently strong. Hence, this is an example where superconductivity can
emerge from a band insulator when interactions exceed a threshold. Semiconductors with simple
cubic symmetry point groups and with strong spin-orbit coupling provide an example of a system
with such band dispersion.
The BCS theory of superconductivity is perhaps the
most successful mean-field theory [1, 2]. It explains
the phenomenology of many known superconductors, al-
though, notably, it fails to describe the cuprate high Tc
superconductors. BCS theory takes as starting point a
good metal, with a sizable Fermi sea, and then explains
the formation of the Cooper pairs at the Fermi surface,
mediated by the electron-phonon interaction. Because
the Cooper pairs occur only on a thin momentum shell,
one may wonder if there may be a more “economical”
way to form the pairs, without the sizable filled Fermi
sea.
In this paper, we start with a system without a Fermi
surface, a semiconductor where the chemical potential
does not intercept the dispersing band. In the absence
of interactions, this system has zero conductivity at zero
temperature. We show, however, that for certain geome-
tries of bands near the band edge, interactions can lead to
superconductivity. The favorable dispersion (band geom-
etry) is when the locus of the band edge in the Brillouin
zone is not a single point (as in a parabolic band), but in-
stead is a d− 1 dimensional momentum shell S0 (in the
case of a d-dimensional semiconductor). The electrons
in this shell are those responsible for superconductivity
in the presence of interactions. Fig. (1) depicts the rel-
evant situation, showing a Mexican hat dispersion and
the chemical potential just missing the edge of the band.
Near the extrema, the density of electronic states scales
as in a one-dimensional system as long as the radius of
the momentum shell S0 extremum is non-zero. As we
shall see, the interactions (when sufficiently large) are
responsible for a non-trivial occupation of the shell even
when the chemical potential does not cross the bands.
Hence, at non-zero temperature this system undergoes a
superconducting phase transition as a function of the in-
teraction strength. The superconducting transition tem-
perature depends on the strength of the interactions and
on the detuning of the chemical potential from the band
edge. We find that such systems can have rather large
transition temperatures, possibly on the order of room
temperature for reasonable interaction strengths.
In [3], while discussing the possibility of inducing su-
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FIG. 1: Semiconductor with a rotationally symmetric band
extremum (here minimum). The chemical potential is tuned
right below the band edge, at distance Λ from the bottom.
perconductivity in large-gap semiconductors by shining
an ac electric field, we had emphasized the importance
of the Mexican hat geometry of the effective band which
emerges in the rotating frame. Such a geometry also
arises in driven Dirac systems [4]. But this geometry is
not tied to a driven system and it can also be found
in equilibrium situations such as non-centrosymmetric
systems with spin-orbit interaction and cubic symmetry,
such as Li2(Pd1−xPtx)3B [5–7]. In the latter case, for
instance, the single particle Hamiltonian reads (we set
~ = 1)
Hk = k
2
2m∗
+ αk · σ , (1)
where k ≡ |k|, α is the spin-orbit coupling, σ =
(σ1, σ2, σ3) are the Pauli matrices acting on the spin de-
grees of freedom, and m∗ is an effective band mass (posi-
tive or negative, depending on the band). The dispersion
relation (k) = 12m∗ k
2 ± αk has extrema located on S0,
the d− 1-sphere of radius
k0 = |m∗| |α| , (2)
see Fig. (1). The near-extrema dispersion relation is
quadratic, (k) ≈ 12m∗ (k − k0)2 + 0, resulting in a
density of states which diverges in the same fashion as
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2in a 1D system, as noted in Ref. [4, 6, 7], even for
2D or 3D crystals: ρ3D() = 4pik
2
0
√
2|m∗|/√|− 0| or
ρ2D() = 2pik0
√
2|m∗|/√|− 0|. If the Fermi energy is
set near 0 so as to just cross the bands slightly, the Fermi
surface consists of two concentric spherical shells (in 3D)
or two concentric circles (in 2D) at momenta k0 ± δkF .
However, we shall concentrate instead in the case where
the chemical potential does not cross the band, and there-
fore there is no Fermi surface and consequently either no
occupation or complete occupation of the bands (at zero
temperature) in the absence of interactions. All the phe-
nomena discussed below emerge because of interactions.
The rest of the paper is organized as follows. First, we
use a mean-field analysis to derive the conditions for p-
wave superconductivity in the case of systems with large
spin-orbit coupling. Then, we address the case with-
out spin-orbit coupling, which is pertinent to a situation
where the Mexican hat potential may arise by some other
mechanism. In this case, s-wave paring is allowed. Fi-
nally we go beyond weak-coupling mean-field theory and
compute the critical temperature Tc by means of a calcu-
lation la Migdal-Eliashberg [8], i.e. by considering the
interplay between Coulombic repulsive interactions and
phonon-mediated attractive interactions.
Mean-field analysis. For the sake of generality, let us
depart from the Hamiltonian in Eq. (1) and simply as-
sume that the semiconductor has one relevant band with
dispersion  (k) and a shallow extremum (either a band
maximum or band minimum) located on a surface S0.
For all wave vectors k0 ∈ S0,  (k0) ≈ cte, see Fig. (1).
Additionally, let us assume that (k) =  (−k). Note
that this does not necessarily require inversion symme-
try. The spin structures at k and −k are locked to the
respective momenta due to the spin-orbit coupling, and
hence we drop any reference to spins, which do not play
any role in what follows. Also, since the cases with a
band maximum or a band minimum are alike, let us con-
sider only the case of a band minimum (m∗ > 0) with
the following Hamiltonian
H=
ˆ
(dk)(k)c†kck +
ˆ
(dk)(dk′)Vk,k′c
†
kc
†
−kck′c−k′ , (3)
in which ck is the annihilation operator of an electron
with momentum k and we use the shorthand notation
(dk) ≡ ddk/ (2pi)d. To further simplify the discussion,
let us assume that close to S0 the band structure (k)
and the interaction term Vk,k′ are isotropic to leading
order so that (k) =  (k) and Vk,k′ = V (kˆ · kˆ
′
) can be
decomposed into spherical harmonics
Vk,k′ =
∞∑
l=0
(2l + 1)Vl Pl(kˆ · kˆ′), (4)
where kˆ ≡ k/k, Pl is the Legendre polynomial of degree
l and Vl ≡
´ 1
0
d cos θ V (cos θ)Pl (cos θ).
Since there is only one band only p-wave superconduc-
tivity is allowed. For p-wave superconductivity, the sym-
metry of the order parameter, ∆ (k) = −∆ (−k), implies
that only odd l are appropriate for pairing. The dom-
inant pairing mechanism is given by the l = 1 channel
and we may approximate the pairing potential as
Vk,k′ ≈ −3gV kˆ · kˆ
′
, (5)
where V is the volume of the sample and g is a coupling
constant. For l = 1 pairing, the most general order pa-
rameter is of the form [9] ∆ (k) = ∆ · kˆ where ∆ is a
constant vector. Choosing the order parameter with the
fewest nodes, we consider ∆ (k) = ∆
(
kˆx + ikˆy
)
where
∆ is a scalar to be determined self-consistently. Carry-
ing out a Hubbard-Stratonovich transformation we ob-
tain the mean field Hamiltonian
H =
ˆ
(dk) (k) c†kck
+
∑
k∈ 12 B.Z.
∆ (k) c†kc
†
−k + h.c.+
2
3g
|∆|2. (6)
The integration over the fermions (keeping ∆ fixed)
yields the free energy
F = −T
ˆ
(dk) ln
(
cosh
(
βE (k)
2
))
+
2
3g
|∆|2 , (7)
where E (k) ≡
√
(k)2 + |∆ (k)|2 and T = 1/β is the
temperature (we set kB = 1). The saddle-point equation,
obtained by taking the variation of F with respect to
∆∗ [9], reads
2
3g
=
1
4
ˆ
(dk) tanh
(
βE (k)
2
)
kˆ2x + kˆ
2
y
E (k)
. (8)
Notice the extra factor of 1/2 compared to the regular
BCS theory which stems from the fact that only one “spin
species” is considered. To estimate the integral in Eq. (8),
we use the fact that close to the surface S0, the dispersion
relation can be Taylor-expanded as  = Λ + κ k2⊥ + . . . ,
where k⊥ is the momentum perpendicular to S0 and κ =
1/2m∗ > 0. Λ > 0, the distance of the band edge to the
chemical potential, will play a key role in what follows.
Again, notice that  > 0, so the chemical potential never
intercepts the band.
In 3D, the self-consistency equation (8) becomes
2
3g
≈ k
2
0
4 (2pi)
2
ˆ pi
0
dθ sin3 θ (9)
×
ˆ
dk⊥
tanh
(
β
2
√
(Λ + κk2⊥)
2
+ |∆|2 sin2 θ
)
√
(Λ + κk2⊥)
2
+ |∆|2 sin2 θ
.
3In a standard BCS approach, the cut-off is typically set
by the Debye frequency. Here, the divergence of the den-
sity of states at the band edge makes this scale irrelevant
and we can simply afford to extend the k⊥ integrals to
infinity since they are convergent.
The superconducting phase transition is located at
∆ = 0, i.e.,
1 =
g k20
2 (2pi)
2
ˆ ∞
−∞
dk⊥
tanh
(
β
2
(
Λ + κk2⊥
))
Λ + κk2⊥
(10)
& g k
2
0
2 (2pi)
2
pi√
Λκ
tanh (βΛ) . (11)
The existence of a superconducting phase is therefore
conditioned by
g > gc =
8pi
√
Λκ
k20
. (12)
Notice that the non-zero value of k0 for this type of the
band geometry is essential to give a finite value for the
critical coupling gc. Recall that in the case where the
band geometry derives from the spin-orbit interaction,
the value of k0 is proportional to |α| as given by Eq. (2).
Also notice that the threshold condition can be satisfied
even with rather pessimistic estimates: for Λ ≈ 0.1 eV,
κ ≈ (10−6 eV)−1 c2, and gk20 ≈ 10−2c, the threshold
condition is satisfied with 1 > 0.79. We note that in
the optimistic limit where Λ → 0 we have gc → 0 and
the critical temperature is given by βc = 859κ
1
g2k40
. Fur-
thermore the superconducting order parameter at zero
temperature is given by ∆0 =
g2k40
κ
(
3
√
piΓ2( 54 )
2(2pi)2
)2
, this
leads to βc∆0 = 2.63.
For a more realistic limit with a sizable Λ the transition
temperature grows as the coupling exceeds the threshold,
Tc ≈ Λ
tanh−1(gc/g)
, for g > gc . (13)
The magnitude of the superconducting gap can be esti-
mated by focusing on the low-temperature regime T  Λ
for which the gap equation Eq. (9) yields
1 ≈ g
gc
√
2
5
9
2x
2 +
√
1 + x2 − 1
x2
√√
1 + x2 + 1
, (14)
with x ≡ ∆/Λ, from which it follows that a supercon-
ducting gap on the order of ∆ ∼ Λ can be achieved
when the ratio g/gc starts to increase away from unity.
Near the threshold, the superconducting order parameter
scales as
∆ ≈ Λ 2
√
5/3
√
1− gc
g
, for g > gc . (15)
Singlet case. We now extend the previous analysis
to cases in which the Mexican hat band geometry is not
a consequence of spin-orbit coupling but finds its origin
in another mechanism. In this case, the bands are spin-
degenerate and an s-wave pairing, ∆ (k) = ∆ (−k), is
allowed by symmetry. Thus, the dominant pairing chan-
nel sees a potential V (q) = V (−q), and the pairing now
occurs between the two spin bands.
The self-consistency equation is now given by
1
g
=
1
2
ˆ
(dk)
1
E (k)
tanh
(
βE (k)
2
)
, (16)
where E(k) ≡ √(k)2 + |∆|2. The phase transition
(∆ = 0) occurs at
1 =
g k20
(2pi)
2
ˆ ∞
−∞
dk⊥
tanh
(
β
2
(
Λ + κk2⊥
))
Λ + κk2⊥
(17)
& g k
2
0
(2pi)
2
pi√
Λκ
tanh (βΛ) . (18)
The existence of a superconducting phase is now condi-
tioned by
g > gc =
4pi
√
Λκ
k20
. (19)
The analysis of this case is analogous to the previous:
once g exceeds the threshold gc, a superconducting phase
appears. The critical temperature can be of order Λ once
the threshold starts to be exceeded. We note that in the
optimistic limit where Λ → 0 we have gc → 0 and the
critical temperature is given by βc = 215κ
1
g2k40
. Further-
more the superconducting order parameter at zero tem-
perature is given by ∆0 =
g2k40
κ
(
8Γ2( 54 )
(2pi)2
√
pi
)2
, this leads to
βc∆0 = 1.90.
For the more realistic limit where Λ is sizable the mag-
nitude of the gap can be estimated again by focusing on
the low-temperature regime when T  Λ and using the
gap equation, yielding
1 =
g
gc
2
pi
EK
(
1√
2
√
1− 1/
√
1 + x2
)/(
1 + x2
)1/4
,
(20)
with x ≡ |∆|/Λ and EK is the complete elliptic integral of
the first kind. Again, it follows that a superconducting
gap on the order of ∆ ∼ Λ can be achieved when the
ratio g/gc starts to increase away from unity, and near
the threshold we obtain
∆ ≈ Λ 4√
3
√
1− gc
g
, for g > gc . (21)
Strong-coupling approach. Let us now give a descrip-
tion beyond weak-coupling mean-field theory by means
of a Migdal-Eliashberg approach [8]. This consists in
4including explicitly the screened electron-phonon inter-
action and the screened Coulomb interaction, and estab-
lishing a self-consistent equation on the resulting self-
energy, yielding an estimate of the critical temperature.
If the phonon frequency is much smaller than the elec-
tronic energy scale, Migdal’s theorem states that the
phononic vertex corrections can be neglected, even if the
electron-phonon coupling constant is large [10–12]. We
derive a version of this theorem applicable to our case
in [13].
To simplify, we consider the second scenario described
above, i.e., the s-wave pairing case in the absence of spin-
orbit coupling. The p-wave case with spin-orbit coupling
is conceptually identical and, in the strong-coupling limit,
can be shown to have the same critical temperature up
to numerical factors of order unity. However, as the pre-
cise form of the spin-orbit coupling is not available, these
factors cannot be reliably computed.
Let us start with the following Hamiltonian
H =
ˆ
(dk)
(
(k)c†kck + VC (k) ρ
†
k↓ρk↑ + Ωkb
†
kbk
)
+
∑
σ
ˆ
(dk) (dq) gq c
†
k+q,σck,σ
(
bq + b
†
−q
)
. (22)
Here, ρk↑ =
´
(dq) c†q↑cq+k↑ is the electron density,
VC (k) is the screened Coulomb interaction, and gq is the
electron phonon-coupling matrix (which is also screened).
Let us introduce the phonon propagator in Matsubara
time [10]
D (q, ωn) =
−
ˆ β
0
dτ eiωnτ
〈
Tτ
(
bq(τ) + b
†
−q(τ)
) (
b−q(0) + b†q(0)
)〉
= − 2Ωq
ω2n + Ω
2
q
≈ − 2
Ωq
δn,0. (23)
Here, ωn = n 2pi/β and in the last equality we have taken
the high temperature limit T  Ωq.
Below, we derive a self-consistency equation for the
pairing amplitude. It is convenient to introduce the stan-
dard Nambu Green’s functions [14]:
G (k, τ) = (24)
−
 〈Tτ ck↑(τ)c†k↑(0)〉 〈Tτ ck↑(τ)c−k↓(0)〉〈
Tτ c
†
−k↓(τ)c
†
k↑(0)
〉 〈
Tτ c
†
−k↓(τ)c−k↓(0)
〉  .
The corresponding self-energy obeys the matrix equation
Σ (k, ωn) = G
−1
0 (k, ωn)−G−1 (k, ωn) , (25)
with the non-interacting Green’s function G0 (k, ωn) =
[iωnτ0 − (k)τ3]−1. τ0 and τ1, τ2, τ3 denote the identity
and Pauli matrices in the Nambu space. To leading order,
the self-energy is given by
Σ (k, ωn) =− T
∑
ωn′
ˆ
(dq) τ3G (k − q, ωn′) τ3
× (|gq|2D (q, ωn − ωn′) + VC (q)) . (26)
Next, we note that as long as our system is isotropic, e.g.
(k) = (k), gq = gq, Ωq = Ωq, VC (q) = VC (q), and the
quantities VC (q) and |gq|2/Ωq do not have strong depen-
dence on q for q ∼ √Λ/κ then the self-energy does not
depend on the wavevector, e.g. Σ (k, ωn) ≈ Σ (ωn). On
symmetry grounds, the self-energy can be decomposed
as [14]
Σ (ωn) = (1− Z) iωnτ0 + ∆(ωn)τ1 + χτ3. (27)
Using Eq. (25), we obtain
G (k, ωn) = −Ziωnτ0 + ∆(ωn)τ1 + ( (k) + χ) τ3
Z2ω2n + ( (k) + χ)
2
+ ∆(ωn)2
. (28)
For simplicity, we assume that Z = 1 and χ = 0 (the
former renormalizes Λ and can always be set to zero).
Using Eq. (26) in Eq. (27), we obtain the self-consistency
equation
∆ (ωn) = λT
ˆ
dk
∆ (ωn)
ω2n + (k)
2 + ∆(ωn)2
−
− µCT
∑
ωn′
ˆ
dk
∆ (ωn′)
ω2n′ + (k)
2 + ∆(ωn′)2
, (29)
where we introduced
µC ≡ 1
(2pi)
3
ˆ
S0
VC (k) and λ ≡ 1
(2pi)
3
ˆ
S0
|gq|2 2
Ωq
, (30)
respectively the Coulomb and phonon interactions inte-
grated over the surface S0. Close to the critical temper-
ature, we may drop the ∆ (ωn)
2
terms in the denomina-
tors of in Eq. (29) which, after integration over k using
(k) = Λ + κk2 + . . ., can be recast as
∆ (ωn) = An∆ (ωn)− µC
λ
∑
n′
An′∆ (ωn′) , (31)
with An ≡ pi λT√κ [
√
Λ2 + ω2n(
√
Λ + iωn +
√
Λ− iωn)]−1.
1 =
µC
λ
∑
n
An
An − 1 . (32)
This equation admits a non-trivial solution whenever
λ ≥ λc (µC/λ), with λc (0) < λc (µC/λ) < λc (∞).
Computing explicitly λc (0) = 2
3/2
√
κΛ and λc (∞) =
3 · 23/2√κΛ, this implies that the critical temperature
always satisfies Tc > Λ/
√
3pi2.
5Conclusions. We have studied the emergence of su-
perconductivity for those semiconductors with a band in
the shape of a Mexican hat, where the energy reaches
an extremum on a band-edge surface S0. We have set
the chemical potential for the semiconductor close to the
band edge, but not intercepting the band. Therefore, in
the absence of interactions, the system would have van-
ishing conductivity at zero temperature. We have shown,
both through a mean field and through a strong cou-
pling calculation, that phonon-mediated superconductiv-
ity arises and is robust to high temperatures. The mech-
anism benefits from a quasi one-dimensional divergent
density of states at the band edge, making an “econom-
ical” use of the energy levels on a shell near the band
extrema.
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1Supplemental material to “Band-edge superconductivity”
(A) (B) 
FIG. S1: The contribution of diagram (A) to the self energy is much larger than the one of diagram (B).
Migdal’s theorem
The above derivation relied on the fact that only a certain class of diagrams, the ones with just one electron line,
give the dominant contribution to the electron self energy. In this note, we show that this analogue to Migdal’s
theorem holds for the band structure considered in this paper. In particular, ignoring numerical factors on the order
of unity, we show that the ratio of the diagram shown in Fig. S1(a) to the one given in Fig. S1(b) is given by:
Ra/b ∼ k0
√
κ
Λ
 1 . (S1)
Indeed, it rather simple to see that the value of the diagram given in Fig. S1(a) is given by gq while the value
of the diagram in Fig. S1(b) is proportional to k0
|gk|2
Ωk
T
Λ2+T 2
Λ
κ gq. Here, q is the incoming momentum and k is an
arbitrary momentum. Moreover, according to the-self consistency equation [see Eq. (29) in the main text] we have
that: 1 ∼ k20 |gk|
2
Ωk
T
Λ2+T 2
√
Λ
κ . Therefore, Eq. (S1) follows automatically.
