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Luttinger semimetals include materials like gray tin (α-Sn) and mercury telluride, which
are three-dimensional gapless semiconductors having a quadratic band crossing point
(QBCP). Due to a growing interest in QBCPs and new experimental efforts, it is essen-
tial to study the finite-temperature properties of such systems. In this paper, we investigate
the emergence of plasmons in the presence of Coulomb interactions in isotropic Luttinger
semimetals, for zero as well as generic nonzero temperatures. When the Fermi level lies right
at the QBCP, which is the point where twofold degenerate conduction and valence bands
touch each other quadratically, we find that plasmons cannot appear at zero temperature.
However, for nonzero temperatures, thermal plasmons are generated. Whether they are
long-lived or not depends on the values of temperature, effective electron mass and effective
fine-structure constant, and the number of fermion flavors. We also numerically estimate the
behavior of the inelastic scattering rate at nonzero temperatures, as a function of energy,
where the signatures of the QBCP thermal plasmons show up as a sharp peak. Our results
will thus serve as a guide to experimental probes on these systems.
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2I. INTRODUCTION
A three-dimensional (3d) system with a quadratic band crossing point (QBCP) is an example of
semimetals possessing a Fermi point. They have gained widespread attention in current research [1–8], as
pyrochlore iridates A2Ir2O7 (A is a lanthanide element [9, 10]) have been shown to host a QBCP. It has
also been realised that in 3d gapless semiconductor bandstructures, in the presence of a strong-enough
spin-orbit coupling, the Fermi level can coincide with a QBCP [11]. The resulting model of a semimetal
is indeed relevant for materials like gray tin (α-Sn) and mercury telluride (HgTe). These systems are also
known as “Luttinger semimetals” [12], because the low-energy fermionic degrees of freedom are captured
by the Luttinger Hamiltonian of inverted band-gap semiconductors [13, 14]. Another interesting aspect
of QBCP semimetals is that the long-range nature of the Coulomb interaction drives the ground state of
such a system to a non-Fermi liquid. This was argued by Abrikosov [15] in 1971, and re-examined closely
more recently by Moon et al [1]. Hence, in addition to quantum critical Dirac systems, this seems to
be a simple instance of emergent non-Fermi liquid behavior, as most other well-studied cases involve the
presence of a finite Fermi surface [16–23].
The aim of the current work is to study the inelastic electron-electron scattering resulting from Coulomb
interaction effects in QBCPs, at finite energies and/or nonzero temperatures (T ). These properties are
important in determining experimentally measurable quantities like conductivity, and spectral properties
of clean samples at low temperatures. Furthermore, these properties can be directly probed in transport,
angle-resolved photoemission spectroscopy (ARPES) and scanning tunneling microscopy (STM) experi-
ments. Such experimental investigations of these systems have just begun [24]. We believe this work will
prove useful in guiding these experiments.
Abrikosov [15] employed two different methods to obtain a controlled theory of the Coulomb-interaction
mediated non-Fermi liquid behavior of the QBCP semimetal: (a) dimensional regularization, (b) expansion
in 1/Nf , where Nf is the number fermion flavors (or QBCP points at the Fermi level). We adopt the
second approach here, and assume that the Coluomb interaction can be treated within the random phase
appoximation (RPA) for sufficiently large Nf . We must mention here that such a large Nf expansion
breaks down in the presence of a finite Fermi surface [25], with the 3d case corresponding to a marginal
non-Fermi liquid [17, 18, 20, 22].
The paper is organized as follows. In Sec. II, we explicitly write down the Hamiltonian for isotropic
Luttinger semimetals, harboring a QBCP. In Sec. III, we compute the bare polarization bubble, at both
zero temperature limit as well as at a generic temperature. In Sec. IV, we treat the Coulomb interaction
within RPA, and examine the emergence of plasmons. There, we also numerically compute the scattering
rate from the electron self-energy. Appendix A is devoted to the description of the steps employed to
evaluate the integrals involved in the T > 0 case.
3FIG. 1. Bare polarization bubble.
II. MODEL
In our model for 3d isotropic quadratic band crossings, the low energy bands form a four-dimensional
representation of the lattice symmetry group [1], and can be captured by the the Luttinger Hamiltonian,
with parameters corresponding to an inverted band structure and full rotational symmetry. This describes
a spin-orbit coupled system with total angular momentum J = 3/2, and a quadratic dispersion. The
standard k · p Hamiltonian can be written by using the five 4× 4 Euclidean Dirac matrices Γa as [2]:
H0 = dk · Γ . (2.1)
Here, the Γa forms one of the (two possible) irreducible, four-dimensional Hermitian representations of the
five-component Clifford algebra, defined by the anticommutator {Γa, Γb} = 2 δab. The five components
of the vector dk are the real ` = 2 spherical harmonics, with the following structure:
d1k =
√
3 ky kz
2m
, d2k =
√
3 kx kz
2m
, d3k =
√
3 kx ky
2m
,
d4k =
√
3 (k2x − k2y)
4m
, d5k =
2 k2z − k2x − k2y
4m
, (2.2)
with m being the effective electron mass and k denoting the 3d electron momentum vector. The magnitude
of dk is dk =
k2
2m . The energy eigenvalues of H0 are ±dk, and hence the system has a QBCP at k = 0.
In d = 3, the space of 4×4 Hermitian matrices is spanned by the identity matrix, the five 4×4 Gamma
matrices Γa and the ten distinct matrices Γab =
1
2 i [Γa,Γb]. The five anticommutating gamma-matrices
can always be chosen such that three are real and two are imaginary [26]. We choose a representation in
which (Γ1,Γ2,Γ3) are real and (Γ4,Γ5) are imaginary. We also note that∑
a
Γa Γa = 5 . (2.3)
III. BARE POLARIZATION BUBBLE
Screening is a many-body property directly related to the polarizability of the electrons around the
Fermi surface for a metal. In QBCP, because the density of states (DOS) vanishes at the band touching
point, the polarization function describes the susceptibility of the vacuum to particle-hole pair production.
In this section, we will calculate the bare polarization bubble ( i.e. without any interaction line in the
loop) shown in Fig. 1. This will help us determine if a plasmon mode can exist when we add Coulomb
4interactions to the system. After analytically continuing to real frequencies, the bubble is given by the
expression [27]:
Re ΠR(ω,q) = − 1
(2pi)4
∫
d3p dε tanh
( ε
2T
)
Tr
[
G′′(ε,p)G′(ε− ω,p− q) +G′′(ε,p− q)G′(ε+ ω,p)] ,
Im ΠR(ω,q) =
1
(2pi)4
∫
d3p dε
[
tanh
( ε
2T
)
− tanh
(
ε− ω
2T
)]
Tr
[
G′′(ε,p)G′′(ε− ω,p− q)] , (3.1)
where the integration range of p has the ultraviolet cut-off Λ. The advanced and retarded fermionic
Green’s functions have the forms:
GR(ε,p) = −1
2
 I +
dp·Γ
dp
ε− dp + i 0+ +
I − dp·Γdp
ε+ dp + i 0+
 ,
GA(ε,p) = {GR(ε,p)}∗ = −1
2
 I +
dp·Γ
dp
ε− dp − i 0+ +
I − dp·Γdp
ε+ dp − i 0+
 , (3.2)
respectively, leading to
G′(ε,p) =
GR(ε,p) +GA(ε,p)
2
= P
(
dp.Γ + ε
d2p − ε2
)
,
G′′(ε,p) =
GR(ε,p)−GA(ε,p)
2 i
=
pi [(dp + dp · Γ) δ(ε− dp) + (dp − dp · Γ) δ(ε+ dp)]
2 dp
, (3.3)
where the symbol P(f) is used to indicate that we should take the pricipal value while integrating over
the function f . Without loss of generality, we take q along the z-axis and denote the angle between q
and k by θ. After taking the trace in the gamma-matrix space, we evaluate the dot products by using the
relation dp · dk = 3 (p·k)
2−p2 k2
8m2
=
(3 cos2 θpk−1)p2 k2
8m2
( derived in Ref. 12), where θpk is the angle between
p and k.
A. Zero temperature limit
The zero temperature calculation is easy to perform and we can get analytical expressions for the
polarization bubble. The answers will tell us if we can get a plasmon mode at zero temperature. To
accomplish our goal, we perform the p ≡ |p| integrals of Eq. (3.1) first. This gives us:
Im ΠR(ω ≥ 0,q) =m
3/2 T
√
ε√
2pi
∫
dε d(cos θ)
[
tanh
( ε
2T
)
− tanh
(
ε− ω
2T
)]
×
[(
3 q2
(
cos2 θ − 1)
−2√2mεq cos θ + 2mε+ q2 + 4
)
δ
(
q2
m
− 2
√
2 ε cos θ q√
m
+ 2ω
)
−
3 q2
(
cos2 θ − 1) δ ( q2m − 2√2 ε cos θ q√m + 4 ε− 2ω)
−2√2mεq cos θ + 2mε+ q2
]
,
Im ΠR(ω,q) = Im ΠR(−ω,q) . (3.4)
5To take the zero temperature limit, we perform a Sommerfeld expansion in large 1/T . The leading
order term is then given by:
Im ΠR(ω,q) =3 Θ
(
|ω| − q
2
4m
)
sgn(ω)
8m3/2
√
4 |ω| − q2m −
2(q2−2m |ω|)2 ln
 q
√
4 |ω|− q2m +2
√
m |ω|
2
√
m |ω|−q
√
4 |ω|− q2m

q |ω|
32pi
, (3.5)
for T ∼ 0. Using the variable z˜ = mz
q2
, we can express the above as:
Im ΠR(z,q) =
3mq sgn(z) f1(
mz
q2
)
32pi
,
f1(z˜) = Θ
(
|z| − 1
4
)8√4 |z˜| − 1− (2 |z˜| − 1)2|z˜| ln

(
2 |z˜|+√4 |z˜| − 1)2(√
4 |z˜| − 1− 2 |z˜|
)2

 . (3.6)
We can now evaluate Re ΠR(ω,q) by using Kramers-Kronig relations. Using the fact that Im ΠR(z <
0,q) = Im ΠR(z ≥ 0,q), we get:
Re ΠR(ω ≥ 0,q) =
∫ ∞
1/4
dz Im ΠR(z ≥ 0,q)
(
1
z − ω −
1
z + ω
)
,
Re ΠR(ω,q) =− Re ΠR(−ω,q) . (3.7)
After performing some cumbersome calculations, we finally obtain:
Re ΠR(ω ≥ 0,q) =

3mq f2
(
mω
q2
)
8 for ω <
q2
4m
3mq f3
(
mω
q2
)
8 for ω ≥ q
2
4m
, (3.8)
where
f2(ω˜) =
(1− 2 ω˜)2 cot−1
(
2 ω˜√
1−4 ω˜
)
− 2 ω˜ (√4 ω˜ + 1 +√1− 4 ω˜ − 4pi)− 2 (2 ω˜ + 1)2 tan−1 (√4 ω˜ + 1)
ω˜
,
f3(ω˜) =
(2 ω˜ + 1)2
[
pi − 2 tan−1 (√4 ω˜ + 1)]− 2 ω˜√4 ω˜ + 1
ω˜
. (3.9)
Ref. 11 found that the polarization bubble (1) evaluates to zero for zero momentum, and (2) is of the
form m˜ q for |ω|  q (where m˜ is of the order of m). Our results are thus consistent with their studies,
since Re ΠR(ω ≥ 0,q)
∣∣∣
ωq
' 32 (pi − 2)mq.
The final expressions tell us that Re ΠR(ω ≥ 0,q) > 0 for all ω, and hence we do not expect to find a
zero temperature plasmon. This was to be expected because the Fermi surface in this case is just a point.
The process of creation of particle-hole pairs involves incoherent excitations of electrons from the lower
to the upper band. However, there is no phase space for intraband excitations at zero temperature due
to the Pauli principle.
6B. Generic temperature
Since we did not find a plasmon mode at T = 0, let us check if it can appear at a finite temperature,
which is anyway the realistic scenario in experiments. For finite T , we expect to see a crossover in the
behavior of the polarization function, because a nonzero T will effectively act as a nonzero chemical
potential. This results in a nonvanishing DOS, making intraband excitations possible. These excitaions
dominate the infrared behavior of the polarization function and their collective modes can give rise to
long-lived plasmons.
The finite temperature calculation of the polarization bubble is very non-trivial and a full analytical
expression is not possible to derive. We will instead try various tricks to simply the integrals and evaluate
them in some discrete regimes. To evaluate the integrals of Eq. (3.1) at a generic temperature, we use
the elliptic coordinates defined as:
p =
q (ξ + η)
2
, |p− q| = q (ξ + η)
2
, cos θ =
1 + η ξ
η + ξ
, (3.10)
1 with 1 ≤ ξ ≤ 2 Λq , −1 ≤ η ≤ 1 and 0 ≤ φ ≤ 2pi. This gives us:
Re ΠR(ω,q) = tR1 + t
R
2 ,
tR1 =
2mQ
√
mT
pi2
∫ 1
−1
dη
∫ 2 Λ
q
1
dξ
η ξ
[
3 + η4 − 3 ξ2 + ξ4 + η2 (ξ2 − 3)] [tanh[Q2(η−ξ)22 ]− tanh(Q2(η+ξ)22 )]
(ξ2 − η2)
(
β˜2 − 4 η2 ξ2
) ,
(3.11)
tR2 = −
3mQ
√
mT
pi2
∫ 1
−1
dη
∫ 2 Λ
q
1
dξ
(
1− η2) (ξ2 − 1) (η2 + ξ2) [tanh[Q2(η−ξ)22 ] + tanh(Q2(η+ξ)22 )]
(ξ2 − η2)
(
β˜2 − 4 η2 ξ2
) ,
(3.12)
and
Im ΠR(ω,q) = tI1 + t
I
2 ,
tI1 =
mQ
√
mT
pi
∫ 2 Λ
q
1
dξ
[
β˜4 + 4 β˜2ξ2 (ξ2 − 3) + 16 ξ4 (3− 3 ξ2 + ξ4)] sinh(Q2 β˜2 )
ξ3
(
4 ξ4 − β˜2
) [
cosh
(
Q2 β˜
2
)
+ cosh
(
Q2 β˜2
8 ξ2
+ Q
2 ξ2
2
)] Θ(4 ξ2 − β˜2) , (3.13)
tI2 = −
12mQ
√
mT
pi
∫ 1
0
dη
(
1− |β˜|+ η2
) (
1− η2) sinh(Q2 β˜2 )(
|β˜| − 2 η2
)√
|β˜| − η2
[
cosh
(
Q2 β˜
2
)
+ cosh
(
Q2 η
√
|β˜| − η2
)] Θ(β˜2 − 1− η2) ,
(3.14)
1 This implies that px =
q
√
(1−η2) (ξ2−1)
2
cosφ , py =
q
√
(1−η2) (ξ2−1)
2
sinφ , pz =
q (1+η ξ)
2
, and hence the integral measure
is:
∫
d3p→ ∫ q3 (ξ2−η2)
8
dξ dη dφ
[
the Jacobian is
q3 (ξ2−η2)
8
]
.
7where we have written the expressions in terms of the dimensionless variables Q = q
2
√
mT
, Ω = ωT , β˜ =
Ω
Q2
.
Performing the integrals analytically is very difficult. We state the approximate results in some limiting
cases:
Re ΠR(ω, q) =

0.2m
√
mT for Q 1 and |Ω|  Q2 ,
−Q
2 m
√
mT(0.389348Q2+0.547416 Ω2)
Ω4
= −
q2 T 3/2
(
0.136854m+ 0.0243343 q
2 T
ω2
)
√
mω2
for Q 1 and |Ω|  1
and |Ω| > Q ,
−Q
2m
√
mT [270(piΩ3/2+4QΩ)−401]
135pi2 Ω2
=
q2[
√
m(401T 3/2−270pi ω3/2)−540 q ω]
540pi2 ω2
for Q 1 and |Ω|  1 ,
Qm
√
mT (3pi−6)
2pi =
mq (3pi−6)
4pi for Q 1 and |Ω|  Q2 ( which implies β˜  1) ,
16Q2m
√
mT
3pi2
√
|Ω| =
4
√
mq2
3pi2
√
|ω| for Q 1 and |Ω|  Q
2 ( which implies β˜  1) ,
(3.15)
and
Im ΠR(ω, q) =

Ωm
√
mT [Q2(0.95493 lnQ−0.151526)+0.463015]
Q =
0.92603mω
[
q2
(
0.515604 ln
(
q
2
√
mT
)
−0.0818151
)
+mT
]
q T
for Q 1 and |Ω|  Q2 ,
8Q2 m
√
mT tanh(Ω/4)
pi
√
|Ω| =
2
√
mq2 tanh( ω4T )
pi
√
|ω| for Q 1 and |Ω|  1 and |Ω| > Q ,
8Q2 sgn(Ω)m
√
mT
pi
√
|Ω| =
2
√
mq2 sgn(ω)
pi
√
|ω| for Q 1 and |Ω|  1 ,
0 for Q 1 and |Ω|  Q2 ( which implies β˜  1) ,
0 for Q 1 and |Ω|  Q2 ( which implies β˜  1) .
(3.16)
Appendix A outlines the strategy employed to obtain the above expressions. In Figs. 2 and 3, we have
plotted ΠR(ω, q) in some of these regions, and compared our analytically expressions with the actual
integrals computed numerically.
Since Re ΠR(ω, q) < 0 in the range where Q  1 and |Ω|  Q2, we might expect to find a thermal
plasmon when these conditions are satisfied. For |Ω| > 1, we find that Im ΠR(ω, q) is of the same order,
and does not allow the pole to appear. However, for |Ω| < 1, the imaginary part is smaller/subleading.
This will be explained in more details in the following section. We also note that:
ΠR
(
0,
q
2
√
mT
 1
)
' 0.2m
√
mT . (3.17)
IV. COULOMB INTERACTION
Having obtained the results for polarization bubble in various regimes, we are now in a position to
calculate the inelastic scattering rate due to Coulomb interactions. The nonzero scattering rate should
result from the imaginary part of interactions. Since the bare Coulomb interaction is real, we therefore
8(a) (b)
(c) (d)
(e) (f)
FIG. 2. In these plots, we have compared our analytical approximations of Re ΠR(ω, q) to the numerical results for
various regimes. We have set m = T = 1.
need to take into account screening effects, for example, within the RPA. We assume that the effective
interaction V R(ω, q) is given by the RPA series:
V R(ω, q) =
V0(q)
1 + V0(q)Nf ΠR(ω, q)
, (4.1)
as shown in Fig. 4(a). This is true in the large Nf limit [15]. Here, Π
R(ω, q) is the polarization bubble at
one-loop (computed earlier), and V0(q) =
α
q2
≡ 4pi e2
ε q2
is the bare Coulomb interaction in a material with
9(a) (b)
(c) (d)
(e) (f)
FIG. 3. In these plots, we have compared our analytical approximations of Im ΠR(ω, q) to the numerical results for
various regimes. We have set m = T = 1. In (c) and (d), analytical and numerical points completely overlap on
one another. In the last two plots ((e) and (f)), the value of Im ΠR(ω, q) is zero for all practical purposes, and in
this region we have used zero in our analytical expressions (not shown on these two graphs).
a dielectric constant ε (e is the electron charge). The quantity e
2
ε is usually referred to as the effective
fine structure constant. Plasmons emerge at frequencies ω where there are poles in the effective Coulomb
potential (or zeros of the dielectric function E(ω, q) ≡ ε [1 + V0(q)Nf ΠR(ω, q)]).
10
(a)
(b) (c)
FIG. 4. The propagator for the effective Coulomb interaction V (ω,q), denoted by the zigzag line. The wavy line
corresponds to the propagator of the bare Coulomb interaction, V0(q). (b) One-loop fermion self-energy. (c) The
two-loop perturbative contribution to the fermion self-energy. This non-RPA second-order diagram can be neglected
within the 1/Nf expansion.
In the static limit of ω = 0 and low momenta, we have:
V R(0,q) =
V0(q)
1 + V0(q)Nf ΠR(0, Q 1) '
α
q2 + 0.2m
√
mT αNf
, (4.2)
such that the Thomas-Fermi wave-vector is given by q2TF ' 0.2
√
m3 T αNf , which sets the size of the
screening cloud. This implies that the thermally induced screening length is given by:
`scr ≡ 1
qTF
' 2.2√√
m3 T αNf
. (4.3)
A. Plasmon pole
We can think of the effective interaction V R(ω,q) as the photon propagator in the medium, such
that its pole, if any, gives us the dispersion of the collective photon-electron excitations, which are the
plasmons. Eq. (3.8) shows that the zero-temperature limit does not allow for the existence of any plasmon.
However, for the generic temperature case, from Eq. (3.15), we find that Re ΠR(Ω, Q) is negative in
the regions satisfying Q  1 and |Ω|  1, creating the possibility for the effective photon propagator
to have a pole. The dispersion of this possible plasmon at low momenta is given by the solution of[
1 + V0(q)Nf Π
R(ω, q)
∣∣
Q1
]
= 0. Since the dielectric function is complex-valued, it follows that for a
real wavevector, the roots themselves are at complex frequencies, which just tells us that the collective
excitations will have a finite decay due to Landau damping. The real part of the root is proportional to
the energy of the plasmon, and the imaginary part gives its decay rate.
For the case of |Ω|  1, we find the solution:
√
ω =
(
1
2 − 2 i
)√
mαNf
pi
, (4.4)
11
for ω ≥ 0. This gives the result ω = −(
15
4
+2 i)mα2 N2f
pi2
, which is clearly inadmissible. However, for the case
of |Ω|  1, we find the solution:
ω = ωpl +
0.240327 q2 T 1/4
m5/4
√
αNf
− i γ , ωpl = 0.369938
(
mT 3
)1/4 √
αNf ,
γ =
0.21511m1/4
√
αNf ω
5/2
pl
T 7/4
= 0.0179054m7/8 T 1/8 (αNf )
7/4 , (4.5)
where ωpl is the plasma frequency and γ is the decay/damping rate. Hence we conclude that there exists
a plasmon pole in this nonzero temperature case. For the plasmon to be long-lived, we need γ  ωpl,
which is possible if α2N2f m < 127.126T .
B. Inelastic scattering rate
For computing the scattering rate due to inelastic electron-electron collisions, we need to first calculate
the imaginary part of the electron self-energy due to Coulomb interaction. At the one-loop order, it is
given by the diagram shown in Fig. 4(b), and its analytical expression reads as [27]:
Im ΣR(ε,k) = − 1
(2pi)4
∫
d3q
∫
dωG′′(ε− ω,k− q)V ′′(ω,q)
[
coth
( ω
2T
)
+ tanh
(
ε− ω
2T
)]
, (4.6)
where V ′′ = V
R−V A
2 i . We assume that the effective interaction V (ω, q) is given by the RPA series, as
discussed in Eq. (4.1).
We note that the self-energy is a matrix in the space of the Γ-matrices, and can be parametrized as
ΣR(ε,k) = ΣRs I + Σ
R
v dk · Γ, where we have denoted the part multiplying the identity matrix as ΣRs and
the rest as ΣRv . Since the scattering rate involves only Σ
R
s , we can simplify our calculations by replacing
G′′(ε,p) with pi[δ(ε−dp)+δ(ε+dp)]2 . This leads to:
Im ΣRs (ε,k) =
1
4
∑
j=±
∫
d3q
(2pi)3
ImV R(ωj , q)
[
coth
( ω
2T
)
+ tanh
(
ε− ω
2T
)]
= − 1
16pi2
∑
j=±
∫ 1
−1
dt
∫ Λ
0
dq q2Nf V
2
0 (q) Im Π
R(ωi, q)
[
coth
( ωj
2T
)
+ tanh
(
ε−ωj
2T
)]
[1 +Nf V0(q) Re ΠR(ωj , q)]
2 + [Nf V0(q) Im ΠR(ωj , q)]
2 , (4.7)
with ωj ≡ ε + j (k−q)
2
2m = ε + j
k2+q2−2 k q t
2m (j = ±), t = cos θkq, and θkq denoting the angle between
vectors k and q. In terms of the dimensionless variables Q = q
2
√
mT
, y = k
2
√
mT
, Ωj =
ωj
T = x +
2 j
(
y2 +Q2 − 2 y Q t) , x = εT , the self-energy takes the form:
Im ΣRs (xT, 2
√
mT y) = −(mT )
3/2
128pi2
∑
j=±
∫ Λ˜= Λ
2
√
mT
0
dQQ2Nf V
2
0 (q) Im Π
R(ωi, q)
[
coth
(
Ωj
2
)
+ tanh
(
x−Ωj
2
)]
[1 +Nf V0(q) Re ΠR(ωj , q)]
2 + [Nf V0(q) Im ΠR(ωj , q)]
2 .
(4.8)
12
(a) (b)
FIG. 5. Inelastic scattering rates for the QBCP show sharp peaks, indicating the existence of plasmons. The
frequency (energy) ε at the location of the peak gives the the plasmon frequency ωpl. The decay rate of the plasmon
excitation is proportional to the width of the peak, which means that a sharp peak gives a long-lived plasmon. (a)
For (m = 1, T = 1, α = 0.1, Nf = 1), the plasmon peak is seen around
√
ε
2T ' 0.17. (b) Plasmon peaks seen for
some other different values of the parameters.
FIG. 6. Inelastic scattering rate of the QBCP for (m = 100, T = 0.1, α = 0.1, Nf = 10) shows a shallow bump,
indicating that the emergent plasmon peak is very wide, and hence short-lived.
The inelastic scattering rate, defined in the spirit of the conventional Fermi-liquid (FL), is given by:
1
τ(ε)
= −2 Im ΣRs (ε,
√
|ε|/2 kˆ) , (4.9)
where it implies that we are computing Im ΣRs (xT, 2
√
mT y) on mass-shell, or in other words, at |x| =
2 y2. Then, we have the simplified expressions: Ω+ =
ω+
T = 4 y
2 + 2Q (Q− 2 y t) and Ω− = ω−T =
2Q (2 y t−Q). The particle-hole symmetry of the system ensures that τ(ε) = τ(−ε), and therefore, we
henceforth consider only the case of ε ≥ 0.
Let us discuss the form of the integrand for the on-shell case. Since Im ΠR(Ω,Q)
∣∣
Q1 ' 0, the fourth
and fifth regions of Eq. (3.15) and Eq. (3.16) give zero contributions to the integrand. We find that
|Ω+| ≥ Q2 is always true. Hence, for j = +, we only need to use the expressions of Eq. (3.15) and
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Eq. (3.16) for the second and third regions. Using these approximate expressions, we perform the integral
in Eq. (4.8) numerically to analyze the variation of τ(ε) as a function of the energy ε. For the parameter
values of (m = 1, T = 1, α = 0.1, Nf = 1), Fig. 5(a) illustrates the behavior of τ(ε). We notice a
pronounced peak around y =
√
ωpl
4T ' 0.17, as expected, since for this value of y, ω+ ' ωpl (in the
integration region of Q  1 and Q  |Ω+|). Similar sharp peak was also found in the computation of
inelastic scattering rate of 3d Dirac/Weyl semimetals [28, 29], which have linear band crossing points.
Fig. 5(b) shows the behavior of τ(ε) as a function of
√
ε
2T for various values of the parameters. We have
used Nf = 1 in several cases, because the thermally induced screening of the interaction for T > 0, is
expected to restore the validity of the RPA for small enough q even for Nf ∼ 1. Lastly, Fig. 6 shows the
scattering rate for (m = 100, T = 0.1, α = 0.1, Nf = 10), for which the plasmon is not long-lived, as can
be understood from the discussion below Eq. (4.5).
V. ANALYSIS AND DISCUSSION
We have analyzed the effect of Coulomb interactions on the 3d QBCP within the RPA, valid for large
Nf . We have found that for the case of Fermi level lying at the QBCP, although plasmons do not exist
at T = 0, they can emerge at a finite temperature. Their decay rate depends on the values of T , effective
electron mass and effective fine-structure constant, and the number of fermion flavors. We also note
that the dispersion of the plasmons is quadratic in momentum, similar to the behavior expected in 3d
Dirac/Weyl semimetals [29]. The non-existence of plasmons at T = 0 is due to the vanishing of density
of states at the quadratic band touching point. However, as we go to nonzero temperatures, electron-hole
pairs can be excited due to thermal effects, creating the possibility of the emergence of thermal plasmons.
The QBCP inelastic scattering rate, as a function of energy, shows a sharp peak due to the existence of
the thermal plasmons. Hence, the signature of the QBCP thermal plasmons can be probed in experiments
measuring transport or spectral properties. In future works, one can study the case of disordered QBCP
semimetals at finite temperatures, and also the scenarios when the fully isotropic Luttinger semimetal is
reduced to the ones with cubic or lower symmetry. A further generalization to be explored will be the
case of unequal electron and hole masses [7], such that the conduction and valence bands have different
curvatures.
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Appendix A: Steps for calculating the integrals at nonzero temperatures
The integrals in Eq. (3.11)–(3.14) are quite involved and it is a tedious job to calculate the correspond-
ing analytical solutions. Nevertheless, we obtained the approximate expressions in certain ranges of the
variables Q and Ω.
Let us first describe the strategy employed for computing Re ΠR(ω,q). In the Q ≡ |Q|  1 limits, we
divided the integration range over ξ into two regions: (1, 1/Q) and (1/Q, 2 Λ
q2
), assuming 2 Λ
q2
> 1/Q. In
the region ξ ∈ (1, 1/Q), we expanded the expressions involving hyperbolic tangents in small Q2. In the
region ξ ∈ (1/Q, 2 Λ
q2
), we used the asymptotic expansion of the hyperbolic tangents:
tanh (x/2) =
(
1− e−x) (1− e−x + e−2x − e−3x + . . .) , for x→∞ . (A1)
In the Q 1 limits, we only need to use the asymptotic expression of Eq. (A1) for the terms involving
hyperbolic tangents. This gave zero answer for Eq. (3.11) to leading order. The dominant contribution
was obtained from Eq. (3.12).
Computation of Im ΠR(ω,q) was significantly less complicated, as it involved only one integration
(either over ξ or η). For |Ω|  1, we expanded sinh (|Ω|/2) and cosh (|Ω|/2) in small |Ω|. For |Ω|  1,
we expanded sinh (|Ω|/2) and cosh (|Ω|/2) as e|Ω|/22 to leading order. The expressions cosh
(
Q2 β˜2
8 ξ2
+ Q
2 ξ2
2
)
and cosh
(
Q2 η
√
|β˜| − η2
)
were also approximated in a similar way, depending on the values of Q and
|Ω|.
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