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A SQUARED-VARIABLE TRANSFORMATION APPROACH TO 
NONLINEAR PROGRAMMING OPTIMALITY CONDITIONS* 
James G. Taylort 
Naval Postgraduate School 
Monterey, Calgornia 
ABSTRACT 
We show that the well-known necessary and sufficient conditions for a relative maximum 
of a nonlinear differentiable objective function with nonnegative variables constrained by 
nonlinear differentiable inequalities may be derived using the classical theory of equality- 
constrained optimization problems with unrestricted variables. To do this we transform the 
original inequality-constrained problem to an equivalent equality-constrained problem by 
means of a well-known squared-variable transformation. Our major result is to show that 
second order conditions must be used to obtain the Kuhn-Tucker conditions by this approach. 
Our nonlinear propaniming results are motivated by the development of some well-known 
linear programming results by this apprqach. 
1. INTRODU~TION 
We do not claim to derive any new results in this paper, and we do not claim to use any new 
methods. However, we do present an elementary derivation of the Kuhn-Tucker [32] conditions as 
an extension of well-known results from classical equality Constrained optimization theory (see [l]). 
We show that the well-known “squared-variable transformation” approach to mathematical program- 
ming problems of creating an equivalent equality constrained problem with unrestricted variables 
only yields the Kuhn-Tucker conditions when second order [27], [34] conditions are also considered. 
This apparently has never been noted in the literature previously, although (as Dantzig noted in 1956 
[18]) most people who have considered problems involving inequalities have been over this ground 
The crucial point is, however, that they all have stopped just short of our present development. 
Since the appearance of the papers by John [28] and Kuhn and Tucker [32], there have appeared 
a number of alternate derivations of necessary (and sometimes sufficient) conditions of optimality for 
inequality constrained optimization problems by Dorn [20], Wilde [41], [42], Bernholtz [7], Hadley (see 
pp. 190-194 in [26D, King [29], and others. These particular papers have developed their results by 
using more “elementary” arguments, not involving Farkas’ Lemma 1211 of the theory of linear in- 
equalities (see also [28], [35], [36]). Besides their generalization of the notion of Lagrange multipliers 
(see also [39]) to constrained optimization problems with inequality constraints, Kuhn and Tucker also 
extensively discussed the saddle-point property of Lagrangian functions (see also [36]), first observed 
by Courant and Hilbert (see pp. 231-233 of [16]) and used by the latter as motivation for the concept 
of equivalent variational problems in the calculus of variations (as developed by C. Carathkodory (see 
It is well-known [15], [25], [30] that a certain portion of the necessary conditions may be obtained 
~ 3 1 ) ) .  
*Adapted from a paper presented at the Fall Meeting of the Western Section, ORSA on 21 Oct. 1970 at Los Angeles. 
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by use of a squared variable technique, but that this result is not, in itself, particularly useful (see 
also 1121, [14], [18] and [31]). Klein’s approach [30] to create an equivalent equality constrained prob- 
lem was motivated by Valentine’s work [a] in the calculus of variations. In this latter field the approach 
has proven to be very useful (see [4], [5], [6] and references contained therein). We show here that 
additional results can be readily obtained in nonlinear programming when the well-known second 
order conditions for equality constrained problems (see pp. 115-116 of [27], pp. 191-195 of [13], [lo], 
pp. 122-136 of [22], pp. 37-53 of [25], pp. 52-56 of [33]) are considered. However, as is well-known, 
we must make certain assumptions which qualify the problem under consideration, and we discuss 
the constraint qualification that we employ in the next section. 
2. THE NORMALITY ASSUMPTION 
Our approach is to convert an optimization problem with inequalities and nonnegative variables 
to an equivalent equality-contrained problem with unrestricted variables by means of the well-known 
“equared-variable transformation.” We then apply the classical Lagrange multiplier theorem to 
determine the etationary points of this equivalent problem and further examine these with second 
order conditions. The usual assumption made in order that the Lagrange multiplier method yield 
necessary conditions for an extremum is that the Jacobian matrix of the constraints has full row rank 
at a locally optimal point [2]. Gould and Tolle have recently shown that a much weaker assumption 
is possible in this classical case [24]; theirs is, in fact, the weakest assumption possible. 
Let us denote the set of points satisfying the constraints of the optimization problem by S .  We 
e h d  refer to a point zrS as a normal point of S if the constraint gradients are linearly independent 
at z. Following Bliss (see pp. 210-213 of [8]), we shall refer to a point which is not normal as “abnormal.” 
We henceforth assume in this paper that all local optima occur at normal points. It is well known that 
this normality assumption is stronger than the constraint qualification used by Kuhn and Tucker 
[3], [24]. It ie also well known that the Lagrange multipliers are not unique in the abnormal case (see 
67-68 of [26]). 
The reader should note, however, that we make the normality assumption for the equivalent 
equality-constrained problem with squared variables. For the original inequality-constrained problem, 
this ie equivalent to assuming that the gradients of those constraints which are binding at the point 
in question are linearly independent and that the problem is “nondegenerate” (in the sense that its 
solution contain8 at least as many nonzero variables as there are binding constraints at the point in 
queetion). For example, consider a linear programming problem. It may be shown that a degenerate 
optimal solution to a linear program is necessary and sufficient for an optimal point of the correspond- 
ing squared-variable problem to be “abnormal” when all the constraints of the original problem are 
linearly independent. Hence, our present development is inadequate in this instance. A similar remark 
applies in the nonlinear case. 
3. THE SPECIAL CASE OF LINEAR PROGRAMMING 
We originally discovered our results in attempting a calculus approach to linear programming, 
although these methods are, of course, more general. It seems appropriate to consider this special 
case separately, since it motivates our later developments and certain arguments to be used later 
are simpler. Also, the development of linear programming results via the squared-variable transfor- 
mation approach does not appear to be adequately discussed in the literature. One of the more thor- 
ough developments is by Charnes and Cooper (see pp. 662-667 of [15]). However, because they do 
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not consider second order conditions, they conclude that (p. 666 of [15]) “all this classical analysis 
has achieved is to lead us back to the beginning of linear-programming methods.” G. Dantzig (see 
pp. 140-144 of [19]) incorrect1.y developed some linear programming results by classical Lagrange 
multiplier methods (after applying a squared-variable transformation), since he did not recognize that 
the bordered Hessian condition (or its equivalent) must be employed for sufficiency if one maintains 
the Lagrangian approach. 
After an initial version of this present paper had been written, the paper of Taha and Curry [38] 
appeared. These authors used iin approach that is slightly different from the one employed here and, 
moreover, their basic results contain certain gaps as noted elsewhere [37]. In particular, they made 
the normality assumption for ;in equivalent squared-variable problem, but failed to note that this 
assumption is not satisfied when the original linear program has a degenerate optimal solution. We 
have attempted to discuss such points more thoroughly in the present development. 
We consider* 
subject to 
2 agj S bi for i = l ,  . . ., m 
j= I 
x 2 0. 
An equivalent problem is 
n 
maximize 2 ciu:, 
f - I  
subject to 
The Lagrangian, 2 ( u ,  s, A ) ,  is given by 
n m c n  1 
We assume that the maximum to (LPE) does not occur at an “abnormal” point. In this case, necessary 
conditions for a maximum are given by 
*The notation x 3 0 denotes that each component of the vector z is greater than or equal to zero, i.e., xi 0 for 1, . . .,n. 
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(3) g = O = - (  2 ac&+s:-bi for i = l ,  . . ., m. a hi k= 1 
A point P * =  (u*, s* ,  A * ) ,  having2m+ n components, at which the above 2 m +  n necessary conditions 
are satisfied is called a stationary point. It may be shown (see p. 666 of [15]) than an extreme point of 
the feasible region is a stationary point. 
As noted above (also see pp. 152-156 of [2] or pp. 96-100 of [27]) the conditions (1)-(3) are only 
necessary at a normal point of (LPE) where at least one Jacobian of the m constraints with respect to 
m of the m + R variables does not vanish. Let us consider the mth order Jacobian with respect to the 
variables ul, . . ., um-r and Sm-r+ir  . . ., sm. Then the Jacobian of interest for the equivalent problem 
a(;.,, . . ., Cr,,,) 
, may be shown to be given by 
(LPE)3J= a(u, ,  . . ., s,,,) 
where the first (m- r )  constraints of (LP) have been assumed to be linearly independent. The index r 
denotes the number of nonbinding constraints, i.e., the corresponding slack variables are all nonzero, 
so that when all constraints are binding, then r= 0. Considering (4). we see that in order for P* to be a 
normal point of (LPE) at least nt of the u*’s and s*’s must be nonzero. Hence, a linear program (LP) 
with a degenerate optimal solution implies that the equivalent problem (LPE) has a maximum at an 
“abnormal” point. It may also be shown that the converse is true. 
A sufficient condition for a maximum to the  above problem is that all roots of a certain polynomial 
be negative (see pp. 115-1 16 of [27]). It is convenient to relabel the variables u1, . . . , u,,. s1, . . . , sm 
as yl, . . ., y,,, y,,+l. . . ., y,,+,,,. In this notation we have 
for i = j = r i + l .  . . ., n + m ,  




2 uj nij 
2~j-nh~j-n 
for i = l ,  . . .. m and j = l ,  . . ., n, 
for i = l ,  . . ., m and j = n + l ,  . . ., n + m ,  
gij= agr= 1 
aYJ 
where S, is equal to one for i = j  and zero otherwise. For a sufficient condition we consider the following 
determinantal equation 
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= 0. 
Let us denote Equation (5) as P(e )=O,  where P ( e )  is an nth degree polynomial in e. The sufficient 
condition that an isolated local maximum occur at a stationary point P*= (u* ,  s*, A*) is that at this 
point all n roots of P ( e )  = O  are negative. 
We now show how the above classical theory readily yields the well known necessary and sufficient 
conditions for a maximum to (LP) in the nondegenerate case. We consider necessity first. Considering 
the derivation of the bordered Hessian condition, it is easily seen (see also Theorem 4 on pp. 615-646 
of [a]) that in order for a local maximum to occur at a normal point, it is necessary that P* be a 
stationary point and that all roots of P ( e )  = O  be nonpositive. 
From the necessary condition (2), we have that when Ai f 0, then si= 0 so that in (5) all entries 
in the (n + i) th column are zero except for the term (- 2Ai - e). Hence 
P ( e ) =  ( - 2 X i - e ) P l ( e ) = O ,  
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m 
j - 1  
and A; 3 0. Considering the necessary condition (l), we have that if c;- x Ajaji # 0, then ui=O so that 
a similar ar,ument yields that 
Thus, we have obtained the well-known necessary conditions for a nondegenerate maximal solution 
to (LP) 
where 51 and t ;  are slack variables to the primal and dual problems, respectively, and x is a column 
vector. 
The sufficient condition that a normal point, which is also a stationary point satisfying (1)-(3), be 
a local isolated maximum to (LPE) is that all n roots of P ( e )  =O be negative. For a point to be normal, 
satisfy (1)-(3) and this sufficiency condition, it is easily shown that it is sufficient that there are exactly 
rn nonzero u*'s and s*'s, precisely one term of any complementary slackness relationship (1) or (2) is 
zero, and (6) holds. We show below that for the isolated maximum sufficiency condition to be satisfied 
at a normal point, it is necessary that there are precisely m variables nonzero. Consider the case when 
~ 1 ,  . . ., um-r and S m - r + l ,  . . ., sm as determined by (1)-(3) are nonzero. Then, it may be shown that 
(5) is given by 
(7) 
= 0, 
where the first ( m - r )  constraints of (LP) have been assumed to be linearly independent, and we 
have made use of some properties of bordered determinants (see pp. 26-30 of [9] or pp. 17-18 and 
pp. 29-30 of [lll). Hence, the existence of exactly rn non-zero u*'s and s*'s satisfying (1)-(3) and (6) 
such that A: > 0 if s: = 0 and 2 A;a;j > c; if x: = u,? = 0 is sufficient for an isolated local maximum, 
which is also seen to be global, since we have a concave objective function subject to convex con- 
straints (see p. 93 of [26]). 
We note that the above classical sufficient condition for an isolated maximum is not satisfied when 
5 A:uji = c; corresponding to u,? = 0, since then P ( e )  = O  has a zero root. This happens whea there 
m 
j =  I 
j'l 
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are alternate optima to (LY), and we examine the second order conditions for (LPE) at an extreme 
point of the feasible region where the maximum occurs. However, as  Taha and Curry have pointed 
out [38], in the special case of a quadratic objective function and quadratic constraints (such as (LPE)), 
it is sufficient for a (not necessarily isolated) maximum to occur at  a stationary point of (LPE) that all 
n roots of P(e )=O be nonpositive (i.e-, either zero or negative). 
We now consider further the case when there are alternate optima to (LP). Let us focus on the case 
when a non-extreme point sat.isfies (1)-(3). Then we have a stationary point P* with more than m 
nonzero u*’s and s*’s (for simplicity assume that all constraints are binding). Let u:, . . ., u:+, be 
nonzero. It may be shown that (5) becomes 
1 fi ( L z - e ) .  fi (-2A:-e) - ( -l)rer ( - )  22,. m f=m+r+l . r= 1 
( k= fi I u 4 7 = 0 ,  
where additional properties of bordered determinants have been used (see p. 37 of [ll]). Hence, it is 
sufficient for a nonisolated maximum to occur at a stationary point of (LPE) that Aj*ufi 3 C{ for 
i= m+ r+ 1, . . ., n and A,? 3 0 for i = 1, . . ., m. We observe that by (8) e=O is a root of multiplicity 
r of P(e)=O.  Thus, we have obtained the well-known result that conditions (6) are necessary and 
sufficient for a nondegenerate maximal solution to (LP). 
Moreover, we now show that in order for the second order sufficiency condition for an isolated 
maximum to be satisfied at a normal point, then it is necessary that there are precisely m nonzero 
u*’s and s*’s satisfying (1)-(3). Above, we have just shown that more than m nonzero variables at a 
stationary point leads to e=O being one of the n roots of P ( e )  = O  so that the sufficient condition for an 
isolated maximum is not satisfied. If there are less than m nonzero variables at a stationary point of 
(LPE), then the point is not normal by (4). 
It also seems appropriate to note that the classical Lagrange multiplier approach applied to an 
equivalent equality constrained problem yields more than conditions (6), since these have implicitly 
in them the well-known linear programming result that a sufficient condition for a basic feasible solution 
to be a maximal feasible solution is that zj -cj L 0 (see p. 61 of [23]). To avoid notational difficulties we 
recast the basic problem in II slightly different form: we let all the constraints of (LP) be equalities, 
thus incorporating the s’s into the u’s to have m + n u’s in (LPE). 
By similar application of our classical approach, it readily follows that necessary conditions for a 
maximum at a ndrmal point z: = u? of (LPE) is that 
m 
1= 1 
Ax*= b ATA* 3 c 
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z * a o  
xi*[  gajiAj*--ci =O for i = l ,  . . ., m + n .  
j = l  I (9) 
Following previous arguments, it is easily shown that the above conditions are sufficient for a maximal 
solution, the maximum being isolated when the inequality aj&* - C< > 0 holds for exactly n indices i. 
Let US denote by XB* those m z *'s not equal to zero. Then w e  may delete those columns of A for which 
the corresponding z1*= 0 to obtain 
m 
j =  I 
where B is an m X m nonsingular matrix. Multiplying expressions in (9) by appropriate quantities and 
summing, we obtain 
I 
where (a, b) = arb] is an inner product, and we have made use of the bilinear identity (y, A z )  = 
(Ary, z). Thus, the classical Lagrange multiplier method has yielded that for a nondegenerate maximum 
it is sufficient that for z* satisfying (9) we have 
I = '  
which is the familiar linear programming result. B y  considering elementary properties of linear in- 
equalities, this well-known result is easily established for more general conditions (i.e., for degenerate 
solutions). 
4. A NONLINEAR PROGRAMMING PROBLEM 
We consider 
subject to 
maximize f(a, . . ., xn), 
. ., z.) =SO for i = l ,  . . ., m 
x B 0. ( N W  
We assume that all functions are twice continuously differentiable in all arguments. An equivalent 
problem is 
maximizef(u:, . . .. uz), 
subject to 
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gi(u:, . . ., u ~ ) + s : = O  for i= l ,  . . ., m. 
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(NLPE) 
The Lagrangian, 2 ( u ,  s, A ) ,  is given by 
We assume that all the relative maxima of (NLPE) occur at normal points. In this case, necessary con- 
ditions for a local maximum are given by 
2Arst - = o = -  for i = l ,  . . ., m, a s  
asf (11) 
(12) -O=-gi(u:,  . . ., u:)-s: for i= l ,  . . ., m. a 2  a A i  
-- 
As before, we refer to a point P* = (u* ,  s*, A*), having 2m + n components, at which the above 2m + n 
necessary conditions are satisfied as a stationary point. At a stationary point P* a typical mth order 
Jacobian, one of which must be nonvanishing by the normality assumption, is given by 
In considering second order conditions, it is convenient to relabel the variables u1, . . ., un, 
SI, . . .. s m  as Y I ,  . . ., y n ,  yn+l, . . ., y n + m .  In this notation we have 
-2PSijXi-n for i, j = n +  1, . . ., n+ m, 
otherwise 
and 
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1 2 ~ j - n a i . j - n  for i = I ,  . . ., m and j = n + I ,  . . ., n+m. 
The second order conditions lead us to consider the following determinantal equation 
L22-e . . . L 2 n  
L n 2  . . . L n n - e  
0 . . .  0 
0 . . .  0 
g 1  n g12 . . .  
g 2 2  - - . g 2 n  
g m 2  . . .  g m n  
0 . . .  0 g l n  g 2 n  . . g m n  
- 2 h r - e  . . . 0 2Sl o . . .  0 
0 . . . - 2 h m - e  0 0 . . . 2 s m  
0 0 . . .  0 2Sl’ . . . 0 
0 0 . . .  0 0 . . I  0 
< 
0 . . . 2sm 0 0 . . .  0 
= 0. 
Let us denote Equation (13) as P(e) =0, where P(e) is an nth degree polynomial in e. As before a 
necessary condition that a local maximum occur at a stationary point P*, . :hich is a normal point, is 
that all the n roots of P(e) = O  be nonpositive. A sufficient condition for an isolated local maximum to 
occur at P* is that all the n roots of P ( e )  = O  be negative. 
At a stationary point let us arrange the y’s so that the r y’s corresponding to the r d n x’s which 
are positive appear first and the s y’s corresponding to the s G m nonzero slack variables appear after 
those corresponding to the zero slack variables. From the complementary slackness relationships 
(10) and (11) and an argument similar to that used in the linear programming case, we obtain 
where it may be shown that 
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I L i l -  e ;  L;2 . . .  0 
D ( e ) =  





g;  1 
P;: 1 
, 
g m ~  
Lh2-eh . . . 
. . .  L:, 
0 . . .  
0 . . .  
. . .  g;* 
6 6 2  . . .  
I . . .  Rm2 
e - = - 
4xi 
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1 1  
Rm1 . . .  
I 
Blll2 . . .  
. . .  d n r  
. . .  0 
. . . 2s,n 
. . .  0 
. . .  0 
. . .  0 
f o r i = l , .  . . agi gij == - 
dxj 
, m and j =  1,  . . ., r .  
It may be shown using properties of bordered determinants that D4e) is a polynomial of degree r+s-m 
in e, where r+ s 3 m (so that some mth order Jacobian is nonvanishing). 
The second order necessary condition as applied to (14) and (10)-(12) readily yields the well-known 
necessary (Kuhn-Tucker) conditions for a local maximum of (NLP) (assuming that the corresponding 
point of (NLPE) is normal). 
$ 3 0  f o r i = l ,  . . ., n, 
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AZ20 for k = l ,  . . ., m. 
When there are precisely m nonzero variables (both z’s and slack variables), then (15) plus con- 
sideration of (14) give sufficient conditions for an isolated local maximum (i.e. (15) holds with A: > 0 
whensT=O for i = l , .  . ., nt and 
when x : = O ) .  When r + s  > rn, then (15) plus that all the ( r + s - m )  roots of D ( e ) = O  must be negative 
and consideration of (14) give sufficient conditions for an isolated local maximum. We also note that 
when the objective function is concave and the constraint functions are convex (so that the constraint 
set S = {x lg l  (x) 0 for i = 1, . . . , m} is convex), the above are sufficient conditions for a global maxi- 
mum (see p. 93 of [26]). 
It should also be noted that whenf(x) is concave and all the gi(x)  are convex, then a sufficient 
condition for an isolated relative (global) maximum of f ( x )  at P *  is that (15) holds with A: > 0 when 
af* m ag* 
s : = O  for i = l ,  . . ., m a n d - - x  h f c < O  whenx:=O. 
I= 1 axi 
We assume that either the objective function is strictly concave or at  least one of the binding constraint 
functions is strictly convex. The proof is as follows. Let s be the number of nonbinding constraints. No 
more than ( n - m + s )  of the x*’s can be zero for P* to be a normal point. If exactly ( n - m + s )  z*’s 
are zero, then by a previous argument the second order sufficiency condition is satisfied. If less than 
(n - m + s) of the x*’s are zero, then it may be shown that all the ( r+ s - m) roots of D ( e )  are negative 
(after deletion from P ( e )  of terms corresponding to the (m-s) zeros *’s and the zero u*’s). This follows 
from the convexity assumptions, nonnegativity of the multipliers, and consideration of the derivation of 
the bordered Hessian condition from maximization of a quadratic form with general term Lijdyrdyj for 
all dy’s satisfying differential constraints. If the unconstrained quadratic form is negative definite, then 
adding side conditions will not change this. 
5. DISCUSSION 
We believe that the present derivation of the Kuhn-Tucker conditions is important because it 
shows that the classical theory of equality constrained optimization may be readily extended to linear 
and nonlinear programming. The fact that this extension is possible may generate new interest in 
classical methods. Second order conditions play a central role in our development. Economists are 
quite familiar (see [l], [lo] and [33] and references contained therein) with the classical second order 
conditions (bordered Hessian). 
The approach shown in this paper may be applied to problems with both nonnegative and un- 
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restricted variables and both equality and inequality constraints. For example, the results obtained 
by Dorn I201 (Theorems 1 ,  :I and 3) are readily deducible from consideration of the bordered Hessian 
conditions. 
We did not assume a weaker constraint qualification for reasons of simplicity. Could and Tolle 
[24] have established the weakest possible “first order constraint qualification” (see pp. 643-645 of 
[MI) for the classical equality-constrained problem. Recall that we make the constraint qualification 
assumption for the equivalent equality-constrained problem. If we assumed a weaker constraint 
qualification for this problem, then we would have to analyze what assumption this implies for the 
original inequality-constrained problem. We should also note that a second order constraint qualifica- 
tion is required by the second order necessary condition [XI. Our normality assumption implies that 
this is met. 
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