ABSTRACT. We discuss recent versions of the Brunn-Minkowski inequality in the complex setting, and use it to prove the openness conjecture of Demailly and Kollár.
INTRODUCTION
Let u be a plurisubharmonic function defined in the unit ball, B, of C n . The openness conjecture of Demailly and Kollár ( [9] ) states that the interval of numbers p > 0 such that (1.1) rB e −pu < ∞, for some r > 0, is open. This is quite easy to see in one variable, since the singularities of u are then given quite explicitly by the Green potential of ∆u, but the higher dimensional case is much more subtle. The openness conjecture was first proved in dimension 2 by Favre and Jonsson (see [11] ), and then for all dimensions in [2] . After that, simpler proofs and generalizations to the so called strong openness conjecture (see below), have been given by Guan-Zhou, [13] and Hiep, [15] , see also [20] . The proof of the openness conjecture from [2] was based on positivity properties of certain vector bundles from [4] , that in some ways can be seen as a complex variables generalization of the Brunn-Minkowski theorem. The aim of this survey article is to describe these 'complex Brunn-Minkowski inequalities' and explain how they can be applied in this context. In this we will basically restrict ourselves to the simplest cases and refer to the original articles for complete statements and proofs. It should be stressed that the recent proofs of Guan-Zhou and Hiep are actually simpler than the method to prove the openness conjecture presented here, but we hope that the original proof still has some interest and that the exposition here also may serve as an introduction to how our 'complex Brunn-Minkowski inequalities' can be applied. The method here also gives for free a bound on the exponents p, that can also be obtained in the setting of Guan-Zhou, [14] , but with more work.
In the last section we also give a very brief account of the strong openness conjecture and sketch a conjectural picture how the strong openness theorem might fit into our method.
THE BRUNN-MINKOWSKI THEOREM
The classical Brunn-Minkowski theorem for convex bodies (see e g [12] for a nice account, including history and applications) can be formulated in the following way. An equivalent statement that relies less on the additive structure on R n , and is more suitable for the complex variants that we will describe later is the following. Theorem 2.2. Let A be a convex body in R n+1 and denote by
Then the function t → |A t | 1/n is concave.
The equivalence of these two statements is not hard to see. In order to deduce the first statement from the second we let A be the convex hull in R n+1 of {0} × A 0 ∪ {1} × A 1 , and for the converse it suffices to observe that if A t is defined by (2.2), then
There is yet another version of the theorem that will be useful for us. To prove Theorem 2.1 it actually suffices to prove the seemingly weaker inequality
which of course trivially follows from the concavity. This is because we can rescale the sets and use the homogenity of Lebesgue measure. Therefore we see that Theorems 2.1 and 2.2 are also equivalent to saying that t → log |A t | is concave, since this also implies the min-statement. This is sometimes called the multiplicative form of the Brunn-Minkowski theorem.
One reason why the multiplicative form is often more useful is that it allows a functional version, known as Prékopa's theorem, [23] .
To get the multiplicative version of Theorem 2.2 from Prékopa's theorem one let's φ be the convex function that equals 0 on A and ∞ on the complement of A. (The reader that does not like functions that take infinite values can instead use an appropriate limit of finite functions.) Thenφ(t) = log |A t | so log |A t | is concave.
Both the Brunn-Minkowski and Prékopa theorem have a variety of proofs, often pointing in different directions of generalizations. The proof of Prékopa's theorem that is most relevant for us is the one by Brascamp and Lieb, [7] . Their proof is based on a weighted Poincaré inequality, with weight function e −φ . This weighted Poincaré inequality is actually a real variable version of Hörmander's ( [16] ) L 2 -estimate for the∂-equation, cf [8] . It is therefore natural to ask which, if any, inequalities in the complex domain that correspond to Prékopa's inequality. This question was discussed in [3] , [4] and [5] , and in the next section we will give a very brief account of this.
A COMPLEX VARIANT OF THE BRUNN-MINKOWSKI THEOREM
We shall now describe the simplest version of the results in [4] . Let D be a pseudoconvex domain in C n z and let Ω be a domain in C t . If φ(t, z) is a plurisubharmonic function in D := Ω×D we consider for each fixed t in Ω the Bergman space
equipped with the Bergman norm
If we put an appropriate restriction on the growth of φ, like
for some fixed function ψ and function C(t), then all the Bergman spaces A 2 t = A 2 are the same as sets, but their norms vary with t. They therefore together make up a trivial vector bundle
with an hermitian norm · t . This is thus an hermitian holomorphic vector bundle, and although it has in general infinite rank it has a Chern connection and a curvature, Θ E , as in the finite rank case, see [4] . To understand the meaning of this statement it is not absolutely necessary to resort to the technical definition of curvature and its extension to bundles of infinite rank -although there are explicit formulas for the curvature that are sometimes of interest, see [5] . Recall that for vector bundles of finite rank, the curvature is negative if and only if the logarithm of the norm of any holomorphic section is (pluri)subharmonic. This can be taken as the definition of negative curvature also for bundles of infinite rank, and then we say that a bundle has positive curvature if its dual has negative curvature. For the bundle E above we can e g construct holomorphic sections of its dual in the following way. Let
be a holomorphic map from Ω to D. For each t we then let ξ(t) ∈ E * t be defined as evaluation at
Clearly this defines a holomorphic section of E * . The squared norm of the evaluation functional at a point z for the norm on A 2 t is by definition B t (z), the (diagonal) Bergman kernel for A 2 t at z, so ξ(t) 2 t = B t (f (t)). Hence Theorem 3.1 implies in particular that log B t (f (t)) is subharmonic for any holomorphic map f , so log B t (z),
is plurisubharmonic on Ω × D (see [3] for a more general statement). For line bundles it is also true that the logarithm of a holomorphic nonvanishing section is (pluri)superharmonic if the curvature is positive, but we stress that this does not hold for bundles of higher rank. Thus we have no direct statements about functions like
(with h holomorphic), except in special cases when the rank of the bundle is one. This actually happens in some cases. If D = C n and φ(t, z) grows like (n + 1) log(1 + |z| 2 ) at infinity, then A 2 contains only constants, and we can conclude that
is subharmonic. This is of course in close analogy with Theorem 2.3. On the other hand, if φ does not satisfy such a bound,φ is not necessarily subharmonic, as can be see from the simple example φ(t, z) = |z −t| 2 − |t| 2 = |z| 2 − 2Re tz, cf [18] . Thenφ = c n − |t| 2 is not subharmonic. Theorem 3.1 is the simplest version of what we here call 'complex Brunn-Minkowski' theorems. There are many variants of the setting and the result, the most general involving fibrations of Kähler manifolds, holomorphic n-forms and holomorphic line bundles with positively curved metrics. For our purposes here Theorem 3.1 is enough and we refer to [4] and [5] for proofs and generalizations. Let us just mention here, in order to make a first contact with section 2, that Theorem 3.1 can be proved by computing i∂∂ t h 2 t and applying Hörmander's theorem in a way quite similar to how Brascamp and Lieb proved Prékopa's theorem.
On a formal level, the analogy between Theorem 3.1 and Theorem 2.3 is that we have replaced the convex function in Theorem 2.3 by a plurisubharmonic function, and the constant function 1 in Prékopa's theorem by a holomorphic function h. Although the statement of Theorem 3.1 has nothing to do with volumes of sets, it turns out that it can be seen as a stronger version of Theorem 2.3 and implies Theorem 2.3 as a special case. To see this we shall apply Theorem 3.1 when D and φ have some symmetry properties.
We first look at the case when D and φ(t, ·) are invariant under the natural
Thus we assume that D is invariant under s θ for all real θ and that for each t , φ(t, s θ z) = φ(t, z). First we moreover assume that D is even closed under the maps z → λz, if |λ| ≤ 1. Then D can be written as D = {z; ψ(z) < 0}, for some ψ, plurisubharmonic in all of C n , that is logarithmically homogenous, i e ψ(λz) = ψ(z) + log |λ| if λ is a nonzero complex number. In particular, D is Runge, so the polynomials are dense in A 2 . Hence our Bergman space A 2 splits as a direct sum
where H m is the space of polynomials, and these spaces are orthogonal for all the norms · t . Therefore we also get an orthogonal splitting
of the hermitian vector bundle E. Since E has positive curvature it follows that all the subbundles E m are also positively curved ( see e g [25] for more on this). In particular E 0 is positively curved. The fibers of E 0 consist of polynomials of degree zero, i e constants, so E 0 is a line bundle with the constant function 1 as trivializing section. Since
the positivity of E 0 means that
is superharmonic, which is a(nother) complex version of Prékopa's theorem. It is only the positivity at the level m = 0 that gives Prékopa-like statements, higher degrees give corresponding statements for matrices M = (M α,β )(t) where
where |α| = |β| = m. More precisely, we see that
as a curvature operator. In a similar way, the usual Prékopa theorem follows from Theorem 3.1 when we assume full toric symmetry. We only sketch this and refer to an article by Raufi, [25] where this is explained and used to get a matrixvalued Prékopa theorem. We then assume that both D and φ are invariant under the full torus action z → (e iθ 1 z 1 , ...e iθn z n ).
Then φ depends only on r j = |z j | and is a convex function of log r j , and D = T n × D R where D R is logarithically convex. The orthogonal splitting
where the sum is now over all multiindices α, then gives Prékopa's theorem after a logarithmic change of variables. Here all multiindices α give the same information; the change in α just means that the weight function changes by a linear term. Even in this case of full toric symmetry, Theorem 3.1 is a bit more general than Prékopa's theorem, since we do not need to assume any symmetry in t:
n and independent of the imaginary part of z. Theñ
is subharmonic in Ω. In particular, if Φ is also independent of Im t, thenΦ is convex.
In this sense one can perhaps say that the classical Brunn-Minkowski theorem is the special case of the complex theorem when we have maximal symmetry. In another direction Theorem 3.2 can be seen as a generalization of a well known result of Kiselman, [18] .
Theorem 3.3. (Kiselman) Under the same assumptions as in Theorem 3.2, let
Φ(t) := inf x∈V R Φ(t, x).
ThenΦ is subharmonic.
(This follows from Theorem 3.2 sinceΦ = lim p→∞ (pΦ)/p.)
THE OPENNESS PROBLEM
We now return to the openness problem. We have given a plurisubharmonic function u in the ball, which we assume to be negative and such that
where B is the unit ball. For any s > 0 we let u s = max(u + s, o) = max(u, −s) + s. We also exend this to when s is complex with Re s > 0 by putting u s = u Re s . Then u(s, z) = u s (z) is plurisubharmonic on Ω × B, with Ω being the halfplane. Obviously 0 ≤ u s ≤ s, so u s stays uniformly bounded for s bounded. Let, for h holomorphic and square integrable in the unit ball (note the factor 2 in the exponent!). Then h 0 is the standard unweighted L 2 -norm and for s in a bounded set h s is equivalent to h 0 . The next proposition says in particular that we can express the norm Applying this with x = u we find that
which proves the proposition.
The moral of Proposition 4.1 is that we have translated questions about the norm of a scalar valued (holomorphic) function h over an n-dimensional domain B, to questions about the norm of a vector (A 2 ) valued (constant) function over the interval (0, ∞). These norms h s depend only on Re s and enjoy a certain convexity property by Theorem 3.1, and we shall see how this reduces the openness problem to a problem about integrability of convex functions. The next very simple proposition illustrates the idea. Proof. We may of course assume that k(0) = 0. Then k(s)/s is increasing so its limit at infinity exists. If the limit is smaller than or equal to zero, then k(s) ≤ 0 for all s, so the integral cannot converge. The other direction is obvious. 
It follows trivially from Proposition 4.2 that if
By the spectral theorem (see [26] ) we can realize our Hilbert space H 0 as an L 2 -space over a measure space X, with respect to some positive measure dµ, in such a way that
We define h s by h s = χ(x)h, where χ is the characteristic function of the set λ > (1 + ǫ). Let
Hence (4.2) is satisfied. For (4.1) we will use a comparison with a flat family of metrics, which we define for 0 ≤ Re t ≤ s by
This is a flat metric in the sense that any element h in H 0 can be extended holomorpically as h ζ = he ζλ/2 in such a way that h ζ 2 Re ζ is constant. Since |h| t coincides with h 2 t for t = 0 and t = s it follows that h for t between 0 and s. This is a consequence of a minimum principle for positively curved metrics that we will return to shortly. Accepting this for the moment the argument continues as follows.
Since r s and h s are orthogonal for the scalar product defined by | · | t ,
By
4).
Let us now finally return to the minimum principle used above. For bundles of finite rank, this is a consequence of a well known theorem, see [1] , Lemma 8.11, and the references there. In our case, when one of the bundles is flat, the proof is actually easier, as pointed out to us by Laszlo Lempert [22] , see also [21] . Let · −t and | · | −t be the dual norms of · t and | · | t respectively; they both depend only on Re t. It suffices to prove that the negatively curved metric · −τ is smaller than the flat metric | · | −τ for Re τ between 0 and s. Take 0 < t 0 < s. Since | · | −τ is flat we can, as explained above find for any h in H 0 a holomorphic h τ which equals h for τ = t 0 and has
is subharmonic and equal to zero when Re τ equals zero or s. By the maximum principle ψ(t 0 ) ≤ 0 so h −t 0 ≤ |h| −t 0 as we wanted.
We are now ready to prove the openness theorem. Integrating from 1/ǫ to infinity we find by applying Proposition 4.1 again (with B replaced by B/2) that B/2 e −pu < ∞.
A CONJECTURAL PICTURE FOR STRONG OPENNESS
Let us first state the 'strong openness conjecture' from Demailly, [10] . It says that if as before u is plurisubharmonic in the ball and h is holomorphic in the ball, then the set of p > 0 such that
is integrable in some neighbourhood of the origin, is open. The original openness conjecture is thus the case of strong openness when h = 1. The strong openness conjecture was proved by Guan-Zhou in [13] and Hiep, [15] . Here we will discuss how this problem might be related to the methods described above, in the simpler case when we look at integrability over a compact manifold instead of some neighbourhood of the origin. First of all, to motivate our discussion, let us say a few words about the openness problem in one variable. Then the subharmonic function u can be written locally as the sum of a harmonic part -which does not affect the inegrability-and a potential
where µ = ∆u is a positive measure. It is very easy to see that
is integrable in some neighbourhood of the origin if and only if µ({0}) < 1. In the same way
is integrable if and only if µ({0}) < k + 1, where k is the order of the zero of h at the origin. We now elaborate a little bit on the 'moral' of Proposition 4.1 as described in section 4. To simplify matters somewhat we consider a variant of the setting in section 4, where instead of a space of holomorphic functions in the ball we look at the space of sections of a line bundle over a compact manifold, so that we are dealing with finite dimensional spaces.
Let L → X be an ample line bundle over a compact manifold. We will consider the space H 0 (X, K X + kL) of holomorphic sections of the adjoint bundles K X + kL. On L we consider two metrics, φ and φ 0 , where φ 0 is positively curved and smooth whereas φ is a singular metric with i∂∂φ ≥ 0. We are interested in when integrals
and u is ω-plurisubharmonic for ω = i∂∂φ 0 , i e i∂∂φ + ω ≥ 0. As in the previous section we put u s = max(u + Re s, 0) for Re s ≥ 0. Then u s is ω-plurisubharmonic on the product of the halfplane, Ω, with X. We let
Hence we can apply the manifold version of Theorem 3.1 from [3] and conclude that the trivial vector bundle Ω × H 0 (X, K x + kL) is positively curved when equipped with the metric · s . As before we get that if h is in H 0 (X, K X + kL) then Since the metric on E depends only on the real part of s we can make a change of variables s = − log ζ, where ζ is in the punctured unit disk. Abusing language slightly we let h ζ = h s if s = − log ζ. Then We can now extend (the trivial) bundle E as a vector bundle over the entire disk, including the origin, and consider e −(p+2) log |ζ| h 2 ζ as a singular metric defined over the whole disk, see [6] , [24] . The only serious singularities of the metric are of course at the origin. Ideally, we would now have that this singular metric has a curvature Θ which has a smooth (or almost smooth) part outside the origin, plus a singular part Θ sing supported at the origin. With respect to a holomorphic frame, Θ sing would the be represented by a matrix of Dirac masses at the origin which could be diagonalized in a suitable frame. The convergence of (5.2) should then be governed by the sizes of these Dirac masses, so that X |h| 2 e −φ+(k−1)φ 0 , is finite precisely when h lies in the union of the eigenspaces corresponding to Dirac masses strictly smaller than 1. In fact, our discussion of the onedimensional openness conjecture above says precisely that this holds when the rank of the bundle is one. There are obstacles to making this picture rigorous. First, Raufi [24] , has given an example of a positively curved singular vector bundle metric, with only an isolated singularity, whose curvature does not have measure coefficients, but contains derivatives of Dirac measures. Still, it might be true that this cannot occur if the metric is S 1 -invariant as it is in our case. If this turns out to be so it seems likely that the rest of the argument would go through so that the study of multiplier ideals, at least over compact manifolds, could be reduced to a vector valued problem over the disk.
