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Abstract
Diffraction-based studies of magneto- and baro-caloric materials
by
Steven P. Vallone

Adviser: Karl G. Sandeman

The field of calorics represents a class of materials that offer the potential for solidstate cooling and heating, and, given the global climate crisis, comprise a necessary and
active area of research. A clear and thorough understanding of their internal structural
interactions and their external response to the environment is necessary for overall progress
in the field, as accurate theoretical modeling and efficient materials design for devices both
depend on this information. Through analysis of x-ray and neutron diffraction, the atomic
order and disorder that drives these interactions is revealed. This dissertation focuses on
diffraction studies concerning representative samples from two classes of caloric materials,
magnetocalorics and barocalorics.
The magnetocaloric effect is the change of a magnetic material’s thermodynamic state
when placed in a changing magnetic field. Analogously, the barocaloric effect occurs when
an appropriate material is subjected to changing external pressure. Ideal functional caloric
materials in both classes are sought out with attention given to a common property; an
abrupt, reversible transition from one solid phase to another upon heating or cooling that
occurs across a narrow temperature range. The nature of this transition can be tuned
by slightly altering a compound’s chemical composition and structural make-up, therefore
robust analysis of the structure of a material class offers the possibility to efficiently design
new materials that best suit their intended applications.
This dissertation presents two sets of diffraction studies, one with x-rays and one with

v
neutrons, on samples from the magnetocaloric aluminum-iron-borides and barocaloric spin
crossover molecules. After a brief preface in Chapter 1, Chapter 2 reviews necessary concepts
relating to the fundamentals of magnetism, magnetic ordering, and the theory of phase
transitions. Chapter 3 provides an historical and theoretical overview of caloric materials
and introduces the AlFe2 B2 -based family of crystals and the Iron(II) spin crossover complexes
that are the subject of the diffraction studies presented in this work. Chapter 4 presents a
brief introduction to scattering and methods of refinement to analyze scattering data, in real
and reciprocal space.
Chapter 5 focuses on experimental details and results from x-ray total scattering experiments performed on AlFe2 B2 -based crystals with data refined in real space using pair
distribution function analysis, and concludes that their magnetocaloric responses are driven
toward enhanced, first-order behavior upon increased iron to aluminum ratio. Chapter 6
presents results from a set of Bragg scattering experiments with neutrons performed on
Iron(II) spin crossover complexes with data refined in reciprocal space using the Rietveld
method, and concludes by presenting the first experimental evidence of a so-called "giant"
barocaloric effect in such a material. Chapter 7 outlines a path for future research topics on
both classes of materials.
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Chapter 1
Preface
"All solid state phase transitions materialize by a nucleation-and-growth rearrangement of
the crystal structure." [1]
— Vodyanoy and Mnyukh The Physical Nature of “Giant” Magnetocaloric and
Electrocaloric Effects
Magnetic materials in all their diversity reveal their most unique and interesting properties
during their phase transitions. The observation that, upon heating a crystal or altering
its state in some other way, a magnetostructural phase transition could occur, and drastically change the material’s properties, has fascinated humankind since antiquity. In the
modern era, magnetic materials engineering has led to the development and implementation
of indispensable technological innovation such as magnetic sensors, spin-switching devices,
computer memory, and caloric materials, which are the focus of this thesis. The desire to
predict magnetic behavior has also created countless theoretical and experimental challenges,
and prompted new and unique inquiry in diverse areas of physics and chemistry.
A solid-to-solid phase transition can be categorized by several of its features. It can
be first- or second- order, depending on the degree of discontinuity in its thermodynamic
variables. It can occur between different types of magnetic ordering, or it can signify a
1
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transition from order to disorder. A magnetic phase transition can be coupled to other
phase transitions with changes in other properties, such as the material’s electrical and
optical response, and usually involves a change in crystal structure. The interplay of the
structural and physical changes in the system often leads to hysteresis, or a lag in phase, a
process that further complicates the process of design and modeling materials.
Caloric effects in crystals simply refer to the transformation of energy gained (or lost) to
heat. These effects are common, if not always present to some degree. This heat transfer
becomes appreciable, however, when it is coupled to a phase transition. By making changes
to the materials parameters of the crystal, such as adjusting the chemical composition, the
macroscopic aspects of the transition can be fine-tuned and properties such as the transition
temperature, the magnitude of the change in volume, the magnetic response, the entropy
gain (or loss), and the hysteresis width, can be optimized in order to obtain the desired
response of the material with an eye toward application design.
Caloric materials are those which show promise in the fields of solid-state cooling and
medical applications. Materials well-suited towards these applications generally fit into certain categories: their phase transition temperatures occur near room temperature, they
undergo first-order narrow phase transitions, and upon heating and cooling, they exhibit
low hysteresis. During a magnetic phase transition, it is often the case that a structural
rearrangement of the crystal is accompanied by a change in the magnetic ordering. Therefore, the search for effective materials is intrinsically linked to the details of the structural
evolution of the crystal.
This dissertation is organized as follows: after an introduction to the theory of magnetic
materials in Chapter 2, we continue with an introduction to caloric materials, including
magnetocalorics and barocalorics in Chapter 3. In Chapter 4, the theory of diffraction is
introduced, as are two methods for analysis of diffraction data in reciprocal space (Rietveld
refinement) and in real space (pair distribution function analysis). Next, results are presented
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on the unique magnetocaloric properties of doped aluminum-iron-boron ternary systems in
Chapter 5. This is followed by results in Chapter 6 that reveal the presence of a "giant
barocaloric effect" in a representative sample of spin crossover molecular magnets. Finally,
in Chapter 7 future lines of inquiry are outlined.

Chapter 2
An Introduction to Magnetism and the
Theory of Phase Transitions
This chapter provides preliminary information and is organized as follows: after a survey of
the history of magnetism from the classical to the quantum era in Section 2.1, the topics
of magnetic susceptibility and magnetic ordering are presented (Sections 2.2 and 2.3). In
Section 2.4, an outline of theoretical models of phase transitions is given, with attention
given to the approach of Lev Landau. An introduction to hysteresis follows (Section 2.5).
This chapter concludes by describing two models, that of Bean and Rodbell, and a recent
model that aims to quantify the order of a magnetic phase transition in Section 2.6.

2.1

Historical Background

The first experiments with magnetism are attributed by Aristotle to the pre-Socratic philosopher, Thales of Miletus (c. 626 - 548 B.C.E.), who noted the attraction of iron to the mineral
magnetite (lodestone). Thales thought of lodestone as a form of living entity with a soul,
and that this soul was the source of magnetic attraction [2]. Lodestone was primarily found
4
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in and around the ancient city of Magnesia, in what is now the Aydın Province of Turkey.
In Ancient China, the attraction between lodestone and iron is mentioned in several classic
works of literature from the Zhou period, the earliest perhaps being the Gui Gu Zi, or the
Book of the Devil Valley Master. Here, similarly to Thales, this attraction was attributed
to the similarities and differences in the Qi (roughly the "spirit-breath") of the minerals. In
82 A.D., Wang Chong, in the Lun Heng (Discourse Weighed in Balance), describes the first
magnetic compass, and China would be using compass technology for land and maritime
exploration, respectively, by the years 1044 and 1117 [3]. The development of modern electromagnetic theory began in earnest in the 19th Century, sparked by an accidental discovery
during a lecture demonstration by the Danish physicist, Hans Christian Ørsted. Ørsted connected a wire near a compass to a "galvanic apparatus" (i.e. a source of electric potential),
and noticed that the needle deflected slightly from magnetic north. He performed further
experiments, and came to the conclusion that an electric current generates a magnetic force,
and circulated his results among other physicists in a pamphlet on June 21st , 1820 r4s.
In 1826, French mathematician André-Marie Ampère, driven in part by Ørsted’s work,
published his Memoir on the Mathematical Theory of Electrodynamic Phenomena, which
concluded that an electric current generates a closed-path magnetic field proportional to the
current [5]. Four years later, Michael Faraday published his discovery that by varying a
magnetic flux over time, one could induce a voltage in a conducting loop of wire [6]. It had
become clear experimentally that electricity and magnetism were two aspects of the same
force, electromagnetism, now known to be one of the four fundamental forces of nature, along
with gravity, the strong force, and the weak interaction.
In 1864, James Clerk Maxwell unified the experimental work and the mathematical theory
that had been developed up until that point in a complete description of electromagnetism
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and electromagnetic wave propagation with one set of equations:

∇¨B

“ 0,

Gauss’ Law

(2.1a)

∇¨D

“ ρ,

Coulomb’s Law

(2.1b)

Faraday’s Law

(2.1c)

Ampère’s Law

(2.1d)

∇ˆH “j`
∇ˆE “

BB
.
Bt

BD
,
Bt

Here the fields are formulated as being sourced in part by the charge density, ρ, and
by the current density, j, and the distinction is made between the electric field, E, and the
magnetic induction, B, and the associated the displacement field, D, and the magnetic field,
H, where the latter fields describe the behavior of electromagnetism in matter. The vacuum
fields are related to the material fields by the magnetization, M, and the polarization, P, by
the equations

B “ µ0 pH ` Mq,

(2.2a)

D “ 0 E ` P.

(2.2b)

Here, µ0 and 0 are physical constants, the vacuum permeability and the vacuum permit1

tivity, respectively, which are related to the speed of light, c, by the formula c “ pµ0 0 q´ 2 .
These equations are valid for linear, isotropic media, and can be generalized using tensor
formulation for non-linear, anisotropic materials. When working with physical media it is
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useful to introduce materials parameters µ and  to simplify Equations 2.2a and 2.2b as

B “ µH,

(2.3a)

D “ E,

(2.3b)

which then allow for a description of the electromagnetic behavior of materials in terms
of a response function, the susceptibility, to be introduced in Section 2.2.
Although Maxwell’s Equations in principle provide a near-complete classical description
of electromagnetic and optical phenomena, in order to describe the origin of magnetic phenomena, a quantum description becomes necessary [7].

The Quantum Origin of Magnetism
The magnetic moment of an electron is intrinsically related to both its orbital and spin angular momentum. Pierre Weiss in 1911 introduced an empirical quantity, the magneton, and
attempted to describe the relationship between magnetic moment and angular momentum in
terms of integer multiples of this quantity, however, his own experiments with paramagnetic
salts yielded non-integer values of the magneton that were smaller by a factor of 4.97 [8].
Several experimentalists, such as Ritz, Richard Gans and Paul Langevin, and theoreticians,
including Wolfgang Pauli, worked to refine this value, and a debate ensued as to whether to
incorporate Planck’s constant and thus a quantum character to this relationship [9]. Pauli
in particular believed that the intrinsic magnetic moment of an electron required a quantum
features. The theoretical value for the magneton was independently derived by Ştefan Procopiu in 1911 and Niels Bohr in 1913, and was designated the Bohr magneton, µB , by Pauli
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in 1920 [10]. A fundamental constant of nature, its exact value, expressed in S.I. units, is

µB “

e~
2me

(2.4)

The source of an electron’s intrinsic magnetic moment is its spin angular momentum. A
spin- 12 particle such as an electron with spin angular momentum S, charge q, and mass m
q
carries an intrinsic magnetic moment µ “ ´g 2m
S where the Landé g-factor, g equals 2. The

Pauli matrix representation of spin, S “ ~2 σ allows for formulation of the magnetic moment
in terms of the Bohr magneton, µB , via the relation µ “ ´µB σ. Here, the Pauli matrices,

σx

σy

σz

¨
˛
˚0 1‹
“ ˝
‚
1 0
¨
˛
˚0 ´i‹
“ ˝
‚
i 0
¨
˛
˚1 0 ‹
“ ˝
‚
0 ´1

(2.5a)

(2.5b)

(2.5c)

represent a set of 2 ˆ 2 unitary, Hermitian matrices that, along with the identity matrix,
I, span two-dimensional complex Hilbert space.
From this quantum formulation, various models of exchange interaction can be used to
describe the magnetic interactions between electron spin that give rise to various magnetic
behavior and magnetic ordering, to be discussed in Section 2.3.2.
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Magnetic Susceptibility

The magnetic moment of the electron couples the behavior of a material to a magnetic field in
a way that can be analyzed experimentally through macroscopic observations. By observing
the response of a material to an external field, one can determine the magnetic susceptibility,
χ, through the differential relation

χij “

BMi
.
BHj

(2.6)

In general, the susceptibility for anisotropic media is a tensor quantity, as the response of
a material may be different along different crystallographic axes, depending on the atomic
ordering of the material, and the magnetic field may also vary in each of three spatial
directions. It is customary to refer to two directions within the crystal, the easy axis, along
which a smaller applied H-field is required to reach saturation magnetization, and the hard
axis, which requires a larger H-field to reach saturation magnetization. This distinction is
important when working with anisotropic media.

2.3
2.3.1

Magnetic Ordering
Introduction

Magnetic response depends on magnetic ordering. Diamagnetism, which is present in all
materials other than diatomic hydrogen, depends primarily on the response of electrons in
non-valence electronic orbitals, and models, such as Langevin and Larmor diamagnetism,
have been developed to describe this phenomenon. Four important types of magnetic ordering due to electron spin and atomic arrangement are sketched in Figure 2.1. Paramagnetism,
a property of all ordered, crystalline solids above a certain temperature and in some exotic
states of matter, describes the state in which all valence electrons available to participate
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in magnetic response (either localized electrons, bound to their particular atom, or itinerant
electrons, that is, delocalized within the solid) are in complete disorder due to thermal agitation. This disorder can be quantified by two criteria: at each individual atomic site, the
time average of all the spin orientations is zero, and, at any specific moment in time, the
spatial average of all spin orientations over the entire crystal is zero [11]. The time-average
of magnetic moments,
1
ă m ą“ lim
tÑ8 t

żt

1

1

mpt q dt ,

(2.7)

0

is equal to zero, and therefore, the bulk magnetization, M “

1
N

ř
i

ă mi ą is also equal to

zero. One general assumption for a material in the paramagnetic state is that the interatomic
distances in the crystal, and therefore the position of the electrons, is great enough relative
to the energy balance provided by the temperature of the material, that the spin-spin interactions of the electrons are too weak to form an ordered magnetic state. As the temperature
is lowered, thermal energy no longer dominates the magnetic interactions and the magnetic
moments begin to align. Once this balance is in favor of the spin-spin interactions, the electron spins can organize in several ways, depending on crystal properties such as the type of
lattice and lattice parameters, the type of atom in each site of the lattice, and the type of
interactions present.
Ferromagnetism describes the ordered state in which all of the electron spins are aligned.
This leads to bulk magnetic behavior in the classic sense, and these materials can generate
fields eight orders of magnitude stronger than the earth’s magnetic field. In ferromagnetic
materials, the bulk magnetization, M, is non-zero. This behavior is due to unfilled d- or forbital subshells, as seen in transition and rare earth elements and their alloys (examples of
elemental ferromagnets include iron, manganese, cobalt, nickel, gadolinium and dysprosium).
Antiferromagnetism occurs when the electron spins are anti-aligned, and in this case
the crystal ordering can be thought of as being comprised of magnetic sublattices with
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PM:

FM:

AFM:

FIM:

Figure 2.1: Schematic representation of paramagentic, ferromagnetic, antiferromagnetic, and
ferrimagnetic ordering (top to bottom) for a one-dimensional lattice.
opposite spin orientations to one another. Here, M “ 0, as the anti-alignment results in
no net magnetization. Ferrimagnetism refers to the state in which these anti-parallel spin
sublattices do not perfectly compensate one another, and some overall magnetization is
generated in bulk, i.e., M ‰ 0.
Diamagnetic materials alone have negative magnetic susceptibilities, and the internal induced magnetic field in such a material repels an applied magnetic field. The other materials
are attracted in varying degree to external fields. The behavior of the magnetic susceptibility
of a ferromagnetic material in the paramagnetic state is roughly described by the Curie-Weiss
Law;
χM “

C
,
T ´Θ

(2.8)

where C is a material specific constant and Θ is a parameter called the Weiss constant. For a
ferromagnetic system, the Weiss constant is close to the Curie temperature TC . Above TC , the
material displays paramagnetic behavior and at T = TC the system displays magnetization
and the behavior of the material at and near TC forms the basis of much inquiry. The Curie
constant, C, in a localized model of magnetism is equal to

µ0 µ2B
3kB

ng 2 JpJ ` 1q, where J is the

angular momentum quantum number, n is the number of atoms per unit molecule, g, the
Landé g-factor, and µB , the Bohr magneton. In systems with a magnetic moment, µ, this

CHAPTER 2. MAGNETISM AND PHASE TRANSITIONS
constant can be expressed as C “

µ0 µ2 n
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The magnetic susceptibility, χM , diverges at the

Curie temperature, as predicted by the Curie-Weiss Law.
In a paramagnetic to antiferromagnetic phase transition, as the system is cooled through
its transition temperature, referred to as the Néel temperature, TN , the spins on different
lattice sites couple in opposition to one another, resulting in frustrated ordering of the
spins, with bulk macroscopic behavior that lacks overall magnetization. In contrast to the
divergence of χM during a ferromagnetic phase transition, in a simple localized model of
antiferromagnetism, near TN the susceptibility of an antiferromagnetic material is at its
maximum. In this case, a plot of

1
χM

versus T intercepts the temperature axis at a negative

temperature that corresponds to ´Θ, and Equation 2.8 takes the form

χM “

2.3.2

C
.
T `Θ

(2.9)

Exchange Interactions

The foundational model to quantify the magnetic energy of a system of n interacting magnetic
moments is the Heisenberg Hamiltonian:

H “ ´J

ÿ
ăiją

¨mi ¨ mj ´ h ¨

ÿ

mi .

(2.10)

i

Here, <ij> indicates a sum over nearest neighbor interactions only, J represents the
exchange coupling constant, and h is a uniform, applied magnetic field. As mi ¨ mj “mi mj
cos θij , at h “ 0, the energy is minimized if the magnetic moments are aligned when J > 0
and anti-aligned when J < 0; these represent ferromagnetic and antiferromagnetic ordering,
respectively. The higher the magnitude of J, the stronger the coupling - this results in higher
TC or TN .
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The Theory of Phase Transitions

A solid state phase transition, in its most general sense, describes what happens when a
material undergoes a transformation from a less ordered to a more ordered state, or viceversa. Further description requires both an identification of the specific type of order relevant
to the type of transition, and a method that can be employed to quantify this order. [12]

2.4.1

From Probability to Magnetic Ordering

The emergent behavior of magnetism in materials unfolds naturally from a probabilistic
treatment of a two-state system with the aid of statistical mechanics. A binary system with
a variable, S, that takes on the values Si “ ˘1, if it were completely unbiased, would be
associated with a uniform distribution of probabilities, pi “ 21 . By introducing some factor
of bias, β, the probability of state i, can be written as

pi “

exppβSi q
,
Zi pβq

(2.11)

where Zi is a normalized partition function, in this case equal to 2 cosh β. The two characteristic quantities of the system include the expectation,

m“

ÿ

Si pi “ tanh β,

(2.12)

pSi ´ mq2 pi “ 1 ´ tanh2 β.

(2.13)

i

and the variance,
σ2 “

ÿ
i

The spin of an electron, Si , is can be treated as if it were a binary system, and the expectation and the variance can be generalized to N independent variables. By doing so, one
can formulate a basic model to begin to describe magnetism. When considering magnetic
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materials rather than a purely probabilistic treatment, the parameter, β, is defined to be
inverse temperature, β “ pkB T q´1 . The simplest description of spin interacting with a magnetic field is given by the non-interacting Ising Hamiltonian, HpSq “ ´hS, where h is the
magnetic field strength.
Reformulating Equation 2.11 for a system of N particles with S“ ˘1 and the Ising
Hamiltonian, one obtains the joint probability function
N

PN pS1 , S2 , ..., SN q “

1 ź
expp´βHpSi qq,
ZN pβq i“1

(2.14)

with the partition function
ZN pβq “ p2 cosh βhqN .

(2.15)

This formulation is without the richness of behavior that characterizes non-independent
spin variables. However, the power of this approach lies in the partition function itself,
which represents a characteristic function of the particular ensemble. For example, the
Helmholtz free energy is proportional to the natural logarithm of the partition function:
´βFN pβq “ log ZN pβq. Also, the thermal average of any observable quantity, A, can be
written as
ÿ
xAy “

ApSi qPN pS1 , S2 , ..., SN q.

(2.16)

tSi u

A few details are worth mentioning before introducing interaction terms. First, as the
temperature of the system increases, β approaches zero, and thermal fluctuation destabilizes
the spins, the probabilities of each spin state are equal, and our spin system is essentially
made up of random values of Si . This is akin to the paramagnetic state, the one favored
by increase of energy available to the system. Conversely, in the low temperature limit, β
approaches infinity, and the system settles into the lower energy state with individual spins
preferring to align parallel to the magnetic field, h.
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Ehrenfest Classification

Phase transitions, as classified by Ehrenfest, are designated first order if there is a discontinuity in the first derivative of the free energy with respect to some thermodynamic variable
and second order if they are discontinuous in the second derivative [12]. In practice, first
order phase transitions manifest as more abrupt changes in the physical properties (such as
density or volume) of a system, while the process of a second order phase transition is more
continuous. Second order phase transitions are also generally reversible. The situation is
different with a first order phase transition; a material’s internal state may lag behind for
some reason as the external field acting upon it changes. Such an effect is called hysteresis,
and will be discussed in Section 2.5.

2.4.3

The Landau Theory of Phase Transitions

In 1936, motivated by the discontinuous phase transition between liquids and crystals, Lev
Landau published The Theory of Phase Transitions, which began an extensive and comprehensive approach to describe a general theory of first and second order phase transitions [13].
Landau theory begins with the presumption that the free energy function of a system f pT q
was analytic, and therefore could be expanded at T close to the temperature, TC , at which
the phase transition occurs (the critical temperature) as a Taylor series. He introduced a
generic order parameter, m which is equal to zero at temperatures higher than the critical
temperature signifying a disordered state, and is non-zero when the temperature is lower
than TC , when the system is ordered. Remarkably, the workings of this theory are completely general; the identity of the order parameter can take on whatever is appropriate to
the system being examined. For ferromagnetic to paramagnetic phase transitions, this parameter m corresponds to the magnetization, while for antiferromagnetic and other systems
in general, the staggered magnetization, a function that takes into account the difference in
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Figure 2.2: Landau free energy expanded to sixth order with respect to an arbitrary order
parameter for positive-valued α0 and γ, and β less than zero. The presence of three free
energy minima is indicative of a first order phase transition; the system transitions abruptly
from a completely disordered state (m = 0) to one of two finite, non-zero minima.
orientation of spins on each sublattice, is used [14].
The Landau theory is also advantageous in that it sidesteps the need to solve for the
microscopic states of a system using the Schrödinger equation and calculating the dispersion
relations for the densities of states [15]. Although it makes use of the principles detailed in
Section 3.1.2, such as the differential forms of the entropy and the specific heat, it does not
rely upon an a priori description of the system from statistical mechanics.
Landau made the observation that, as phase transitions involved the disappearance or
reappearance of symmetry, the free energy ought to be symmetric with respect to the order
parameter m; there could be no linear (or cubic, fifth-degree, etc.) terms in the absence
of an external factor that would break the symmetry. With the temperature dependence
of the high temperature phase represented as f0 pT q, the expansion of the free energy up to
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sixth-order in m is written as
1
1
f pT q “ f0 pT q ` α0 pT ´ TC qm2 ` βm4 ` γm6 ,
2
3

(2.17)

where α0 , β and γ are temperature-dependent, materials-specific parameters to be determined experimentally.
Minimizing this expression with respect to the order parameter and setting it equal to
zero:

Bf
“ 2α0 pT ´ TC qm ` 2βm3 ` 2γm5 “ 0,
Bm

(2.18)

one immediately obtains a first solution, m = 0, that minimizes f pT q. This corresponds
to the most stable configuration of the free energy when T > TC . Two more solutions can
be found for low temperatures:
d
m“˘

´β `

a
β 2 ´ 4α0 pT ´ TC qγ
.
2γ

(2.19)

The parameters in this model are temperature dependent, a necessary requirement in
order for a system to undergo a thermal transition. A first order or discontinuous phase
transition occurs when α0 ą 0, γ ą 0, and β ă 0, as illustrated in Figure 2.2. Here, the
system can abruptly transition from a completely disordered state, represented by the energy
minimum at m = 0, to one of two minima at some finite, non-zero value of m. At TC , the
b
positive and negative values of m differ by ∆m “ ´β
. For a second order or continuous
γ
phase transition, α0 and β are both positive valued, and one can neglect the contribution
from the sixth-order term in equation 2.17. In the limit of γ ! 1, equation 2.19 reduces to
c
α0
m“˘
pTC ´ T q.
β

(2.20)
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Figure 2.3: Symmetry breaking in the order parameter, m, showing the admission of two
solutions below the critical temperature, TC , in a second order continuous phase transition.
These two solutions represent the symmetry breaking in the order parameter at temperatures close to T « TC , as seen in figure 2.3.
The entropy, s(T), is found by differentiating the free energy, 2.17, with respect to temperature, and inputting values of m from 2.18 and 2.19:

spT q “ ´

¯
a
Bf
α0 ´
“ s0 pT q ´
´β ` β 2 “ 4α0 pT ´ TC qγ ,
BT
2γ

(2.21)

which in the γ ! 1 limit reduces to

spT q “ s0 pT q `

2α02
pT ´ TC q,
β

(2.22)

.
The discontinuity in the entropy across the phase boundary in the first order phase
transition (see figure 2.5) results in a latent heat of L “ T ∆S, where in the second order
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Figure 2.4: A schematic illustrating the difference in behavior of the order parameter during
a first-order phase transition (left), with a discontinuity at the critical temperature, TC , and
a second-order, continuous phase transition for an arbitrary system.
phase transition, the entropy curve displays a kink at T “ TC , with no latent heat associated
with the transition, as ∆S “ 0.
Discontinuities in a second order phase transition first appear in the response functions,
such as the specific heat capacity, the compressibility, and the thermal expansion coefficient,
which are obtained from taking the appropriate second derivatives of thermodynamic state
´ ¯
Bs
, takes the following
functions. The specific heat capacity at constant volume, cv = T BT
v

forms:

cv pT q “ cv0 pT q
α02 T
cv pT q “ cv0 pT q ` a
β 2 ´ 4α0 pT ´ TC qγ
2α2 T
cv pT q “ cv0 pT q ` 0 ,
β

pT ą TC q

(2.23a)

pT ă T1 q

(2.23b)
(2.23c)

in the case of a first order (Equations 2.23a and 2.23b) and second order phase transition
(Equation 2.23c). In the first order phase transition, two temperatures appear in the formulation of cv , the Curie temperature TC , and a second temperature, T1 . The result is two
discontinuities in the specific heat for a first order phase transition.

∆S

T

20

entropy, S

entropy, S
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TC

Figure 2.5: The entropy curve for a first-order phase transition (left) is discontinuous at
the critical temperature, TC , resulting in a latent heat, L “ T ∆S, a feature not seen in a
continuous, second-order phase transition (right).
In a first order phase transition, the presence of cv0 (T) in Equation 2.23a (the specific
heat above TC ) along with Equation 2.23b for cV below T1 is responsible for two distinct
discontinuities which depend on whether a material is cooling from the high temperature
phase, or heating from the low temperature phase. TC is the transition temperature on
cooling, and T1 is an additional transition temperature on heating. The heat capacity along
the heating branch diverges, whereas the heat capacity on the cooling branch experiences a
finite discontinuity. The discontinuity in the heat capacity at TC for a second order phase
transition in this model is also finite, ∆cv =

2α20 TC
,
β

and is twice that for the cooling branch

of a first order phase transition. The different behavior of the system upon heating and
cooling in first order materials describes the process of thermal hysteresis, to be discussed in
Section 2.5.
From Landau theory, if one takes the order parameter to be the magnetization, one
can derive expressions for the magnetic susceptibility using Equation 2.6 evaluated at the
minimum values of m for both classes of phase transition by including a term that couples
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Figure 2.6: The specific heat, proportional to the second derivative of the free energy with
respect to temperature, for a first order phase transition (left) and a second order. Response
functions such as cv show discontinuities in both first and second order transitions in this
model. The presence of two relevant temperatures in the first order transition leads to
thermal hysteresis.
the magnetic field, B, to the magnetization:
1
1
f pT q “ f0 pT q ` α0 pT ´ TC qm2 ` βm4 ` γm6 ´ mB.
2
3

(2.24)

Equation 2.18 with this term included becomes:

B “ 2α0 pT ´ TC qm ` 2βm3 ` 2γm5 .

(2.25)

For both first and second order phase transitions, differentiating the magnetization in
2.25 with respect to the magnetic field and evaluating at m = 0 gives a susceptibility of

χM “

1
,
2α0 pT ´ Tc q

(2.26)

valid close to and above the critical temperature, which, when compared to equation 2.8,
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Figure 2.7: The magnetic susceptibility, for both a first order (left) and a second order phase
C
transition (right), obeys the Curie-Weiss Law, χM “ T ´T
, and relates the parameter α0 to
c
the Curie constant, C. χM is continuous in a Landau first order phase transition, though its
derivative at TC is not; while χM in a second order phase transition diverges at the critical
temperature.
relates the Curie constant, C, to the parameter, α0 as C “

1
.
2α0

For a second order phase

transition below the critical temperature, Equation 2.25 must be evaluated at the finite,
b
non-zero magnetization, m = α0 pTβC ´T q , resulting in a susceptibility of

χM “

1
,
4α0 pT ´ Tc q

(2.27)

or one-half of value of χM above TC as solved for in equation 2.26. Both expressions for the
magnetic susceptibility derived using Landau theory follow the Curie-Weiss Law, and are
plotted in Figure 2.7.

2.5

Hysteresis

In section 2.4.3, it was noted that a first order phase transition in Landau’s theory has
two relevant temperatures, TC , the transition temperature on cooling, and T1 , the transition
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temperature on heating. The difference between these two temperatures corresponds to some
extent to the hysteresis width of a first order phase transition. The discontinuity in a first
order phase transition results in a large change of entropy relative to a continuous phase
transition and, as we will discuss in Chapter 3, a large ∆S value is one of the main factors
influencing whether a material is suited towards caloric applications. Functional caloric
materials also ought to exhibit cycleability; analogous to a gas refrigeration cycle, and in
order to utilize solid-state cooling effectively, a material must be driven between states by
turning on and off an external field. Hysteresis has its origins in the local ordering of a
material and in some sense results from the overall response lagging behind the field driving
the transition [16]. For example, in a magnetic material, a magnetic field may be applied,
switching the material from one magnetic state to another, and then removed. Due to
factors such as coupling of local moments, spin fluctuations, and the formation of magnetic
domains, there may be a delay in the material returning to its original state. If the desired
application requires cycling between two states by turning on and off a field, this delay could
present a problem. One effect of thermal hysteresis is that the phase transition on heating
does not occur at the same temperature that it does upon cooling. This in turn reduces the
range of temperature at which a caloric material can operate, as well as limiting the ∆S
available. The ideal situation is to bring a material to its tricritical point, in other words,
drive a first order phase transition to become second order [17]. In doing so, one could
make use of the large change in entropy present in a discontinuous phase transition without
diminishing the caloric effects during the cycling process and take advantage of the lack of
hysteresis in a continuous phase transition. One of the focuses of this dissertation is how
factors such as altering a magnetic material’s chemical composition can push a second order
transition towards first order behavior. Therefore, it is of value to briefly discuss models
used to quantify the order of a phase transition in magnetic materials.
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Models of Magnetic Behavior
Bean and Rodbell

In their seminal 1961 paper, Magnetic Disorder as a First-Order Phase Transformation,
Bean and Rodbell detail how exchange interactions in magnetic materials can give rise to
a first order phase transition [18]. By noting that both the exchange energy and Curie
temperatures of a magnetic system are functions of the interatomic spacing and therefore of
the volume of the system, and that lattice distortion introduces a strain energy that increases
the free energy of the system, they show that minimization of the adjusted free energy results
in a balance between distortion and the exchange energy. The magnetization of a system is
caused in part by the distortion of the system at low temperatures, and upon increasing the
temperature, the effect of the distortion is decreased at the same time the magnetization is
decreasing. Bean and Rodbell concluded that under certain critical conditions, there is no
path to a smooth, continuous decrease in magnetization, and the transition becomes first
order.

2.6.2

The Field Exponent Model

In Ref. [19], a quantitative method to determine the order of a magnetic phase transition is
given based on the field dependence of the magnetic entropy change, ∆S∝ Hn . By differentiating the natural logarithms of H and ∆S, a formula for an exponent, n is given:

npT, Hq “

d ln |∆S|
.
d ln H

(2.28)

By analyzing magnetization data from known materials, including a number of the magnetocaloric compounds discussed below in Section 3.1.1, the authors determine that a value
of n ą 2 in Equation 2.28 below the Curie temperature in the vicinity of the phase transition
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signifies that it is first order. The analysis in Section 5.2.1 follows this method in order to
determine the nature of the phase transition of the material study presented in Chapter 5.
The idea that one can drive a second order transition to first order behavior by adjusting
the parameters of the system in question motivates the study in Chapter 5. Having introduced the theoretical background necessary to discuss magnetic materials in this dissertation,
we now continue by introducing the focus of this research, caloric materials.

Chapter 3
An Introduction to Caloric Materials
This dissertation presents the results of diffraction experiments and analysis on two different
classes of caloric compounds: magnetocaloric (Chapter 5) and barocaloric (Chapter 6) materials. This chapter begins with an introduction the physics of caloric materials, provides an
historical context for the current state of research, and introduces the reader to the materials
studied in this paper.
The global energy crisis requires new solutions to old problems in areas connected to
transportation, logistics, computing and data-storage, home-energy management and communication. Common to all these areas is the issue of cooling and refrigeration: as the
demand for cooling increases, it is generally agreed that the cumulative effect of byproducts
of traditional, gas-based refrigeration cycles, such as chlorofluorocarbons (CFCs), hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), will prove to be disastrous [20, 21]. Although
HFCs and PFCs make up a relatively small percentage of the broad category of greenhouse
emissions, their effect is disproportionate; molecule for molecule, they are between four and
five orders of magnitude more deleterious than carbon dioxide, and PFCs in particular have
atmospheric lifetimes of fifty thousand years. The gas cooling standard for refrigerants must
be replaced with more efficient, eco-friendly cooling processes. One such process is solid
26
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state cooling with caloric materials [22].
Caloric cooling in a general sense refers to a typically solid-state refrigerant that is driven
between two different entropic states by an external field conjugate to its order parameter.
This process can be accomplished by either applying the field at a constant temperature or
applying a field adiabatically. The former method results in an isothermal entropy change,
∆ST , while the latter results in an adiabatic temperature change, ∆Tad arising from an
exchange of entropy between intrinsic degrees of freedom of the material [22]. Caloric effects include the magnetocaloric effect, the electrocaloric effect, and mechanocaloric effects
(including the barocaloric effect).
The magnetocaloric effect is a common thermodynamic phenomenon in which a material
undergoes a temperature change when exposed to a changing magnetic field and, in its
most practical form, involves a coupling between magnetic and structural transitions. In
practice, cooling using solid state magnetocaloric device involves stacking multiple materials
with different Curie temperatures [23, 24] in order to span the desired temperature range
of operation. Other than the attributes that make for a desirable functional magnetocaloric
material, such as a large change in magnetic entropy across the phase transition (|∆S|), and
a low thermal hysteresis [25], given that a practical refrigerant must operate over a range of
temperatures close to room temperature, an important thing to consider is the location and
tunability of the temperature of the Curie transition.
The barocaloric effect is a similar thermodynamic phenomenon that, rather than employing a magnetic driving field coupled with the magnetization of a material, involves the
conjugate thermodynamic variables of pressure and volume.
In Section 3.1, the magnetocaloric effect (MCE) is introduced, along with a brief historical survey of important markers in its development in Section 3.1.1. The theoretical
underpinnings are outlined from a thermodynamic perspective (Section 3.1.2). A class of
materials, the aluminum-iron-borides, are introduced in Section 3.1.3. The progress of re-
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search on aluminum-iron-bordes is discussed with attention to the context in which they
were studied for this dissertation, results of which are later presented in Chapter 5.
Following this discussion, the barocaloric effect (BCE) is introduced in a similar manner: after an historical survey is presented in Section 3.2.1, the theory behind BCE phase
transitions is introduced in Section 3.2.2. The class of compounds that was studied for this
dissertation, spin crossover crystals, is introduced (Section 3.2.3). The results of this study
are presented in Chapter 6.

3.1
3.1.1

The Magnetocaloric Effect
Historical background

The magnetocaloric effect describes the temperature change in a magnetic material when
placed under the influence of a changing magnetic field. The historical development of the
magnetocaloric effect can be traced to nineteenth century advances in electromagnetism and
in thermodynamics. Hans Christian Ørsted discovered in 1820 that magnetic fields generate
electrical currents [4]. Michael Faraday presented results in 1831 of his famous experiment
with copper wire and an iron torus, which produced a "current of electricity by ordinary
magnets" [6], the first documented evidence of induction currents. Independently, around
the same time, Joseph Henry demonstrated self-inductance in copper coils [26].
The development of electromagnetism occurred contemporaneously with advances in
thermodynamics, a study that began in earnest with Joseph Fourier’s statement in 1811
that the heat flow in a system is proportional to its temperature gradient (q “ ´k∇T ) [27].
Fourier’s Heat Law was arguably the first post-enlightenment departure from Newtonian
dynamics and atomistic determinism and influenced the work of many to follow [28]. The
connection between thermodynamical quantities and electrodynamics was studied intensely
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by Joule, whose thought process culminated in his description of unified phenomena in nature
as "a continual conversion of attraction through space, living force [energy] and heat into one
another" [29]. Joule had already published on the caloric effects of electromagnetism [30],
and much research during this period focused on the sources of the heat involved in these
processes as well as the origin of magnetism itself.
Although the subject was open to discussion [31], Emil Warburg has been erroneously
credited with the discovery of the magnetocaloric effect in iron in 1881 in his work with
magnetization cycles, wherein he actually reported on magnetic hysteresis [32]. One major
contribution from his paper was to show that the work performed by a magnetization cycle
ş
was equal to the negative line integral around a closed magnetization curve (W “ ´ M¨dH).
C

By 1917, Weiss and Picard [33] were able to demonstrate and measure the magnetocaloric
effect in nickel, and initial applications were proposed by Debye in 1926 and Giauque in
1927 [34]. Giauque in particular is known for his pioneering work in designing magnetothermal cycles in liquid helium and continued his research with experiments on paramagnetic
salts [35].
Elemental gadolinium is known to undergo an appreciable increase in temperature upon
exposure to a magnetic field as it undergoes its ferromagnetic to paramagnetic transition at
T “ 293 K. In 1976, G.V. Brown developed a magnetic heat pump employing gadolinium in
a magnetic Stirling cycle involving the cyclic process of isothermal magnetization, constant
field cooling, isothermal demagnetization, and zero-field heating [36]. Modern treatment of
magnetocaloric materials is largely due to the discovery of the so-called giant magnetocaloric
effect in a gadolinium alloy, Gd5 Si2 Ge2 in 1997 by Pecharsky and Gschneidner [37]. Their
experiments showed an extremely large entropy change about a first order, ferromagnetic
to paramagnetic phase transition close to room temperature with a 10 K hysteresis width.
By 2005, appreciable magnetocaloric properties had been cataloged for alloys in the families Gd5 (SiGe1´x )4 , Mn(As1´x Sbx ), MnP(P1´x Asx ) and La(Fep13´xq Six ) (along with their
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Material
Units
Gd
Gd5 Ge2 Si2
La(Fe,Si)H
MnAs
MnNiGa
MnFe(P,As)

Temperature Range ∆S (0 Ñ 2 T)
K
J¨kg´1 ¨K´1
270 -310
5
150 -290
27
180 -320
19
220 -320
32
310 -350
15
150 -450
32

30
∆Tad (0 Ñ 2 T)
K
5.8
6.6
7
4.1
2
6

Table 3.1: A comparison of potential magnetocaloric material classes, adapted from [39].
∆S represents the isothermal field-induced entropy change and and ∆Tad is the field-induced
adiabatic temperature change of the material in each of the magnetic field changes given in
the table. The last two columns refer to two different levels of magnetic field change. ∆Tad
represents the magnetocaloric effect, discussed in Section 3.1.2, below.
hydrides) and mangantites of lanthanides [38]. The current state of magnetocaloric research
involves the exploration of the families listed above, as well as Ni-based Heusler alloys and
Fe2 P-based compounds [39], and is summarized in Table 3.1.
Although there are many families of alloys and compounds that display a sizeable magnetocaloric response, the amount of materials that display a giant magnetocaloric effect at or
near room temperature is relatively small. Recently, compounds in the aluminum-iron-boron
family have shown much promise due to their highly tunable properties and the fact that they
exhibit nearly first-order transitions under appropriate conditions. Having outlined the historical development in Section 3.1.1, we continue with a theoretical discussion of the physics
of the magnetocaloric effect in Section 3.1.2 before returning to aluminum-iron-borides in
Section 3.1.3.

3.1.2

Theoretical Background

Two different types of thermodynamic processes lead to the magnetocaloric effect, either an
isothermal entropy change, ∆Siso , or an adiabatic temperature change, ∆Tad , both measured
under an applied magnetic field with all other fields held constant [40]. In this section, these
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two quantities are derived from thermodynamic principles.

Approach from Thermodynamics and Maxwell relations The First Law of Thermodynamics relates the heat of a system, Q to the internal energy available to the system,
U , and the work, W , done by the system on its surroundings. It was postulated by Rudolf
Clausius in 1850 and was given in the now familiar form as the differential,

dU “ δQ ´ δW,

(3.1)

in his ninth memoir seventeen years later [41], where the inexact differential of both the heat
and the work variables designates their path-dependence as opposed to the path independent
state function, U . Clausius also described the "transformational content of the body", which
he termed the entropy, S, [41] and related to the transfer of heat to a closed system in the
Second Law of Thermodynamics, here given as a process function formulated by Constantin
Carathéodory,

δQ “ T dS.

(3.2)

Combining Equations 3.1 and 3.2, one obtains dU “ T dS ´ δW . For the δW term, there
are several ways work can be done by the system, depending on the experimental conditions.
Work can be expressed thermodynamically by treating the extensive qualities of a system,
xi , as variables that undergo changes based upon the application of a generalized force, Xi ,
sometimes referred to as a tension force [42], that corresponds to an intensive property of
the system. Extensities (volume, magnetic moment, electric dipole moment, stress, etc.) are
matched up in conjugate pairs with their corresponding intensive forces (pressure, magnetic
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field, electric field, strain, etc.) [43]:
ˆ
Xi “

BW
Bxi

˙
(3.3)
xj‰i ,T

This leads to an expression of the first law of thermodynamics as

dU “ T dS ´ P dV ´ B dM ´ E dp `  dσ.

(3.4)

In Equation 3.4, U represents the internal energy of the system, while T and dS are its temperature and change of entropy, respectively. Here, P , B, E and  represent the generalized
forces of pressure, magnetic field, electric field and strain, respectively, while V , M , p and σ
are their conjugate variables of volume, magnetization, electric polarization and stress. The
latter set of variables are presented as differentials to indicate the change in these variables
that occurs along with the application of their respective forces. For reversible processes in
a thermodynamically closed system, it is desirable to perform a Legendre transform from
the internal energy, U pXi q, to the Gibbs free energy, Gpxi q, a state function dependent on
generalized forces rather than extensive qualities. The differential form of the Gibbs free
energy is

dG “ ´S dT ` V dP ´ M dB ` p dE ´  dσ

(3.5)

The field of multicalorics utilizes the relationship between the entropy-temperature term
in Eq 3.5 and at two or more of the other coupled conjugate variables in quasi-equilibrium
conditions (i.e., G held constant, and therefore dG “ 0). Individual caloric effects can be
obtained by varying the pressure field, magnetic field, electric field and strain field while
the other fields are held constant; in this manner, one obtains the barocaloric, the magnetocaloric, the electrocaloric and the elastocaloric effects, respectively. In what follows, we
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limit our discussion to variations of temperature, pressure, and magnetic field. By comparing
the second mixed derivatives of the thermodynamic potential, G, or by taking the exterior
derivative of both sides of 3.5, the Maxwell relations are obtained:
˙
ˆ
˙
BS
BM
“
BT B,P
BB T,P
ˆ ˙
ˆ
˙
BS
BV
“ ´
BP T,B
BT P,B
˙
ˆ
˙
ˆ
BM
BV
“ ´
BB P,T
BP B,T

ˆ

(3.6a)
(3.6b)
(3.6c)

Entropy can be measured experimentally only by indirect means [40]. It is therefore
important to connect it to other, measurable, thermodynamic qualities. The heat capacity,
C, of a substance relates the change in heat to its change in temperature, i.e. δQ = C dT.
The heat capacity of a substance is defined in general, with respect to a constant parameter,
ˇ
ˇ
i, as Ci “ dQ
. Combining this relation with the Second Law of Thermodynamics, the
dT ˇ
i

entropy can be related to the heat capacity:
żT
SpT, Bq “
0

1

CpT , Bq
1
dT
1
T

(3.7)

There are two main contributions to the heat capacity in a magnetic material: a magnetic
term, Cmag , that is dependent on the temperature and the magnetic field, as well as a lattice
term, Clat , dependent on only the temperature of the body.
Upon integrating the Maxwell relation, Equation 3.6a, with respect to an applied magnetic field, one arrives at an expression for the change in magnetic entropy from initial to
final values of an applied magnetic field:
ż Bf ˆ
∆S “
Bi

BM
BT

˙
1

dB .
B

(3.8)
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In practice, using Equation 3.8, one can calculate the change of magnetic entropy under
isothermal conditions from magnetization curves, M pHq [44], a technique which is used in
Section 5.2.1 of this dissertation.
A second approach is from adiabatic conditions, i.e. dSsystem “ 0. By combining the
same Maxwell relation with Equation 3.7, one obtains the following expression for adiabatic
temperature change:
ż Bf
∆Tad “ ´
Bi

T
CpT, Bq

ˆ

BM
BT

˙
1

dB .

(3.9)

B

Measurement of CpT, Bq presents a tremendous experimental challenge, however ∆Tad
can be measured directly by measuring the temperature of a sample in a changing magnetic
field [44].
From Equations 3.8 and 3.9 it is apparent that, aside from the application of a large
magnetic field, an appreciable, reversible magnetocaloric effect can be obtained by seeking
materials with a large value of

3.1.3

BM
BT

across a narrow phase transition.

Aluminum-Iron-Boron

One of the most important features for a promising magnetocaloric material with applications to solid-state cooling to exhibit is a reversible, nearly first-order phase transition that
occurs at or close to room temperature. Upon tuning the composition of the ternary alloy AlFe2 B2 , a temperature range for its TC has been recorded between 200 K and 315 K
in its ferromagnetic to paramagnetic transition [45, 46, 47]. In Chapter 5, we present a
thorough structural study of two single-crystal and three polycrystalline samples of stoichiometrically varied representatives from the aluminum-iron-boron family using real-space, pair
distribution function (PDF) refinement, and describe features above, below and across the
transition that enhance our understanding of how doping and antisite defects affect the ther-
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modynamic features of these materials. First, an introduction to AlFe2 B2 and prior studies
on AlFe2 B2 -based materials is presented.
The Crystal Structure of AlFe2 B2
AlFe2 B2 compounds are in an orthorhombic, Cmmm-type Mn2 AlB2 structure (Figure 3.1).
An orthorhombic lattice contains three mutually perpendicular axes of different lengths
(designated as the a-, b-, and c-axes). Cmmm space group compounds are said to be "C-face
centered", which means that the symmetry axis direction is parallel to the b-axis [48]. The
Cmmm space group contains compounds of interest to the magnetic community, such as
the superconducting ferromagnet, UGe2 [49], and other magnetocaloric materials such as
NdNi4 Si [50].
The unit cell of AlFe2 B2 consists of three, mutually perpendicular axes of lengths a =
2.9233p10qÅ, b = 11.0337p14qÅ, and c = 2.8703p3qÅ, as reported by Ref. [51]. Viewed along
the long (b) axis, the unit cell consists of Al monolayers alternating with Fe2 B2 slabs [45,
52]. In the a ´ c plane, the Fe and B atoms can be thought of as occupying the vertices of
nested, distorted tetrahedra.

Previous Studies on Aluminum-Iron-Boron
The discovery of a moderately large magnetocaloric effect in AlFe2 B2 about its Curie temperature (TC « 290 K or 307 K, depending on the crystallization route) in 2013 by Shatruk
heralded the introduction of a new class of materials for MCE research [53]. This publication was important for a few reasons. First, by analyzing the electronic band structure, they
proved that in the low temperature phase, AlFe2 B2 exhibited itinerant ferromagnetism (it
was suggested previously that AlFe2 B2 was a ferromagnet in an article from 1969 that also
described its structure [54]). Second, at that point AlFe2 B2 exhibited the largest recorded
isothermal entropy change near room temperature of any metal boride, and, for that mat-
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c

b

a

Figure 3.1: The crystal structure of AlFe2 B2 as viewed from a line of sight parallel to the
a ´ c plane. Silver, brown and green spheres correspond to iron, aluminum and boron atoms,
respectively.
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ter, any layered magnetic material that had been studied in this particular structure class.
Finally, AlFe2 B2 is a lightweight material, with benign, earth-abundant reactants and, remarkably, the entropy gain is over a second order transition. In 2014, it was established from
a study of elastic constants that AlFe2 B2 was a mechanically stable, anisotropic, magnetic
metal [55].
Many publications followed, including results from work done cataloging the compound’s
electronic and magnetic properties [56], simulating its response in an active magnetic refrigeration model [57], and a thorough investigation of its anisotropic thermal properties [58].
In 2020, a crystallographic study of AlFe2 B2 indicated that its ferromagnetic to paramagnetic phase transition was second order and that its magnetocaloric features were linked
to its anisotropic structural evolution [59]. The results from this study are reproduced in
Figure 3.2, and demonstrate some key features of this material. The Fe-Fe bond lengths
compete with one another; an expansion upon heating along the b-axis between iron atoms
is accompanied by a contraction along the c-axis. The value of |∆S| at field of 2 T is comparable to that of Gd (see Table 3.1), and exists at a similar temperature range (TC =
308 K).
Shortly after the MCE was discovered in AlFe2 B2 , research groups also began to experiment with adjustments to the material’s compositional make-up, as described in the
following section.

Tuning the Functionality of AlFe2 B2 using dopants
Early research on AlFe2 B2 revealed that, upon introduction of a Mn dopant substituted for
Fe, the magnetism of its ferromagnetic phase would switch to antiferromagnetism [51]. Contemporaneously with the exploration of the functional and materials properties of AlFe2 B2 ,
it was discovered that by substituting Co atoms for Fe during synthesis, the Curie temperature of the alloy could be decreased from TC = 290 K to 205 K [60]. The transition
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Figure 3.2: Results from a study of AlFe2 B2 by Oey et al. showing the lattice parameters
and bond lengths (left) and the magnetization response and ∆S in applied fields up to 5
Tesla. Reprinted with permission from Ref. [59].
temperature showed a linear dependence on Co content, but a stable compound could only
be achieved by increasing the Al content in order to arrest the formation of ferromagnetic
Fe-B phases. Those studies also noted no appreciable change in ∆S between the doped and
parent samples.
In 2019, it was demonstrated that upon introducing the dopants Ga and Ge into the
synthesis process, the result is a significant increase in TC (∆T C “ 30 K) along with a
nearly two-fold increase in the MCE, and increases in saturation magnetization and heat
capacity [61]. The authors attributed these remarkable increases to the complicated interplay
of chemical, electronic and structural effects due to Al and Fe antisite lattice defects.
Prior to the work presented in this dissertation, systematic, structural analysis on AlFe2 B2
was performed on crystals with Fe:Al ratio equal to 2 [59], and on crystals with varying
compositions [46] using Rietveld refinement of x-ray diffraction data, a technique described
in Section 4.3. As AlFe2 B2 -based compounds exhibit changes in the sharpness of their phase
transitions upon altering their composition, a study of the variations in the degree of local
disorder in the materials family is warranted to further our ability to tune individual materials
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Figure 3.3: Upon altering the Fe:Al ratio of AlFe2 B2 derivatives via doping with Ga and Ga,
the magnetic entropy increases significantly. The narrowing of the ∆S curves also indicates
that increasing the Fe:Al ratio pushes the alloy toward a first-order phase transition. Two
of these materials form part of the inquiry presented in Chapter 5. From [61], used with
permission.
to achieve desired results. This dissertation presents the results of total scattering analysis
using real-space refinement (as described in Section 4.4) in Chapter 5. First, we provide
background information on another promising class of compounds that offers another route
for caloric cooling in Section 3.2.

3.2

The Barocaloric Effect

The discussion on magnetocalorics can be generalized to thermodynamic environments involving the pressure field, P , as the intensive variable and its extensive conjugate, the change
in volume, dV . This results in the barocaloric effect. In Section 3.2.1, a brief introduction
to the barocaloric effect is presented. A brief discussion of barocaloric theory follows (Section 3.2.2). Next, in Section 3.2.3, a class of organometallic spin-state switching molecular
magnets are introduced, spin crossover materials, that show or have the potential to exhibit
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barocaloric properties. A representative sample from this class of materials which exhibits a
giant barocaloric effect and is the subject of the analysis in Chapter 6 is described in detail
(Section 3.2.4).

3.2.1

A Review of Barocaloric Studies

Materials which display substantial mechanocaloric effects, a general term used to describe
the change of temperature in a material as a result of any reversible mechanical deformation,
have been explored in earnest for at least two hundred years; Gough [62] and Joule [63] both
investigated the elastocaloric effect in natural rubber, and, more recently, in 1995, a U.S.
Patent was filed for an elastomer-based refrigerator [64]. Elastocaloric materials research
was rekindled by the discovery of giant elastocaloric effects in non-magnetic shape memory
alloys [65]. Research in the field of barocalorics had a large push in part due to the discovery
of large barocaloric effects in magnetocaloric materials [66, 67]. In the case of these materials,
magneto-elastic coupling across a first order magnetic phase transition allows for pressure to
be used to couple to the change in lattice parameters [68].
An barocaloric material need not be associated with a magnetocaloric effect. Between
2014 and 2018, appreciable barocaloric effects were observed in a frustrated antiferromagnet [69] and in another antiferromagnet, Mn3 GaN [70], as well as in non-magnetic materials,
such as PDMS rubber [71] and ferrielectric [72] and polymorphism [73] materials. In 2016, a
study of barocalorics by Karl Sandeman [74] proposed examining the spin crossover class of
materials (see below, Section 3.2.3) motivated by the fact that the volume change at their
transition temperature, TSCO , is often relatively large. In 2019, a giant barocaloric effect was
observed for the first time in a spin crossover compound [75] in a publication that makes up
part of this dissertation (Chapter 6).
Since 2019, barocaloric effects have been observed in a wide range of materials such as
plastic crystals [76, 77], organic-inorganic hybrid perovskites [73] and other spin crossover
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Material
Units
Fe3 (bntrz)6 (tcnset)6

dT
| dP
|
K¨ kbar´1
25

(FeL2 )(BF4 )2
(NH4 )2
AgI
(TPrA)[Mn(dca)3 ]
C60

15
5
14
23
17

(CH2 )2 C(Ch2 OH)2
(CH2 )C(Ch2 OH)3
(CH2 )3 C(Ch2 OH)

12
8
22

41

∆p
kbar
0.55
2.6
0.43
1
2.5
0.07
1
4.1
0.9
2.4
2.6

|∆ Srev |
J¨ kg´1 ¨ K´1
80
120
68
60
60
31
32
42
380
490
320

|∆ T | Tspan
K
K
10
10
35
50
4
5
18
20
5
1
10
10
16
70
10
10
16
40

∆ Thyst
K
2
2
4
6
25
1
3
3
15
4
24

Table 3.2: A catalog of barocaloric compounds, adapted from [79]. The second compound
here, the spin crossover compound, [FeL2 ][BF4 ]2 , was studied as part of this dissertation (see
Chapter 6).
compounds [78]. Results from a recent survey of barocaloric materials are presented below
in Table 3.2, from Ref. [79].

3.2.2

Theoretical Background

The formulae describing barocaloric effect are derived in the same manner as those which
describe the magnetocaloric effect (see Section 3.1.2), except they use Maxwell relation 3.6b,
connecting entropy, temperature, pressure, and volume, as their entry point, resulting in
ż Pf ˆ

BV
BT

˙

T
CpT, V q

ˆ

∆S “ ´
Pi

1

dP ,

(3.10)

P

and
ż Pf
∆Tad “ ´
Pi

BV
BT

˙
1

dP .

(3.11)

P

From Equations 3.10 and 3.11, it is clear that analogous criteria apply when assessing a
material’s barocaloric potential: a large value of

BV
BT

, and reversible behavior across a narrow

phase transition. To simplify calculations, the Clausius-Clapeyron Equation, can be used in
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the case of a first order transition:

∆S “ ∆V

3.2.3

dP
.
dT

(3.12)

Spin Crossover Compounds

Chapter 6 of this dissertation presents results on experiments where a giant barocaloric effect
was observed for the first time in a spin crossover compound. Here, we introduce the theory
behind this category of material. Spin crossover is a spin transition phenomenon that occurs
due to the crystal field-induced splitting of d-orbitals when an ion such as Fe(II) is placed
in a chemical environment. If the resulting energy gap between d-orbitals is of the order of
the molecular-scale unit of energy (kB T ), electron spins will pair up in those orbitals with
the lowest available energy, forming a low spin (LS) state, that breaks Hund’s first rule of
maximizing spin, as depicted in Figure 3.4. Above the so-called spin crossover temperature,
electrons are excited across the energy gap to the higher energy orbitals, forming a high spin
(HS) state that satisfies Hund’s rules [80]. This balancing act can be viewed as the interplay
between a high spin state favored by entropy and a low spin state favored by enthalpy [81].
The transition between LS and HS states can be continuous or first order, and can exist
above room temperature. However, at the lowest temperatures, typically below 100 K, SCO
transitions can be kinetically arrested [82].
The study of spin crossover phenomenon began with a 1931 publication by L. Cambi
and L. Szegö wherein the authors presented results on the anomalous magnetic behavior of
the fungicidal, iron(III) tris(dimethyldithiocarbamate) complex [83, 84]. In this compound,
they discovered highly sensitive, temperature dependent magnetic moments as well as a
dependence of this phenomena on changing the ligand, and, according to Gütlich’s review of
spin crossover, Cambi et al., at first misinterpreted their observations as equilibria between
magnetic isomers [85]. However, at the time, they did not necessarily have the theoretical
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Figure 3.4: Schematic energy level diagram for an octahedrally-coordinated Fe(II) ion, showing the effect of a crystal field in generating the possibility of a low spin (LS) or high spin
(HS) state, depending on the size of the crystal field due to the ligand. From [75], used with
permission.

CHAPTER 3. CALORIC MATERIALS

44

b

a
c

Figure 3.5: The unit cell for [FeL2 ][BF4 ]2 [L = 2, 6-di(pyrazole-1-yl)pyridine], presented in
its low spin state. This molecular magnet is the subject of inquiry in Chapter 6.
framework with which to interpret it properly. Contemporaneously, in the 1930’s, Bethe and
van Vleck were developing crystal field theory to describe [86, 87], which would then enter
the world of chemistry via Griffith and Orgel [88] as ligand field theory. By the 1950s, the
mechanism behind the spin crossover phenomenon was well understood [89].
In some compounds, the spin crossover transition is accompanied by a thermal hysteresis
width on the order of tens of Kelvin [80]. Therefore, most SCO research up until recently [75]
was in the context of suitable applications, such as thermo- piezo- and magneto-switches and
molecular memory devices [90].

3.2.4

[Fe(II)L2 ][BF4 ]2 [L = 2, 6-di(pyrazole-1-yl)pyridine]

The research presented in this dissertation in Chapter 6 focuses on an Fe(II) molecular spin
crossover compound, [FeL2 ][BF4 ]2 [L = 2, 6-di(pyrazole-1-yl)pyridine], shown in Figure 3.5.
[FeL2 ][BF4 ]2 is a molecular magnet with Fe(II) as its metal ion and di(pyrazole-1-yl)pyridine
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as its ligand, and is stabilized by two tetrafluoroborate BF´
4 counterions. [FeL2 ][BF4 ]2 is in
the P21 space group, and its crystal structure is monoclinic, therefore it has three distinct
lattice parameters, two of which form an angle other than ninety degrees. Lattice parameter
values of a = 8.49660Å, b = 8.55370Å, and c = 18.43000, and angle β = 98.3530˝ for the
low spin state are reported in Ref [91]. For the high spin state, the lattice expands to a =
8.54680Å, b = 8.55920Å, and c = 19.15360Å, and angle β contracts to 95.6400˝ . The unitcell volume expands upon heating over the spin crossover transition from 1325.234962 Å3 to
1394.375141 Å3 . The compound has a molecular weight of 651.93 g¨ mol´1 , and there are
61 atoms in its unit cell. Our research focuses on both protonated and partially-deuterated
polycrystalline samples of this compound. The protonated version of this molecule undergoes
a phase transition between a low spin (S = 0), diamagnetic ground state and a high spin
(S = 2) paramagnetic state upon heating at TH = 262 K. The reverse transition occurs on
cooling at TC = 258 K. The average of these two temperatures is the spin crossover transition
temperature, TSCO , reported as 260 K [92]. The width of the transition is narrow (∆T = 3
K), and is accompanied by a volume change of 2.6%.
Using differential scanning calorimetry (DSC) measurements, the entropy change of this
compound across TSCO was calculated to be ∆S = 66 J¨ mol´1 K´1 [91]. A reasonable
estimate of the magnetic component of the entropy change, via a localized model [93],

∆Smag “ Rrln p2SHS ` 1q ´ ln p2SLS ` 1qs,

(3.13)

gives a value of ∆Smag “ R ln 3 “ 9.13 J¨ mol´1 , demonstrating that the entropy at the spin
transition is dominated by lattice effects. This is to be expected, as it is not unusual in
most classes of magnetic materials for the magnetic entropy change to act in response to the
lattice entropy and take a secondary role to structural rearrangement with respect to caloric
effects [94]. Combining this result with Eq. 3.12, an estimate for the shift of the transition
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temperature under applied pressure, dT /dP , of 160 K/GPa is obtained. This high-valued
estimate provided the motivation for the study that comprises Chapter 6.
Having introduced caloric materials and the properties that are desirable for functional
applications (reversible phase changes with low hysteresis, large difference in entropy between
phases, and transition temperatures near room temperature), it now becomes necessary to
describe some of the tools used to analyze the structure of materials.

Chapter 4
An Introduction to Diffraction and the
Pair Distribution Function
In order to gain an understanding of the behavior of solids, one must probe their arrangement
(and rearrangement) on an atomic level. The results of this thesis have been obtained through
total scattering and Bragg diffraction experiments (Section 4.2), and through refinement
methods, such as Rietveld refinement (Section 4.3) and Pair Distribution Function analysis
(Section 4.4).

4.1

Introduction

The first Nobel Prize awarded in physics was given to Wilhelm Röntgen in 1901 for his
discovery of the x-ray six years earlier while working with gas discharge tubes in his home
laboratory [95]. In 1913, Lawrence and William Henry Bragg proposed a formulation of
diffraction consistent with their observation of patterns of intense peaks produced by x-rays
reflected off of crystalline solids that was dependent upon the wavelength, λ, and incident
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angle, θ, of the radiation:

2d sinθ “ nλ,

(4.1)

Here, d is the distance between two parallel crystallographic planes and n is any positive
integer. This fundamental formula is also applicable to beams of particles such as neutrons
and electrons when the de Broglie wavelength is used in place of radiation wavelength [96].
One of the most useful tools employed in order to investigate atomic ordering in solids
is scattering by x-rays, neutrons or electrons. In a typical scattering experiment, a sample
is placed in front of a two dimensional measuring screen and a coherent beam is set upon
the sample. The experiments discussed in this work are primarily on polycrystalline, powder
samples, which means that there is no preferential direction of the sample. Therefore, the
scattering pattern is orientationally averaged on the screen and appears as a pattern of rings
(figure 4.1), and one of the tasks of analysis is the interpretation of this pattern. Here, we
introduce the mathematical apparatus behind the theory of scattering.

4.2

Theoretical Background

Scattering experiments provide information in momentum space, which is reciprocal to real
space. A monochromatic beam with a wave vector, ki , incident upon a sample undergoes a
change of momentum and the final wave vector, kf is collected by a detector as a function
of the scattering angle, 2θ. The key parameter in this process is the scattering vector,
q “ ki ´ kf . In an elastic collision, the energy of the incident and deflected beams remains
constant, and therefore |ki | “ |kf |.
Typically, the quantity measured by an x-ray or neutron detector is the scattering intensity, Ipqq. The scattering intensity is related to two quantities, the form factor, F pqq, and
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Figure 4.1: A scattering pattern from x-ray powder diffraction of one of the aluminum-ironboron polycrystalline ("x = 0.1") samples reported on in Chapter 5.

Detector

q

Source
2θ
incident beam

r = λ-1

Figure 4.2: Schematic of a typical scattering experiment, with representation of the Ewald
sphere. Either the scattering vector (q) or the detector angle (2Θ) can be used as the
independent variable to collect the data for the scattering intensity, Ipqq.
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the structure factor, Spqq as

Ipqq “ă F pqq2 Spqq ą .(4.2)
In order to relate the structure factor directly to the scattering intensity, an isotropic
form-factor intensity profile is calculated and divided out.
A typical scattering experiment has a configuration similar to that in Figure 4.2. The
circle here represents the "Ewald Sphere", a sphere of radius

1
λ

that indicates the surface

within k-space that satisfies the conditions necessary in Bragg’s Law (Eq. 4.1) to obtain a
diffraction signal from the scattering vector off the sample’s crystallographic planes.

4.3

Rietveld Refinement

In order to analyze the powder diffraction data from x-ray or neutron diffraction experiments, refinement methods are necessary. One such technique was developed in 1967 by
Hugo Rietveld [97]. Rietveld refinement implements a least squares algorithm that minimizes
the difference between the scattering intensity collected in a diffraction experiment and a
simulated profile of the expected values one would expect to see given some basic crystallographic information. Most crystallographic data – lattice parameters, atomic parameters,
and degrees of phase-mixing – can be obtained from Rietveld refinement, and the data from
the materials studied in Chapter 6 was analyzed using this method.
Rietveld refinement operates in reciprocal space; next we introduce a technique that
permits for refinement of data in real space.
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dr
r

Figure 4.3: A representation of r and dr for the radial distribution function for an arbitrary
arrangement of atoms

4.4

The Pair Distribution Function

Pair distribution function (PDF) analysis is a technique that allows diffraction patterns to
be matched to a model of crystal structure in real space via a Fourier transformation. Here,
the theoretical background of PDF analysis is presented, along with historical context.

4.4.1

Historical Background

Although similar concepts were put forth by Keesom, Debye and Raman, the pair distribution
function was formally introduced by Zernike and Prins in their seminal 1927 paper, "The
Diffraction of X-rays in Liquids as an Effect of the Molecular Arrangement" [98].
Their work was primarily concerned with liquids and gases, and the field of statistical
mechanics of these phases of matter was developed further by Lars Onsager, as well as
Kirkwood and Buff [99, 100] where, similar to solid-state systems, one of the fundamental
choices to be made is the determination of the appropriate model to use for the electric
potential.
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Preliminaries

The average number density of atoms in a solid, liquid or gas is defined as the ratio of total
number of atoms to the bulk volume of the substance [101];

ρ0 “

n
v

(4.3)

One can introduce the pair distribution function, gprq, such that the number density of
atoms that can be found at a given distance, r, from an origin atom, is given as

N prq “ ρ0 gprq.

(4.4)

The pair distribution function is radially averaged, and is therefore a one-dimensional
function. It is essentially a probability density function, in that the probability of finding
an atom at the position, r within the range, dr, is the integral of gprq multiplied by dr
(Figure 4.5). In a solid, the probability of finding any two atoms at a given interatomic
distance, r, is known as a distance map and is expressed as ρ0 gprqdr.
Some key features of the pair distribution function of note are as follows. The function
undergoes oscillatory behavior about the value of one, and, in the continuum limit, when
r gets large, gprq approaches 1. The magnitude of oscillation indicates lower or higher
density at the value of r. The peaks of the oscillations correspond in general to the atomic
coordination shells about the origin atom. A plot of gprq then represents the average bond
lengths in real space, and some examples for typical PDF plots for crystalline and amorphous
solids, liquids and gases are shown in Figure 4.4.
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Figure 4.4: Typical pair distribution gprq scattering profiles of a) a crystalline solid, b) an
amorphous solid, c) a liquid, and d) a gas. From [102], used with permission.

4.4.3

PDF analysis

The key difference between Bragg scattering and total scattering (or pair distribution function) analysis is that while the Bragg diffraction pattern provides the average structure
of a crystalline material, total scattering utilizes the entire scattering intensity, which includes both the Bragg peaks and the diffuse scattering profile. By Fourier transforming the
total scattering intensity and performing refinement in real space, information about the
long-range average structure is supplemented with data pertaining to the short-range, local
correlations. The PDF technique has been applied successfully to determine the structure
of amorphous materials and nanoparticles [103], and, in the field of magnetic materials, has
lead to a deeper understanding of phenomena such as structural fluctuations below the Curie
transition in magnetite [104] and the local and intermediate-range atomic distortion in the
magnetocaloric, MnAs1´x Px [105].
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Bragg’s Law, Equation 4.1, provides a profile of distinct, strong peaks which signifies the
position of the reflections of the crystal planes. From the Bragg peaks, one can determine the
long-range atomic order and identify a crystal structure. In addition to the Bragg spectrum,
additional details of the materials short-range order can be obtained by considering the
diffuse scattering signal, using total scattering analysis [106]. An investigation of the shortrange order or disorder can be conducted directly in real space.
One can define the reduced radial distribution [106] f prq in relation to the radial distribution function, Rprq, by

Rprq “ rf prq.

(4.5)

From f prq, one can calculate the reduced pair distribution function Gprq:

Gprq “ f prq ´ 4πrρ0 .

(4.6)

Alternatively, one can formulate Gprq as a function of the pair distribution function gprq:

Gprq “ 4πrρ0 pgprq ´ 1q.

(4.7)

The reduced pair distribution function Gprq is useful and convenient to work with, as
in practice, it is equivalent to the reduced radial distribution function f prq [107], and one
can obtain it directly from a sine Fourier transform of the scattering intensity Ipqq, as the
relationship

q“

4π sin θ
λ

(4.8)

connects θ-space to q-space. In a scattering experiment, the structure factor F pqq can be
calculated by factoring the form factor intensity Spqq out of the experimentally measured
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scattering intensity Ipqq (Equation 4.2). Analysis of the real-space, reduced pair distribution
function forms the basis for the discussion presented in the following chapter.

Chapter 5
Total Scattering Analysis of
Representative Crystals from the
Al-Fe-B Family
In Section 3.1.3, the aluminum-iron-boron system was introduced as a promising class of
compounds for magnetocaloric applications. Prior work was discussed that demonstrated
both their tunable, near room-temperature, transition temperature range and a second order
phase transition that exhibits increasing ∆S upon increasing their iron to aluminum ratio.
Such features indicate a sensitivity of the magnetocaloric effect to stoichiometric composition
brought about by doping with other metals during the crystal melting process.
In order to proceed with the exploration of the tunable phase transition in aluminum-ironboron alloys beyond empiricism, a systematic structural study with respect to the chemical
composition is warranted. This chapter presents an analysis of x-ray measurements taken on
five different representative AlFe2 B2 -based samples, both single crystal and polycrystalline,
along with pair distribution function analyses used to quantify local disorder with respect
to the antisite occupancy of Fe atoms on Al sites. After presenting calculations of the field
56

CHAPTER 5. TOTAL SCATTERING OF Al-Fe-B

57

exponent criteria to quantify the order of a phase transition, as introduced in Section 2.6.2,
this chapter concludes with a summary of our results.

5.1

Experimental Procedure and Methods

This study is concerned with two single crystal samples and three polycrystalline samples
which were generously provided by Laura Lewis (Northeastern University) and Radhika
Barua (Virginia Commonwealth University (VCU)), and were produced as part of a collaborative project between Northeastern University, Ames Lab, VCU and McCallum Consulting.
The single crystals were synthesized at Ames Lab by Brian LeJeune (Northeastern) and
were grown using a Bridgman single-crystal growth technique [45]. The polycrystalline samples were obtained by arc-melting high purity elements into ingots of starting composition
Al1.2´x Gax Fe2 B2 , where the excess Al was used to optimize the growth of the desired phase.
The ingots were remelted and suction-cast into rods, which were then sliced into sections.
Full details of this synthesis can be found in Ref. [61].
The single crystals displayed monotonic variations with respect to the lattice parameters
in the Curie temperature TC , the magnetic-field induced entropy change ∆S, the heat capacity at constant pressure, cP , and the thermal conductivity, κ. The ranges of each of these
parameters is shown in the Table 5.1, below:
The chemical composition of the single crystals, as determined by energy-dispersive x-ray
spectroscopy (EDS), along with their respective Fe to Al ratios is Al0.98 Fe2.02 B2 (Fe:Al =
2.03) and Al1.02 Fe1.98 B2 (Fe:Al = 1.98), is designated in this dissertation, respectively, as "Ferich" and "Fe-poor". The polycrystalline samples take the form Al1.2´x Gax Fe2 B2 , and have
dopant values and respective nominal Fe:Al ratios of x = 0.1 (Fe:Al = 2.04), x = 0.05 (Fe:Al
= 1.94) and x = 0 (Fe:Al = 1.95). It is noted here that experimental data indicates that
solid solubility of Ga in the AlFe2 B2 lattice is limited and thus, the dopant element merely
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Range
280 ´ 315 K
2.3 ´ 4.0 J¨kg ´1 ¨K ´1
117 ´ 147 J¨mol´1 ¨K ´1
2.4 ´ 11.5 W¨mK ´1

Table 5.1: Material Parameters Tt , ∆S, cP and κ obtained from experimental study of
AlFe2 B2 -based single crystals of varying compositions. The ratios were calculated from the
results of chemical characterization using energy-dispersive spectroscopy, while the nominal
compositions refer to the stoichiometry of the reactants fed into the crystallization process.
From Ref. [45].
Name
"Fe-rich"
"Fe-poor"
x = 0.1
x = 0.05
x=0

Fe:Al Ratio
2.03
1.98
2.04
1.94
1.95

TC
301
284
300
290
280

K
K
K
K
K

Composition (Nominal)
Al0.98 Fe2.02 B2
Al1.02 Fe1.98 B2
Al1.1 Ga0.1 Fe2 B2
Al1.15 Ga0.05 Fe2 B2
Al1.2 Fe2 B2

Table 5.2: Single crystal (top two) and polycrystalline sample naming convention for the
AlFe2 B2 -based crystals, along with their ratios, nominal compositions, and transition temperatures.
alters the solidification route for formation of the AlFe2 B2 phase such that it promotes
antisite occupancy of Fe on Al sites [61]. Given the sensitivity of the magnetofunctional
response to substitution, a pair distribution function analysis was conducted on data from
total scattering experiments on the materials. The main aim is to quantify the effect of
local disorder in AlFe2 B2 . The single crystal samples were ground into powder for these
experiments.
The x-ray diffraction experiments took place at the National Synchrotron Light Source
II (NSLS-II) at Brookhaven National Laboratory in Upton, NY, under the supervision of
Milinda Abeykoon from May to June of 2019 on Beamline 28-ID-1, a beamline devoted to
PDF study of materials. The details of the experiment are as follows: all five samples were
studied under a temperature sweep from 100 K to 500 K in increments of 5 K. The experiment
was performed as the crystals were heated. Each measurement was taken for 60 seconds,
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Figure 5.1: The scattering intensity, Ipqq, of the Fe-poor single crystal AlFe2 B2 -based sample
in its low temperature phase (left), and a comparison of Ipqq for the low and the high
temperature phases for a selected range of q.
with qmax “ 25 Å´1 to optimize the resolution in real space, and with the detector placed at
close range to the sample in order to obtain a wide-angle scattering pattern. The diffraction
pattern was calibrated to a standard Ni calibrant. Analysis proceeded the following way:
first, using the software package, FIT2D, developed by the European Synchrotron Research
Facility, the two-dimensional diffraction images were reduced to one-dimensional data sets
containing the scattering intensity Ipqq as a function of both the momentum transfer (|q|)
and the detector angle (2Θ). The background was subtracted out from a fifteen minute
run on an empty, kapton tube. Then, xPDFsuite, developed by the Billinge Group at
Columbia University, was used to Fourier transform the one-dimensional signal into the
real space, PDF-compatible, Gprq function. PDF analysis then began using PDFGui, a
package contained within xPDFsuite.
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Figure 5.2: The reduced pair distribution function Gprq for three polycrystalline AlFe2 B2 based samples at low temperature (T “ 100 K).

5.2

Results and Discussion

Examples of the scattering intensity, Ipqq, for the Fe-poor single crystal sample, and the
pair distribution function, Gprq (which is the Fourier-transformed Ipqq, see Section 4.4), are
shown in Figures 5.1 and 5.2. Figure 5.2 compares each of the three polycrystalline samples
at low temperature, and displays a trend towards sharper peaks in Gprq in the higherdoped samples, and additional shifted features which indicate a change in the structural
arrangement of the atoms that occurs as the ratio of Fe to Al increases.

A Note on Error Analysis Error analysis was performed by reduced chi-squared
analysis and resulted in error bars that were low-valued, and within plot markers and are
therefore omitted from the above discussion.

Lattice Parameters and Ratios The initial PDF analysis initially proceeded using PDFgui by refining over a range of 1.5 -30Å. An example of a fit for the Fe-rich single
crystal is presented in Figure 5.5. The parameters Qinst and Qmax were each set to 25 Å´1

CHAPTER 5. TOTAL SCATTERING OF Al-Fe-B

2.932

11.06

2.93

11.05

61

2.928
11.04
2.926
11.03

b(Å)
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Figure 5.3: Lattice parameters for AlFe2 B2 along the a (left) and b directions in each of the
AlFe2 B2 -based crystals. Note the presence of a low temperature feature T ˚ in each of the
single crystals; at T ˚ « 150 K in the Fe-poor sample, and in the Fe-rich sample at T ˚ « 180
K.
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Figure 5.4: Lattice parameter in the c-direction (left) and iron-boron bond angle for each
of the AlFe2 B2 -based crystals. On the plot of c, again note the presence of T ˚ in the single
crystal samples; T ˚ « 150 K in the Fe-poor sample, and at T ˚ « 180 K in the Fe-rich sample.
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Figure 5.5: Representative PDF fits of the Fe-poor single crystal of AlFe2 B2 for T = 100 K
(top) and T = 495 K. These Gprq plots represent the Fourier transforms of the scattering
intensity Ipqq shown in Figure 5.1.
Name
"Fe-rich"
"Fe-poor"

Fe:Al Ratio
2.03
1.98

∆T (TC - T ˚ )
121 K
134 K

Table 5.3: The difference, ∆T, between TC and T ˚ for each of the two AlFe2 B2 -based singlecrystals.
and the background scale to 0.05, and step-wise adjustments were made until an Rw value
of 0.08 or better was obtained. The fitting range was eventually narrowed, as the residuals
were abnormally high for low r, particularly in the low temperature phase.
Figures 5.3 and 5.4 show the lattice parameters and unit cell angles of the five samples.
For all the samples, the a and b axes expand upon heating, while the c axis undergoes
contraction up until TC , after which it increases linearly.
Figures 5.3 (left) and 5.4 (left) show the first indication of some low-temperature feature
present in the Fe-poor single crystal at T ˚ « 150 K and in the Fe-rich single crystal at
T ˚ « 180 K. This feature is clearest in the c and the a parameters. The ratio of those two
axes is plotted in Figure 5.6, where this feature is more defined.
The plot of c{a is also interest here for two reasons: First, in the Fe-rich single crystal, the
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low temperature feature at T ˚ seems to result from the c parameter contracting faster relative
to the a-axis’ expansion over a range of 5 K, while in the Fe-poor sample, the opposite occurs;
an accelerated expansion occurs in the a parameter at T ˚ , resulting in a diminished value
of c{a. Second, the ratio curve for the single crystal sample with the greatest Fe:Al ratio
("Fe-rich") is of similar functional form to the polycrystalline sample with the greatest Fe:Al
ratio ("x = 0.1"). Both observations are supported by the proposition that the magnetic
ordering of this system is strengthened by Fe-Fe bonding along the b-axis [59], and facilitated
somewhat by the constraints imposed by the Fe-B polyhedra, manifesting mainly in the a ´ c
plane. The T ˚ feature in the single crystals is not yet understood. Here it is noted that
it manifests at higher temperature and in a different form (c{a decreasing) in the Fe-rich
sample as opposed to the crystal with more Al present. Focusing on the second observation,
the steepness of the c{acurve in Figure 5.6 for both the Fe-rich single crystal and the x =
0.1 polycrystalline samples support the observation that, upon increasing the Fe:Al ratio in
either class of samples, the continuous transition moves more toward first order.
Figure 5.7 shows the c and a lattice parameters, normalized to their high temperature
values. The behavior of all five samples, both single crystal and polycrystalline, is identical
above TC . The left panel of Figure 5.7 shows the pronounced magnetostructural coupling
in the higher Fe:Al ratio samples ("Fe-rich" and "x = 0.1") and displays clearly the trend
towards increased first order behavior in these materials as the iron content is increased, as
well as the absence of a low temperature event at T˚ .

Volumes In order to further our description of the nature of the phase transition in
AlFe2 B2 -based compounds, we now turn to a discussion of the lattice volumes. Figure 5.8
shows the lattice volumes of each of our compounds as a function of temperature. All
compounds undergo some slowing of their expansion before their respective transition temperatures. Again, the behavior of the Fe-rich single crystal is most similar to the x=0.1
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Figure 5.6: Ratio of the c axis to the a axis normalized to the c:a ratio of the x = 0 polycrystal
in AlFe2 B2 -based crystals, as a function of temperature.
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Figure 5.7: Lattice parameters in the c direction (left) and b direction for each of the AlFe2 B2 based crystals, normalized to T = 495 K.
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Figure 5.8: The lattice volumes for each of the AlFe2 B2 -based crystals as a function of
temperature.
doped polycrystal. The competition between the negative thermal expansion in c and the
thermal expansion in a and b manifests in some interesting features in the volume curves.
Both the derivative of volume with respect to temperature and the volume fraction, ∆V {V ,
displayed in Figure 5.9, clearly show negative thermal expansion in the neighborhood of their
respective transition temperatures in the high Fe:Al ratio samples. This feature appears in
both the single crystal and polycrystalline samples. It is presumed again that increased
presence of Fe relative to Al is responsible for the magnetovolume contraction in these two
samples, and this evidence is supported by the negative thermal expansion in the overall
volume in the temperature range 290 - 305 K (Figure 5.9, right). The steady expansion,
then contraction, then rapid expansion as a function of temperature could be responsible in
part, for the enhanced change in entropy that these samples exhibit. Of note also is that the
Fe-poor single crystal undergoes the smallest amount of volume expansion (0.633Å3 , 11%
less than the Fe-rich single crystal).
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Figure 5.9: The derivatives of the lattice volumes in the AlFe2 B2 -based crystals (left) presented along with along with a plot of ∆V /V for a selected temperature range about the
phase transition (240 - 320 K).
Interatomic Spacing Figure 5.12 shows normalized (to high temperature) interatomic
distances between iron and boron on the long axis of the crystal on the left, and the iron
and boron interatomic distances along the direction of the a ´ c plane on the right. As the
iron and boron atoms form a distorted tetrahedron that unfolds asymmetrically, we expect a
necessary asymmetric expansion and contraction with respect to the two orientations of the
bonds between them. Of note is the difference in behavior between each of the two single
crystals: for the Fe-poor crystal, the b-axis Fe-B bonds contract and then expand, while in
the Fe-rich crystal, the opposite occurs. The situation along the a ´ c plane for the Fe-B
bonds involves consistently contracting up until the transition temperature, whereupon they
expand. Looking at the b-axis, and considering that the atomic radius of iron is greater
than aluminum by a factor of approximately 1.09, this observation supports the proposition
that there is systematic Fe-Al lattice site substitution along the single-crystal direction of
solidification. The behavior of the Fe-B bond along the b-direction shows the most variance
from sample to sample. For the higher Fe:Al ratio single crystal and polycrystals, this
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Figure 5.10: Interatomic distance between iron atoms in the AlFe2 B2 -based crystals along
the b-axis (left) and in the ac plane, normalized to their values at T = 495 K
parameter decreases as a function of temperature over the 100´500 K range, for the samples
with the lowest Fe:Al ratios, it increases.

Post-analysis reflection Initially, the motivation of this PDF refinement study was
to explore the local atomic structure and the short-range disorder in the AlFe2 B2 class of
compounds. Upon undertaking the analysis presented, however, it became clear that the
residuals between the fitting model and the data were too high at low r to make definitive
statements concerning the atomic structure on a local scale (Figure 5.11). An explanation
for this remains for future inquiry (Chapter 7). Nevertheless, due to the high resolution in
real-space afforded by taking measurements up to qmax “ 25 Å´1 , and because interatomic
distances in general are more easily refined with PDF refinement compared to Rietveld
refinement [108], we believe that the information gleaned regarding the evolution of these
distances, in particular, the anisotropic iron-boron spacing and the bond angles in the Fe-B
polyhedra, represent a significant contribution to the body of research available on these
materials.
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Figure 5.11: The residuals of the PDF fit for all five samples in the AlFe2 B2 analyzed in this
study, at T “ 400K, indicating a lack of agreement between the refinement and the model
for low r.
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Figure 5.12: Interatomic distance between iron and boron in AlFe2 B2 -based crystals along
the b-axis (left) and in the a ´ c plane, normalized to their values at T = 495 K
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Composition
(Nominal)
Al0.98 Fe2.02 B2
Al0.99 Fe2.01 B2
Al1.01 Fe1.99 B2
Al1.02 Fe1.98 B2
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Fe:Al Ratio

Tt

2.03
2.01
1.99
1.98

301 K
296 K
292 K
284 K

˘
˘
˘
˘

0.01
0.01
0.01
0.01

Table 5.4: Fe:Al ratios of the single crystal AlFe2 B2 -based samples used for the field exponent
analysis, along with their respective transition temperatures. The "Fe-rich" and "Fe-poor"
single crystals represent the top and the bottom rows, respectively. Data provided by Brian
LeJeune at Northeastern University.

5.2.1

Quantification of the Order of the Phase Transition in AluminumIron-Boron

The work above points towards a clear trend in a shift of phase transition behavior with
respect to Fe:Al ratio, and, combined with past studies of this system’s entropy [61], indicate
the potential to push this material towards a first-order transition by chemical substitution.
A field exponent analysis (Section 2.6.2) of the two single crystals in this study, along with
two others with different composition, was performed in order to gain further insight and to
confirm the trend toward first-order behavior with increasing Fe:Al ratio. Data from M pHq
curves were provided for four compositions of the single crystals whose Fe:Al ratios are listed
below in Table 5.4. Magnetization was measured by Brian Lejeune at the Ames Laboratory
using a Quantum Design DynaCool apparatus at temperatures between 250 K and 325 K in
intervals of 2.5K, and the magnetic fields were varied between ˘2T. Using Mathematica code
written and provided by Karl Sandeman at City University of New York (and edited by the
author), the following process was used in order to plot the field exponent, n, representing
the field dependence of the magnetic entropy change, ∆S∝ Hn (Section 2.6.2). Initially, the
magnetization curves were interpolated from the raw data along isotherms, and a M pH, T q
surface was generated. Next, the change in magnetization with respect to temperature
at constant field,

BM
,
BT

was calculated from a linear interpolation of the magnetization at
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each temperature point along the range of the H field. Integration was performed under
these curves in order to calculate ∆S from the appropriate Maxwell relation (Equation 3.6a
provided in Section 3.1.2):
żH
∆S “
0

BM
1
dH
BT

(5.1)

Finally, the derivative of the natural logarithm of ∆S was taken with respect to the
natural logarithm of H in order to calculate npT, Hq:

npT, Hq “

d ln |∆S|
d ln H

(5.2)

The results are plotted in Figures 5.13 and 5.15. Figure 5.13 shows the field exponent
plotted for each single crystal sample as a function of temperature for four values of the
magnetic field: 0.5, 1.0, 1.5, and 2.0 T. Figure 5.15 shows a surface plot of npT, Hq over
the temperature range of 255 ´ 325 K and the magnetic field range of 0.2 to 2 T. Recall
from Section 2.6.2 that a value of n greater than 2 near and below the phase transition
indicates that it is first order. A comparison of the field exponent plots normalized to the
Curie temperatures for each single crystal under an applied field of 0.5 T (Figure 5.14) shows
a clear trend towards a phase transition with first-order character: as the ratio increases,
the slope of n increases. The nature of the erratic behavior of npT, Hq below the phase
transition remains an unsolved question; it could be an artifact of the interpolation process.
Note that Figures 5.13c and 5.15c indicate that the smoothest constant field npT q curves and
interpolated npT, Hq surfaces occur in the AlFe2 B2 crystal with the Fe:Al ratio close to, but
not greater than, 2. In Section 7.1, we suggest further inquiry to clarify the low temperature
behavior of these materials.
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(a) Fe:Al ratio 2.03

(b) Fe:Al ratio 2.01

(c) Fe:Al ratio 1.99

(d) Fe:Al ratio 1.98

Figure 5.13: A two-dimensional plot of the field exponent for four single crystal samples of
the AlFe2 B2 material family in order of decreasing Fe:Al ratio. Light green lines correspond
to a field of 0.5 T, blue to 1.0 T, red to 1.5 T and grey to 2.0 T. For the samples with the
highest Fe content, the transition about the critical point (indicated by the bold, vertical
lines) is steepest, indicating a push towards first-order behavior.
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Figure 5.14: The behavior of the field exponent n shown for four single crystal samples of
AlFe2 B2 under an applied field of 0.5 T, normalized to their respective Curie temperatures.
The slope of the curves clearly gets steeper as the Fe:Al ratio increases.

5.3

Summary

This chapter presented a thorough and systematic investigation of the structural details
of five members of AlFe2 B2 class, including two single crystals and three polycrystals. The
functionality of AlFe2 B2 is sensitive to compositional variation. An increase of the Fe:Al ratio,
either with chemical substitution or via crystal growth techniques, results in an increase
in the change of entropy about the phase change, with a drive towards a first-order, low
hysteretic transition. This property, along with the highly tunable nature of the near-room
temperature TC , indicates that AlFe2 B2 -based compounds represent a promising route to
efficient, cost-effective and environmentally friendly devices.
During the investigation, a low-temperature feature at T “ T ˚ was revealed that enhances
our understanding of the amalgamation of atomic, magnetic and chemical forces that are
present in these crystals, and warrants further study.
From the pair distribution function analysis of diffraction data presented here, the fol-
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(a) Fe:Al ratio 2.03

(b) Fe:Al ratio 2.01

(c) Fe:Al ratio 1.99

(d) Fe:Al ratio 1.98

Figure 5.15: A three dimensional surface plot of the field exponent, npH, T q, as a function
of both the magnetic field and temperature for four single crystal materials in order of
decreasing Fe:Al ratio. Note that in the crystal with the Fe:Al ratio closest to, but not
exceeding, 2 (bottom left) no anomalous behavior is seen below TC .
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lowing have been demonstrated to be associated with increased Fe:Al ratio:
• A sharper phase transition that approaches first-order behavior, which is supported by
the field exponent analysis in Section 5.2.1.
• A decrease in ∆T “ TC ´ T ˚ indicating increased volume constriction before the phase
transition that relates to the negative lattice expansion along the c-axis.
• An overall heightened magnetostructural coupling.
Single crystal samples represent an ideal method to investigate this behavior and warrant further exploration. However, polycrystalline materials display the same trends, and
they represent a more efficient route to synthesis that is more easily scaled to commercial
applications.
Having concluded this discussion on total scattering analysis of magnetocaloric AlFe2 B2 based materials, this dissertation continues with results pertaining to experiments performed
on spin crossover materials (introduced in Section 3.2.3) that display great potential in the
field of barocalorics, an area outlined in Section 3.2.

Chapter 6
Bragg Scattering Analysis of a Spin
Crossover Molecular Crystal Under
Applied Pressure
In Section 3.2.4, the Fe(II) spin crossover molecule, [FeL2 ][BF4 ]2 [L = 2, 6-di(pyrazole-1yl)pyridine] was introduced as a promising compound for barocaloric applications. Initial
studies were discussed [91] that demonstrated an abrupt SCO transition that occurs over a
narrow range near room temperature.
This chapter presents an analysis of neutron scattering measurements taken under pressure on [FeL2 ][BF4 ]2 polycrystalline samples, both protonated and deuterated, along with
Rietveld analyses used to determine the volume change under applied hydrostatic pressure.
The results from our experiments indicate the presence of a giant barocaloric effect in these
molecules, and show a linear increase in TSCO in the low pressure regime.
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6.1

Experimental Procedure and Methods

This study is an analysis of neutron diffraction data taken under pressure of polycrystalline
samples of both protonated and partially deuterated [FeL2 ][BF4 ]2 [L = 2, 6-di(pyrazole-1yl)pyridine] which were synthesized and provided by Malcolm Halcrow at the University of
Leeds. Full details of the synthesis can be found in Ref. [91], and of the deuteration process
in Ref. [75].
Neutron diffraction was initially performed on the protonated samples in an aluminum
pressure cell with applied hydrostatic pressure of 20, 60 and 100 MPa at Oak Ridge National
Laboratory at the Spallation Neutron Source (SNS) Beamline BL-3 in November 2017 under
the supervision of António M. dos Santos. BL-3, also known as "SNAP" (Spallation Neutrons
and Pressure Diffractometer) allows for neutron diffraction data to be taken under applied
hydrostatic pressure. In order to obtain improved diffraction statistics, a second diffraction
experiment was performed on the deuterated samples under pressures of 40 and 120 MPa at
the same line in April 2018. Data for both compounds were taken in continuous heating or
cooling mode from neutron beams of λ = 2.4 Å and 6.1 Å. A summary of the experiments
performed is given in Table 6.1. Rietveld refinement was performed on the scattering data
using GSAS [109].

6.2

Results and Discussion

Initial magnetometry measurements (magnetization with respect to temperature) under ambient pressure taken at the University of Leeds Magnetometry in a Quantum Design SQUID
magnetometer confirmed that the spin crossover transition temperature of [FeL2 ][BF4 ]2 upon
heating was TH = 262 K and, upon cooling, TC = 258 K (Figure 6.1).
We note here that in order for the Clausius-Clapeyron Equation, Eq. 3.12, to be employed
with more predictive accuracy, we have re-measured both ∆V and ∆S using alternate method
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Sample

Applied
Pressure
(MPa)
20
60
100
Ambient
40
120
120

Protonated
Protonated
Protonated
Deuterated
Deuterated
Deuterated

T

Heating; 240-280 K
Heating; 240-280 K
Cooling; 280-240 K
Heating; 240-290 K
Heating; 240-290 K
Heating; 220-300 K
Cooling; 300-220K

Table 6.1: Details of pressures and temperatures measured during the neutron diffraction
experiments performed on [FeL2 ][BF4 ]2 [L = 2, 6-di(pyrazole-1-yl)pyridine] at Oak Ridge
National Laboratory.
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Figure 6.1: Magnetic susceptibility (left) and Curie-Weiss plots for the spin crossover compound, [FeL2 ][BF4 ]2 [L = 2,6-di(pyrazol-1-yl)pyridine] upon heating and cooling under ambient pressure, establishing a TSCO of 260K. The phase transition is between the diamagnetic
(low spin) and the paramagnetic (high spin) states. Data taken at University of Leeds, see
experimental section for details.
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Figure 6.2: The volume of protonated [FeL2 ][BF4 ]2 under 20 MPa of applied pressure, from
Rietveld refinement of neutron diffraction data (left) and raw signal data taken at 60 MPa
(top right) and 100 MPa (bottom right) showing evidence of the shifted spin crossover
transition. From [75], used with permission.
and equipment in our analysis.

Protonated [FeL2 ][BF4 ]2 [L = 2,6-di(pyrazol-1-yl)pyridine] A plot of the Rietveld
refined volume in Figure 6.2 (left) shows a TH of 261 K upon heating the compound under
20 MPa. The neutron signal strength for the two higher pressures was not strong enough
to allow for accurate refinement, however, the material was sufficiently crystalline for us to
observe a shift in the Bragg peaks against the background scattering (Figure 6.2, right).
From this data, we obtain a TH of 265 K on heating under 60 MPa and a TC of 270 K on
cooling at 100 MPa.
From the TH and TC values above, and from the calorimetry data summarized below
that indicates the thermal hysteresis is 4K in this pressure range, we calculate a value for
the change in spin crossover transition temperature with respect to pressure of dTSCO {dP =
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Figure 4. Results of Rietveld refinement of neutron diffraction data: temperature variation of
Figure
Rietveld
refinement
of neutron
data [FeL
showing
the lattice parameters and volume of
the6.3:
lattice
parameters
of partially
deuterated
2][BF4]2 in 40 MPa (400 bar) and 120 MPa
partially
deuterated
]2 takenand
at 40
MPa are
(top
images)
andand
120blue,
MPa.
Measurements
2 ][BF
(1200
bar). Data[FeL
taken
on 4heating
cooling
shown
in red
respectively.
taken on heating and cooling are displayed in red and blue, respectively. Evidence of the
shift of TSCO upon increasing the pressure of the system can be found by comparing the
volumes on cooling at T = 265 K; under 40 MPa of applied pressure, the system is in the
high-spin S = 2 state, while under 120 MPa of applied pressure, it is in the low-spin S = 0
state. From [75], used with permission.
120 K/GPa.

Deuterated [FeL2 ][BF4 ]2 [L = 2,6-di(pyrazol-1-yl)pyridine] In order to obtain
improved diffraction statistics, a second, deuterated sample was measured. The results from
Rietveld refinement on partially deuterated [FeL2 ][BF4 ]2 [L = 2,6-di(pyrazol-1-yl)pyridine]
Figure 5. (Left) SQUID magnetometry for protonated [FeL2][BF4]2 at pressures up to
are presented
Figure
6.3.inThe
bulk ofcorrespond
the phase transition
appears to
from
the 3.3%
490 MPa.inLoad
levels
kilograms
to applied pressures
of result
120 MPa
(initial
load),
200 MPa (300 kgs) and 490 MPa (450 kgs) respectively. The pressure value for one curve
expansion
of the
c lattice
and isassigned
spatiallybut
compensated
contraction
in the
(200 kgs
of load)
couldparameter
not be uniquely
is assumed tobyliethe
between
120 MPa
and
200 MPa. We note that the ambient “recovered” pressure curve was taken last and that an
irrecoverable phase transition has taken place in part of the sample at 490 MPa, as shown by
the decreased drop in magnetization at the SCO transition. (Right) The
(pressure,temperature) phase line shown in terms of applied pressure (left axis) or applied
load (right axis). Approximate regions of low, medium and high pressure, as identified by the
rate of change of spin crossover temperature, are denoted as regions I, II and III respectively.
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Figure 6.4: Temperature dependence of the a-axis and β angle of the unit cell of [FeL2 ][BF4 ]2
in its protonated (left) and deuterated form under ambient pressure, confirming the downward shift in TSCO upon deuteration. Note that evidence of increased
thermal hysteresis is
1
not the present in the deuterated sample. From [75], used with permission.
bond angle, β by approximately 3%. The b and a axes contract only very slightly. It should
be noted that the sparse data presented here do not indicate a broader transition; in order
to get good scattering data, the sample had to be measured at each temperature point for
1500 seconds.
1

The transition temperature upon heating for the deuterated sample under 120 MPa of
pressure is TH = 269 K, yielding a value of dTSCO {dP = 100K/GPa. Compared to the value
of 120K/GPa for the protonated sample, this could potentially suggest that the shift in
transition temperature with respect to pressure is diminished by partial deuteration.
Figure 6.4 shows the temperature dependence of the unit cell parameters and bond angle
β for the protonated (left) and partially-deuterated sample. This data reveals a two key
observations: First, and consistent with reported values in the literature [110, 91], the partial
(65%) deuteration lowered the transition temperature by 5 K from 258 ˘ 3 K to of 253 ˘ 3 K.
Second, there is no indication that deuteration of the sample enhances the thermal hysteresis.

Calorimetry Measurements We now turn to the barocaloric effect. Differential scanning calorimetry measurements were taken on partially deuterated [FeL2 ][BF4 ]2 under hydrostatic pressure by Antonin Chapoy at Herriot-Watt University using a Calvet calorimeter.
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Figure 6.5: Calorimetry data on partially deuterated [FeL2 ][BF4 ]2 , showing a shift of the heat
capacity peak in 19 MPa and in 43 MPa (left), and entropy as a function of temperature
indicating that the maximum Tad is 2 K and 4.5 K at 19 MPa and 43 MPa, respectively.
From [75], used with permission.
Measurements were carried out at ambient pressure, and applied pressures of 19 and 44 MPa.
Temperatures and heat flow (dQ{dt) were measured in 10 second increments. The full details
of this process can be found in [75]. The differential heat input,

∆Q “ p∆tq

dQ
dt

(6.1)

was used to calculate the constant pressure heat capacity:

cP “

1 ∆Q
.
m ∆T

(6.2)

Trapezoidal integration by Anthony Tantillo at the City University of New York yielded
estimates for the entropy change, ∆S, and followed methodology established in Ref. [111]..
A fixed background heat capacity of 3R¨ mol´1 was added to cP and a baseline value of the
entropy at a temperature far from the transition temperature (251K) was subtracted out.
Figure 6.5 presenting these measurements and calculations shows dQ{dT (right) as well as
the maximum irreversible adiabatic temperature change, ∆Tad , equal to 2 K at 19 MPa and
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Figure 6.6: SQUID magnetometry data for protonated [FeL2 ][BF4 ]2 taken at higher pressures.
The results show three distinct regimes of the pressure dependence of TSCO . In Region 1,
below 200 MPa, the linear relationship between pressure and shift in transition temperature
reported in the neutron scattering refinement is confirmed. Higher pressure regions show
non-linear dependence and are the result of steric effects altering the compound’s structural
responses. From [75], used with permission.
4.5 K at 43 MPa. The change of entropy at the transition temperature is 86 J¨ kg´1 ¨ K´1 .
This value is lower than the value of 101 J ¨ kg´1 ¨ K´1 reported in Ref. [91], an observation
we attribute primarily to the deuteration of the compound. Partially deuterated compounds
have been shown to have approximately 10% reduction in transition entropy change [112,
113, 114]. Applied pressure also has an effect on the transition entropy change. Figure 6.5
(right) shows that ∆S is reduced to 76 J ¨ kg´1 ¨ K´1 under 19 MPa of pressure and to
43 J ¨ kg´1 ¨ K´1 under 43 MPa. From the heating curves in Figure 6.5 (left) we calculate
dp∆Tad q{dP = 100 K¨GPa´1 . The method of calculation is detailed in Ref. [75], similar
calculations are described in Ref. [115].

High Pressure Measurements At low pressures, we do not observe any significant
changes in the sharpness of the SCO transition. Figure 6.6 (left) shows the result of SQUID
magnetometry measurements taken in a clamp cell at pressures up to 490 MPa under a
1 T magnetic field. The data was taken by António M. dos Santos at Oak Ridge National
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Laboratory at ambient pressure and at 120, 200, and 490 MPa. This data indicates that
the variation of TSCO with pressure is not uniform. dTSCO {dP increases linearly up to
200 MPa, after which it enters one of several different regimes of pressure response, eventually
either becoming fully sterically hindered, or transitioning irreversibly to a different structural
state. Non-linear response to pressure in spin crossover compounds has been noted in other
compounds [116], and we consider the subject open to future inquiry.

6.3

Summary

This chapter presented an investigation of the pressure-dependent phase transition of the spin
crossover compound, [FeL2 ][BF4 ]2 [L = 2,6-di(pyrazol-1-yl)pyridine], in both protonated and
deuterated forms.
We have demonstrated the presence of a giant barocaloric effect in a deuterated spin
crossover compound near room temperature. Our work has motivated further study of the
complicated pressure-temperature phase diagrams in other organometallic materials.
From the Rietveld analysis of neutron diffraction data presented here, combined with
magentometry and calorimetry measurements the following have been demonstrated to be
associated with increased pressure on the spin crossover compound, [FeL2 ][BF4 ]2 [L = 2,6di(pyrazol-1-yl)pyridine]:
• A linear shift in the transition temperature on the order of 120 K/GPa and 100 K/GPa
in the protonated and partially deuterated samples, respectively, occurring in a low
pressure region of P ă 200 MPa.
• A reduction of ∆S by a factor of 10% per 20 MPa.
• An eventual shift to a non-linear regime where steric hinderance can cause pressureinduced, irreversible phase transitions.
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Furthermore, we have provided the first experimental evidence for a giant barocaloric
effect in a pressure-driven spin crossover molecule near room temperature. This work has
opened the door to subsequent studies involving the search for methods to reduce the thermal
hysteresis at TSCO to obtain reversible, giant barocaloric effects that lie at the boundary
between first and second order transitions [78].
Having completed this discussion on Bragg scattering analysis of a barocaloric spin
crossover material, this dissertation concludes with an outline of future lines of inquiry.

Chapter 7
Future Lines of Inquiry
This dissertation focused on experimental studies of two different classes of functional magnetic materials, magnetocalorics and barocalorics. This chapter proposes future lines of
inquiry for both the AlFe2 B2 -based compounds and spin crossover compounds.

7.1

Aluminum-Iron-Boron

Having demonstrated the value of real-space analysis for a family of crystals with anisotropic
lattice expansion and extremely sensitive functional response to varying stoichiometry in
Chapter 5, we turn to some questions that warrant investigation and outline a future path
for experimental studies.

7.1.1

Three dimensional ∆PDF on a Single Crystal

Bragg scattering is determined by the average structure (Section 4.2), and materials with
identical average vacancy occupation produce identical Bragg peaks and therefore indistinguishable patterns. Direct space modeling and refinement via pair distribution function
techniques allow for accurate determination of material structure, and disordered structures,
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as powder PDF patterns account for both the Bragg peaks and the diffuse scattering profile (Section 4.4). Another refinement technique, 3D-∆PDF, focuses solely on the diffuse
scattering pattern. 3D-∆PDF is a real space modeling method using scattering data from
a single crystal rotated fully through three dimensions [117]. This process allows the experimentalist to collect information from diffuse scattering pattern via a Fourier Transform of
the difference function of two scattering profiles [118]:

“
‰
“
‰
F.T. Itotal pqq ´ IBragg pqq “ F.T. Idif f use pqq .

(7.1)

Equation 7.1 expresses that the auto-correlation of real structure (total scattering) less
the classical Patterson function (Bragg scattering) gives the auto-correlation of deviations
from the average structure (diffuse scattering). Diffuse scattering allows for determination
of local disorder by concentrating the analysis on local correlations such as substitutional
correlations (∆pij ‰ 0), atomic displacement parameter (ADP) correlations (∆Uij ‰ 0),
and effects of size (∆rij ‰ 0) [114]. In addition, the ability to measure a the scattering
profile of a single crystal over an entire three-dimensional range of reciprocal space assists in
a real space mapping that is model independent [119].
3D-∆PDF may provide insight into the following:
• AlFe2 B2 samples prepared with gallium doping display a larger ∆S that is linked to
higher magnetostructural coupling due to the samples being more iron-rich.
• Possible Jahn-Teller distortions corresponding to symmetry breaking in the iron-rich
samples that are evident at lower temperatures.
• The resemblance of the temperature dependence of the lattice structure of the polycrystalline sample with the highest Fe:Al ratio to that of the undoped, iron-rich single
crystal through the Curie transition.
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Quantification of the local disorder in the single-crystals via diffuse scattering and 3D∆PDF analysis would be an ideal next step in understanding the nature of the connection
between the structure of these materials and their entropic response and allow for a more
complete description of their phase transition. In addition, it would also offer an opportunity
to explore some of the features in the low-r range of our existing PDF data.

7.1.2

Inelastic Scattering to Explore the Nature of T ˚

The low temperature feature that occurs at T ˚ and is prominent in the iron rich single
crystal and polycrystalline samples warrants further exploration, as the feature has not been
observed in magnetization data [45], although more detailed M pHq loops in single crystals
around T ˚ may be required. Inelastic scattering is a process in which energy of the scattering
vector is not conserved, i.e., |ki | ‰ |kf |, and offers an opportunity to probe local molecular
dynamics [120]. The feature occurring at T˚ may involve the softening and hardening of
phonon (vibrational) modes in the crystals when they possess lower thermal energy, as in
other anisotropic media [121] and inelastic scattering will provide further insight into the
materials properties of AlFe2 B2 -based compounds.

7.2

Spin Crossover Materials

The work presented in Chapter 6 that revealed a giant barocaloric effect in a spin crossover
material has the potential to be explored further in a few different directions.

7.2.1

Nonlinear Response at Higher Pressures

The work presented in this dissertation showed that the transition temperature, TSCO shifted
linearly at pressures up to 200 MPa. Due to intramolecular and intermolecular interactions,
as the pressure on the molecule increases the change of the transition temperature with
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respect to applied pressure remains monotonic but is no longer linear, and irreversible phase
transitions begin to occur at high enough pressure. (See Figure 6.6 from the last chapter)
This, we believe, is due in part to steric hindrance and other effects involving the counterion
and the ligand, but further research is warranted.

7.2.2

Density Functional Theory (DFT) analysis

The entropy-sensitive nature of the low-spin / high-spin energy gap in spin crossover molecules
and crystals make accurate electronic structure calculation a challenge. The energy difference between the low and high spin states of a spin crossover molecule is typically very small,
and highly sensitive to factors such as ligand orientation and counterion rotation [122]. The
dynamics and phase transitions of spin crossover materials generally involve the interplay between a network of organometallic metal-ligand complexes and a variety of stabilizing counterions. Density Functional Theory (DFT) techniques, such as dispersionless DFT [123],
may provide a potential modeling route to better understand spin crossover transitions.
Dispersionless DFT provides modeling of the energy exchange that takes place during intermolecular interactions and, as the behavior of SCO materials is so sensitive to its internal
and external molecular environment, it would be a promising method to try to account for
the behavior of the non-covalently bonded anion within the phase transition.

7.2.3

The Counterion Effect

As the dynamical behavior of the counterion in a spin crossover molecule varies drastically
from compound to compound, another promising route to analysis would be to catalog
the materials properties and responses of other spin crossover compounds in novel ways.
For example, of interest are those compounds stabilized by the linear acetonitrile (MeCN)
molecule, as the polarizable MeCN will respond to an applied electric field, and, upon cooling

CHAPTER 7. FUTURE LINES OF INQUIRY

89

through the transition temperature, vibrational entropy modes can potentially be softened,
which would be a factor influencing the structural rearrangement [124]. By tuning an applied
electric field on an acetonitrile SCO, one could perhaps influence the change of volume across
the transition and delay the magnetic response, and a method such as this may eventually be
another route toward multicaloric devices. The potential use of spin crossover materials for
barocaloric applications represents a new and active field of research, and its current state
involves, in part, the search for barocaloric effects from an existing catalog of materials. From
a device and design perspective, materials study in this context presents the opportunity to
relate caloric effects to the numerous ways that spin crossover dynamics and responses can
be modified, such as by varying the solvate, ligand and counterion, with the eventual goal
of exploiting the highly tunable nature of these compounds for specific materials needs.
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