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1 Natürlich, ohne Kommentar 
Lineare Kalküle des natürlichen Schließens haben nach gängiger Auffassung ein Problem: 
Wie wird der beim (erfolgreichen) gebrauchssprachlichen Ableiten unproblematische Zu-
sammenhang zwischen Annahmen, Folgerungen, die im Ausgang von Annahmen gemacht 
werden, und Schlüssen, mit denen Annahmen getilgt werden, hergestellt? Dabei lassen sich 
zwei Lösungsstrategien unterscheiden: (i) Im Anschluss an GENTZEN, G: Widerspruchsfrei-
heit wird in jeder Zeile einer Ableitung vermerkt, von welchen Formeln man abhängt. Die 
Regeln in solchen Abhängigkeits-Kalkülen spezifizieren, wann man, gegeben die Gewinnung 
bestimmter Formeln in Abhängigkeit von bestimmten Formeln, welche (weiteren) Formeln in 
Abhängigkeit von welchen Formeln gewinnen darf, wobei eine Annahmeregel, die die Ge-
winnung jeder (geschlossenen) Formel in Abhängigkeit von dieser selbst erlaubt, die Basis 
bereitstellt. (ii) Im Anschluss an JAŚKOWSKI, S.: Suppositions werden bestimmte Formen von 
Unterbeweisen spezifiziert, deren Vorliegen Formeln und insbesondere Annahmen innerhalb 
der Gesamtableitung unverfügbar macht. Gewonnene Formeln hängen dann von allen An-
nahmen ab, die nicht durch Schließung eines Unterbeweises unverfügbar gemacht worden 
sind. Solche Unterbeweis-Kalküle arbeiten in der Regel mit graphischen oder kommentieren-
den Mitteln, um entsprechende Unterbeweise zu identifizieren.2 
Aufbauend auf den Arbeiten von PETER HINST und GEO SIEGWART zur Pragmatisierung von 
Kalkülen des natürlichen Schließens3 ist es jedoch möglich, unter Verfolgung der zweiten 
Lösungsstrategie einen Kalkül anzugeben, bei dem Ableitungen reine Folgen objektsprachli-
cher Sätze sind und ohne graphische oder andere Kommentarmittel auskommen.4 Im Folgen-
den wird eine informelle Darstellung dieses Redehandlungskalküls gegeben.5 Der Kalkül ent-
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hält in seiner Grundform neben einer Annahmeregel, die das Annehmen beliebiger Aussagen 
erlaubt, für jeden logischen Operator jeweils eine Einführungs- und eine Beseitigungsregel. 
Abgesehen von der Regel der Identitätseinführung (IE), verlangen die Einführungs- und Be-
seitigungsregeln immer, dass bereits entsprechende Prämissen gewonnen wurden, d.h. ver-
fügbar sind. So erlaubt etwa die Regel der Subjunktorbeseitigung (SB), dass man Γ folgern 
darf, wenn Δ und %Δ → Γ& bereits verfügbar gemacht worden sind. Verfügbar gemacht wer-
den Aussagen dabei, indem sie gefolgert oder angenommen werden.  
Drei der Regeln, nämlich Subjunktoreinführung (SE), Negatoreinführung (NE) und Partiku-
larquantorbeseitigung (PB), erlauben es ihrerseits, sich von gemachten Annahmen auch wie-
der zu befreien: Hat man im Ausgang von der Annahme einer Aussage Δ eine Aussage Γ ge-
wonnen, dann darf man %Δ → Γ& folgern und sich so von der gemachten Annahme von Δ 
befreien (SE); hat man im Ausgang von der Annahme einer Aussage Δ Aussagen Γ und %¬Γ& 
gewonnen, dann darf man %¬Δ& folgern und sich so von der gemachten Annahme von Δ be-
freien (NE); ist eine Partikularquantifikation %QξΔ& verfügbar und hat man im Ausgang von 
der repräsentativen Ersatzannahme [β, ξ, Δ] eine Aussage Γ gewonnen, dann darf man Γ fol-
gern und sich so von der gemachten Ersatzannahme befreien (PB). Die Befreiung von der 
jeweils gemachten Eingangsannahme wird dabei dadurch erreicht, dass mit der Anwendung 
von SE, NE und PB jeweils der gesamte Abschnitt von der entsprechenden Annahme an ge-
schlossen, d.h. zu einem geschlossenen Abschnitt wird, womit dann sowohl die jeweiligen 
Eingangsannahmen als auch die unter dieser Annahme gewonnen Zwischenfolgerungen als 
Prämissen unverfügbar gemacht werden. Die SE-, NE- resp. PB-geschlossenen Abschnitte 
entsprechen dabei den in herkömmlichen Unterbeweis-Kalkülen mit SE, NE resp. PB assozi-
ierten Unterbeweisen mit Zusatz der (an)schließenden Folgerung. Neben der Annahmeregel 
und den Regelpaaren für die logischen Operatoren enthält die hier präsentierte Fassung des 
Kalküls eine Wiederholungsregel, die den Schluss von einer bereits verfügbaren Aussage auf 
diese Aussage selbst erlaubt und bezogen auf die übrigen Regeln eine zulässige Regel dar-
stellt.  
Im Folgenden werden zunächst Präliminarien zur Grammatik, zu geschlossenen Abschnitten 
und zur Verfügbarkeit von Aussagen geklärt. Alsdann wird der Kalkül präsentiert. Nach eini-
gen Bemerkungen zu Möglichkeiten, den hier verfolgten Ansatz zu erweitern, folgt abschlie-
ßend ein Zusatz, in dem eine abschnittsfreie simultane Regulierung des Ableitungsbegriffs 
und der Verfügbarkeitsrede skizziert wird. 
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2 Satzfolgen, Abschnitte und Verfügbarkeit 
Wir setzen eine pragmatisierte Sprache erster Stufe voraus, deren Inventar folgende Grund-
ausdrücke umfasst: abzählbar unendlich viele Individuenkonstanten: c0, c1, c2, …, abzählbar 
unendlich viele Parameter: x0, x1, x2, …, abzählbar unendlich viele Variablen: x0, x1, x2, …, 
für jede von 0 verschiedene natürliche Zahl i abzählbar unendlich viele i-stellige Funktoren: 
fi.0, fi.1, fi.2, …, Prädikatoren: den 2-stelligen Identitätsprädikator (=) sowie für jede von 0 ver-
schiedene natürliche Zahl i abzählbar unendlich viele, von %=& verschiedene i-stellige 
Prädikatoren: Pi.0, Pi.1, Pi.2, …, fünf Junktoren: Subjunktor (→), Konjunktor (∧), Bisubjunktor 
(↔), Adjunktor (∨) und Negator (¬), zwei Quantifikatoren: Universalquantifikator (R) und 
Partikularquantifikator (Q), zwei Performatoren: Annahmeperformator (Sei) und 
Folgerungsperformator (Also), drei Hilfszeichen: %(&, %,& und %)&.  
Terme, Formeln und die in einer Formel freien Variablen sind wie üblich definiert. Beispie-
le: %c0&, %x3&, %x2&,%f2.0(c1, c2)& (Terme); %P1.3(x5)&, %(Qx5P1.3(x5) → ¬P1.2(x0))& (Formeln). 
Geschlossene Terme sind Terme, die keine Variablen enthalten. Beispiele: %x0&, %f2.1(x3, c0)&. 
Geschlossene Formeln (bzw. Aussagen) sind Formeln, in denen keine Variable frei ist. Bei-
spiele: %Rx0P1.3(x0)&, %P2.5(x4, c5)&. Σ ist genau dann ein Satz, wenn es einen Performator Ξ 
und eine Aussage Γ gibt, so dass Σ = %Ξ Γ&; Γ ist dann die Satzaussage von %Ξ Γ&. Beispiele: 
%Sei (P1.6(x4) ∨ P2.4(c5, c7))&, %Also Qx0Qx3P2.4(x0, x3)&. Σ ist genau dann ein Annahmesatz für 
Γ, wenn Γ eine Aussage und Σ = %Sei Γ& ist, und Σ ist genau dann ein Folgerungssatz für Γ, 
wenn Γ eine Aussage und Σ = %Also Γ& ist. Teilausdrücke, Teilterme und Teilformeln sind 
wie üblich definiert. Ist θ ein geschlossener Term, ξ eine Variable und μ ein Term oder eine 
Formel, dann sei das Ergebnis der Substitution von θ für ξ in μ (kurz: [θ, ξ, μ]) identisch mit 
dem Ergebnis der Ersetzung von ξ durch θ an allen und nur den Stellen, an denen ξ in μ vor-
kommt, aber nicht in einer mit %Rξ& oder %Qξ& beginnenden Teilformel von μ vorkommt. Bei-
spiel: [%x1&, %x0&, %(P1.0(x0) ∧ Qx0P1.1(x0))&] = %(P1.0(x1) ∧ Qx0P1.1(x0))&. Im Folgenden werden 
äußere Klammern unterdrückt und für den Identitätsprädikator die Infixnotation verwendet. 
Á ist eine Satzfolge genau dann, wenn es eine natürliche Zahl k gibt, so dass Á eine Folge 
von k Sätzen Σ0, …, Σk-1 ist. Dabei ist die leere Satzfolge von 0 Sätzen (also die leere Menge) 
ebenfalls eine Satzfolge. Ist Á eine nicht-leere Satzfolge, dann ist die Aussage des letzten 
Gliedes von Á die Konklusion von Á. 
º ist genau dann ein Abschnitt von i bis j in einer Folge Á von k Sätzen, wenn i ≤ j < k und 
º den von i bis j reichenden Teil von Á bildet, d.h., wenn º alle Zeilen ab einschließlich Zei-
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le i bis einschließlich Zeile j von Á umfasst. Ist Á eine Folge von k Sätzen und l < k, dann ist 
Á®l (die Beschränkung von Á auf l) identisch mit der leeren Satzfolge, falls l = 0 oder iden-
tisch mit dem Abschnitt von 0 bis l-1 in Á, falls 0 < l. Ist Á eine Satzfolge, dann sei º genau 
dann ein Abschnitt in Á, wenn es i, j gibt, so dass º ein Abschnitt von i bis j in Á ist. º sei 
genau dann ein (echter) Teilabschnitt von », wenn es ein Á und i, j und r, s gibt, so dass º 
ein Abschnitt von i bis j in Á und » ein Abschnitt von r bis s in Á ist und i ≤ r und s ≤ j (und 
i < r oder s < j) ist. » sei genau dann ein (echter) Anfangsabschnitt von º, wenn » ein (ech-
ter) Teilabschnitt von º ist, der mit derselben Zeile wie º beginnt. Sodann gelte: Die Ab-
schnitte º0, …, ºn-1 folgen in Á aufeinander genau dann, wenn º0, …, ºn-1 Abschnitte in Á 
sind und für alle i, j < n gilt: Wenn i < j, dann liegt das letzte Glied von ºi vor dem ersten 
Glied von ºj. Man betrachte dazu die folgenden Satzfolgen, Á[2.1], Á[2.2] und Á[2.3], bei denen 
ausgewählte Abschnitte durch schwarze Klammern markiert wurden: 
 Beispiel [2.1]  
 0  Sei P1.0(c1) ↔ P1.1(c2)  º2
 1  Sei P1.1(c2)  º0  
 2  Also P1.0(c1)   
 3  Also P1.1(c2) → P1.0(c1)    
 4  Sei P1.0(c1)    º1  
 5  Also P1.1(c2)   
 6  Also P1.0(c1) → P1.1(c2)     
 7  Also P1.1(c2) ↔ P1.0(c1)  
 8  Also (P1.0(c1) ↔ P1.1(c2)) → (P1.1(c2) ↔ P1.0(c1))   
 
 Beispiel [2.2]  
 0  Sei ¬(P1.1(c1) ∨ ¬P1.1(c1))  »1  
 1  Sei P1.1(c1)  »0  
 2  Also P1.1(c1) ∨ ¬P1.1(c1)   
 3  Also ¬(P1.1(c1) ∨ ¬P1.1(c1))    
 4  Also ¬P1.1(c1)    
 5  Also P1.1(c1) ∨ ¬P1.1(c1)  
 6  Also ¬¬(P1.1(c1) ∨ ¬P1.1(c1))   





 Beispiel [2.3]  
 0  Sei Rx0(P1.1(x0) → P1.2(x0))  ¼4 
 1  Sei ¬Qx0P1.2(x0)   ¼3  
 2  Sei Qx0P1.1(x0)  ¼2   
 3  Sei P1.1(x0)  ¼1    
 4  Sei Qx0P1.1(x0)  ¼0    
 5  Also P1.1(x0) → P1.2(x0)      
 6  Also P1.2(x0)      
 7  Also Qx0P1.2(x0)      
 8  Also ¬Qx0P1.2(x0)      
 9  Also ¬Qx0P1.1(x0)       
 10  Also ¬Qx0P1.1(x0)      
 11  Also ¬Qx0P1.1(x0)     
 12  Also ¬Qx0P1.2(x0) → ¬Qx0P1.1(x0)    
 13  Also Rx0(P1.1(x0) → P1.2(x0)) → (¬Qx0P1.2(x0) → ¬Qx0P1.1(x0))   
Erläuterung: º0, º1, º2 sind Abschnitte in Á[2.1]. º0 ist etwa ein Abschnitt von 1 bis 3 und º1 ein 
Abschnitt von 4 bis 6 in Á[2.1]. º0 und º1 folgen in Á[2.1] aufeinander, denn beide sind Abschnitte 
in Á[2.1] und das letzte Glied von º0 liegt vor dem ersten Glied von º1. Dagegen folgen º0, º1, º2 
nicht aufeinander in Á[2.1], da etwa das letzte Glied von º1 nach, nicht vor dem ersten Glied von 
º2 liegt. Dagegen sind º0 und º1 echte Teilabschnitte von º2. º2 ist wiederum ein Anfangsab-
schnitt und damit ein Teilabschnitt von Á[2.1], aber kein echter Teil- bzw. Anfangsabschnitt, son-
dern mit Á[2.1] identisch. 
»0 und »1 sind Abschnitte in Á[2.2], wobei »0 einen echten Teilabschnitt von »1 bildet, der we-
der das erste noch das letzte Glied von »1 umfasst. »1 bildet wiederum einen echten Anfangsab-
schnitt von Á[2.2], genauer ist »1 identisch mit Á[2.2]®7. ¼0, ¼1, ¼2, ¼3, ¼4 sind Abschnitte in Á[2.3]. 
¼4 ist ein Abschnitt von 0 bis 13 in Á[2.3] und somit identisch mit Á[2.3]®14 = Á[2.3]. Sodann gilt für 
alle i ≤ 3: ¼i ist ein echter Teilabschnitt von ¼i+1, wobei ¼i weder das erste noch das letzte Glied 
von ¼i+1 umfasst. 
Ist Á eine Satzfolge, dann gelte: SE-artige Abschnitte in Á sind solche Abschnitte in Á, die 
mit einem Annahmesatz für eine Aussage Δ beginnen, bei denen eine Aussage Γ die Satzaus-
sage der vorletzten Zeile bildet und die mit einem Folgerungssatz für %Δ → Γ& enden. Bei-
spiele: º0, º1, º2 in Á[2.1] und ¼3, ¼4 in Á[2.3]. NE-artige Abschnitte in Á sind solche Ab-
schnitte in Á, die mit einem Annahmesatz für eine Aussage Δ beginnen, bei denen es ein 
Glied ab einschließlich des ersten Gliedes und vor dem letzten Glied gibt, so dass die Satzaus-
sage dieses Gliedes identisch zur Negation der Satzaussage des vorletzten Gliedes ist oder die 
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Satzaussage des vorletzten Gliedes identisch zur Negation der Satzaussage dieses Gliedes ist, 
und die mit einem Folgerungssatz für %¬Δ& enden. Beispiele: »0 und »1 in Á[2.2] und ¼0 und 
¼2 in Á[2.3]. EA-artige Abschnitte in Á sind solche Abschnitte in Á, bei denen die Satzaussage 
des unmittelbar vorhergehenden Gliedes eine Partikularquantifikation %QξΔ& ist, das erste 
Glied ein Annahmesatz für [β, ξ, Δ] ist, wobei β ein neuer Parameter ist, der in keinem vor-
hergehenden Glied und insbesondere auch in Δ nicht auftritt, eine Aussage Γ, in der β kein 
Teilterm ist, die Satzaussage des vorletzten Gliedes bildet und die mit einem Folgerungssatz 
für Γ enden. Beispiel: ¼1 in Á[2.3]. Hinweis: 'EA' ist eine Abkürzung für 'Ersatzannahme'. 
Ist Á eine Satzfolge, so gelte weiter: Minimale geschlossene Abschnitte in Á sind solche 
Abschnitte in Á, die SE-, NE- oder EA-artige Abschnitte in Á sind, bei denen der eröffnende 
Annahmesatz den einzigen Annahmesatz bildet und für die kein echter Anfangsabschnitt 
ebenfalls ein SE-, NE- oder EA-artiger Abschnitt ist. Beispiele: º0, º1 in Á[2.1], »0 in Á[2.2] 
und ¼0 in Á[2.3]. Für Satzfolgen Á lassen sich die geschlossenen Abschnitte in Á nun wie folgt 
induktiv definieren: 
 (i) Minimale geschlossene Abschnitte in Á sind geschlossene Abschnitte in Á; 
 (ii) Sind »0, …, »n-1 aufeinanderfolgende geschlossene Abschnitte in Á und existiert ein Ab-
schnitt º in Á, für den gilt:  
a) º ist ein SE-, NE- oder EA-artiger Abschnitt in Á, 
b) »0 ist ein echter Teilabschnitt von º, der weder das erste noch das letzte Glied von º 
umfasst, 
c) Alle Annahmesätze von º mit Ausnahme des ersten liegen in einem »i, das ein echter 
Teilabschnitt von º ist, der weder das erste noch das letzte Glied von º umfasst, und 
d) Ist º ein NE-artiger Abschnitt in Á, dann liegt ein Glied von º ab einschließlich des 
ersten Gliedes und vor dem letzten Glied in keinem »i und die Satzaussage dieses 
Gliedes ist identisch zur Negation des vorletzten Gliedes oder die Satzaussage des 
vorletzten Gliedes ist identisch zur Negation der Satzaussage dieses Gliedes, 
e) kein Anfangsabschnitt von º ist ein minimaler geschlossener Abschnitt in Á, 
dann ist der kürzeste derartige Abschnitt ein geschlossener Abschnitt in Á; 
 (iii) Sonst ist nichts ein geschlossener Abschnitt in Á.  
 
Geschlossene (minimale) SE- resp. NE- resp. EA-artige Abschnitte werden als (minimale) 
SE- resp. NE- resp. PB-geschlossene Abschnitte angesprochen. Alle in Á[2.1], Á[2.2] und Á[2.3] 
markierten Abschnitte sind in diesen Satzfolgen geschlossene Abschnitte. º0 und º1 sind mi-
nimale SE-geschlossene Abschnitte in Á[2.1], »0 ist ein minimaler NE-geschlossener Ab-
schnitt in Á[2.2] und ¼0 ist ein minimaler NE-geschlossener Abschnitt in Á[2.3]. º2 ist ein SE-
geschlossener Abschnitt in Á[2.1], denn º0 und º1 sind aufeinanderfolgende geschlossene Ab-
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schnitte in Á[2.1] und º2 ist der einzige (und damit auch der kürzeste) Abschnitt in Á[2.1], der 
für º0 und º1 die Bedingungen a) bis e) unter (ii) erfüllt, und º2 ist ein SE-artiger Abschnitt 
in Á[2.1]. »1 ist ein NE-geschlossener Abschnitt in Á[2.2], denn »0 ist ein geschlossener Ab-
schnitt in Á[2.2] und »1 ist der einzige (und damit wiederum der kürzeste) Abschnitt in Á[2.2], 
der für »0 die Bedingungen a) bis e) unter (ii) erfüllt, und »1 ist ein NE-artiger Abschnitt in 
Á[2.2]. ¼1 ist ein PB-geschlossener Abschnitt in Á[2.3], denn ¼0 ist ein geschlossener Abschnitt 
in Á[2.3] und ¼1 ist der einzige Abschnitt in Á[2.3], der für ¼0 die Bedingungen a) bis e) unter 
(ii) erfüllt – bei ¼2 liegt etwa der ¼1 eröffnende Annahmesatz nicht in ¼0. Außerdem ist ¼1 ein 
EA-artiger Abschnitt in Á[2.3]. Analog ergibt sich, dass ¼2 ein NE-geschlossener Abschnitt in 
Á[2.3] ist und dass ¼3 und ¼4 SE-geschlossene Abschnitte in Á[2.3] sind.  
Gleichzeitig gilt, dass nur die jeweils markierten Abschnitte geschlossene Abschnitte in 
Á[2.1] resp. Á[2.2] resp. Á[2.3] sind. Aus der Definition der geschlossenen Abschnitte ergibt sich 
nämlich, dass einerseits jeder geschlossene Abschnitt mit einem Annahmesatz beginnt, wäh-
rend andererseits ein Annahmesatz, der das erste Glied eines geschlossenen Abschnittes bil-
det, nicht das erste Glied eines weiteren, vom ersteren verschiedenen geschlossenen Abschnit-
tes bildet. Da nun alle Annahmesätze in Á[2.1], Á[2.2] und Á[2.3] das erste Glied eines der bereits 
identifizierten geschlossenen Abschnitte bilden, gibt es damit keine weiteren geschlossenen 
Abschnitte in diesen Satzfolgen.  
Ist Á eine Satzfolge von k Sätzen, dann gelte: Γ ist genau dann in Á bei i verfügbar, wenn i 
< k, Γ die Satzaussage in Zeile i von Á bildet und die Zeile i von Á in keinem echten An-
fangsabschnitt eines in Á geschlossenen Abschnittes liegt. D.h., Γ ist in Á genau dann bei 
einem i < k verfügbar, wenn Γ die Aussage des Satzes in Zeile i ist und diese Zeile in allen 
geschlossenen Abschnitten in Á höchstens die letzte Zeile bildet. Γ sei sodann genau dann in 
Á verfügbar, wenn Γ in Á bei einem i verfügbar ist. Sodann sei Γ genau dann in Á bei i als 
Annahme verfügbar, wenn Γ in Á bei i verfügbar ist und der dortige Satz ein Annahmesatz für 
Γ ist. Γ sei genau dann in Á als Annahme verfügbar (kurz: eine in Á verfügbare Annahme), 
wenn Γ in Á bei einem i als Annahme verfügbar ist. Sodann sei Γ genau dann in Á bei i als 
letzte Annahme verfügbar, wenn Γ in Á bei i als Annahme verfügbar ist und kein Δ in Á bei 
einem l > i als Annahme verfügbar ist. Zuletzt sei Γ genau dann in Á als letzte Annahme 
verfügbar, wenn es ein i gibt, so dass Γ in Á bei i als letzte Annahme verfügbar ist. Nach den 
hier gemachten Festlegungen ist die Konklusion einer Satzfolge Á in Á immer verfügbar, da 
die letzte Zeile von Á in keinem echten Anfangsabschnitt eines (geschlossenen) Abschnitts in 
Á liegen kann. 
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3 Regeln zum Redehandeln: Der Kalkül 
Mit dem Redehandlungskalkül werden nun Regeln für das Annehmen und das Folgern etab-
liert, die letztendlich das Ableiten von Aussagen aus Aussagenmengen anleiten. Dazu ist vor-
bereitend zu bemerken: Ein Autor nimmt eine Aussage Γ an, indem er den Satz %Sei Γ& äu-
ßert, und ein Autor folgert eine Aussage Γ, indem er den Satz %Also Γ& äußert. Ein Autor 
äußert die leere Satzfolge, indem er nichts äußert. Ein Autor äußert eine nicht-leere Folge Á 
von k Sätzen, indem er nacheinander für jedes i < k den Satz in Zeile i von Á äußert. Ist Á 
eine Folge von k Sätzen und Σ ein Satz, dann ist die Fortsetzung von Á um Σ genau dann mit 
Á* identisch, wenn Á* eine Folge von k+1 Sätzen ist und Á*®k identisch mit Á und Σ der 
Satz in Zeile k von Á* ist. Hat ein Autor eine Folge Á von k Sätzen geäußert und ist Γ eine 
Aussage, dann setzt er Á durch die Annahme von Γ zu einer Folge von k+1 Sätzen fort, deren 
letztes Glied %Sei Γ& ist, und er setzt Á durch die Folgerung von Γ zu einer Folge von k+1 
Sätzen fort, deren letztes Glied %Also Γ& ist.  
Wie für pragmatisierte Kalküle des natürlichen Schließens üblich, gibt es eine Annahmere-
gel und für jeden der acht logischen Operatoren jeweils eine Einführungs- und eine Beseiti-
gungsregel. Zusätzlich zu diesen 17 Regeln gibt es eine Wiederholungsregel, die die Wieder-
holung bereits gewonnener Aussagen erlaubt und bezüglich der 17 anderen Regeln den Status 
einer zulässigen Regel hat. Die Anwendung aller Regeln macht die angenommene resp. ge-
folgerte Aussage verfügbar, und zwar als Konklusion der aus der Anwendung resultierenden 
Satzfolge. Drei der Regeln, SE, NE und PB, machen zusätzlich auch Aussagen unverfügbar. 
Die Anwendung dieser Regeln erzeugt SE- resp. NE- resp. PB-geschlossene Abschnitte, wo-
durch alle Aussagen ab einschließlich der Eingangsannahme des entsprechenden Abschnittes 
bis einschließlich der Konklusion der Ausgangsfolge unverfügbar gemacht werden. Umge-
kehrt macht die Anwendung der Annahmeregel die angenommene Aussage als Annahme ver-
fügbar, von der man sich durch und nur durch Schließung eines entsprechenden SE-, NE- 
oder PB-geschlossenen Abschnittes wieder befreit. Es folgen nun die Regeln des um eine 
Wiederholungsregel erweiterten Redehandlungskalküls: 
 Annahmeregel (AR) 
 Wenn man eine Satzfolge Á geäußert hat und Γ eine Aussage ist, dann darf man Á durch die An-
nahme von Γ fortsetzen. 
Beispiele für die Anwendung von AR: Die Annahmen in den Zeilen 0, 1 und 4 von Á[2.1], den Zei-
len 0 und 1 von Á[2.2] und den Zeilen 0 bis 4 von Á[2.3]. 
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 Subjunktoreinführungsregel (SE) 
 Wenn man eine Satzfolge Á geäußert hat und Δ in Á als letzte Annahme verfügbar ist und Γ die 
Konklusion von Á ist, dann darf man Á durch die Folgerung von %Δ → Γ& fortsetzen. 
Beispiele für Folgerungen nach SE: Die Folgerungen in den Zeilen 3, 6 und 8 von Á[2.1] und den 
Zeilen 12 und 13 von Á[2.3]. 
 Subjunktorbeseitigungsregel (SB) 
 Wenn man eine Satzfolge Á geäußert hat und Δ und %Δ → Γ& in Á verfügbar sind, dann darf man 
Á durch die Folgerung von Γ fortsetzen. 
Beispiel für eine Folgerung nach SB: Die Folgerung in Zeile 6 von Á[2.3]. 
 Konjunktoreinführungsregel (KE) 
 Wenn man eine Satzfolge Á geäußert hat und Δ und Γ in Á verfügbar sind, dann darf man Á durch 
die Folgerung von %Δ ∧ Γ& fortsetzen. 
 
 Konjunktorbeseitigungsregel (KB) 
 Wenn man eine Satzfolge Á geäußert hat und %Δ ∧ Γ& oder %Γ ∧ Δ& in Á verfügbar ist, dann darf 
man Á durch die Folgerung von Γ fortsetzen. 
 
 Bisubjunktoreinführungsregel (BE) 
 Wenn man eine Satzfolge Á geäußert hat und %Δ → Γ& und %Γ → Δ& in Á verfügbar sind, dann 
darf man Á durch die Folgerung von %Δ ↔ Γ& fortsetzen. 
Beispiel für eine Folgerung nach BE: Die Folgerung in Zeile 7 von Á[2.1]. 
 Bisubjunktorbeseitigungsregel (BB) 
 Wenn man eine Satzfolge Á geäußert hat und Δ und dazu %Δ ↔ Γ& oder %Γ ↔ Δ& in Á verfügbar 
sind, dann darf man Á durch die Folgerung von Γ fortsetzen. 
Beispiele für Folgerungen nach BB: Die Folgerungen in den Zeilen 2 und 5 von Á[2.1]. 
 Adjunktoreinführungsregel (AE) 
 Wenn man eine Satzfolge Á geäußert hat, Δ, Γ Aussagen sind und Δ oder Γ in Á verfügbar ist, 
dann darf man Á durch die Folgerung von %Δ ∨ Γ& fortsetzen. 
Beispiele für Folgerungen nach AE: Die Folgerungen in den Zeilen 2 und 5 von Á[2.2]. 
 Adjunktorbeseitigungsregel (AB) 
 Wenn man eine Satzfolge Á geäußert hat und %Α ∨ Β&, %Α → Γ&, %Β → Γ& in Á verfügbar sind, 




 Negatoreinführungsregel (NE) 
 Wenn man eine Satzfolge Á geäußert hat und Δ in Á bei i als letzte Annahme verfügbar ist und es 
ein j mit i ≤ j und eine Aussage Γ gibt, so dass Γ in Á bei j verfügbar und %¬Γ& die Konklusion 
von Á ist oder aber %¬Γ& in Á bei j verfügbar und Γ die Konklusion von Á ist, dann darf man Á 
durch die Folgerung von %¬Δ& fortsetzen. 
Beispiele für Folgerungen nach NE: Die Folgerungen in den Zeilen 4 und 6 von Á[2.2] und in den 
Zeilen 9 und 11 von Á[2.3]. 
 Negatorbeseitigungsregel (NB) 
 Wenn man eine Satzfolge Á geäußert hat und %¬¬Γ& in Á verfügbar ist, dann darf man Á durch 
die Folgerung von Γ fortsetzen. 
Beispiel für eine Folgerung nach NB: Die Folgerung in Zeile 7 von Á[2.2]. 
 Universalquantoreinführungsregel (UE) 
 Wenn man eine Satzfolge Á geäußert hat, Δ eine Formel und ξ eine Variable ist und β ein Parame-
ter ist, der weder in Δ noch in einer in Á verfügbaren Annahme vorkommt, und [β, ξ, Δ] in Á ver-
fügbar ist, dann darf man Á durch die Folgerung von %RξΔ& fortsetzen. 
 
 Universalquantorbeseitigungsregel (UB) 
 Wenn man eine Satzfolge Á geäußert hat, θ ein geschlossener Term ist und %RξΔ& in Á verfügbar 
ist, dann darf man Á durch die Folgerung von [θ, ξ, Δ] fortsetzen. 
Beispiel für eine Folgerung nach UB: Die Folgerung in Zeile 5 von Á[2.3]. 
 Partikularquantoreinführungsregel (PE) 
 Wenn man eine Satzfolge Á geäußert hat, θ ein geschlossener Term, ξ eine Variable und Δ eine 
Formel ist und [θ, ξ, Δ] in Á verfügbar ist, dann darf man Á durch die Folgerung von %QξΔ& fort-
setzen. 
Beispiel für eine Folgerung nach PE: Die Folgerung in Zeile 7 von Á[2.3]. 
 Partikularquantorbeseitigungsregel (PB) 
 Wenn man eine Satzfolge Á geäußert hat, β ein Parameter ist, %QξΔ& in Á bei i verfügbar ist, [β, ξ, 
Δ] in Á bei i+1 als letzte Annahme verfügbar ist, Γ die Konklusion von Á ist und β weder in einer 
Zeile m mit m ≤ i, also insbesondere auch nicht in Δ, noch in Γ vorkommt, dann darf man Á durch 
die Folgerung von Γ fortsetzen. 
Beispiel für eine Folgerung nach PB: Die Folgerung in Zeile 10 von Á[2.3]. 
 Identitätseinführungsregel (IE) 
 Wenn man eine Satzfolge Á geäußert hat und θ ein geschlossener Term ist, dann darf man Á durch 




 Identitätsbeseitigungsregel (IB) 
 Wenn man eine Satzfolge Á geäußert hat, θ0, θ1 geschlossene Terme sind, ξ eine Variable und Δ 
eine Formel ist und %θ0 = θ1& und [θ0, ξ, Δ] in Á verfügbar sind, dann darf man Á durch die Folge-
rung von [θ1, ξ, Δ] fortsetzen. 
 
 Wiederholungsregel (W) 
 Wenn man eine Satzfolge Á geäußert hat und Γ in Á verfügbar ist, dann darf man Á durch die Fol-
gerung von Γ fortsetzen. 
Beispiele für eine Folgerungen nach W: Die Folgerungen in Zeile 3 von Á[2.2] und in Zeile 8 von 
Á[2.3]. 
Á ist eine Ableitung von Γ aus X genau dann, wenn es ein k ≠ 0 gibt, so dass Á eine Folge 
von k Sätzen ist, X die Menge der in Á verfügbaren Annahmen ist und Γ die Konklusion von 
Á ist und wenn für alle i < k gilt: Man darf Á®i nach einer der aufgeführten Regeln zu Á®i+1 
fortsetzen. Á ist dann und nur dann ein Beweis für Γ, wenn Á eine Ableitung von Γ aus ∅ ist. 
Γ ist eine deduktive Konsequenz von X (kurz: X 1 Γ) genau dann, wenn X eine Aussagen-
menge ist und es ein Á gibt, so dass Á eine Ableitung von Γ aus einem Y ⊆ X ist. Beispiele: 
Á[2.1], Á[2.2] und Á[2.3] sind Ableitungen der jeweiligen Konklusionen aus der leeren Menge 
und damit Beweise dieser Aussagen. Á[2.1]®8 ist eine Ableitung von %P1.1(c2) ↔ P1.0(c1)& aus 
{%P1.0(c1) ↔ P1.1(c2)&}, Á[2.3]®12 ist eine Ableitung von %¬Qx0P1.1(x0)& aus {%Rx0(P1.1(x0) → 
P1.2(x0))&, %¬Qx0P1.2(x0)&}. Allgemein gilt: Ist Á eine Ableitung von Γ aus X, dann ist jede 
nicht-leere Beschränkung von Á eine Ableitung der jeweiligen Konklusion aus einem Y ⊇ X, 
wobei Y die Menge der in der jeweiligen Beschränkung verfügbaren Annahmen ist. 
Man beachte, dass die graphische Markierung nur zur Hervorhebung geschlossener Ab-
schnitte in Á[2.1], Á[2.2] und Á[2.3] verwendet wurde und weder in der Definition der geschlos-
senen Abschnitte noch in einer der vorgelagerten oder nachfolgenden Definitionen noch in 
den Regeln eine Rolle spielt: Es handelt sich lediglich um eine Markierung zur einfacheren 
Bezugnahme. Ableitungen im hier präsentierten Kalkül sind Folgen von objektsprachlichen 
Sätzen. Die Sätze bestehen jeweils aus einem Performator und einer Aussage, wobei der Per-
formator bestimmt, welche Redehandlung mit der Äußerung des betreffenden Satzes in der 
Objektsprache vollzogen wird. Im Gegensatz dazu bestehen Ableitungen in herkömmlichen 
Unterbeweis-Kalkülen aus objektsprachlichen Formelfolgen und einem – unter Umständen 
graphisch verfassten – Kommentar, der allererst die einzelnen Unterbeweise identifiziert. 
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4 Erweiterungen und Beschränkungen 
Der hier gewählte Ansatz lässt sich in verschiedenen Hinsichten ausbauen. Zunächst kann der 
Kalkül ohne jegliche Veränderung in den Abschnitts- und Verfügbarkeitsdefinitionen um zu-
lässige Regeln erweitert werden. Genauer: Gilt {Α1, …, Αn-1} 1 Β, dann kann der Redehand-
lungskalkül um eine zulässige Regel erweitert werden, die es erlaubt, bereits geäußerte Satz-
folgen, in denen Α1, …, Αn-1 verfügbar sind, durch die Folgerung von Β fortzusetzen. Des 
Weiteren lassen sich die von HINST und SIEGWART entwickelten Regularien für weitere Rede-
handlungen, wie etwa das Behaupten, das definitorische und axiomatische Setzen oder das 
Anziehen von Gründen, auch für diesen Ansatz ausnutzen.6 Beispielhaft für die Einführung 
eines Anziehungsperformators, etwa %Da&: Zunächst ist dazu die Performatorkategorie um 
%Da& zu erweitern. Die Definitionen, insbesondere auch der geschlossenen Abschnitte können 
beibehalten werden, die Verfügbarkeitsdefinition kann aber auch so angepasst werden, dass 
einmal angezogene Aussagen immer verfügbar bleiben. Sodann ist die Verwendung dieses 
Performators durch eine Erweiterung des Kalküls um Anziehungsregeln, die die Anziehung 
bestimmter, wie etwa axiomatisch oder definitorisch gesetzter Aussagen erlauben, zu regulie-
ren. Die Annahme- und die Folgerungsregeln können unverändert benutzt werden. Ablei-
tungs-, Beweis- und Konsequenzbegriffe können um zusätzliche Begrifflichkeiten ergänzt 
werden, die eine Unterscheidung zwischen rein logischen Ableitungen, Beweisen und 
Konsequenzverhältnissen und solchen, die nur unter den jeweils anziehbaren Aussagen beste-
hen, gestatten.  
Zusätzliche Erweiterungsmöglichkeiten bestehen in der Einführung weiterer logischer 
Operatoren. Führt man etwa %_& als Junktor ein und passt die Formeldefinition entsprechend 
an, dann lässt sich beispielsweise PRAWITZ' S4-Regulierungen dieses Redeteils7 umsetzen, 
indem man (i) erlaubt, eine Satzfolge, in der Γ verfügbar ist und in der alle verfügbaren An-
nahmen die Gestalt %_Δ& haben, durch die Folgerung von %_Γ& fortzusetzen (Boxeinfüh-
rung), und (ii) erlaubt, eine Satzfolge in der %_Γ& verfügbar ist, durch die Folgerung von Γ 
fortzusetzen (Boxbeseitigung). 
Sodann lässt sich der hier gewählte Ansatz problemlos auf Sprachen zweiter Stufe übertra-
gen. Umgekehrt lässt sich der vorgestellte klassische Kalkül aber nicht nur erweitern, sondern 
natürlich auch einschränken. Ersetzt man etwa NB durch eine Ex-Contradictione-Quodlibet-
Regel, dann erhält man einen intuitionistischen Kalkül. Streicht man NB ersatzlos, so resul-
tiert ein minimaler Kalkül. 
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5 Zusatz: Ohne Abschnitte 
Die Verfügbarkeitsrede lässt sich alternativ auch ohne Rückgriff auf die Abschnittsbegriff-
lichkeiten und unter direkter Anbindung an die regelgemäße Fortsetzung von Satzfolgen 
(bzw. zusammen mit dieser) etablieren. Dazu kann man etwa, wie folgt, induktiv definieren, 
wann Á eine Ableitung von k Sätzen mit der verfügbaren Zeilenmenge X und der verfügbaren 
Annahmezeilenmenge Y ist: 
 (i) Die leere Satzfolge ist eine Ableitung von 0 Sätzen mit der verfügbaren Zeilenmenge ∅ und 
der verfügbaren Annahmezeilenmenge ∅; und 
 (ii) Wenn Á eine Ableitung von k Sätzen mit der verfügbaren Zeilenmenge X und der verfügba-
ren Annahmezeilenmenge Y ist, dann: 
(ii-i)  Wenn Γ eine Aussage ist, dann ist die Fortsetzung von Á um %Sei Γ& eine Ablei-
tung von k+1 Sätzen mit der verfügbaren Zeilenmenge X ∪ {k} und der verfüg-
baren Annahmezeilenmenge Y ∪ {k}; und 
(ii-ii) Wenn Y ≠ ∅ und Δ die Satzaussage in Zeile max(Y) von Á und Γ die Konklusion 
von Á ist, dann ist die Fortsetzung von Á um %Also Δ → Γ& eine Ableitung von 
k+1 Sätzen mit der verfügbaren Zeilenmenge (X\{j | max(Y) ≤ j ≤ k-1}) ∪ {k} 
und der verfügbaren Annahmezeilenmenge Y\{max(Y)}; und 
(ii-iii) Wenn Y ≠ ∅ und i ∈ X, wobei max(Y) ≤ i, und Δ die Satzaussage in Zeile 
max(Y) von Á ist und Γ die Satzaussage in Zeile i von Á und %¬Γ& die Konklu-
sion von Á oder %¬Γ& die Satzaussage in Zeile i von Á und Γ die Konklusion 
von Á ist, dann ist die Fortsetzung von Á um %Also ¬Δ& eine Ableitung von k+1 
Sätzen mit der verfügbaren Zeilenmenge (X\{j | max(Y) ≤ j ≤ k-1}) ∪ {k} und 
der verfügbaren Annahmezeilenmenge Y\{max(Y)}; und 
(ii-iv) Wenn Y ≠ ∅ und i ∈ X, wobei max(Y) = i+1, Γ die Konklusion von Á ist und β 
ein Parameter ist, der weder in einer Zeile m von Á mit m ≤ i noch in Γ vor-
kommt, und %QξΔ& die Satzaussage in Zeile i von Á und [β, ξ, Δ] die Satzaussage 
in Zeile max(Y) von Á ist, dann ist die Fortsetzung von Á um %Also Γ& eine 
Ableitung von k+1 Sätzen mit der verfügbaren Zeilenmenge (X\{j | max(Y) ≤ j ≤ 
k-1}) ∪ {k} und der verfügbaren Annahmezeilenmenge Y\{max(Y)}; und 
(ii-v) Wenn Y = ∅ oder [Β ist verschieden von der Subjunktion aus der Satzaussage in 
Zeile max(Y) von Á und der Konklusion von Á und [es gibt kein i ∈ X, so dass 
max(Y) ≤ i und ein Γ die Satzaussage in Zeile i von Á und %¬Γ& die Konklusion 
von Á ist oder %¬Γ& die Satzaussage in Zeile i von Á und Γ die Konklusion von 
Á ist, oder Β ist verschieden von der Negation der Satzaussage in Zeile max(Y) 
von Á] und [es gibt kein i ∈ X, wobei max(Y) = i+1, so dass es eine Formel Δ 
und einen Parameter β, der weder in einer Zeile m von Á mit m ≤ i noch in der 
Konklusion von Á vorkommt, gibt, für die %QξΔ& die Satzaussage in Zeile i von 
Á und [β, ξ, Δ] die Satzaussage in Zeile max(Y) ist, oder Β ist verschieden von 
der Konklusion von Á]], und: 
14 
 
a) Wenn i, j ∈ X und Δ die Satzaussage in Zeile i von Á und %Δ → Β& die 
Satzaussage in Zeile j von Á; oder 
b) Wenn i, j ∈ X und Δ die Satzaussage in Zeile i von Á und Γ die Satzaus-
sage in Zeile j von Á und Β identisch mit %Δ ∧ Γ& ist; oder 
c) Wenn i ∈ X und die Satzaussage in Zeile i von Á mit %Δ ∧ Β&oder mit 
%Β ∧ Δ& identisch ist; oder 
d) Wenn i, j ∈ X und %Δ → Γ&die Satzaussage in Zeile i von Á und %Γ → 
Δ& die Satzaussage in Zeile j von Á und Β identisch mit %Δ ↔ Γ& ist; 
oder  
e) Wenn i ∈ X und Δ die Satzaussage in Zeile i von Á, Γ eine Aussage und 
Β identisch mit %Δ ∨ Γ& oder %Γ ∨ Δ& ist; oder 
f) Wenn i, j, l ∈ X und %Δ ∨ Γ& die Satzaussage in Zeile i von Á und %Δ → 
Β& die Satzaussage in Zeile j von Á und %Γ → Β& die Satzaussage in 
Zeile l von Á ist; oder 
g) Wenn i ∈ X und %¬¬Β& die Satzaussage in Zeile i von Á ist; oder 
h) Wenn i ∈ X und Δ eine Formel, ξ eine Variable und β ein Parameter ist, 
der weder in einer Zeile l von Á mit l ∈ Y noch in Δ vorkommt, und [β, ξ, 
Δ] die Satzaussage in Zeile i von Á und Β identisch mit %RξΔ& ist; oder 
i) Wenn i ∈ X, θ ein geschlossener Term und %RξΔ& die Satzaussage in 
Zeile i von Á und Β identisch mit [θ, ξ, Δ] ist; oder 
j) Wenn i ∈ X und Δ eine Formel, ξ eine Variable, θ ein geschlossener 
Term, [θ, ξ, Δ] die Satzaussage in Zeile i von Á und Β identisch mit 
%QξΔ& ist; oder 
k) Wenn θ ein geschlossener Term und Β identisch mit %θ = θ& ist; oder 
l) Wenn i, j ∈ X und Δ eine Formel und ξ eine Variable ist, θ0, θ1 geschlos-
sene Terme sind und %θ0 = θ1& die Satzaussage in Zeile i von Á und [θ0, ξ, 
Δ] die Satzaussage in Zeile j von Á und Β identisch mit [θ1, ξ, Δ] ist; oder 
m) Wenn i ∈ X und Β die Satzaussage in Zeile i von Á ist; 
dann ist die Fortsetzung von Á um %Also Β& eine Ableitung von k+1 Sätzen mit 
der verfügbaren Zeilenmenge X ∪ {k} und der verfügbaren Annahmezeilenmen-
ge Y; und 
 
 (iii) Sonst ist kein Á für irgendwelche k, X, Y eine Ableitung von k Sätzen mit der verfügbaren 
Zeilenmenge X und der verfügbaren Annahmezeilenmenge Y. 
Erläuterung: Klausel (i) legt die Induktionsbasis fest. Klausel (iii) ist die Abschlussklausel. In 
Klausel (ii) werden zunächst in (ii-i) bis (ii-iv) die Fälle abgehandelt, in denen sich die verfügba-
ren Annahmezeilenmengen ändern: (ii-i) entspricht der Annahmeregel; (ii-ii) bis (ii-iv) entspre-
chen Subjunktoreinführung, Negatoreinführung und Partikularquantorbeseitigung. Der erste Teil 
von (ii-v) stellt eine Ausschlussklausel dar. Es wird ausgeschlossen, dass ein SE-, NE- oder PB-
Szenario vorliegt. In den einzelnen Unterklauseln a) bis m) werden die verfügbaren Zeilenmengen 
und verfügbaren Annahmezeilenmengen der anderen regelgemäßen Fortsetzungsmöglichkeiten 
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festgelegt. Diese Fortsetzungen sind auch dann regelgemäß (vgl. Kap. 3), wenn die Ausschluss-
klausel jeweils nicht erfüllt ist – nur ist dann eine entsprechende Fortsetzung gleichzeitig eine 
Fortsetzung nach (i-ii), (i-iii) oder (i-iv) und die Verfügbarkeiten ändern sich, ebenso wie auch bei 
der Charakterisierung der Verfügbarkeit durch geschlossene Abschnitte, dementsprechend.  
Mit dieser Definition gilt dann für alle Á, k: Ist Á eine Folge von k Sätzen und k ≠ 0, dann ist 
Á genau dann eine Ableitung von k Sätzen mit der verfügbaren Zeilenmenge X und der ver-
fügbaren Annahmezeilenmenge Y, wenn Á eine Ableitung der Konklusion von Á aus {Δ | Es 
gibt ein i ∈ Y und Δ ist die Satzaussage in Zeile i von Á} ist und für alle i ∈ Y gilt: die Satz-
aussage in Zeile i von Á ist in Á bei i als Annahme verfügbar und für alle j ∈ X gilt: die Satz-
aussage in Zeile j von Á ist in Á bei j verfügbar. Eine derartige Charakterisierung der Ver-
fügbarkeitsrede ohne Rückgriff auf Abschnitte, aber mit direkter Anbindung an die 
regelgemäße Fortsetzung von Satzfolgen bietet sich insbesondere auch als Ausgangsbasis für 
propädeutische Fassungen des Kalküls an, da sie es erlaubt, die Regulierung der Verfügbar-
keitsrede simultan mit der Einführung der Kalkül-Regeln vorzunehmen. Darüber hinaus trägt 
diese Fassung der Intuition Rechnung, dass nur regelgemäße Redehandlungen Aussagen ver-
fügbar machen. Zu beachten ist allerdings, dass eine derartige Regulierung es erfordert, die 
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in SUPPES, P.: Introduction to Logic und LEMMON, E.J.: Beginning Logic. Typische Vertreter der Unterbe-
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5  Für eine präzisere Darstellung, einen Adäquatheitsbeweis und weitere Literaturangaben siehe unsere umfang-
reichere Arbeit Redehandlungskalkül. 
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