INTRODUCTION
Markov jump linear systems (MJLSs), whose state space consists of a continuous part, the kinematics, and a discrete part, the mode which determines the dynamics in place, are suitable to model dynamical systems with variable structures caused by random failures or repairs, modification of the operating components, changes in the interconnections of subsystems, sudden environment changes, etc. During the past decades, many issues on MJLSs such as stability and stabilization, H ∞ control and filtering, optimal tracking, have been well investigated [6, 8, 9, 14, 16] and the references therein.
On the other hand, in most of the digital implemented filtering and control schemes, the measurements are obtained at discrete sample points rather than continuously. Therefore, much attention has been given to study how a continuous-time system can be controlled using measurements obtained only at discrete sample points [3, 4, 12] . For stochastic systems with Markov switching under sampled measurements, very few results are available in the literature [5, 15] . Specially, sufficient conditions for stochastic stability or exponential mean square stability of sampled-data systems with Markov jump parameters are established in [5] . Based on the LMI technique, the H ∞ filtering problem of MJLSs under sampled measurements are discussed in [15] . Note that the above DOI: 10.14736/kyb-2014-4-0580 mentioned works on the control or filtering problem of MJLSs are based on an implicit assumption that the controller or filter should be implemented exactly. However, in practice, controllers or filters do have a certain degree of errors due to finite word length in any digital systems, the imprecision inherent in analog systems and additional tuning of parameters in the final controller implementation. Therefore, a significant issue is how to design a filter or controller for a given plant such that the filter or controller is insensitive to some amount of errors with respect to its gain, i. e., the designed filter or controller is resilient or non-fragile [2, 7, 11, 17] . On the other hand, for controller or filter design for MJLSs, an important assumption is made that TPs are completely known. In fact, not all the probabilities of the jumps are easy to be measured, and even part of the elements in the desired transition rate matrix is not available. Therefore, it is necessary to study more general MJLSs with partly known TPs [10] , namely, TPs are allowed to be known, unknown with known lower and upper bounds and completely unknown. So far, the non-fragile H ∞ filtering problem for continuous MJLSs with partly known TPs under sampled measurements has not yet been fully investigated, which is the motivation of this study.
The non-fragile sampled data H ∞ filtering problem for continuous MJLSs with partly known TPs is investigated in this paper. The filter gain has additive variations and partly known TPs cover the cases that some elements are known, some are uncertain with known lower and upper bounds and some are completely unknown. Attention is focused on designing a non-fragile filter to ensure both the robust stochastic stability and a prescribed level of H ∞ performance for the filtering error dynamics. Combing the TP matrix property with the parameter dependent Lyapunov function approach, sufficient conditions for designing the non-fragile H ∞ filter are established in terms of linear matrix inequalities (LMIs). An example is provided to demonstrate the effectiveness of the proposed approach.
Notation: Throughout this paper, M T represents the transpose of matrix M . The notation X ≤ Y (X < Y ) where X and Y are symmetric matrices, means that X − Y is negative semi-definite (negative definite), respectively. I and 0 represent identity matrix and zero matrix, respectively. L 2 denotes the space of square integrable vector functions of a given dimension over [0, ∞), with norm ||x|| 2 = ∞ 0
and || || E2 represents the norm in the space L 2 ((Ω, F, P ), [0 ∞)), * denotes the entries of matrices implied by symmetry. Matrices, if not explicitly stated, are assumed to have appropriate dimensions. Finally, the symbol He(X) is used to represent (X + X T ) and E{∆} denotes the expectation operator with respect to some probability measure P;.
SYSTEM DESCRIPTION
Consider the following continuous-time MJLSs with sample data measurement
where x(t) is the state vector, w(t) is the disturbance input which belongs to L 2 [0 ∞) and the z(t) is the controlled output. The stochastic process {r(t)}, t ≥ 0 is a continuous time, discrete-state homogenous Markov process, which takes values in a finite set I {1, . . . , N } and has the following mode TPs.
where dt > 0, lim dt→0 o(dt) dt = 0. π ij is the jump rate from mode i to mode j that satisfies the following relations:
Additionally, the TPs of the jumping process {r(k), k ≥ 0} in this paper are assumed to be partly unknown, namely, some uncertain elements have known lower and upper bounds, or some have no information available. For instance, for system (1) with four operation modes, the TP matrix may be as:
where "?" represents the unknown elements with no bounds information available and α, β represent the unknown elements with known lower and upper bounds (α ≤ α ≤ᾱ and β ≤ β ≤β). For the above example, the information of the elements in the TP matrix is composed of the following three sets.
Therefore, ∀i ∈ I, we have
. The partly known TPs are further given as
Now suppose we have
where y(kh) is the sampled measurements, η(kh) is the discrete measurement noise which belongs to L 2 [0 ∞), C(r(t)) and D(r(t)) are known constant matrices.
In this paper, the following mode-dependent full-order non-fragile filter is employed to estimate z(t)
where x f (t) and z f (t) are the state and output of the filter, respectively. A f (r(t)), B f (r(t)), C f (r(t)) ∈ R n×q and L f (r(t)) are filter parameters to be determined. A f (r(t)), B f (r(t)), C f (r(t)) and L f (r(t)) are uncertainties defined as:
where H β(r(t)) , E β(r(t)) (β = A, B, C, L) constant matrices with appropriate dimensions and β(r(t)) are uncertain matrices bounded such as T β(r(t)) β(r(t)) ≤ I. For simplicity, we denote the matrices associated with r(t) = i by
T and e(t) = z(t) − z f (t), the following filtering error system is obtained.
Before formulating the considered problem, the following notations are needed. [6] ) The nominal system (1) with w(t) = 0 and η(kh) = 0 is said to be stochastically stable (SS) if there exists a finite positive constant T (x 0 , r 0 ), such that the following holds for any initial conditions (x 0 , r 0 ):
Definition 1. (Ji and Chizeck
The main purpose of the paper is to design H ∞ filter (9) such that the filter error system (11) is stochastically stable and has a prescribed H ∞ noise attenuation level γ, namely, e(t) satisfies
under zero-initial conditions for non-zero (w(t), η(kh)), where γ > 0 is a given scalar.
In order to get the main result of this paper, some useful lemmas are introduced firstly.
Lemma 2.1. (Chang and Yang [2] ) From (14) , one has (15) 
Lemma 2.3. (Shi et al. [19] ) Let X, Y and F be real matrices with appropriate dimensions and F T F ≤ I. Then, for any scalar σ > 0
MAIN RESULTS
In this section, a solution to the filter design problem formulated in the previous section is established by using a LMI approach.
For later discussion, we denote
The following theorem presents a solution to the non-fragile H ∞ filtering problem for the MJLSs with partly known TPs. 
such that the following inequalities are satisfied
For
where
He(−N i2 ) + P i22
Moreover, the desired H ∞ filter is given in the form of (9) with parameters as follows:
Consider the following Lyapunov function:
Then,
Moreover
Taking ξ(t) = ζ(t)
Therefore, the condition for E V (ζ(t), i) + e T (t)e(t) − γ 2 w T (t)w(t) < 0 can be tested by the following inequality
By Lemma 2.3 and Lemma 2.2,
The condition for E V (ζ(t), i) + e T (t)e(t) − γ 2 w T (t)w(t) < 0 is further converted to
Because the TPs are partly known, Ξ i is further rewritten as
Recalling the fact that π ii ≤ 0, two cases given below are considered.
By Lemma 2.1, (29) holds if the following inequality is establised
By Schur complement, one has
Case II, i ∈ I i uk , that is, π ii is completely unknown.
Considering (29) is rewritten as
Taking the similar lines as case I, (29) holds if the following inequalities are satisfied
By taking P i , P i , M i and G i as the following structure,
From (37), we obtain (18) and (19) with
Integrating both sides of (38) from kh to t (t ∈ [ih (i + 1)h)), it follows
On the other hand, applying the Schur complement to (20) and considering the second equation in (1), we get
Noting the zero initial conditions and combing (39) and (40), for all kh ∈ [0, t], the following formulation is obtained.
Remark 3.2. According to Theorem 3.1, if the filter variations satisfy the assumption, the designed filter can guarantee the stochastical stability of the filtering error system and the prescribed H ∞ performance level. In this case, the solution is easy to work out. The reason is that the conditions proposed in Theorem 1 are expressed in terms of linear matrix inequalities (LMIs), which can be effectively solved by Matlab LMI toolbox, although there are several scalars and matrices to be determined. 
, hence, a minimum γ 2 using convex optimization algorithms to obtain the minimum noise-attention level bound can be obtained. Then, the problem of optimal non-fragile H ∞ filter design is converted to the following optimization problem:
where γ 2 is replaced with δ. The minimum noise-attention level bound is given by γ = √ δ * , where δ * is the optimal value of δ. Meanwhile, the optimal filter parameters are given by (22).
NUMERICAL EXAMPLE
In this section, a numerical example is given to show the effectiveness of the proposed method given in Theorem 3.1.
Consider the MJLS (1) with four operating modes described by 
Our purpose here is to design a mode-dependent full-order non-fragile H ∞ filter in the form of (9) such that the resulting filtering error system (11) is stochastic stable and has a guaranteed H ∞ performance. The partly known transition matrix is given as follows.
By solving the optimal problem (42), the minimum H ∞ performance index γ = 1.6287 is obtained, that is, when the filter has gain variations, the H ∞ performance γ = 1.6287 is always guaranteed for any uncertainties satisfying Based on the obtained filter parameters, with one possible system mode (Figure 1 ), the simulation curves of the filter error (||e(t)|| 2 ) and disturbances (d(t) = ||w(t)|| According to Figure 2 , it is shown that the H ∞ norm is indeed lower than γ. 
CONCLUSION
The non-fragile sampled data H ∞ filtering problem for continuous MJLSs with partly known TPs is discussed in this paper. The filter gain to be designed is assumed to have additive gain variations and the TPs are assumed to be known, uncertain with known bounds and completely unknown. By using the parameter dependent Lyapunov function approach, sufficient conditions for the desired filter design are established in terms of solutions to a set of LMIs, which guarantees the filtering error system to be stochastic stable and has a prescribed H ∞ disturbance attenuation performance. A numerical example has been given to show the effectiveness of the proposed method.
