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a b s t r a c t
In this article we develop an extension of the affine jump–diffusion modeling framework
and use it to build an intuitive and tractable model of an energy price complex. The
development is motivated by the need to model prices of electricity while capturing
their dependence on the price of other energy commodities. Such a model is essential for
valuing a range of typical derivatives traded in the electricity markets: cross-commodity
spread options, cross-location spread options, fuel-switching powerplants, etc. We give
an approximate pricing method for these derivatives together with precise error bound
estimates.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Since the deregulation of energy industry in the 1990s, wholesale markets in electricity and gas have seen rapid growth
all over the world and joined the well established oil and coal markets in creating a well functioning energy market place.
It attracts all kinds of players: utilities, industrials, investment banks, hedge funds, etc. Energy derivatives are commonly
traded to transfer risk. Naturally, this growing market has also attracted a great deal of attention from the research and
modeling community.
1.1. Modeling energy commodities
Gas, and even more so electricity spot price, behaves very differently from prices of financial assets and also differs
from price behaviour of other commodities. Prices exhibit mean-reversion, very volatile behaviour, spikes, seasonality.
This was noticed very early on and the standard financial asset models were quickly disqualified as candidates and a rich
body of literature on electricity price modeling emerged, we can find several successful single-factor models that have been
introduced, e.g. [1,2]. Their simplicity of calibration and ease of derivatives pricing make them attractive models, however,
they have limitations and cannot capture the complexity of forward prices. In order to capture the behaviour of the term-
structure of the forward curvature, multi-factor models with application to commodities markets have been studied both
by the academic literature such as [3], as well as by practitioners such as [4].
An important aspect of electricity that has been rather neglected until recently is that there exists a strong link between
the regional electricity markets — because electricity can be imported or exported, due to the presence of inter-connectors
between neighboring countries. Furthermore, as a large part of electricity is generated by burning fossil fuels, electricity
prices are strongly linked to other energy prices such as oil, coal and natural gas. Because many energy assets (e.g.
powerplants, transmission lines) derive their value from the price of more than one energy commodity the aspect of
dependence is crucial. There have been recent attempts to provide a model that correctly captures the dependence (see [5])
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but they do not generate a type of dependence observed in the markets. In the rest of the paper we propose a model based
on affine jump–diffusion stochastic processes that can on the one hand model prices of each single energy commodity as
well as their interdependence in a realistic way and on the other hand is tractable in terms of derivatives pricing.
The rest of the paper is organized as follows. Section 2 recaps the standard affine jump–diffusion framework. Section 3
introduces the sum of exponential affine jump–diffusions (SEAJD) – the essential stochastic process for our model – and
shows how it can be approximated by an exponential affine jump–diffusion (EAJD). In Section 4 we give pricing formulas
for vanilla and spread options with SEAJD as underlying using the approximation developed in Section 3. Section 5 shows
the versatility of the framework and explains the general structure of a model for the whole energy complex based on the
SEAJD. Sections 6 and 7 work out an empirical example inspired by the European electricity markets including the model
structure, parameter calibration and a sample option pricing. Finally Section 8 concludes.
2. Affine jump–diffusions
In this section we will describe the class of continuous-time Affine Jump–Diffusion (AJD) processes and review
transform calculations that enable (near) analytical treatment of a wide class of derivative pricing problems, and facilitate
computationally tractable estimation.We start by fixing a probability space (Ω,F ,Ft ,Q), where:Ω is the sample space,F
a σ -algebra, Ft the Filtration onΩ , andQ a probability measure. On this space we define a standard n-dimensional Wiener
processW, and a corresponding jump process Z, both adapted to Ft . The stochastic process X : Ω × [0,∞)→ Rn, satisfies
the following stochastic differential equation:
dXt = µ(Xt , t)dt + σ(Xt , t)dWt + dZt .
When the drift-term, the diffusive-term, the jump-term, and the interest rate have an affine structure:
µ(Xt , t) = K0(t)+ K1(t) · Xt
σ(Xt , t) = (H0(t)+ H1(t) · Xt)1/2
λ(Xt , t) = l0(t)+ l1(t) · Xt
R(Xt , t) = ρ0(t)+ ρ1(t) · Xt
the process is called an affine jump–diffusion. For further technical details, the reader is referred to [6], who derive the closed
form of the transform of the state vector XT at payoff time T , given the information at time t ≤ T . The knowledge of this
transform is equivalent to knowledge of the joint conditional density functions of XT . In doing so, [6] unify results on affine
models from the term-structure and option pricing literatures (e.g. [7,8]), where the state can be either latent or observable.
They focus on analytically tractable option pricing using AJDs, and derive an ‘‘extended transform’’ that enables pricing of
payoffs such as (eb·XT−K)+, (b·XT−K)+ and (B·XTeb·XT−K)+, with constant strikeK , andwhere (. . .)+ denotesmax{. . . ; 0}.
See also [9], for a closely-related paper that explores characteristic function based methods of derivatives pricing, using
square-root affine diffusions, and [10,11], and references therein, for related discussion of affine term-structure models.
[12] give a comprehensive technical characterization of affine processes that are useful in finance. The framework developed
in [6] is well used in applications, e.g. [13] and, in a power setting, [14,15]. Various estimation methods are covered in [16],
who uses the closed-form transform of discretely sampled observations from an AD, with non-latent state variables and
Fourier inversion, to derive (conditional) maximum likelihood estimators, and shows that these can be computationally
demanding for non-scalar X. He also constructs generalized method-of-moments estimators directly from the partial
derivatives of the transform, evaluated at zero, which avoids the need for Fourier inversion, at the expense of efficiency.
2.1. AJD transforms
The conditional characteristic function (CCF) χ(u,Xt , t, T ) : Rn × D × R+ × R+ → C of the state vector XT , where
D ⊂ Rn, is defined as:
χ(u,Xt , t, T ) = E
[
eiu·XT |Ft
]
.
Because knowledge of χ is equivalent to knowledge of the joint conditional probability density function (pdf) of XT , this
result is useful in estimation and all other applications involving the transition densities of an AJD. For instance, [17] exploits
the knowledge of the CCF χ to derivemaximum likelihood estimators for AJDs based on the conditional pdf qt(·) of XT given
Xt , obtained by Fourier inversion of the CCF χ as:
qt(XT ) ≡ q(XT ,Xt) = 1
(2pi)n
∫
Rn
e−iu·XTχ(u,Xt , t, T )du.
For all conditional expectation problems that require the knowledge of the conditional probability density function (pdf)
qt(XT ), where the latter being for all practical purposes unknown or too complex, we can go to the Fourier domain and use
the conditional characteristic function χ(u,Xt , t, T ) for which we do have an expression. In line with [17], we will define a
more generic transform ψ˜Θ(u,Xt , t, T ) : Cn × D× R+ × R+ → C of XT , given the current information about the process
X at time t , and a payoff date T ∈ [0, T ∗]:
ψ˜Θ (u,Xt , t, T ) = EΘ
[
exp
(
−
∫ T
t
R(Xs, s)ds
)
eu·XT
∣∣∣∣Ft] , t ≤ T . (2.1)
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The expectation is taken with respect to the distribution of X which is determined by the set of process parameters
Θ = {K0,K1,H0,H1, l0, l1, ρ0, ρ1}, these also determine the probability measure. [6] show that this transform has an
exponential affine form: ψ˜Θ(u,Xt , t, T ) = eαt+βt ·Xt with (αt , βt) satisfying the complex valued Riccati ordinary differential
equations (ODEs):
β˙t = ρ1 − KT1βt −
1
2
βTt H1βt − l1 [θ(βt)− 1]
α˙t = ρ0 − KT0βt −
1
2
βTt H0βt − l0 [θ(βt)− 1]
(2.2)
with terminal conditions βT = u and αT = 0, and a jump transform defined as θ(c) =
∫
Rn exp(cz)ν(dz). The introduction
of a non-zero tensor H1, allows the modeling of stochastic volatilities. Hereinafter, we denote the stochastic discount rate
by δ(t, T ) = exp(− ∫ Tt R(Xs, s)ds).
2.2. Exponential AJD price models
The standard way of modeling asset spot prices in the AJD framework is to choose an AJD process X and define the price
process S : Ω → R+ by setting the price at time t to be:
S(t) = exp (at + btXt)
where at , bt are deterministic real functions of time. This model fits the asset price behaviour since it does not allow for
negative prices and keeps the ‘‘multiplicative’’ flavor of the geometric brownianmotion. Themodel is very powerful because
the transform developed in Section 2.1 allows efficient calculation of conditional expectations thus giving an excellent
derivative pricing tool. Below we will refer abbreviate an exponential AJD model as EAJD.
3. Sum of exponential AJDs
As we will explain later the exponential affine jump–diffusion process is not flexible enough to model energy prices
interdependence. Thereforewe introduce a slight extension. Given AJD processes X1, X2, . . . , Xmwedefine the price process
S : Ω → R+ by:
S(t) =
m∑
i=1
exp
(
ait + bitX it
)
(3.1)
where all ait , b
i
t are deterministic real functions of time. We will call this process a sum of exponential AJDs abbreviated as
SEAJD. It is clear that the SEAJD keeps most of the tractability of the exponential AJD. The powerful option pricing via the
G-transform from [6] however is lost and it is clear that it cannot be easily regained since plain vanilla option pricing, with an
SEAJD underlying, is equivalent to Asian option pricing with an exponential AJD equivalent—an inherently difficult problem
in mathematical finance. In the next section we describe an approximation that allows us to price options efficiently.
3.1. Approximating SEAJD by EAJD
In this section we provide an approximation of an SEAJD by an exponential AJD. We perform this approximation for
forward prices that we will need in Section 4; the results are also valid for the spot prices. Typically for energy commodities
we are interested in forwards with delivery over a period τ ∈ [T1, T2), in terms of (3.1) the forward price process
F : Ω → R+ can be written as:
(T2 − T1)× F(t, T1, T2) =
∑
τ∈[T1,T2)
F(t, τ )
=
∑
τ∈[T1,T2)
EQ [S(τ )|Ft ]
=
∑
τ∈[T1,T2)
EQ
[
m∑
i=1
exp
(
aiτ + biτ · Xτ
) |Ft]
=
∑
τ∈[T1,T2)
m∑
i=1
exp
(
αit,τ + β it,τ · Xt
)
where in the last step we used the functions (αit,τ , β
i
t,τ ), ∀τ ∈ [T1, T2] and t ≤ τ , are solutions of (2.2), with the proper
terminal conditions αiτ ,τ = aiτ and β iτ ,τ = biτ ∈ Rn, ∀i ∈ {1, . . . ,m}. For further reference, we denote the set of EAJD
summands i ∈ {1, . . . ,m} and τ ∈ [T1, T2] as P . Then the forward price F(t, T1, T2) for fixed T1, T2 can be written as:
F(t, T1, T2) ≡ ϕ(Xt)
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with:
ϕ(x) =
∑
i∈P
exp
(
αit,τ + β it,τ · x
)
.
We now provide an approximation for the forward price by a single EAJD by performing a first order Taylor expansion of
lnϕ around a point x0:
ln ϕ˜(x) = lnϕ(x)|x0 +∇ lnϕ(x)|x0 ·
(
x− x0) .
By Taylor’s theorem:
lnϕ(x) = ln ϕ˜(x)+ R1(x, x∗)
where R1(x, x∗) is the remainder of orderO((x− x0)2). The point around which the approximation is done will be detailed
later.
We have now approximated an SEAJD by a single EAJD ϕ˜(Xt) = exp(αˆt + βˆt · Xt). The following lemma provides an
upper bound on the error induced by the approximation.
Lemma 1. For the function lnϕ(x), the first order Taylor expansion remainder satisfies:
0 ≤ R1(x, x∗) ≤ ζ¯ ×
∥∥x− x0∥∥22
where:
ζ (x) = max
λ∈[0,1]
∇2
(x−x0) lnϕ(x
0 + λ(x− x0))
ζ¯ = max
x
ζ (x)
and ∇uf denotes the directional derivative of a function f in the direction of u.
Proof. See Appendix A. 
4. Pricing options
In this section we provide how options can be priced when the underlying SEAJD is approximated by an EAJD, as detailed
in Section 3.1. We do the approximation around x0 = E[XT |Ft ], where T is the maturity time of the option and t the
quotation date; doing so allows us to capture the SEAJD around the expected state at the option expiry. We will consider
two types of options; Vanilla options and Spread options. Using the derived bound we will also derive, for a Vanilla option,
the option error bound induced by the approximation from Section 3.1.
4.1. Vanilla options
For the case of a plain Vanilla option we consider a European call option on an electricity forward. The put option can
simply be retrieved by using the put–call parity.
Proposition 2. The European call option atmaturity T , where the operator (. . .)+ denotesmax{. . . ; 0}, K the strike, F(T , T1, T2)
the forward price quoted at maturity T with delivery τ ∈ [T1, T2), is given by:
ξT = (F(T , T1, T2)− K)+ .
The call option’s value at time t ≤ T is calculated as follows:
ξt = 12e
αˆT ψ˜Q(βˆT ,XT , t, T )+ 1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT )
iω
eαˆT ψ˜Q((1+ i2piω)βˆT ,Xt , t, T )dω
− K
2
B(t, T )− K
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT )
iω
ψ˜Q(i2piωβˆT ,Xt , t, T )dω (4.1)
where B(t, T ) is the zero-coupon bond price with at maturity B(T , T ) = 1.
Proof. See Appendix A. 
4.2. Spread options
Spread options are written on the difference between two prices, basket options consist of options written on a basket
of products. These types of options are popular in the energy industry as many players are exposed to the difference in
prices of related energy commodities or are able to sell the energy in different markets. Different types of spread options
can be considered; options written on the spread of two different maturity futures contracts on the same underlying
spot instrument (calendar spreads), options written on the spread between the prices of futures contracts on two related
commodities (crack spreads).
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Proposition 3. The spread option payout at maturity T , where the operator (. . .)+ denotes max{. . . ; 0}, K the strike,
F i(T , T i1, T
i
2) the forward price of product i on quotation date T with delivery τ ∈ [T i1, T i2), is given by:
ξT =
(∑
i∈B
ΓiF i(T , T i1, T
i
2)− K
)+
where the weights Γi ∈ R. The spread option’s value at time t ≤ T is calculated as follows:
ξt = eαˆ+T ψ˜Q(βˆ+T ,Xt , t, T )︸ ︷︷ ︸
G+(t,T )
×
(
1
2
+ 1
pi
Re
∫ +∞
0
e−iω(−(αˆ
+
T −αˆ−T ))
iω
ψ˜Q(βˆ+T + iω(βˆ+T − βˆ−T ),Xt , t, T )
ψ˜Q(βˆ+T ,Xt , t, T )
dω
)
︸ ︷︷ ︸
Π+(t,T )
− eαˆ−T ψ˜Q(βˆ−T ,Xt , t, T )︸ ︷︷ ︸
G−(t,T )
×
(
1
2
+ 1
pi
Re
∫ +∞
0
e−iω(−(αˆ
+
T −αˆ−T ))
iω
ψ˜Q(βˆ−T + iω(βˆ+T − βˆ−T ),Xt , t, T )
ψ˜Q(βˆ−T ,Xt , t, T )
dω
)
︸ ︷︷ ︸
Π−(t,T )
(4.2)
ξt = G+(t, T )Π+(t, T )− G−(t, T )Π−(t, T ).
Proof. See Appendix A. 
In the spread option pricingwe have separated the basket of products into two groups ϕ±(XT ), thosewith a positive sign,
respectively a negative sign. Each of these groups, which corresponds to an SEAJD, is now approximated through geometric
averaging by a single EAJD; i.e., we perform a Taylor approximation of lnϕ±(XT ) around E[XT |Ft ]. Doing so, allows us to
easily obtain a semi-analytical expression for the spread option pricing as indicated in Proposition 3.
4.3. Option pricing error bound
We now determine how the error bound for options is obtained.
Proposition 4. The error in the option price introduced by approximating the underlying SEAJD by an EAJD is bounded as follows:
|C(Xt , K)− C˜(Xt , K)| ≤
∣∣∣∣EQ [δ(t, T ) (ϕ˜(XT )eR¯1(XT ) − K)+ |Ft]− EQ [δ(t, T ) (˜ϕ(XT )− K)+ |Ft]∣∣∣∣
where we denote C(Xt , K) as the ‘true’ option price and C˜(Xt , K) as the option price where the underlying SEAJD is approximated
by a single EAJD. Also, R¯1(XT ) is the upper bound of first order error-term of this approximation R1(XT ,X∗T ), from Lemma 1:
R¯1(XT ) = ζ¯ × ‖XT − E[XT |Ft ]‖22 .
Proof. See Appendix A. 
The expression for the error bound, contains an option like part where the underlying is an exponential of quadratic
polynomial of XT . Analogous to the general results from [18], we show, in Proposition 5 together with the next one, how
this part the expression can be valued using a linear-quadratic transform.
Proposition 5. The linear-quadratic transform ζ˜Θ(L, b,Xt , t, T ) : Cn×n × Cn × D× R+ × R+ → C of XT , where the process
X = {Xt , t ∈ [0, T ]} is an AJD:
ζ˜Θ(ΛT , βT ,Xt , t, T ) = EΘ
[
exp
(
−
∫ T
t
R(Xs, s)ds
)
eXTΛTXT+βT ·XT
∣∣∣∣Ft]
satisfies:
ζ˜Θ(ΛT , βT ,Xt , t, T ) = eXtΛtXt+βt ·Xt+αt
where, for a non-zero tensor H1, (Λt , βt , αt) are solution of a system of a system of complex valued ODEs given in [18]. For the
case of a zero tensor H1, (Λt , βt , αt) are solution of the following system of complex valued ODEs:
−Λ˙t = 2KT1Λt + 2ΛTt H0Λt
−β˙t = −ρ1 + KT1βt + 2ΛTt K0 + 2βTt H0Λt + l1(θ(Λt , βt)− 1)
−α˙t = −ρ0 + KT0βt +
1
2
βTt H0βt + eTΛTt H0e+ l0(θ(Λt , βt)− 1)
where we denote eT = [1, . . . , 1], define the transform θ(Γ , γ ) = ∫Rn ezΓ z+γ ·zν(dz), and use the proper terminal conditions
ΛT = L, βT = b and αT = 0.
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Proof. See Appendix A. 
Using Proposition 5will allowus to determine themaximumerror bound induced by the approximation. For thiswe need
to reformulate the option premium where the underlying is expressed as an EAJD whose argument is now linear-quadratic
in XT . We price a linear-quadratic option in order to determine the error bound from Proposition 4. From the definition of
the Lagrange remainder, we write:
R1(XT ,X∗T ) = XT
1
2
∂2 lnϕ(XT )
∂XT 2
∣∣∣∣
X∗T
XT − E[XT |Ft ]∂
2 lnϕ(XT )
∂XT 2
∣∣∣∣∣
X∗T
XT + E[XT |Ft ]12
∂2 lnϕ(XT )
∂XT 2
∣∣∣∣∣∣
X∗T
E[XT |Ft ]
= XtLRTXT + bRTXT + cRT
where:
LRT =
1
2
∂2 lnϕ(XT )
∂XT 2
∣∣∣∣
X∗T
bRT = −E[XT |Ft ]
∂2 lnϕ(XT )
∂XT 2
∣∣∣∣
X∗T
cRT = E[XT |Ft ]
1
2
∂2 lnϕ(XT )
∂XT 2
∣∣∣∣
X∗T
E[XT |Ft ].
Substituting the latter expressions in ϕ˜(XT )eR1(XT ,X
∗
T ) yields:
ϕ˜(XT )eR1(XT ,X
∗
T ) = exp
(
αˆT + βˆT · XT + XtLRTXT + bRTXT + cRT
)
= exp
(
XTLRTXT + (βˆT + bRT ) · XT + αˆT + cRT
)
.
Proposition 6. The price of a European call option with linear-quadratic exponential AJD is given by:
ξ˘t = 12e
αˆT+cRT ζ˜Q(LRT , βˆT + bRT ,Xt , t, T )
+ 1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT−cRT )
iω
eαˆT+c
R
T ζ˜Q((1+ i2piω)LRT , (1+ i2piω)(βˆT + bRT ),Xt , t, T )dω
− K
2
B(t, T )− K
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT−cRT )
iω
ζ˜Q(i2piωLRT , i2piω(βˆT + bRT ),Xt , t, T )dω. (4.3)
Proof. See Appendix A. 
5. Multi-layer model of energy prices
To the best knowledge of the authors there currently does not exist amodel for electricity prices that allows us to capture
in a realistic, practical and intuitive way the dependence on different fuels, as well as the dependence between electricity
prices in various locations. Recently, [5] proposed a model that incorporates power-fuel dependence. It keeps the EAJD
structure of the electricity and fuel prices and introduces the dependence via a common state vectorXt . Themodel, however,
implies unrealistic sensitivity of the electricity price to the related fuel prices. It can be schematically described as follows:
let At , Bt denote spot prices of two fuels and let Ct be the electricity spot price, then according to the model:
Ct = AtBt
therefore:
∂Ct
∂At
= Bt
∂Ct
∂Bt
= At
which means that the sensitivity of the electricity to one fuel price depends on the price of the other fuel. This does not
correspond to the economic fundamentals of electricity production. It is much more realistic to model the dependence
schematically as below:
Ct = At + Bt
where the electricity price sensitivity to each fuel price is independent of the price of the other fuel. The SEAJD framework
developed in previous sections allows us to build such a model for a collection of interdependent energy prices in an
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B1 B2 B3
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A2
B4 B5
C5 C6 C7
Fig. 1. Example of multi-layer structure.
innovative and elegant way. Realistic correlated scenarios of electricity and fuel prices can be generated, as well as fast
pricing and hedging can be performed of complex energy derivative securities, such as cross-commodity spread options
between, and cross-location electricity spreads.
5.1. The fundamental structure of the multi-layer model
Wenowdescribe the fundamental equations of themulti-layermodel (MLM) that incorporates realistic inter-commodity
dependence while it also reproduces the unique characteristics of electricity spot prices: mean-reversion, seasonality
(annual, weekly), spikes (sometimes occurring at the same time in different markets), the different behaviour of prices
in offpeak and peak hours, etc. The model also allows fitting any initial forward term-structure.
Let us assume that we havem energy commodities to model. Then the spot price process of a commodity i is given by:
S i(t) =
∑
j∈D i
γ ij S
j(t)+ ηi(t)
×$ i(t)× exp (bit · Xit) .
The price of a commodity i depends on the underlying commodities j ∈ D i (the set D i may be empty). In the
expression for the spot price S i(t), the (residual) yearly pattern and weekly pattern are denoted by ηi(t) and $ i(t). Xit
is a (possibly multidimensional) AJD process driving the deviation of the spot price from its fundamental value determined
by its underlyings. Because of this interpretation we impose that Xit is independent of the price processes of the underlying
commodities. This can only be achieved if commodity prices are linked to each other according to a tree-like multi-layer
structure not containing any cyclic dependencies (see Fig. 1). It is then straightforward that essentially same relationships
hold among forward prices of the modeled commodities. Particularly for commodity i:
F i(t, τ ) =
∑
j∈D i
γ ij F
j(t, τ )+ ηi(τ )
×$ i(τ )× exp ( i(t, τ ))
where:
exp
(
 i(t, τ )
) = EQ [exp (bτ · Xiτ ) |Ft] , ∀τ : t ≤ τ .
An MLM model can be expressed as an SEAJD if, after iterative substitution, we can express each spot price in terms of
elementary commodities (i.e. those that have empty set of underlyingsD∗) with positive coefficient in front of every EAJD
summand.1 In that case the results from previous sections can be applied to obtain semi-analytical option prices for the
MLM framework.
5.2. Correlation smile
Standard models for spreads in energy markets are based on the bivariate lognormal model (BVLN), indeed, in [19] the
authors describe different pricing methodologies for Marghrabe or Kirk type spread options but all are still centered around
the presumption of a BVLN model. We know that options tend to exhibit a volatility smile, and many models have been
developed to describe this feature, in the case of spread options an extra dimension needs to be addressed which is the
presence of a correlation smile. Indeed, the implied correlation can be function of the spread option strike. In the case of a
BVLN model, the option for any strike is priced with the same correlation, and hence exhibits a flat correlation smile. The
MLM model, due to its construction, can exhibit a correlation smile. Indeed, even in its simplest form – using two level 1
prices explaining two level 2 prices, e.g. two fuels X and Y explaining two power prices A and B – can reveal an implied
correlation dependence contingent on the strike:
FA(t, T ) = (a1FX (t, T )+ b1FY (t, T )+ c1)× exp(A(t))
FB(t, T ) = (a2FX (t, T )+ b2FY (t, T )+ c2)× exp(B(t))
1 This condition seems more restrictive than it is because by proper definition of the tree structure it can be satisfied for essentially all practical cases.
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Fig. 2. Comparison MLM versus BVLN.
Table 1
MLM parameter values.
Example a1 b1 c1 A a2 b2 c2 B FX σX FY σY
1 0.25 0.16 0.0 0 0.10 0.67 2.0 0 100 0.1 30 0.5
2 0.10 0.67 0.0 0 0.25 0.16 2.0 0 100 0.1 30 0.5
with as spread:
ζ (t) = FA(t, T )− FB(t, T ).
For this elementary MLM example, with two sets of illustrative MLM parameters given in Table 1 chosen such as to
show the flexibility of the MLM model in implied correlation smile, we can see in Fig. 2(a) that the spread ζ (t), in a spread
option, exhibits a correlation smile. In the same graph, when using a BVLNmodel, which exhibits the same volatility for the
log-returns of the individual components of the MLM spread, and a model correlation calculated on the log-returns of both
series, we see that the implied correlation remains flat. In Fig. 2(b), we observe the corresponding price ratio MLM/BVLN as
function of the strike.
6. Calibration
For the calibration of multi-factor models it is important that the produced parameters conform to the assumption of the
stochastic models of the underlyings. If calibration is solely based on fitting the data, it is liable to violate these assumptions.
For the calibration of amulti-factor model, such as theMLM, we perform calibration similarly to [20], i.e. we use a technique
based on Consistency Hints. This technique forces the calibration of a model to produce valid parameters introducing
consistency hints as constraints on the calibration process. The technique augments the error function of curve fitting with
consistency hint error functions based on the Kullback–Leibler distance [21], which quantifies the main constraint.
Definition 7. Given twoprobability density functions (pdf’s) p(u) and q(u), the relative entropy or Kullback–Leibler distance
K(p ‖ q) is defined as:
K(p ‖ q) =
∫
p(u) log
p(u)
q(u)
du.
The Kullback–Leibler distance has the property thatK(p ‖ q) ≥ 0 with equality if, and only if, p = q.
To balance the hint error functions, canonical errors are introduced. Consistency hints can be implemented with an
efficient optimization algorithm. The calibration is done layer-by-layer, and product-by-product, each time calibrating
solely the parameters Θ i of the proper stochastic dynamics {ui(t),  i(t, T )} of the product under consideration with the
corresponding market quoted data.
7. Empirical example
In this section we will test the MLMmodel to empirical data. We consider two subsections where in the first subsection
we illustrate the comparison of the MLMmodel versus the BVLN model, and illustrate the limitations of the BVLN model —
limitations that are overcome by the MLMmodel. In the second subsection we describe a more complete MLMmodel using
the underlying AJD engine; in that setting we will derive the upper bound from Proposition 4.
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Table 2
Table describing empirical results of the BVLN and MLM.
(a) BVLN (b) MLM
Param 2007 2008 2009 Param 2007 2008 2009
µPWN 55.80 54.32 72.89 aPWN 0.17 0.48 0.27
σPWN 23% 15% 23% bPWN 1.53 0.35 0.37
µEEX 54.36 55.91 72.89 cPWN 4.26 6.69 24.96
σEEX 23% 13% 23% aEEX −0.14 0.67 0.35
ρPWN,EEX 0.97 0.92 0.97 bEEX 1.81 −0.27 −0.25
σ ePWN,EEX 0.19 0.22 0.24 cEEX 16.02 5.78 29.03
σ iPWN,EEX 0.20 0.21 0.25
σ e/σ i 1.05 0.94 1.02
µAPI2 67.90 84.43 137.1
σAPI2 13% 16% 38%
µTTF 26.26 20.80 30.33
σTTF 28% 26% 27%
ρAPI2,TTF 0.21 0.32 0.67
7.1. Comparison BVLN versus MLM applied to empirical data
In this paragraph we illustrate via a simple empirical example that the MLMmodel can fit both the correlation as well as
the spread standard deviation. The fitting of both of these measures cannot be achieved by the BVLN due to the limitation
in the number of available degrees-of-freedom. Spread options in electricity markets are not liquid enough to observe a
correlation smile, let alone a sufficiently continuous correlation smile. This forces us to look at other ways to illustrate that
the MLM approach can fit correlation markets better than the use of the BVLN. In practice, we observe that spreads do not
follow the behaviour exhibited by a BVLN; indeed, (a) practitioners tend to also use the Bachelier model for the spread, but
more importantly (b) the empirical study of historical data suggests that the spread does not follow a BVLN. To illustrate
this, let us consider again the MLM model under its simplest form: 2 electricity year baseload contracts for PWN and EEX
which depend on 2 fuels TTF gas and API2 coal. For this purpose, calendar futures prices2 were considered over periods
from one year before delivery until delivery. We use a BVLN as model for fitting APX and PWN, such a model allows us to
explicitly fit the log-returns of PWN and EEX, as well their correlation. However, when we calculate the empirical spread
standard deviation σ e, and compare it to the BVLN model implied standard deviation σ i; we note that these do not match.
However, contrary to the case in the BVLN, the MLM model does allow fitting the σ e; in the simplest form, we can just use
a cost function where as consistency hints we use the model implied standard deviations σ i, as well as other measures on
the log-returns, etc. The numerical results for the BVLN are illustrated in Table 2(a), respectively for the MLM in Table 2(b).
Those tables show that the BVLN (and the standard normalmodel) cannot be directly reconciled; however using the simplest
MLM structure with two fuels (API2 and TTF), we can create a model that bridges this gap. It simultaneously fits volatilities
correlation and spread standard deviation.
7.2. MLM model example using AJD engine
We consider the elementary power-fuel structure depicted in Fig. 3, we note that the electricity market E is driven by
three fuels F1, F2, and F3. Furthermore, we model the peak and offpeak characteristics of the electricity market; note that
the peak electricity price EP is given by sum of the offpeak price EOP and a differential price ED. The latter is necessary to
realistically model higher peak prices in comparison with the lower offpeak prices. Note that the offpeak electricity price,
as well as the differential price are each driven by these three fuels. The equations driving this elementary system, which
can be generalized to model a large energy price complex, are given by the following set of equations:
SF1(t) = exp (ln ηF1t + bF1 · Xt)
SF2(t) = exp (ln ηF2t + bF2 · Xt)
SF3(t) = exp (ln ηF3t + bF3 · Xt)
SEOP(t) = (γ EOPF1 SF1(t)+ γ EOPF2 SF2(t)+ γ EOPF3 SF3(t)+ ηEOP(t))× exp (ln$ EOP(t)+ bEOP · Xt)
SED(t) = (γ EDF1 SF1(t)+ γ EDF2 SF2(t)+ γ EDF3 SF3(t)+ ηED(t))× exp (ln$ ED(t)+ bED · Xt)
SEP(t) = γ EPEOP(t)SEOP(t)+ γ EPED (t)SED(t).
Out of parsimony, for the numerical example, we consider that the diffusive dynamics are independent of the jump
dynamics, for this consider the augmented vector Xt = [XDt ,XJt ], where the diffusive vector XDt is driven by:
dXDt =
(
K0 + K1XDt
)
dt + (H0 + H1XDt )1/2 dWt
2 German/French power futures: www.eex.com. TTF gas futures: www.endex.nl. API2 coal futures: www.theice.com.
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Fig. 3. Example of power-fuel structure.
and has a transform given by ψ˜ΘAD(bT ,X
D
t , t, T ) = EΘ [ebT ·XDT |Ft ] = eαt+βt ·XDt , where (αt , βt) satisfy (2.2) – with λ(Xt , t) = 0
– under the appropriate terminal conditions. Furthermore, consider a jump vector XJt independent of the diffusive vector
XDt , that satisfies:
dXJt = dZt
and is modeled as a markov regime-switching process. The transform ψ˜ΘAJ , corresponding to an m-state Markov regime-
switching process, has an exponential affine form eα˜(T−t,u)+β˜(T−t,u)·X
J
t , with XJt a state vector that takes values in {vi}, where
vi is anm-vector with ith element unity, and the remaining elements zero (corresponding to an active ith state). TheMarkov
regime-switching has an equivalent representation as a pure jumpprocess. AnAJ regime-switchingmodelwithn risk-factors
enables to model a finite Markov chain with n+ 1 states. The default state is represented by:
XJt = e0 = 0
and the ith active state by:
XJt = ei = [0, . . . , 1, . . . , 0] .
LetG ∈ R((n+1)×(n+1)) be the infinitesimal transitionmatrixwithGi,jdt the infinitesimal probability for going fromXJt = ei
to XJt+dt = ej(i, j ∈ {0, 1, . . . , n}). Then, the probability of going from XJt = ei to XJT = ej is given by3:
P
[
XJT = ej|XJt = ei
]
= {e(G−I)(T−t)}i,j ≡ Ĝi,j(t, T ).
The transition matrix Ĝ(t, T ) satisfies:
d̂G(t, T ) = (G− I) Ĝ(t, T )dt.
Proposition 8. The transform of XJT with respect to X
J
t can be written as:
ψ˜ΘAJ (b˜T ,X
J
t , t, T ) = EΘ
[
eb˜T ·X
J
T |XJt
]
= eα˜t+β˜t ·XJt .
Proof. See Appendix A. 
Note that the model is generic in the sense that it can handle more complex definitions of jump processes; but for
practical purposes this markov regime-switching process suffices, since the number of jumps is still quite limited, and since
spikes only last for a couple of days. Defining the jump process in this way allows us to avoid defining large mean-reversion
coefficients, and to easily extend the markov regime-switching model such that it can handle the case of multiple spikes
occurring simultaneously on neighboring power markets, as is observed in practice.
The numerical values for the process parameters of this elementary system can be found in Appendix B. Note fromTable 1
that the jumps aremodeled by a three-state system,where X J1 represents the no-jump state, while the other two jump states
X J2 and X
J
3 represent the two possible different levels of jump magnitude. For these numerical values, the parameter used
for determining the upper bound from Proposition 4 is estimated as ζ¯ = 0.175, correspondingly in Fig. 4 we plot the
maximum relative error bound for a Vanilla call option as determined in Proposition 6. The shape of the error curve reflects
the underlying model EAJD-SEAJD approximation, indeed by construction the further we move away from the ATM region,
the larger the error bound becomes on the wings.
3 eA is the matrix exponential of A.
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Fig. 4. Maximum relative error bound implied by SEAJD-EAJD approximation.
8. Conclusions and future extensions
We developed an extension of the affine jump–diffusion modeling framework and used it to build an intuitive, elegant
and tractablemodel for an energy price complex. Themulti-layermodel incorporates realistic inter-commodity dependence
while it also reproduces the unique characteristics of electricity spot prices and allows fitting any initial forward term-
structure. Because of these properties themodel is particularly well suited for valuing a range of typical derivatives traded in
the electricitymarkets such as: cross-commodity spread options, cross-location spread options, fuel-switching powerplants,
etc. We provide an approximate pricing method for these derivatives together with precise error bound estimates.
We believe that the error bound from the empirical example could be improved by a better choice of the Taylor expansion
point of origin. We leave for future work the selection of option strike-dependent approximation point of origin.
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Appendix A. Technical derivations
Lemma 1. For the function lnϕ(x), the first order Taylor expansion remainder satisfies:
0 ≤ R1(x, x∗) ≤ ζ¯ ×
∥∥x− x0∥∥22
where:
ζ (x) = max
λ∈[0,1]
∇2
(x−x0) lnϕ(x
0 + λ(x− x0))
ζ¯ = max
x
ζ (x)
and ∇uf denotes the directional derivative of a function f in the direction of u.
Proof. The upper bound is a direct consequence of Taylor’s theorem. To prove the lower bound we compute the second
directional derivative of the function lnϕ(x) and we show that it is non-negative for any x ∈ Rn and λ ∈ [0, 1].
Let us fix x and λ and define:
κ = λ ∥∥x− x0∥∥2
ai0 = bi · x0, i = 1, 2, . . . ,m
ai1 = bi.(x− x0), i = 1, 2, . . . ,m
then:
∇2
(x−x0) lnϕ(x
0 + λ(x− x0)) = ∂
2
∂κ2
lnϕ
(
x0 + κ x− x
0∥∥x− x0∥∥2
)
= ∂
2
∂κ2
(
ln
(∑
i∈P
exp(ai + ai0 + ai1κ)
))
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= −
(∑
i∈P
exp(ai + ai0 + a10κ)ai1
)2
(∑
i∈P
exp(ai + ai0 + a10κ)
)2 +
∑
i∈P
exp(ai + ai0 + ai1κ)ai12∑
i∈P
exp(ai + ai0 + a10κ)
=
∑
i∈P
exp(ai + ai0 + a10κ)ai12∑
i∈P
exp(ai + ai0 + a10κ)
−
(∑
i∈P
exp(ai + ai0 + a10κ)ai1
)2
(∑
i∈P
exp(ai + ai0 + a10κ)
)2
after putting over a common denominator we obtain as the numerator:
∑
i∈P
exp(ai + ai0 + a10κ)
∑
i∈P
exp(ai + ai0 + a10κ)ai12 −
(∑
i∈P
exp(ai + ai0 + a10κ)ai1
)2
which after further rewriting yields:∑
i∈P
(
exp(ai + ai0 + ai1κ)
)2
ai1
2 +
∑
(i<j)∈P
(
exp(ai + ai0 + ai1κ)
) (
exp(aj + a0j + aj1κ)
)
(ai1
2 + aj1
2
)
−
(∑
i∈P
(
exp(ai + ai0 + ai1κ)
)2
ai1
2 + 2
∑
(i<j)∈P
exp(ai + ai0 + ai1κ)ai1aj1
)
=
∑
(i<j)∈P
exp(ai + ai0 + ai1κ) exp(aj + aj0 + a1j κ)(ai12 + aj1
2 − 2ai1aj1) ≥ 0. (A.1)
Applying Taylor’s theorem we then obtain the bound on R1. 
Proposition 2. The European call option atmaturity T , where the operator (. . .)+ denotesmax{. . . ; 0}, K the strike, F(T , T1, T2)
the forward price quoted at maturity T with delivery τ ∈ [T1, T2), is given by:
ξT = (F(T , T1, T2)− K)+ .
The call option’s value at time t ≤ T is calculated as follows:
ξt = 12e
αˆT ψ˜Q(βˆT ,XT , t, T )+ 1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT )
iω
eαˆT ψ˜Q((1+ i2piω)βˆT ,Xt , t, T )dω
− K
2
B(t, T )− K
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT )
iω
ψ˜Q(i2piωβˆT ,Xt , t, T )dω (A.2)
where B(t, T ) is the zero-coupon bond price with at maturity B(T , T ) = 1.
Proof. The option’s underlying is an SEAJD and is written as:
F(T , T1, T2) = 1T2 − T1
∑
τ∈[T1,T2)
m∑
i=1
eα
i
T ,τ+β iT ,τ ·XT
which for the sake of notation this is written according to the notation introduced in Section 3.1:
ϕ(XT ) =
∑
i∈P
exp
(
αi + β i · XT
)
.
Using the approximation where the underlying SEAJD is replaced by its corresponding EAJD, we have: ϕ˜(XT ) = eαˆT+βˆT ·XT .
The payoff for the call option is nowwritten as: ξT = (˜ϕ(XT )−K)+. The payoff at time t ≤ T can be written as the following
conditional expectation:
ξt = EQ
[
δ(t, T ) (˜ϕ(XT )− K)+ |Ft
]
=
∫
X
ϕ˜(XT )q∗t (XT )dXT − K
∫
X
q∗t (XT )dXT
=
∫
Rn
1Xϕ˜(XT )q∗t (XT )dXT − K
∫
Rn
1Xq∗t (XT )dXT
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where we use the conditional state-price density q∗t (XT ) = δ(t, T )qt(XT ) and integrate over the set defined by X ={˜ϕ(XT ) ≥ K}, which can be written using the Heaviside function:
1X = 1{βˆT ·XT≥ln K−αˆT }.
The time t price of the Arrow–Debreu securities now corresponds to:
Π1(t, T ) =
∫
X
ϕ˜T (XT )q∗t (XT )dXT∫
Rn ϕ˜T (XT )q
∗
t (XT )dXT
Π2(t, T ) =
∫
X
q∗t (XT )dXT∫
Rn q
∗
t (XT )dXT
.
Using the Radon–Nikodym derivatives:
dQ1
dQ
= δ(t, T )˜ϕT (XT )
G(t, T )
and
dQ2
dQ
= δ(t, T )
KB(t, T )
where in the latter expressions we used: G(t, T ) = EQ[δ(t, T )˜ϕT |Ft ] and B(t, T ) = EQ[δ(t, T )|Ft ] Applying the Parseval
theorem and using the transformation F : Rn(XT ) → R(ω), through the Fourier transform kernel βˆT · XT = ω, we
can collapse the integration dimensions from the n risk-factors in (A.11) to a one-dimensional integration. This dimension
reduction result was made possible by working with an exponential affine structure for ϕ˜±T :
ξt =
∫
R
FβˆT ·XT→ω
[
1{βˆT ·XT≥ln K−αˆT }
]
(ω)FβˆT ·XT→ω
[
exp
(
αˆT + βˆT · XT
)
q∗t (XT )
]
(ω)dω
−
∫
R
FβˆT ·XT→ω
[
1{βˆT ·XT≥ln K−αˆT }
]
(ω)KFβˆT ·XT→ω
[
q∗t (XT )
]
(ω)dω. (A.3)
In the latter integral we exploit the knowledge of the conditional characteristic function (i.e. transform) ψ˜ of XT , given Xt ,
defined by ψ˜Q(u,XT , t, T ) = EQ[δ(t, T )eu·XT |Ft ]. Hence, applying the Fourier transform on the Heaviside function, and
using the translative Fourier property, we obtain:
ξt =
∫
R
e−i2piω(ln K−αˆT )
(
δ(ω)
2
+ 1
2pi iω
)
× eαˆTEQ
[
e(1+i2piω)βˆT ·XT |Ft
]
dω
− K
∫
R
e−i2piω(ln K−αˆT )
(
δ(ω)
2
+ 1
2pi iω
)
× EQ
[
ei2piωβˆT ·XT |Ft
]
dω (A.4)
where in the latter expression we use the Dirac function δ(ω) from distribution theory. Again using the transform
ψ˜Q(ωu,Xt , t, T ) = EQ[δ(t, T )eωu·XT |Ft ], we finally obtain:
ξt = 12e
αˆT ψ˜Q(βˆT ,XT , t, T )+ 1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT )
iω
eαˆT ψ˜Q((1+ i2piω)βˆT ,Xt , t, T )dω
− K
2
B(t, T )− K
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT )
iω
ψ˜Q(i2piωβˆT ,Xt , t, T )dω (A.5)
rewriting this expression as:
ξt = eαˆT ψ˜Q(βˆT ,XT , t, T )︸ ︷︷ ︸
G(t,T )
×
(
1
2
+ 1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT )
iω
ψ˜Q((1+ i2piω)βˆT ,Xt , t, T )
ψ˜Q(βˆT ,XT , t, T )
dω
)
︸ ︷︷ ︸
Π1(t,T )
− KB(t, T )×
(
1
2
+ 1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT )
iω
ψ˜Q(i2piωβˆT ,Xt , t, T )
B(t, T )
dω
)
︸ ︷︷ ︸
Π2(t,T )
(A.6)
which, using the results from above, is written as:
ξt = G(t, T )Π1(t, T )− KB(t, T )Π2(t, T ). 
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Proposition 3. The spread option payout at maturity T , where the operator (. . .)+ denotes max{. . . ; 0}, K the strike,
F i(T , T i1, T
i
2) the forward price of product i on quotation date T with delivery [T i1, T i2), is given by:
ξT =
(∑
i∈B
ΓiF i(T , T i1, T
i
2)− K
)+
(A.7)
where the weights Γi ∈ R. The spread option’s value at time t ≤ T is calculated as follows:
ξt = eαˆ+T ψ˜Q(βˆ+T ,Xt , t, T )︸ ︷︷ ︸
G+(t,T )
×
(
1
2
+ 1
pi
Re
∫ +∞
0
e−iω(−(αˆ
+
T −αˆ−T ))
iω
ψ˜Q(βˆ+T + iω(βˆ+T − βˆ−T ),Xt , t, T )
ψ˜Q(βˆ+T ,Xt , t, T )
dω
)
︸ ︷︷ ︸
Π+(t,T )
− eαˆ−T ψ˜Q(βˆ−T ,Xt , t, T )︸ ︷︷ ︸
G−(t,T )
×
(
1
2
+ 1
pi
Re
∫ +∞
0
e−iω(−(αˆ
+
T −αˆ−T ))
iω
ψ˜Q(βˆ−T + iω(βˆ+T − βˆ−T ),Xt , t, T )
ψ˜Q(βˆ−T ,Xt , t, T )
dω
)
︸ ︷︷ ︸
Π−(t,T )
(A.8)
ξt = G+(t, T )Π+(t, T )− G−(t, T )Π−(t, T ).
Proof. We start by dividing the summands into two groups: those whose weights are positive Γ +i ∈ B+, and those whose
weights are negative Γ −i ∈ B−:
ξT =
(∑
i∈B+
Γ +i F
i(T , T i1, T
i
2)−
∑
i∈B−
Γ −i F
i(T , T i1, T
i
2)− K
)+
=
(∑
i∈B+
ϕ+T −
∑
i∈B−
ϕ−T
)+
where we used:
ϕ+(XT ) =
∑
i∈B+
Γ +i
1
T i2 − T i1
∑
τ∈[T i1,T i2)
mi∑
j=1
eα˘
i
j,T+αij (T ,τ )+β ij (T ,τ ).XT =
∑
i∈P+
eα
i+β i·XT
ϕ−(XT ) =
∑
i∈B−
Γ −i
1
T i2 − T i1
∑
τ∈[T i1,T i2)
mi∑
j=1
eα˘
i
j,T+αij (T ,τ )+β ij (T ,τ ).XT + K =
∑
i∈P−
eα
i+β i·XT .
Note that for the positive, as well as negative weights, we sum over the products i that make up the basketB±, we sum over
the corresponding different delivery dates of the delivery period [T i1, T i2), we sum over the set exponential affine summands
P i that constitute each product i. The separation of ϕ(XT ) = ϕ+(XT )− ϕ−(XT ) into two components is necessary as in the
next step we will approximate both ϕ+(XT ) and ϕ−(XT ) each by a single EAJD; if we were to directly approximate ϕ(XT ) by
a single EAJD of ϕ(XT ), we would have an unstable approximation for those points XT where ϕ(XT ) ≈ 0, due to the positive
Γ +i and negative Γ
−
i . For the approximation we perform a Taylor expansion around the expected value of the risk-factors
at T , given the filtration Ft , i.e. E[XT |Ft ] = A(t, T )+ B(t, T ) · Xt :
ln ϕ˜±(XT ) = lnϕ±(XT )|E[XT |Ft ] +∇XT lnϕ±(XT )|E[XT |Ft ] · (XT − E[XT |Ft ]) .
Such that:
lnϕ±(XT ) = ln ϕ˜±(XT )+ R±1 (XT ,X∗T ) (A.9)
where R±1 (XT ,X
∗
T ) is the Lagrange remainder of orderO((x−x0)2), whereX∗T = (1− λˆ)E[XT |Ft ]+ λˆXT , for some λˆ ∈ [0, 1].
The Lagrange remainder uses the Hessian of lnϕ±(XT ) and is defined as:
R±1 (XT ,X
∗
T ) = (XT − E[XT |Ft ])
1
2
∂2 lnϕ±(XT )
∂Xt2
∣∣∣∣
X∗T
(XT − E[XT |Ft ]) . (A.10)
The functions A(t, T ) and B(t, T ), used for the calculation of E[XT |Ft ], can be found by solving the SDE for XT and taking the
conditional expectation under the filtration Ft . We now have:
ϕ˜±(XT ) = exp
(
lnϕ±(XT )|E[XT |Ft ] +∇XT lnϕ±(XT )|E[XT |Ft ] · (XT − E [XT |Ft ])
)
= exp
(
αˆ±T + βˆ±T · XT
)
where:
αˆ±T = lnϕ±(XT )|E[XT |Ft ] −∇XT lnϕ±(XT )|E[XT |Ft ].E[XT |Ft ]; βˆ±T = ∇XT lnϕ±(XT )|E[XT |Ft ]
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also,
∇XT lnϕ±(XT ) =
∑
i∈P±
exp(αi + β i · XT )β i∑
i∈P±
exp(αi + β i · XT ) .
The payoff for a spread option has now been rewritten as the difference between two exponential affine functions:
ξT =
(
exp
(
αˆ+T + βˆ+T · XT
)
− exp
(
αˆ−T + βˆ−T · XT
))+
.
The payoff at time t ≤ T can be written as the following conditional expectation:
ξt = EQ
[
δ(t, T )
(˜
ϕ+(XT )− ϕ˜−(XT )
)+ |Ft]
=
∫
X
ϕ˜+(XT )q∗t (XT )dXT −
∫
X
ϕ˜−T q
∗
t (XT )dXT
=
∫
Rn
1Xϕ˜+(XT )q∗t (XT )dXT −
∫
Rn
1Xϕ˜−(XT )q∗t (XT )dXT (A.11)
where we used the unknown conditional state-price density q∗t (XT ) = δ(t, T )qt(XT ) and integrated over the set X ={˜ϕ+(XT ) ≥ ϕ˜−(XT )}, which corresponds to the following Heaviside function:
1X = 1{(βˆ+T −βˆ−T )·XT≥−(αˆ+T −αˆ−T )}.
The time t price of the Arrow–Debreu securities now corresponds to:
Π±(t, T ) =
∫
X
ϕ˜±(XT )q∗t (XT )dXT∫
Rn ϕ˜
±(XT )q∗t (XT )dXT
.
Using the Radon–Nikodym derivatives:
dQ±
dQ
= δ(t, T )˜ϕ
±(XT )
G±(t, T )
,
where in the latter expression we used G±(t, T ) = EQ[δ(t, T )˜ϕ±(XT )|Ft ], allows us to represent:
Π±(t, T ) ≡ EQ± [1X|Ft ] .
Applying the Parseval theorem and using the transformationF : Rn(XT )→ R(ω), through the Fourier transform kernel
βˆ±T · XT = ω, we can collapse the integration dimensions from the n risk-factors in (A.11) to a one-dimensional integration.
This dimension reduction result was made possible by working with an exponential affine structure for ϕ˜±T :
ξt =
∫
R
F(βˆ+T −βˆ−T )·XT→ω
[
1{(βˆ+T −βˆ−T )·XT≥−(αˆ+T −αˆ−T )}
]
(ω)F(βˆ+T −βˆ−T )·XT→ω
[
exp
(
αˆ+T + βˆ+T · XT
)
q∗t (XT )
]
(ω)dω
−
∫
R
F(βˆ+T −βˆ−T )·XT→ω
[
1{(βˆ+T −βˆ−T )·XT≥−(αˆ+T −αˆ−T )}
]
(ω)F(βˆ+T −βˆ−T )·XT→ω
[
exp
(
αˆ−T + βˆ−T · XT
)
q∗t (XT )
]
(ω)dω.
(A.12)
In the latter integral we exploit the knowledge of the conditional characteristic function (i.e. transform) ψ˜ of XT , given Xt ,
defined by ψ˜Q(u,XT , t, T ) = EQ[δ(t, T )eu·XT |Ft ]. Hence, applying the Fourier transform on the Heaviside function, and
using the translative Fourier property, we obtain:
ξt =
∫
R
e−i2piω(−(αˆ
+
T −αˆ−T ))
(
δ(ω)
2
+ 1
2pi iω
)
× eαˆ+T EQ
[
e(βˆ
+
T +i2piω(βˆ+T −βˆ−T ))·XT |Ft
]
dω
−
∫
R
e−i2piω(−(αˆ
+
T −αˆ−T ))
(
δ(ω)
2
+ 1
2pi iω
)
× eαˆ−T EQ
[
e(βˆ
−
T +i2piω(βˆ+T −βˆ−T ))·XT |Ft
]
dω. (A.13)
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Where in the latter expression we use the Dirac function δ(ω) from distribution theory. Again using the transform
ψ˜Q(ωu,Xt , t, T ) = EQ[δ(t, T )eωu·XT |Ft ], we finally obtain:
ξt = eαˆ+T ψ˜Q(βˆ+T ,Xt , t, T )︸ ︷︷ ︸
G+(t,T )
×
(
1
2
+ 1
pi
Re
∫ +∞
0
e−i2piω(−(αˆ
+
T −αˆ−T ))
iω
ψ˜Q(βˆ+T + i2piω(βˆ+T − βˆ−T ),Xt , t, T )
ψ˜Q(βˆ+T ,Xt , t, T )
dω
)
︸ ︷︷ ︸
Π+(t,T )
− eαˆ−T ψ˜Q(βˆ−T ,Xt , t, T )︸ ︷︷ ︸
G−(t,T )
×
(
1
2
+ 1
pi
Re
∫ +∞
0
e−i2piω(−(αˆ
+
T −αˆ−T ))
iω
ψ˜Q(βˆ−T + i2piω(βˆ+T − βˆ−T ),Xt , t, T )
ψ˜Q(βˆ−T ,Xt , t, T )
dω
)
︸ ︷︷ ︸
Π−(t,T )
(A.14)
ξt = G+(t, T )Π+(t, T )− G−(t, T )Π−(t, T ). 
Proposition 4. The error in the option price introduced by approximating the underlying SEAJD by an EAJD is bounded as follows:
|C(Xt , K)− C˜(Xt , K)| ≤
∣∣∣∣EQ [δ(t, T ) (ϕ˜(XT )eR¯1(XT ) − K)+ |Ft]− EQ [δ(t, T ) (˜ϕ(XT )− K)+ |Ft]∣∣∣∣
where we denote C(Xt , K) as the ‘true’ option price and C˜(Xt , K) as the option price where the underlying SEAJD is approximated
by a single EAJD. Also, R¯1(XT ) is the upper bound of first order error-term of this approximation R1(XT ,X∗T ), from Lemma 1:
R¯1(XT ) = ζ¯ × ‖XT − E[XT |Ft ]‖22 .
Proof. Using the notation from the option pricing section, we have:
|C(Xt , K)− C˜(Xt , K)| =
∣∣EQ [δ(t, T ) (ϕ(XT )− K)+ |Ft]− EQ [δ(t, T ) (˜ϕ(XT )− K)+ |Ft]∣∣
=
∣∣∣∣EQ [δ(t, T ) (ϕ˜(XT )eR1(XT ,X∗T ) − K)+ |Ft]− EQ [δ(t, T ) (˜ϕ(XT )− K)+ |Ft]∣∣∣∣ .
According to Taylor’s theorem the Lagrange remainder (A.10), which is of order O((x− x0)2), has an upper bound given by
0 ≤ |R1(XT ,X∗T )| ≤ R¯1(XT ). Consider the following four cases that result from±R1(XT ,X∗T ) ≤ R¯1(XT ):
(i) if eR¯1(XT ) ≥ e−R1(XT ,X∗T ) ≥ 1:∣∣C(Xt , K)− C˜(Xt , K)∣∣ ≤ ∣∣∣∣EQ [δ(t, T ) (ϕ˜(XT )e−R¯1(XT ) − K)+ |Ft]− C˜(Xt , K)∣∣∣∣
(ii) if 1 > eR¯1(Xt ) > e−R1(XT ,X∗t ) > 0:∣∣C(Xt , K)− C˜(Xt , K)∣∣ > ∣∣∣∣EQ [δ(t, T ) (ϕ˜(XT )e−R¯1(XT ) − K)+ |Ft]− C˜(Xt , K)∣∣∣∣
(iii) if eR¯1(XT ) ≥ eR1(XT ,X∗T ) ≥ 1:∣∣C(Xt , K)− C˜(Xt , K)∣∣ ≤ ∣∣∣∣EQ [δ(t, T ) (ϕ˜(XT )eR¯1(XT ) − K)+ |Ft]− C˜(Xt , K)∣∣∣∣
(iv) if 1 > eR¯1(XT ) ≥ eR1(XT ,X∗T ) > 0:∣∣C(Xt , K)− C˜(Xt , K)∣∣ > ∣∣∣∣EQ [δ(t, T ) (ϕ˜(XT )eR¯1(XT ) − K)+ |Ft]− C˜(Xt , K)∣∣∣∣ .
Since 0 ≤ R¯1(XT ), we exclude cases (ii) and (iv); both cases (i) and (iii) result in:∣∣C(Xt , K)− C˜(Xt , K)∣∣ ≤ ∣∣∣∣EQ [δ(t, T ) (ϕ˜(XT )eR¯1(XT ) − K)+ |Ft]− C˜(Xt , K)∣∣∣∣
where in the latter step we again used the property 0 ≤ R¯1(XT ). Clearly, we will need to calculate the conditional
expectations of exponential objects with linear-quadratic terms in XT in the argument due to the factor R¯1(XT ). 
2606 S. Grine, P. Diko / Journal of Computational and Applied Mathematics 233 (2010) 2590–2610
Proposition 5. The linear-quadratic transform ζ˜Θ(L, b,Xt , t, T ) : Cn×n × Cn × D× R+ × R+ → C of XT , where the process
X = {Xt , t ∈ [0, T ]} is an AJD:
ζ˜Θ(ΛT , βT ,Xt , t, T ) = EΘ
[
exp
(
−
∫ T
t
R(Xs, s)ds
)
eXTΛTXT+βT ·XT
∣∣∣∣Ft]
satisfies:
ζ˜Θ(ΛT , βT ,Xt , t, T ) = eXtΛtXt+βt ·Xt+αt
where, for a non-zero tensor H1, (Λt , βt , αt) are solution of a system of a system of complex valued ODEs given in [18]. For the
case of a zero tensor H1, (Λt , βt , αt) are solution of the following system of complex valued ODEs:
−Λ˙t = 2KT1Λt + 2ΛTt H0Λt
−β˙t = −ρ1 + KT1βt + 2ΛTt K0 + 2βTt H0Λt + l1(θ(Λt , βt)− 1)
−α˙t = −ρ0 + KT0βt +
1
2
βTt H0βt + eTΛTt H0e+ l0(θ(Λt , βt)− 1)
where we denote eT = [1, . . . , 1], define the transform θ(Γ , γ ) = ∫Rn ezΓ z+γ ·zν(dz), and use the proper terminal conditions
ΛT = L, βT = b and αT = 0.
Proof. Out of parsimony, for the derivations in the case of a non-zero tensorH1 the reader is referred to [18], we nowprovide
the derivations for a zero tensor H1. We conjecture the exponential form of the process:
η(t) ≡ ζ˜Θ(L, b,Xt , t, T ) = eXtΛtXt+βt ·Xt+αt .
Since the process η(t) ≡ ζ˜Θ(L, b,Xt , t, T ) is by definition a martingale, we apply Itô’s lemma (with jumps) on η(t), with as
underlying AJD process Xt that satisfies the following SDE:
dXt = (K0 + K1Xt) dt + H1/20 dWt + dZt
and obtain:
dη(t) = η(t−) (−ρ1Xt − ρ0 + XtΛ˙tXt + β˙Xt + α˙) dt + η(t−) (2XtΛTt + βTt ) ((K0 + K1Xt) dt + H1/20 dWt + dZt)
+ 1
2
η(t−)H0 (2ΛtXt + βt)2 dt + η(t−)eT (ΛTt H0Λt)edt + η(t−)
(
η(t)
η(t−) − 1
)
(l0 + l1Xt) dt (A.15)
where θ(Λt , βt) = η(t)η(t−) . For the drift to be zero the following conditions must be satisfied:
−Λ˙t = 2KT1Λt + 2ΛTt H0Λt
−β˙t = −ρ1 + KT1βt + 2ΛTt K0 + 2βTt H0Λt + l1(θ(Λt , βt)− 1)
−α˙t = −ρ0 + KT0βt +
1
2
βTt H0βt + eTΛTt H0e+ l0(θ(Λt , βt)− 1).
Hence given the solution of the above ODEs exists the process η determines the sought transform. 
Proposition 6. The price of a European call option, whose underling has a linear-quadratic argument, is given by:
ξ˘t = 12e
αˆT+cRT ζ˜Q(LRT , βˆT + bRT ,Xt , t, T )+
1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT−cRT )
iω
eαˆT+c
R
T ζ˜Q((1+ i2piω)LRT , (1+ i2piω)
× (βˆT + bRT ),Xt , t, T )dω −
K
2
B(t, T )− K
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT−cRT )
iω
ζ˜Q(i2piωLRT , i2piω(βˆT + bRT ),Xt , t, T )dω
(A.16)
Proof. Using the linear-quadratic transform ζ˜Θ(LT , bT ,Xt , t, T ) fromProposition 6 and the approximation of the underlying
SEAJD as in Section 4.3, we can price a European call option ξ˘t , for t ≤ T , where the underlying EAJD is linear-quadratic in
the argument:
ξ˘t = EQ
[
δ(t, T )
(
ϕ˜(XT )eR¯1(XT ) − K
)+ |Ft]
= EQ
[
δ(t, T )
(
exp
(
αˆT + cRT + (βˆT + bRT ) · XT + XTLRTXT
)
− K
)+ |Ft] .
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Define the set X˘ = {(βˆT + bRT ) · XT + XTLRTXT ≥ ln K − αˆT − cRT }, hence:
ξ˘t =
∫
Rn
1X˘
(
exp
(
αˆT + cRT + (βˆT + bRT ) · XT + XTLRTXT
)
− K
)
q∗t (XT )dXT .
Applying the Parseval theorem and using the transformation F : Rn(XT ) → R(ω), through the Fourier transform kernel
(βˆT+bRT )·XT+XTLRTXT = ω, we can collapse the integrationdimensions from then risk-factors in (A.11) to a one-dimensional
integration:
ξ˘t =
∫
R
F(βˆT+bRT )·XT+XT LRTXT→ω
[
1X˘
]
(ω)
×F(βˆT+bRT )·XT+XT LRTXT→ω
[
exp
(
αˆT + cRT + (βˆT + bRT ) · XT + XTLRTXT
)
q∗t (XT )
]
(ω)dω
− K
∫
R
F(βˆT+bRT ).XT+XT LRTXT→ω
[
1X˘
]
(ω)×F(βˆT+bRT )·XT+XT LRTXT→ω
[
q∗t (XT )
]
(ω)dω. (A.17)
In the latter integrals we exploit the knowledge of linear-quadratic transform ζ˜ (L, b,Xt , t, T ) of XT , given Xt , defined as in
Proposition 6. Hence, applying the Fourier transform on the Heaviside function, and using the translative Fourier property,
we obtain:
ξ˘t =
∫
R
e−i2piω(ln K−αˆT−c
R
T )
(
δ(ω)
2
+ 1
2pi iω
)
eαˆT+c
R
T EQ
[
δ(t, T )e(1+i2piω)(βˆT+b
R
T ).XT+XT (1+i2piω)LRTXT |Ft
]
dω
− K
∫
R
e−i2piω(ln K−αˆT−c
R
T )
(
δ(ω)
2
+ 1
2pi iω
)
EQ
[
δ(t, T )ei2piω(βˆT+b
R
T )·XT+XT i2piωLRTXT |Ft
]
dω (A.18)
where again in the latter expression we use the Dirac function δ(ω) from distribution theory. Using the linear-quadratic
transform ζ˜ (ωL, ωb,Xt , t, T ), with proper initial conditionsΛT = LR, βT = βˆ + bRT and αT = αˆT + cRT ; we finally obtain:
ξ˘t = 12E
Q
[
δ(t, T ) exp
(
αˆT + cRT + (βˆT + bRT ) · XT + XTLRTXT
)
|Ft
]
+ 1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT−cRT )
iω
EQ
[
δ(t, T )eαˆT+c
R
T+(1+i2piω)(βˆT+bRT )·XT+XT (1+i2piω)LRTXT |Ft
]
− K
2
− K
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT−cRT )
iω
EQ
[
δ(t, T )e(i2piωβˆT+b
R
T )·XT+XT i2piωLRTXT |Ft
]
dω. (A.19)
In terms of the transform ζ˜ , this is expressed as:
ξ˘t = 12e
αˆT+cRT ζ˜Q(LRT , βˆT + bRTXt , t, T )+
1
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT−cRT )
iω
eαˆT+c
R
T ζ˜Q
× ((1+ i2piω)LRT , (1+ i2piω)(βˆT + bRT ),Xt , t, T )dω −
K
2
B(t, T )− K
pi
Re
∫ ∞
0
e−i2piω(ln K−αˆT−cRT )
iω
ζ˜Q
× (i2piωLRT , i2piω(βˆT + bRT ),Xt , t, T )dω.  (A.20)
Proposition 8. The transform of XJT with respect to X
J
t can be written as:
ψ˜ΘAJ (b˜T ,X
J
t , t, T ) = EΘ
[
eb˜T ·X
J
T |XJt
]
= eα˜t+β˜t ·XJt .
Proof. Denote Ĝ(t, T ) = e(G−I)(T−t), then ∀i ∈ {0, 1, . . . , n}
ψ˜ΘAJ (u = b˜T , ei = XJt , t, T ) = EΘ
[
eu·X
J
T |XJt
]
=
∑
j∈I
Ĝi,j(t, T )eb˜T ·ej
=
∑
j∈I
Ĝi,j(t, T )euj
= eα˜t+β˜t ·ei
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or
ln
(∑
j∈I
Ĝi,j(t, T )euj
)
= α˜t + β˜t · ei = α˜t + β˜i,t
which by identification leads to:
a˜t = ln
(∑
j∈I
Ĝ0,j(t, T )euj
)
from eq with i = 0
β˜i,t = ln
(∑
j∈I
Ĝi,j(t, T )euj
)
− α˜t from eq with i 6= 0.
This shows that ψ˜AJ has a form that could come fromanAJD.Wewill now show thatwe can indeed translate the infinitesimal
transitionmatrix to equivalent l0, l1 and ν of AJDs. In the following wewill remove the state e0 as it eases notations. Wewill
need n× n independent Poisson processes. The jump information is indexed by i and j as each jump represents a transition
from one state ei to another state ej. Hence, we have:
l0,i,j + l1,i,j · ei = Gi,j
l0,i,j + l1,i,j · ek6=i = 0
m
l0,i,j = 0
l1,i,j = Gi,jei.
Indeed, we will have:
λi,j
(
XJt = ei
)
= l0,i,j + l1,i,j · XJt = Gi,jei · ei = Gi,j
and
λi,j
(
XJt = ek6=i
)
= l0,i,j + l1,i,j · XJt = Gi,jei · ek = 0.
The probability distribution of the (i, j)th jumps is not random as it always has the size ej − ei and hence:
νi,j(z) =
{
1 if z ≤ ej − ei
0 otherwise.
Notice that the (i, j)th Poisson process is redundant as the jump has size 0 but we keep it to have a more parsimonious
expression of the parameters. Moreover, it is also possible to add the default state e0 but again, it will result inmore complex
notations. Let us prove finally that the solution solves the standard AJD ode (again, for notational convenience we do not
consider e0 as a possible state):
β˜i,t = ln
(∑
j∈I
Ĝi,j(t, T )euj
)
˙˜
β i,t =
−∑
k∈I
(
Gi,k − δi,k
)∑
j∈I
Ĝk,j(t, T )euj∑
j∈I
Ĝi,j(t, T )euj
=
−∑
k∈I
(
Gi,k − δi,k
)
eβ˜k,t
eb˜i,t
= −
∑
j∈I
(
Gi,j − δi,j
)
eβ˜j,t−β˜i,t
= −
∑
j∈I
Gi,jeβ˜j,t−β˜i,t + 1
= −
∑
j∈I
Gi,j
(
eβ˜j,t−β˜j,t − 1
)
.
Conversely:
˙˜
β i,t = −
∑
k,j∈I
l1,k,j,i
(
eβ˜t .(ej−ek) − 1
)
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Table 3
Table containing the bi parameters driving the system from Fig. 3.
X bF1 bF2 bF3 bEOP bED
XD1 1 0 0 0 0
XD2 1 0 0 0 0
XD3 0 0.595 0 0 0
XD4 0 0 1.024 0 0
XD5 0 1 0 0 0
XD6 0 0 1 0 0
XD7 0 0 0 1 0
XD8 0 0 0 1 0
XD9 0 0 0 0 1
XD10 0 0 0 0 1
X J1 0 0 0 0 0
X J2 0 0 0 0 0.604
X J3 0 0 0 0 0.996
Table 4
Table containing the γ ij parameters driving the system from Fig. 3. In this table we denote a
j
i = ηi , as wellw(τ) the relative number of peak hours on a day
τ .
γ ij F1 F2 F3 EOP ED
F1 26.470 – – – –
F2 – 14.894 – – –
F3 – – 47.276 – –
EOP 2.459 2.098 0.898 7.707 –
ED 2.887 1.566 −0.117 – 12.417
EP – – – 1− w(τ) w(τ)
= −
∑
k,j∈I
Gk,jekei
(
eβ˜t .(ej−ek) − 1
)
= −
∑
j∈I
Gi,j
(
eβ˜j,t−β˜i,t − 1
)
.
The importance of this proposition is that it enables us to model spikes realistically using a regime-switching process –
hence avoiding strongmean-reversions – and then to write the spikemodel as an AJ, with corresponding transform ψ˜AJ . 
Appendix B. Parameter values
The augmented diffusive vector XDT of all the underlying submodels that make up the multi-layer model, is given by the
SDE:
dXDT = (K0 + K1XDT )dt + (H0 + H1XDT )dWt
which is given by the following structure (Tables 3 and 4 describe MLM risk-factors structure):
dXDt =


KF10
KF20
KF30
KEOP0
KED0
+

KF11
KF21
KF31
KEOP1
KED1
XDt
 dt
+


HF10
HF20
HF30
HEOP0
HED0


1/2
dWt (B.1)
where we used zero tensors for the objects HF11 , H
F2
1 , H
F3
1 , H
EOP
1 and H
ED
1 , the matrices are given by:
KT0 =
[
0 0 0 0 0 0 0 0 0 0
]T
2610 S. Grine, P. Diko / Journal of Computational and Applied Mathematics 233 (2010) 2590–2610
K1 =

−0.0022 0 0 0 0 0 0 0 0 0
0 −0.2302 0 0 0 0 0 0 0 0
0 0 −0.0215 0 0 0 0 0 0 0
0 0 0 −0.0027 0 0 0 0 0 0
0 0 0 0 −0.0046 0 0 0 0 0
0 0 0 0 0 −0.0053 0 0 0 0
0 0 0 0 0 0 −0.0044 0 0 0
0 0 0 0 0 0 0 −0.0083 0 0
0 0 0 0 0 0 0 0 −0.0016 0
0 0 0 0 0 0 0 0 0 −0.0222

and
H0 =

0.0002 0 0 0 0 0 0 0 0 0
0 0.0399 0 0 0 0 0 0 0 0
0 0 0.0014 0 0 0 0 0 0 0
0 0 0 0.0005 0 0 0 0 0 0
0 0 0 0 0.0003 0 0 0 0 0
0 0 0 0 0 0.0000 0 0 0 0
0 0 0 0 0 0 0.0000 0 0 0
0 0 0 0 0 0 0 0.0020 0 0
0 0 0 0 0 0 0 0 0.00013 0
0 0 0 0 0 0 0 0 0 0.0007

.
The one-day transition matrix for the markov regime-switching processes, modeling the jumps is given by:
Ĝ(t, t + 1) = e(G−I) =
[0.975 0.015 0.010
0.344 0.625 0.031
0.391 0.043 0.565
]
.
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