The problem of best approximating a given real matrix in the Frobenius norm by real, normal matrices subject to a prescribed spectrum is considered. The approach is based on using the projected gradient method. The projected gradient of the objective function on the manifold of constraints can be formulated explicitly. This gives rise to a descent o w t h a t c a n b e followed numerically. The explicit form also facilitates the computation of the second order optimality condition from which some interesting properties of the stationary points are related to the well-known Wielandt-Ho man Theorem.
Introduction
A matrix A 2 C n n is normal if and only if A A = AA . Normality, as it includes the Hermitian, unitary and skew-Hermitian matrices, de nes a rather general and important class of matrices. In 7] seventy e q u i v alent conditions are listed to characterize a normal matrix. This again re ects that normality m a y arise in many di erent w ays.
One interesting question that has received considerable attention is the determination of a closest normal matrix to a given square complex matrix. This problem has only recently been completely solved (in the Frobenius norm) in 4], and independently in 12] . It turns out that nding a nearest normal matrix is equivalent to nding a unitary similarity transformation which makes the sum of squares of moduli of the diagonal elements as large as possible 8] . The Jacobi algorithm, therefore, may be derived from this perspective to solve the nearest to normality problem.
In this paper we assume the following situation happens: Experimental data has been collected in the matrix A which, by some prior knowledge, should be a normal matrix with known spectrum. Generally, due to measurement errors, A will not satisfy these requirements. Since A still contains some useful information, we w ould like to retrieve its least squares approximation that satis es these requirements. In practice, one may w ell be interested in real matrices. It is well known 5, p284] that a real normal matrix is always orthogonally similar to a real quasi-diagonal matrix 
where k k are real numbers and k 6 = 0 ( k = 1 2 : : : q ). Therefore, we consider the following problem in this paper:
Problem A Given a matrix A 2 R n n and a set of eigenvalues f 1 i 1 : : : q i q 2q+1 : : : n g where k k are real numbers and k 6 = 0 ( k = 1 2 : : : q ), nd an orthogonal matrix Q that minimizes the function (2) where is the quasi-diagonal matrix given by (1) and jj jj means the Frobenius matrix norm.
A special case of Problem A has been considered in 3]. There it is shown that when A is symmetric and when is diagonal with distinct elements arranged in descending order, the columns of the optimal Q T should be the normalized eigenvectors of A corresponding to eigenvalues arranged in the descending order. In this paper we study the extension to more general classes of matrices.
Our idea is closely related to the setting in 1]. Our approach is parallel to that in 3]. Without using the Lagrangian function, we rst formulate explicitly the projection of the gradient of the objective function F onto the the feasible set O(n) : = fQ 2 R n n jQ T Q = Ig. This formula gives rise to the construction of a descent o w that can be followed numerically. W e then derive the so called projected Hessian on the tangent space of O(n).
Wherever possible, we classify the stationary points from the second-order condition. Finally we discuss the connection between our results and the well known Wielandt-Ho man theorem 9]. T Q O(n) : = QS(n) ? (6) where S(n) ? , the orthogonal complement o f S(n) i n R n n , is precisely the subspace of all skew-symmetric matrices. It is also easy to see that the
Therefore, an orthogonal matrix Q is a stationary point of Problem A only (16) Starting with an appropriate initial value, say X(0) = , the positive orbit of (16) marches to a limit point w h i c h is a (local) least squares normal matrix approximation to A.
We remark again that if A is symmetric and is diagonal, then the ow It is worth mentioning that the second term in the bracket of (16) is skewsymmetric. Therefore, the solution ow X(t) of (16) naturally is isospectral 2] to the initial value X(0). In particular, we h a ve jjX 
The Fr echet derivative o f G can easily be calculated. In particular, at any stationary point Q of Problem A and for every tangent v ector QK where In this section we rst consider the case when has only real eigenvalues.
It follows that the matrix X = Q T Q must be symmetric f o r a n y Q 2 O(n). 
Since the second term in (26) is xed once A is given, a least squares approximation to A amounts to a least square approximation to A S . Therefore, it su ces to consider the case when A is symmetric. Suppose A is symmetric. W e shall arrange eigenvalues of A in the natural ordering 1 2 n :
(27) We further divide our discussions according to whether or not has simple eigenvalues.
Case 1 ( has only distinct eigenvalues) For clarity, w e shall assume the diagonal elements of are arranged in the descending order 1 > 2 > > n : ( 
28)
The following theorem completely classi es all the stationary points. 
The least squares approximation X is unique if A itself has distinct eigenvalues.
4. The minimal value of F is equal to Case 2 ( has multiple eigenvalues)
When multiple eigenvalues occur, the analysis becomes more complicated because the matrix E is not necessarily a diagonal matrix. For demonstration purpose, we shall only consider the special case when all eigenvalues, except the one which h a s m ultiplicity 2, of are simple.
We shall assume the diagonal elements of are arranged in the ordering
with 1 k n ; 1. Then the rst order condition (22) We remark that the proof for the above theorem can be generalized to cover other cases of multiple eigenvalues. The details are left to the readers. 
Application II | Complex Eigenvalues
The choice o f q k and q k+1 is immaterial. The least squares approximation is unique if the rst k ; 1 and the last n ; k ; 1 eigenvalues of A are distinct.
4. The minimal value of F is equal to 2 + 1 2 P n i=1 ( i ; i ) 2 . 5. Local extreme points are also global extreme points.
(pf): The analysis of stationary points for this case is essentially identical to that of Case 2 in the preceding section.
Case 5 (A is a normal matrix.)
Obviously we should suppose A has complex eigenvalues, otherwise A would be symmetric. Now w e h a ve real di culty in the analysis of the stationary points. In fact, we e v en do not have a clear way i n i d e n tifying all stationary points. We can only report some partial results.
For simplicity, w e shall assume that is given by (40) and that (41) holds. We partition into three blocks = 1 . This, of course, is only a su cient condition of being a stationary point.
We consider a simple 3 3 example. Let But obviously E is not of the form (47). We think this complication is due to the fact that the spectra of A and are "incompatible", i.e., the two triangles in the complex plane connecting eigenvalues of A and , respectively, p o i n t to opposite directions.
In perturbation theory, one should not expect the spectrum of to be distributed in a signi cantly di erent pattern from that of A. In part, this is because eigenvalues depend continuously upon components of the matrix.
In part, this is because A, representing a sensible empirical data, should more or less re ect the physical reality. N o w that is assumed to be of the form (40), let us suppose that A also has only one pair of complex conjugate eigenvalues. Thus A can be reduced to the matrix E := diag 
Now w e shall see how the ordering of fe 1 : : : e n g a ect the de niteness of the projected Hessian of F at such a p o i n t. By direct computation, we obtain Remark In the 3 3 n umerical example above, we h a ve ;4 = e 1 < e 2 = 1 .
Thus (49) is positive o n l y i f e > (e 2 ; e 1 )( 1 ; 3 )= = 7 :5. Since e = 2 in our example, we nd that our descent o w X cannot converge to an E in the form of (47). In fact, it turns out that such a n E is a local maximum for F.
In contrast to the preceding three theorems, it is rather surprising that when A has complex eigenvalues the di erential equation (16) 
In Problem A we h a ve the situation that all the eigenvalues (the original ones and the perturbed ones) are known and that we w ant to minimize t h e norm of the perturbing matrix B. For a general non-normal matrix A, the analytic comprehension of solutions satisfying both (53) and (53) becomes a much harder problem.
We h a ve pointed out (Case 3) that when n = 2, all orthogonal matrices Q 2 O(2) are stationary points and the corresponding X c a n o n l y b e e i t h e r or T . F rom here, we might b e a b l e t o c haracterize some stationary points for higher dimensional cases. For example, suppose is given by (40 In the context of our discussion, the matrix A+B is required to be a real and normal matrix. In this case, clearly 2 (T ) = 1. Suppose the given matrix A is nondefective, then the inequality (55) becomes Obviously, t h e v alue in (58) is less than that in (57) if a 12 < 2 . T h i s o bservation is interesting when compared with the Wielandt-Ho man Theorem for normal matrices. In the latter case, the minimum value of jjX ; Ajj is always bounded below by the eigenvalue variation.
Although closed forms of solutions of (53) and (53) are di cult to obtain in general, our approach o ers an alternative w ay t o s o l v e P r o b l e m A . W e note that the di erential equation (16), derived from the projected gradient of the objective function F, i s n umerically traceable for arbitrary matrix A.
Thus, by following trajectories of (16), we m a y locate stationary solutions of the least squares problem numerically. Di erent starting points may l e a d t o di erent stationary points. The asymptotic rate of convergence is expected to be similar to that of the usual steepest descent method. But the ow, by its de nition, is guaranteed to converge regardless of the location of the starting point. Our numerical experience is that the ow usually reaches a stable equilibrium point within a reasonable interval of integration.
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