Offline Handwritten Signature verification presents a challenging Pattern Recognition problem, where only knowledge of the positive class is available for training. While classifiers have access to a few genuine signatures for training, during generalization they also need to discriminate forgeries. This is particularly challenging for skilled forgeries, where a forger practices imitating the user's signature, and often is able to create forgeries visually close to the original signatures. Most work in the literature address this issue by training for a surrogate objective: discriminating genuine signatures of a user and random forgeries (signatures from other users). In this work, we propose a solution for this problem based on meta-learning, where there are two levels of learning: a task-level (where a task is to learn a classifier for a given user) and a meta-level (learning across tasks). In particular, the meta-learner guides the adaptation (learning) of a classifier for each user, which is a lightweight operation that only requires genuine signatures. The meta-learning procedure learns what is common for the classification across different users. In a scenario where skilled forgeries from a subset of users are available, the meta-learner can guide classifiers to be discriminative of skilled forgeries even if the classifiers themselves do not use skilled forgeries for learning. Experiments conducted on the GPDS-960 dataset show improved performance compared to Writer-Independent systems, and achieve results comparable to state-of-the-art Writer-Dependent systems in the regime of few samples per user (5 reference signatures).
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I. INTRODUCTION
O FFLINE Handwritten signature verification remains a challenging problem in the presence of skilled forgeries, where the forger has access to the user's signature and practices imitating it [1] . This problem is particularly challenging since in a practical application scenario we cannot expect to have access to skilled forgeries for every user in the system for training the classifiers.
This problem is mainly addressed in three ways in the literature: (i) training a classifier for each user using a surrogate objective, where the negative samples are genuine signatures from other users (called random forgeries in this context) [2] - [4] (ii) training a one-class classifier for each user [5] ; (iii) training a global, writer-independent classifier [6] - [8] . The first alternative (Writer Dependent (WD) classification) optimizes a surrogate objective, which therefore can be sub-optimal. The second alternative (one class Writer Dependent classification) is an appropriate formulation of the problem, but empirical results show that this approach performs worse than the first. A possible reason is that for signature verification tasks we normally have only a small number of samples per user, which makes it hard to estimate the support (or probability density) of the positive class. For instance, recent work considers a feature space in R 2048 , while the number of signatures from one individual can be as low as 1-5 in practical applications [1] , [4] . Lastly, the third alternative (Writer Independent (WI) classification) alleviates the problem of a small number of samples per user by transforming the problem in a binary classification problem: comparing a query signature with a reference (template) signature, where the same classifier is used for all users [7] , [9] . However, empirically these approaches also show worse performance than WD classification, at least when the number of signatures available for training (per user) is larger than 1 [4] . We hypothesize that a reason for this gap in performance is that the WI classifiers compare a query signature with a reference signature one at a time, while the WD classifiers are trained with multiple references at the same time, and therefore can better estimate the invariances in a person's signature (intra-class variation).
Considering different approaches, WD classification (alternative (i) above) shows better empirical performance [1] . However, this approach has other shortcomings compared to WI approaches: they require training a classifier for each user, which is not desirable in some scenarios: For instance, when the number of users is very large, and each user do not use the system often -many classifiers are trained but are almost never used. Also, in the cases where features are learned from data (e.g. [4] ), if we want to change the feature representation, for instance by training with new data, it is not straightforward to incorporate the new features without re-training all WD classifiers in the system, while a global (WI) classifier would not require any extra step. WI systems also naturally handles the issue of adding more signatures to the reference set.
In this work, we propose to formulate the task as a meta-learning problem, inspired by the work of a Forensics Handwritten Expert: the expert acquires knowledge examining genuine signatures and forgeries from several people along his/her training and work experience. For a new case, along with knowledge of signatures from the individual, this previous experience is also used when analyzing a signature of interest.
The main contributions of this paper are: • We formulate the signature verification task as a meta-learning problem, considering a meta-learner that learns across-tasks (classification for specific individuals), that is subsequently adapted to a particular user in order to make a prediction on a query signature. • We extend Model Agnostic Meta Learning (MAML) [10] , to consider different loss functions during classifier adaptation and meta-learning, to address the issue of partial-knowledge during training. • The resulting system is as scalable as a WI system (there is a single meta-model), but that is also adaptable for individual users with a lightweight operation (a few gradient descent steps). Additionally, contrary to other work that learns representations to train WD classifiers ( [4] ), not only the final classification layer is adapted to the new user, but the feature representation is also adapted. • We evaluate the approach in four widely used datasets, achieving results comparable to state-of-the-art on the GPDS-960 dataset. Finally, we discuss the limitations of the approach, most notably the requirement of using data from a large number of users for training, and worse results when transferring the meta-learner to the other datasets. Code to reproduce the experiments can be found at https://github.com/luizgh/sigver. The paper is organized as follows: section II reviews the related work on signature verification and meta-learning. Section III introduces the formulation of signature verification as a meta-learning problem, and the proposed algorithm. Section IV describes the experimental protocol, and section V presents and discusses our results. Finally, section VI concludes the paper.
II. RELATED WORK
The objective of signature verification systems is to classify a query signature as being genuine (produced by the claimed individual), or a forgery (produced by another person). In the Pattern Recognition community, different forgeries are considered: Random forgeries -in which the forger has no knowledge of the user's signature, and use his signature instead; Simple forgeries -in which the forger knows the person's name, but not their signature; Skilled forgeries -where the forger has access to the user's signature, and practices imitating it. While the problem of distinguishing random and simple forgeries is relatively easy (i.e. low error rates in state-ofthe-art classifiers), skilled forgeries still present a significant challenge for classification.
These systems can be broadly categorized as Writer-Dependent (WD, also called User-Dependent) and Writer-Independent (WI, also called User-Independent). For Writer-Dependent classifiers, we consider a dataset for [4] . Some work consider one-class WD classifiers, in which only genuine signatures from the user are used for training (only y = 1) [5] . For WI classifiers, there are two main approaches: training a single classifier in a dissimilarity space, and metric learning approaches. In the first case, the training samples are difference of feature vectors: |φ(x 1 ) − φ(x 2 )|, with y = 1 if both signatures are from the same user, and y = 0 otherwise [6] , [7] . The metric learning approaches use a siamese network architecture [11] , which takes two signatures (x 1 , x 2 ) as input, and outputs a metric (distance) between them.
Recent work on signature verification rely on feature learning methods [4] , [8] , [12] - [14] , in which learning is conducted directly from signature pixels, instead of relying on handcrafted feature extractors. In this case, a function φ(x) is learned to extract features from signature images x, by training using a surrogate objective, e.g. dictionary learning [14] , [15] , or classifying the user that produce the signatures [4] . For instance, the SigNet model [4] is a Convolutional Neural Network trained with the following objective:
where X i is a signature and y i is the user that wrote the signature. Therefore, the network is trained to obtain a representation space where signatures from different people are linearly separable [4] . This feature representation is learned from a Development dataset D, which is then used to extract features and train Writer-Dependent classifiers for a disjoint set of users (exploitation set E) -a diagram of dataset separation is shown in Figure 1 . While this approach achieved state-of-theart verification performance, we note that the feature learning process does not directly optimize for the final objective of the system, which is distinguish genuine signatures and forgeries. This is addressed to some extent in the SigNet-F model, by also classifying whether or not the signature is a forgery. However, in that case, the neuron classifying forgeries does not use a reference signature from the user. While this was shown to be helpful in obtaining a good feature representation, this neuron did not generalize in classifying forgeries for unseen users [4] .
Such methods using feature learning followed by WD classification also have other shortcomings: they require training one classifier for each user, which may be an expensive operation (e.g. best results in [4] , [12] were reported with an SVM trained with the RBF kernel for each user). If the feature extractor is updated (e.g. trained with more data), then all classifiers need to be retrained. Also, these systems use a fixed representation for all users, and it is possible that adapting the representation for each user would yield improvements in classification performance.
It is also worth noting that, for WI classification, signature verification systems can be trained jointly (feature extraction and classification) [8] . Despite being jointly trained, such WI systems still perform worse than WD classifiers trained with features learned with surrogate objectives, at least when more than one signature references are used [4] . A possible reason for this gap is the fact that WI systems compare the query signature to each reference individually (or comparing with the centroid of the signatures), which is less powerful than training a classifier for the user, in capturing the invariances of the person's signature.
A. Meta-Learning
In a broad sense, meta-learning is concerned with the problem of learning to learn, with origins in the 80's and 90's [16] , [17] . More recently, algorithms based on meta-learning have achieved state-of-the-art results in tasks such as hyperparameter optimization [18] , neural network architecture search [19] ), and few-shot learning [10] , [20] . Few-shot learning considers a scenario where only a few samples from each class are available for training, which is similar to actual application scenarios in handwritten signature verification.
The goal of these meta-learning approaches for few-shot learning is to train a model that can quickly (i.e. in a few iterations) adapt to a new task using only a few samples. A new task in this context refers, for instance, to classify a new object, for which only a few samples are known. Ravi and Larochelle [20] proposed learning an optimizer and initialization for the tasks (Meta Nets). They propose using a Long short-term memory (LSTM) model to learn the update rule for adapting the network parameters to a new task. Finn et al. [10] proposed a Model Agnostic Meta Learning (MAML) procedure that does not require any extra parameters. This model optimizes the sensitivity of the weights, that is, obtain a feature representation that is highly adaptive, such that a single (or a few) gradient descent iterations are sufficient to optimize to new tasks.
III. PROPOSED METHOD
In this work we propose a meta-learning approach for signature verification. This formulation considers a meta-learner that guides the adaptation of a classifier for each user. We consider that each user describes a task: discriminating between genuine signatures (created by the user) and forgeries. Figure 2 illustrates the data available for one task: we consider a reference (support) dataset that is used for training a classifier that can classify new queries as genuine or forgery. Illustration of the data available for one task (user). Left: the reference (support) set. Right: query samples. In a meta-learning setting, we consider that training a classifier for a particular user is guided by a meta-learner, that leverages data from multiple tasks for learning. For this we consider a dataset D meta-train , and then evaluate the generalization performance on unseen users D meta-test .
We note that this approach has a direct correspondence to previous work that used feature learning followed by WD classification (section II), and here we make the association between the terminology in the meta-learning research and previous work on Signature Verification. In both cases we use a separate set of users for feature learning (D meta-train is analogous to the development set in section II), which is then used for to train and test classifiers on a new set of users (D meta-test is analogous to the exploitation set). The key differences of meta-learning is that: (i) The loss optimized for feature learning is directly related to the final objective (separate genuine signatures and forgeries); (ii) training a classifier for a new user is a lightweight process (a few gradient descent iterations); (iii) not only the classifier, but the features are also adapted for each user.
In the next section we formalize the problem of signature verification as a meta-learning task.
A. Problem Formulation
We consider that each user describes a task T u ∈ T , where the task consists in classifying a signature image as genuine (created by the user) or forgery (not created by the user). A collection of users therefore describes a distribution of tasks T , and the aim of the meta-learner is to explore the structure present in this distribution. We consider a dataset D meta-train containing tasks from T , that is used for metalearning. For each user we consider a set D u , that is used to adapt the classifier, and a set D u that is used for updating the meta-learner. Lastly, to verify the generalization to unseen users, we consider a set D meta-test , that contains data from a disjoint set of users (D meta-train ∩ D meta-test = ∅). Figure 3 illustrates the meta-learning setup, and the symbols used in this paper are listed in Table I for clarity.  TABLE I   TABLE OF SYMBOLS   Fig. 4 . Overview of the meta-learning system for signature verification.
B. Model Agnostic Meta-Learning for Signature Verification
In this work we propose an extended version of Model-Agnostic Meta-Learning (MAML) [10] , by considering different criteria for classifier adaptation and meta-learning. An overview of the system can be seem in figure 4 . We consider a development set for meta-training, that consists in learning the weights θ of a Convolutional Neural Network, that are highly adaptable to new tasks. During generalization, for a user u, a reference set D u is used to adapt the classifier to this user (using K gradient descent steps) obtaining weights θ (u) K . This adapted classifier is then used to classify a query image x q , obtaining P(y = 1|x q , θ (u) K ). Algorithm 1 describes the full meta-training algorithm. Meta-training is conducted in episodes (Figure 3 ). In each episode, the classifier is adapted to a particular user using D u (lines 7 to 10), and the adapted classifier is used to classify the set D u . The loss is then back-propagated through all intermediate steps of the classifier adaptation (lines 11 and 12), and is used to update the meta-learner weights θ (line 14). Therefore, instead of having a feature representation that is directly applicable for any user, they are learned to work well for new users after K gradient descent steps on the 
end for 11: Sample D u Genuine and forgeries 12 :
end for 14: θ ← θ − βθ grad Meta-update 15: end while user's signatures. For stability during training, we train on "mini-batches" of episodes, by accumulating the gradients for M episodes before updating θ . Figure 5 illustrates the classifier adaptation procedure. In this work, we adapt the MAML algorithm to use different loss functions for the classifier adaptation and the final loss (used for the meta-update). In particular, we consider a loss function L that only uses genuine signatures for the classifier adaptation, and a loss function L that use both genuine signatures and forgeries. Let D u = G u ∪ G i =u be the training set consisted of genuine signatures from the user (G u ) and random forgeries (G i =u ). We consider the following loss for classifier adaptation:
where |G u | and |G i =u | are the number of users in the sets, which is used to correct for the imbalance between the two classes.
Let D u = G u ∪ G i =u ∪ S u be the a disjoint set of signatures for user u: genuine signatures (G u ), random forgeries (G i =u ), and (if available), skilled forgeries S u . We define the loss function for meta-update as follows: 
On generalization, for a new user we first adapt the weights to this user using a set of reference signatures D u , and then classify a new query signature using the adapted weights. Algorithm 2 describes the classifier adaptation to a new user. We note that only the loss function L is used, and therefore only genuine signatures are used when adapting a classifier for a new user.
C. Meta-Learning for One-Class Classification
The approach defined above can also be extended for one-class classification, where the classifier adaptation is done with only genuine signatures from the user of interest. This is easily implemented by considering D u = G u . It is worth noting that similarity-based methods and one-class methods that involve feature learning often suffer from the problem of collapsing representations into a point [21] . This is often addressed by adding a penalty in the loss function that requires dissimilar items to be far apart in the feature space. In our formulation, while the user's classifier is only trained with data from one class, we observe that training does not collapse to a single point since the meta-training procedure directly optimizes the performance on separating forgeries in D u .
IV. EXPERIMENTAL PROTOCOL
We conducted most experiments on the GPDS-960 dataset [22] , that consists of 881 users, with 24 genuine signatures per user and 30 skilled forgeries. We follow the same dataset separation as previous work (figure 1), with users 350-881 as D meta-train , 300-350 as D meta-val and users 0-300 as D meta-test . We used the same pre-processing method from previous work [4] , [12] , by removing the background noise using OTSU, centering the images in a canvas of size 952 × 1360 and resizing them to 170 × 242.
We analyze the impact of the hyperparameters in the classifier's performance, measured in D meta-val . We consider the experiments by varying these parameters:
• Number of gradient descent steps in the classifier adaptation: K ∈ {1, 5} • One-class classification vs adaptation using genuine signatures and random forgeries • Fraction of users with skilled forgeries available for training • Performance as we vary the number of reference genuine signatures
We compare the results on D meta-val with a baseline using feature learning followed WD classification [4] . As in [4] , we evaluate each model with repeated random subsampling: we randomly partition the validation set into training (D u ) and testing (D u ), repeating the experiment 10 times with different partitions. We report the mean and standard deviation of the metrics.
In all experiments, we train the meta-classifier for a total of 100 epochs, considering a meta-batch size M = 4. We consider an initial meta-learning rate β = 0.001, that is reduced (with cosine annealing) to 10 −5 by the last epoch. We used early stopping, by keeping the meta-learner weights that performed best in the validation set. Following [23] , we used Multi-Step Loss Optimization (MSL) for improving training stability. For the first 20 epochs, instead of computing the loss function L only after K steps (step 12 of algorithm 1), we compute the loss function for all intermediate θ k , and consider a weighted average of the losses. In the first epoch the loss using each θ k contributes equally to the loss function, and the weights are annealed to give more weight to the last step until iteration 20, after which only the loss function at the final step K contributes to the loss. We found this procedure effective in stabilizing training (measured by the variation in validation accuracy across epochs). We also attempted to use learnable task learning rates (LSLR) described in [23] without success. Empirically, we also noticed that when using only genuine signatures the task learning rate needs to be In our experiments, if the fraction of users with skilled forgeries is less than 10% we used a task learning rate α = 0.01, and a learning rate of α = 0.001 for the other experiments.
In order to evaluate the transferability of the features to other operating conditions, we conducted experiments on other datasets, (that were collected in different regions, and followed different collection processes): MCYT-75 [24] , CEDAR [25] and Brazilian PUC-PR [26] . We conducted two experiments: (i) use the meta-learner trained on GPDS directly for new users of these datasets; (ii) train a meta-learner with data from the four datasets. It is worth noting that, with the exception of GPDS, the datasets are relatively small, with 55, 75 and 60 users for CEDAR, MCYT and Brazilian PUC-PR. We observed that the formulations from this work require a large amount of users for training, and for this reason, we conducted 10-fold cross validation. We divide each dataset in 10 folds (by users), and for each run we consider 1 fold as meta-test, and the remaining folders for meta-training and validation. As in the previous experiments, we further use repeated subsampling for evaluating the adaptation for the new users. In total, for experiment (ii), we train 10 CNN models and perform 10 adaptations for each user. We report the mean error rates over all runs, and the standard deviation across the 10 different adaptations (each based on different train/test splits of the repeated subsampling).
The CNN architecture used in the experiments is listed in table II. We found that using a smaller network, compared to previous work using feature learning followed by WD classification, was successful in the meta-learning setting. This network has a total of 1.4M weights and uses 0.1 GFLOPS for forward propagation, while SigNet [4] has 15.8M weights and uses 0.6 GFLOPS. That is, the CNN used in this work is 10× smaller and 6× times faster.
We evaluate the performance using the following metrics: False Rejection Rate (FRR): the fraction of genuine signatures rejected as forgeries; False Acceptance Rate (FAR random and FAR skilled ): the fraction of forgeries accepted as genuine (considering random forgeries and skilled forgeries). We also report the Equal Error Rate (EER): which is the error when FAR = FRR. We considered two forms of calculating the EER: EER global τ : using a global decision threshold and EER user τ : using user-specific decision thresholds. In both cases, to calculate the Equal Error Rate we only considered skilled forgeries. For FRR and FAR, we report the values with a threshold of 0.5 (i.e. if p(y = 1|x, θ K ) ≥ 0.5 we consider the model predicting x as a genuine signature).
V. RESULTS

A. System Design
In this section we report the results on D meta-val (GPDS users 300-350), considering the experiments defined in section IV. The objective is to evaluate different aspects of the system, such as the number of gradient steps (that trades-off computation complexity and accuracy), as well as investigate the performance of the model in different data scenarios.
In a first experiment we consider the results of the one-class formulation and the two-class formulation as we vary the number of Random Forgeries used for classifier adaptation (#RF). For this experiment, use used 5 genuine signatures for classifier adaptation, and K = 5 gradient descent steps; for meta-training we considered that skilled forgeries were available on D meta-train (users 350-881). Note that for validation, no skilled forgeries were used for training. Table III reports the results of these experiments. We observe similar verification performance on the two formulations. Note that the formulation using random forgeries is more computationally expensive, as the classifier adaptation involves a larger batch of images (e.g. computing the loss for one-class uses 5 images, while for two-class with #RF=30 uses 35 images). We also compare with a method using feature learning followed by WD classification [4] . The entries denoted SigNet* used the same approach proposed in [4] , but using the CNN architecture defined for this work (table II) . We note that the meta-learning formulation performed much better, while being a simpler model (single model for all users). A comparison with the SigNet CNN architecture from [4] is conducted in section V-B, where we compare to the state-of-the-art. Figure 6 presents ROC curves for the one-class formulation and the two-class formulation with #RF=20, as well as the two baselines. We consider average ROC curves over the 10 folds, where the solid line indicates the mean FRR for a given value of FAR, and the shaded area indicates one standard-deviation. Again, we see improved performance compared to the baselines. Figure 7 shows the results on verification performance as we vary the number of gradient descent steps K . For each Fig. 7 . Performance on D meta-val as we vary the number of update steps K . Fig. 8 .
Performance on D meta-val as we vary the number of users in D meta-train for which skilled forgeries are available. value of K , we meta-trained a network and evaluate its performance on D meta-val . We observed improved performance with larger number of steps, but with diminishing returns. We note a high variance of the errors in these experiments, and therefore we cannot determine a particular K as being optimal. As we increase the number of steps, we also increase the computational cost. If we consider that forward propagation and backward propagation have similar cost, the classifier adaptation for a new user takes 2K the time for a single forward pass. A higher K also requires more memory (in the order of 2K ) during meta-training, since the whole update sequence needs to be stored in memory in order to compute the gradient for meta-update (as can be seen in figure 5 ).
In figures 8 and 9 we analyze the impact in performance as we vary the size of the D meta-train set. As noted in section III-B, if skilled forgeries from a subset of users are available, we can incorporate them into the meta-update loss function L . In this experiment we considered that D meta-train contains all 531 users, and vary the number of users for which skilled forgeries are available. For each case, we build a dataset consisting of genuine signatures for all users and skilled forgeries for the selected users, and trained a model. Figure 8 shows the performance as we vary the number of users for which skilled forgeries as available. We re-iterate that we evaluate the performance on a disjoint set of users (D meta-val ) for which only genuine signatures are used. We observed that the meta-learning formulation of the problem is well suited to incorporating information from skilled forgeries (when it is available), and this generalizes well to unseen users, for which we only have genuine signatures. However, we observed that the performance is not very good when there are only genuine signatures for meta-training: the one-class formulation achieves 14.15% EER when only genuine signatures are available, and 3.48% EER when skilled forgeries are available for all 531 users in meta-training.
In figure 9 , we evaluate the performance of the system as we vary the number of users in D meta-train . We also consider 4 levels of availability of skilled forgeries in the meta-training set: 0% (genuine only), 10%, 50% and 100%, where the percentages refer to the number of users for which skilled forgeries are available (e.g. 10% with 100 users means that forgeries for 10 users are considered, where the remaining 90 users have only genuine signatures). For a given number of users and skilled forgery percentage, we construct a dataset with randomly selected users (taken from the 531 users in the development set), with genuine signatures from all the selected users, and skilled forgeries for a fraction of the users. We then use this dataset for meta-training a model, and evaluate its performance on D meta-val . We observed improved performance both as more users are available for meta-training, as well as when more knowledge of skilled forgeries is available.
Most surprisingly, we observed that for the two-class formulation, a classifier trained with 100 users with 100% forgeries (i.e. forgeries for every user in meta-train) performed better than a model trained with 531 users with forgeries for only 100 users (comparing figures 9b and 8): 6.07% EER vs 9.14% EER. We re-iterate that this measures the performance on discriminate genuine signatures and skilled forgeries, and the model that has access to more users (with the same amount of users with skilled forgeries) has better performance on discriminating random forgeries, since its optimization consisted mostly of this problem.
B. Comparison With the State-of-the-Art
We now compare our results with the state-of-the-art in the GPDS-300 dataset. For these comparisons, we considered a model trained with the one-class formulation, and a model trained with the two-class formulation, with r = 30 forgeries. In both cases, we used the whole dataset D meta-train for training the meta-classifier, and used 5 genuine signatures for classifier adaptation, with k = 5 updates. While training was conducted with 5 reference signatures, we evaluate the performance of the system with different number of references. Table IV compares our results with the state-of-the-art. We observe an improved performance compared to other WI systems, achieving 5.16% EER (global τ ) with 5 reference signatures, compared to 9.05% from [30] . Comparing to WD systems, we observed similar performance in some scenarios (5 reference signatures), and worse results otherwise. With 12 reference signatures, the proposed system obtained 4.39% EER (global τ ), compared to 3.74 for the WD system [4] . However, the proposed system is more scalable, as a single model is stored for all users. Figure 10 shows the performance on GPDS-300 as we vary the number of reference samples available for each user. As commonly observed in WD systems (e.g. [4] ), the performance greatly improves as more reference samples are available for training: For the one-class formulation, performance with a single reference is 9.09% EER (global τ ) and 5.81% EER (user τ ). With 12 references, we obtain 4.70% EER (global τ ) and 2.93% EER (user τ ). 
C. Transfer to Other Datasets
We now consider results on three other datasets: MCYT, CEDAR and the Brazilian PUC-PR. Table V shows the performance in two scenarios: (i) meta-learner trained only in GPDS, with its generalization to new operating conditions and (ii) meta-learned trained on all four datasets (using 10-fold cross validation, as described in section IV). While the method generalized well to unseen GPDS users, we see that the generalization performance to other datasets is much worse. Furthermore, we notice that even when training with a subset of users from all datasets, the performance does not improve for all datasets. A possible explanation is that the GPDS dataset is still much larger (10 times larger than the others) and dominates training. Overall, this suggests that the proposed method requires a large amount of data from the target application, and is sensitive to changes in operating conditions. Finally, tables VI, VII and VIII compares de results with the state-of-the-art on MCYT, CEDAR and Brazilian PUC-PR, respectively.
It is worth noting that the meta-learning does generalize to new users of the GPDS dataset, as verified in sections V-A and V-B, since we evalute in a D meta-test that contains a disjoint set of users that was used to train the metalearner. What we observed, however, is that this meta-learned does not transfer well to other datasets. This has been observed more recent work with meta-learning [39] , that shows that although these models perform well for new classes of the same distribution (e.g. same dataset), the performance deteriorates when evaluating on new datasets (i.e. a shift in the task-distribution). This is still an active area of research in meta-learning.
VI. CONCLUSION
In this paper we proposed to formulate Signature Verification as a meta-learning problem, where each user defines a task. This formulation enables directly optimizing for the objective (separating genuine signatures and forgeries) even when forgeries are not available for all users. The resulting system is scalable and yet adaptable for individual users: a single meta-classifier is learned and stored, and for the verification of a given signature, the classifier is adapted to the claimed user and subsequently used for verification. The proposed method is also able to naturally incorporate new reference signatures for a user, and enable adapting the representation as more training data is available. The drawbacks of this solution are twofold: increased computational cost and worse transferability to new conditions. The method is 2K slower, when using K updates for the classification adaptation, although it allows the option to trade storage and computational cost -the adapted weights for a given user can be stored for faster classification.
In our experiments with the GPDS-960 dataset, the proposed method obtains better results than WI systems in the literature, and approach the performance of WD systems, especially when few samples are available for training. With 5 reference signatures, the proposed method obtains 5.16% EER (using a global threshold), compared to 9.05% of a WI system and 5.25% of a WD system. For a larger number of references the WD system still performs better, but the gap in performance is greatly reduced. Considering 12 reference signatures, the method obtains 4.39% EER (with a global threshold), vs 3.74% for the WD system, while being more scalable (single meta-classifier) Our experiments transferring the meta-learner to other datasets show reduced performance, highlighting the need for better adaptation to new conditions, which will be explored in future work. Future work also includes considering a dynamic scenario, where the meta-classifier is updated as new training data is available.
