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Self-consistent DFT+U method for real-space time-dependent density functional
theory calculations
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We implemented various DFT+U schemes, including the ACBN0 self-consistent density-functional
version of the DFT+U method [Phys. Rev. X 5, 011006 (2015)] within the massively parallel real-
space time-dependent density functional theory (TDDFT) code Octopus. We further extended
the method to the case of the calculation of response functions with real-time TDDFT+U and to
the description of non-collinear spin systems. The implementation is tested by investigating the
ground-state and optical properties of various transition metal oxides, bulk topological insulators,
and molecules. Our results are found to be in good agreement with previously published results for
both the electronic band structure and structural properties. The self consistent calculated values
of U and J are also in good agreement with the values commonly used in the literature. We found
that the time-dependent extension of the self-consistent DFT+U method yields improved optical
properties when compared to the empirical TDDFT+U scheme. This work thus opens a different
theoretical framework to address the non equilibrium properties of correlated systems.
I. INTRODUCTION
It was recognize very early that the simplest local
and semilocal approximations of density-functional the-
ory (DFT) fail to describe the electronic and struc-
tural properties of correlated materials, like transition
metal oxides.1,2 Along the years, the DFT+U method
originally proposed by V. Anisimov, A. Lichestein, and
coworkers1,3–5 has become a well established and suc-
cessful way to improve the treatment of correlated solids
upon DFT. The physical motivation of the DFT+U
method, most often referred to as LDA+U, stems from
the over-delocalization of the electrons when treated
within the local density approximation (LDA)6 or gen-
eralized gradient approximations (GGA).7 In particular,
the localization of 3d and 4f electrons turns out to be
extremely important for ground-state and excited-state
properties of transition metals. In order to correct this
over-delocalization, it was proposed to include an energy
penalty, called U in reference to the notation used in
Hubbard Hamiltonians, for these orbitals.1–5 The suc-
cess of the DFT+U method mainly originates from the
simplicity of the method, its relative low computational
cost, and the fact that it can predict the proper magnetic
ground state of Mott insulators.1 However, the method
has some intrinsic deficiencies, such as yielding infinite
life-times for quasi-particles, or opening the band-gap by
making a long-range order. Therefore, methods going
beyond the DFT+U method, that is, going beyond the
mean-field level, such as the DMFT8,9 or more recently
DFT+DMFT10, have become the state-of-the-art meth-
ods to treat strongly correlated materials. These meth-
ods have been developed in depth over the last years, at
the price of an higher computational cost than DFT-type
methods. As such, the DFT+U approach still remains
very attractive when it comes to the calculation of larger
systems.
In its original formulation, the DFT+U method is not
ab initio, as no formal recipe was proposed to obtain the
Hubbard U and Hund J parameters. Recently, various
schemes have been proposed to obtain the value of the
Hubbard U ab initio, instead of adjusting the values of
U and J to spectroscopic data. Among them one finds
linear response calculations in super-cells,11 constrained
random-phase approximation,12–15 or direct approxima-
tions of the (screened) Hartree-Fock energy.16,17 In this
context, the work of Agapito et al.16 is highly relevant
as they introduced an efficient pseudo-hybrid functional,
the ACBN0 functional, to obtain the U and J values ab
initio and self-consistently. This is achieved, in principle,
with only a small increase of the computational cost when
compared to standard LDA or GGA calculations. It was
shown that the self-consistency in the calculation of the
Hubbard U can be crucial in the case of transition-metal
complexes.18 Furthermore, having a method that allows
to dynamically compute the value of the Hubbard U is
of fundamental relevance to describe correlated systems
out of equilibrium.
This paper is organized as follow. First we briefly
present the usual DFT+U method and the ACBN0 func-
tional along with details of our implementation in the
real-space code Octopus19–21. Then, we present numer-
ical results obtained with our implementation for the
ground-state of a bulk topological insulator in Sec. III,
the energy and forces of the isolated O2 molecule in
Sec. IV, and for optical properties of two transition metal
oxides in Sec. V. Finally, we draw our conclusions in
Sec. VI.
II. DFT+U IN REAL-SPACE
In essence, the DFT+U method replaces the DFT total
energy functional EDFT[n] by the DFT+U total energy
2functional of the form
EDFT+U[n, {n
I,σ
mm′}] = EDFT[n]+Eee[{n
I,σ
mm′}]−Edc[{n
I,σ
mm′}] ,
(1)
where Eee is the electron-electron interaction energy, and
Edc accounts for the double counting of the electron-
electron interaction already present in EDFT. Although
an exact form of the double-counting term was recently
proposed in the context of DFT+DMFT,22 this double-
counting term is not known in the general case and sev-
eral approximated forms have been proposed along the
years.
The Eee and Edc energies depend on the density ma-
trix of a localized orbitals basis set {φI,m}, which are
localized orbitals attached to the atom I. In the fol-
lowing we refer to the elements of the density matrix of
the localized basis as occupation matrices, and we de-
note them {nI,σmm′}. In the rotational-invariant form of
DFT+U proposed by Dudarev et al.,23 one has
Eee[{n
I,σ
mm′}] =
U
2
∑
m,m′,σ
NσmN
−σ
m′ +
U − J
2
∑
m 6=m′,σ
NσmN
σ
m′ ,
Edc[{n
I,σ
mm′}] =
U
2
N(N − 1)−
J
2
N(
N
2
− 1) ,
where N = N↑ + N↓ and Nσ =
∑
m n
σ
mm. Combining
these two expressions, we obtain the EU energy to be
added to the DFT total energy, which only depends on
an effective Hubbard U parameter U eff = U − J ,
EU [{n
I,σ
mm′}] = Eee[{n
I,σ
mm′}]− Edc[{n
I,σ
mm′}]
=
∑
I,n,l
U effI,n,l
2
∑
m,σ
(
nI,n,l,σmm −
∑
m′
n
I,n,l,σ
mm′ n
I,n,l,σ
m′m
)
, (2)
where I is an atom index, n, l and m refer to the prin-
cipal, azimuthal, and angular quantum numbers, respec-
tively, and σ is the spin index. In the case of a periodic
system, the occupation matrices nI,n,l,σmm′ are given by
n
I,n,l,σ
mm′ =
∑
n
BZ∑
k
wkf
σ
nk〈ψ
σ
n,k|φI,n,l,m〉〈φI,n,l,m′ |ψ
σ
n,k〉 ,
(3)
where wk is the k-point weight and f
σ
nk is the occupation
of the Bloch state |ψσn,k〉. Here, |φI,n,l,m〉 are the local-
ized orbitals that form the basis used to describe electron
localization.
From this energy, the corresponding set of generalized
Kohn-Sham equations is obtained by minimizing Eq. (1)
with respect to the wavefunctions for fixed occupations,
which reads as24–26
δEDFT+U[n, {n
I,σ
mm′}]
δ(ψσi )
∗
−
δ
∑
j Ejfj〈ψj |ψj〉
δ(ψσi )
∗
= 0 , (4)
where i and j refer to both band and k-point indexes in
the case of periodic systems. By comparing the resulting
equations with the usual Kohn-Sham equations, one ob-
tains the expression of the (nonlocal) potential that must
FIG. 1. a) A localized orbital, represented on a sub-grid (vi-
olet circle), overlaps with the border of the simulation box.
Red points indicate grid points that belong to the sub-grid of
the localized orbital, but not to the regular real-space grid. b)
The modified sub-grid of the orbital, which is compatible with
the periodicity of the solid and with the real-space grid. A
phase shift is added to the points which are originally outside
of the simulation box.
be added to the DFT Hamiltonian. This potential reads
as
V σU |ψ
σ
n,k〉 =
∑
I,n,l
∑
m,m′
V
I,n,l,σ
m,m′ P
I,n,l
m,m′ |ψ
σ
n,k〉 , (5)
where we defined
V
I,n,l,σ
m,m′ = U
eff
I,n,l(
1
2
δmm′ − n
I,n,l,σ
mm′ ) ,
P
I,n,l
mm′ = |φI,n,l,m〉〈φI,n,l,m′ | .
One important point of the implementation of the
DFT+U method lies in the choice and the representa-
tion of the localized basis. In the Octopus code, which is
a norm-conserving pseudopotential-based code, the nat-
ural choice is to use the pseudo-atomic wavefunctions.
The pseudo-wavefunctions are usually decomposed into
a radial part and an angular part given by the usual
spherical harmonics, but can easily be expressed on the
real-space grid. Regarding this, it is worthwhile to note
that some care is needed when treating periodic systems.
Indeed, in bulk materials, the orbitals can spread over
several unit cells. Therefore, one must at the same time
describe an orbital bigger than the size of the simulation
box, and preserve periodicity for the main real-space grid.
We solved this issue by representing the localized orbitals
on spherical sub-grids, centered around atoms, in a very
similar way to the treatment of the Kleinman-Bylander
projectors entering the expression of the non-local rep-
resentation of the pseudopotentials. This is illustrated
in Fig. 1. Finally, when computing projections of Bloch
wavefunctions onto the localized atomic-orbital basis, a
phase correction must be added to properly treat the pe-
riodicity when atomic orbitals cross the border of the
simulation box.
Ultimately, the radii of the atomic spheres should be
big enough to contain the entire localized orbitals. This
can, however, correspond to a prohibitive number of real-
space grid points and in some cases the radii of the atomic
3FIG. 2. Top panel: Convergence of the band-gap of bulk NiO
versus the truncation radius of the d orbitals of nickel. We
used Ueff = U−J with U = 5.0 eV and J = 0.95 eV, as chosen
in Ref. 28. The back dot corresponds to the value obtained
in Ref. 28 for an atomic sphere radius of 2.1 Bohr. Bottom
panel: number of grid points covered by the d orbitals of
Ni. Two dashed vertical lines indicate respectively the cutoff
radius Rc of the non-local part of the pseudopotential used
and the smallest dimension of the simulation box Rbox.
spheres must be reduced to obtain a good compromise be-
tween accuracy and computational efficiency. We imple-
mented three methods to choose the radii of these atomic
spheres. In the first method the atomic spheres are trun-
cated at the radius of the non-local part of the pseudopo-
tential, as proposed in Ref. 27. The second method con-
sists in truncating the radii to the smallest dimension of
the unit-cell. In the last method the radius of the spheres
is chosen at the point where the radial component of the
pseudo-wavefunctions becomes smaller than some given
threshold.
In order to illustrate the effect of such truncation, we
studied the change of the band-gap of bulk NiO in its
anti-ferromagnetic phase, with respect to the radius of
the 3d orbital of Ni, for a fixed value of U eff . We used a
value of 4.1704 A˚ for the lattice parameter of NiO, with
a real-space spacing of ∆r = 0.3 bohr, and a 8 × 8 × 8
k-point grid to sample the Brillouin zone. We used the
PBE functional7 for the (semi-)local DFT part. Our re-
sults, presented in Fig. 2, show that the band-gap of
NiO described using DFT+U strongly depends on the
radius of the sphere used for the 3d orbitals of the Ni
atoms. Interestingly, restricting the orbitals to a too
small sphere results into an underestimation of the band
gap which, in turn, might be compensated by an over-
estimation of the value of the effective Hubbard U . As a
comparison, we also report from the literature the band
gap of NiO computed for the same value of U eff , using
the projector augmented wave (PAW) method.28 Most of
the PAW and linear muffin-tin orbitals (LMTO) imple-
mentations of the DFT+U method5,24,28,29 are based of
the so-called atomic-sphere approximation (ASA). In a
pseudopotential-based code, such as the Octopus code,
this approximation is not necessary. However, in the
spirit of ASA, one could decide to truncate the localized
orbitals to the radius of the nonlocal part of the pseu-
dopotential. Our results reveal that restricting the local-
ized orbitals to the non-local part of the pseudopotential,
as proposed in Ref. 27, can yield a good estimate of the
band-gap for a moderate number of grid points. How-
ever, it is worthwhile to note that the cut-off radius of
a pseudopotential strongly depends on the method used
to generate it. For instance, for nickel one can generate
reasonable pseudopotentials whose cut-off radius varies
from 1.5 to 2.5 bohr. In the following, our results are
always converged in total energy with respect to the size
of the atomic spheres.
III. AB INITIO DFT+U:
THE ACBN0 FUNCTIONAL
In Ref. 16, an approximation to the electron interac-
tion energy named ACBN0 functional is proposed, allow-
ing for an efficient ab initio evaluation of the DFT+U
energy, and therefore of the DFT+U Hamiltonian. In
particular, only the computation of a reduced number
of Coulomb integrals is needed to evaluate the effective
Hubbard U . In the following, we always assume or-
thogonality of the localized basis set attached on each
atom. This is obviously the case in our implementation,
as the norm-conserving atomic pseudo-wavefunctions are
orthogonal by construction. Expressions corresponding
to the general (non-orthogonal) case are already pre-
sented in Ref. 16 and are therefore not reported here.
The electron interaction energy is given for the ACBN0
functional by16
Eee =
1
2
∑
{m}
∑
α,β
P¯αmm′P¯
β
m′′m′′′ (mm
′|m′′m′′′)
−
1
2
∑
{m}
∑
α
P¯αmm′ P¯
α
m′′m′′′(mm
′′′|m′′m′) , (6)
corrected here for a small typographical mistake (the mi-
nus sign between the two terms in Eq. (6)) from the orig-
inal paper. In Eq. (6), the renormalized occupation ma-
trices P¯ I,n,l,σmm′ and the renormalized occupations N¯
I,n,l,σ
ψnk
are respectively given by
P¯
I,n,l,σ
mm′ =
∑
nk
wkfnkN¯
I,n,l,σ
ψnk
〈ψσnk|φI,n,l,m〉〈φI,n,l,m′ |ψ
σ
nk〉 ,
(7)
N¯
I,n,l,σ
ψnk
=
∑
{I}
∑
m
〈ψσnk|φI,n,l,m〉〈φI,n,l,m|ψ
σ
nk〉 , (8)
where the sums in Eq. (8) run over all orbitals of the
system owning the quantum numbers n and l, and being
attached to atoms of the same type as the atom I, as this
quantity is similar to the Mulliken charge of atom I.16
4From Eq. (6), the effective Hubbard U is given by
U eff = U¯ − J¯ , where16
U¯ =
∑
{m}
∑
αβ P¯
α
mm′P¯
β
m′m′′(mm
′|m′′m′′′)∑
m 6=m′
∑
αN
α
mN
α
m′ +
∑
{m}
∑
αN
α
mN
−α
m′
, (9)
J¯ =
∑
{m}
∑
α P¯
α
mm′P¯
α
m′m′′(mm
′′′|m′′m′)∑
m 6=m′
∑
αN
α
mN
α
m′
, (10)
with Nαm = n
I,n,l,α
mm . Here we omitted the atom and
quantum numbers subscripts for conciseness. Altogether,
these equations define the ACBN0 functional. It is im-
portant to note that 0 ≤ N¯ I,n,l,σψnk ≤ 1. In the limit of
N¯
I,n,l,σ
ψnk
= 0, we recover the DFT energy, whereas for
N¯
I,n,l,σ
ψnk
= 1 we have the Hartree-Fock energy. However,
the energy given by the ACBN0 function lies in between,
which is a usually a prerequisite for obtaining reliable
electronic gaps.30
The potential corresponding to the ACBN0 functional
should in principle be obtained by solving Eq. (4) using
Eqs. (2), (9), and (10). This leads to an orbital depen-
dent potential, which must be obtained using the opti-
mized effective potential (OEP) method.31–33 Here, how-
ever, we decided to implement the functional as defined
in the original ACBN0 paper, where the usual DFT+U
potential of Eq. (5) is used.
In Tab. I, we report the values of the effective U ob-
tained with our implementation, compared with the re-
sults of the original ACBN0 paper.16 We also report in
Tab. II the band gaps of transition metal oxides obtained
by our implementation, compared to the results obtained
in the original ACBN0 paper16 and to experimental re-
sults. We employed a real-space grid spacing of 0.25 bohr,
and a 8×8×8 k-point grid to sample the Brillouin zone.
We considered TiO2 in its rutile phase with experimen-
tal lattice constants (a = b = 4.594A˚, c = 2.959A˚ and
µ = 0.305 34), ZnO in its wurtzite phase with lattice con-
stants (a = b = 3.1995A˚, c = 5.1330A˚ and µ = 0.3816
16,34). As for MnO, we considered it in its ideal rock-salt
structure, as already done above for NiO, with type-II an-
tiferromagnetic spin ordering and with a lattice constant
of a = 4.4315A˚. In all the cases, we considered localiza-
tion on both the 3d orbitals of the transition metal atoms
and the 2p orbitals of the oxygen atoms.
Overall, our results are found to be in good agreement
with the ones reported in Ref. 16. However, it is worth to
note that one of the difficulties when implementing the
ACBN0 functional lies in the calculation of the Coulomb
integrals. In Ref. 16, the authors make used of a 3G
Gaussian basis set to help the calculation of the Coulomb
integrals, as it is not possible to compute them directly in
reciprocal space. A possible origin for discrepancies can
therefore be attributed to a different treatment of the
localized orbitals, which are not approximated here by a
sum of three Gaussians, as we express them directly on
the real-space grid. We also compare the band structures
of ZnO and TiO2 calculated from our implementation to
FIG. 3. Band structure of wurtzite zinc oxide, calculated from
our implementation (solid black lines) compared to the result
of the original ACBN0 paper (dashed red lines).16
the results of Ref. 16, in Figs. 3 and 4, showing a good
agreement.
Material TM-3d Oxygen 2p
This work Ref. 16 This work Ref. 16
MnO 4.68 4.67 5.18 2.68
NiO 6.93 7.63 2.87 3.0
TiO2 0.96 0.15 10.18 7.34
ZnO 13.3 12.8 5.95 5.29
TABLE I. Values of Ueff , in eV, for various transition metal
oxides, obtained from our implementation, compared to the
result of the original ACBN0 paper.16
Material This work Ref. 16 Exp.
MnO 2.65 2.83 4.1; 3.9±0.4; 3.8-4.2; 3.6-3.8
NiO 4.14 4.29 4.0; 4.3; 3.7; 3.7; 3.87
TiO2 3.21 2.83 3.3±0.5; 3.03
ZnO 3.04 2.91 3.3. 3.44; 3.44
TABLE II. Values of the direct band-gap, in eV, for various
transition metal oxides, obtained from our implementation,
compared to the result of the original ACBN0 paper and to
experimental values (see Ref. 16 and references therein).
We found that the ACBN0 functional yields improved
electronic structures for various types of materials, such
as three-dimensional topological insulators. First we re-
port in Fig. 5 the band structure of Sb2Te3, which is a
bulk topological insulator, computed without spin-orbit
coupling (SOC). In this case we employed HGH pseu-
dopotentials35, a real-space grid spacing of 0.35 bohr, a
8× 8× 8 k-point grid to sample the Brillouin zone, and
used the experimental constant for the lattice param-
eters and internal constants36. Similarly to previously
5FIG. 4. Same as for Fig. 3, but for TiO2 in its rutile phase.
FIG. 5. Left panel: band structure of bulk topological insu-
lation Sb2Te3, calculated using the LDA functional (dashed
red lines) and using the ACBN0 functional (green solid lines).
Right panel: details of the band-structure around the Γ point.
reported results,37 we find that the LDA band structure
exhibits an avoided crossing at the Fermi energy close
to the Γ point (see right panel of Fig. 5). By including
an effective Hubbard U for the 5p orbitals of Te in our
description, computed from the ACBN0 functional, we
open the band-gap of this material. We obtained values
of Ueff = 2.95 eV and Ueff = 2.80 eV for the Te atom at
the Wyckoff position 3a, and for the two other equivalent
Te atoms (Wyckoff position 6c), respectively. The calcu-
lated band-gap is 0.23 eV, in reasonable agreement with
the reported full GW band gap of 0.10 eV.37 It is worth
noting here that a one-shot GW calculation leads, for this
material, to and unphysical band dispersion close to the
Fermi energy, and off-diagonal matrix elements must be
included in the self-energy to correctly dehybridizes the
bands (see Ref. 37 for a detailed discussion).
In the previous results the SOC was neglected. How-
ever, the topological nature of Sb2Te3 and related mate-
rials originates from the spin-orbit interaction. We have
therefore extended the ACBN0 functional to the case of
noncollinear spin in order to be able to describe such
materials. The main formulas of DFT+U in the case
FIG. 6. Left panel: same as the left panel of Fig. 5, but now
including full spin-orbit coupling (see text for details of the
dealing with spinors in the ACBN0 functional). Right panel:
p-orbital character of the band structure around the Γ point.
of noncollinear spin are presented in Appendix A and
the extension of the ACBN0 functional with noncollinear
spin is presented in Appendix B. In Fig. 6 we compare
the band-structure of Sb2Te3 computed with SOC using
the LDA and ACBN0 functionals. Again, we find that
our results are in good agreement with the GW results
of Ref. 37 for the same material, and that the unphysi-
cal band dispersion around the Γ point for LDA disap-
pears using the ACBN0 functional. We obtained values
of Ueff = 2.89 eV and Ueff = 2.78 eV for the Te atom at
the Wyckoff position 3a, and for the two other equiva-
lent Te atoms (Wyckoff position 6c), respectively. These
values are very similar to the values obtained without
SOC. The corresponding band-gap is 0.21 eV, in excel-
lent agreement with the reported full GWwith SOC band
gap of 0.21 eV of Ref. 37. As shown in the right panel
of Fig. 6, a band inversion around Γ point is found with
the ACBN0 functional, as expected from the topological
nature of Sb2Te3, and in agreement with previous LDA
and GW results37. Our results indicate that the ACBN0
functional seems to be a good alternative to the compu-
tationally expensive full GW calculation for describing
bulk topological insulators such as Sb2Te3.
IV. FORCES AND ISOLATED SYSTEMS
In many relevant physical situations, the knowledge of
forces is important. Due to the modification of the total
energy of the system done in Eq. (1), a contribution to
the forces, sometimes referred as Hubbard forces, must
be computed. The contribution to the forces acting on
the atom α in the direction i coming from the Hubbard
energy of the atom I and the quantum number n and l
6is defined by
FUα,i = −
∂EU
∂Rα,i
= −
∑
I,m,m′,σ
∂EU
∂n
I,n,l,σ
mm′
∂n
I,n,l,σ
mm′
∂Rα,i
= −
U
2
∑
I,m,m′,σ
(δmm′ − 2n
I,n,l,σ
mm′ )
∂n
I,n,l,σ
mm′
∂Rα,i
. (11)
From the definition of the occupation matrices for pe-
riodic systems, one finds that
∂n
I,σ
mm′
∂Rα,i
=
∑
k,v
wkfk,v
[
∂〈φI,n,lm,k |ψ
σ
k,v〉
∂Rα,i
〈ψσ
k,v|φ
I,n,l
m,k 〉
+〈φIm,k|ψ
σ
k,v〉
∂〈ψσ
k,v|φ
I
m,k〉
∂Rα,i
]
. (12)
Instead of using directly this expression, we compute
the forces from the derivatives of the orbitals in order to
reduce the so called egg-box effect.21 After some algebra,
one can show that
∂n
I,n,l,σ
mm′
∂Rα,i
= δα,I
∑
k,v
wkfk,v
[
〈φI,n,lm′,k|
∂ψσ
k,v
∂ri
〉〈ψσk,v|φ
I,n,l
m,k 〉
+〈φI,n,lm′,k|ψ
σ
k,v〉〈
∂ψσ
k,v
∂ri
|φI,n,lm,k 〉
]
.
(13)
We illustrate how our implementation works with a
simple, but relevant and widely studied case: the varia-
tion of the binding energy and the forces of the O2 dimer
in its triplet ground state 3Σ−g . We employed a real-space
grid spacing of 0.2 bohr and we fixed the occupations to
be the ones of the triplet 3Σ−g state. We found (see Fig. 7)
that the binding energy and the forces are both consis-
tent in predicting a smaller equilibrium distance when the
Hubbard U is added, thus showing the reliability of our
implementation. Interestingly, the self-consistent Hub-
bard U obtained from the ACBN0 functional predicts an
equilibrium distance closer to the experimental distance
of 1.208 A˚38 than the use of the PBE functional or the
PBE+U with a fixed empirical U of 4 eV, as summarized
in Tab. III.
Method PBE PBE+U ACBN0 Exp.
Bound length (A˚) 1.245 1.218 1.210 1.208
Vibration freq. (cm−1) 1552 1506 1773 1580
TABLE III. Calculated values of the equilibrium bond length
of O2, in A˚ngstrom, binding energy, in eV, and vibration fre-
quencies, in cm−1, obtained for the different methods, com-
pared to the corresponding experimental value.
FIG. 7. Top panel: Binding energy versus atomic distance for
the O2 molecule, obtained from PBE (blue curve), PBE+U
with U = 4 eV (red curve), and using the ACBN0 functional
(orange curve). Bottom panel: Corresponding absolute value
of the atomic force. The vertical line indicated the experi-
mental equilibrium distance of 1.208 A˚.38
V. REAL-TIME TDDFT+U CALCULATIONS:
OPTICAL RESPONSE FUNCTIONS
Excited-state properties cannot be obtained from
ground-state DFT. Therefore, we extended our DFT+U
implementation to also support real-time time-dependent
DFT+U. Following the usual approach used when
extending time-independent functionals to the time-
dependent case, we make the adiabatic approximation,
which in our case means that
V σU (r, r
′, t) = 〈r|Vˆ σU (t)|r
′〉
= V σU [n(t), {n
σ
mm′}(t), U
eff(t)](r, r′) . (14)
This corresponds to evaluating the potential defined by
Eq. (5) from the density, occupation matrices, and effec-
tive U computed from the time-dependent wavefunctions.
Real-time TDDFT+U is an alternative to the more
commonly used linear response TDDFT+U, where op-
tical properties are computed from perturbation theory
based on the energies and wavefunctions obtained from
ground DFT+U calculations.28 In Octopus, we imple-
mented the real-time TDDFT+U method, for both the
usual DFT+U scheme (presented in Sec.II) and for the
ab initio scheme based on the ACBN0 functional (see
Sec. III).
Since the DFT+U potential of Eq. (14) is a non-
local operator, some care is required when extending the
DFT+U method to the time-dependent case. In order to
preserve gauge-invariance, we replace Eq. (14) by
Vˆ
σ,A
U (t)|ψ
σ
n,k(t)〉 = e
−iA(t)rˆVˆ σU (t)e
iA(t)rˆ|ψσn,k(t)〉 , (15)
where A(t) denotes the vector potential perturbing the
electronic system. Moreover, the electronic current is
7FIG. 8. Calculated optical absorption spectra of bulk NiO ob-
tained using the ACBN0 functional (red line), and the usual
DFT+U scheme with Ueff = 5eV (blue dashed line). The
experimental data is taken from Ref. 39. A Gaussian broad-
ening of η = 0.5 eV is added to reproduce the experimental
broadening.
modified such that
jDFT+U(r, t) = jDFT(r, t)
−
1
2
∑
n
BZ∑
k
wkfn,k〈ψn,k|[ˆr, Vˆ
σ,A
U (t)]|ψn,k〉+ c.c. ,(16)
where c.c. denotes the complex conjugate.
This allows us, for instance, to study linear and non-
linear optical properties of transition metal oxides, with-
out relying on perturbation theory. To illustrate this,
we computed the absorption spectrum of bulk NiO in
its anti-ferromagnetic phase. We used a time-step of
0.01 a.u. and propagated the time-dependent Kohn-
Sham equations, after a sudden perturbation of the sys-
tem along the [100] direction, up to 200 a.u. in order
to get a converged spectra. Our results, presented in
Fig. 8, show the absorption spectra of NiO obtained us-
ing the ACBN0 functional (red line), and using the usual
DFT+U scheme with a fixed U of 5 eV (blue dashed
line). We considered localization for both the 3d orbitals
of the transition metal atoms and the 2p orbitals of the
O atoms. We also report in Fig. 9 the optical spectrum
of MnO in its anti-ferromagnetic phase.
The optical spectra obtained from the ACBN0 func-
tional yields results in surprisingly good agreement with
the experimental spectrum, much better both in pole
structure and oscillator strength than the LDA ones.
This indicates that it is possible to get at the same time
good ground state properties, such as the band gap, and
good optical spectra using the ab initio DFT+U method.
We found that the excitonic effects are not captured in
the absorption spectra of TiO2 and ZnO (not shown).
Adding excitonic contributions to the spectra would be
the next step to be considered (as already done for nor-
mal semiconductor and insulators using the GW+BSE
method 43) and might be achieved by combining the
FIG. 9. Calculated optical absorption spectra of bulk MnO
obtained using the ACBN0 functional (red line). The exper-
imental data is taken from Messick et al.40,41 and Ksendzov
et al.42. A Gaussian broadening of η = 0.4 eV is added to
reproduce the experimental broadening.
present work with recent developments in describing ex-
citon dynamics using hybrid functionals. See for instance
Ref.44.
VI. CONCLUSION
We reported an efficient implementation of the
DFT+U method and its extension to the time-dependent
case in the real-space TDDFT code Octopus. In the
case of ground-state calculations, we showed that our
implementation yields results similar to the ones previ-
ously reported in the literature. Moreover, our real-time
TDDFT+U implementation is capable of producing good
absorption spectra of transition metal oxides, based on
the ACBN0 functional, maintaining the relative low cost
of the TDDFT+U approach, while being fully ab initio.
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Appendix A: DFT+U with noncollinear spin
Starting from the Hartree-Fock energy of the local-
ized basis for noncollinear spin, we can define UI,n,l and
8JI,n,l
45 and obtain
Eee[{n
I,m,l,σσ′
mm′ }] =
UI,n,l
2
∑
σ
∑
mm′
nσσmmn
−σ−σ
m′m′
−
UI,n,l
2
∑
σ
∑
m
nσ−σmm n
−σσ
mm −
JI,n,l
2
∑
σ
∑
m 6=m′
nσ−σmm n
−σσ
m′m′
+
UI,n,l − JI,n,l
2
∑
σ
∑
m 6=m′
nσσmmn
σσ
m′m′ ,
(A1)
where we assumed for simplicity that the occupation ma-
trices are diagonal. These occupation matrices are ma-
trices in spin-space and read as
n
I,m,l,σσ′
mm′ =
∑
n
BZ∑
k
wkfnk〈ψ
σ
n,k|φ
σ
I,n,l,m〉〈φ
σ′
I,n,l,m′ |ψ
σ′
n,k〉,
(A2)
where fnk is the occupation of the spinor state |ψnk〉.
Here we consider the most general case, in which the
localized basis is described by spinors, but this is not
mandatory.
In order to get the DFT+U energy, we need to remove
the double-counting part. For this, we use the expression
proposed in Ref. 46 for the fully-localized limit (FLL)
EDC =
UI,n,l
2
N(N − 1)−
JI,n,l
2
N(
N
2
− 1)−
JI,n,l
4
m.m ,
(A3)
where N = Trls{n
σσ′
mm′} is the number of electrons in the
localized orbitals, i.e. N =
∑
σ
∑
m n
σσ
mm, and m is the
magnetization of the localized subspace. In turn, m is
defined as
m = Trs{σ. ρ}, ρ
σσ′ = Trl[n
σσ′
mm′ ] , (A4)
with Trl the trace over the orbitals, σi are the Pauli ma-
trices, and Trs the trace over spins.
Putting everything together, one obtains that the
rotationally-invariant form corresponding to Eq. (2) for
the noncollinear spins is
EU =
UI,n,l − JI,n,l
2
[∑
σ
∑
m
nσσmm −
∑
mm′
∑
σσ′
nσσ
′
mm′n
σ′σ
m′m
]
.
(A5)
Appendix B: ACBN0 functional with noncollinear
spin
In order to derive the expressions needed to compute
the ACBN0 functional for noncollinear spin, we first con-
sider the Hartree-Fock energy corresponding to the {m}
subspace
Eee[{n
I,m,l,σσ′
mm′ }] =
1
2
∑
σσ′
∑
{m}
[
nσσmm′n
σ′σ′
m′′m′′′(mm
′σ|m′′m′′′σ′)
−nσ
′σ
mm′n
σσ′
m′′m′′′(mm
′′′σ|m′′m′σ′)
]
,(B1)
where the Coulomb integrals are denoted using the no-
tation
(mm′σ|m′′m′′′σ′) = 〈mσ,m′′σ′|V |m′σ,m′′′σ′〉
=
∫
d3r1
∫
d3r2
φσ∗m (r1)φ
σ
m′(r1)φ
σ′∗
m′′ (r2)φ
σ′
m′′′ (r2)
|r1 − r2|
.(B2)
Following the idea of Agapito et al.,16 we introduce the
“renormalized” occupation number N¯ I,n,lΨi (see Eq. (8)).
We then define the renormalized density matrix as
P¯
I,n,l,σσ′
mm′ =
∑
nk
N¯
I,n,l
Ψnk
wkfnk〈ψ
σ
nk|φ
σ
m〉〈φ
σ′
m′ |ψ
σ′
nk〉 , (B3)
with
N¯
I,n,l
ψnk
=
∑
{I}
∑
m
〈ψnk|φI,n,l,m〉〈φI,n,l,m|ψnk〉 . (B4)
This definition reduces to the usual expression for the di-
agonal terms (in spin space), but also includes the screen-
ing (from the renormalization) for the off-diagonal terms.
Next, we replace nσσ
′
mm′ by P¯
σσ′
mm′ in the previous expres-
sion, and define U¯ and J¯ by comparing with Eq. (A1).
We obtain that
U¯ =
∑
σσ′
∑
{m} P¯
σσ
mm′ P¯
σ′σ′
m′′m′′′(mm
′σ|m′′m′′′σ′)∑
σ
∑
mm′ N
σσ
m N
−σ−σ
m′ +
∑
σ
∑
m 6=m′ N
σσ
m N
σσ
m′ −
∑
σ
∑
mN
σ−σ
m N
−σσ
m
, (B5)
J¯ =
∑
σσ′
∑
{m} P¯
σσ′
mm′ P¯
σ′σ
m′′m′′′(mm
′′′σ|m′′m′σ′)∑
σ
∑
m 6=m′
[
Nσσm N
σσ
m′ +N
σ−σ
m N
−σσ
m′
] , (B6)
with Nαβm = n
I,n,l,α,β
mm .
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