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Abstract—A problem of the erroneous duality gap caused
by the presence of symmetries is solved in this paper utilizing
point group theory. The optimization problems are first divided
into two classes based on their predisposition to suffer from
this deficiency. Then, the classical problem of Q-factor mini-
mization is shown in an example where the erroneous duality
gap is eliminated by combining solutions from orthogonal sub-
spaces. Validity of this treatment is demonstrated in a series
of subsequent examples of increasing complexity spanning the
wide variety of optimization problems, namely minimum Q-
factor, maximum antenna gain, minimum total active reflection
coefficient, or maximum radiation efficiency with self-resonant
constraint. They involve problems with algebraic and geometric
multiplicities of the eigenmodes, and are completed by an
example introducing the selective modification of modal currents
falling into one of the symmetry-conformal sub-spaces. The entire
treatment is accompanied with a discussion of finite numerical
precision, and mesh grid imperfections and their influence on the
results. Finally, the robust and unified algorithm is proposed and
discussed, including advanced topics such as the uniqueness of
the optimal solutions, dependence on the number of constraints,
or an interpretation of the qualitative difference between the two
classes of the optimization problems.
Index Terms—Antenna theory, electromagnetic modeling,
method of moments, eigenvalues and eigenfunctions, optimiza-
tion.
I. INTRODUCTION
FUNDAMENTAL bounds expressed in terms of sourcequantities [1], [2] have shown their versatility and use-
fulness for a wide range of applications in antenna theory,
microwaves, and optics. They delimit the performance of
theoretically feasible structures which help to judge the per-
formance of existent designs [3] and, in a few cases, lead to
the conclusion that existing designs have already reached the
bounds [4]. Additionally, given that the bounds are far from the
actual performance of the devices became the driving force to
search for better designs [5]. However, despite recent success
and a straightforward implementation, the problem with the
presence of geometry symmetries remained open [1], [6], [7].
Under certain conditions, discussed in detail in this paper,
a large class of optimization problems experience difficulties
when symmetries are present. Although the problem is of a
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technical nature, it has a serious impact on the validity of the
results since the degeneracy of eigenvalues introduces a duality
gap between dual and primal solutions [8]. This duality gap
is manifested by the fact that the current solution for a primal
was not constructed correctly. The known empirical solutions
to this issue utilize an ad hoc combination of the degenerated
eigenvectors [6], [7]. This approach is difficult to apply inside
a general solver dealing with a large class of problems and
structures of arbitrary geometry. The main difficulty, however,
arises with structures of higher-order geometry degeneracies
where the choice of modes to be combined is non-trivial.
Since the shapes exhibiting symmetries are often used as initial
designs, and since it is expected that the field of fundamental
bounds will expand into a plethora of yet unsolved problems
and researchers may face the problem again, a comprehensive
and general treatment of this issue is of considerable impor-
tance.
The proposed solution adheres to point group theory,
namely, the von Neuman-Wigner theorem [9] is applied to a
spectrum of eigenvalue traces given by the stationary points of
the optimization problem. Consequently, the conditions under
which the problem arises are discussed including how the
problem is always connected to an underlying (parameterized)
eigenvalue problem introducing an erroneous duality gap. A
simple procedure showing how to detect when the problem
occurs and how to close the erroneous duality gap is given. The
proposed recipe can also treat cases of realistic mesh grids,
i.e., those not perfectly respecting the symmetry groups of the
original object. The procedure was thoroughly tested on many
canonical objects, such as a rectangular plate, square plate,
metallic rim with ground plane, in-parallel placed and crossed
dipoles, spherical shell, etc.
The paper is organized as follows. The situation is thor-
oughly analyzed in Section II. It is realized that the erroneous
duality gap occurs only when the eigenvalue solution is
required, i.e., for quadratically constrained quadratic programs
(QCQP) without linear terms. When the linear terms are
present, this ambiguity vanishes as the solution does not use
eigenvalue decomposition. The erroneous duality gap is closed
in Section IV with the help of point group theory. In Section V,
some examples are explicitly treated, showing where and
how the symmetries appeared and what is their influence on
the problem. The properties of the method are discussed in
Section VI. The uniqueness of the results (current density, port
voltages, etc.) is investigated in light of the knowledge gained
from the symmetry treatment. It is shown, that the presence of
symmetries may introduce additional degrees of freedom for
the optimization and it is specified where it is so. The paper
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Fig. 1. Various source quantities x to be optimized. (a) Port voltage, x = V,
of two in-parallel placed dipoles. The arrangement embodies a Cs symmetry
group. (b) Current density, x = I, on a rectangular plate belonging to a C2v
group. (c) Current density, x = α on a spherical shell expanded in spherical
harmonics. The spherical shell belongs to the O(3) symmetry group.
is concluded in Section VII.
II. QCQP PROBLEMS
The evaluation of the source quantity-based fundamental
bounds starts with a statement of the optimization problem.
Two problems, denoted as P1 and P2, are shown below to
distinguish when the problem with symmetries may (P1) or
may not (P2) arise. After establishing the Lagrangians, the
optimization problems are solved via dual formulation [8] the
solution to which are subsequently interpreted with respect to
point group theory.
A. Optimization Problem P1
Let us start with QCQP problem P1 containing only
quadratic terms
minimize xHAx
subject to xHBx = 1
xHCx = 0,
(1)
where x is the optimized quantity, e.g., current density or port
voltages in the source region, see Fig. 1, and A, B, and C, are
integro-differential operators represented in a basis defined by
either piece-wise or entire-domain basis functions {ψn}, [10].
It is assumed that the algebraic properties of the operators are
compatible with the problem to be solved, e.g., B  0 and C
being generally indefinite (the true physical meaning of these
operators is given later on).
The Lagrangian of the problem P1 is
L1 (λi,x) = xHH (λi) x + λ1 (2)
with its derivative
∂L1 (λi,x)
∂xH
= H (λi) x, (3)
where H (λi) = ∂2L1/∂xH∂x = A − λ1B − λ2C is the
Hessian matrix [11]. The stationary points x˜ are solutions to
∂L1 (λi,x)
∂xH
= 0, (4)
or explicitly to
Ax˜− λ2Cx˜ = λ1Bx˜. (5)
B. Optimization Problem P2
For the sake of completeness, the second optimization
problem P2 is defined as
minimize xHAx
subject to xHBx = 1
xHCx = Re
{
xHb
}
,
(6)
i.e., the second constraint contains a linear term in x. Analo-
gous to (2), the Lagrangian reads
L2 (λi,x) = xHH (λi) x + λ2Re
{
xHb
}
+ λ1 (7)
The derivative of the Lagrangian is
L2 (λi,x)
∂xH
= H (λi) x +
λ1
2
b. (8)
The stationary points x˜ are
x˜ = −λ1
2
H−1 (λi) b, (9)
with the demand that H (λi)  0.
C. Solution to Dual Problems
Primal problems P1 and P2 with stationary points (5)
and (9) are generally non-convex and are often approached
using dual function [8] defined as
dp (λi) = inf
x˜
{Lp (λi, x˜)} , (10)
where p = {1, 2}. The supremum of the dual function
d∗p = sup
λi
{dp (λi)} , (11)
is a lower bound to the primal optimization problem [8], the
solution to which is here denoted as p∗. Since the dual function
is convex [8], the solution to (11) can easily be found. Alge-
braic techniques reducing the computational burden behind the
optimization of this type of problem are presented in [12].
Generally, the duality gap g∗ ≥ 0,
g∗ = p∗ − d∗ (12)
exists, nevertheless, problems involving the minimum Q-
factor [6], maximum antenna gain [7], maximum radiation ef-
ficiency [13], [14], minimum total active reflection coefficient
(TARC) [15], and their mutual trade-offs [16], were shown to
have no duality gap. Hence, to simplify the exposition, and
without loss of generality, it is assumed for the rest of the
paper that there is no duality gap g∗, i.e., p∗ = d∗ for both
problems P1 and P2.
The typical workflow solving problem P1 consists of an
iterative evaluation of the generalized eigenvalue problem (5),
taking the dominant eigenvalue λ1 and setting the multiplier λ2
so that λ1 is maximized. On the contrary, the treatment of
problem P2 requires a repetitive solution to the system of
linear equations. This is an important distinction between
problems P1 and P2: issues with symmetries may occur in
problem P1 while they cannot appear for problems of type P2.
3III. ILLUSTRATIVE EXAMPLE – PROBLEM OF P1-TYPE
Let us demonstrate the effect of symmetries on a practical
example of Q-factor minimization with a constraint on the
self-resonance of the current, specifically
minimize IHWI
subject to IHR0I =
1
2
IHX0I = 0,
(13)
where W = A = ω∂X0/∂ω, R0 = B, and X0 = C from (1),
i.e., the problem of the minimum Q-factor falls into a class of
P1 problems, and Z0 = R0+jX0 is the impedance matrix for
a scatterer made of a perfect electric conductor (PEC), see [12]
for the exact definition of all the matrix operators. The basis
functions used are RWG functions [17] and the optimization
variable x = I represents the surface current density as
J (r) ≈
∑
n
Inψn (r) . (14)
All the operators were evaluated in the AToM package [18].
This problem has a long history starting with a seminal work
of Chu [19] and has fully been described and solved in [6].
The solution to the dual problem (11) reads
d∗ = max
λ2
min
m
λ1,m (15)
with the eigenvalues λ1,m defined by
1
2
(W − λ2X0) Im = λ1,mR0Im, (16)
cf., (5).
The definition of the Q-factor [20] can be rewritten as [6]
Q (I) =
max
{
IHXmI, I
HXeI
}
IHR0I
, (17)
where
Xm =
1
2
(W + X) , (18a)
Xe =
1
2
(W −X) . (18b)
The formula (17) is valid for arbitrary current I and can be
used as a useful check of the duality gap g = Q(λ∗2) − d∗,
where Q(λ∗2) is a Q-factor evaluated via (17) with current I1
(m = 1) found by (16) at λ2 = λ∗2. When no duality gap
occurs, we have
Q∗ = Q (Iopt) = d∗. (19)
A solution to (15) is found here for two different shapes:
an L-shape plate and a rectangular plate with a perfectly
symmetric mesh grid, see Fig. 2b. The effects of the non-
regular mesh grid, depicted in Fig. 2c are studied as well. The
dual function and its maximum d∗ at λ∗2 is shown in Fig. 3 with
subfigures (a)–(c) corresponding to those of Fig. 2. Due to the
large numerical dynamics in the bottom panes, the vicinity of
the dual solutions are zoomed in the top panes of Fig. 3 with
the traces for the actual value of Q-factor (17) added.
The non-symmetrical case (a) causes no problems
and Q∗ = d∗ for λ∗2, i.e., there is no duality gap. On
(a) (b) (c)
Fig. 2. Shapes and their discretization utilized to solve the optimization
problem (13). (a) L-shape plate of dimensions ` × `/2 with cutoff of size
`/2 × `/4 discretized via Delaunay triangulation with a pixelized pattern
consisting of 216 triangles and 306 basis functions. (b) The rectangular plate
of dimensions ` × `/2 with a mesh grid respecting the symmetries of the
object consisting of 288 triangles and 414 basis functions. (c) Same as (b)
with a non-symmetrical mesh grid intentionally made an-isotropic, consisting
of 274 triangles and 378 basis functions. The electrical size is, in all cases,
ka = 1/2, where k is the wave-number and a is the radius of the smallest
sphere circumscribing the structure. All structures are made of PEC and the
numerical quadrature of the third order [21] in AToM [18] is utilized to gather
the matrix operators.
the other hand, case (b) seemingly embodies a duality
gap g = Q (λ∗2)− d∗. This “erroneous” duality gap is caused
by the eigenvalue crossing (two eigensolutions to (16) are
degenerate at λ∗2). Neither of the degenerated eigenmodes
satisfy the last constraint of (13), which is manifested by
the immediate increase in the value of corresponding Q-
factor Q (Im). It is shown later on that the degenerate solutions
to (16) must properly be combined to satisfy this last constraint
(to secure the self-resonance of the optimal current) and to
close the gap. The last case (c) has no duality gap thanks to
the slightly non-symmetrical mesh grid.
This introductory example raises a series of questions:
1) When can problems with symmetries be expected?
2) How can the problem be detected?
3) How can the erroneous duality gap g caused by the
presence of symmetries be fixed?
4) How can the robustness of the treatment for a numerical
evaluation be improved?
These questions are addressed in the following text after a
brief review of the elements of point group theory.
IV. PRESENCE OF SYMMETRIES
Point group theory1 constitutes the framework, both for the
theoretical understanding and practical treatment of the issues
related to symmetries.
Let us assume an object Ω invariant to a set of point
symmetries (e.g., rotation, reflection, etc.). Imagine further
that object Ω is discretized and basis functions {ψn (r)} are
1Only the crucial parts essential for this work are reviewed here. The
reader is referred to, e.g., [22] and references therein for a comprehensive
explanation.
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Fig. 3. Eigenvalues (Lagrange’s multipliers) λ1 from (16) as functions of
Lagrange’s multiplier λ2 (bottom panes) and the corresponding Q-factors (17)
(top panes, the green solid curves). The top panes show details in the vicinity
of the optimal value of the multiplicator λ∗2 . The two lowest eigenvalues λ1,m
are depicted. For case (b), the lowest eigenvalue from B2 (the blue line), A2
(the red line), and B1 (the orange line) irreducible representations [22] are
shown (to be discussed in the next section). The structures depicted in Fig. 2
are employed with the physical setting described in the caption of Fig. 2.
applied. It can be shown [22] that any operator, say A, rep-
resented in a basis {ψn (r)} and preserving the symmetries,
can be block-diagonalized as
Â = ΓTAΓ =
A1 · · · 0... . . . ...
0 · · · AG,
 (20)
where matrix Γ is called a symmetry-adapted basis [22] and
its construction for piece-wise basis functions is shown, e.g.,
in [23]. Each block Ag in (20) belongs to a unique irreducible
representation of the point group [22], briefly denoted here-
inafter as “irreps”, see Appendix A for some notable examples
relevant to this work.
An important consequence of relation (20) is that the eigen-
value decomposition of operator A on a symmetrical structure
is also separable into irreps, i.e., each eigenvector belongs to
a particular irrep and eigenvectors from different irreps are
orthogonal to each each other even with respect to any oper-
ator. A central observation pertaining to the spectrum of the
operator Â, attributed to von Neumann and Wigner [9], then
states that if operator A is dependent on a certain parameter,
such as frequency or Lagrange’s multiplier, see (16), the traces
of eigenvalues (abbreviated in this paper as “eigentraces”)
belonging to the same irreps cannot cross each other [24], [23].
Applying this theorem to Fig. 3b, the blue and red traces must
belong to modes from different irreps. Applying this theorem
to Fig. 3a, no problems with degeneracies occur, since no
symmetries are present, i.e., all modes belong to only one
irrep, see Table III of Appendix A.
An useful side-product of (20) is the acceleration of opti-
mization since only the dominant solution from irrep A2 is
needed for λ2 > λ∗2 and only the dominant solution from
irrep B2 is needed for λ2 < λ∗2. That means a speed up
by factor 4q for point group C2v where the complexity of
the algorithm is assumed O(Nq). An extreme case is shown
in [25] for the body of revolution code where the system of
basis functions forms a reducible system so that the matrix
inverse is directly possible.
V. VARIOUS ASPECTS OF THE SYMMETRY PRESENCE
Several problems of various complexity are solved and
interpreted in this section in terms of point group theory. The
necessity of combining two modes from different irreps to
remove the erroneous duality gap is shown in Sec. V-A. When
geometry multiplicities appear, more than one solution exists
and modes can freely be combined as shown in Sec. V-B. The
study of how an imperfect mesh grid affects the symmetry
treatment is conducted in Sec. V-C. Since the mesh grid
is often made from rectangular or triangular elements, not
all objects are perfectly represented, e.g., a spherical shell
with triangular discretization elements [26]. The subsequent
example in Sec. V-D shows that the theory introduced in this
paper is generally valid for the arbitrary representation of the
unknown (source) quantities, cf., Fig. 1, by employing port-
mode representation [27] to minimize the total active reflection
coefficient [28], [15] of the metallic rim. The spectrum of
the spherical shell is evaluated analytically and compared
with the numerical solution in Sec. V-E. The last example in
Sec. V-F deals with an academic, yet highly relevant, technique
manipulating the eigenvalue traces of the isolated irrep.
A. Algebraic Multiplicity of Eigenvalues (Rectangular Plate)
The erroneous duality gap shown in Sec. III for a rectangular
plate, see Fig. 2b and the results in Fig. 3b, is eliminated here
by the proper combination of degenerate eigenvectors.
The optimization problem (13) is solved with (16) by
separately utilizing (20) for irreps B2 and A2, i.e., two traces
with a crossing at λ∗2 = 0.662 in Fig. 3b. At the crossing
point, the corresponding eigenvectors can be linearly combined
without a change of dual function value g∗ = λ1 (λ∗2). Taking
dominant modes from irreps as Ia ∈ B2, Ib ∈ A2, see Fig. 4,
we get
Iopt = Ia + αIb. (21)
The erroneous duality gap in Fig. 3b, top pane, is a manifesta-
tion of the constraint’s violation in (13). Therefore, constant α
is found to fulfill
IHoptCIopt = 0. (22)
Since modes Ia and Ib belong to different irreps, we have
IHaCIb = 0, and
α =
√
−I
H
aCIa
IHb CIb
ejϕ (23)
5I1 ∈ B2
IH1X0I1
IH1R0I1
= −38.71
Q (I1) = 44.57
(a)
I2 ∈ A2
IH2X0I2
IH2R0I2
= 202.7
Q (I2) = 206.4
(b)
Iopt = I1 + αI2
IHoptX0Iopt
IHoptR0Iopt
= 0
Q (Iopt) = 38.02
(c)
Fig. 4. Current densities associated with the first two modes of the eigenvalue
problem (16) evaluated for the rectangular shape depicted in Fig. 2b at
λ2 = λ∗2 , cf. Fig. 3b. The right subfigure shows the correct combination
to eliminate the erroneous duality gap depicted in the top pane of Fig. 3b.
Subfigure (a) shows a capacitive mode belonging to irrep B2 (the blue
line in Fig. 3b) with Q-factor Q (I1) = 44.57. Subfigure (b) shows an
inductive mode belonging to irrep A2 (the red line in Fig. 3b) with Q-
factor Q (I1) = 206.4. Finally, subfigure (c) shows the combination of
currents from subfigures (a) and (b) with the mixing coefficient α = 4.232.
The resulting current Iopt is self-resonant and Q (Iopt) = Q∗ = d∗.
with ϕ ∈ [0, 2pi) and the assumption that the square root is
real. Combining the degenerated modes with (21), (23), we
get the optimal current, see Fig. 4c, fulfilling all constraints
and d∗ = Q∗.
Notice that the mixing coefficient α has the same form as
in [29], where two dominant characteristic modes (capacitive
and inductive) were combined to get a minimum Q-factor.
B. Geometry Multiplicity of Eigenvalues (Square Plate)
This example attempts to highlight the difference between a
degeneracy across irreps (the previous section) and the higher
dimension of a single irrep, a situation where the symmetries
introduce additional degrees of freedom (this section).
Let us consider a setting depicted in Fig. 5 which shows
a square plate made of a perfectly conducting material, dis-
cretized with a symmetric mesh grid, and centered with respect
to the coordinate system. Antenna gain G in a direction rˆ and
polarization eˆ for a self-resonant current is to be maximized
as
minimize − IHU (eˆ, rˆ) I
subject to IH (R0 + Rρ) I = 1
IHX0I = 0,
(24)
where U is a radiation intensity matrix with low-rank repre-
sentation [30]
U (eˆ, rˆ) = FH (eˆ, rˆ) F (eˆ, rˆ) , (25)
where F (eˆ, rˆ) =
[
FT
ϑˆ
(rˆ) FTϕˆ (rˆ)
]T
and Rρ is a material
matrix defined in [30]. The optimization problem (24) is solved
x
y
z
F (eˆ, rˆ)
ϕ
ϑ
Fig. 5. Optimization setting and coordinate system used for the optimization
of maximal antenna gain with a self-resonant constraint. Symbol F (eˆ, rˆ)
denotes an electric far field in rˆ direction and of polarization eˆ.
according to the procedure from Sec. II-A by combining
constraints as proposed in [7]. The solution reads
G∗ = d∗ = −4pimax
ν
min
m
λ1,m, (26)
where
−UIm = λ1,m (R0 + Rρ − νX0) Im (27)
with ν = −λ2/λ1,m ∈ [νmin, νmax] being picked so that the
matrix on the right-hand side of (27) is positive definite [7].
A further acceleration of the formula (27) is possible, see [7]
for details.
The optimization problem (24) differs from (13) in two
respects. First, matrix U has rank 2, which means that only
two eigenvalues from (27) differ from zero. Second, matrix U
explicitly depends on the the observation coordinate, which
also must be taken into account when considering the sym-
metries of the problem. Notice that for a general observation
coordinate rˆ, the physical problem is not symmetric although
the antenna geometry is.
For the purpose of this example, let us assume that the
direction for radiation intensity maximization has been set
to rˆ = zˆ and that the electrical size is ka = 1/2. The
material parameters were set to be equivalent to copper at
frequency f = 1 GHz. No restrictions were imposed on
polarization eˆ meaning that the solution can equally be formed
by polarization pointing into ϑˆ and ϕˆ directions (or their
combination). With these settings and the mesh grid from
Fig. 5, the optimization problem complies with symmetries
of the C4v point group, see Table VI in Appendix A.
The solution to (27) is depicted in Fig. 6 with an immediate
observation of twice degenerated eigentraces. These traces
belong to irrep E (the only two-dimensional irrep of point
group C4v). Since there is no other eigentrace crossing these
two at ν∗ (all other eigenvalues are zero), there is no need to
combine modes to fulfill the third constraint as in Sec. V-A.
Instead, both solutions are valid on their own. They are
geometry multiplicities, because for rˆ = zˆ the two rank-
one matrices Fϑˆ and Fϕˆ forming operator U are linearly
dependent
Fϕˆ = FϑˆC4, (28)
60 0.5 1 1.5 2 2.5 3
·10−4
−0.063
−0.064
−0.065
−0.066
−0.067
−0.068
ν∗ = 4.729 · 10−5
ν
λ
1
λ1, Fϑ
λ1, Fϕ
Fig. 6. Solution to the dual problem (27) for a rectangular plate of electrical
size ka = 1/2 made of lossy material equivalent to copper at 1 GHz. The
observation direction is rˆ = zˆ. The inset shows the mesh grid utilized for the
optimization. The optimum value of Lagrange’s multiplier ν∗ = 4.729·10−5
is highlighted by the dashed black line. The two depicted eigentraces belong
to irrep E, see Table VI in Appendix A, and are twice degenerated for all
values of ν.
where C4 ∈ RN×N is the (unitary) rotation matrix by
angle ϕ = pi/2 around zˆ axis, CH4 C4 = 1, represented in
basis {ψn (r)}, therefore,
F =
[
Fϑˆ
FϑˆC4
]
(29)
yields twice degenerated eigenvalue λ1 in (27) since according
to (25)
FHF = FH
ϑˆ
Fϑˆ + C
H
4 F
H
ϑˆ
FϑˆC4. (30)
Adapting the knowledge gained in this section on an exam-
ple of minimal Q-factor optimization from the previous section
with a shape from, e.g., the C4v point group (a square plate), a
problem originates where two modes out of three degeneracies
have to be combined as (21) to fulfil the third constraint (22).
In such a case, these two modes have to be from different
irreps, specifically Ia ∈ IA, Ib ∈ IB , A 6= B so that
sign
{
IHaX0Ia
}
= −sign{IHb X0Ib} , (31)
otherwise the erroneous duality gap cannot be eliminated.
C. Imperfections of the Mesh Grid
The understanding gained in the previous sections will be
exploited here on an example of mesh grid imperfectness,
where the point group rules are obscured by fact that all
computations are made with finite numerical precision.
Two structures of different point groups are assumed, a
square plate (C4v) and a rectangular plate (C2v). The opti-
mization of the Q-factor introduced in Sec. IV and solved in
Sec. V-A is considered. The discretization grids are made of
square pixels, see the insets on the left of Fig. 7, or compressed
both horizontally and vertically, see the insets on the right of
Fig. 7. Assuming that the mesh grid lies in the x − y plane
with the bottom-left corner at the origin, the compression is
provided via transformation[
x
Lx
,
y
Ly
]
→
[(
x
Lx
)ξ
,
(
y
Ly
)ξ]
, (32)
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0
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0.10
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Q
(λ
∗ 2)
/d
−
1
0
0.1
0.2
0.3
0.4
Q
(λ
∗ 2)
/d
−
1
separation
into irreps
near crossing
avoidance
treated as
non-symmetric
Fig. 7. Study of an erroneous duality gap expressed in terms of Q
(
λ∗2
)
for an optimization of self-resonant Q-factor. Two symmetric objects are
considered, a square plate (C4v point group, top pane) and a rectangular plate
(C2v points group, bottom pane). The parameter ξ distorts the mesh grid both
in horizontal and in vertical directions, see the insets. The point group theory
with separation into irreps applies for the negligible distortions, see left parts
of the panes, highlighted by the gray background. For significant distortions,
the structures behave as non-symmetric and no duality gap appears, see the
right parts of the panes, highlighted by the green color. The most problematic
part is the transition between symmetric and non-symmetric cases, see the
intermediate parts of the panes, highlighted by the red color. The dashed
black lines corresponds to subfigures (b) and (c) in Fig. 8.
applied on every grid node, where Lx, Ly are side lengths of
the square or rectangle and ξ ∈ (1,∞).
The smooth distortion of the symmetric mesh grid enables
an evolution of an erroneous duality gap to be seen, depicted
as a normalized quantity in Fig. 7. For ξ = 1, the mesh grids
preserve the symmetry of the object and an erroneous duality
gap exists, see the left part of Fig. 7 highlighted by the gray
background color. The error given by the difference between
the primal and dual solution attains 34 % for the square plate
and about 17 % for the rectangular plate, respectively. For
a reasonable large value of ξ, say ξ > 1 + 10−2, the non-
symmetry of the grid is significant enough that no special
treatment is required (duality gap is zero), see the right
part of Fig. 7, highlighted by the green background color.
The most challenging cases lie between these two regions,
highlighted by the red background color in Fig. 7, and often
occur in practice due to rounding errors and other numerical
imperfections. This region deserves further attention because
the symmetry treatments from the previous sections have to
be properly adapted.
The dual solution to the example of the square plate
and Q-factor minimization, depicted in Fig. 7, top pane,
is repeated in Fig. 8. The close vicinity around λ∗2 point
is studied for ξ =
{
1, 1 + 10−5, 1 + 10−2
}
, i.e., for three
various representatives of different regions in Fig. 7. It is seen
that crossings of eigentraces for the symmetric case evolves
into the crossing avoidance scenario initially described in [9]
(English transcription) and recalled in [24]. A problematic case
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Fig. 8. Investigation of the close vicinity of the eigenvalue crossing/crossing
avoidances for three particular cases from Fig. 7, top pane (the square plate).
From left to right, they are evaluated for (a) ξ = 1 (symmetric mesh grid), (b)
ξ = 1 + 10−1 (slightly non-symmetrical mesh grid), and (c) ξ = 1 + 10−2
(non-symmetric mesh grid). Due to the enormous sensitivity of the numerical
precision, the high-order quadrature rule was applied to evaluate the matrix
operators.
appears in Fig. 8b where the values of λ1 for λ∗2 are very
close to each other, in this particular case they are the same
up to six significant digits, yet not separated into irreps. The
assumption IHaCIb = 0 secured by (20) is, therefore, not valid
anymore and one has to solve (22) via (21) using
|α|2 + 2Re
{
αIHaX0Ib
}
IHb X0Ib
+
IHaX0Ia
IHb X0Ib
= 0. (33)
Formula (33) is a generalization of (23) for slightly non-
symmetrical structures or for perturbed non-symmetrical mesh
grids of symmetric structures. The only difference is the
selection of suitable modes Ia and Ib to be combined. This
fact is discussed further on the algorithmic level in the next
section. Notice that the scenario shown in Fig. 8c contains
one eigentrace (the blue curve) which is significantly separated
from the others to represent the true solution to the problem
on its own.
D. Change of Basis (TARC of a Lossy Metallic Rim)
It is shown in this example that the presence of symmetries
strongly affects the physics even when the basis (14) is
changed, i.e., the operators are represented in another basis,
which is still compatible with the point group of the studied
object. A prominent example of this behaviour is a port modes
representation [27], which advantageously reduces the size of
the problem. Another advantage is that since the unknowns
are the terminal voltages, cf., Fig. 1b, the optimal solution is
directly realizable.
A metallic rim placed over parasitic ground plane is shown
in Fig. 9. The size of the ground plane is 150 mm× 75 mm,
the height of the rim is 2.5 mm and the height over the ground
x
y
z
P1
P2
P3
P4
Fig. 9. A metallic rim with parasitic ground plane with four discrete ports,
denoted P1, . . . , P4. Both the rim and the ground plane are made of copper.
The ports are placed at the distance `/5 from the ends of the longer side.
plane is 2.5 mm (the dimensions are adjusted to be equivalent
to a smart phone chassis). The material of the chassis is
copper. The discretization grid was generated to accommodate
the C2v point group. The total active reflection coefficient
(TARC), [28], as defined for port mode quantities in [15]
is to be optimized. The degrees of freedom are the terminal
voltages, the characteristic impedance of the transmission
line R0,i and the matching susceptances BL,i, see [15] for
the detailed optimization procedure.
The position of the ports is specified in Fig. 9, with the
polarization of the delta gaps pointing towards +yˆ direction.
Port admittance matrix y is of 4 × 4 size and complies with
the symmetries of the C2v point group. The port voltages and
admittances
(
R−10,i − jBL,i
)
enforcing simultaneously zero re-
flections on all ports are obtained as solutions to an eigenvalue
problem [15]
yvi =
(
R−10,i − jBL,i
)
vi (34)
and are depicted in Table I one by one as belonging to different
irreps. When properly normalized, they evoke the character
table for the C2v point group, see Table V in Appendix A.
If port P1 is taken as the initial port, port P3 is identified
as its rotation by pi, port P2 as reflection through xz plane,
and port P4 as reflection through yz plane. Knowing this, the
voltage solutions can be assigned to the irreps they represent.
The initial values of matching BL and loading R0 given
by (34) can further be optimized as described in [15]. TARC
values Γt for all excitation schemes are summarized in the last
column of Table I, concluding that the feeding scheme v3, i.e.,
with the voltage orientation along the loop formed by the rim,
gives the minimum TARC. This excitation scheme belongs to
the B1 irrep and dominates up to frequency f ≈ 750 MHz.
Around that frequency the best performing irrep switches to
another one.
One notable implication of the symmetries is that the
voltage schemes from Table V are identical in amplitude which
simplifies the feeding circuitry, see [31] for a detailed study.
The conclusions drawn in this section, i.e., that the effects
of the symmetries remain the same with a proper change
of basis, apply for many practical applications. For example,
the entire domain basis of characteristic modes [32] suffers
from the necessity of eigentrace tracking [24], [23]. On the
other hand, proper use of symmetries introduces additional
8TABLE I
SUMMARY OF TARC OPTIMIZATION FOR RECTANGULAR METALLIC RIM
WITH A PARASITIC GROUND PLANE FOR SYMMETRY PLACEMENT OF FOUR
PORTS.
P1 P2 P3 P4 irrep 1/BL R0 Γt
v1 +1 +1 +1 +1 A1 451.3 24800 0.3064
v2 +1 −1 +1 −1 A2 −313.8 156700 0.4212
v3 +1 +1 −1 −1 B1 28.64 98.52 0.2374
v4 +1 −1 −1 +1 B2 21.23 149.7 0.3302
degrees of freedom, e.g., for MIMO antenna design [33], [34].
Another notable example involves reduction with the Schur
complement [6].
E. Analytically Solvable Problem (A Spherical Shell)
The next optimization problem is solved analytically. A
minimal dissipation factor δ [14] is found with the optimal
current being self-resonant [5]. A spherical shell of radius a
and electrical size ka is considered. Explicitly, the optimiza-
tion problem reads [5], [16]
minimize Plost
subject to Prad = 1
Preact = 0,
(35)
where the value of lost power Plost, radiated power Prad, and
reactive power Preact = 2ω (Wm −We) is given by quadratic
forms as before. The optimal dissipation factor is evaluated as
δ = Plost/Prad [14].
Let us start with a proper representation of the opera-
tors, here, in an entire domain basis of regular spherical
waves up (kr) [35]
J (r) =
∑
p
αpup (kr) . (36)
The operators are given element-wise as
R0,pq = 〈up,R0(uq)〉 = Z0k
∫
Ω
∫
Ω′
Upq
sin (kR)
4piR
dV dV ′,
(37)
with
Upq = u
∗
p (kr) ·uq (kr′)−
1
k2
∇·u∗p (kr)∇′ ·uq (kr′) , (38)
R0 = [R0,pq], and similarly for X0 and Rρ, see [30],
where up (kr) is a regular spherical wave with the multi-index
p = 2
(
l2 + l − 1 + (−1)sm)+ τ, (39)
with all variables described, e.g., in [36], Z0 is impedance of a
vacuum, k is wavenumber, and R = |r− r′|. Importantly, the
choice of spherical waves for spherical object leads to diag-
onal matrices Rρ, R0, and X0. Consequently, the eigenvalue
problem (5) for the problem (35) reads
(Rρ − λ2X0)α = λ1R0α (40)
which can further be separated into individual equations for
each spherical wave
Rρp
R0p
− λ2X0p
R0p
= δp − λ2λp = λ1p, (41)
−3 −2 −1 0 1 2 3 4
·10−2
−0.2
0
0.2
0.4
λ∗2 = 0.9670 · 10−2
λ∗1 = 0.1361
δq = 0.4019
δr = 0.02643
λ2
λ
1
TM modes, q = {2, 4, 6}
TE modes, r = {1, 3, 5}
Fig. 10. Eigenvalue (Lagrange’s multipliers) λ1 from (41) as functions
of Lagrange’s multiplier λ2. The TM modes are presented by the red
eigentraces (since the characteristic number is negative, λq < 0, the curves
are increasing). The TE modes are represented by the blue eigentraces
(since λr > 0). Both curves are three times degenerated (in correspondence
with the geometrical multiplicity of dominant TM and TE modes).
where δp is the dissipation factor [37], and λp is a charac-
teristic number2, both being evaluated for dominant spherical
waves in [38]. Since the dissipation factors δp are positive
and characteristic numbers λp are indefinite, (41) generates
straight lines increasing (decreasing) with multiplicator λ2 for
capacitive, λp < 0 (inductive, λp > 0) modes, see Fig. 10.
To solve the dual problem (11), two modes, say the qth and
the rth spherical waves, have to be chosen so that their traces
intersect with the lowest value of λ1. This task is accomplished
by taking the dominant TM and TE modes, q ∈ {2, 4, 6} and
r ∈ {1, 3, 5}, respectively, with
λ∗2 =
δr − δq
λr − λq . (42)
Substituting (42) into (41) for p = q or p = r yields λ∗1 = δ
∗,
see Fig. 10. The solution (42), however, does not secure the
fulfilment of the self-resonant constraint. This constraint is met
by utilizing the linear combination of modes (six modes are
degenerated at λ2 = λ∗2)
J (r) =
∑
q
αquq (r) + α
∑
r
αrur (r) = Je + αJm, (43)
where [38]
α =
√
− 〈Je,X0(Je)〉〈Jm,X0(Jm)〉e
jϕ, (44)
cf., (23). Both dominant TM and TE spherical waves are three-
times geometrically degenerated. Therefore, the αq and αr
parameters are free to choose.
F. Manipulation With Isolated Eigentraces (Non-Foster
Matching Elements)
Recapitulate first that, when symmetries are present, the
eigentrace crossings appear and it might be required to
combine two (or more) eigenvectors. Dealing with higher-
dimensional point groups, more possibilities exist thanks to the
2Spherical harmonics are the characteristic modes of a spherical shell [26].
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Fig. 11. Solution to the eigenvalue problem (16) for a rectangular rim
of electrical size ka = 1, see the inset. (a) The solution to the original
problem (16). (b) The solution to the modified problem (47) with reactance
matrix X˜0 defined so as to manipulate B1 irrep only. The irreducible
representations of the modes are specified in the legend.
geometry degeneracies. The question of whether it is possible
to manipulate eigenvalue traces so that more than two traces
cross each other and form an additional degree of freedom
to constitute an optimal solution is answered in this example.
This question goes back to the very first example of Q-factor
optimization from Section III and Section V-A.
Let us consider a hypothetical scenario of a passive struc-
ture tuned by frequency independent reactances (causing no
increase in stored energy). The structure is a PEC rectangular
rim of dimensions ` × `/2, see the inset of Fig. 11b, and
of electrical size ka = 1. Without tuning reactances, the
solution to the minimal Q-factor is approached via (16), the
eigenvalues of which are shown in Fig. 11a. Let us select
the first mode of B1 irrep, depicted by the orange curve
in Fig. 11a, and let us find reactance tuning such that this
orange trace crosses the other two as depicted in Fig. 11b.
Notice that the traces λ1,1(λ2), λ1,2(λ2) were untouched. In
order to manipulate only with traces of irrep B1, the reactance
matrix of the rim is modified (by the inclusion of frequency
independent tuning reactances) as
X˜0 = X0 + ΓB1X̂LΓ
T
B1 , (45)
where
X̂L =
XL,1 · · · 0... . . . ...
0 · · · XL,N
 (46)
is a matrix of tuning coefficients. Notice that matrices ΓB1 of
the symmetry adapted basis belonging to irrep B1 were used in
the opposite direction than in relation (20). This composition
guarantees that, irrespective of the matrix X̂L, only properties
of X˜0 attached to irrep B1 will be modified.
The use of reactance matrix (45) in (16) instead of ma-
trix X0 generates the eigenvalue problem
1
2
(
W − λ2X˜0
)
Im = λ1,mRIm, (47)
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Fig. 12. Dependence of the dominant eigenvalues λ1,1, λ1,2, and λ1,3, from
irreps B2, A2, and B1, respectively, cf., Fig. 11, on the tuning parameterXL,i.
The matrix X̂L from (46) is full of zeros, except of the 16-th position, i = 16,
on the diagonal.
the results of which are shown in Fig. 12 for the optimal
Lagrange’s multiplier λ2 = λ∗2 ≈ 0.6577 and for a single non-
zero parameter XL,i = XL. Notice that particular index i of a
selected tuning parameter is free to choose and is a function
of basis functions ordering.
Orthogonal properties of symmetry adapted bases belonging
to different irreps (20) can further be employed to simplify
and speed up the evaluation of Fig. 12. It has already been
mentioned that (45) cannot change eigentraces belonging to
irreps different than B1. The blue and red traces in Fig. 12
are therefore independent of the tuning parameter and there
is no need to recalculate them (they attain the same value as
in Fig. 11). To that point, relation (47) is left multiplied by ΓTB1
and Im = ΓB1 Îm is substituted which leads to
1
2
(
ŴB1 − λ∗2X̂0,B1 − λ∗2X̂L
)
ÎB1 = λ1,mR̂0,B1 ÎB1 . (48)
Eigenvalue problem (48) generates only those eigensolutions
that belong to irrep B1 (orange eigentrace in Fig. 12).
It is seen in Fig. 11b that three eigentraces are crossing
each other at λ∗2. That means that at least two solutions
compliant with (21) are possible. These solutions are depicted
in Fig. 13 in terms of the resulting surface currents. Case
(a) is the classical solution known for C2v combining B2
and A2 irreps, cf., Fig. 4c. Case (b) in Fig. 13 is similar to
case (a) in shape, but the maximum current density appears
on the shorter side. This is possible thanks to added reactive
matching elements which effectively elongate the side. Seen
in this context, cases (a) and (b) are close to two geometrically
degenerated solutions, normally appearing on the square rim
(C4v point group). Finally, combining solely B irreps results
in case (c).
In order to reduce the Q-factor in the third irrep, an
existence of frequency independent reactance with no energy
accumulation was assumed, which is unphysical. A physically
more acceptable possibility would be to manipulate the first
two modes (from irrep A2,B2) so they become equal to the
third mode. This will rise the Q-factor value, but the gained
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Fig. 13. Three combinations (21) of modes generated by (47). Due to the
additionally introduced degeneracy in Fig. 11, not one, but three solutions are
possible. The two new solutions are depicted in subfigures (b) and (c).
benefit may be the equality of three eigenvalues (more degrees
of freedom). Another possibility is a selective manipulation
with a specific sub-set of characteristic modes. The same
attempt was already undertaken with geometry manipulations,
preserving the symmetries [39], with selective excitation [40],
or with reactive tuning [41]). With the technique introduced
above, one characteristic mode from each irrep can be modi-
fied so they all have the same eigenvalue at arbitrary ka. This
is possible with simple reactive matching and the procedure
above offers a simple recipe of how to do it.
VI. DISCUSSION
The determination of fundamental bounds in the presence
of symmetries raised several interesting points to be discussed
in this section.
A. Robust Algorithm To Eliminate Erroneous Duality Gaps
The procedure capable of dealing with all possible scenarios
related to the presence of symmetries is depicted in Fig. 14.
Its robustness was tested against various examples, involving
both crossing (mesh grid preserving the symmetries) and near
crossing avoidance (slightly unsymmetrical mesh grids), and
including shapes from all point groups depicted in Table II.
The workflow is as follows. It is assumed that the problems
belonging to class P1 are solved with a dedicated solver (the
steps 1 and 2 in Fig. 14). While the optimal multiplicator λ∗2
is found (step 3), identify multiplicity |M| of eigenvalue λ1
(step 4), consider that they may vary up to relative error 
thanks to numerical errors and mesh imperfections. According
to |M| decide whether the eigenmodes have to be combined
(step 5). Notice that the decision shall not be based on
constraint fulfilment as a true duality gap might exist. When
degeneracies do not appear, follow standard procedure (steps 6
and 7), i.e., determine the value of primal problem p∗ (or
verify that constraints are fulfilled) and check duality gap g∗
(step 8). When the necessity of mode combination is detected,
a special routine replacing step 6 is called for (steps 6A–
6D). First evaluate projections for a matrix generating one of
the constraints (step 6A, matrix CI). Identify block-diagonal
optim. problem P
from P1 class
find a solution
to (1) via (5)
set λ1,1 = min {λ1,m},
save λ∗2
find a set M = {m}:
λ1,m < (1 + )λ1,1
is |M| > 1?
set d∗ = λ1,1
and Iopt = I1
evaluate primal
p∗ = p (Iopt)
check duality gap
g∗ = d∗ − p∗
solution to the prob-
lem P from P1 class
get CI = I
H
mCIm,
m ∈ M
identify irreducible
representations I in CI
pick two modes, if possi-
ble as Ia ∈ IA, Ib ∈ IB ,
such that A 6= B
set Iopt = Ia + αIb,
find α via (33)
1
2
3
4
5
6
7
8
9
6A
6B
6C
6D
no
yes
Fig. 14. Flowchart of a general algorithm dealing with degenerated eigen-
values. It is valid for an arbitrary optimization problem of type P1 (only
quadratic constraints) and can deal with the imperfections of the mesh grid,
as described in Section V-C, cf. Fig. 7. In case of geometrical degeneracies
within one irrep, see Section V-B, one particular solution is found.
matrices within CI and assign them with different irreps
(step 6B). Pick one mode from two different irreps, if not
possible, pick two modes arbitrarily (step 6C) and find a value
of parameter α (step 6D).
B. Distinction Between P1-type and P2-type Problems
We have seen that the presence of symmetries has serious
consequences for the correct evaluation of problems from
class P1. Conversely, problems from class P2 remain un-
touched. The reason is the presence of a linear term in the
constraints which is typically a consequence of a prescribed or,
in other words, uncontrollable field quantity. A good example
is a prescription for complex power balance, heavily utilized
in [42],
IHZI = IHV, (49)
where V is a vector of excitation coefficients of the incident
electric field intensity. Analogous to (49) all the linear terms
with a current as the unknown couple the optimized quantity to
the (external) field. This type of constraint makes the bounds
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TABLE II
MAXIMUM NUMBER OF DEGENERATED EIGENVALUES DEPENDING ON THE
POINT GROUP OF AN OBJECT (NO ACCIDENTAL CROSSING ASSUMED).
SYMBOLS A AND B REPRESENT THE DIMENSIONS OF TWO IRREPS OF THE
HIGHEST DIMENSIONS WITHIN THE POINT GROUP. ONLY THE DOMINANT
MODES ARE CONSIDERED.
point group C1 Cs, C2v C4v, C3 O(2) O(3)
max degen. λ1 1 + 0 1 + 1 2 + 1 2 + 1 3 + 3
sharper since it connects the optimized quantities and their
excitation together.
C. Uniqueness of the Optimal Solution
The explicit solution to problems P1 and P2 enlighten the
uniqueness of the solutions. In order to simplify the discussion,
let us assume that matrices A and C in (1) and (6) have full
rank, all the matrices are fixed, and the optimized quantity is
properly representable in a basis (14), i.e., the basis is chosen
so that it respects the nature of the optimized problem.
The solution to problem P2 is unique. The solution to non-
symmetric problem P1 is non-unique only with respect to the
phase of the optimal current. For problem P1 with algebraic
multiplicities, as shown in Sec. V-A, there is only one value
of mixing coefficient |α|, and only the phase of the mixed
current may be chosen arbitrarily. Finally, when geometrical
multiplicities occur, as shown in Sec. V-B, the optimal current
further contains an arbitrary linear combination of geometri-
cally degenerated eigenmodes, see Table II.
The uniqueness of the optimal currents Iopt generating
fundamental bounds implies that these bounds are not feasible
except for the rare case in which the region used for the
optimization, Ω, is already an optimal solution to the shape
synthesis problem. Moreover, the excitation used has to be in
accordance with the optimal current found, i.e.,
V = ZIopt. (50)
If this is not the case, and once the initial shape Ω has to
be perturbed to meet the condition (50), see, e.g., [43], the
removals of the degrees of freedom immediately cause the
deterioration of the fundamental bounds, which consequently
indicates that the original bound was not feasible.
D. More Than Two Constraints
The existence of a duality gap is not a function of symme-
tries. Furthermore, the number of constraints and the number
of degeneracies are not related in any way. Irrespective of the
number of constraints, and considering that there is no duality
gap g∗, the “erroneous” duality gap introduced by the presence
of symmetries is always eliminated by the proper choice of just
one constant, α. This statement is explained as follows.
Let us consider a problem from class P1 with multiple
constraints leading to the formula for the stationary points I
in a form
AI− λ2CI− λ3DI + · · · = λ1BI. (51)
The dual problem is solved by determining the set of optimal
multipliers {λ∗1, λ∗2, λ∗3, . . . }, see step 3 in Fig. 14. When
degeneracies are detected (step 5 in Fig. 14), a combination
of modes from different irreps has to be used (steps 6A–
6D in Fig. 14), introducing an additional degree of free-
dom, parameter α. Notice that the values of the multipliers,
{λ∗1, λ∗2, λ∗3, . . . }, are not changed by combining degenerated
modal currents. Since we know from the beginning that the
problem has no duality gap, i.e., the solution to the primal
problem is equal to the solution of the dual problem, we know
that all the constraints
IH1 BI1 + |α|2IH2 BI2 = 0
IH1 CI1 + |α|2IH2 CI2 = 1
IH1 DI1 + |α|2IH2 DI2 = d
... =
...
(52)
can be fulfilled by properly setting just one parameter α. This
means that we can pick only one of the constraints (52) and
determine the proper value of the parameter α.
VII. CONCLUSION
It has been shown that one entire class of optimization
problems generating fundamental bounds in electromagnetism
is encumbered with potential issues induced by symmetries.
When no linear constraints are present, care must be taken
with the investigation of the primal solution. This applies to
structures with an imperfect discretization mesh grid as well,
where the elimination of an erroneous duality gap might be
even more problematic since the separation into irreducible
representations is not possible.
A heuristic, yet general and point group theory-based tech-
nique to remove the erroneous duality gap has been presented
and tested for various examples of varying complexity. The
formula was tested for all canonical bodies (rectangular and
square plates, a triangular shape, a spherical shell, etc.).
This work helps to understand the role of symmetries in
establishing source quantity-based bounds. The challenges
related to the presence of symmetries, when properly treated,
introduce additional degrees of freedom. All conclusions apply
not only to optimal, yet abstract and usually non-realizable,
currents but also to optimal port mode excitation and other
feasible representations of integro-differential operators.
APPENDIX A
CHARACTER TABLES FOR RECTANGULAR AND SQUARE
PLATES (C2v AND C4v)
This appendix lists character tables of point groups used
in the paper. Each table also contains symmetry operations
available for the group (those are grouped into conjugacy
classes and enumerated in the first row of the table) and the
corresponding irreps (enumerated in the first column of the
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TABLE III
CHARACTER TABLE FOR POINT GROUP C1 , A NON-SYMMETRIC OBJECT
BELONGING TO.
C1 E
A +1
TABLE IV
CHARACTER TABLE FOR POINT GROUP Cs , A NON-SYMMETRIC OBJECT
OVER GROUND PLANE BELONGING TO.
Cs E σh
A′ +1 +1
A′′ +1 −1
table). The table entries consist of group characters (numbers
of the table) and denote the traces of the matrix representations
for a corresponding class and irrep. The number of irreps cor-
responds to the number of classes [22], all rows and columns
of the character table are orthogonal. The symmetry operations
used in Tables III–VI are: E – the identical operation, σt – a
reflection (t is a placeholder for a specific type of reflection),
Cn(u) – a rotation by 2pi/n around u axis, σuv a reflection
through plane uv.
The character corresponding to identity operation E indi-
cates the dimension of the irrep and the geometric multiplicity
of the eigenvalues within that irrep. For example, current
solutions falling into the E irrep of C4v group are twice
degenerated, see Table VI. This applies to the solutions of
the problem (27) in Section V-B, see Fig. 6.
Non-symmetric objects belong to point group C1, see Ta-
ble III. Objects with one reflection plane, often classified as
having odd and even solutions, belong to point group Cs, see
Table IV. The remaining two groups mentioned here are C2v
(e.g., rectangular plate) in Table V and C4v (e.g., square plate)
in Table VI.
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