Generalized semi-infinite programs (GSIP) are a class of mathematical optimization problems that generalize semi-infinite programs, which have a finite number of decision variables and infinite constraints. Mitsos et al.
Introduction
This note discusses methods for the global solution of generalized semi-infinite programs (GSIP). Specifically, the method from [4] is considered, and it is shown with counterexamples that the lower bounds do not always converge.
Consider a GSIP in the general form
for subsets X, Y of finite dimensional real vector spaces, real-valued functions f , g, and h j , and some finite index set J. The last constraint (the infinite constraint) of (GSIP) can be written in a number of ways, highlighting different aspects of the problem: 0 ≤ g(x, y), ∀y ∈ Y : h j (x, y) ≤ 0, ∀j;
The popular approach taken in the literature is to look at the problem 1
We have relaxed the constraints; thus f L is a lower bound on f * . It turns out that it is generically true that f * = f L ; that is, for "most" problem data in a certain class, we can expect the equality to hold. More specifically, it is generically valid that the feasible set of (1) is the closure of the feasible set of (GSIP). See [3] .
Then we note that (1) may also be written as
which highlights that it is a "standard" SIP, with lower-level program (LLP)
The approach in [4] to obtain a lower bound is, effectively, to solve the SIP (1) with something akin to the constraint-generation/discretization method of [1] . The issue is that (SIP LLP) is not solved. Solution of the correct lower-level program is fairly critical to the proof that the lower bounds generated by the discretization method converge to f L .
The analysis in [4] relies on the following assumptions.
Assumption 1.
1. The host sets X and Y are compact, and f , g, andh are continuous on them.
2. It holds that f * = f L . 3. Problem (GSIP) is infeasible, or for a given ǫ > 0 there exists δ > 0 and x s ∈ X such that
Assumption 1.1 is a mild and standard assumption in global optimization. Assumption 1.2 holds generically, as mentioned above. Assumption 1.3 states that the problem is infeasible or else an ǫ-optimal GSIP-Slater point exists. This last assumption is not used in the analysis of the lower bounding method; nevertheless the counterexamples in this work will satisfy all of these assumptions.
Lower bounds
The lower bounding method from [4] can involve the solution of two different versions of lowerlevel programs, the original LLP of (GSIP) (see problem (LLP) below), and an auxiliary LLP. We analyze the lower bounding method in two situations, beginning with the situation that only the GSIP LLP is solved.
A sketch of the method and argument
The setting of the method is the following. The method is iterative and at iteration k, for a given finite subset Y L,k ⊂ Y , a lower bound of f L is obtained from the finite program
Let the minimizer be x k . We can assume that the lower bounding problem (2) is always feasible, otherwise we can conclude that (1) is infeasible (and the method would terminate in finite iterations). In [4] , the original GSIP LLP is solved. We obtain
For the present analysis, assume thath(x k , y k ) < 0; if this holds the lower bounding method does not require the solution of the auxiliary LLP (see the following section). Furthermore, we may assume that g(x k , y k ) < 0 (and, in particular, that (LLP) is feasible, or else we have found x k feasible in (1) , and in this case since x k is the global minimizer of the relaxation (2), it is also a global minimizer of (1)). Then we set Y L,k+1 = Y L,k ∪ y k and we iterate. The claim is that the sequence of iterates x k k∈N have an accumulation point x * which is feasible, and as a consequence, that f L,k increases to f L . We will try (but ultimately fail) to prove this using the approach from [1] to better understand how a counterexample may be constructed.
Since the sequence (x k , y k ) k is a subset of X × Y which is compact, a subsequence must converge to some point (x * , y * ) (abuse notation and denote this subsequence (x k , y k ) k ). First note the construction of Y L,k and x k implies that we have
which follows from the feasibility of x ℓ in (2) and that Y L,ℓ ⊃ y k : k < ℓ . This is equivalent to max g(x ℓ , y k ),h(x ℓ , y k ) ≥ 0, for all ℓ > k. Taking the limit over ℓ and then k, we get max g(x * , y * ),h(x * , y * ) ≥ 0.
Note that since max g(x k , y k ),h(x k , y k ) < 0 for all k, we can conclude in addition that max g(x * , y * ),h(x * , y * ) = 0, which implies that at least one of g(x * , y * ) orh(x * , y * ) is zero. This leads to two cases that will be analyzed shortly.
The next claim is that x * must be feasible in (1) 
We can now analyze two cases. First case: If g(x * , y * ) = 0 (andh(x * , y * ) ≤ 0), we immediately have a contradiction. Second case: We must have g(x * , y * ) < 0, and thush(x * , y * ) = 0. The issue is that we have not constructed y k as a global minimizer ofh(x k , ·), to arrive at a similar contradiction.
Counterexample
Consider
The behavior to note is this: We are trying to maximize x; For fixed x, the LLP feasible set consists of y ≤ 2x; For x < − 1 /2, the LLP is infeasible; For all (x, y) in the domain [−1, 1] 2 , the LLP objective g(x, y) = (x − y) 2 − 10 is strictly less than zero; The minimizer of the LLP at x k ≥ 0 is y k = x k ; The set of feasible x is [−1, − 1 /2). See Figure 1 . Clearly, then, the infimum is not attained at a feasible x, but the closure of the feasible set is indeed described by the SIP relaxation
We can ignore the always-false clause 0 ≤ (x − y) 2 − 10. Further, it is easy to see that the feasible set is {x ∈ [−1, 1] : x ≤ ( 1 /2)y, ∀y ∈ [−1, 1]} = [−1, − 1 /2] as hoped. The infimum, consequently, is
Beginning with Y L,1 = ∅, the minimizer of the lower bounding problem is x 1 = 1. Solving the LLP, we get y 1 = 1 which we note satisfies the lower-level inequality strictly. That is, g(x 1 , y 1 ) < 0 andh(x 1 , y 1 ) = −2x 1 + y 1 = −1 < 0 as required by the lower bounding method in [4] .
The next iteration, with Y L,2 = {1}, adds the constraint −2x + 1 ≥ 0 to the lower bounding problem; the feasible set is [−1, 1 /2] so the minimizer is x 2 = 1 /2. The minimizer of the LLP is y 2 = 1 /2; again, it is in the interior of the feasible set and the optimal objective value is negative.
The third iteration, with Y L,2 = {1, 1 /2}, adds the constraint −2x + 1 /2 ≥ 0 to the lower bounding problem; the feasible set is [−1, 1 /4] so the minimizer is x 3 = 1 /4. The minimizer of the LLP is y 3 = 1 /4; again, it is in the interior of the feasible set and the optimal objective value is negative.
In general, we see that the iterates satisfy x k = y k = 1 2 k−1 . Consequently, they converge to 0. In particular, the corresponding lower bounds −x k k converge to zero, which we note is strictly less than the infimum of 1 /2.
Where it goes wrong
The claim in [4] (which the counterexample shows is false) is that g(x * , y * ) ≥ 0 always holds. The argument is that sinceh(x k , y k ) < 0 for all k, then there exists K so thath(x ℓ , y k ) < 0 for all ℓ ≥ k ≥ K. The conclusion is that for the disjunction in (2) to be true, the clause g(x ℓ , y k ) ≥ 0 must hold for all sufficiently large ℓ, k such that ℓ > k. Taking the limit over ℓ and then k, we get g(x * , y * ) ≥ 0.
However, the counterexample above demonstrates thath(x k , y k ) = −2x k + y k = − 1 2 k−1 < 0 for all k, and yet for sufficiently large ℓ (in fact, for ℓ > k + 1) we havē
The claim that there exists K so thath(x ℓ , y k ) < 0 for all ℓ > k > K is false. Consequently, we cannot conclude that g(x * , y * ) ≥ 0 always holds.
Analysis with auxiliary LLP
The method in [4] introduces the "auxiliary LLP" which is attempting to get closer to (SIP LLP):
with α ∈ (0, 1). That is, we minimize the constraints subject to being approximately optimal (recall that y k is the global minimizer of (LLP)). The method as stated does not require that it is always solved (and the counterexample takes advantage of this). Unfortunately, even if the auxiliary LLP is always solved, we do not get correct behaviour of the method. We analyze the same method as before but instead populate Y L,k with the minimizers of the auxiliary LLP:
The analysis of the claim that f L,k increases to f L proceeds similarly to before; we can assume g(x k , y k ) < 0 (or else we have found a feasible and thus global optimal point of (1)), and thus g(x k , y k ) < 0. We can also assume that (LLP) is feasible, and soh(x k , y k ) ≤h(x k , y k ) ≤ 0. Then, as before, we can conclude that there is a (sub)sequence of iterates (x k , y k ) k converging to (x * , y * ) with max g(x * , y * ),h(x * , y * ) ≥ 0 and again, since g(x k , y k ) < 0 andh(x k , y k ) ≤ 0 this implies max g(x * , y * ),h(x * , y * ) = 0 and so at least one of g(x * , y * ) orh(x * , y * ) is zero. Again, if x * is not feasible in (1), then there exists y † ∈ Y with g(x * , y † ) < 0 andh(x * , y † ) < 0. If g(x * , y * ) is zero, then we may be able to derive a contradiction. However, in the other case that g(x * , y * ) < 0, andh(x * , y * ) = 0, we cannot. This is because it is possible that
for all sufficiently large k. This means that y † is not feasible in the auxiliary LLP, and so this allows the possibility thath (x k , y † ) ≤h(x k , y k )
withh(x k , y † ) →h(x * , y † ) < 0 andh(x k , y k ) →h(x * , y * ) = 0. This is demonstrated with the following counterexample.
Counterexample 2
We have a similar setting as before. Consider We can ignore the always-false clause 0 ≤ −y − 10. Further, it is easy to see that the feasible set is
Beginning with Y L,1 = ∅, the minimizer of the lower bounding problem is x 1 = 1. The minimizer of the LLP is y 1 = 1 with objective value −11. If we choose α = 0.95, then the feasible set of the auxiliary LLP is {y ∈ [−1, 1] : −y − 10 ≤ −10.45} or y ∈ [0.45, 1]. The minimizer of the auxiliary LLP is y 1 = 0.45; the optimal objective value is min −2x 1 + y 1 , −x 1 = min {−2 + 0.45, −1} = −1.55.
In the next iteration, with Y L,2 = {0.45}, the lower bounding problem has feasible set
and so yields x 2 = 0. The minimizer of the LLP is again y 2 = 1 with objective value −11. The feasible set of the auxiliary LLP is again y ∈ [0.45, 1]. The objective function of the auxiliary LLP is min −2x 2 + y, −x 2 = 0 for all feasible y, and so all feasible y are optimal. However, in the third iteration, no matter what the value of y 2 is, the lower bounding solution is again x 3 = 0. This is because the feasible set is The sequence x k k trivially converges to 0, and the lower bounds also converge to 0, which is strictly less than the infimum of 1 /2.
Remarks
The lower bounds for Example (CEx 2) may converge with a different value of α, or a non-empty initialization of Y L,1 , but neither of these guarantee the general behaviour of the lower bounding method claimed in [4] . It seems that a convergent lower bounding method relies on the solution of (SIP LLP) and populating Y L,k with its minimizers. This characterizes recent approaches like in [2] .
