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Abstract. In a strongly typed system supporting user-defined data abstractions, the designer of a 
data abstraction ought to be careful in choosing the operations for the abstraction. If the operation 
set chosen is not expressive enough, it might be impossible or inconvenient o implement certain 
useful functions on the values of the data abstraction. In this paper, two properties of the operation 
set of a data abstraction, expressive completeness and expressive richness, are defined to formally 
characterize the expressive power of the operation set. 
For an expressively complete data abstraction, the operation set is powerful enough to implement 
in principle all computable properties of the values, whereas for an expressively rich data 
abstraction, the operation set can be used to implement the properties in a ‘simple and natural’ 
fashion. It is shown that if the equality predicate on the values of a data abstraction can be 
implemented in terms of its operations, then the data abstraction is expressively complete. 
For expressive richness, we identify a finite set of functions that represent certain basic kinds 
of manipulations of the values, and require them to be implemented in terms of the operation 
set as ‘straight line’ programs. The relation between these formal properties and the intuitive 
notions are considered. We argue that it is important to consider both expressive completeness 
and expressive richness while designing the operation set of a data abstraction. Practical applica- 
tions of the properties of expressiveness introduced are also discussed. 
1. Introduction 
An important feature of a data abstraction is the constraint that the values of the 
abstraction can be constructed and observed only by the applications of its 
operations. By decoupling the use of a data abstraction from its implementation, 
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this feature supports the modu!ar development of software [7,14,24]. It also aids 
program verification by helping to decompose proofs into smaii and independent 
units [7,5]. However, the same feature can restrict the use of a data abstraction if 
the operation set of the abstraction is not designed carefully. This is especially so 
in a programming environment, like the one provided by language systems such as 
CLU [ 14j,ORl2 [2], MODULA [23]. In such systems the programmer is encouraged 
to build on the abstractions provided by other programmers. If the operation set 
of an abstraction is not expressive enough to implement all computable functions 
of the values of the abstraction, it might be impossible or inconvenient to build 
useful functions on the values. 
Consider the following design of an abstraction of finite sets of natural numbers 
set[ N]: 
(1) set[ N] is null, insert, remove, has, empty, max, equal 
The operation null returns the empty set; insert returns the set obtained by inserting 
a given number into a given set; remove returns the set which is obtained by removing 
a given number from a given set; has tests the membership of a given number in a 
given set; empty tests if a given set is empty; max returns the largest number in a 
given set; equal tests if its two given sets are identical. A precise definition of set[ N], 
where N is the natural numbers abstraction, is given in Appendix A. After some 
thought one might suspect that the above set of operations is adequate to implement 
all computable properties of set[ N] values. 
Now, consider the following two alternative designs of set[ N] which are obtained 
by dropping some of the operations from the above design. The operations common 
among the three designs have the same meaning. Note that all three designs have 
the same value set, which is the set generated by null and insert, since all the values 
are distinguishable by the operations in each of the cases: 
(2) set[N] is null, insert, has 
(3) set [ N] is null, insert, equal 
In the second design the operation set is not expressive enough to define all 
computable properties of the values of set[N]. For instance, it is impossible to 
implement the remove operation in terms of the given operations. (Note that 
termination becomes a problem for any algorithm that attempts to construct the 
required set by using the has operation to include all the elements except the one 
that is being removed.) The third design can be shown to be logically as powerful 
as the first one, but in this case, the implementations of even simple functions not 
provided as primitives, such as remove, turn out to be so inconvenient and unnatural 
that the design is uninteresting from a practical point of view. 
How can one characterize this notion of the expressiveness of the operation set 
of a data abstraction? How does one determine if the operations of a data abstraction 
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form a fully expressive set or not? How does one determine if the operations of a 
data abstraction form a fully expressive set or not? Can one distinguish between 
the expressiveness of the operation sets of different designs of the same data 
abstraction, such as designs (1) and (3)? Morris [ 191 was the first one to pose some 
of these questions. He proposed that “a new data type should be transferable in 
the sense that the primitives (i.e., the operations) are adequate to translate between 
the new type and any other existing type, such as integers”. He introduced write 
and read transfer functions from the new type to integers. The difficulty of 
implementing the primitive operations of the new type in terms of the existing type 
using the transfer functions gives an indication of how expressive the operations of 
the new type are. His characterization is very informal, and it does not distinguish 
between situations such as design (1) and design (3) in the above example. 
In this paper, we formally characterize what it means to say the operation set of 
a data abstraction is fully expressive. We define two properties of a data abstraction 
related to the expressiveness of its operation set- expressive completeness and 
expressive richness. Expressive completeness requires that all computable properties 
on the values of a data abstraction can be expressed. Expressive richness requires 
in addition that all computable properties can be expressed ‘simply and naturally’. 
For example, a Turing machine is expressively complete, but not expressively rich 
for the set of all computable functions. The second property is stronger than the 
first. We will be able to distinguish among the three designs of set[N] mentioned 
earlier using the above two properties. We will see that the second design is not 
even expressively complete, while designs (1) and (3) are. However, design (1) is 
expressively rich, but design (3) is not. 
The notions of completeness tudied in this paper are properties of data abstrac- 
tions, and are independent of the techniques used to specify data abstractions. They 
should not be confused with the completeness property [6,11,3] of an algebraic 
specification of a data abstraction. Algebraic specifications are used in the paper 
only as a means to convey to the reader the meanings of the data types used as 
examples in the paper. 
The purpose of introducing the notion of a design is to compare the expressiveness 
of different subsets of the operation set of a data abstraction. A design of a data 
abstraction is defined so that the values in a design are the same as those of the 
data abstraction, but its operation set is a subset of that of the data abstraction. The 
properties of expressiveness discussed in the paper are, strictly speaking, the proper- 
ties of a particular design of a data abstraction. However, at several places in the 
paper, the reader may find the properties being associated with a data abstraction. 
When we do this, we actually mean the expressiveness of the design whose operation 
set is identical with that of the data abstraction. 
The main contributions of the paper are: 
(1) Establishing a formal relationship between compufabiZi?y on data types (which 
are finitely presented algebras) and impZement&Zity in terms of the operations of 
the data types. 
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(2) Developing the idea of distinguished functions as a tool for evaluating the 
expressiveness of the operation set of a data type. 
The practical benefits of the work (which are described in more detail in Section 
5) are the following. It provides a formal means of evaluating different designs of 
a data type. It provides guidelines for designing the operations of a data type: In 
particular, the concept of distinguished functions helps one to choose appropriate 
operations for a data type whether the criterion for the choice is to be able to 
perform all meaningful manipulations on the data, or to inhibit certain kinds of 
access to the data. The idea of distinguished functions also facilitates synthesis of 
implementations of abstract data types from their specifications [22]. 
Lynch and Blum [16] have studied computability issues similar to ours with the 
objective of analyzing the relative complexity of algebras. The motivation for our 
study is different from theirs. Bergstra and Tucker [l] have also studied related 
issues in order to define computable and semi-computable data types, and have 
linked them to the algebraic specification methods of data types. We compare their 
characterization of computability with ours in Section 3.3. Orejas [20] has used 
properties discussed in this paper to relate them to the notion of finite specifiability 
of data types as well as to the results of Bergstra and Tucker. 
1.1. An overview 
There are two issues related to the expressiveness of the operation set of a data 
abstraction: 
(1) What class of functions can be implemented in terms of the operation set? 
(2) What subset of this class can be implemented ‘efficiently’? 
It is possible to define a scale of expressiveness ranking different operation sets 
depending on the class of functions that can be expressed, and the subset in the 
class that can be expressed within a specified ‘complexity measure’. In this paper, 
we have analyzed only two notions of expressiveness. 
The operation set of an expressively complete data abstraction should allow us 
to define all computable properties without taking into account the complexity or 
convenience involved in defining these properties. An expressively rich data abstrac- 
tion should be expressively complete with an operation set rich enough to extract 
all the information from a value ‘conveniently’. The motivation for introducing 
expressive richness arises because of the existence of several expressively complete 
data abstractions whose operation sets are not versatile enough to be of any practical 
use. We identify a subset of computable functions, called distinguished functions, 
associated with every abstraction. The distinguished functions permit one to extract 
from any given value, all information required to reconstruct the value. 
An expressively rich data abstraction is defined as one in which every distinguished 
function can be implemented in terms of the operation set using only mechanisms 
such as composition and conditional execution. In other words, a distinguished 
function should be implementable as a ‘straight line’ program expressed in terms 
of the operation set. 
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1.2. Organization of the papet 
In the next section, we discuss a few preliminary concepts and state the assump- 
tions made in the paper about the behavior of a data abstraction. We precisely 
define the value set of a data abstraction, and describe what we mean by different 
designs of a data abstraction. 
In the third section, we formalize the notion of expressive completeness. We 
specify what it means for ‘a function to be implementable’ by describing a simple 
applicative programming language. The remaining step in the process of formaliz- 
ation, therefore, is to define computability and computable functions over the value 
set of a data abstraction. We do this by defining computability on an abstract domain 
in terms of computability on strings. 
The main result of this section is Theorem 3.7, which states that if the operation 
set of a data abstraction D consists of computable operations only, and the equal 
predicate on 0, which computes the identity relation on the value set of 0, can be 
implemented in terms of the operation set, then D is expressively complete. The 
theorem enables us to define a minimal set of operations that makes an abstraction 
expressively complete. 
In the fourth section we formalize the notion of expressive richness by defining 
distinguished functions. There are two kinds of information that the distinguished 
functions have to extract from a value to be able to reconstruct the value. Firstly, 
they need to extract a set of values of other types which are used in the construction 
of the value. Secondly, they need to extract information about the constructors and 
the order in which they should be used in creating the value. We define two kinds 
of distinguished functions-the d-functions and the p-functions-to extract the above 
two pieces of information, respectively. We show that a data abstraction that is 
expressively rich has the desired logical power by proving that it is also expressively 
complete. 
The last section discusses a few practical applications where having a data 
abstraction expressively rich, or at least expressively complete, is beneficial. 
2. Assumptions and preliminary concepts 
2.1. Assumptions 
Informally speaking, we view a data abstraction (abstract data type, data type, 
type) D as consisting of a set of values, and a finite set of operations to create and 
manipulate those values. In this paper, we consider only immutable [ 141 data types, 
i.e., data types that do not have any operations which modify the values they receive 
as arguments (e.g., rplaca, rplacd on S-expressions [18]). We denote the operation 
set of D by R. Normally, the definition of D involves other data types; these data 
types appear as the domains and/or target of the operations of D. We call these 
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types the de$ning types of D, and denote their collection by A. We refer to D itself 
as the dejined type. 
We assume that every operation in 0 yields exactly one value. The operations 
that yield values of type D are called consrructors; the remaining operations are 
called observers. Constructors which do not take any arguments of the defined type 
are called basic constructors; the remaining constructors are called non-basic construc- 
tors. We have not considered data types with iterators [14]. 
We assume that every operation of D is total and does not signal any exception 
[ 151. This assumption is made only for convenience, since the properties proposed 
in the paper can be extended to handle exceptions once a suitable model for 
characterizing the exceptional behavior of a data type is adopted. In the examples 
discussed in the paper, we have arbitrarily decided on some normal behavior for 
an operation on certain inputs on which the operation would otherwise have signailed 
an exception. 
2.2. DeJinition of a data abstraction 
Heterogeneous algebras are a natural way to model a data type [25,3,6]. A 
heterogeneous algebra for a data type D consists of 
(i) a domain corresponding to D and a domain corresponding to every defining 
type in A, and 
(ii) a function corresponding to every operation in 0. 
The set of values of a data type is assumed to be nonempty, and every value is 
assumed to be constructed by a finite sequence of constructors. 
We take a behavioral view of defining the semantics of a data type, first advocated 
by Guttag [6], and later developed by Kapur [ll]. According to this view, every 
value of D is created by finitely many applications of the constructors of D, and 
the values are distinguishable only by means of the operations of D. A data type 
is defined as a set of behaviorally equivalent heterogeneous algebras.’ Every algebra, 
in the set is called a model of the data type. Two algebras are, informally speaking, 
behaviorally equivalent if they have the same observable behavior as expressed by 
their observers. The domain corresponding to D in a model defines a value set of 
D. In the context of a model, by a value of D we mean an element of the value 
set. Given below is an informal description of the definitional method. For technical 
details, the reader is referred to [ll]. 
The observable behavior of a model is characterized in terms of the distinguishabiE 
ity relation on values. The distinguishability relation is defined inductively in terms 
of the distinguishability of the values of the defining types. (The basis of this 
induction is the data type booZ that does not have any defining types; the only two 
’ This view is a further abstraction on the view of ADJ [3] and Zilles [25] which merely abstracts 
from the representations of the values in an algebra. A data type in their view is defined as a class of 
isomorphic heterogeneous algebras. The behavioral view is closer to the view taken in programming 
languages upporting data types. 
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values, true and false, of boo2 are assumed to be distinguishable.) Two values of a 
model are distinguishable if and only if there is a sequence of operations of D with 
an observer as the outermost operation, that produces distinguishable results when 
applied separately on the values. If two values are not distinguishable, they are 
observably equivalent, Observable equivalence is an equivalence relation, and hence 
can be used to define a quotient set (a set of equivalence classes) on every domain 
of a model; furthermore, the observable equivalence relations are preserved by the 
functions in the model. Two models are behaviorally equivalent if the quotient 
models induced by the observable equivalence relations are isomorphic to each other. 
2.3. A standard value set 
In this paper, when we discuss an arbitrary data type D, we use a standard model 
for it whose value set is constructed in terms of sequences of constructors of D. 
The standard model is reduced in the sense that the observable equivalence relation 
on its vaiue set is the identity relation. The advantage in using this value set is that 
its method of construction is generally applicable and is also well suited to the 
formalization of computability on data types. The construction of this value set is 
explained below. 
Every sequence (composition) of constructors of D creates a value of D, and 
hence can be used to denote that value. We call a sequence of constructors a word; 
several different words may create observably equivalent values. Let W, denote the 
set of all finite words of D (we drop the index whenever it is evident from the 
context). W is constructed inductively by assuming that the word set is given for 
each of the defining types; a data type with no defining types serves as the basis. 
Let = stand for the observable relation on W. We use the quotient set W/z as the 
standard value set (also denoted as V). Hereafter, when we refer to the value set 
of D, we mean its standard value set. 
By a function of D, we mean a function on the word set W that preserves the 
equivalence relation =. So a function f on W that preserves = can be viewed as a 
function f’ on V (i.e., W/ =) such thatf’( [ w]) = If(w)], where [w] is the equivalence 
class containing w. ([w] is a value of D.) The same view can be extended to functions 
with several arguments. For example, the equivalence relation = : W x W+ boo1 
can be viewed as the equality predicate on v which tests whether two values are 
identical. Henceforth, we denote the equality predicate on D by equal, or =. 
2.4. Diflerent designs of a data type 
Given a data type D, a design of D is a data type whose operation set D’ is a 
subset of 0 with the following properties: 
(1) The constructors in 0’ can generate all the values of D. 
(2) The operations in R’ can distinguish all the values of D. 
For a given D, its different designs are presented by giving their operation sets. For 
example, for set[ N] with D = {null, insert, remove, has, empty, max, equal}, the 
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following are some of the possible designs: 
0 is itself a design, 
0, = {null, insert, has}, 
On2 = {null, insert, equal}. 
However, On3 = {null, insert, max} is not a design because it cannot distinguish all 
the values of W/s. For instance, two different sets with identical maximal elements 
are not distinguishable by the operations in &. 
The idea behind the definition of the design of a data type is to capture the 
evolutionary nature of the designing process of the data type. When a designer is 
designing a data type, he normally starts out by visualizing a value set for it and a 
set of constructors to generate the values; then he starts designing other operations. 
The data type is completely designed when all its operations are identified. Since 
operations are the only means of creating and observing the values, the designer at 
the least needs to provide enough operations to distinguish among the values. Later, 
with increasing experience, the designer enriches the operations set by adding more 
operations. All along his initial conception of the value set remains unchanged. We 
study the expressiveness of various operation sets by comparing the expressiveness 
property of different designs of a data type. 
As pointed out earlier, the properties of expressiveness are properties of a 
particular design of a data type. At several places in the paper, when we are not 
comparing the expressiveness of different subsets of the operation set of a data type, 
we simply associate the property with the data type and make references, such as 
‘an expressively complete data type’, etc. When we do this we actually mean the 
expressiveness of the design whose operation set includes all the operations of the 
data type. 
3. Expressive completeness 
In this section, we discuss the expressive completeness property of the operation 
set of a data type. In the first subsection, we formally define expressive completeness 
in terms of computability over the value set of a data type. In the second subsection, 
we characterize computability over an abstract domain by reducing it to computabil- 
ity over a finitely presented algebra. The third subsection proves a useful result 
about expressive completeness. The last subsection illustrates the definitions and 
results by discussing several examples. 
3.1. Definition of expressive completeness 
An expressively complete data type D should permit all computable functions 
of D to be implementable in terms of its operations. We choose to express 
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implementability in terms of a simple applicative language consisting of the mechan- 
isms of composition (sequencing), conditional expressions (conditional execution), 
recursion, and auxiliary functions (subroutines) for implementing functions of a 
data type. A function is implementable in terms of a set of functions F if it can be 
implemented using the mechanisms of functional composition, conditional 
expression, and recursion in terms of functions in F and a set of auxiliary functions 
each of which is also implementable in terms of F. 
Definition 3.1. Given a base set of functions F, the collection Imp(F) of functions 
implementable in terms of F is defined as follows: 
(1) Basic rule: Every function in F is implementable. 
(2) Recursion rule: Let if b then e, else e, be a ternary function such that b is a 
boolean expression and e, and e2 are expressions of the same type. A function h 
defined as h(x, , . . . , xn) A e is said to be implementable if e is an expression 
constructed from variables x1, . . . , x, using if-then-else, possibly h itself and other 
functions implementable in terms of E 
(3) Closure rule: these are the only functions implementable in terms of F. 
It is important to notice a subtle difference in the method of definition for functions 
used by us and the one widely used in the literature on computability. In the latter, 
functions are defined using a scheme that assumes a pattern matching mechanism 
to reveal the top level structure of the argument value. For example, the addition 
function, denoted by +, on N is defined as 
x-top, (*) 
x+S(y)=%(x+y) (**) 
In a programming language system (such as CLU [14]) that supports data types, 
any information about a value of a data type must be obtained through its operations. 
Every operation we use has to be either an explicit part of the operation set of 0, 
or be implementable in terms of the operation set. In our approach, for example, 
+ would be implemented in a programming-language-like manner as 
+(x,y)p ifv=O then x else S(+(x,p(y))), 
P(X) A ifx = 0 then 0 else p’(x, 0), 
p’(x, 2) p ifx = S(z) then z else p’(x, S( 2)). 
Notice that the above implementation of + is given in terms of 0, S, =, p and 
p’; p and p’ are defined as auxiliary functions in terms of 0, S, and =. However, it 
seems that the definition (*, **) of + above did not need = and p. In fact, these 
functions are implicit in the pattern matching mechanism used by the definition 
(*, **). 
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Let Camp(D) denote the class of all computable functions on the value set of 
D. (Computability on a data type is formalized in the next section.) Then we have 
Definition 3.2. A data type D is expressively complete if Comp( D) = Imp(J2). 
For example, it is known that Camp(N) = Zmp({O, S, =}) [13,18]. Thus 
Corollary 3.3. The data type N whose operation set R = (0, S, =} is expressively 
complete. 
Using the definition of computability over S-expression (of nils) [ 181, we also get 
the following: 
Corollary 3.4. The data type S-expression whose operation set l2 = {nil, car, cdr, cons, 
null} is expressively complete. 
We were able to obtain the results in the corollaries readily because computability 
o;‘er N and S-expression has been formally characterized in the literature. 
3.2. Computability over abstract domains 
If the value set V is finite, the notion of computability is trivial since every function 
on D can be specified as a finite table, and is thus computable. Below, we shall 
concentrate on a D whose V is infinite. 
We define computability on D in terms of computability on the word set (see 
Section 2.3) W of D. That is, a function f on D is defined to be computable if f, 
when viewed as a congruent function on W, is computable on W. Computability 
on W can be defined in several ways. We define it in terms of implementability 
(Definition 3.1) with respect to a set 0 w of basic functions on W This approach 
is a generalization of the method used by McCarthy [ 181 for characterizing computa- 
bility on S-expressions. l2w consists of operations to systematically construct, decom- 
pose, and distinguish among the words in W. For example, for S-expression 0, 
consists of nil, cons, car, cdr, and null. For Integer, 0, consists of the following 
operations: f,_,,, , fs,,, and fpred construct the words of Integer (which are formed 
out of the constructor symbols Zero, Succ, and Red); d,,,,, and dpred decompose 
words beginning with the successor and predecessor operation symbols; S?, P?, 
and Z? check the leading function symbol in a word. Appendix B gives a formal 
delinition of the functions that we include in & for an arbitrary data type D. The 
functions in 0, are obtained in a systematic way from the operations in a. These 
functions are similar to the ones defined for S-expression except that they are tailored 
to the manipulation of arbitrary words. 
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Definition 3.5. A function f: W+ W is computable if f is implementable in terms 
of 0,. 
Definition 3.6. A function f of D is computable if f on W is computable and f 
preserves the observable equivalence relation = of D. 
Another way of characterizing computability on W is to reduce it to computability 
on natural numbers. This approach (suggested in [21]) was used in [lo]. In this 
method one defines an effective scheme (v) for encoding every word in W as a 
natural number. A function f on W is computable if the image (under v) off on 
natural numbers is computable. Note that computability on natural numbers may 
itself be characterized as implementability in terms of 0, S, and =. The two 
characterizations are equivalent because the following results can be shown for any 
given effective encoding 7: 
(1) The natural number image of every function in 0, is implementable in terms 
of the operations 0, S, and = of natural numbers. 
(2) Conversely, the inverse image Ow, Sw, and = ,+, (i.e., the functions on W 
whose images on natural numbers are the functions 0, S, and =, respectively) of 
the primitive functions on natural numbers are implementable in terms of .Rw. 
3.3. Bergstra and Tucker’s computable data type 
Bergstra and Tucker [l] have defined a computable data type based on an 
independent but equivalent characterization of computable algebras by Rabin and 
Malcev [ 11. According to them, D is a computable data type if its value set, operations 
and the equality relation are recursive (i.e., decidable). If the equality relation is 
recursively enumerable (i.e., semi-decidable), or co-recursively enumerable (i.e., 
co-semidecidable), then D is semicomputuble or co-semicomputable, r spectively. 
We, on the other hand, have characterized computability by defining a computable 
function on the values of D. We deal with data types whose operations are total 
computable functions because the ones with noncomputable functions are not of 
any practical interest. Such a data type is co-semicomputable in Bergstra and Tucker’s 
sense because of the following reasons. Firstly, having all the operations computable 
makes the value set recursively enumerable. Secondly, the equality relation on D 
is in general co-recursively enumerable (i.e., its negation is recursively enumerable) 
because it is always possible to check whether two values are unequal. (Note that 
we defined the equality predicate as the negation of distinguishability relation in 
Section 2.2.) 
If the equality predicate on D is also total computable (i.e., decidable), then it 
can be shown that the value set is recursive. In such a case D will be a computable 
data type (in Bergstra and Tucker’s sense). Majster [17] has also discussed a similar 
characterization of a computable data type. 
The reason for using our approach is that the definition of expressive completeness 
44 D. Kapur, M Srivas 
requires a characterization of a computable function on an abstract domain. A data 
type being computable (semicomputable, or co-semicomputable) does not reflect 
anything about its expressiveness. 
3.4. Expressive completeness and equality 
Following Bergstra and Tucker, we call data types for which the equality predicate 
is decidable computable data types. As the following theorem shows, it turns out 
that for computable data types the expressive completeness of an operation set is 
related to the implementability of the equality predicate in terms of the operation set. 
Theorem 3.7. For a computable data type D, assuming that every de$ning type of D 
is expressively complete, D is expressively complete i# the equal predicate on D is 
implementable in terms of its operation set 0. 
The proof of the above theorem follows immediately from the following theorem, 
which states that if equal is an operation of D, then D is expressively complete. 
This is so because if equal E Imp(O), then Imp(O) = Zmp(LI u {equal}) = Camp(D). 
Theorem 3.8. For a computable data type D, assuming that every deJining type of D 
is expressively complete, D is expressively complete if the operation set of D includes 
the equal predicate on D. 
Proof. (i) Zmp(L?) c Camp(D). That is, every function implementable in terms of 
0 is a computable function. This is assured by the following facts: 
(1) Every operation in 0 is computable. 
(2) Every mechanism allowed in implementing a new function, namely, composi- 
tion: conditional expression, and recursion, preserves computability. 
(ii) Comp( D) c Imp(O). That is, every computable function on D is implement- 
able in terms of 0. 
Suppose f E Comp( D). Then, by the definition of computability on D there exists 
a function g on W implementable in terms of a,.,, such thatf = (g/E). Let g A Def(g) 
be an implementation of g in terms of 0,. 
We show that f is implementable in D as follows. We first show (part (ii) (a)) 
how every function on the word set of D can be suitably interpreted as a function 
on the value set of D. Let O’w denote the set of functions which are the interpretations 
of all the word operations in 0 ,.,,. Then, we replace every function in Def(g) by its 
corresponding interpretation to obtain an implementation g’ = Def (g’) for a new 
function g’ on D. Note that g’ is obviously implementable in terms of al,. Thus, 
if we can show that g’ is equivalent to the function f (part (ii) (b)), and that every 
function in fllw is also implementable in terms of 0 (part (ii) (c)), then we have 
proved that f E Imp(O). 
(ii) (a) Defining a value-domain interpretation for the operations in Ow. Note that 
the value set of D is W/E. Thus, every operation p in Rw that is congruent with 
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respect to = has a natural interpretation p’ on D defined as: p’( [ w]) = [p(w)]. But, 
if p is not congruent, then the above definition will not yield a well-defined function. 
Since not every function in J& is congruent, we need some other way of providing 
interpretations for word operations that works (i.e., yields well-defined functions) 
in general. 
This can be done by defining a canonical word set W’ based on an effective 
enumeration (q) of the words in W as follows. Let W’ = { W’E WI w’ is the earliest 
word enumerated by v among all the words equivalent (under -) to w’}.* Note 
that there is an onto function 0 : W + W’ such that O(w) = w’ iff W= w’ A n( w’) s 
v(w). 0 can be used to provide a value-domain interpretation p’ for every operation 
p in 0, as follows: (Vw’E W’) p’( w’) = O(p(w’)). Th’ IS method of assigning interpre- 
tations preserves the natural interpretation for congruent word operations. 
Note that ( W’, a’,) forms a canonical algebra which is a homomorphic image 
(under 0) of W. This algebra is isomorphic to the value set of D since every value 
has a unique word representation in W’. Hence we are justified in treating the 
interpretation of a function in Rw as a function on D. 
(ii) (b) Proving thatfand g’ are equivalent. The function f is defined as g/s, and 
g’ is a function on the canonical word set W’. Hence, what we really need to show 
is the following lemma. 
Lemma 3.9. (VW E W’) O(g( w)) = g’(w). 
Proof. g and g’ are two recursively defined functions defined by Def(g) and Def(g’), 
respectively.3 We prove the equivalence of the two recursively defined functions 
using Morris’s truncation induction rule [4]. We augment Wand w by the undefined 
element, denoted by A, and order the augmented domain such that A < w, where 
w is any non-A value, and the non-A values are non-comparable. The functions in 
Ow and fink are assumed to be defined on the augmented omain. (We let @(A) = A.) 
Let gi stand for the ith truncation function of g. We can show the lemma by 
proving that 
(i) @(g&9) = gXw), 
(ii) if (Vi<j) @(g,(W)) =gi(w), then O(gj(W))=gJ(W) where go(w) =A(w), 
g;(w) = A(W) and for i>O, g,(W) = Dej(gi_,)(w) and g:(w) = Def(g!-J(w). 
The proof of (i) is trivial. (ii) can be proved by induction on the structure of the 
definition DeJ where Def being one of the operations from 0, serves as a basis. 
In a basis case the lemma is trivially true by the deiinition of the value domain 
interpretation of a function on words. The inductive step involves two cases, both 
of which can be shown routinely: 
* Note that W includes an error element undefined since some of the word operations need not be 
defined on all words. All word operations are assumed to be strict with respect o the undejned element. 
Also, we assume for simplicity that unde$ned is the canonical representation (under 7) for all words 
that are equivalent o undefined. 
3 In order to simplify the proof, we have not considered the case when g is defined mutually recursively 
using a system of recursive definitions. For this case also, the proof can be worked out along similar lines. 
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(a) when Def is a composition, and 
(b) when Def is a conditional expression. q 
(ii) (c) To show that every function in 0 lw is implementable in D. This claim can 
be proved constructively by giving implementations for the interpretation of every 
operation (on words) in J2 W in terms of the equal operation of D in conjunction 
with a minimal set of constructors of D. Note that the latter is the least we can 
assume about 0. The implementation is based on the choice of an effective enumer- 
ation scheme for the values of D. The values of D are effectively enumerable because 
all the operations of D are computable. It turns out that the enumerating function 
can be implemented by just using the constructors and the equality operation of D. 
Once we have the enumerating function, implementing the functions in O’w is a 
matter of routine book-keeping, although the actual implementation is quite tedious. 
An interested reader may refer to [lo]. Cl 
Theorem 3.8 can be used to show the following: 
Corollary 3.10. A minimal set of operations that makes a data type D expressively 
complete is 0 = 0,~ {equal}, where 0, is a minimal set of constructors uficient to 
generate the value set of D. 
3.5. Examples 
In the following examples we investigate the expressive completeness of different 
designs of scack[N] and set[N] data types. (See Appendix A for formal 
specifications of these data types.) The operation set of each of them includes only 
computable operations. This can be inferred by intuition, as well as shown formally 
using the method discussed above. In each of the following cases, we just need to 
see if it is possible to implement the equal predicate for the type or not. The following 
designs are expressively complete: 
(1) stack[ N] is null, push, pop, top, empty 
equal( vl, v2) p if empty( vl) then empty( v2) 
elseif empty( v2) then false 
else (top( vl) = top( v2) & equal(pop( vl), pop( ~2))) 
(2) set[N] is null, insert, remove, has, empty 
equal(v1, v2)4 check_in_order(vl, v2,O) 
check_in_order(vl, v2, i) 4 if empty(v1) then empty(v2) 
else if empty(v2) then false 
elseif (has( vl, i) = has( v2, i)) 
then check_in_order(remove(vl, i), 
remove( v2, i), i+ 1) 
else false 
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The following designs are not expressively complete because equal is not implement- 
able in terms of their operations as informally discussed below: 
(3) set[N] is null, insert, remove, has 
(4) set[N] is null, insert, has, empty 
In the first case, it is possible to apply a modified version of the above algorithm 
to get an answer when two sets are unequal, but when the sets are equal, the modified 
algorithm cannot terminate because of the absence of the operation empty. In the 
second case, equal cannot be implemented because of the absence of the operation 
remove, as there is no way to decompose a set. 
4. Expressive richness 
In this section we introduce the notion of expressive richness. The motivation for 
this stems from the existence of several ~~nr.-c;~~~r~~ mm-r-*- A-+a :y~es ;;hose “‘r’W”u.. W’J r”~l y “~r UU% 
operation sets are not rich enough to be of any practical use. For such types, 
implementation of even simp!e and use%! f-unctions that are not provided as 
operations of the types can turn out to be extremely tedious and unnatural. For 
instance, consider the following design of set[ N]: 
set[ N] is null, insert, remove, has, empty 
This design has been widely used in the literature. It is an expressively complete 
design, as was shown in Section 3.5 above, since the equal predicate is implementable 
in terms of the operations. Note that the implementation of equal required enumer- 
ation of N upto the minimum of the maximal elements of the two sets. The following 
is an implementation of the function size that computes the size of a set: 
size(v) P count( v, 0,O) 
count( v, i, cnt) A if empty( v) then cnt 
else if has( v, i) 
then count(remove(v, i), if 1, cnt+ 1) 
else count( v, ii 1, cnt) 
The above implementation also needs an enumeration of N. The auxiliary function 
count in the implementation does this job; every time it finds a number that belongs 
to the set it removes the number from the set, and increments the count (accumulated 
in the variable cnt) by 1. 
The enumeration in the above example would be more complicated if the elements 
of the set were of an arbitrary type that does not have a natural ordering defined 
on it. In that case we would need to encode the values of the element ype to perform 
the enumeration. 
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The enumeration was necessary in the above impiementation because the data 
type set[ N] does not provide any operation to pick an element of a set conveniently. 
In general, this problem arises when the operation set is not rich enough to extract 
all relevant information from a value conveniently. W7e would like an expressively 
rich data type to avoid the need for such enumeration while extracting all relevant 
information from a value so that in an implementation of a function, any unnecessary 
complexity not arising from the function behavior can be avoided. 
To characterize this notion of richness of the operation set, we first introduce the 
concept of distinguished functions. Distinguished functions perform a set of basic 
manipulations for examiliing and extracting information from a value. The distin- 
guished functions of D can be used to obtain a history (which is a word in W) of 
the manner in which the value is constructed. A data type is defined to be expressively 
rich if the distinguished functions can be implemented as ‘straight line’ programs 
in terms of the operations of the data type. (A formal definition of expressive 
richness appears in Section 4.2.) 
An alternate approach is to characterize expressive richness in terms of a single 
function, say rep, that combines the attributes of all the distinguished functions. rep 
maps a value of L) to a word that constructs the value. Expressive richness can then 
be defined by imposing constraints on the implementability of rep in terms of the 
operations of D. Such an approach is useful in checking if a data type is expressively 
rich. The approach taken in the paper is advantageous from the point of view of 
designing a data type. It suggests a method of designing the operation set of data 
type so as to ensure expressive richness. 
4.1. Distinguished functions 
The distinguished functions for every data type D are defined corresponding to a 
minimal subset 68, of constructors of D that can generate the whole value set of D. 
A family of distinguished functions defines a set of manipulations sufficient to 
extract all relevant information from a given value, necessary to reconstruct the 
value back from scratch. 
In general, there can be more than one minimal subset of constructors, i.e., O,, 
for D. So D can have more than one family of distinguished functions, with every 
family being associated with a particular 0,. Furthermore, D can have more than 
one family of distinguished functions corresponding to the same R,, We will illustrate 
this point by means of an example later. 
There are two kinds of information that one needs to know to construct a value. 
Firstly, we need to have a set of values of the defining types which is used in the 
construction of the value. Secondly, we need to know the constructors, and the 
order in which they should be used in creating the value. Based on which of the 
above two kinds of information they extract, the distinguished functions are classified 
into two kinds-the djiunctions and the p-functions. 
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4.1.1. T&e d-functions 
The d-functions permit us to extract from an arbitrary value of D, a set of values 
of the defining types necessary to reconstruct the value using the constructors in 
0,. The d-functions are such that every such value of the defining type can be 
extracted by means of a finite composition of the d-functions. 
4.1.1.2. Definition. Let ai be an n-ary (n>O) operation of D in J& such that 
Ui:DlX..-XD,-,D.D,,..., D, are either D or the defining types of D. Associated 
with Ui there are n d-functions, d: , . . . , d ‘, such that for every 1s k < n, d f : D + Dk 
and df satisfies the following property: 
(Pl) For every value of D, there exists a family of finite compositions of d f’s, 
denoted by 2 = {S ,, . . . , S,}, where every S is of the form S = 
d?. . . . l d$, such that 
(1) S(o) = Uj is a value of one of the defining types of D, and 
(2) it is possible to construct u from {a,, . . . , a,,,,} using the constructors 
of a,. 
If Vi is 0-ary, then it does not have any associated d-functions. 
4.1.1.2. Explanation. To keep the exposition simple, we first explain the definition 
of d-functions for the simple case of a data type where every constructor in its 0, 
takes at most one argument of a defined type. (We discuss the general case in a 
subsequent section.) 
In the simple case, every value of the defined type can be constructed using a 
sequence of constructors from 0,; we call such a sequence a constructing sequence 
for the value. The first constructor in every constructing sequence is a basic construc- 
tor, and the rest of them are all non-basic constructors. Every constructor in the 
sequence uses a set of values of the defining types as arguments to it. For instance, 
consider the following design of stuck[N]: 
stuck[ N] is null, push, pop, top, empty 
For stuck[ N], 0, = {null, push}. A stack value with n elements has the (unique) 
constructing sequence that has the form (push)” l null. ((push)” denotes a sequence 
of ‘n-push’ operations.) 
The d-functions associated with a constructor oi can be viewed as functions acting 
as ‘inverses’ for oi; they can he considered as functions that ‘undo’ the effects of a 
particular instance of the constructor oi in a constructing sequence for the given 
value. The d-functions for every constructor are designed by fixing the instance of 
the constructor (in the constructing sequence) one wishes to undo by a single 
application of the d-functions. The design should be such that all instances of the 
constructor in the creation history of the value are undone after a finitely many 
applications of the d-functions on the value. 
For sruck[ N], there are no d-functions associated with null, since null is a zero-ary 
constructor. The operation push has two associated d-functions-d&h and d&+ 
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By selecting the d-functions to undo the effects of the latest instance of push in the 
constructing sequence, we require the two d-functions to satisfy the following 
properties: 
d;,,&urh(v, e)) = 0, &h(prM4 e)) = e. 
Note that pop and top satisfy these properties, and hence can be used as the 
d-functions. 
To see how the d-functions can be used to extract all the values of the defining 
types, we classify the d-functions into decomposers and extractors: A decomposer 
yields a value of the defined type, and an extractor yields a value of a defining type. 
In the case of stack[ IV], dLush is the decomposer and d&, is the extractor for push. 
To extract the values of the defining types, we apply a reverse process on a value 
using the decomposers and extractors. We first find a sequence of decomposers to 
‘decompose’ the given value to a basic value (i.e., a value constructed by a basic 
constructor in 0,); we call such a sequence a decomposing sequence for the value. 
A decomposing sequence can be easily derived from a constructing sequence for 
the value: It is the reverse of the sequence of decomposers that is obtained by 
substituting every constructor in the constructing sequence by its corresponding 
decomposer. Every initial subsegment of the decomposing sequence (when applied 
on the value under question) yields a value of the defined type that might have 
been generated at some point during the construction of the value under question. 
The values of the defining types are obtained by applying appropriate extractors to 
each of these values. For instance, for stack[ N], there is only one way of decompos- 
ing a stack value using pop; the decomposing sequence for a stack of depth n is 
pop”. The following set of sequences of d-functions extracts all the numbers used 
in the construction of the stack: 
{top, top l pop,. . . , top l pOpn-‘}. 
The set of d-functions associated with a particular 0, need not be unique. For 
instance, for stack[ N], a function remove_jirst hat removes the deepest element of 
a stack, and a function get_$rst that fetches the deepest element of a stack could 
just as well have acted as d-functions for push. Notice that these d-functions undo 
the effect of the earliest instance of push in the constructing sequence. 
4.1.1.3. The jile example. We further elucidate the definition of d-functions by 
designing a set of d-functions for a reasonably sophisticated file[ t] example. The 
exposition below also suggests a methodology for designing d-functions as well as 
expressively rich data types. A formal specification of $file[ t] appears in Appendix 
A; an informal description of it is given below: 
jile[t] is null, insert, rewind, skip, delete, read, pos, empty, eof, length 
A file value can be considered to be a sequence of records with an imaginary pointer, 
where every record is of type t. The pointer could be pointing to one of the records 
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in the file, or to an imaginary position, called end_oLjZe, beyond the last record 
in the file; the pointer in an empty file is always at the end_c$-file. skip moves the 
pointer forward by a specified number of records. rewind resets the pointer to the 
first record. insert inserts a record into the file immediately before the record to 
which the pointer is pointing (it leaves the pointer pointing to the same record); if 
the pointer is at the end_of-$Ze, the record is inserted at the end. delete deletes the 
record (if any) pointed to by the pointer. read fetches the record pointed to by the 
pointer. pas returns the current position of the imaginary pointer. empty and eof 
are predicates which have the behavior naturally implied by their name. Zength 
returns the number of records in the file. 
For jZe[ t], R, = {null, insert, rewind, skip}. In this case, it is not very obvious what 
the d-functions can be. The difficulty arises because the constructors in J2, can, in 
general, be used in several different ways to create a file value. (In contrast, for 
stack[ N], there is exactly one constructing sequence for every value.) In such cases 
it is useful to select a canonical constructing sequence for the values, and then 
design d-functions to undo the effects of specific instances of the constructors inside 
the canonical sequence. Every non-empty file value with n records can always be 
constructed by a constructing sequence of the form skip l rewind l insert” l null. 
The integer argument to skip is the position of the pointer in the file. Based on this 
canonical sequence, we propose the following design for the d-functions: 
(i) The d-functions corresponding to skip are chosen to undo the effects of the 
single instance of skip in the canonical sequence. So the d-functions have to satisfy 
the following properties: 
d &,(skip( rewind (u), n)) = rewind(u), 
d &,( skip( rewind (v), n)) = n. 
It is easy to see that the operations rewind and pos satisfy the above properties; 
hence they can serve as the d-functions. 
(ii) Assuming that the effects of skip are already undone, the d-function of rewind 
can expect to receive only values ‘that have a constructing sequence of the form 
rewind l insert”, i.e., the file is rewound. The operation rewind is many-to-one; it 
resets the pointer no matter where the pointer was (even if the file is already reset) 
prior to its application. d&wind should be designed such that it acts as an inverse of 
rewind. We choose to design it as an identity function since that leads to a natural 
set of distinguished functions. So we have the following trivial definition for d Jewind: 
d :_owind( rewind (u)) = rewind(v). 
(iii) Assuming that the effects of skip and rewind are already undone as explained 
above, the d-functions of insert can expect only values that have a constructing 
sequence of the form rewind l insert”. We choose the d-functions to undo the effects 
of the (rightmost) instance of insert which inserted the leftmost record in the file, 
in the above constructing sequence. Informally, we want d-functions for insert to 
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behave as follows: 
d:“,,,,( rewind( insert”-‘(insert( null, rI), . . . r”))) 
= rewind(insert”-‘(r&I, r2), . . . m), 
d&,,( rewind( insert”-‘( insert( null, r,), . . . m))) = rl. 
The above properties can be expressed algebraically as follows: 
d ;“,,,,( rewind (insert( rewind (u), r))) = rewind(v), 
d&J rewind (insert( rewind (u), r))) = r. 
The operations delete and read satisfy the above properties, so they can serve as 
the two d-functions, respectively. 
The decomposers we have chosen for the $Ze[t] type are such that there are, in 
general, several decomposing sequences for a file value. For instance, since diewind 
is an identity function, it can be applied an arbitrary number of times at any point 
in the decomposition. However, the canonical form we have chosen suggests an 
obvious decomposing sequence. This is to undo the effects of the constructors in 
the order in which they appear in the canonical form; this strategy will decompose 
a file starting from the leftmost record. Since d icwind is deliberately chosen to be an 
identity function it need not be used in the decomposition process at all. A possible 
set of sequences of d-functions that extracts all the records from a non-empty file 
of length n is 
The design of the d-functions above was guided by the particular canonical form 
of a file value we chose. If we had chosen a different canonical form for a file for 
a different application it would have perhaps led to a different set of d-functions. 
Note that the definition of d-functions does not require that they have to be designed 
with respect to any canonical form of a value; however, the methodology based on 
a canonical form simplifies the design process for d-functions, as illustrated above. 
4.2.1.4. Discussion. In the general case of a data type, where the constructors can 
take more than one argument of the defined type, a value might have to be constructed 
starting from arbitrarily many basic values. A binary tree is an example of such a 
situation. Then we need a set of decomposing sequences to decompose a value; 
every decomposing sequence in the set will be generating one of the several basic 
values needed to construct the given value. We have to use each of these decomposing 
sequences in a manner explained before to get all the sequences of d-functions that 
extract the values of the defining types. 
In the above definition of d-functions, we associate n d-functions for every n-ary 
constructor in a,; however, this association is not essential. The only requirement 
needed is that the set of d-functions satisfy the property (Pl). The advantage of 
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having this association is that it encourages the methodology for designing d- 
functions that was discussed in the preceding sections. We believe that the 
methodology is simple and elegant. 
41.2. The p-functions 
The property (Pl) in Section 4.1.1.1 that defines the d-functions guarantees the 
existence of a set of sequences of d-functions that extracts all the values of the 
defining types from a given value. Given the information about the structure (i.e., 
a constructing sequence) of a value, we saw how the values of the defining types 
can be extracted from it. But, for the d-functions to be useful in implementing other 
functions on the defined type, we should be able to extract the values of the defining 
types without any a priori knowledge about the structure of the value of the defined 
type. For this, we need a device that can help us extract the structural information 
of a value. We introduce a set of functions, called p-functions, as a part of the set 
of distinguished functions for this purpose. 
The p-functions are predicates. They are defined so as to guide us in the decomposi- 
tion process; they help us pick the appropriate d-functions in an appropriate order 
to decompose any given value to a basic value. For this, the p-functions have to 
satisfy the following two properties: 
(1) They should help us terminate the decomposition process. That is, they should 
help us determine whether we have decomposed the given value to a basic value. 
(2) At every step in the decomposition process, they should help us pick a 
decomposer which makes us move ‘closer’ to a basic value. Note that in the absence 
of this information, the decomposition process is not guaranteed to terminate. 
The first requirement can be handled easily by having predicates to test if a value 
is a basic value. So we have: 
(P2) Associated with every basic constructor ai in O,, there exists a p-function, 
pi, such that pi(U) iff n is the value constructed by Oi. 
To formalize the second requirement, we need to define a relation on the value 
set of the data type that reflects how ‘close’ a particular value is to a basic value. 
We call this relation is_closer_than. For ease of exposition, we first define the relation 
for the simple case where every constructor in 0, of the data type takes at most 
one argument of the defined type. We extend the definition to the general case later. 
For the simple case, we need only a single decomposing sequence to decompose 
a value to a basic value. We define the distance of a value to be the least number 
of decomposers necessary to decompose a value to a basic value, i.e., the length of 
a shortest decomposing sequence for the value. Then, v is_closer_?han v’ iff the 
distance of v is less than the distance of v’. We define a set of p-functions that helps 
to pick the appropriate decomposer. 
(P3) Associated with every nonbasic constructor Uj, there exists a p-function, 
pi, such that pj(v) iff d;(v) is-closer-than v, where d; is the decomposer 
corresponding to U. 
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Assuming that stuck[ N] and jZe[ t] have d-functions as chosen earlier, we define 
p-functions for them below. For stack[ IV], the p-function associated with null should 
test if a value is the one created by null, i.e., if a stack is empty. The decomposer 
associated with push, i.e., pop, reduces the distance of a stack value if it is non-empty; 
so ppush has to determine if a stack is non-empty. We have the following implementa- 
tions: 
Forfifile[ I], there are several decomposing sequences based on the d-functions we 
have proposed in Section 4.1.1.2. Let us design a set of p-functions that guides us 
through a decomposing sequence of the form (din,,,, )” l d&m According to this 
strategy, we want dikip to be applied right at the beginning but only when the file 
is not rewound, i.e., when the position of the pointer is greater than one. Secondly, 
we do not intend to apply diewind at all; so preh$nd can always be false. Lastly, our 
intention is to decompose the file starting from the leftmost record; so da,,, should 
be applied if the file is non-empty and the file is rewound. 
For the general case where a constructor can have more than one argument of 
type 0, we need a set of decomposing sequences to decompose a value, since a 
value could be constructed from a set of zero or more basic values. Every value 
may have several such sets of decomposing sequences. So, we have to change the 
definition of the distance of a value. The length of one of the longest decomposing 
sequences inside a set of decomposing sequences for a value is called the relative 
distance for the value, since it is relative to a set of decomposing sequences. We 
then define the distance to be the minimum of all relative distances for the value 
thus considering all sets of decomposing sequences. (Note that the definition of 
distance in the general case reduces to the definition given before in the simple case; 
the relative distance in the simple case is the length of a single decomposing 
sequence.) The rest of the definitions for p-functions remain as before. So, if pi(V) 
is true, then the set of decomposers associated with oj could be applied to u 
successfully. 
4.2. Dejinition of expressive richness 
Based on the notions of d-functions and p-functions, we capture the informal 
notion of richness of the operation set of d by means of the following definition 
for expressive richness. 
Definition 4.1. The operation set of a data type D is expressively rich if every function 
in a set of distinguished functions with respect to a minimal subset of constructors, 
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a,, can be implemented in terms of the operations in 0 using only the mechanisms 
of composition and conditional expressions. 
The above definition satisfies both the goals that motivated the extension of the 
notion of expressive completeness. The theorem to follow shows that the definition 
maintains the logical power of a type as before. The richness aspect is taken care 
of by requiring the distinguished functions, which characterize all desirable basic 
manipulations that one might want to perform on values, to be implementable 
efficiently as ‘straight line’ programs (acyclic graphs, to be exact). In this way, we 
avoid any unnecessary complexity that might be introduced into an implementation 
of a function because of tht operation set. The requirement that the distinguished 
functions be implementable in terms of the operation set without the use of recursion 
avoids the use of enumeration in the implementation of the distinguished functions. 
Theorem 4.2. If a data type D is expressively rich, then D is also expressively complete, 
provided 
(1) D is a computable data type, and 
(2) every defining data type of D is expressively complete. 
Proof. We show that the equal predicate for D can be defined in terms of the 
distinguished functions of D and the equal predicates on the defining types of D. 
Then the desired result follows from Theorem 3.7. 
Let us suppose the following: 
(I) %={@l,..-,%), 
(2) ul, . . . , ok are the basic constructors (i.e., constructors that do not take 
arguments of type D), 
(3) n(i) is the arity of ai, 
(4) uk+l,---, aN are the non-basic constructors. 
For convenience, in the following implementation, we use = to denote the equal 
predicate on all types. The first k main clauses constitute the basis condition of the 
implementation. The remaining clauses form the step since they involve recursive 
invocations of equal on D. 
equaZ( v1, us) A 
ifpI thenp,(v2) & d:(vl)=d:(v2) & --- & d~“‘(vl)=d~“‘(v2) 
else ifp,(vl)thenp,(v2) & d:(vl)=d:(v2) & -a- & d$2’(vl)=d$2)(v2) 
elseifpk(v1) thenpk(v2)&d~(vl)=d~(v2)&~~~&d~‘k’(vl)=d~’k’(v2) 
else ifpk+l(vl) then pk+,(v2) 6% d:+,(vl) = d:+,(v2) 
& --a & d :::‘“‘( vl) = d :!:+“(v2) 
. 
else pN(v2) & d’,(vl) = d’,(v2) & --- & d”,lN’(vl) = dsN)(v2). 0 
56 D. Kapur, M. Srivas 
4.3. Examples 
In this subsection we investigate the expressive richness of the designs of the data 
types we have discussed so far. The method we use is to design a set of distinguished 
functions for the type, and then se? if the functions are implementable in terms of 
the operations of the type without the use of recursion. 
(1) stack[N] is null, push, pop, top, empty 
(2) jile[ t] is null, insert, rewind, skip, delete, read, pos, empty, eoJ length 
(3) set[N] is null, insert, remove, has, empty 
The design of stack[ N] is expressively complete because pop and top can serve as 
the d-functions, and 8 can serve as the p-function. The design of jile[t] is also 
expressively rich. An implementation of a set of distinguished functions for it is 
given above. The design of set[N] is not expressively rich as it is, because it is not 
possible to implement without using recursion, a function to extract some element 
from a set. However, if we include max or min as an additional operation of set[ N], 
then the modified design is expressively rich: 
&,,,(s) p r=(s), 
d L,,,.,( s) p remove( s, max( s)), 
where max returns the maximum element in the set. 
p&s) p empty(s), 
PinserttS) p not(emPty(s)). 
Another possible set of distinguished functions is 
dfn,,,,(s) p min(s), where min returns the least element of the set, 
d&,(s)” remove(s,min(s)). 
pnu!r and pinsell are the same as before. 
5. Conclusions 
In a strongly typed system with abstract data types, the designer of a type ought 
to be careful in choosing the operations for the type. If the operation set chosen is 
not rich enough, it might be impossible or inconvenient to discover certain useful 
properties about the values of the type. In this paper, we have provided a formal 
characterization of the expressive power of the operation set of a data type. We 
defined two properties related to the expressiveness of a data type-expressive 
completeness and expressive richness. We believe that such a characterization can 
help one gain a better insight into the intuitive aspects of the design of the operation 
set of a data type. 
The property of expressive completeness can be useful in determining the 
implementation bias in an abstract-model specification of an abstract data type as 
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discussed by Jones [9]. Jones defined a data type specification using some representa- 
tion data structure to be implementation biased if and only if 
(i) the equality predicate on the abstract values of the data type can be defined 
(not necessarily in an effective way) in terms of the operations of the data type and 
(ii) this equality predicate is not strong enough to distinguish among the unequal 
values of the representation data structure. 
Equivalently, a specification is free of any implementation bias if and only if the 
equality predicate on the abstract values of the data type precisely coincides with 
the equality predicate on the representation data structure. 
It is important to note that we are not suggesting that the operation set of a data 
type should always be designed to be expressively rich or expressively complete. 
There are situations where this kind of a requirement can be too imposing. Consider 
the data type Symbol-Table with the operation set shown below: 
Symbol- Table 
Init : + Symbol- Table 
EnterBlock : Symbol_ Table + Symbol- Table 
LeaveBlock :Symbol_ Table + Symbol- Table 
Addid : Symbol_ Table x Var x Attr + Symbol- Table 
Retrieve :Symbol- Table x Var + Attr 
ZsinBlock :Symboltable x Var + Boo1 
Isempty :Symbol- Table + Boo1 
This data type is not expressively complete, let alone expressively rich, yet it is 
useful in a lot of compiler applications.4 This suggests the need to develop a finer 
scale of expressiveness, identifying many useful points on the scale. The identification 
of expressive completeness and expressive richness is a step in that direction. In 
the following, we discuss a few situations in which requiring a data type to be 
expressively rich proves to be beneficial. 
An important advantage of a data type is that it delineates the use of the type 
from its implementation. Among other things, this enables one to provide several 
versions (implementations) of the same data types; each version can be made suitable 
for a particular class of applications. In such a context, the user might often want 
to convert among the values belonging to different versions. Having the data type 
expressively rich (or, at least expressively complete) can be very helpful for the user 
in such a situation. The user will be able to easily write conversion routines himself, 
since the operations of an expressively rich type can be conveniently used to extract 
4 However, it is not suitable for applications where the elements of the symbol table have to be listed 
since it is impossible to list the elements of the symbol table with the current operation set. In the latter 
case it is useful to have the data type expressively complete, and preferably, expressively rich. This can 
be done by adding the following two operations. IsBlockEmpty, which tests if the current block is empty; 
and RemoveVar, which removes the variable-attributable pair corresponding to a given variable inside 
the current block. 
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all the information needed to reconstruct any given value; there is no need te divulge 
any information about the representation for this purpose. The property of expressive 
richness of a data type also enables its user to convert any of its values to an external 
representation of his choice. This makes it possible to write output routines to either 
store a value efficiently in a backup store or to display the value in a suitable format 
on a peripheral device. 
An elegant way to incorporate protection [8] for data objects in a system that 
supports abstract data types is to control the set of operations that is made available 
to the user. Based on the kind of information that needs to be protected from the 
user some operations are made inaccessible to him. In such a context, comparison 
of expressive power of different sets of operations of a data type becomes essential. 
The expressiveness properties discussed in the paper are of help here. For instance, 
one should make sure that the subset of operations that is accessible to the user is 
not expressively complete. The distinguished functions can be used as a guide to 
determine which operations of the data type ought to be made inaccessible to the user. 
Another interesting situation where the property of expressive richness plays a 
useful role is in automatic synthesis of an implementation of a data type in terms 
of another data type (representation type) from their algebraic specifications. The 
synthesis procedure described in [22] and [12] derives implementations for the 
operations by transforming the axioms of the type in two stages. In the first stage, 
the axioms are transformed into a form in which they are expressed as formulas on 
the values of the representation type. In the second stage, the axioms are converted 
into implementations involving the operations of the representation type. The 
concept of distinguished functions are helpful in the second stage. The axioms in 
the intermediate form can be systematically converted into implementations involv- 
ing the distinguished functions of the representation type. This is because the 
distinguished functions provide the information that is implicit in the pattern 
matching mechanism used by algebraic axioms. So the job of the synthesis procedure 
is reduced to one of finding implementations for the distinguished functions of the 
representation type. Although this is a non-trivial task, it turns out that the task can 
be automated with relative ease for expressively rich data types. 
In this paper, we have only concentrated on immutable data types. It would be 
interesting to conduct a similar analysis for mutable data types also. We imagine 
that the requirement in the mutable case has to be stronger, since the ability to 
distinguish object identity also ought to be taken into consideration. This study may 
be useful in formalizing protection properties in operating systems and data bases 
that are designed around mutable data types. 
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Appendix A. Specifications of the data types 
This appendix gives formal algebraic specifications of all the data types used in 
the examples of the paper. 
set[N] is null, insert, remove, has, empty, max, equal 
- operations 
null : -*set [N] 
insert : set[ N] x N + set[ N] 
remove : set[N]x N+set[N] 
has : set[ N] x N + bool 
empty : set[ N] + bool 
max : set[ N] -, N 
equal : set[ N] x set[ N] + bool 
- axioms 
insert(insert(s, el), e2) 3 ifel= e2 then s else insert(insert(s, e2), el) 
remove(nul1, e) = null 
remove(insert(s, el), e2) = ifel = e2 then remove(s, e2) 
else inserr( remove(s, e2), el) 
has(nul1, e) = false 
has(insert(s, el), e2) = ifel= e2 then true else has(s, e2) 
empty(nulZ) = true 
empty( insert(s, e)) 3 fake 
max(nuZZ) = 0 
max(insert(nulZ, e)) = e 
max(insert(insert(s, el), e2)) = ife2> max(insert(s, el)) then e2 
else max(insert(s, el)) 
equal(nul1, null) = true 
equaZ( null, insert( s, e)) = fake 
equaZ( insert( s, e), null) = true 
equal(insert(s1, el), insert(s2, e2)) = has(insert(s1, el), e2) 
& has(insert(s2, e2), el) 
& equaZ( remove( remove(s1, el), e2), 
remove( remove(s2, e2), el)) 
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stack[ N]is null, push, pop, top, empty, equal 
-operations 
null : + stack[ N] 
push : stack[ N] x N + stack[ N] 
POP : stack[ N] + stack[ N] 
top : stack[ N] + N 
empty : stack[ N] + boo1 
equal : stack[ N] x stack[ N] + boo1 
-axioms 
pop( null) = null 
pop(push(s, e)) = s 
top(nul1) = 0 
top(push(s, e)) = e 
empty(nul1) = true 
empty(push(s, e)) = false 
equal(nul1, null) = true 
equal( null, push (s, e)) = false 
equal(push(s, e), null) = false 
equal(push(s1, el), push(s2, e2)) = equal(e1, e2) & equal(s1, ~2) 
jile[ t]is null, insert, skip, rewind, read, pas, empty, eof, length 
-operations 
&r’ : +file[t] as N 
insert :jile[t]x t+$le[t] as In 
skip :file[t]x N+file[t] as S 
rewind : $Ze[ t] +jile[ t] as Rw 
delete :Jile[t]+Jile[t] as D 
read :$le[t]+ t as Re 
Pas :file[t]+ N 
empty : file[ t] + boo1 as E 
eof : $le[ t] + boo1 
length :jle[ t] + N as Ln 
-axioms 
S(N, n) = N 
S(S(f, nl), n2) = S(J nl+ n2) 
Rw(N) = N 
Rw(Rw(f)) = Rw(f) 
Rw(S(f; n)) = Rw(f) 
f = S(Rw(f), pas(f) - 1) 
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WS(Rw(MJ; rl)), n), r2) 
= ifn=pos(f)-1 thenS(Rw(Zn(Zn(f,r2),rl)),n+l) 
else ifn <pas(f)- 1 then S(Rw(Zn(S(Rw(Zn(S(Rw(f), n), r2)), 
pas(f)), rl)), n + 1) 
else ifn >pos(f) - 1 then S(Rw(Zn(S(Rw(Zn(S(Rw(f), n-l), r2)), 
PO&f)--1, rl)), n+l) 
D(N) = iv 
D(S(Rw(Z4.A r)), n)) 
= ifn> Ln(f) then S(Rw(Zn(f, r)), n) 
else ifn =pos(f) - 1 then S(Rw(f), n) 
else ifn <pas(f)- 1 then S(Rw(Zn(S(Rw(D(S(Rw(f), n))), 
pas(f) - 2), r)), n) 
else ifn>pos(f)-1 then S(Rw(Zn(S(Rw(D(S(Rw(f),n-l))), 
&f) - l), r)), n) 
Re(S(Rw(Zn(f, r)), n) = ifn =pos(f) - 1 then r 
else ifn <pas(f)-1 then Re(S(Rw(f), n)) 
else Re(S(Rw(f), n - 1)) 
pas(N) = 1 
pos(Zn(f, r)) = pas(f) + 1 
pos(W n)) = min(pos(f) + n, Ln(f) + 1) 
pos(Rw(f)) = 1 
E(f) = Ln(f) = 0 
Ln(Zn(J r)) = La(f)+ 1 
Zn(S(J; n)) = An(f) 
Zn(Rw(f)) = Mf) 
eof(f) = ifpos(f)> L.n(f) then true else fake 
Appendix B. Operations on the word set 
In the following we define a set R w of basic operations on the word set W 
generated by the operation set 0 of a data type D. As described in Section 3, 0, 
is used to define the computability on W. We augment the word set of D to include 
the error element undefined. Every word operation is assumed to be strict with 
respect undejned. 
(1) For every n-ary constructor CT in R, there is a constructor function fU E 0, 
such that fa( W,, . . . , W,) = “u( w,, . . . , W,)” (i.e., word). 
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(2) For every n-ary coastruztor CT in Oi there is a unary predicate jr_ which checks 
whether the outermost operation symbol in a word is CT: 
pa( w, = 
if w=“a( W ,,..., W,)“, 
otherwise. 
Note: If there are m constructors in 0, then pm is needed only for (m - 1) of the 
constructors as the pw associated with the remaining constructor is the negation of 
the (m - 1) pm’s already defined. 
(3) For every n-ary (n > 0) constructor CT in 0 there are n decomposition functions, 
d iq 1 s i c n, such that 
d;(w) = wi’ if PAW), 
undejined, otherwise. 
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