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1.1.1 Internet of Things (IoT)






のための要素システムの研究開発 [3]，政府が主体となった ICT 農業 [4] の展開等のよ
うに産学連携した取り組みが推進されている．IP ネットワークに接続される端末数が
2016年の 1人あたり 2.3台から 2021年には 1人あたり 3.5台に増加するという試算も
あり [5]，IoT社会の浸透は今後も世界規模で加速すると考えられる．
このような IoT社会の到来に対する日本の今後の取組みとして，2016年 1月に第 5期


























































































1.1.2 Mobile Ad-hoc Network (MANET)
超スマート社会の実現に向けた，センサから得られる大量のデータを流通させる為の
ネットワーク技術について，学術領域においては任意のセンサデバイス間でデータを共






















Vehicular Ad-hoc Network (VANET)
交通網を対象にした車々間通信NWを構築









ス品質 (Quality of Service: QoS)の高いアプリケーションを搭載するMANETを構築







ク (Delay/Disruption Tolerant Network: DTN) における “Store-carry-forward” 方式
と同等のものであり，図 1.1 で示した対自然災害システムの実現に有効なネットワーク
技術の一つである．
Vehicular Ad-hoc Network (VANET) は，利用者端末として乗用車を想定したネッ
トワークであり，乗用車の位置や速度を車々間 (vehicle-to-vehicle: V2V)通信または車
路間 (vehicle-to-roadside: V2R) 通信することで共有し，渋滞や交通事故の抑制を実現
する．この時，V2Vであれば ONの一分野，V2RであればWMNの一分野とも捉える



























































PCN に基づく IoT システムの構築例として NoiseTube [16] や CommonSense [17]，


















タの流通基盤である Help me! [19]，データの加工等もサポートするコンポーネント型の
7

























































































参加者 D, E & 公共センサ A の不参加によるデータ獲得機会の損失








課題 B センサデータ流通基盤の流通経路構築に関する課題：従来の PCNに基づくアプ





















































課題 C センサデータ流通基盤の利用環境構築に関する課題：従来の PCN に基づくア



























































































































そこで，本研究では，Participatory Sensingと Opportunistic Sensingの概念を統合
し，新たなデータ流通モデルを創出する．具体的には，タスクの要求時には Participatory
Sensingと同様に全参加者を対象として行い，他参加者からのタスクの承認およびセンサ


















































図 1.11に本論文の構成を示す．本論文は全 5 章からなる．
第 1 章「序論」では，研究背景を述べた後，本研究の目的と課題を示した．
第 2 章「自律分散型 P2P通信基盤」では，水平分散型のサービス構成モデルに基づく

















































































そこで，本章では新たな構造化 P2Pネットワークとして「提案 A：自律分散型 P2P通
































ハッシュテーブル（Distributed Hash Table; DHT）を用いたネットワーク構築は構造
化 P2Pネットワークにおいて最も有名なアルゴリズムであり，これまでに Chord [32]，













Mercury [36] は DHT を用いずにネットワークを構築することで動的な負荷分散を
23






































































本章では，新たな構造化 P2PネットワークとしてWaon (Well-distribution Algorithm
for Overlay Network) を提案する．構造化 P2Pネットワークは，主に高い通信効率や検
索性能が要求される際に用いられるが，動的負荷分散実現のためにネットワーク構造が
静的・固定的に決定される場合が多いため，機能の多様性を実現することが困難であっ













(C1) 拡張性に優れた構造化 P2P ネットワーク：Waon におけるノードやコンテンツ
の検索にかかる処理数は O(logN)である．これは Chord# [42]で用いられてい
るノード間のホップ数に基づくルーティングテーブルを用いることによって実現
する．

















































node.successor := {node[0], node[1], ..., node[r − 1]}
node.predecessor := {node[0], node[1], ..., node[r − 1]}
node.route := {node[0], node[1], ..., node[logN − 1]}
node.object := {object[0], object[1], ...}
ここで，rはリングネットワークを構築する経路表のエントリー数，N はネットワーク全
体のノード数である．通常，r は 2以上 logN 以下の値をとる．
リングネットワーク上での各ノードの位置は，それらに割り当てられる一意の id (0 ≤
id < 2M )によって決まり，負荷分散の実行時には動的に変更ができる．各ノードは，自






から順方向側に 2n(n = 0, 1, 2, . . . , logN − 1)だけ離れたノードとのリンクを保持する．
この経路表は O(logN)の通信効率を実現する遠距離用リンクであり，近距離用リンクと
同様に定期的に更新される．objectはノードが管理しているコンテンツである．
一例として，図 2.1における N30の要素を示す．なお，r = 2とする．
N30.id := 30
N30.successor := {N35, N43}
N30.predecessor := {N23, N15}
N30.route := {N35, N43, N0}





1: function updateNeighboringNodes(n, r, interval, currentTime)
2: for i=0 until i<r do


























2: node = n.successor[0]
3: distance = 0
4: for i=0 until distance<distance(node.id, n.id) do
5: n.route[i] = node
6: distance = distance(node.id, n.id)
7: node = n.route[i].route[i]









id1 − id2 (id1 > id2)







関数では，ノード n からノード node の直前までの全てのノードにかかる総負荷を




2: node = n.successor[0]
3: load = n.calculateLoad(node)
4: distance = 0
5: for i=0 until distance<distance(node.id, n.id) do
6: n.route[i] = node
7: distance = distance(node.id, n.id)
8: node = n.route[i].route[i]
9: load = load + n.route[i].calculateLoad(node)
10: i = i + 1
11: end for
12: n.route.remove(i)






n.route.length 関数はノード n の保持する route のエントリー数を返す．すなわち，

























1: function updateLocation(n, averageLoad)
2: overLoad = n.calculateLoad(n.successor[0]) - averageLoad
3: if overLoad > 0.0 then
4: num = n.shortenManagementArea(overLoad)



























































































































































































1: function searchObjects(n, fromId, toId)
2: result = NULL
3: target = n.routing(fromId)
4: repeat
5: result = result + target.getObjects(fromId, toId)
6: target = target.successor[0]














































る手法を採用しているためである．Mercury に与えるパラメータは文献に則り k = 4，





える ID長は 40バイト（0 ≤ id < 2320），近距離用リンクの最大エントリー数は r = 2と
した．動的負荷分散の評価には Fairness Index (FI) [46]の値を用いた．Fairness Index
はオブジェクト間の公平性を評価する 1/N から 1.0までの指標であり（N は全体のノー
ド数），以下の式によって算出される．











step 6 IDを偏らせて生成した安否情報を 200個配置する
steps 7–40 ネットワークが安定するまで待機する























































る ID長は 40バイト（0 ≤ id < 2320），近距離用リンクの最大エントリー数は r = 2と





れるネットワーク上に表 2.1 に示す安否情報を登録し，実験を行った．図 2.12に安否情
報配置後における，あるノードの管理している安否情報のリストを示す．本実験で共有
する安否情報は 16名分であるが，複製を含めて実際には延べ 48名分の安否情報がアッ
プロードされている．Waon の動的負荷分散の実行によりそれらは 8 台のノードによっ









Name Age Place Detail
oide 20 sendai SampleSafetyInformation
horikawa 20 yamadera SampleSafetyInformation
horikawa 50 yamadera SampleSafetyInformation
tanaka 55 shiogama SampleSafetyInformation
sato 15 rifu SampleSafetyInformation
tanaka 20 rifu SampleSafetyInformation
takahashi 30 sendai SampleSafetyInformation
saito 25 tomiya SampleSafetyInformation
takahashi 20 tomiya SampleSafetyInformation
saito 25 rifu SampleSafetyInformation
takada 20 rifu SampleSafetyInformation
takahashi 25 sendai SampleSafetyInformation
sato 60 tomiya SampleSafetyInformation
takahashi 40 yamadera SampleSafetyInformation
sato 50 sendai SampleSafetyInformation
takahashi 40 sendai SampleSafetyInformation








(a) result (“search * * sendai”)




outer disaster area (0.9, 0.01)
near disaster area (0.3, 0.05)







disaster area），中心被災地（inner disaster area）であり，これらの区分を図 2.15で示
すようにWaonネットワーク上のノードの初期位置に基づいて割り当てた．
ノードは 32台起動し，320人分の安否情報（複製を含めて 960コンテンツ）のコンテ
ンツを共有させる．各ノードは動的負荷分散の実行 1回を 1 stepとし，以下の動作をす
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表 2.2 各ネットワーク環境区分と設定パラメータ
Environment Outer Area Near Area Inner Area
Environment1 (0.9, 0.01) (0.7, 0.02) (0.2, 0.1)
Environment2 (0.4, 0.01) (0.3, 0.05) (0.1, 0.2)
Environment3 (0.3, 0.02) (0.2, 0.1) (0.05, 0.4)
ることとした．
steps 1-5 ノード間で経路表を交換しWaonネットワークを構築する
step 6 320人分の安否情報を 1台のノードから登録する
steps 7-100 負荷分散と安否情報の複製を繰り返す
評価指標として，安否情報の生存率（Object Alive Ratio）と安否情報の参照可能率









トワークである．なお，安否情報の複製頻度は 2 stepに 1度とした．
図 2.17に本実験の結果を示す．図より，安否情報の生存率はネットワークの環境の不
安定さに応じて変化するが，常に，ほぼ全ての安否情報への参照が可能であることが分



























本実験では，2.5.3 節において安否情報の参照可能率が下落した Environment 3 につ
いて，安否情報の複製頻度を変化させることによる影響を検証した．複製頻度は，それぞ




図 2.19に図 2.17および図 2.18に示した実験時のWaonによる負荷分散性能を示す．




































































































































































































































そのうち，第 2 章では，(課題 A) センサデータ流通基盤のネットワーク構築に関する





















率化を図る ICT農業支援システム [4, 47]や，家庭内ネットワークにおいて各家電の消費
電力をモニタリングして管理する HEMS [48]，心拍や血圧などの生体情報から異常状態
を検出するヘルスケアシステム [49]など，様々な応用例が産業・学術問わず研究開発さ






























(Contract-Oriented Sensor-based Application Platform)では，参加者は第 2 章で提案




















































フォームに関する研究も行われている [18, 20, 21]．参加型センシングのモデルに基づく






























































































































Scope : 許可するデータの流通形態． 許可する程度により，PUBLIC，
PROTECTED，PRIVATEの 3段階から選択する
Frequency : データの流通を行う頻度． 高頻度（HIGH），中頻度（MIDDLE），低
頻度（LOW）の 3段階から選択する














Scope.PUBLIC ⊃ Scope.PROTECTED ⊃ Scope.PRIVATE





DataType : (提供者) 提供できるセンサデータの種類 (利用者) 獲得し
たいセンサデータの種類
Location : 存在位置
Policy : (提供者) 提供ポリシー (利用者) 利用者要求








































契約の持つ属性を表 3.4，契約の流通条件におけるそれぞれの要素を表 3.5 に定義す
る．なお，直接契約の際には Contract.SourceSender = Contract.Senderが成り立つ








































































契約締結プロトコルでは，Sender と Receiver 間での契約締結の流れを定義する．
図 3.4に契約締結プロトコルのシーケンスチャートを示す．
契約締結プロトコルでは，Receiver.Policy を周囲の Sender(s) に提示し，契約締
結の可否を問う（TASK ANNOUNCE）．提示する Sender(s) は，既知であればその Sender



























































図 3.5(a) の Manager による契約履行の監視では，一定周期ごとに Manager が契約





















execution of the Contract
Management Protocol











は，その応答（REP POILICY）による Policyと，登録されている Contract.Condition
について以下の比較を行い，modify および cancel のフラグを用いて契約内容変更の必
要性を判断する．
（監視対象が Receiver時）契約条件の違反を検出：
Receiver.Policy.Scope ⊃ Contract.Condition.Scope⇒ modify ← TRUE
Receiver.Policy.Frequency ̸= Contract.Condition.Frequency
⇒ modify ← TRUE
Receiver.Location /∈ Contract.Condition.Area⇒ modify ← TRUE
（監視対象が Sender時）契約条件の違反を検出：
Sender.Policy.Scope ̸= Contract.Condition.Scope⇒ modify ← TRUE
Sender.Policy.Frequency ⊂ Contract.Condition.Frequency
⇒ modify ← TRUE
Sender.Policy.Area ̸= Contract.Condition.Area⇒ modify ← TRUE
Sender.WhiteList ̸= ∅ ∧ Contract.Receiver /∈ Sender.WhiteList
⇒ cancel ← TRUE
（監視対象が Senderかつ多段契約の締結時）RelayContractに伴う違反を検出：
Contract.SourceSender ̸= Contract.Sender ∧ RelayContract = NULL
⇒ cancel ← TRUE
RelayContract.Condition.Scope = Scope.PRIVATE⇒ cancel ← TRUE





Value.DataType ̸= Contract.DataType⇒ modify ← TRUE
Value.Location /∈ Receiver.Policy.Area⇒ modify ← TRUE
Value.TimestamplastValue.Timestamp > Contract.Condition.Frequency ∗ 2
























Value.SourceSender ̸= Contract.SourceSender⇒ modify ← TRUE
recvTime− lastRecvTime > Contract.Condition.Frequency ∗ 2
⇒ modify ← TRUE
Message.src ̸= Contract.Sender⇒ modify ← TRUE
Message.Location /∈ Receiver.Policy.Area⇒ modify ← TRUE
契約内容変更の必要性を判断した後に，Managerは図 3.6に従って契約内容の変更手





















execute Contract Management Protocol
<cancel>
contract










if Receiver & RelayContract
execute Contract Signing Protocol
if Receiver & RelayContract

































































































Area A, B, C
Peer9











図 3.9 に本実験の想定環境を示す．想定環境では，利用者は 9 人存在し（Peer1～
Peer9），エリア A・エリア B・エリア Cの 3つに区分されたそれぞれのエリアに駐在し
ている．それぞれの Peerは自身のデバイスに 2種類のセンサデータを収集するセンサが
搭載されており（Sensor101, Sensor102, · · · , Sensor902），利用者それぞれのポリシーを
設定する．このとき，一部の利用者（Peer1～Peer3）は自身のセンサの消費電力を抑える
ために，提供範囲を自分のいるエリアに限定する．また，Peer7はプライバシーの保護の
ため，知人の利用者（Peer1, Peer2, Peer3, Peer6）へのセンサデータの提供に限定する．
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用いたシナリオは以下の通り．
1. Peer1～Peer7がセンサを 2台ずつ計 14台登録する（Sensor101～Sensor702）
2. Peer1～Peer7がアプリケーションを構築する（App101～App701）
3. 各々のアプリケーションを 30秒間利用する（環境 1）
4. 以下の環境変更を実行する
• Sensor301の Scopeを PRIVATEに変更する
• Sensor401の Scopeを PUBLICに変更する
• Sensor501の提供頻度をMIDDLEに引下げ
• Sensor601の提供頻度をMIDDLEに引下げ
• Peer7が 2台のセンサの登録を解除する（Sensor701, Sensor702）
• 新たに Peer8が 2台のセンサをエリア Aに登録する（Sensor801, Sensor802）
• 新たに Peer9が 2台のセンサをエリア Bに登録する（Sensor901, 9ensor902）
5. 各々のアプリケーションを 30秒間利用する（環境 2）
また，実験にあたって設定したパラメータは以下の通り．
- Frequency.HIGH = 1,000 (ms)
- Frequency.MIDDLE = 2,000 (ms)
- Frequency.LOW = 4,000 (ms)
- α = 0.5
ここで，パラメータ α は，基本契約プロトコルにおいて，収集した BID から最も良い
流通条件の契約を選ぶ際，流通条件が同じ直接契約と多段契約が存在した際に多段契約






表 3.8 動作検証（シミュレータ）の実験結果（環境 1）
Contract chain
Sensor101 - App601 Sensor102 - App602
Sensor101 - App701 Sensor102 - App702
Sensor201 - App401 Sensor202 - App402
Sensor201 - App501 Sensor202 - App502
Sensor301 - App501 Sensor302 - App502
Sensor401 - App401 Sensor402 - App402
Sensor401 - App701 Sensor402 - App702
Sensor501 - App201 - App101 Sensor502 - App202 - App102
Sensor501 - App201 - App401 Sensor502 - App202 - App402
Sensor501 - App501 Sensor502 - App502
Sensor601 - App201 Sensor602 - App202 - App502
Sensor601 - App301 Sensor602 - App302
Sensor601 - App501 Sensor602 - App602
Sensor601 - App601 Sensor602 - App702
Sensor601 - App701 Sensor702 - App102 - App302
Sensor701 - App101 - App301 Sensor702 - App102 - App602
Sensor701 - App101 - App601
DataTypeを表すものとする．
表 3.8と表 3.9に，それぞれの環境において締結された契約を表す．表では，契約関係
が結ばれたコンポーネント同士をハイフンで繋ぎ，左側が Sender，右側が Receiver と
した．




表 3.9 動作検証（シミュレータ）の実験結果（環境 2）
Contract chain
Sensor101 - App601 Sensor102 - App602
Sensor101 - App701 Sensor102 - App702
Sensor201 - App401 Sensor202 - App402
Sensor201 - App501 Sensor202 - App502
Sensor401 - App101 Sensor302 - App502
Sensor401 - App301 Sensor402 - App402
Sensor401 - App401 Sensor402 - App702
Sensor401 - App501 Sensor502 - App202 - App102
Sensor401 - App601 Sensor502 - App202 - App402
Sensor401 - App701 Sensor502 - App502
Sensor501 - App401 Sensor602 - App202 - App502
Sensor501 - App501 Sensor602 - App302
Sensor601 - App301 Sensor602 - App602
Sensor601 - App501 Sensor602 - App702
Sensor601 - App601 Sensor802 - App302
Sensor601 - App701 Sensor802 - App502
Sensor801 - App301 Sensor802 - App602
Sensor801 - App501 Sensor802 - App702
Sensor801 - App601 Sensor902 - App102
Sensor801 - App701 Sensor902 - App402






























であり，提供ポリシー {PUBLIC, HIGH, 全エリア }を持つ．また，Peer2～Peer6は各々




2. Peer1～Peer6 が各々 20 台のアプリケーションを構築する（App201～App220,
· · · , App601～App620）
3. 各々のアプリケーションを 30秒間利用する
比較対象としては，α = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0に設定した際のデータの流通につ
いて分析し，以下の評価項目を用いて契約締結プロトコルを評価した．



















(avg) (std) (avg) (std) (avg) (std)
1.0 0.321 1000.012 4.968 1000.223 29.695 1637.236 23.688
0.8 0.160 999.982 4.776 1000.680 43.470 1386.210 27.277
0.6 0.080 1000.013 4.561 1001.572 42.219 687.266 27.431
0.4 0.031 999.938 5.405 999.947 5.189 247.690 2.359
0.2 0.016 999.975 5.222 1000.012 4.973 0.062 0.267






- Frequency.HIGH = 1,000 (ms)
- Frequency.MIDDLE = 2,000 (ms)
- Frequency.LOW = 4,000 (ms)





























図 3.11 契約段数毎の鮮度の平均 (α = 1.0).
表 3.11 契約段数毎の同じデータの誤送信数
段数 1 2 3 4 5 6 7 8 9 10






























2. Peer2～Peer6 が各々 10 台のアプリケーションを構築する（App201～App210,
· · · , App601～App610）
3. 各々のアプリケーションを 30秒間利用する（環境 1）
4. 環境変化として以下の設定変更を実施
• Sensor102の提供頻度（Policy.Frequency）を LOWから HIGHに変更
• App201～App310の希望頻度（Policy.Frequency）を MIDDLEから LOWに
変更
• App401～App610の希望頻度（Policy.Frequency）を MIDDLEから HIGHに
変更
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5. 各々のアプリケーションを 30秒間利用する（環境 2）
比較対象として，以下のケースを想定した．
Case A ：契約内容の変更手段として，〈修正 〉，〈再契約 〉，〈解消 〉を実行する
Case B ：契約内容の変更手段として，〈修正 〉，〈解消 〉を実行する





での時間．コンポーネントが SET POLICY メッセージを受信してから
REQUEST MODIFICATIAON，REQUEST RE CONTRACT ま た は REQUEST CANCEL
メッセージを初めて受信するまでの時間を計測する．
契約変更実施時間 ：契約内容の変更が開始されてから終了するまでの時間．コン





- Frequency.HIGH = 1,000 (ms)
- Frequency.MIDDLE = 2,000 (ms)
- Frequency.LOW = 4,000 (ms)
- α = 0.5
- MGRの監視周期 = 2,000 (ms)
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50→50 1079.788 52.970 9
50→50 1246.719 164.344 14
50→50 1084.324 91.559 9
50→50 1053.000 84.606 11
50→50 1201.433 109.833 11







50→29 1952.658 11.395 18
50→23 867.750 9.063 11
50→27 870.563 14.906 3
50→26 390.923 20.731 5
50→27 953.281 13.313 8
実験結果
表 3.12，表 3.13，表 3.14に，各ケースについて 5回ずつ試行した際の実験結果を示す．
Case Aについては，契約締結数は環境変化前後で変わらず 50契約であり，ポリシー変
更検出時間は概ね 1,000 msだった．また，契約変更実施時間はポリシー変更検出時間の
10分の 1程度の 100 msであり，流通データのポリシー違反数は 10前後だった．Case
Bについては，契約締結数は環境変化後に約半分となり，ポリシー変更検出時間は多少ば
らつきはあるものの概ね平均して 1,000 ms だった．契約変更実施時間は 15 ms 前後で
あり，流通データのポリシー違反数は 10前後だった．Case Cについては，契約締結数
88







50→05 856.886 7.429 5
50→02 762.595 16.297 4
50→04 1081.118 9.853 5
50→08 713.375 13.719 7
50→06 1272.108 14.568 8







Case A 50→50 1130.784 100.043 10.8
Case B 50→26 1065.600 13.531 9.0




































































図 3.13 App 201の送信メッセージ量の割合（Case A）
表 3.15に，各ケース毎に各項目の平均をとったものを示す．契約内容の変更手段とし

















3.5.1 節における動作検証結果から，環境 1 において Sensor101 はエリア A に存在
し（Sensor101.Policy.Area = エリア A）かつエリア A のデータを欲する App601
と App701（App601.Policy.Area = エリア A ，App701.Policy.Area = エリア A）
と正しく契約が結ばれた．また，多段契約においても，Sensor601 と App201 と
の契約においては App201 の要求頻度である 1 秒ごとにデータの流通が行われ
（App201.Policy.Frequency = HIGH），その下位契約である App201 と App501 と






た，その後，環境 2 における結果から，Scope を PRIVATE に変更した Sensor301 が，
Scopeが PUBLICである App501との契約を解消したことを確認した．また，Frequency
を MIDDLEに引下げた Sensor501と Sensor602が，Frequencyの HIGHを要求していた






























要で端末間の D2D通信で配信するため Quality of Experience (QoE)の向上が期
待できる．
観光情報共有システム ：観光地などの特定のエリアに限定してその土地に関する口こ







































そのうち，第 2 章では，(課題 A) センサデータ流通基盤のネットワーク構築に関する
課題の解決に取り組み，「提案 A： 自律分散型 P2P通信基盤Waon」を提案した．これ
により，不安定なネットワーク環境下においても動作可能なセンサデバイス間通信基盤
を実現した．また，第 3 章では，(課題 B) センサデータ流通基盤の流通経路構築に関す



















このような端末間の直接通信を実現する手法として Device-to-Device (D2D) ネット


































P2P側 NICに割り当てられる IPアドレスは 192.168.49.1/24で固定であり，GOに接続
する CLの P2P側 NIC（またはWi-Fi側 NIC）の IPアドレスは DHCPによって GOか
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らランダムに割り当てられる．
Wi-Fi Directによるグループ構築には 3つの形態がある [66]．
1. Standard : 近隣端末の発見後，どちらが GOとなるか交渉して役割を決定し，そ
の後 IPアドレスの割り当て等を行う．
2. Autonomous : 既にどちらかの端末が GOだった場合，交渉を行わずに役割を引き
継ぎ，その後 IPアドレスの割り当て等を行う．





Wi-Fi Directでは CLと比べ GOにかかる負担が大きいため，適切に GOとなる端末を
選出することは重要である．また，シングルホップ通信のみを対象としている場合は，
GOの物理的な位置によって接続できる CLの数が増減するため影響が大きい．そのため，
Wi-Fi Direct の性能向上を目的とした適切な GO の選出法に関する研究がこれまで多く
なされてきた [67–72]．また，Wi-Fi Direct を用いたアプリケーションとして災害時に
おける情報共有アプリケーションが提案されている [73]．このアプリケーションでは，
















手法が研究されている [65, 75–79]．文献 [75]では，Android OSのソースコードを改変
し，各 GO が異なるサブネットを持つことでグループ間通信を実現している．また，文
































を多段的に接続していくことが可能である（詳細は 4.4 節で述べる）．しかし，P2P 側




• 自身が CL として所属しているグループの GO へメッセージを送信する際，宛先






































本予備実験では，まず，ZenFone3 (Android 7.0)を 3台用意し，それぞれに自作した
予備実験用アプリケーションをインストールする．その後，任意の 1台を GOとして起動







上側の 1 台が GO，下側の 2 台が CL を表す．また， P□は P2P 側 NIC のみを使用した
端末，W□はWi-Fi側 NICのみを使用した端末， B□は両方の NICを使用した端末を示
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す．CL は GO に対して両 NIC を通じて接続が可能なため P□, W□, B□の全ての状況が
考えられるが，GOについては必ず P2P側 NICを使用するためW□は考えない．





双方向通信が不可能なトポロジ（A-6, B-6）を除外する．また，GO へ接続可能な CL の
NICは GO側で制御可能であるが，Wi-Fi接続中の CLが自ら新たなグループの GOとな
ること（W□→ B□）を抑制することはできない．そのため，双方向通信が不可能な前述




本章では，Android 端末を対象にしたツリー型構造化 D2D 通信基盤 ICOS
(Infrastructure-less Communication Platform by Off-the-shelf Smartphones) を提案
する．ICOSは，4.2.1 節で述べたWi-Fi DirectとWi-Fiが異なる NICを用いる特徴に



























CLの中から 1台以上選出される端末であり，GOと P2P側 NICによる接続のみが許可さ
れる．これは，4.3 節の考察により選出した採用トポロジの 6種において CL側に必ず存

















































2. 1台目に接続した CLには RNの役割を与え，P2P接続のみを許可する
3. 2台目以降に接続した CLにはWi-Fi接続に必要な情報を与え，任意の接続を許可
する
4. Wi-Fi 接続に切り替えた CL は新たなグループの GO となり他端末からの接続を
待つ
5. GOは定期的に自身と接続する全ての端末に対して自身のグループ情報を広告する
図 4.2にトポロジの構築手順を図示する．手順 (1), (2)では，両端末はWi-Fi Direct
の機能を用いて接続を確立する．この時，いずれかが予め GO となっておくことでグ
ループ構築にかかる時間を短縮する．また，手順 (3)において，2台目以降の CLの接続




























プの GOとなって他端末からの接続を待つ．その後，手順 (5)により GOは定期的に自身
のグループ情報（GO情報，RN情報，CLリスト，経路表）を周囲の端末と共有し，常に最
新のトポロジ情報を全員で共有する．
図 4.3 にトポロジの構築例を示す．このとき，Node A, C, D が GO，Node B, E, G
がそれらのグループの RNとして機能している．その後，Node A, C, Dが新たな端末の















また，メッセージの送信形態は以下の規則に基いて決定する．ユニキャスト通信 (GO→ RN)ブロードキャスト通信 (CL, RN→ GO, CL, RN)
GO が常に RN を経由してメッセージを転送するのは，CL が B□の場合に GO 側から通











このときの Node Cの経路表を図 4.4(b)に示す．Node A, B, Dについては自身が CL
として所属するグループの端末のため，ブロードキャスト通信による直接通信が適用さ
れる．また，Node E, Fについては自身が GOとして所属するグループの端末のため，RN



























宛先 ホップ先 (ホップ数) (関係) (送信形態)
Node A - 0 CL→GO Broadcast
Node B - 0 CL→RN Broadcast
Node D - 0 CL→CL Broadcast
Node E Node E 0 GO→RN Unicast
Node F Node E 1 GO→RN Unicast
Node G Node D 1 CL→CL Broadcast








































表 4.1 使用した Android端末
No. 製品名 端末名 Version
1 ZenFone3 ZenFone3-01 7.0
2 ZenFone3 ZenFone3-02 7.0
3 ZenFone3 ZenFone3-03 7.0
4 Xperia Z3 Compact XperiaZ3C 6.0.1
5 GALAXY S4 SC-04E-01 5.0.1
6 GALAXY S4 SC-04E-02 5.0.1





• IDE : Android Studio 3.0.1
• compilied SDK : Version 25 (Android 7.1)




1. 各 Nodeは ICOSを利用する周辺端末を発見するため「周辺探索」状態へ移行する
2. Node Aが「GOになる」を実行し，端末間ネットワークの構築を開始する
3. Node B, Node Cが Node Aを発見（「GO発見」）し，ICOS利用中の GOである
ことを認証する（「GO認証」）
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4. Node B, Node Cが Node Aに対してWi-Fi Directを用いて P2P接続を試行す
る（「P2P接続要求」）
5. Node Aが要求のあった端末との P2P接続を確立する（「P2P接続完了」）
6. Node Aが 2台目以降に接続を確立した Node Cに対してWi-Fi接続情報を付与
する
7. Node C が Node A に対して P2P接続を切断しWi-Fi接続を試行する（「Wi-Fi
接続要求」）
8. Node Aが要求のあった端末とのWi-Fi接続を確立する（「Wi-Fi接続完了」）
9. Node Cが新たなグループの GOとなり他端末からの接続要求を待つ（「GOになる」）
また，各挙動における具体的な処理は以下の通り．ただし，Bluetooth を用いたメッ
セージの交換は Android 5.0以上の端末のみで行う．
周辺探索 ：Wi-Fi Directにおける Peerおよび Local Serviceの探索，およびBluetooth




GOになる ：Wi-Fi Directにおけるグループの作成および Local Serviceの登録，および
Bluetooth における Advertise メッセージの発信を行う．この時，Local Service
のサービス名および Advertiseメッセージのペイロードには ICOS特有の文字列
を含めることで，周辺端末に ICOS利用中の端末であることを広告する．
GO発見 ： Wi-Fi Directにおける Peer情報を獲得する．この時，獲得した Peer情報
のうち GOの端末のみを保持しておく．この時点では，発見した端末が ICOS利用
中の端末かどうかの判定は行うことができない．
GO認証 ：Wi-Fi Directにおける Local Serviceまたは Bluetoothにおける Advertise










P2P接続完了 ： GOから受信したグループ情報を保持する．この時，自身が RNではな
く CLとしてグループ情報に登録されている場合は，引き続き「Wi-Fi接続要求」
に遷移する．























































































(b) シナリオ 2：無線 LANで 2部屋接続

























は，端末 1, 4と端末 2, 3を異なる部屋に配置し，端末 1と端末 2を共通の無線 LANに
接続しておく，その後，各部屋においてシナリオ 1と同様に端末間ネットワークを構築し
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(a) シナリオ 1の結果 (b) シナリオ 2の結果 (c) シナリオ 3の結果 (d) シナリオ 4の結果
図 4.9 動作検証結果
ておき，端末 1から端末 2に対して HELLOメッセージを送信して無線 LAN経由での
接続性を確立させる．そして，端末 4が遠隔地との接続を認識しセンサデータの獲得を
開始するかを確認する．なお，2部屋間で異なる部屋の端末を互いに発見できないことを











シナリオ 1では，端末 4が自律的に周辺端末の端末 1–3と順次接続関係を確立し，セ
ンサデータの流通を開始したことを確認した．このとき，端末 2との接続がまず行われ，
114






シナリオ 2 では，始めは端末 1 のみからセンサデータを獲得していた状態から，端






た．その後，端末 3 は移動先の部屋で新たに端末 1 の CL としてネットワークに再接続
し，センサデータの流通が再開された．これにより，移動中にネットワークから離脱し
た端末が自律的に移動先の端末と再接続しデータ提供を再開したことを開始した．また，








る．使用した端末は表 4.1における端末 1–4の 4台である．まず，端末間距離を 50 cm















































(b) n = 4の結果
図 4.10 トポロジ構築機構の性能評価実験結果
した後に端末 4が「GOになる」を実行することでトポロジの構築を開始する．このトポ
ロジの構築を 50 回試行し，GO が他の全 CL と通信可能になるまでのトポロジ構築時間
（ALL），端末 4 が GO になってから周辺端末が GO を発見し認証するまでの GO 認証時
間（GO），周辺端末が GOに P2P接続を依頼し完了するまでの P2P接続時間（P2P），




図 4.10に実験結果を示す．図 4.10(a)は n = 2の際の結果であるためWi-Fi接続時間
は計測していない．各標本数は 50である．また，図 4.10(b)は n = 4の際の結果であり，
標本数は ALLが 50，P2P は各試行で 3台の CLが接続を試みるので 150，Wi-Fiは各



















について検証する．なお，使用端末は，トポロジ Aでは表 4.1における端末 1–7，トポ
ロジ Bでは端末 1–6を用いる．
本実験では，各端末は構築トポロジに対応するよう 30 cm の間隔をあけて配置する．
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Node A
Node B Node C
Node D Node E
Node F Node G
(a) トポロジ A（深さ優先）
Node A
Node B Node D
















実験では 4.4.2 節における手順 (5)における定期的なメッセージ交換機能を無効にし，端
末間での経路表の同期は手動でメッセージを交換させることによって行った．
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表 4.2 端末間通信の実験結果（RTT (ms) / 失敗回数）
A B C D E F G
A 114/0 126/0 260/1 439/1 661/1 758/5
B 55/0 146/1 388/1 593/5 758/3 925/4
C 130/0 182/1 187/0 225/0 400/2 535/1
D 441/4 356/3 33/0 74/0 309/0 511/2
E 575/0 589/4 224/1 208/0 127/0 210/0
F 873/0 804/6 331/3 357/0 90/0 148/0




A B C D E F
A 127/0 308/0 276/0 298/0 565/0
B 28/0 302/2 241/0 338/0 303/0
C 267/0 325/0 345/2 51/0 550/0
D 203/2 250/2 355/0 345/2 157/0
E 317/0 426/2 58/0 424/1 761/0






で UDPによりメッセージを 20回ずつ交換し，かかった RTTの平均と通信が失敗した
回数を測定した．表より，端末性能またはノード間の関係性によって結果にばらつきが
生じたことが分かる．
具体的には，トポロジ Aにおける Node C⇔Node D, Node E⇔Node F, トポロジ B
















































4.6.1 節の実験結果より，一般の Android端末へ ICOSをインストールするだけでマル























































































第 1 章 序論： 研究背景を示し，本研究の目的と課題を設定した．
第 2 章 自律分散型 P2P通信基盤： 「課題 A： センサデータ流通基盤のネットワー


































第 4 章 センサデータ流通基盤の実環境への適用： 「課題 C： センサデータ流通基
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