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The Solar Orbiter mission aims to study the Sun by linking what the spacecraft vis-
ibly detects on the Sun’s surface with the measurements it makes in-situ in the solar
wind, which will advance our knowledge of how the Sun controls the inner heliosphere.
The spacecraft has strict magnetic cleanliness requirements that demand deviation from
standard testing, analysis and data correction practices. We present advances made
towards the detection of magnetometer zero offsets and the verification of unit magnetic
field emissions in anticipation of the Solar Orbiter mission.
We demonstrate an improvement to the detection of magnetometer zero offsets through
the automatic calculation of a key parameter vital to the removal of the spacecraft field
from measured data. The existing technique uses pre-existing rotations in the solar wind
to calculate the magnetometer zero offsets. Our improvement uses the measured solar
wind data to automatically calculate the important minimum compressional standard
deviation (MCS) parameter, demonstrating an improvement in the offset calculation
probability of up to 10% at aphelion and 5% at perihelion.
We also suggest an improvement to the extrapolation of source emission measurements
made close to equipment under test (EUT), in order to verify field emissions against
strict magnetic cleanliness requirements. We propose the use of magnetic field scaling
that follows an inverse square law close to the EUT and an inverse cube law beyond a
chosen break distance 3× the scale size of the EUT.
Due to the importance of the 1 − 100 kHz range to the search coil instrument on Solar
Orbiter, we study a potential improvement to the shielding effectiveness of test facilities
over this frequency range. We test a small prototype design using thin high permeability
layers that demonstrates shielding by a factor of 90 at 8 kHz, however when scaled up
to test facility size we find that aluminium shielding is more effective.
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Solar Orbiter is a European Space Agency (ESA) mission and part of its Cosmic Vision
2015-2025 program. The spacecraft is due for launch in 2017 [Marsden and Mu¨ller,
2011]. Solar Orbiter is a mission to the Sun that aims to address many outstanding
questions about how the Sun creates and controls the inner heliopshere: the region of
space between the Sun and the Earth influenced by the solar magnetic field. This region
includes the solar wind: the outward flowing particles from the Sun to the outer solar
system, a plasma consisting primarily of protons and electrons. Critically, Solar Orbiter
will make links between what it sees on the Sun (remote sensing) and what it detects
at the location of the spacecraft (in-situ measurements) when the spacecraft is close to
the Sun in the inner heliosphere.
The characteristics of the Solar Orbiter mission are designed to build on the existing
heritage provided by other spacecraft studies of the inner heliosphere. Previous missions
have been able to measure purely in-situ close to the Sun (e.g. Helios 1 and 2, Mariani
et al. [1978]), purely in-situ over the solar poles (e.g. Ulysses, Balogh et al. [2001b]),
in-situ from 1 AU (e.g. STEREO, Kaiser et al. [2008]) and remote sensing from 1 AU
(e.g. Hinode, Kosugi et al. [2007]) but no mission has yet accomplished simultaneous
remote sensing and in-situ measurements at such close proximity to the Sun.
The trajectory of the spacecraft will take it within the orbit of Mercury (as close as
0.28 AU), giving an unprecedented resolution of the solar surface and a clear view of
the solar wind streams that contain further information about the Sun [Marsch et al.,
2005] (Figure 1.1). By using gravitational maneouvres around Venus the spacecraft will
also increase its inclination with respect to the solar ecliptic plane (the plane containing
1
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Figure 1.1: Solar Orbiter orbit as viewed from above the ecliptic plane, showing
variations in heliocentric distance during the mission [Marsden and Mu¨ller, 2011].
the Sun and major planets) (Figure 1.2) where it can view the solar poles, which are
important for determining the source and character of the Solar magnetic field. Lastly
the craft will be positioned in near co-rotation with the Sun, allowing it to track source
activity to in-situ measurements with a better cadence (observation time).
Due to the great variations in heliocentric distance, Solar Orbiter will encounter large
variations in temperature and the solar wind environment in general. It is a Sun-pointed,
3-axis stabilised platform (non spinning) with a heat shield to protect the spacecraft body
and instruments behind. The heat shield has small apertures through which the remote
sensing instruments can view the Sun, and an instrument boom for in-situ instruments
that stretches out the back of the spacecraft that remains in the shadow of the heat
shield. The spacecraft borrows many of its design elements, including the heat shield,
from BepiColombo (an ESA Mission to Mercury due for launch in 2016, Benkhoff [2013]).
1.2 Science Objectives
There are four major scientific goals for the mission that aim to answer some of the out-
standing questions surrounding how the Sun creates and controls the inner heliosphere.
Firstly there is the question of how and where the solar wind plasma and magnetic field
originate in the Sun’s corona - its tenuous outer atmosphere. There are two classes of
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Figure 1.2: Proposed orbit for the Solar Orbiter mission, including multiple Venus
flybys to increase the inclination of the orbit such that the spacecraft will be above and
below the poles. VGA marks out each Venus gravitational assist, while EGA marks
out each Earth gravitational assist. [Marsden and Mu¨ller, 2011].
solar wind, namely ‘fast’ and ‘slow’, and the balance between them varies according to
the 22-year solar cycle that we observe most easily through the sunspot records. The
fast solar wind flows at a relatively steady 700 km/s compared to the more variable slow
solar wind that travels at approximately 400− 500 km/s [Priest, 1995]. While we know
that fast solar wind streams originate in the coronal holes at the poles of the Sun, the
mechanism through which the solar wind emerges from the largely closed magnetic field
(associated with the equatorial regions as shown in Figure 1.3) is unknown. Connecting
measurements of the photospheric magnetic field to in-situ measurements of the mag-
netic field and particle velocity will allow greater insight into answering this question.
Secondly there is the question of how solar transients drive variations in the heliosphere.
Solar transients are structures of magnetic field and material ejected from the Sun, the
largest of these being coronal mass ejections (CMEs), some of which travel at speeds
of up to 3000 km/s [Kivelson, 1995]. CMEs are a major cause of interplanetary shocks,
but the formation of these shock waves and the role of solar flares in driving shocks in
the lower corona can only be observed in the inner heliosphere and their structures only
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Figure 1.3: Solar magnetic field topology for solar minimum and solar maximum.
Note the field lines at the coronal holes at the top and bottom of the Sun that escape
into space and reconnect at the outer edges of the heliosphere, compared to the closed
field lines around the equator during solar minimum. During a solar maximum, the
field distribution is much more unpredictable and there are no clear coronal holes. At
the next solar minimum, 11 years on from the previous, the field distribution is stable
once more but with the magnetic poles reversed, meaning a full solar cycle takes 22
years to return to the same polarity. [Forsyth, 2001].
fully determined from outside of the ecliptic plane [Vrsˇnak and Cliver, 2008]. These
shocks are a major cause of geomagnetic storms and knowledge of their evolution will
improve our predictions of transient ‘space weather’ events that occur on Earth, which
can result in orbiting satellite damage.
Thirdly there is the question of how solar eruptions on the Sun are able to produce
energetic particles that propagate through the heliosphere. The Sun is able to act as an
effective particle accelerator, and these solar energetic particle (SEP) events are not well
understood. Unfortunately inhomogeneities in the solar magnetic field acts to scatter
SEPs in the inner heliosphere [Gopalswamy, 2006], so a close view of their conception
closer to the Sun would aid our understanding of their properties and evolution.
Fourthly there is the outstanding question of how the solar dynamo works and how it
connects the Sun and heliosphere. The large scale magnetic structure that we find in
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Figure 1.4: Front view of a computer model of Solar Orbiter. The forward facing
heat shield protects the rest of the spacecraft from the intense solar radiation, while the
solar arrays provide power. There is a high gain antenna (bottom) and three electric
field sensors protruding from the spacecraft. [ESA, 2013a].
the inner heliosphere has its origins in the solar interior within its convection zone where
the Sun’s plasma moves in a series of convective cells [Priest, 1995]. How the complex
motions of the convection zone are able to drive a dynamo is still uncertain, and the
key to removing this uncertainty is to observe how transport of mass and magnetic flux
occurs over the solar poles [Dikpati and Charbonneau, 1999]. Since our view from the
ecliptic conceals the high latitudes of the Sun, the spacecraft’s proposed increase in
orbital inclination is of paramount importance to this scientific topic. This important
vantage point will also help to answer whether there exists a global dynamo, or a network
of smaller localised dynamo action near the solar surface, in which case the observed flux
transport should be similar when comparing the poles with the equator [Harvey et al.,
2007].
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Figure 1.5: Interior view of Solar Orbiter, showing both remote sensing instruments
(positioned just behind the heat shield at the front of the spacecraft) and in-situ in-
struments (located primarily along the instrument boom behind the spacecraft) [ESA,
2013b].
Table 1.1: Solar Orbiter instrument overview [ESA-SRE, 2011].
Investigation Acronym Measurement
Solar Wind Analyser SWA Solar wind ion and electron bulk properties, ion
composition (1 eV - 5 keV electrons, 0.2 keV -
100 keV/q ions)
Energetic Particle Detector EPD Composition, timing and distribution functions
of suprathermal and energetic particles (8 keV/n
- 200 MeV/n ions, 20 keV - 700 keV electrons)
Magnetometer MAG DC vector magnetic fields (0 Hz - 64 Hz)
Radio and Plasma Waves RPW AC electric and magnetic fields (1 Hz - 20 MHz)
Polarimetric and Helioseismic
Imager
PHI Vector magnetic field and line-of-sight velocity
in the photosphere
Extreme Ultraviolet Imager EUI Full disk EUV and high-resolution EUV and
Lyman-α imaging of the solar atmosphere
X-ray Spectrometer Telescope STIX Solar thermal and non-thermal X-ray emission
(4 keV - 150 keV)
Coronagraph METIS Visible, UV and EUV imaging of the solar
corona
Heliospheric Imager SoloHI White-light imaging of the extended corona
Spectral Imaging of the Coro-
nal Environment
SPICE EUV spectroscopy of the solar disk and low
corona
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1.3 Magnetometers on Solar Orbiter
Solar Orbiter contains a suite of instruments that allow it to measure both at the location
of the spacecraft and on the surface of the Sun (Figures 1.4, 1.5 and Table 1.1). One
of the key sensor types on the satellite payload is the magnetometer - in fact three
magnetometers will fly on Solar Orbiter. Firstly - a pair of fluxgate magnetometers
designed to measure DC static fields: an out-board sensor MAG-OBS and in-board
sensor MAG-IBS. Secondly - a search coil magnetometer (SCM) designed to measure
AC time varying fields will be flown as part of the Radio and Plasma Waves suite (RPW),
hereafter referred to as RPW-SCM. The reason we require two types of magnetometer
is because a single type is unable to measure the full frequency range of the magnetic
signatures encountered in space. We must make the important distinction between
DC fields (measured by the fluxgate sensors) and AC fields (measured by the search
coil sensor). DC fields are strictly static and therefore do not vary in time. However,
by taking repeat measurements of the DC field it is possible to observe the evolution
of large scale magnetic structures in space. These include CMEs, shockwaves, and
the overall shape of the solar magnetic field. AC fields are caused by magnetic waves
superimposed on top of the DC magnetic field, caused for example by ion and electron
particle interactions with the field. It should be noted that the fluxgate sensors can
measure DC and very low frequency AC fields up to 64 Hz, while the RPW-SCM sensor
cannot measure at DC but can measure frequencies from approximately 1 Hz - 500 kHz
(Table 1.1).
Why can’t a single magnetometer measure the full frequency range? Let us start by
studying how the fluxgate magnetometer works. In this case we will examine the ring
core fluxgate used by the MAG instrument on Solar Orbiter. First, it is useful to consider
the ring core as a torus split into two separate halves, blue on the left and green on the
right as illustrated in Figure 1.6. This particular ring core is set up to measure the
ambient field in the vertical direction, i.e. in the direction of Hext in the diagram.
Current flows through the drive winding, inducing a magnetic circuit in the iron core
according to Faraday’s Law (Equation 1.3). The green half has a field component in the
same direction as Hext and the blue half generates a field in the −Hext direction. The
drive waveform can be seen in Figure 1.7.
In the absence of an external field, the two half cores go into and out of saturation at the
same time, so that the net change in magnetic flux passing through the sense winding
is zero, so no voltage is induced. The resulting magnetic field induced in each half core
is shown in Figure 1.8.
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Figure 1.6: Illustration of a fluxgate magnetometer. A high permeability core is
surrounded by a drive winding (black) and a sense winding (red). In this image there
is an ambient external magnetic field Hext [Brown, 2011].
Figure 1.7: Illustration of the fluxgate drive waveform. Vdrive is the voltage driven
as a function of time. In reality the waveform is far closer to that given by a square
wave and deviations have been exaggerated for illustrative purposes [Brown, 2011].
Figure 1.8: Illustration of the fluxgate core magnetic field waveform. The blue and
green represent the two half cores as illustrated in Figure 1.6 [Brown, 2011].
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Figure 1.9: Illustration of the fluxgate core magnetic field waveform in the presence
of an external field Hext. The blue and green represent the two half cores as illustrated
in Figure 1.6, while the black solid line marks the changes in total flux [Brown, 2011].
Figure 1.10: Illustration of the fluxgate sense waveform. Changes in the total flux
seen in Figure 1.9 induce current flow in the sense winding measured as Vsense. This
is then tuned to produce a sinusoidal waveform that can be amplified and used for
feedback into the same sense winding [Brown, 2011].
When a magnetic field is present, the blue half core comes out of saturation later than
it would without an external field present. Similarly, the green half core comes out of
saturation sooner than it would without an external field present. Subsequently, the
fields do not cancel one another out and there is a net change of magnetic flux in the
sense winding Figure 1.9, which by Faraday’s law induces a voltage. Similarly, at the
end of the transition, the blue half core now goes into saturation later and the green half
core goes into saturation sooner than without a field present, producing a second spike
in voltage. The resulting voltage spikes in the sense winding can be seen in Figure 1.10.
The size and phase of these induced spikes informs us of the magnitude and direction of
the external field. This operation is described as an ‘open loop’ system.
For a ‘closed loop’ system the voltage waveform is tuned to provide signal amplification
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and allow feedback into the sense winding (Figure 1.10). In this case the output of the
sense winding can be used to choose a current in the feedback loop that generates a
field equal and opposite to the external field and maintaining the sense winding voltage
at zero due to the resulting ‘null field’. This improves the linearity of the sensor as
in reality the waveforms are not perfectly rectangular and exhibit non-linear behaviour
[Brown, 2011].
In order to obtain measurements at higher frequencies than the fluxgate, a search coil
magnetometer can be used. RPW-SCM is designed to measure AC time varying mag-
netic fields between 10 Hz and 500 kHz. It is constructed by using a sense winding
around a cylindrical high permeability core, and in that regard is similar to the fluxgate.
However, the search coil is not an active instrument in that it uses no drive winding,
and instead passively allows ambient field fluctuations to induce a current in the sense
winding according to Faraday’s law of induction (Equation 1.3). Feedback is important
to search coil sensors as well as fluxgates, so many search coils also adopt a secondary
feedback winding in order to improve the linearity of the sensor [Roux et al., 2008].
Search coil sensors are designed to be very sensitive at high frequencies and it is not
unknown the the number of turns in the sense winding to exceed 50,000 in order to help
achieve this.
The successful operation of the MAG-OBS, MAG-IBS and RPW-SCM sensors is critical
to the scientific success of the mission as a whole, as they are key contributors towards
a significant number of the scientific objectives [ESA-SRE, 2011]. The issue of most
concern for these sensors is the presence of a spacecraft magnetic field. We desire that
the scientific instruments can measure and recover the ambient magnetic field in space,
and not just the field due to the equipment and instruments on board the spacecraft. For
example the RPW-SCM aims to capture waveforms at frequencies between 100 Hz and
250 kHz [ESA-SRE, 2011], but if there are large spacecraft signatures at broad enough
spectral widths in this band, the ambient field cannot be recovered. The removal,
mitigation or characterisation of such contaminating fields is a topic of study called
magnetic cleanliness, and is devoted to ensuring that the spacecraft magnetic field can
be either minimised prior to launch, or removed from the dataset after launch [Acun˜a,
2002].
1.4 Magnetic cleanliness
For a mission where in-situ magnetometer measurements are a priority, maintaining
magnetic cleanliness is vital. Without consideration for magnetic cleanliness, it is not
Chapter 1. Introduction 11
possible to separate the real ambient field in space from that generated by the space-
craft. But where does magnetic un-cleanliness come from? What is the source of any
contamination? Every spacecraft is made up of individual units, each of which can be
considered to behave as a small DC magnet, due to its material properties and magneti-
sation at any given time. Not only this, but any electronics with a flow of current will
also generate an AC magnetic field, according to Maxwell’s Equations. All spacecraft
will have an associated magnetic field that will depend on its material properties and
current flow.
There are two approaches to combatting the problem of magnetic cleanliness: firstly
by reducing the field emissions of the spacecraft before taking measurements, and sec-
ondly by removing the spacecraft field from the dataset after the measurements have
been taken. We will consider each of these approaches in turn and where the research
presented in this thesis can make key improvements to existing practices in anticipation
of the Solar Orbiter mission.
One of the most obvious ways to reduce the magnitude of the spacecraft field detected
at the sensor is simply to place the magnetometer further away from the spacecraft
itself. Using the dipole approximation, the magnetic field generated by a source is
proportional to the inverse cube of the distance (B ∝ r−3), so for a magnetometer on
the end of an instrument boom that doubles in length the field can be expected to fall by
up to a factor of 8. This technique has worked successfully on missions such as Cassini,
for example, which used an 11 m boom [Narvaez, 2004]. It works for both spacecraft
DC and AC sources alike. Such a solution is not available to all missions however:
for Solar Orbiter, not only does the spacecraft use a relatively short instrument boom
(approximately 4 m), but the magnetometer sensors are not at the end, rather in the
middle (Figure 1.5). This is due to the large number of instruments sharing the boom,
and the fact that a longer boom risks moving outside of the shadow of the spacecraft
during spacecraft manoeuvres (such as spacecraft rolls), where it would be fully exposed
to the Sun and at risk of damage due to high intensity radiation.
For a fixed boom length, one of the next ways to decrease the spacecraft field is to
use hard rather than soft magnetic materials. Soft magnetic materials respond very
sensitively to the presence of an external magnetic field and have a large magnetic
permeability, which means that they can magnetise easily and produce a very strong
magnetic field (Figure 1.11). Alternatively, hard magnetic materials require a very large
external field before their own interior magnetic domains align (see Section 1.6). The
use of materials such as aluminium are good for spacecraft magnetic cleanliness, whereas
mildly magnetic forms of steel are not.
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Figure 1.11: Hysteresis curve illustrating the difference between soft (left) and hard
(right) magnetic materials. The external applied field is H, and the resultant induced
field in the material is B. It takes a large external field to influence the domains in a
hard magnetic material, while soft materials respond far more sensitively. [Storr, 2013].
Another key strategy to counter problems of magnetic cleanliness is to reduce the impact
of current loops. Any current flow generates a magnetic field, but we can use twisted
pairs of wires (with current flowing in opposite directions) to dramatically reduce the field
emission. However, at the connecting end of a pair of twisted wires, loops of current will
inevitably arise, with an on-axis field proportional to the loop radius squared (i.e. B ∝
R2). Therefore, reducing the area of current loops and maintaining a current return path
that matches the outgoing current path is paramount. An example of this mutual current
compensation, as illustrated in Figure 1.12, can be found with spacecraft solar cells
[Stern and Delapp, 2004], where incorrect wiring can lead to significant contamination
of magnetometer measurements, as discovered on the Double Star mission [Georgescu
et al., 2008]. This method of mutual compensation can be extended beyond current
flow to DC magnetic moment compensation, such as the orientation of motors or other
equipment to cancel out other large moments on the spacecraft. An example of this was
the placement of radio-thermal generators (RTGs) on the Cassini spacecraft [Mehlem
and Narvaez, 1999].
For space missions that cannot afford such an extensive magnetic cleanliness campaign
(e.g. Venus Express) more emphasis needs to be placed on removing the spacecraft field
emissions after the sensor measurements have taken place. For the DC magnetometer,
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Figure 1.12: An example of backwiring a current path in order to cancel the magnetic
field generated by a single current loop [Stern and Delapp, 2004].
it is possible to remove transient spacecraft field fluctuations (over 1 Hz, or less than 1 s)
by using two sensors at different distances on the boom [Ness, 1971]. This will also be in
use on Solar Orbiter and is the reason for the two fluxgate magnetometers MAG-IBS and
MAG-OBS, explained further in Chapter 2. Removal of the slowly varying and static
spacecraft fields, however, is far more difficult. Current techniques rely on empirical
selection of key parameters used to calculate the offset from the natural rotations in
the solar wind, which are inadequate for Solar Orbiter. Inaccurate in-flight correction
of offsets can damage the quality of the scientific data, therefore the improvement of
existing techniques for magnetometer offset calculations in anticipation of Solar Orbiter
is the topic of concern in Chapter 2.
But what about ensuring high quality science data for the RPW-SCM instrument? To
remove spacecraft AC field oscillations, ideally each unit would have a crystal controlled
power supply, which gives a predictable, repeatable and very narrow magnetic field fre-
quency spike (or narrow line width) as was achieved in the STEREO mission [Acun˜a
et al., 2008]. This is because not only can frequencies be chosen to avoid key scien-
tific spectral ranges, but they are also easier to remove from the dataset after launch.
However, where the application of such power supplies is not possible (such as Solar
Orbiter), some contamination must be accepted. Unit magnetic field spikes must still
be kept below a defined level at the location of the RPW-SCM, however. Any spikes
that do exist must not be allowed to overly contaminate the scientific measurements,
else the scientific objectives will not be met. To ensure this, each unit needs to be tested.
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Figure 1.13: Flowchart showing the stages of magnetic cleanliness verification, in-
cluding the stages of sensor calibration and correction.
In fact, to verify the success of any magnetic cleanliness campaign (not just for a spe-
cific instrument) and ensure that best engineering practices (such as those discussed by
Acun˜a [2004]) are met from an electromagnetic compatibility (EMC) perspective, each
item on the spacecraft needs to have its magnetic field emission characterised. It is this
characterisation and the techniques that accompany it that we will focus on improving
in Chapters 3 and Chapters 4 of this thesis.
To summarise the stages of magnetic cleanliness verification it is helpful to look at
Figure 1.13. Initially, the mission science requirements and spacecraft requirements
meet together in the form of a spacecraft magnetic budget. This is further broken down
into requirements on the individual units and frequencies. Once the units have a level to
be tested against, the unit magnetic test program can begin. Finally, a spacecraft wide
system level verification can be performed. Simultaneously, the sensors themselves will
need to be calibrated on the ground. After launch, any existing magnetic contamination
will need to be removed from the data after the measurements have been taken.
So how do we perform magnetic testing? We will start with a discussion of DC field
testing. The standard test procedure to measure the DC magnetic moment of a unit is
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based on work by Mehlem [1978]. The unit is placed on a turntable and then brought
through a full rotation, taking a measurement of the magnetic field emission from the
unit with each degree. It is then possible to calculate the magnetic moment of the unit
from the reconstructed field profile due to multiple dipoles, typically at 1 m [Messidoro
et al., 1991]. More recently, such analysis has been used on the Rosetta spacecraft as
part of its magnetic cleanliness program [Glassmeier et al., 2007]. When a detailed
verification is unnecessary – as is the case for many telecommunications satellites - a
simple dipole scaling law (assuming a fall-off ∝ r−3) has been applied to measurements to
calculate the anticipated field at magnetometer sensors used for determining spacecraft
attitude [Pourtau and Terral, 2005]. The analysis technique developed by Junge and
Marliani [2011] for DC Magnetic Field analysis on spacecraft also includes the impact
of soft permeable components as part of the modelling scheme. Their software tool
distinguishes between magnetic dipoles, electric currents and external magnetic fields,
where the electric currents are taken into account via an analytic form of the Biot-
Savart Law. Since the methods for characterising DC fields are well developed, we will
instead focus on AC field characterisation in this thesis. The standard test procedure for
measuring AC field emissions is to place a search coil verification sensor a metre away
from the source and measure any frequency spikes across the full frequency range for a
chosen bandwidth. The turntable approach is not typically used for AC fields since there
will be multiple frequency spikes that need measuring across the full spectral range and
such a frequency sweep is not practical at every small angle increment.
But why are traditional AC characterisation techniques insufficient for Solar Orbiter?
We start by noting that we can test the magnetic field emission of units in an EMC
test facility. These are facilities designed to be magnetically quiet, which is achieved by
either by being located in isolated locations (such as the Imperial College Calibration
facility) or by operating inside of an EMC anechoic chamber. These anechoic chambers
are lined with radiation absorbent material (RAM - Figure 1.14), which is designed to
scatter or absorb high frequency radiation. It is comprised of a rubber foam coated in
a metallic coating. The shape of the pyramid maximises the number of reflections (and
therefore overall attenuation) while the coating encourages deconstructive interference
of EM waves [Ott, 2009]. The pyramid height is approximately equal to a fraction of
the wavelength of the EM wave λ4 . For a typical pyramid height of 1 m, this equates to
75 MHz. Unfortunately, for the upper range of our frequency of interest (100 kHz), the
pyramid height would have to be 750 m. Since such a construction is not physical, we
must rely on other means of shielding against magnetic fields that go beyond standard
EMC test facility design.
These standard test practices are adequate when the test requirement levels are above
the noise floor of the test facility itself. However for Solar Orbiter this is not the case.
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Figure 1.14: A test facility used by the author as part of Astrium UK’s Triton Range
test facility. Notice the foam pyramids that line the entire chamber, most visible in the
foreground at the bottom. This is the RAM material traditionally used to shield high
frequency EM radiation.
Let us consider the magnetic test requirements for the RPW-SCM and compare them
to a standard EMC anechoic chamber at Astrium UK, shown in Figure 1.15. Remember
that in order for the search coil to measure very small variations in the magnetic field,
it cannot tolerate large frequency spikes in the spacecraft field that might mask ambient
signatures. The red line in Figure 1.15 is a limit on the allowed frequency-stable narrow-
band spikes generated by the spacecraft. There is also a limit on the contamination of
the frequency range by these spikes - which are allowed to cover up to a maximum of
1% of the frequency range per decade (e.g. up to 1 Hz bandwidth total between 1 and
100 Hz). The black line in Figure 1.15 is a limit on broadband magnetic emissions, where
by broadband we mean using the bandwidths specified in Table 1.2.
For comparison, we have taken measurements at the Astrium UK Columba EMC ane-
choic test chamber. A frequency bandwidth of 1 Hz was used for measurements of the
AC magnetic field, which were taken in the centre of the chamber using a Martin-Pfeil
search coil magnetometer between 10 Hz and 30 kHz (blue line, Figure 1.15). Note the
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Figure 1.15: RPW requirements for narrowband measurements (red) and broadband
measurements (black) at the location of the RPW-SCM sensor. Narrowband is specified
as a 1 Hz bandwidth, while broadband has a bandwidth that varies from 1 Hz to 1 MHz
as specified in Table 1.2. RMS measurements taken of the test facility noise floor at
the Columba EMC test facility are shown for comparison (blue).
Table 1.2: RPW broadband test bandwidths.
Frequency Range Bandwidth
1 Hz-128 Hz 0.125 Hz
128 Hz-2048 Hz 2 Hz
2048 Hz-12288 Hz 12 Hz
12288 Hz-200 kHz 122 Hz
200 kHz-1002 kHz 21 kHz
multiple spikes in the background field, due to mains frequency and associated harmon-
ics. The general noise floor, ignoring mains associated spikes, is at a similar level to
the RPW narrowband requirement level up to 1 kHz. After this frequency the facility
noise floor is appreciably lower than the narrowband requirements. However, for the
frequency range tested between 10 Hz and 30 kHz, the noise floor is still higher than the
RPW broadband requirement level.
How is it possible to verify the RPW broadband requirements at a unit representative
distance if they are lower than the test facility noise floor? This is the difficult challenge
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that Solar Orbiter faces, one that we will try to confront in this thesis. There are two
options: either we take the measurements close to the equipment under test (EUT)
and then scale them to a representative distance, or we improve the test facility noise
floor through better shielding. We will discuss both of these topics in Chapters 3 and 4
respectively.
1.5 Maxwell’s equations
Maxwell’s equations in free space (and in differential form) can be written as follows,
defining the electric field E, magnetic field B and their relationship to one another by:
∇ ·E = ρ
0
, (1.1)




∇×B = µ0J + µ00∂E
∂t
, (1.4)
where ρ is the charge density, J is the current density, t is time, µ0 is the permeability
of free space and 0 is the permittivity of free space.
Inside of a material with a relative permeability µr and relative permittivity r, Maxwell’s
equations can be written as:
∇ ·D = ρ, (1.5)








B = µ0µrH, (1.9)
D = 0rE. (1.10)
We can also define the magnetic field B in terms of a vector potential A, such that:
B = ∇×A, (1.11)
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as in many mathematical situations it is easier to calculate A and then solve for B than
to calculate B directly. Let us take the example of free space, outside of any material,
where Gauss’s magnetic law and the Ampe`re-Maxwell law can be written as follows,
since there are no charges present:
∇ ·B = 0, (1.12)
∇×H = 0. (1.13)
In the quasistationary magnetic approximation, the displacement current can be ne-
glected (i.e. we ignore the µ00
∂E
∂t term in the Ampe`re-Maxwell law). The use of this
approximation will be justified in the context of its application to shielding in Chapter 4.
We now choose to use the vector potential A such that:
B = ∇×A, (1.14)
and relate B to H through the equation:













∇× (∇×A) = 0, (1.18)
∇(∇ ·A)−∇2A = 0. (1.19)
Since we are using the quasistationary magnetic approximation we can choose the
Coulomb gauge for the vector potential A [Knoepfel, 2000] such that:
∇ ·A = 0, (1.20)
therefore:
∇2A = 0, (1.21)
which is the Laplace Equation for a vector potential. We will use this equation when
discussing shielding effectiveness in Chapter 4.
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Figure 1.16: Definition of a current loop with area A, current I and magnetic moment
µ.
1.6 Magnetism in materials
We can imagine each electron’s orbit around the nucleus to have a magnetic moment
associated with it, just as a current loop has a magnetic moment µ equal to the product
of the area and the current: µ = IA (Figure 1.16). The smallest magnetic moment an
orbital electron can possess is the Bohr magneton: µB =
eh
4pime
, the orbital magnetic
moment of hydrogen in its ground state, where µB is the Bohr magneton, e is the charge
on an electron, h is the planck constant and me is the mass of an electron. However,
as you add more electrons to an atom, the orbital magnetic moments tend to cancel
out. This is due to the Pauli exclusion principle for pairs of electrons in each shell.
However, the electron itself also has its own magnetic moment, independent of its orbit:
a property of electron spin.
Diamagnetism is observed in all materials, however diamagnetic substances are those
that exhibit no other stronger types of magnetism. This is the case in most materials
that we consider to be so-called ‘non-magnetic’ materials, such as wood and water.
Diamagnetic substances are repelled by regions of strong magnetic field: they have a
relative permeability µr < 1. The spin moments of such a material cancel each other
out, such as in a helium atom. The actual repulsion, then, is caused by the response
of the orbital electron motion to an external field to oppose it. The magnetic moment
itself undergoes Larmor precession in the vicinity of an external field, due to an exerted
torque Γ = µ × B, where µ here is the magnetic dipole moment. The external field
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alters the speed of the orbit of the electrons in order to oppose it, causing repulsion of
the material away from regions of strong magnetic field.
Paramagnetic substances are attracted to regions of strong magnetic field, rather than
repelled. They have a magnetic permeability µr > 1. In these substances, there are iso-
lated electrons in the outer shell. These outer shell unpaired electrons do not have their
intrinsic magnetic moments cancelled by another, but instead provide a few Bohr mag-
netons of magnetic moment. Without a field present, the moments are all aligned with
random orientations, but in the presence of an applied field they can align themselves
and be drawn to regions of strong field. Thermal motion prevents all the orientations
from aligning perfectly, however. Paramagnetism is a stronger effect than diamagnetism,
and dominates for materials with unpaired electrons in its outer shell. Examples include
lithium and aluminium.
Finally, a few rare elements demonstrate ferromagnetic properties, with iron, nickel and
cobalt being the most common. Similar to paramagnetic materials, ferromagnetism
only occurs in materials with partially filled electron shells. The difference is that the
electron dipoles tend to align spontaneously without an external field, unlike in para-
magnetism where random thermal fluctuations destroy such alignment. Simply put, in
ferromagnetic materials the outer electrons ‘prefer’ to be aligned parallel to one another,
since they can effectively move further apart by aligning their spins. This is called the
exchange interaction, and competes with the dipole-dipole interaction, where dipoles
prefer to align antiparallel so that pairs of magnetic fields will cancel out. In iron for
example the exchange interaction is 1000× stronger than the dipole interaction.
Macroscopically, not all of the atomic magnetic moments are always perfectly aligned in
a ferromagnetic material. Rather, they form what are called ‘magnetic domains’, regions
of a material that contain the same atomic magnetic moment alignment, but may differ
between different domains (Figure 1.17). They are commonly split across mechanical
grain boundaries within a material. As an external magnetic field is increased, the
domains can merge to form larger ones. The magnetic permeability of a material µ (a
bulk property) is the degree of magnetisation that a material acquires in the presence
of an external field. The larger the domain sizes are within a material, the larger the
magnetic permeability.
To create the highest permeabilities, compounds of magnetic materials are used to max-
imise the exchange interation and make the size of magnetic domains as large as possible.
Permalloy, an example of this, contains approximately 20% iron and 80% nickel and has
a relative permeability that can exceed 100, 000. Similarly, mu-metal, which we will dis-
cuss and use for testing in Chapter 4, is an extension of permalloy that includes elements
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Figure 1.17: Magnetic domain structure [Nave, 2005].
to make it more ductile and easier to machine work. It typically contains 77% nickel,
16% iron, 5% copper and 2% chromium or molybdenum [Murby, 2009].
1.7 Summary
Solar Orbiter is a mission that will improve on previous missions to the inner heliosphere
by flying closer to the Sun than ever before, escaping the confines of the ecliptic plane,
entering near co-rotation with the Sun and using both remote and in-situ instrumenta-
tion simultaneously. In doing so the mission will try to answer important outstanding
questions about how the Sun creates and controls the heliosphere around it. It will help
answer questions on where the solar wind plasma and magnetic field originate, how solar
transients evolve from their conception, how solar eruptions produce energetic particles
and how the solar dynamo produces a magnetic field in the first place.
Measurements of the in-situ magnetic field are critical to the completion of the Solar Or-
biter science objectives, therefore the correct operation of the DC fluxgate and AC search
coil magnetometers is paramount to the missions success. The biggest stumbling block
to the successful measurement of the ambient field is ensuring the spacecraft’s ‘magnetic
cleanliness’, i.e. that magnetic sources on the spacecraft do not overly contaminate the
measurement of the scientific instruments.
The primary aim of this thesis, therefore, is to improve existing techniques for character-
ising and removing signals due to contaminating spacecraft sources. While the results
from this PhD aim to help the Solar Orbiter mission, they can also be applied more
generically to any mission in which strict magnetic cleanliness requirements need to be
dealt with.
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In Chapter 2 we will discuss the removal of magnetometer zero offsets. We will demon-
strate an improvement to the existing techniques that use natural rotations in the solar
wind magnetic field to remove the effect of spacecraft fields. This improvement is the
automation of calculating a key parameter in the offset detection algorithm, one that
depends on solar proximity and so is of paramount importance to Solar Orbiter. This
work has been published in Geoscientific Instrumentation [Pudney et al., 2012a] and
presented at the Aerospace EMC ESA workshop 2012 [Pudney et al., 2012b].
In Chapter 3 we demonstrate an improvement to the extrapolation of magnetic field
measurements made very close to a unit (an item of equipment on the spacecraft). This
uses a mixture of different scaling powers in order to avoid an underprediction of AC
magnetic field signatures. This work has been published in Geoscientific Instrumentation
[Pudney et al., 2013].
In Chapter 4 we discuss work performed measuring the shielding effectiveness of a proxy
Solar Orbiter spacecraft body and investigate the improvement of a test facility noise
floor through magnetic shielding. The research studies the potential of a new shielding
technique for frequencies between 1 kHz and 100 kHz in order to improve the verification
of unit magnetic field emissions. A prototype has been designed with Magnetic Shields
Ltd. and tested against theoretical shielding predictions. The relative merits of the new
work are compared to alternative pre-existing shielding techniques. We demonstrate that
while the use of thin layers of high permeability material shield the target frequency range
adequately at small scales, at large scales the use of aluminium would be a preferable
choice.
Finally in Chapter 5 we summarise conclusions from each of the three research strands





In order to achieve the accuracy demanded by the Solar Orbiter science requirements,
the magnetometer needs to be well calibrated. Every magnetometer has a sensor offset,
a systematic bias in a null field environment, defined in Figure 2.1. This offset can
be measured on the ground, however after launch the bias can change. This can be,
for example, due to changes in temperature which cause expansion and contraction
in fluxgate magnetometer components [Balogh, 2010]. Therefore it is our motivation
to optimise the in-flight correction of the magnetometer offsets for the Solar Orbiter
mission, which will travel through a wide range of heliocentric distances (as close as
0.29 AU) and consequently a wide range of temperatures.
However, in-flight measurements of the magnetic field have another offset in addition
to the sensor offset: that due to the magnetic field generated by the spacecraft [Acun˜a,
2002]. The spacecraft magnetic field is considered to consist of two forms, firstly transient
field jumps (e.g. due to mechanical motor activities) and secondly a slowly varying
residual field (e.g. due to temperature variation). The spacecraft field and sensor offset
need to be removed from the instrument data in order to retrieve the ambient magnetic
field for accurate scientific analysis [Acun˜a et al., 2008].
The dual magnetometer technique (first discussed by Ness [1971]) is designed to remove
the transient spacecraft field jumps from the sensor data (Figure 2.2). This is achieved
by measuring the magnetic field simultaneously using two spatially separated magne-
tometers, as used extensively on the Double Star [Carr et al., 2005] and Venus Express
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[Pope et al., 2011] missions. The ratio between the two sensor field readings will be unity
for ambient field changes, and non-unity for spacecraft field changes, assuming that the
ambient field is constant over the spatial distance between the two sensors [Pope et al.,
2011]. If we assume that the spacecraft field falls off with distance as a dipole, referring







where Bscr1 and Bscr2 are the spacecraft field contributions at distances r1 and r2 from
the presumed source of the spacecraft field. By definition, the magnetic fields measured
by the magnetometer sensors BMr1 and BMr2 are given by:
BMr1 = BA + Bscr1 + zr1 , (2.2)
BMr2 = BA + Bscr2 + zr2 , (2.3)
where zr1 and zr2 are the sensor offsets for the two sensors respectively and BA is the
ambient field (Figure 2.2). Now we will only study the impact of transient field changes,
with a change in the measured magnetic field of ∆BM for the two positions given by:
∆BMr1 = ∆BA + ∆Bscr1 + ∆zr1 , (2.4)
∆BMr2 = ∆BA + ∆Bscr2 + ∆zr2 . (2.5)
Figure 2.1: Definition of zero offset, a combination of sensor offset and slowly varying
residual spacecraft field.
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Figure 2.2: Dual sensor diagram. Bsc is the spacecraft magnetic field (assumed to
be centered at the body of the spacecraft), while BA is the external ambient field in
space. r1 and r2 mark the distances to the in-board and out-board magnetometers
respectively. Adapted from Acun˜a [2002].
Over fast transient events, the sensor offsets are assumed to remain constant, which is
reliable for timescales of less than 1 second. Therefore, the terms representing a change
in sensor offset can be set to 0. Following this, knowledge of values for r1 and r2 makes
it possible to solve the ambient and spacecraft transient components as follows:
∆Bscr1 =
∆BMr1 −∆BMr2
1− α , (2.6)
∆BA =
∆BMr2 − α∆BMr1








Once the fast transient magnetic field has been removed from the sensor data, we are left
with the slowly varying residual spacecraft field (typically over a one hour timescale)
and sensor offset. Since we cannot distinguish between these two contributions, any
calculations we make of the remaining offset is a combination of the residual spacecraft
Chapter 2. In-Flight Correction of Magnetometer Zero Offsets 27
Figure 2.3: A spinning spacecraft can have its magnetometer zero offsets in the spin
plane calculated.
field and sensor offset, which we shall henceforth call the zero offset. This zero offset
can be measured through a rotation of the spacecraft (Figure 2.3), assuming that the
solar wind magnetic field magnitude and direction remain constant over the rotation
period [Acun˜a et al., 2008]. Under these conditions it is possible to compare magne-
tometer measurements made after half a rotation period. If a difference is detected in
the measured field magnitude between two or more samples of the same field a vector
zero offset is present and can be calculated [Acun˜a, 2002]. This method is effective for
the spin-plane components of a permanently spinning spacecraft or for data taken during
spacecraft roll manoeuvres [Kepko et al., 1996].
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There are cases, however, where this method of offset detection is insufficient. Firstly,
spacecraft rolls are typically executed once an orbit and are too infrequent to accurately
track changes in the zero offset. Secondly, not all spacecraft spin continuously. For
a three-axis stabilised spacecraft (such as Solar Orbiter), or the remaining axis of a
spinning spacecraft (perpendicular to the spin plane), another method must be used
to calculate the offsets. Fortunately we can use natural pre-existing rotations of the
magnetic field, without the spinning the spacecraft. The most reliable way to achieve
this is to use what are called Alfve´nic rotations in the solar wind, which we shall refer
to as the solar wind variance method [Leinweber et al., 2008]. Remember that with the
spinning spacecraft, it was only possible to calculate the offsets if the ambient solar wind
magnitude remained constant over a single rotation (although over multiple rotations a
variation in the magnitude has no impact as it is averaged out). This is also true for the
solar wind variance method - we require the ambient field magnitude to remain constant
while the magnetic field vector naturally rotates. Alfve´n waves fulfil this criterion: they
are magnetic field rotations and are non-compressional (Figure 2.4(b)), i.e. they do
not change the field magnitude (unlike magnetosonic waves (Figure 2.4(a)), which are
natural compressional waves) [Kivelson, 1995, Kallenrode, 1998].





where ρ is the plasma density in the solar wind and B0 is the ambient magnetic field.
The optimal solar wind conditions for offset calculation contain many incompressible
rotations and a relatively constant magnetic field magnitude. Solar wind with a high
Alfve´nicity can be used as a good metric for these optimal conditions [Kallenrode, 1998],
where fluctuations are Alfve´nic if variations in flow speed δusw are related to variations
in the magnetic field δB by:
δusw = ± δB√
µ0ρ
. (2.10)
Let us now consider the impact that a zero offset has on the measured magnetic field,
with the spacecraft hypothetically placed in an artificial ambient field. With a simple
rotation about an arbitrary plane, where the fluctuations are incompressible, the mea-
sured magnetic field remains constant Figure 2.5. If we now add a constant zero offset
to the x-axis of 1 nT, a variation appears in the field magnitude. In other words, the
existence of a zero offset along one field component will cause an artificial compression:
a change in the measured field magnitude correlated with a change in that component.
In this ideal scenario, it is possible to calculate the offset with perfect accuracy, since
we can entirely attribute the magnitude variation to the existence of an offset. We can
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Figure 2.4: (a) A magnetosonic wave, which is compressional as it affects the magnetic
field magnitude. The field is stronger when the lines are closer together and weaker
when they are further apart. (b) An Alfve´n wave, shown here by a kink in the magnetic
field that propagates along the field line, which can also be considered to be a rotation
in the field. They are incompressible, as they do not affect the field magnitude (the
field lines are equidistant from one another).
apply the same reasoning for a solar wind dataset that is Alfve´nic: any variations in
the individual components of the ambient field should be uncorrelated with variations
in the magnitude. Any correlation that we do see can be attributed to a zero offset.
Davis and Smith [1968] were the first to take advantage of the Alfve´nic properties of the
solar wind for zero offset calculation. They used a statistical technique that looks for the
correlation between changes in a measured magnetic field component and changes in the
square of the measured field magnitude. The subsequent Belcher [1973] and Hedgecock
[1975] methods are variants of the Davis-Smith method. All three methods are based on
the same assumption that the solar wind fluctuations are predominantly Alfve´nic and
therefore do not greatly affect the field magnitude.
However, the ambient magnetic field in the solar wind is never purely rotational. In
reality, the ambient field contains both compressions and rotations, with relative con-
tributions that depend on the heliospheric environment.The difference between incom-
pressibile and compressible fluctuations can be seen in Figures 2.6 and 2.7, using data
taken from the Helios 2 spacecraft.
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Figure 2.5: Magnetic field variation in the components and magnitude of a rotation
in an arbitrary plane, using a synthetic dataset. (Top) A pure rotation, with no zero
offsets. (Bottom) A pure rotation, with the addition of an offset of +1 nT along the
x-component.
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Figure 2.6: (a) An example of an hour of incompressive rotations in the solar wind
(Helios 2). The black line, which remains relatively constant at 10nT, is the magnetic
field magnitude and its negative. The components fluctuate strongly, indicating the
presence of significant rotations. (b) An example of an hour of magnetic field varia-
tions that are naturally contaminated by compressions (Helios 2). Here the component
variations are correlated with changes in the field magnitude, indicating strong com-
pressional content.
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Figure 2.7: Schematic to show how rotations and compressions are observed in the
solar wind data. In the left image, a pure rotation in the solar wind does not change
the field magnitude. In the right image, a pure compression in the solar wind does
change the field magnitude.
It is therefore necessary to only select datasets in which the assumption of a high
Alfve´nicity is sufficiently valid. This is achieved by a procedure developed by Leinweber
et al. [2008] and summarised in section 2.3. They compared the three aforementioned
solar wind variance methods and concluded that the optimal approach is to use the
Davis and Smith [1968] method, with the addition of a number of checks to ensure that
the dataset contains sufficient rotational content and minimum compressional content.
Such checks are referred to as ‘selection criteria’ by Leinweber et al. and are explained
in more depth in section 2.3.
While it appears like this method can be used for the Solar Orbiter mission, the Lein-
weber et al. [2008] procedure requires the specification of multiple parameters, which
they do on an empirical basis for specific datasets. It is imperative that we make sure
the best parameters are selected, since they have a major impact on the accuracy of the
offset determination. Leinweber et al. have chosen their selection criteria such that only
one key parameter needs to vary with changes in heliocentric distance - the minimum
compressional standard deviation (MCS).
MCS is the standard deviation of the magnetic field magnitude over one hour. MCS is
important to offset calculation since it acts as a threshold: standard deviations that are
smaller than MCS (over an hour or less) can be assumed perfectly Alfve´nic and therefore
perfectly incompressible. The role of MCS in the offset calculation method is discussed
in more detail in Section 2.3.3. Our work seeks to improve the current method so that
it can track varying offsets systematically and with minimal human intervention. We
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achieve this by extending the Leinweber et al. procedure such that MCS is determined
automatically from the dataset. This not only optimises the method for Solar Orbiter,
but also any other mission that relies on the solar wind variance method for offset
calculation.
First, we will discuss the implementation of the solar wind variance method itself - how
to calculate the offsets from the measurement dataset (section 2.2). Secondly we will
describe the algorithm used by Leinweber et al. [2008], including the use of selection
criteria and the parameter MCS (section 2.3). We then explain how our method auto-
matically evaluates MCS from a given dataset (section 2.4). Using data from Helios 2,
we then go on to show what impact the solar wind conditions have on the probability at
which offsets can be calculated using this new method (section 2.6). Finally, we compare
our new method with previous work that keeps MCS constant (also section 2.6).
2.2 The Solar Wind Variance Method
Assuming that the solar wind is purely Alfve´nic over a period of data, the existence of
rotations in the ambient field can be used to find the zero offsets. The Davis and Smith
[1968] method looks for the correlation between changes in a measured field component
and changes in the square of the measured field magnitude. This is achieved by adding
an offset (zi - to be determined) along each of the field components and then calculating
the sample covariance between the measured field component variations and variations in
the square of the measured field magnitude. Due to the assumption of pure Alfve´nicity,
the covariance is set to equal zero, which allows the offsets to be calculated. Therefore
any correlation found to exist can be attributed to a zero offset in this way. We can
witness these steps in a mathematical sense as follows (adapted and expanded from
Leinweber et al. [2008]).
First, we start with the assumption that the squared magnitude of the ambient field
BA is uncorrelated with the magnetic field variance along any individual axis. This is
true for magnetic field fluctuations that are purely Alfve´nic (i.e. purely rotational). We










N(N − 1) , (2.11)
Sxy = 〈xy〉 − 〈x〉〈y〉. (2.12)
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Note that the demoninator contains an N − 1 term - this is because the sample mean
(rather than the population mean) is used. Since the sample mean is slightly correlated
with each observation, it requires a denominator of N−1 rather than N in order to make
it an unbiased estimator. By setting Sxy to zero, we force there to be no correlation
between x and y. We now replace x with each of the three individual ambient magnetic






We can now introduce the zero offsets along each component, namely z1, z2 and z3, such
that the measured magnetic field BM is related to the ambient field BA by:
|BM |2 = |BA|2 + 2z1B1 + 2z2B2 + 2z3B3 + z21 + z22 + z23 . (2.14)
We now rewrite Equation 2.13 in terms of BM such that:
〈B1(|BM |2 − 2z1B1 − 2z2B2 − 2z3B3)〉 = 〈B1〉(〈|BM |2〉 − 2z1〈B1〉 − 2z2〈B2〉 − 2z3〈B3〉),
〈B2(|BM |2 − 2z1B1 − 2z2B2 − 2z3B3)〉 = 〈B2〉(〈|BM |2〉 − 2z1〈B1〉 − 2z2〈B2〉 − 2z3〈B3〉),
〈B3(|BM |2 − 2z1B1 − 2z2B2 − 2z3B3)〉 = 〈B3〉(〈|BM |2〉 − 2z1〈B1〉 − 2z2〈B2〉 − 2z3〈B3〉),
(2.15)




3 have been omitted since they are constants and do not vary in time,
which in turn means that they do not change the covariance. We can now rearrange
this equation to bring all the offsets to one side, as follows:

〈B21〉 − 〈B1〉2 〈B1B2〉 − 〈B1〉〈B2〉 〈B1B3〉 − 〈B1〉〈B3〉
〈B2B1〉 − 〈B2〉〈B1〉 〈B22〉 − 〈B2〉2 〈B2B3〉 − 〈B2〉〈B3〉











〈B1|BM |2〉 − 〈B1〉〈|BM |2〉
〈B2|BM |2〉 − 〈B2〉〈|BM |2〉
〈B3|BM |2〉 − 〈B3〉〈|BM |2〉

(2.16)
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Notice that the matrix on the left hand side of Equation 2.16 is the covariance matrix
of the ambient magnetic field. In fact, more than this, we can prove that it is also the
covariance matrix of the measured magnetic field, by observing that:
〈B21〉 = 〈(BM1 − z1)2〉, (2.17)
〈B21〉 = 〈B2M1〉 − 〈2BM1z1〉+ 〈z21〉, (2.18)
〈B21〉 = 〈B2M1〉 − 2z1〈BM1〉+ z21 , (2.19)
and:
〈B1〉2 = 〈(BM1 − z1)〉2, (2.20)
〈B1〉2 = (〈BM1〉 − 〈z1〉)2 , (2.21)
〈B1〉2 = 〈BM1〉2 − 2z1〈BM1〉+ z21 , (2.22)
therefore:
〈B21〉 − 〈B1〉2 = 〈B2M1〉 − 〈BM1〉2. (2.23)
The same is true for all of the other terms in Equation 2.16, such that we can each
instance of Bi with its measured counterpart BMi . To obtain the offsets, we multiply








〈B2M1〉 − 〈BM1〉2 〈BM1BM2〉 − 〈BM1〉〈BM2〉 〈BM1BM3〉 − 〈BM1〉〈BM3〉
〈BM2BM1〉 − 〈BM2〉〈BM1〉 〈B2M2〉 − 〈BM2〉2 〈BM2BM3〉 − 〈BM2〉〈BM3〉




〈BM1 |BM |2〉 − 〈BM1〉〈|BM |2〉
〈BM2 |BM |2〉 − 〈BM2〉〈|BM |2〉
〈BM3 |BM |2〉 − 〈BM3〉〈|BM |2〉

(2.24)
By performing this offset calculation technique on a sample, we can identify the offsets
and remove them to recover the ambient field from the measurement data.
The solar wind is never perfectly Alfve´nic, however – as mentioned it contains both
ambient compressions and rotations – and it is difficult to directly distinguish ambient
field compressions from artificial compressions due to offsets. The best approach is to use
a subset of the original dataset, by selecting data windows where the assumption of high
Chapter 2. In-Flight Correction of Magnetometer Zero Offsets 36
Table 2.1: Parameters used for offset determination.
Mission VEX Helios
Data resolution 1s 6s
Windowing
wp1 Min window size 320 s 300 s
wp2 Max window size 3600 s 3600 s
wp3 Window size increase % 20% 20%
s Step length 8 s 6 s
Final Offset Calculation
ni Min passed windows 10 10
Selection Criteria
MCS Minimum compressional std. 0.3 nT variable
1 First selection criterion 1×MCS 1×MCS
2 Second selection criterion 0.5 0.5
3 Third selection criterion 1×MCS 1×MCS
Alfvenicity is close to being valid. By performing the Davis and Smith [1968] method
on this subset, the resulting offset calculation will be much more reliable than if it were
performed on the entire original dataset. This is the approach taken by Leinweber et al.
[2008], discussed in the next sub-section, who use a windowing technique with selection
criteria in order to choose the data subset.
2.3 The Leinweber et al. Algorithm
The following method and selection criteria procedure are detailed comprehensively in
Leinweber et al. [2008], but are summarised here for the convenience of the reader. A
number of parameters are selected to suit each dataset (Table 2.1). It is important
to note that Leinweber et al. have chosen these parameters empirically for different
datasets, something we wish to avoid. However, they have designed their selection
criteria to derive from the parameter MCS, so it is this parameter that we will focus
on. The use of these parameters is detailed in the following section. A flowchart of the
entire algorithm can be seen in Appendix A.
2.3.1 Methodology
The Leinweber et al. algorithm uses variable window sizes to identify non-compressive
field rotations within a data period (see Figure 2.8). The smallest window size (wp1) is
stepped forward by the step length (s) until the end of the data period. This process is
repeated with larger window sizes (e.g. increasing in length by wp3 each time) until the
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Figure 2.8: An illustration of the time series nomenclature used in this paper. The
total data length is the complete set of data within a single data file, shown here to
be four hours. The data period is the dataset over which a final offset is calculated,
shown here to be one hour. Consequently, this total data length would provide four
offset calculations. The data period is repeatedly sub-divided into the variable window
sizes from a length of 5 minutes up to the maximum window size, which is equivalent
to the data period.
maximum window size (wp2) has been reached. Each window passes or fails according to
selection criteria, passing only those windows that contain sufficient rotational content
and minimum levels of compression (see section 2.3.2). A check is made to ensure that a
sufficient number of windows (ni) are passed for use in the final offset calculation. The
final offsets are then solved using the Davis and Smith [1968] method, now using the
most rotational and least compressible content, namely the data from those windows
that passed.
2.3.2 Selection Criteria
For each individual data window the Leinweber et al. algorithm performs the following
steps (with explanations underneath to provide additional information on each step):
1. The Davis and Smith [1968] method is performed on the selected data window in
order to make an initial estimate of the offsets.
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The offsets are calculated using Equation 2.16.
2. A first selection criterion is applied, which is designed to find magnetic field rota-
tions. The criterion passes windows in which magnetic field fluctuations span at
least a single plane.
We can study the existence of rotations by studying the three eigenvalues λ1, λ2, λ3 of the
covariance matrix. These eigenvalues are closely related to minimum variance analysis,
the process of defining three eigenvectors that relate to the directions of minimum (λ3),
middle (λ2) and maximum (λ1) variance directions. The square root of an eigenvalue
is equal to the standard deviation (σ) of the field along a minimum variance direction.
Windows with fluctuations in only one component (i.e. λ1 = σ
2, λ2 ' λ3 ' 0) indicate a
compression, because the total magnetic field is the resultant vector of the components:
if only one component fluctuates then the magnitude will fluctuate with an identical
correlation. Therefore, to avoid this, the first criterion is explicitly that
√
λ2 > MCS,
that the window must contain fluctuations in at least one plane that are larger than
MCS (see Section 2.3.3). At this stage we do not know whether the fluctuations in the
plane are rotational or compressional however: we need a second selection criterion.
3. The initial offsets from step 1 are removed from the data to retrieve estimated
ambient field components, from which the estimated ambient field magnitude is
calculated.
The estimated ambient field magnitude is calculated through the equation BA = BM−z.
4. A second selection criterion is applied, which is designed to test whether the fluc-
tuations that do exist are rotations or compressions. Windows are passed if they
demonstrate ‘clean’ rotations that are not overly contaminated by compressional
variation.
A ‘clean’ rotation is one that is not ‘contaminated’ by compressions. It will show large
component fluctuations, but not affect the ambient field magnitude. To quantify this
property, Leinweber et al. select the ratio λ2
std(|BA|2) > 2. Notice that 2 is typically less
than 1, as we expect the standard deviation of the squared ambient magnitude to be
larger than the standard deviation of a non-squared component.
5. A third selection criterion is applied that performs a more rigorous analysis of
rotations by studying each individual field component in turn. It is only applied
if the window passes the previous two selection criteria.
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This criterion only passes windows containing individual component variations that do
not strongly correlate with variations in the recalculated magnitude, to within the MCS
(see Section 2.3.3).
2.3.3 The Minimum Compressional Standard Deviation
One of the key parameters of the Leinweber et al. [2008] algorithm is the minimum
compressional standard deviation (MCS), so it is important to understand its meaning.
Remember that the ambient field contains a mixture of rotations and compressions, with
some data periods exhibiting greater Alfve´nicity than others (Figure 2.6). To be certain
that real compressions are not mistaken for offsets, it is necessary to ensure that data
windows too contaminated by natural compressions are removed from the analysis. The
MCS represents a maximum level of natural compressive field magnitude variation for
which the assumption of purely Alfve´nic fluctuations is deemed acceptable. If MCS is
chosen to be very small - for example 0.1 nT - then any ambient magnitude variation
greater than MCS will be considered ‘compressional’ and lead to a rejected data window.
If this happens too often, too few data windows will pass the selection criteria and the
offsets cannot be calculated. On the other hand, if MCS is chosen to be very large - for
example 1.0 nT - then any ambient magnitude variation less than MCS will be considered
Alfve´nic. This will result in the calculation of offsets that include contamination from
natural compressions, which are deemed to be artificial when they are natural. This
key parameter is employed in the first selection criterion as a minimum bound on the
rotations in a plane to ensure that they are larger than MCS. It is also used in the third
selection criterion to ensure that the recalculated field magnitude remains constant to
within MCS.
Previously MCS has been chosen manually for individual data intervals [Leinweber et al.,
2008]. However, it is clear that the wrong selection of MCS could seriously compromise
the accuracy of offset detection. Also, for missions such as Solar Orbiter (which will vary
greatly in heliocentric distance) the size of ambient magnitude (and its fluctuations)
will change over an orbit. Therefore, in the following section we propose a method of
automatically extracting a value for MCS from the dataset itself. This procedure is
focused purely on obtaining a value for MCS that can then be used in the previously
described algorithm used by Leinweber et al. [2008]. This method of quantitatively
selecting MCS from the dataset itself can be applied to any mission, traversing any set
of heliocentric distances.
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2.4 Parameterizing the Minimum Compressional Standard
Deviation
As discussed, the choice of a value for MCS is a compromise between ensuring that a
sufficient number of data windows are passed to allow an offset determination to be made
and keeping the data in each window that passes the selection criteria as incompressible
as possible. Since the second selection criterion (which does not depend on MCS) rejects
windows with high compressional content from the final offset calculation, it would seem
to be better to ensure more data windows pass through the first selection criterion
[Leinweber et al., 2008]. If MCS is too large, windows will be less likely to pass the
first criterion, since the component variations will be considered too small. However, if
MCS is too small, windows will be less likely to pass the third criterion, since even small
ambient compressions will be considered unacceptable.
Since we do not know a priori what the appropriate value for MCS is, we use the
standard deviation of the estimated field magnitude |BA|, as calculated in the procedure
below, to parameterize MCS. We find that this choice of MCS closely tracks the region
of maximum passed windows. For a given data interval (the total data length) where
magnetic field zero offsets need to be calculated, our procedure (using the parameters
shown for Helios in Table 2.1) works as follows:
1. We choose the size of the data period and take a window of data of that period
from the start of the total data length.
2. We apply the Davis and Smith [1968] method to obtain an estimate for the offsets.
3. We subtract the initial offsets from the field data to obtain an initial estimate
of the field components. From these components we calculate an estimated field
magnitude.
4. We apply the Leinweber et al. [2008] second selection criterion to this data period
to test whether it has overall low levels of compression.
5. If the window passes - due to its low compressional content - we calculate the
standard deviation of the estimated field magnitude and choose this value to be
the trial MCS for this data period.
6. We repeat this procedure for successive (non-overlapping) data periods over the
total data length. We choose a final MCS value for the total data length to be
the median value of such trial MCS values. The distribution of trial MCS values
is skewed with a high tail, so the use of the median removes high outliers.
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It is possible that during the total data length there are no data periods that contain
sufficiently low levels of compression (and therefore fail the selection criterion in our
method). However, this scenario was only encountered in 2% of daily datafiles - during
which there was only 2-3 hours of data avaliable for analysis - and is therefore not
expected to cause an issue with near-complete datasets.
2.5 Method Implementation Results
Remember that our original motivation was to optimise the offset calculation method
for Solar Orbiter, a 3-axis stabilised spacecraft travelling across heliocentric distances
as close as 0.29 AU. In order to test the new offset calculation method in anticipation of
Solar Orbiter, we chose to apply our new method to the 1976 Helios 2 dataset. Helios
1 and 2 were two spinning spacecraft that explored the inner heliosphere by taking
measurements in-situ. We used our new method to deduce the parameter MCS for each
day of data between DOY 1 (day of year) to DOY 125. During this interval Helios 2
varied in heliocentric distance from 0.3 to 1 astronomical unit (AU) and encountered
both fast and slow speed solar wind. It should be noted that the Helios dataset has
already been calibrated, therefore the offset calculation should yield a zero offset of
0 nT. Also, as Helios 2 is a spinning spacecraft, we only calculate offsets perpendicular
to the spin plane, for which our method still applies.
We compare these MCS values with the daily average of the hourly measured standard
deviation of the ambient field magnitude (Figure 2.9). Not surprisingly, the deduced
values for MCS scale similarly to the variation in the magnetic field magnitude. However,
inclusion of compressions in the measured magnitude fluctuations often results in values
higher than those our method produces for MCS. This is due to the fact that we only
calculate MCS values for data periods with sufficiently low levels of compression.
2.6 Impact of Heliospheric Environment on Calculation
Probability
We now apply our new method to obtain values for MCS and use them in the Leinweber
et al. [2008] procedure to examine the impact of our method on final offset calculation.
In particular, we are interested in the probability of being able to deduce an offset,
because it is still possible that a zero offset cannot be calculated for a data period. For
example, for data periods where the ambient field is consistently too compressional, the
Leinweber et al. algorithm is unable to calculate the magnetic field offsets.
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Figure 2.9: Application of our procedure to data from Helios 2 (1976, DOY 1 to
125). The blue markers represent deduced values for MCS for each day (the median
of the hourly calculated MCS values), while the red markers represent the measured
standard deviation of the magnetic field magnitude for each day (an average of the
measured hourly values, with corresponding variation over each day shown by the error
bars). The reason multiple days appear to have the same heliospheric distance is that
distance resolution is 0.01 AU.
Remember that as Solar Orbiter travels through the inner heliosphere, the solar wind
conditions will vary widely in Alfve´nicity, which will impact offset calculation. Due
to this strong dependence on Alfve´nicity, we examine the probability of being able to
calculate an offset over a given data period at different solar wind speeds, heliocentric
distances and stages of the solar cycle. As an example, if we are able to obtain an
estimate of the offset in seven out of ten one-hour data periods in the dataset, we say
that the dataset has a calculation probability of 70%.
Finding these results will also have a beneficial effect on planning spacecraft operations.
Offsets will vary in-flight due to temperature variations between spacecraft operations.
Also the operations themselves, such as moving solar arrays and antennas, will affect the
zero offset. Since these spacecraft operations are unavoidable, we ideally want to prevent
operations from ocurring until after an offset calculation can be performed using the solar
wind variance method. At present, zero offsets are calculated over a data interval of 24
hours for Venus Express [Pope et al., 2011] and multiple weeks for the Cluster spacecraft
[Balogh et al., 2001a]. The shorter the time period required to calculate a zero offset,
the more frequently the slowly varying offset can be tracked and the more frequently
spacecraft operations can be performed (Figure 2.10).
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Figure 2.10: Tracking the slowly varying offset. Offsets can be tracked outside of
dedicated spacecraft operation activities using the solar wind variance method. The
shorter the time period for offset calculation, the more regularly spacecraft operations
can occur without losing track of the zero offset.
We compare offset calculation probabilities using data from the Helios 1 and 2 space-
craft. Since fast flowing solar wind is known to be more Alfve´nic than slow wind streams
[Mariani and Neubauer, 1990], and therefore less compressive, the algorithm should have
a greater chance of calculating an offset in fast wind streams. Days of fast and slow solar
wind streams from 1976 are given in Table 2.2. As fast and slow solar wind streams
collide, they merge and interact with one another, forming co-rotating interaction re-
gions (CIRs) [Priest, 1995]. Closer to the Sun, these CIRs are less prominent, but as
they travel towards 1 AU the CIRs develop and become fully processed into a larger
interaction region, resulting in a decreased Alfve´nicity [Kallenrode, 1998]. Therefore, we
anticipate higher calculation probabilities at perihelion than aphelion. Days of aphelion
and perihelion from 1976 are also given in Table 2.2. We also compare offset calculation
probablities during solar maximum and solar minimum, using Helios 1 data from 1976
and 1980 respectively (Table 2.2). During solar minimum the fast solar wind speeds oc-
cur with greater regularity, while during solar maximum there is greater mixing between
regions of fast and slow solar wind flow [Priest, 1995]. Therefore we anticipate that the
algorithm should perform more effectively during solar minimum than solar maximum.
We used our new method to calculate the MCS for each day of data during the he-
liospheric environments shown in Table 2.2. We then used these MCS values in the
Leinweber et al. [2008] algorithm to calculate zero offsets for successive 10-minute data
periods over the total data length (a day of data). This process was then repeated for
larger data periods, increasing by 10-minute increments up to a data period of 2 hours.
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Table 2.2: Heliospheric environment encountered by Helios 1 (H1) and Helios 2 (H2).
Heliospheric environment Day of year (DOY)
Fast solar wind H2 1976: 22-24, 32-33, 40-45, 49-52, 67-70,
75-78, 85, 94-98, 104-113
Slow solar wind H2 1976: 17-20, 26-31, 35-37, 46-47, 53-56,
72-73, 80-83, 88-91, 99-102, 123, 125-126
Aphelion (0.9-1.00AU) H2 1976: 1-47
Perihelion (0.29-0.40AU) H2 1976: 95-120
Solar maximum H1 1980: 1-6, 8, 10-40, 138-147, 149-162
Solar minimum H1 1976: 77-103, 327-365
Figure 2.11: Offset calculation probabilities for fast and slow solar wind from 1976,
Helios 2 (specific dates in Table 2.2).
We also compared our new method with a fixed parameter approach that keeps MCS
constant. For this fixed parameter comparison, at aphelion we chose MCS to have a value
of 0.25 nT, which is consistent with the empirical values for MCS at these heliocentric
distances used by Leinweber et al. [2008]. At perihelion we deduced an appropriate fixed
value of 1.5 nT for MCS, using an average of the calculated values for MCS shown in
Figure 2.9 between 0.29 and 0.40 AU.
Offset calculation probabilities for data periods between 10 minutes and 2 hours are
shown for fast and slow solar wind streams in Figure 2.11. The probability of making
an offset calculation is significantly higher for fast solar wind streams than slow solar
wind streams. Typically, a calculation probability of 70% can be achieved by using a 40
minute data period in fast solar wind and a 2 hour data period in slow solar wind.
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Figure 2.12: (a) Offset calculation probabilities for aphelion and perihelion 1976,
Helios 2. (b) Average zero offsets calculated at perihelion. (c) Average zero offsets
calculated at aphelion. The variable MCS points represent our new automated method
and the fixed MCS points represent a comparison with previous implementations of the
Leinweber et al. [2008] algorithm.
Offset calculation probabilities comparing aphelion and perihelion are shown in Fig-
ure 2.12(a). The same calculation probability can be achieved using a shorter data
period during perihelion than aphelion. We can see from Figure 2.12(a) that a calcula-
tion probability of 70% can be achieved by using a 40 minute data period at perihelion
and a 1 hour and 40 minute data period at aphelion. We also find that our new method
(using a variable MCS derived from the data itself) demonstrates an improvement in
the calculation probability of 10% at aphelion (beyond a time period of 40 minutes) and
5% at perihelion (beyond a time period of 1 hour), when compared to the use of a fixed
value for MCS.
Remember that the Helios 2 dataset for which we have calculated offsets has already been
calibrated. Therefore we anticipate that the zero offsets we calculate should be close to
zero. We find that there is no discernable difference in the calculated zero offsets using
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Figure 2.13: Offset calculation probabilities for solar minimum (Helios 1, 1976) and
solar maximum (Helios 1, 1980). Each of these datasets is split into perihelion (0.3-
0.4 AU) and aphelion (0.8-1.0 AU).
our automated method for determining MCS for offset correction compared to previous
methods that used a fixed value for MCS. The values we find for the offsets are close to
zero for both methods (Fgure 2.12(b) and (c)).
Offset calculation probabilities comparing solar minimum and solar maximum are shown
in Figure 2.13. The same calculation probability can be achieved using a shorter data
period during solar minimum than solar maximum. On average a calculation probability
of 70% can be achieved by using a 40 minute data period at solar minimum (perihelion)
and a 1 hour data period at solar maximum (perihelion). We find that the effect of offset
calculation probability has a greater dependence on solar distance than the solar cycle.
2.7 Conclusions
In order to improve the determination of magnetometer zero offsets in anticipation of
the Solar Orbiter mission, we have developed a new method that systematically deduces
a key parameter related to the ambient compressional variance from the dataset without
manual intervention. This parameter – namely the minimum compressional standard
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deviation (MCS) – is used in the Leinweber et al. [2008] method in the selection criteria.
These are checks that select only data deemed sufficiently Alfve´nic and are critical to
improving the accuracy of the offset calculated. We have compared our new method with
previous work that uses a fixed parameter approach. Our new method demonstrates an
improvement in the calculation probability of up to 10% at aphelion and 5% at perihelion.
Equivalently, it reduces the typical time period of data required to achieve, e.g., a 70%
calculation probability by 16% (20 mins) at 1 AU.
Since the method favours incompressible magnetic field variations, and therefore strongly
depends upon the Alfve´nicity of the solar wind, we predicted our method would favour
fast solar wind streams, at perihelion, during a solar minimum. To test this, we used
data from the Helios 1 and 2 spacecraft. We have confirmed that we are more likely to be
capable of calculating an offset during regions of fast solar wind compared to slow solar
wind, due to the increased Alfve´nicity present in those faster streams. We have found
that we are more likely to calculate offsets at perihelion than aphelion, which we suggest
is due to fuller processing of CIRs towards aphelion, which results in a decreasing of
Alfve´nicity with heliospheric distance. We have also found that offset calculations are
more likely during solar minimum than solar maximum, which is likely due to the better
preserved periods of fast solar wind in solar minima.
2.8 Further Work
The parameterization of the selection criteria that use MCS has not yet been fully
optimised. It is possible that calculation probabilities could be further improved by
some scaling of our derived MCS in the selection criteria, so long as these changes do
not impact the offset accuracy. Other parameters that do not depend on MCS, such
as the low compression ratio employed in the second selection criterion Leinweber et al.
[2008], could also be investigated to study the impact of offset calculation probabilities
for varying values of this ratio. In order to quantify the impact of variations in MCS
and other parameters on offset accuracy, the method described here could be applied to
synthetic solar wind magnetic field data. Using a synthetic dataset is the only way to
be certain of the correct offset value, and could therefore be used to assess the accuracy
of offset determinations. It would also be beneficial to apply this method to a spacecraft
outside the inner heliosphere - such as the Cassini magnetometer - due to the method’s
sensitivity to heliocentric distance.
Chapter 3
Near Magnetic Field Scaling for
Verification of Spacecraft Flight
Equipment
3.1 Introduction
Solar Orbiter has strict ground verification requirements for spacecraft emitted AC mag-
netic fields, which are intended to ensure the spacecraft field stays sufficiently low [ESA-
SRE, 2011]. The overall spacecraft magnetic budget is broken down into individual unit
requirements, including spacecraft equipment and scientific instruments. Before flight,
ground magnetic testing is performed at unit level (individual items of equipment) and
at spacecraft system level (all the units placed in their correct relative locations on the
fully constructed satellite). We will focus on unit level testing, since the results from
these tests give an earlier indication of potential contamination problems. We will also
focus on AC magnetic field frequencies below 1MHz, in the operating frequency range
of search-coil sensors for Solar Orbiter space science [Chust et al., 2007]. At these fre-
quencies the emissions can be treated as quasi-static [Knoepfel, 2000], and therefore the
same scaling rules that apply to DC magnetic fields can also be appied to AC fields.
A unit AC magnetic field verification program of the rigour required by missions such as
Solar Orbiter demands deviation from standard test practices. Traditionally an EUT has
its magnetic field characterised as a ‘black box’ at a given distance, i.e. no assumption is
made about the internal structure or electrical wiring before the field is measured. The
field measurement is then extrapolated to the location of the SCM to assess whether the
emission is acceptable and therefore meets the cleanliness requirements. It is important
not to underpredict or severely overpredict the magnetic field emitted by the EUT.
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In order to perform this extrapolation, the field is traditionally assumed to vary with
distance acccording to a power law of -3 from the centre of the EUT to the SCM. This
is because the source of the field is assumed to be a simple dipole or current loop, with a
field that follows a power law of -3 with distance (i.e. a field fall-off that is proportional to
r-3)[Jackson, 1999]. The magnetic field generated by a dipole (or loop) with a magnetic

















We assess whether this dipole assumption is valid and if the extrapolation procedure
can be improved.
During traditional unit AC field testing, the verification sensor is placed either at a
distance equal to the Unit-SCM separation on the spacecraft (Figure 3.1a) or 1m away
from the EUT (Figure 3.1b). However, difficulties arise when the verification field re-
quirements are smaller than the noise floor of the magnetic test chamber. Under this
condition the verification sensor must be placed closer than the Unit-SCM separation
and the field extrapolated over the remaining distance to obtain a predicted field emis-
sion (Figure 3.1c). We define the distance between the EUT and verification sensor as
the verification distance. This is the distance at which the field emission from the EUT
will be measured during a test campaign.
To verify whether a unit’s magnetic field emission passes or fails the specific mission
requirements, ideally a measurement is taken at the Unit-SCM separation. It will pass
the magnetic test requirement (Breq) if the following inequality holds:
Bunit < Breq, (3.3)
where Bunit is the magnitude of the unit’s magnetic field emission. If the measurement
must be made at a distance other than the Unit-SCM separation distance, some scaling








where dver is the verification distance, dsep is the in-flight Unit to SCM separation
(which we will also refer to as the extrapolation distance), and n is the scaling power
(-3 for a dipole approximation). This equation can be rearranged to find the maximum
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Figure 3.1: Defining test distances a) when the verification distance is the same as
the unit-SCM separation distance, b) when the verification distance is fixed at 1 m, c)
when the verification distance must be closer than 1 m.









where Bunit has been replaced by Bnoise, the level equivalent to the test chamber noise
floor. It is assumed that the noise floor is measured with the same bandwidth as the
verification requirement is specified (e.g. a narrow bandwidth of 1 Hz).
If measurements must be made at close proximity to the EUT, a simple dipolar approx-
imation with a scaling power of -3 cannot be assumed, as different current geometries
have different scaling powers (see Section 3.1.1). We propose a compromise method that
changes the scaling power from -2 to -3 after a predetermined distance has been reached,
which we will from now on define as the break distance (as it is the break point between
the use of the two scaling powers). Explicitly, we use a scaling power of -2 between the
verification distance and break distance, then apply a scaling power of -3 between the
break distance and the extrapolation distance. Beyond the break distance the dipole
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approximation is considered to be sufficiently valid for further extrapolation. Our work
focuses on improving the extrapolation of the field from a single point measurement.
We model the magnetic field emissions due to a series of small dipoles inside of a box.
First we discuss the finite element analysis model for calculating the magnetic field due to
the flow of current. Since we only study AC fields, we do not include any magnetic field
contributions due to the DC magnetisation of the unit material. We discuss the choice
of current source inside the box, then investigate the impact of varying the verification
distance and the break distance, comparing our method to heritage techniques that use
a fixed scaling power of -2 or -3.
3.1.1 Scaling Power
Different scaling powers can be applied to different current geometries. For example, a
simple single long thin wire will generate a field that falls off with a scaling power of





For comparison, in the context of transmission cables, a single circuit power line will
follow a scaling power of −2 [Filippopoulos and Tsanakas, 2005], while a double circuit
power line with transposed phasing will follow a scaling power of −3 [National Grid,
2012]. On a smaller scale, at close distances, a current loop will follow a scaling power
of −2, while far from the loop the field follows a scaling power of −3 [Jackson, 1999].
Let us study in further detail the field fall-off of an ideal current loop. When we refer
to a field that falls off ‘as a dipole’ we usually refer to a magnetic field that drops
proportional to the distance cubed, i.e. B ∝ r−3. However, when using a current loop
to represent a perfect dipole, even this simple rule cannot be applied at all distances, as
we shall see. It is also worthwhile to find the analytical solution to the single current
loop so that a finite element method can be validated for all points in space.
3.1.2 Current Loop Analytical Solution
We can find an analytical solution for the on-axis field emitted by a single current loop as
follows (adapted from Young and Freedman [2004], Jackson [1999]), using the variables
illustrated in Figure 3.2.
We begin with the Biot-Savart law, which gives the general expression for the field
contribution from an infintesimal current element at any given point as:
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where r is the displacement vector from the current element to the point at which the
field is being computed, and dl is the vector of the length element along the path of the






where dB is the infintesimal field contribution from an element. In the example shown
in Figure 3.2, dl and r are perpendicular, so dB lies in the x-y plane. As r2 = x2 + a2







with an x component given by:
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and a y component given by:










Due to the rotational symmetry of the problem, fields generated by current flow at the
top of the loop will cancel with fields generated by current flow at the bottom of the
loop, but only for the y and z directions. For the x component, opposing loop elements
sum to give equal contributions. To find the total field Bx we integrate our expression



























This is the equation for the on-axis field of a current loop.
It is also possible to find an analytical solution for the off-axis field of a current loop.
To do this we start with the definition of Ampere’s law for the quasi-stationary case:
∇×B = µ0J, (3.16)
or in terms of the vector potential A, where B = ∇×A,
∇2A = −µ0J, (3.17)
which we can solve as three separate scalar equations:
∇2Ai = −µ0Ji i = x, y, z. (3.18)
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Figure 3.3: Calculating the off-axis field of a single current loop.
In our case, for a current I flowing along a closed contour c, the vector potential A can









Now, let us calculate the vector potential at the off-axis location P shown in Figure 3.3.
The following derivation is an adaptation of [Smythe, 1950] and [Montgomery and Ter-
rell, 1961].
From symmetry, the magnitude of the vector potential is independent of the φ co-
ordinate [Smythe, 1950]. We therefore choose P to lie in the xy-plane where φ = 0.
Equidistant pairs of current lengths will cancel the field of one another, therefore we are
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We can use the cosine rule to obtain an expression for r, and substitute dlφ ' adφ for















(a2 + ρ2 + x2 − 2aρ cosφ) 12
. (3.24)
In order to solve this equation, we need to rearrange the equation in terms of the elliptic
integrals K and E. To do this, we first make the substitution φ = pi + 2θ, such that







(2 sin2 θ − 1)dθ[
(a+ ρ)2 + x2 − 4aρ sin2 θ] 12 . (3.25)
We now make one more substitution:
k2 =
4aρ
(a+ ρ)2 + x2
, (3.26)






































where K and E are the complete elliptic integral functions of the first and second kind.
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We can now carry out the required differentiation, collect terms and substitute for k to










2 + ρ2 + x2












a2 − ρ2 − x2
(a− ρ)2 + x2E
]
. (3.37)
These two equations can be used to validate the finite element Biot-Savart method for all
points in space. But first, let us recover the on-axis field from these equations. In the on-
axis case, ρ = 0 and therefore k = 0. This in turn means that K(k = 0) = E(k = 0) = pi2 .
If we substitute these expressions, we find that as the K and E terms cancel one another
in Equation 3.36:
Bρ = 0, (3.38)








i.e. we end up with the on-axis current loop equation we derived earlier (Equation 3.15).
3.1.3 Current Loop Field and Extrapolation
We can now view how the field falls off with distance from the single current loop
(Figure 3.4). We chose a current loop radius a = 0.1 m and a current I = 100 mA.
In particular, we are interested in how the field falls off along the on-axis (Figure 3.5(a)
- through the centre of the loop) and cross-axis (Figure 3.5(b) - which we will define as
crossing the coil itself, perpendicular to the on-axis case), as emissions measurements
are typically made relative to box faces. Notice how the field fall-off compares with the
dipole approximation, where B ∝ r−3. This approximation is accurate to within 10%
at the distances indicated by the green vertical lines: 3.6 × a for the on-axis case and
3.2× a for the cross-axis case.
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Figure 3.4: Magnetic field emissions from a single current loop of radius 0.1 m. (a)
in the xz-plane, where the black rectangle represents the physical size and shape of the
current loop as seen from above. (b) seen in 3D, where the height of a pixel indicates
its field size.
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Figure 3.5: Single centre dipole field emission (a) on axis (b) cross axis. The left
blue vertical line indicates the loop radius. The right green vertical line indicates the
distance at which the dipole approximation differs from the analytical field by 10%.
The dipole approximation is constrained to match the analytic solution at 1 m.
What impact will this have on measuring and extrapolating a magnetic field measure-
ment? We can model an EUT as a box with current sources contained inside. For an
idealised EUT with a single current loop placed in the centre of a box, we can model the
measurement process (Figure 3.6). A verification sensor will be placed at the verification
distance, and the reading used to extrapolate to the Unit-SCM separation distance (i.e.
the extrapolation distance). The parameters chosen are shown in Table 3.1. Figure 3.7
illustrates the model result for a verification distance of 2×a, which in this case is 0.2 m.
We can now see that even an ideal centered current loop will generate a magnetic
field that falls off more gradually than a power of -3 close to its centre, for the on-
axis case. This results in an underestimation of the field in the on-axis case (by 26%)
and an overestimation of the field in the cross-axis case (by 41%) at the extrapolation
distance of 10 × a (Figure 3.7). There is further reason to be cautious of our choice
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Table 3.1: Centered single dipole model parameters.
Parameter
Loop radius 0.10 m
Loop current 1 mA
Loop position Box centre
Loop orientation On-axis x-axis
Number of loops 1
Box width 0.20 m
Verification distance 0.20 m
Break distance 0.50 m
Extrapolation distance 1.00 m
Figure 3.6: Model orientation set-up for a single centered dipole. The red cross
indicates the measurement location (verification distance) and the black cross indicates
the extrapolation location.
of extrapolation however, in that since the location of dipoles within the EUT are not
necessarily known a priori, they could be located anywhere within the volume of the
unit. Let us study, for example, the field extrapolation of the same current loop, but
this time with the loop displaced to the very back of the EUT, a displacement of a in
the minus x-direction. We take the same verification distance, and same assumption
that we perform our extrapolation relative to the centre of the box. The resulting field
fall-off can be seen in Figures 3.8, 3.9, and 3.10. The result is that using the dipole
approximation this close to the EUT results in an underestimation of the field by 65%
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Figure 3.7: Extrapolating the field from a measurement made at the verification
distance (marked by the red dashed line) for a single centered dipole (a) on axis (b)
cross axis. The left blue vertical line indicates the loop radius.
in the on-axis case and 50% in the cross-axis case. Note also that the further you are
from the loop location, the less well the r−3 extrapolation works.
Instead of using a scaling power of -3, we can use a scaling power of -2 instead. However,
while this results in a safer field extrapolation, there is risk of significantly overestimat-
ing the field, such that the EUT fails the test unnecessarily. Therefore we propose a
method that uses a scaling power of -2 between the measurement distance and a pre-
determined ‘break distance’. After the break distance, we use a scaling power of -3
(Figure 3.11). This can prevent underestimation and prevent severe overestimation of
the field if the correct break distance is chosen. It is therefore our motivation to select
a meaningful break distance (dependent on the EUT size) to optimise the extrapolation
of near equipment fields.
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Figure 3.8: Calculating the off-axis field of a single current loop displaced to the box
back edge. (a) in the xz-plane, where the black rectangle represents the physical size
and shape of the current loop as seen from above. (b) seen in 3D, where the height of
a pixel indicates its field size.
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Figure 3.9: Model orientation set-up for the displaced centre dipole, positioned at
the back box face, with a displacement of a = 0.1 m. The red cross indicates the mea-
surement location (verification distance) and the black cross indicates the extrapolation
location.
3.2 Model Procedure
We use a finite element model (FEM) as described below to calculate the magnetic field
of a chosen current geometry at any distance using MATLAB software. By working
with a FEM, we replace dl with a finite current element vector δl such that the finite












where m is the total number of elements.
The magnetic field is calculated and analysed by using the following procedure:
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Figure 3.10: Extrapolating the field from a measurement made at the verification
distance (marked by the red dashed line) for a single off centre dipole (a) on axis (b)
cross axis. The left blue vertical line indicates the loop radius.
1. A box size is selected, marking the boundary of the current loop locations.
2. The number of current loops, radius, current, position and orientation are chosen
depending on the test.
3. A verification position is chosen and a verification ‘measurement’ made by calcu-
lating the magnetic field vector at the verification position using the Biot-Savart
Law.
4. The magnetic field magnitude at the verification position is then used to extrapo-
late out to the extrapolation distance, using either:
(a) a scaling power of -2 from the verification distance to the extrapolation dis-
tance.
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Figure 3.11: Extrapolating the field from a measurement made at the verification
distance (marked by the red dashed line) for a single off centre dipole (a) on axis (b)
cross axis. The blue curve indicates a dipole approximation, the green a conservative
r−2 approximation, and the red curve our suggested approximation combining the two.
(b) a scaling power of -3 from the verification distance to the extrapolation dis-
tance.
(c) a scaling power of -2 from the verification distance to a pre-selected break dis-
tance, then a scaling power of -3 from the break distance to the extrapolation
distance.
Since in reality we would not generally know the geometry inside the box before
performing testing, this extrapolation is performed relative to the centre of the
box (i.e. the magnetic field falls-off according to the power law with respect to the
box centre).
5. Different extrapolation techniques are compared by calculating their deviation
from the true magnetic field strength at the extrapolation distance. We define R
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to be the ratio of the extrapolated value to the true value i.e. R = 2 indicates the
magnitude of the extrapolated field is twice the real value, while for R = 0.5 the
extrapolated field is half the real value.
6. If the test uses mutliple current loops, the process is repeated for a variation in
the current loop positions as defined in step 2.
3.3 Application of the Model to an EUT
Having one large current loop, as shown in Figure 3.6, is unrepresentative of a real
piece of equipment. In reality most units are composed of small electrical components
each with their own corresponding small current loop. An electronics board is a good
example of this. In order to model this scenario, a large number of small current loops
were placed in a random position inside the box. This allows for the fact that electronics
boards are not restricted to the centre plane of a unit. All of the loops were aligned
along the x-axis to produce a worst-case scenario. The resulting field fall-off is similar
to the single large current loop case, but provided a different set of R ratios for each
new set of random positions, according to step 6 of the procedure. The resulting field
fall-off can be observed in Figures 3.12 and 3.13 for the parameters given in Table 3.2.
Table 3.2: Multiple dipole model parameters.
Parameter
Loop radius 0.01 m
Loop current 1 mA
Loop position Random
Loop orientation On-axis x-axis
Number of loops 50
Box width 0.20 m
Verification distance 0.30 m
Break distance 0.50 m
Extrapolation distance 1.00 m
We are now in a position to investigate the impact of varying the verification and break
distances. We chose to vary the verification distance between 0.20-0.45 m in 0.10 m steps
(with a fixed break distance of 0.50 m). We also chose to vary the break distance between
0.20-1.00 m in 0.10 m steps (with a fixed verification distance at 0.20 m). We observe
how the ratio R varies for the different test cases in order to select the optimal break
distance.
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Figure 3.12: Model orientation set-up for multiple free dipoles. The red cross indi-
cates the measurement location (verification distance) and the black cross indicates the
extrapolation location.
3.4 Results
We display the information in the form of a box and whisker plot, described pictorially
in Figure 3.14. For a chosen verification distance and extrapolation distance, 50 random
multiple dipole positions were chosen to build up a statistical picture of the field fall-
off in different cases. The choice of parameters for the two cases studied are shown in
Tables 3.3 and 3.4.
Table 3.3: Parameter selection for the investigation of varying verification distance.
Parameter
Loop radius 0.01 m
Loop current 1 mA
Loop position Random
Loop orientation On-axis x-axis
Number of loops 50
Box width 0.10 m
Verification distance Varies from 0.10 m to 0.45 m
Break distance 0.50 m
Extrapolation distance 1.00 m
Number of independent trials 50
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Figure 3.13: Extrapolating the field from a measurement made at the verification
distance of 0.3 m for multiple free dipoles on axis. The blue curve indicates a dipole
approximation, the green a conservative r−2 approximation, and the red curve our
suggested approximation combining the two.
Table 3.4: Parameter selection for the investigation of varying break distance.
Parameter
Loop radius 0.01 m
Loop current 1 mA
Loop position Random
Loop orientation On-axis x-axis
Number of loops 50
Box width 0.20 m
Verification distance 0.20 m
Break distance Varies from 0.20 m to 1.00 m
Extrapolation distance 1.00 m
Number of independent trials 50
Firstly, we find that as the verification distance increases, the precision of the extrapo-
lated field improves (Figure 3.15), because the further a measurement is taken from the
box edge, the more valid the centre dipole approximation becomes. We notice that the
dipole approximation with a scaling power of -3 is the most accurate – with an average
field prediction closest to the real value. However, in approximately 50% of tested cases
this results in an underestimate of the field magnitude at the extrapolation distance.
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Figure 3.14: Box and whisker definition as used in this study.
This introduces risk, since it is possible the EUT emissions may be deemed acceptable
through analysis yet fail in practice. Using a scaling power of -2 was found to never un-
derestimate the real value, while the combined extrapolation technique underestimated
the real value in 20-40% of tested cases, for the parameters chosen in Table 3.3.
There are outliers that generate very large overestimates in the prediction (very large
values of R). These cases emerge when the random selection of loop position places the
majority of loops around the box edges. This deviates from our extrapolation assumption
that the EUT source emits from the center of its volume, yielding a large value for R.
This fact does not invalidate the method, however, since we do not assume any knowledge
of the EUT wiring geometry before performing the extrapolation.
We now study the effect of varying the break distance for the parameters shown in Ta-
ble 3.4. As before, the dipole scaling power of -3 underpredicts the field in approximately
50% of tested cases (Figure 3.16). The suggested scaling power of -2 is never found to
under predict the field, however it is found to commonly over predict by approximately
a factor of 5. By switching the scaling power from -2 to -3 after the break distance, the
resulting prediction is more accurate than a fixed scaling power of -2. We find that the
extrapolation reliably avoids underprediction when a distance of 3 times the unit size is
selected (i.e. 3×a, where a is the unit scale size), which in the case above is at a distance
of 0.60 m. We deduce this ‘optimum’ break distance from the distance at which the red
line in Figure 3.16 reaches zero, in other words the point at which there is no underesti-
mation of the field for any of the independent trials. We find an average over-prediction
Chapter 3. Near Magnetic Field Scaling for Spacecraft Flight Equipment 69
Figure 3.15: Ratio of extrapolated to actual field, R, for the on-axis magnetic field
at the extrapolation distance of 1.0 m, for different scaling powers. The dipole scaling
power of -3 is shown in blue, a scaling power of -2 is shown in green, and a scaling power
of -2 followed by -3 after the break point is shown in red. The percentage of trials that
resulted in an underestimation of the field are displayed for the three extrapolation
techniques. The break point is held constant at 0.5 m, while the verification distance is
varied from the box edge out to 0.45 m. The statistical results for each verification dis-
tance represent 50 independent trials, each of which uses the configuration summarised
in Table 3.3.
of a factor of 2 in this case, which is equivalent to a 2.5× accuracy improvement over
using a fixed scaling power of -2.
In order to choose the correct break distance as a function of the unit scale size, we
can provide further evidence by repeating the above variation in break distance while
exploring the parameter space. We chose to vary the number of independent trials, the
loop radius, the number of loops and the loop current as shown in Table 3.5. We calculate
the break distance at which we achieve no overestimations for any of the independent
trials, as we did earlier. We then step forward the parameter under study and repeat
the calculation. The resulting break distances, as a multiple of the unit scale size a, are
shown in Figure 3.17.
We notice that as the number of repetitions increases, the optimum break distance sta-
bilises at a constant value between 2.5 and 3 ×a after approximately 50 repetitions. This
validates our choice for the number of independent trials that we use for the remaining
exploration of the parameter space. The optimum break distance is independent of the
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Figure 3.16: As in Figure 3.15, except now the verification distance is held constant
at 0.20 m, while the verification distance is varied from the verification distance to the
extrapolation distance at 1.00 m, for the configuration summarised in Table 3.4.
Table 3.5: Parameter selection for the investigation of break distance with variation
in number of independent trials, loop radius, number of loops and loop current.
Parameter Independent Loop No. Loop
Trials Radius Loops Current
Loop radius 0.01 m 0.01 m to 0.80 m 0.01 m 0.01 m
Loop current 1 mA 1 mA 1 mA 1 mA to 100 mA
Loop position Random Random Random Random
Loop orientation On-axis On-axis On-axis On-axis
x-axis x-axis x-axis x-axis
No. loops 50 50 1 to 100 50
Box width 0.20 m 0.20 m 0.20 m 0.20 m
Verification distance 0.20 m 0.20 m 0.20 m 0.20 m
Break distance 0.20 m 0.20 m 0.20 m 0.20 m
to 0.80 m to 0.80 m to 0.80 m to 0.80 m
Extrapolation distance 0.80 m 0.80 m 0.80 m 0.80 m
No. independent trials 1 to 100 50 50 50
number of loops chosen and independent of the current flowing in those loops. Again,
the distance lies between 2.5 and 3 ×a. There is a very small increase in the optimum
break distance with radius, however this is due to the fact that at large radii parts of the
loops can be situated outside of the box boundary. Since this effectively increases the
box size, the break distance as calculated is marginally inflated. These results suggest
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Figure 3.17: Break distance dependence on repetition number (red), radius (green),
number of loops (blue) and current (purple). The break distance in these cases is
specifically the break distance at which there is no overestimation of the field for every
independent trial. A horizontal line is shown at the recommended generic break distance
of 3.
that the choice of a break distance of 3 is a reliable one, ensuring that even with changes
to the parameters and considering random variations between independent trials, the
extrapolation does not underestimate the field at the extrapolation distance.
In previous literature empirical measurements suggest it is considered safe to use the
dipole approximation at a distance equal to a factor of 5× the unit size [Junge and
Marliani, 2011]. In these traditional cases, the verification measurements were taken at
a distance greater than 5× the unit size, therefore no prior extrapolation was needed.
This differs from our method, due to our cautious use of a scaling power of -2 before
the break distance, which gives a significant overestimation up to that point. Thus, a
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break distance of 3× the unit size can be implemented, even though it is smaller than
the factor of 5× the unit size judged acceptable for traditional dipolar scaling.
3.5 Conclusions
AC magnetic field verification of individual spacecraft units is becoming increasingly
challenging, requiring measurements to be taken close to the equipment under test
(EUT) and extrapolated. We find that using a traditional extrapolation technique that
uses a dipolar scaling power of -3 close to the EUT risks underestimating the field emis-
sion. To avoid this, we propose an extrapolation that uses a magnetic field scaling power
of -2 up to a break distance, after which a scaling power of -3 is used. We find the op-
timum break distance to be 3 times the unit size. This method avoids underestimating
the field in the test cases modelled, while demonstrating an accuracy typically 2.5×
better than a method that uses a fixed scaling power of -2 alone. This demonstrates the
avoidance of a severe overprediction or underprediction of the magnetic field emission.
It is recommended that for each unit that cannot meet the verification requirements
using traditional measurement techniques, the extrapolation method described should
be implemented. It is recognised that the improvement in accuracy using this new
method will differ for each spacecraft unit, since each will have a unique geometrical size
and separation from the magnetometer. A specific comparison between the new method
and baseline proposals for extrapolation can be made for each unit to be placed on the
spacecraft, estimating an individual extrapolation accuracy for each unit.
3.6 Further Work
If the frequency sources can be identified in advance, the use of a multiple dipole analysis
technique similar to that used on DC magnetic fields could be used to more accurately
model emissions from the EUT, which can then be extrapolated to obtain a significant
accuracy improvement.
Equally, a gradiometer technique could be used to greatly improve the extrapolation
accuracy by increasing the number of measurement points and therefore the amount of
information available to provide a magnetic field model fit.
Chapter 4
Magnetic Shielding between
1 kHz and 100 kHz
4.1 Introduction
It is worth remembering that our work in this chapter and the previous one is driven by
the challenging magnetic cleanliness requirements for the Solar Orbiter mission. Verifi-
cation using traditional EMC test facilities is difficult due to their relatively high noise
floor compared to the strict requirements. We showed in Section 3 that it was possible
to verify field emissions against the requirements by taking measurements much closer
to the EUT and then extrapolating the field for the remaining distance.
In particular circumstances there are drawbacks to applying the scaling method. Firstly,
if the verification distance for a unit is too close to the unit in question, unacceptably
large errors can still result. Secondly, for higher frequency measurements of the magnetic
field (between 30 kHz and 100 kHz) a loop antenna is the typical instrument of choice,
which is much larger than a typical search coil magnetometer (used for frequencies below
30 kHz). Using such a measurement device at close proximity to the EUT is unreliable,
as a loop antenna can have a diameter on the order of half a metre. Where scaling of
magnetic fields through close measurement and extrapolation is insufficient, improved
magnetic shielding of test facilities can be used to help achieve verification levels. When
discussing test facility shielding, we will focus on the material shielding effectiveness
provided by the walls, and will not discuss the problem of cable feed-throughs, apertures
and door mechanisms etc.
There is another form of magnetic shielding that we must consider when discussing
verification levels - namely the shielding provided by the spacecraft body itself. If
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the spacecraft provides shielding over the frequency range of the magnetometer, it is
possible to relax the verification requirements over the same frequency range. The
spacecraft body is, however, typically made of materials with a relative permeability of
1 and therefore will not shield at low frequencies. Also, the spacecraft body may provide
magnetic shielding for the interior units (as we will demonstrate in Section 4.2), but the
exterior boom mounted instruments remain fully exposed to the RPW-SCM. For these
cases, the only solution to the verification problem is to use improved facility shielding
in addition to the scaling method described in Chapter 3.
There are two different shielding mechanisms for magnetic fields: flux shunting and
eddy current cancellation (Figure 4.1). To know which mechanism is dominant in any
given situation we need to know the material and geometric properties of the shield,
as well as the frequency of the incoming magnetic field. The flux shunting mechanism
uses high permeability materials as a conduit for magnetic flux to be drawn into and
redirected away from sensitive areas. This mechanism typically operates at frequencies
less than 1 kHz [Olsen and Moreno, 1996]. The eddy current mechanism relies on internal
currents in high conductivity materials that generate an opposing field to the incident
one, resulting in cancellation. It typically operates at frequencies greater than 100 kHz
[Bjo¨rklo¨f, 1999]. Unlike the electric field, magnetic monopoles do not exist, so it is not
possible to terminate a line of magnetic flux on a material shield.
A quantitative measure of the effectiveness of a shield in reducing the magnetic field




where B0 is the field magnitude at a point r in the absence of a shield, BS is the
field magnitude at the same point with the shield applied and SE stands for Shielding
Effectiveness [Celozzi et al., 2008]. The equation can also be written in terms of decibels
(dB) as:
SEdB = 20 logSE = 20 log
|B0(r)|
|BS(r)| . (4.2)
Since at low frequencies the magnetic shunting method dominates, while at high fre-
quencies the eddy current method dominates, our new research focuses on a shielding
technique that operates in the 1 − 100 kHz range between these two frequency regions.
This frequency range is important because it coincides with the lowest (i.e. the most
demanding) magnetic field requirements for the RPW-SCM (Figure 1.15), and exceeds
the traditional verification search coil frequency operating range, which makes mag-
netic scaling difficult above 30 kHz due to the increase in loop antenna size at higher
frequencies.
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Figure 4.1: An example of a low frequency power line interacting with a shielded
room, where Iin is the induced eddy current [Celozzi et al., 2008].
First we will look at the eddy current (Section 4.1.1) and flux shunting (Section 4.1.3)
shielding mechanisms in more detail. Secondly we will discuss the measurement of the
shielding effectiveness of an aluminium honeycomb panel (Section 4.2), which served
as a proxy for the Solar Orbiter platform, revealing the anticipated shielding given by
the spacecraft body. For internal units situated within the spacecraft body, it may be
possible to relax the verification levels if the shielding is appreciable for any part of
the frequency range. We will then outline the work undertaken by other researchers in
this area of shielding effectiveness (Section 4.2.1), and study the analytical solutions to
the shielding provided by simple geometrical structures, namely a hollow sphere and an
infinite cylinder (Section 4.3).
Even though a real shield design would never take the form of either a sphere or an
infinite cylinder, we have decided to study these geometrical solutions in detail. For
one, the solutions reveal the impact of the material properties on the two shielding
mechanisms and their dependence on frequency. Two, the solutions demostrate the
dependence of the size and shape of the shield chosen. Three, they will serve as a tool
that we can implement later to study the impact of varying the scale size of the shield.
The solutions provide an important insight into the main paramaters that affect shielding
effectiveness over the frequency range of interest. In this section we also demonstrate an
analytical technique to calculate the shielding effectiveness of multiple layers. We then
discuss the solutions to the finite cylinder problem presented by Greifinger et al. [1981]
and Filtz and Bu¨ssing [2008].
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Based on these findings, we make our own suggestion for a prototype shield (Section 4.4).
This shielding design builds on the findings of previous work in shielding effectiveness
and applies it to our specific frequency range under investigation, taking into account
the findings from the analytical modelling performed. We then discuss the shielding
effectiveness test results of a small manufactured prototype (Section 4.5). Finally we
assess the feasibility of upscaling the prototype design to a full facility size, using the
analytical solutions to simple geometries that will be discussed.
4.1.1 Eddy current shielding
When an incident time varying magnetic field encounters a conducting surface, eddy
currents are generated within the conductor that act in opposition to the incident mag-
netic field. This perfectly cancels the incoming magnetic field within the conductor in
the ideal case.
Eddy current generation can be explained using Faraday’s law, which tells us that an
electric field exists on a surface such that:∮
C
E · d` = −dΦB
dt
(4.3)
where the left hand side represents a closed path integral along the contour C of the
dot product between the electric field E and the length element d`. The right hand
side of the equation represents the rate of change in magnetic flux ΦB. For AC fields,
therefore, an electric field is generated, which causes currents (namely eddy currents)
to flow in the conductor. These currents generate their own magnetic flux, which in a
perfect conductor would be equal and opposite to the incident magnetic flux, resulting
in full field cancellation within the material. In reality the effectiveness of shielding in
this case heavily depends on the electical conductivity σ, as opposed to the flux shunting
method, where the relative magnetic permeability µr is the dominant parameter.
The shielding effectiveness due to eddy currents also has a geometrical dependence. Con-
ductive materials demonstrate greater attenuation when the shield dimension is large,
since the inductive coupling with the source (i.e. the induced field) is proportional to the
area of the eddy current loop and the resistance is proportional to the circumference of
the loop. The mechanism of shielding is governed by the ratio of the inductive induced
voltage to the resistance [Celozzi et al., 2008]. This is opposite to the flux shunting
method, where the smaller the size of the shield, the greater the shielding effectiveness
(see Section 4.1.3).
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4.1.2 Skin depth and the Propagation Constant
Comparing the skin depth with the shielding material thickness is valuable for a better
understanding of both the eddy current cancellation and flux shunting techniques. The






where ω is the angular frequency of the incident magnetic field (related to the frequency
f by the equation ω = 2pif), µ0 is the permeability of free space, µr is the relative perme-
ability of the material and σ is the conductivity. The skin depth is an exponential decay
length, defined as the distance at which the time varying current density in a conductor
has decreased to a factor of 1/e of the original current density as it passes through a
material (approximately 37%). When the shield thickness is much greater than the skin
depth (∆ >> δ), the shielding effectiveness is dominated by eddy current shielding with
currents constrained to the outer layer of the conductor, while for materials with ∆ << δ
the induced currents flow throughout the shield thickness, making cancellation less ef-
fective. In these cases there is insufficient current flow for a full cancellation: the flux
shunting mechanism is the one that dominates instead. High frequency magnetic field
shielding is dominated by the eddy current method because the skin depth δ depends
on the frequency (Equation 4.4). Figure 4.2 compares the skin depth for aluminium,
copper and mu-metal.
Another important parameter is the propagation constant, which is defined as the mag-
nitude of the complex wavevector of an EM wave. A plane wave can be expressed as:
E(x, y, z) = E0e
−jk·rejwt, (4.5)
H(x, y, z) = H0e
−jk·rejwt, (4.6)
where j =
√−1, E0, H0 and k are constant vectors, and the final right hand term
represents time evolution [Knoepfel, 2000]. The wavevector k can be defined as k =
β − jα, where the phase vector β is the real part of k and the attenuation vector
α is the imaginary component of k. The propagation vector γ is then related to the
wavevector k by the equation γ = jk, such that γ = α+ jβ. The so-called propagation
constant is simply the magnitude of the propagation vector. While the constant has no
physical representation, we will show that it is related to the skin depth of a material.
We can derive an expression for the propagation vector using Maxwell’s equations:
∇ ·E = ρ

, (4.7)
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Figure 4.2: Skin depth dependence on frequency for alumium, copper and mu-metal,
plotted using Equation 4.4. While aluminium and copper have a fixed µr ≈ 1, the
mu-metal chosen here has a µr = 3,000 for all frequencies.




∇×B = µJ + µ∂E
∂t
. (4.10)
By substituting the plane wave expressions into the left hand side of Maxwell’s equations,
we yield four new expressions:
∇ ·E = −jk ·E, (4.11)
∇ ·B = −jk · µH, (4.12)
∇×E = −j(k×E), (4.13)
∇×B = −j(k× µH), (4.14)







= µJ + jµωE. (4.16)
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This in turn yields the equations:
k×E = µωH, (4.17)
k× µH = jµJ− µωE, (4.18)
and by using the expression for Ohm’s law J = σE:
k×H = (jσ − ω)E. (4.19)
Now to obtain the relationship between k and w, we take the cross product of the above
expression:
k× (k×H) = (k ·H)k− (k · k)H, (4.20)
but we can simplify this equation further since k·H = 0 due to Gauss’ Law. Also, for our
purposes in deriving the propagation constant, we can simplify the term −(k · k)H by
using the definition of the complex vector dot product given by [Lipschutz and Lipson,
2009], which states that a·b = ∑ aib∗i where b∗i is the complex conjugate of bi. Therefore
−(k · k)H = −k2H, and we can proceed as follows:
− k2H = k× [(jσ − ω)E], (4.21)
− k2H = (jσ − ω)(µωH), (4.22)






To find the propagation constant we use the fact that |γ| is the magnitude of the prop-
agation vector and γ = jk, which yields the result:
γ = j
√
µω2 − jµωσ, (4.24)
γ =
√
j(jµω2 − j2µωσ), (4.25)
γ =
√
jµω(σ + jω). (4.26)
If the shield is a good conductor (i.e. we can use the approximation σ >> ω0r, which
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Figure 4.3: Propagation constant dependence on frequency for alumium, copper and
mu-metal, plotted using Equation 4.4. We use the same parameter variables that were
defined in Figure 4.2.
Notice that gamma is inversely proportional to the skin depth (Figure 4.3). Materials
with a large propagation constant exhibit strong eddy current shielding, while materials
with a small propagation constant exhibit poor eddy current shielding. The propaga-
tion constant proves to be a useful mathematical tool when determining the analytical
solution to shielding problems. We will use both γ and δ to determine whether the eddy
current or flux shunting methods are the greater contributor to the shielding effectiveness
in Section 4.3.
4.1.3 Flux shunting shielding
The generation of eddy currents is determined according to Faraday’s Law (equation
1.3) and therefore requires a time varying magnetic field. For static magnetic fields,
eddy currents do not form. Thus, rather than relying on reflection of magnetic fields
using materials with high conductivity, materials with high permeabilities can be used
as conduits to redirect magnetic flux. Examples of high magnetic permeable materials
are Permalloy (∼ 20% iron, 80% nickel) and Mu-Metal (∼ 16% iron, 77% nickel, 5%
copper).
Remember that B = µ0µrH. Ampere’s law requires the tangential component of the
H field to be continuous across materials with different permeabilities, while Gauss’s
Chapter 4. Magnetic Shielding between 1 kHz and 100 kHz 81
Figure 4.4: Magnetic field lines are drawn into materials with a large relative magnetic
permeability µr, illustrated here for a series of three concentric shells. [Rikitake, 1987].
law requires the normal component of the B field to be continuous. Consequently, on
the air side the field is pulled perpendicular to the boundary surface, while on the high
permeability side the field is led nearly tangential to the surface, resulting in the field
being drawn into the material (in order words, being shunted), before being released
back into air (Figure 4.4).
Shield geometries that completely divide the source from the shield (spherical shields
or infinite planar shields) are defined as closed topologies, while open topologies do not
completely separate a source from the shielded region. The optimum shape of shield is
a perfect sphere, for which magnetic fields can only enter the shielded region through
penetration. For open topologies, leakage may occur. If penetration is the dominant
mechanism however, the thickness of the shield plays an important role in the shielding.
Since the incoming magnetic flux is collected over the scale size of the shield (i.e. the
diameter) and shunted through the thickness of the material, the field inside the material
is amplified by a ratio of the diameter to the thickness.
Since material permeability typically drops off at very low and very high field strengths,
multiple layers are typically employed, each successively reducing the field inside it. The
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Figure 4.5: Shielded box inside the Triton Range anechoic chamber, with a blue loop
antenna visible in front of the open side.
outer layer is preferentially chosen to be made of a highly conductive material such as
aluminium in order to prevent material saturation of the successive high permeability
layers [Mager, 1970].
4.2 Measuring the Shielding Effectiveness of a Solar Or-
biter Proxy
For equipment units located inside the spacecraft, the magnetic cleanliness requirements
for testing can be relaxed if the spaceraft body demonstrates appreciable magnetic shield-
ing. Working with Astrium UK, it was possible to perform shielding effectiveness mea-
surements of a spacecraft representative aluminium honeycomb panel. The objective of
the test was to ascertain the shielding effectiveness for magnetic field frequencies between
25 Hz and 100 kHz. This work demonstrates what shielding the spacecraft body provides
for internal units, and therefore what relaxation of the requirements can be obtained, if
any. The experiments were performed in the Triton Range at Astrium Portsmouth, a
very large all-purpose anechoic chamber over 10× 10× 10 m3 in size (Figure 4.5).
The box used for testing was made of five fixed sides of aluminium and one detachable
side that could be replaced with the aluminium honeycomb representative spacecraft
panel (Figure 4.6). The box size was 1.5 m3, which is close to that of the Solar Orbiter
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Figure 4.6: Six sided shielded box used to test the shielding effectiveness of one detach-
able panel. The detachable side was a spacecraft representative aluminium honeycomb
panel.
body size of 1.8 m3. In order to determine the shielding effectiveness of the aluminium
honeycomb panel, we first measured the shielding effectiveness of an open box, then
measured the shielding effectiveness of the box closed with the aluminium honeycomb.
The difference in the shielding effectiveness represents the shielding of the aluminium
honeycomb panel in isolation. A source coil was placed inside of the box and a current of
100 mA was passed through the coil for frequencies between 25 Hz and 100 kHz. The field
was measured using a Martin-Pfeil search coil between 25 Hz and 30 kHz, and an ALP-10
loop antenna between 30 kHz and 100 kHz. The signal output from the magnetometers
was then passed through a SRS-560 low noise pre-amplifier set to a gain of 100, before
registering a voltage on an Agilent 3561 dynamic signal analyser. The sensors were
placed at a distance of 1.8 m from the source coil.
The results for the shielding effectiveness are shown in Figure 4.7. There is a mini-
mal measured shielding under 100 Hz, as anticipated for aluminium, which as a non-
ferromagnetic material relies on its conductivity (rather than its permeability) for eddy
current shielding. The shielding effectiveness then rises with frequency, demonstrating
11 dB at 1 kHz up to a maximum of 22 dB at 100 kHz.
A measurement was also made of the magnetic effect of the multi-layered insulation
material that is wrapped around the spacecraft body. This material is made of many
thin layers of non-ferromagnetic material and demonstrated no magnetic shielding over
the same frequency range. These measurements demonstrate the difficulty of using non-
ferromagnetic materials to shield at frequencies below 1 kHz. However, they also show
that some magnetic test requirements at higher frequencies (e.g. 100 kHz) can be relaxed
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Figure 4.7: Magnetic shielding of a spacecraft representative aluminium honeycomb
panel, measured between 25 Hz to 100 kHz.
for units inside the spacecraft body. It does not apply to units outside the spacecraft
body however, where a successful verification may depend on additional test facility
shielding.
4.2.1 Previous studies
While there is wide literature on magnetic field mitigation at power frequency (i.e.
50 − 60 Hz), relatively little attention has been given to the analysis of the 1 kHz to
100 kHz range of shielding. Material shielding effectiveness has, however, been examined
on a laboratory test bed by Bottauscio et al. [2006] in this frequency range, where
it was compared with theoretical work by Moser [1988]. This study compared both
high conductivity (aluminium) and high permeability (low-carbon steel) materials, over
varying thicknesses for this frequency range, identifying aluminium as a strong candidate
for shielding due to the dominance of eddy current shielding. They do however point out
that at higher frequencies (above 10 kHz) it is possible for the eddy currents to follow a
different path, specifically the β scheme rather than the α scheme of shielding observed
at low frequencies when the source is positioned pointing in the −y direction, as shown
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Figure 4.8: For a source field facing towards the −y direction, the α scheme of eddy
current shielding dominates, while for higher frequencies (above 10 kHz) a portion of
the current starts to circulate according to the β scheme [Bottauscio et al., 2006].
in Figure 4.8. In this case their tests use a simple planar sheet geometry, a geometry
not best suited to maximise the effectiveness of the flux shunting mechanism.
A multi-layered study also performed by Bottauscio et al. [2004] compared the advan-
tages of using both aluminium and a highly permeable material (such as grain oriented
ferro-silicon) layered together. At 50 Hz, the configuration that obtained the greatest
shielding factor was to use a layer of high permeability material close to the source and
an aluminium layer behind it. This configuration demonstrated a greater shielding ef-
fectiveness than using a three-layered combination of these two materials. However, at
10 kHz, the optimum configuration was to use two layers of aluminium with the high
permeability material between them as the eddy current, rather than the flux shunting
mechanism, begins to dominate. It should be noted, however, that in this study they
used either flat planar shields or square U-shaped shields, rather than a complete enclo-
sure. They also chose to use a high permeability layer with a thickness of 0.3 mm, which
may suffer from a low magnetic relative permeability at higher frequencies, as we can see
from the mu-metal permeability dependence on frequency and thickness in Figure 4.9.
Due to the techniques used in the manufacturing of high permeability materials such as
mu-metal, it is possible for thinner materials to maintain a higher relative permeability
at high frequencies. The dry hydrogen vacuum treatment employed at Magnetic Shields
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Figure 4.9: Variation of permeability with frequency for different thicknesses of mu-
metal [Woolger, 2012].
Ltd., for example, can create very large grain sizes with few material impurities in thin-
ner materials [MSL, 2013]. The fall-off frequency turning point is higher for thinner
materials.
Additional research by Adriano et al. [2003] suggests that larger thicknesses of the alu-
minium layers for eddy current shielding are found to increase the shielding effectiveness
for frequencies up to 10 kHz, but no further improvement is obtained by thicker sheeting
at higher frequencies, when tested on a planar sheet. This can be attributed to magnetic
flux leakage around the outside of the shield, and can be mitigated by improving the
shield geometry around the measurement point.
4.3 Modelling
Since finding analytical solutions beyond simply geometries is difficult, most approaches
use a FEM in the frequency domain [Hasselgren and Luomi, 1995]. However, by solving
the boundary condition problem for a simple geometry, we can compare the impact of
the eddy current and flux shunting methods on shielding effectiveness. We can also
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Figure 4.10: Spherical shell placed in a uniform oscillating background field with
magnitude H0 [Celozzi et al., 2008]. Definitions of variables can be found in the text.
derive generic rules that can be applied to more complex geometries that deviate from
simple ones.
4.3.1 Spherical Shell
Let us first look at the analytic mathematical solution for the shielding of a spherical
shell with a material permeability µ, an inner radius a, an outer radius b and a thickness
∆ = b−a (Figure 4.10). We assume that the material is homogeneous and isotropic, that
hysteresis effects can be neglected and that the permeability is equivalent to the initial
permeability of the material. Expressions for the magnetic shielding effectiveness of a
spherical shell were originally derived by King [1933], but the following derivation draws
heavily from the work by Celozzi et al. [2008] and Zangwill [2013]. When placed inside
of a uniform oscillating magnetic field with amplitude H0 aligned with the z direction
(as seen in Figure 4.10), we can use Maxwell’s equations to identify the equations that
govern each regime of the shield configuration.
Inside of the material the Ampe`re-Maxwell equation can be written as:
∇×H = σE + ∂E
∂t
. (4.29)
We can solve this by taking the cross product of this equation as follows:
∇× (∇×H) = σ(∇×E) +  ∂
∂t
(∇×E). (4.30)
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Substituting in Faraday’s law, and using the vector identity for the left hand side:
















By applying the same solution as shown in Equation 4.6, with harmonic time depen-
dence, we can proceed as follows:








which from Equation 4.23 yields:
∇2H = −k2H, (4.35)
∇2H = +γ2H, (4.36)
where γ is the propagation constant. To obtain the result in terms of a vector potential
A, we note that µH = ∇×A. We must be careful to interpret the Laplacian operator
∇2 correctly when applied to a vector potential. For example, we can decompose the




































































We must remember that the incident magnetic field is purely z-directional. Due to
the symmetry of the spherical shell, the potential must be φ directed in spherical co-
ordinates, and independent of the φ co-ordinate [Celozzi et al., 2008]. Consequently, for
the φ component of A, we finish with the final Helmholtz equation:
∇2Ashellφ − γ2Aφ = 0, a < r < b. (4.38)
Outside of the material, there are no charges present, and therefore we can use the
Laplace Equation (Equation 1.21) derived in Chapter 1. Using the symmetry of the
problem (i.e. A is φ directed) we can therefore write:
∇2Ainternalφ = 0, r ≤ a, (4.39)
∇2Aexternalφ = 0, r ≥ b, (4.40)
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where Aφ is the scalar potential with constant φ [Celozzi et al., 2008]. The next step
is to solve these three equations in spherical co-ordinates. The following derivation has
been carried out by the author, but is in agreement with the work performed by Celozzi
et al. [2008], Zangwill [2013], King [1933] and Elkamchouchi and Ismaeil [2009]. The























With the direction of the external field aligned with the z direction, the current density
J is proportional to sin(θ) and it is reasonable to express Aφ as a product of a radial
function and sin(θ). First we will solve the Helmholtz equation for the region inside of
the shell. We can use separation of variables to determine the solution as follows:
Aφ(r, θ) = R(r)Θ(θ), (4.42)












































The second term is only a function of θ (while the other two depend on r) and must
therefore be a constant. To solve the equation for Θ, we choose this constant to be




















+ l(l + 1)Θ = 0, (4.46)







+ l(l + 1)Θ(x) = 0. (4.47)
The solution to this equation is:
Θ(x) = Pl(x), (4.48)
where x = cos θ and Pl(cos θ) are the Legendre Polynomials for l = 0, 1, 2, ..., the first
three of which are:
P0(x) = 1, (4.49)
P1(x) = x, (4.50)




(3x2 − 1). (4.51)



























[−γ2r2 − l(l + 1)]R = 0. (4.54)








where γ = jk. We substitute for R, dRdr and
d2R
dr2




































































) = 0. (4.59)
Equation 4.59 is Bessel’s equation of order l+ 12 . The solutions to Z are modified Bessel




are modified spherical Bessel
functions. Therefore:
R(r) = il(γr) + kl(γr), (4.60)
where il and kl are the modified spherical Bessel functions of the first and second
kind respectively, explicitly given (for the orders l = 0, 1) by the following equations
















Therefore the general solution for the region inside of the shell material is:





[aγlil(γr) + bγlklγr]Pl(cos θ). (4.65)
With the co-efficients aγl and bγl to be determined by boundary conditions. Having
obtained the general solution for the case where we are inside of the shell material, we
now seek to obtain the solution for the other two cases. These are the cases when we are
beyond the outer shell layer or at radii smaller than the inner layer, i.e. in empty space.
To solve this potential we need the general solution to the Laplace equation, which is
a simplified form of the Helmholtz equation. To solve the Laplace equation, we solve








− l(l + 1)R = 0. (4.66)
This simpler solution can be found by attempting a trial solution R(r) ∝ rλ [Riley et al.,





















λ(λ− 1) + 2λ− l(l + 1) = 0, (4.70)
(λ− l)(λ+ l + 1) = 0, (4.71)
with solutions for λ given by:
λ = l, (4.72)












where Al and Bl are coefficients. By including the angular component already derived
in Equation 4.48 this yields, in the case of azimuthal symmetry as discussed, the general














where as before the co-efficients Al and Bl are to be determined by the boundary con-
ditions. We are now in a position to start applying boundary conditions to our general
equations for Aφ. Firstly, for the external region outside of the shell, as r → +∞ we
expect H → H0 cos θ along the z direction, since the current density is proportional to
cos θ. Since Aφ →∞ for l ≥ 1, we set Al = 0 for l ≥ 1. This results in A0 = −H0r cos θ,
with the equation:













When we apply the boundary conditions, we find that the only terms that do not have
vanishing co-efficients are for l = 1. Therefore we write the three potentials as follows,
in accordance with Celozzi et al. [2008]:






, r ≥ b, (4.78)
Ashellφ (r, θ) = µ0H0 cos θ (c2i1(γr) + c3k1(γr)) , a < r < b, (4.79)
Ainternalφ (r, θ) = µ0H0c4r cos θ, r ≤ a, (4.80)
Where i1 and k1 are the first order modified spherical Bessel functions of the first and
second kind respectively. The unknown constants c1−4 can be determined by applying
the boundary conditions at the inner and outer shell material boundaries. Maxwell’s
equations require the continuity of the tangential H-field (from the Ampe`re-Maxwell
law) and the normal B-field (from Gauss’s magnetic law). Therefore the four boundary
conditions can be written as follows [Rikitake, 1987]:
Bexternalr |r=b = Bshellr |r=b, (4.81)
Binternalr |r=a = Bshellr |r=a, (4.82)
Hexternalθ |r=b = Hshellθ |r=b, (4.83)
H internalθ |r=a = Hshellθ |r=a, (4.84)
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where, as a reminder, B is related to H through the vector potential A by:
B = µ0µrH, (4.85)





where, in spherical co-ordinates:
∇×A = 1r sin θ
(
∂






















































































These four simultaneous equations can be solved to calculate each of the four constants.
This is the author’s own work. We calculate each of the differential quantities as follows:
∂
∂r


















(rAinternalφ )|r=a = 2µ0H0 cos θac4, (4.96)
∂
∂θ
(Ainternalφ sin θ)|r=a = µ0H0ac4(cos2 θ − sin2 θ), (4.97)
∂
∂r











(Ashellφ sin θ)|r=b = µ0H0(cos2 θ − sin2 θ) [i1(γb)c2 + k1(γb)c3] , (4.99)
Chapter 4. Magnetic Shielding between 1 kHz and 100 kHz 94
∂
∂r












(rAshellφ )|r=a = µ0H0(cos2 θ − sin2 θ) [i1(γa)c2 + k1(γa)c3] , (4.101)
for which the first order modified spherical Bessel functions of the first and second kind,








































e−γa = cosh(γa)− sinh(γa), (4.110)
e−γb = cosh(γb)− sinh(γb), (4.111)
We can now substitute these results into the boundary conditions given by Equa-
tions 4.90-4.93 in order to solve for the constant c1−4. We have four equations 4.90-4.93,
and four unknowns c1−4. We can solve these simultaneous equations through matrix







 = B, (4.112)






 = A−1B, (4.113)
where A is a 4 × 4 matrix and B is a 4 element column matrix. In order to find



































c3 − 2c4 = 0. (4.117)



































































We can now obtain the final expression for the shielding effectiveness (measured at the
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which when calculated results in the formula:
SE =
∣∣∣∣cosh(γ∆)3b3γ2µr [2∆µ2r + µr(ab(3b−∆)γ2 −∆) + ∆(abγ2 − 1)]
∣∣∣∣
+
∣∣∣∣sinh(γ∆)3b3γ3µr [γ2(a2b2γ2 + b2 − a∆) + (3b−∆)∆µrγ2 + 2(abγ2 − 1)µ2r + µr + 1]
∣∣∣∣ ,
(4.123)
where ∆ = b− a, and the formula has been written in the same format as Celozzi et al.
[2008]. This equation can be simplified if the shell is thin (i.e. a ' b = r0). Assuming










This thin shell solution can be further simplified into either a low-frequency or high-
frequency approximation [Celozzi et al., 2008]. The low frequency approximation, where
the penetration depth is considered to be much thinner than the skin depth such that
∆ << δ, results in:
SE '




where r0 is the radius of the shell. We can see here that when studying the shielding
effectiveness of a static solution (where γ = 0) Equation 4.125 reduces from three to two
terms, and the SE scales with three parameters. These three parameters are the driving
force behind the flux shielding mechanism. Firstly, the larger the magnetic permeability
the larger the SE, since more of the magnetic flux is able to be drawn into the material.
Secondly, the thicker the material the larger the SE, again because this allows more of
the magnetic flux to enter the material and be redirected by it. Thirdly, the smaller the
overall radius of the shield the larger the SE. In this case, a larger radius means that
magnetic flux is being collected over a larger area that increases with r20, but channelled
through an area dependent on the thickness and radius that only increases with r10.
The high frequency approximation, where the frequency is considered sufficiently high











We can see here the attenuation factor typically associated with skin depth, due to the
eddy currents induced on the material. Note that unlike the flux shunting method a
larger radius results in the potential for a larger eddy current and therefore a higher SE.
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Figure 4.11: Cylindrical shell placed in a uniform transverse background field H0
[Celozzi et al., 2008].
4.3.2 Cylindrical Shell in a Transverse Field
Let us now look at the analytic mathematical solution for the shielding of an infinite
cyclindrical shell with a material permeability µ, with a radius ρ, an inner radius a, an
outer radius b and a thickness ∆ = b − a. The cylinder is placed within a transverse
magnetic field (Figure 4.11). Using the same arguments as we used for the spherical
shell in the previous section, by symmetry we can define a potential that is z-directed
and independent of z. In this case the vector potential A has the component scalar

















We can separate Az(r, θ) into two variables R(r) and Θ(θ) [Boas, 2006], such that:
Az(r, θ) = R(r)Θ(θ). (4.129)







Θ(θ) = Cm cos(mθ) +Dm sin(mθ). (4.131)














R = 0, (4.132)
which has a solution according to the modified Bessel function of the first im(γr) and
second kind km(γr) respectively, such that:
R(r) = Amim(γr) +Bmkm(γr). (4.133)
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[Amim(γr) +Bmkm(γr)] [Cm cos(mθ) +Dm sin(mθ)] . (4.134)










[Cm cos(mθ) +Dm sin(mθ)] . (4.135)
We now apply the boundary conditions at the extremes of r, such that when r = 0
the field is finite, and at r = ∞, H = H0 cos θ. This yields the three potentials, in
accordance with Celozzi et al. [2008]:





, r ≥ b, (4.136)
Ashellz (r, θ) = µ0H0 cos θ (c2i1(γr) + c3k1(γr)) , a < r < b, (4.137)
Ainternalz (r, θ) = µ0H0c4r cos θ, r ≤ a. (4.138)
By enforcing boundary conditions at the shell interface (the tangential continuity of H
and the normal continuity of B), we can obtain the expressions [Rikitake, 1987]:
Bexternalr |r=b = Bshellr |r=b, (4.139)
Binternalr |r=a = Bshellr |r=a, (4.140)
Hexternalθ |r=b = Hshellθ |r=b, (4.141)
H internalθ |r=a = Hshellθ |r=a. (4.142)
as a reminder, B is related to H through the vector potential A by:
B = µ0µrH, (4.143)
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The following derivation is the author’s own work. We now substitute the expression













































These four simultaneous equations can be solved to calculate each of the four constants.
Firstly we calculate each of the differential quantities as follows:
∂Aexternalz
∂r



















|r=a = H0c4 cos θ, (4.154)
∂Ainternalz
∂θ
|r=a = −H0c4 sin θ, (4.155)
∂Ashellz
∂r













sin θ (c2i1(γb) + c3k1(γb)) , (4.157)
∂Ashellz
∂r













sin θ (c2i1(γa) + c3k1(γa)) . (4.159)
We are now able to find the constants c1−4 by solving these simultaneous equations. To
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[µrk1(γa)− γa k′1(γa)][µri1(γb) + γb i′1(γb)]
− [µri1(γa)− γai′1(γa)][µrk1(γb) + γbk′1(γb)]
)∣∣∣∣, (4.164)
If the cylinder thickness is assumed to be large compared to the skin depth (a, b >> δ),
then we can use large argument approximations for the modified Bessel functions and

















































γ(b+ 8µra+ 8µr∆) cosh(γ∆)+
(γ∆ + 4γ2a2 + γa+ 4γ2a∆ + 4µ2r) sinh(γ∆)
]∣∣∣∣. (4.169)
As we did for the spherical shell, we now impose the thin shell approximation a ' b = r0










the low-frequency approximation (|γ∆| << 1) to obtain:
SE '
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and the high-frequency approximation (|γ∆| >> 1, r0 >> δ, and a ' b = r0) to obtain:
SE '
∣∣∣∣r0γeγ∆4µr
∣∣∣∣ = r0e∆δ2√2µrδ . (4.172)
The SE equations for the cylinder (in a transverse field) and spherical shell are very
similar. If we consider an Iron-Nickel material with radius 0.3 m, thickness 0.15 mm,
relative permeability 75, 000 and conductivity 2.0 MS/m the spherical shell provides a
value for the SE that is 1.25 times as large as the cylindrical case.
4.3.3 Multiple shells
Assuming that µr >> 1 and that material thickness is small (i.e. |γ∆| << 1) we can
calculate the shielding due to multiple spherical shells using the equation [Mager, 1970]:
















where S′i = Si − 1, and Si is the SE of an individual shell.
For multiple cylindrical shells, the following equation applies instead:
















However, this relationship does not necessarily hold when the permeability of the ma-
terial is small, such as aluminium. It is, however, possible to solve the analytic solution
for multiple layers with different values of µr as follows. We will study the case where
there are three infinite cylindrical shells.
By having three shells, we will have four boundary conditions to solve over each shell
provided by the continuity of B and H across a boundary (from Maxwell’s Equations),
totalling twelve boundary conditions. We can also write expressions for the potential
inside each shell (three expressions), in the gaps between the shells (two expressions), the
outermost and the innermost regions. The outermost and innermost regions contain two
unknowns, while the remaining five potentials contain two unknowns in each, totalling
twelve.
We take the outer radius to be r1, with decreasing radii towards the centre until the
innermost radius r6 (Figure 4.12). We take the outermost shell to have relative per-
meability µ1, the middle shell µ2 and the innermost shell µ3. Consequently, since the
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Figure 4.12: Three nested shells placed in a uniform oscillating background field
with magnitude H0. The outer radius is r1, the inner radius of the third shell is r2,
continuing to the inmost inner radius of r6. The outer shell has a permeability of µ1,
the middle shell µ2 and the inner shell µ3.
propagation constant depends on relative permeability, the outermost shell has γ1, the
middle shell γ2 and the innermost shell γ3. Since we have twelve unknowns and twelve
equations (given by the boundary conditions) we can find the shielding effectiveness by
solving the matrix equation:
AC = B, (4.175)
C = A−1B, (4.176)
where C is the twelve element column vector containing the twelve unknown constants
c1−12. By solving the boundary conditions in a similar manner to the single shell, we
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By solving the inverse of the matrix A, we can obtain an expression for all of the con-
stants. We can even construct a matrix from a system containing any number of shells
in the same manner. Note that because the inverse of matrix A is very complicated it
is not written here, rather, it is evaluated using the software MATLAB given the neces-
sary input variables. To find the shielding effectiveness, we simply take the reciprocal of
the constant pertaining to the innermost inside potential, in the case above c12. We can
compare how the results of a 3 cylinder system differ from the simpler equation shown in
Equation 4.174 by looking at Figure 4.13 for a high permeability system and Figure 4.14
for a conductive system. We find that in both cases, the simpler method slightly overes-
timates the shielding at lower frequencies due to flux shunting, and underestimates the
field due to eddy currents.
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Figure 4.13: Comparison between the simple model suggested by Mager [1970] and
our proposed method for a three cylinder system. This model uses three mu-metal
layers of constant magnetic permeability.
4.3.4 Finite cylinder
While modelling a finite cylinder is much more difficult than an infinite one, we observe
the two approaches taken by Filtz and Bu¨ssing [2008] and Greifinger et al. [1981]. Filtz
and Bu¨ssing [2008] take a periodic sequence of hollow cylinders in order to find a solution
to the shielding problem, and can increase the distance between the periodic boundaries
in order to obtain the shielding of a single isolated finite cylinder. The Greifinger et al.
[1981] approach does not force the source field to be homogeneous, but rather a defined
magnetic moment at a point away from the cylinder. We will study the results from
each of these analyses in turn.
4.3.4.1 Filtz and Bu¨ssing [2008]
The authors Filtz and Bu¨ssing [2008] solve the finite cylinder problem by first solving
an infinite periodic problem, before choosing parameters such that a single period (and
therefore a single cylinder) is isolated and can be solved (Figure 4.15). Figure 4.16 shows
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Figure 4.14: Comparison between the simple model suggested by Mager [1970] and
our proposed method for a three cylinder system. Uses three aluminium layers.
how the problem is defined in terms of the co-ordinate system used and the geometerical
parameters required. The radius of the cylinder is denoted by a, the half-height of
the cylinder is denoted by h, the periodic boundary half-height is denoted by ` and the
thickness of the shell is denoted by d. The external field H0 can be broken down into two
components, HL for the longitudinal field directed along the cylinder’s central axis (the
z-axis) and HT for the transverse field directed perpendicular to HL. In this cylindrical
co-ordinate system, ρ denotes the axis that points in the radial direction.
There are a number of assumptions that go into the model. Firstly, it is assumed that
the shells are thin. Secondly, that the external field H0 is homogeneous and alternating
such that the field can be represented by the cosine H0 cos(ωt). Thirdly, the field
is determined in the quasi-stationary approximation, where the displacement current
is neglected, an assumption valid for low-frequency eddy currents up to a frequency
corresponding to the infrared or 300 GHz [Knoepfel, 2000]. Fourthly, for the results
that we will present, the cylinders will be considered non-magnetic, i.e. they have a
relative magnetic permeability µr = 1. All of the cylinders have a conductivity σ and
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Figure 4.15: 3D visualisation of the periodic cylinders used by Filtz and Bu¨ssing
[2008].
Figure 4.16: Co-ordinate system for the periodic cylinders used by Filtz and Bu¨ssing
[2008]. For symbol definition, see text.
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are split into two regions, interior (1) and exterior (2) (Figure 4.16). We will assess the
validity of these assumptions when modelling the specific solution offered in Section 4.4.
Under the thin shell assumption, they derive a Fourier series solution that converges
to the same solution shown in Equation 4.170 for the case when the cylinder height
approaches infinity. To obtain the solution, the process used is very similar to that fol-
lowed previously: namely they define a potential that can be solved using the boundary
conditions given by Maxwell’s equations. We will not re-derive their equations here, but
rather only quote the final results that can be used to calculate the shielding effective-
ness. For a full derivation the reader is recommended to read the original paper by Filtz
and Bu¨ssing [2008]. The results are written in terms of a key universal parameter η,
which is defined as:
η = adσµ0ω, (4.180)
which is used to contain the geometrical information, material characteristics and fre-
quency of the shell. For a non-magnetic conducting shell they obtain a solution for the
longitudinal field of:
SEL = − log10





























B′n = −jηLm0, m = 1, 2, 3, ... (4.184)
where the elements Lnm stand for the coupling integral:




Once B0 and B
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For the transverse field, they similarly obtain a final shielding effectiveness of:








































δnm − pna[jηI ′1(pna)K ′1(pna)− 1]Lnm
)
A′n = jηLm0, m = 1, 2, 3, ...
(4.190)
Once A0 and A
′





Filtz and Bu¨ssing [2008] show that using their method, the shielding effectiveness is
diminished for cylinders with a smaller height to width ratio, and tends towards a
constant level for high values of η. As a result the shielding effectiveness at higher
frequencies also tends towards a constant value, rather than continues indefinitely. The
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Figure 4.17: Shielding effectiveness dependence on frequency for different ratios of
diameter (a) : height (h). All other material properties are defined in the text.
impact on a finite conducting cylinder as opposed to an infinite cylinder can be seen
in Figure 4.17, where we have chosen a cylinder radius of 0.3 m, a thickness of 1 mm,
a conductivity of 20 MS/m and a varying diameter:height ratio. We used a periodic
boundary 2.5 × h and 20 Fourier coefficients (n = 1 → 20). As the cylinder reduces in
height, the shielding effectiveness decreases, as the homogeneous magnetic field is able
to penetrate through the open ends towards the centre of the cylinder, at which point
the SE is calculated.
4.3.4.2 Greifinger et al. [1981]
The Greifinger et al. [1981] approach does not force the source field to be homogeneous,
but rather gives a defined magnetic moment at a point away from the cylinder. In order
to obtain a homogeneous field from their equations, it is necessary to move the dipole
to a large distance from the cylinder. The problem is defined in Figure 4.18. We shall
define each symbol in turn. Firstly the magnetic dipole location P is positioned at a
distance D from the origin O, which itself is positioned at the centre of the cylindrical
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Figure 4.18: The cylindrical shield and dipole source definition used by Greifinger
et al. [1981] in their analysis. The individual symbols are defined in the text.
finite shell. The shell has an inner radius ρ0, outer radius ρ1, average radius a, shell
thickness d and height L.
Greifinger et al. [1981] make the following assumptions in their work. Firstly they
assume that the shell is thin. Secondly that the permeability of the shell is spatially
uniform and independent of the magnitude of the applied magnetic field (e.g. it is
not near the saturation limit). Thirdly, they neglect displacement currents by using
the quasi-stationary approximation. They focus on material relative permeabilities for
which µr >> 1.
In the resulting expressions that follow, Greifinger et al. [1981] make use of several
dimensionless parameters. Firstly the parameter µrda , which represents the significance
of the ferromagnetic quality of the cylinder. Secondly they use the parameter dδ , where
δ is the skin depth. This parameter yields a static shielding solution for dδ → 0 and
nonstatic otherwise. Thirdly the parameter Da , which represents the non-uniformity of
the dipole source field across the cylinder. A uniform field is recovered in the limit
D
a →∞.
As with the Filtz and Bu¨ssing [2008] model, we will not derive the equations for shielding
effectiveness, but will state the results as derived in Greifinger et al. [1981]. For the
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longitudinal field (which from Figure 4.18 represents the field in the z direction), the
shielding effectiveness S can be written in terms of an addition between the static field

































where the shielding effectiveness DC and AC components are functions of the dimen-
sionless parameters previously discussed. The DC component is given by:








































The AC shielding component is given by:
SAC = − log
∣∣∣∣ γdsin(γd)
∣∣∣∣ , (4.196)
where γ is the propagation constant.
They obtain a different set of equations for a transverse field (which from Figure 4.18



































Note that the function S0 + S
AC represents the shielding effectiveness of an infinite
cylinder in a uniform transverse field. The function SDCx represents the additional
shielding provided by the dipole non-uniformity and geometrical ratio of the cylinder.
The function S0 is given by:







while the function SAC is the same as previously defined in Equation 4.196. The more
complicated SDCx is defined as follows:


























































































We are now in a position to apply specific material properties to the derived equations
in order to tailor the shielding effectiveness to the frequency range of the RPW-SCM
instrument.
4.4 Proposed improvement
We will now explore the impact of changing the key shielding parameters using the
equations derived in the previous sections. We can see clearly how the shielding ef-
fectiveness varies with frequency for three different material types by first studying the
transverse infinite cylinder approximations for a single shell. Initially we choose the high
conductivity material aluminium, shown in Figure 4.19, where we plot the thin shield
approximation, low frequency approximation and high frequency approximation. The
high and low frequency approximations show the relative impact of the eddy current and
flux shunting mechanisms. At low frequencies there is no shielding, because aluminium
is non-magnetic, while at high frequencies the shielding is dominated by eddy currents.
We also plot the critical frequency f0, the frequency at which the skin depth δ is equal
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Figure 4.19: Infinite cylinder approximations for the shielding effectiveness of alu-
minium. The thin approximation is a good representation of the shielding given the
parameter choice in Table 4.1, the low frequency approximation works well at frequen-
cies below the critical frequency, and the high frequency approximation works well above
the critical frequency. The critical frequency f0 is shown by the vertical dot-dashed
line.
to the material thickness ∆. Secondly we show the shielding anticipated from a high
permeability iron-nickel material (Figure 4.20). Here there is shielding at low frequencies
due to the relatively high magnetic permeability, and eddy current shielding at higher
frequencies due to the conductivity of the material. The critical frequency is now much
smaller, due to the change in skin depth, which itself depends on the material magnetic
permeability. The relevant material properties are shown in Table 4.1.
Table 4.1: Materials properties chosen for the comparison of shielding effectiveness
between an Aluminium and an Iron-Nickel infinite cylinder shield.
Parameter Aluminium Iron-Nickel
Radius (b) 0.3 m 0.3 m
Shell thickness (∆) 2 mm 0.2 mm
Relative permeability (µr) 1 10, 000
Conductivity (σ) 35 MS/m 2.0 MS/m
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Figure 4.20: The same as in Figure 4.19, though this time for an iron-nickel material.
Notice the much smaller critical frequency, shown by the vertical dot-dashed line.
If we increase the radius of the shielding material, we find that the eddy current mecha-
nism is promoted, while the flux shunting mechanism is inhibited. This is because larger
eddy current loops can be formed in larger shields, but for the same thickness of material
the larger area shield must channel a greater flux at lower frequencies. While the total
area of the flux to be shunted depends on r2 due to area, the available material to pass
through depends on the area ∆r. Flux shunting favours smaller shields in this way. An
increase in shell thickness favours both mechanisms, as does an increase in the magnetic





). Increasing the conductivity of the material has no impact on the
flux shunting mechanism, but does significantly improve the formation of eddy currents.
Table 4.2 summarises the impact of material parameter variation on eddy current and
flux shunting shielding mechanisms.
This suggests that an optimum shield needs to have a high conductivity, a large thick-
ness, a large relative permeability and a trade-off in size. However, there is another very
important consideration to take into account: Figures 4.19 and 4.20 use a constant mag-
netic permeability independent of frequency and material thickness, which contradicts
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Table 4.2: Impact of parameter variation on eddy current and flux shunting shielding
mechanisms. An increase or decrease of each parameter as shown will increase shielding
effectiveness.
Parameter Variation to increase shielding effectiveness
Flux shunting (low f) Eddy current (high f)
Radius (b) Decrease Increase
Shell thickness (∆) Increase Increase
Relative permeability (µr) Increase Increase
Conductivity (σ) (Independent) Increase
the reality previously demonstrated in Figure 4.9. This shows that, over a high fre-
quency range, thinner materials can sustain a larger magnetic permeability than thicker
materials. Therefore, we hypothesise that using thinner layers of mu-metal rather than
thicker layers may be advantageous at higher frequencies, particularly in our region of
interest (frequencies between 1 kHz and 100 kHz).
Naturally, the shielding effectiveness does decrease with thinner materials when not
including magnetic permeability, however when including magnetic permeability thinner
materials can achieve greater shielding over thicker ones. We can see this in Figure 4.21,
where we have taken both the difference in permeability and thickness into account.
While the thicker materials demonstrate significant shielding at frequencies less than
1 kHz, between 1 kHz and 100 kHz it is the 1 mm thick mu-metal shield that demonstrates
the strongest shielding. We use a conductivity of 2 MS/m and a radius of 0.3 m.
The best designs for shielding use an outer layer of aluminium before shielding with a set
of nested high-permeability shields [Bottauscio et al., 2006]. The reason for this is that
it is important to avoid material saturation in high permeability materials. A saturated
shield will not be able to channel any more magnetic flux when the external field is
increased, rendering the shield ineffective at flux shunting in high fields. However, the
saturation limiting field for mu-metal is still quite large - approximately 0.8 T - so it
should not be a problem to test the mu-metal shields in isolation in a relatively low-field
environment.
We propose that using multiple 0.1 mm thick mu-metal cylinders in combination with
an aluminium outer layer will provide the best overall shielding effectiveness for the
frequency range under consideration.
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Figure 4.21: Shielding effectiveness of four types of mu-metal, with different thick-
nesses and different permeability profiles. This plot uses the permeability values seen
in Figure 4.9.
Table 4.3: Shielding prototype parameters.
Layer Material Thickness (mm) Radius (mm) Height (mm)
1 Mu-metal 0.05 mm 103.0 mm 342.0 mm
2 Mu-metal 0.05 mm 113.1 mm 342.0 mm
3 Aluminium 2.00 mm 124.7 mm 347.8 mm
4.5 Prototype shield
To test our thin-shielding hypothesis we made a small prototype that could be tested
in the laboratory. We worked with Magnetic Shields Ltd. to design and build a shield
made of two layers of 0.1 mm thick mu-metal and one layer of 2 mm thick aluminium.
We chose to use cylindrical shells with the parameters as specified in Table 4.3.
The size of the cylinders had to be large enough to accommodate the search coil magne-
tometer inside the shield (approximately 15 cm in length), but small enough to fit inside
the Helmholtz coil facility used for testing. As a result the height:width ratio is 1.66 for
the innermost mu-metal cylinder, 1.51 for the central mu-metal cylinder and 1.39 for
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the outermost aluminium cylinder. It is recognised that these ratios do not approach
the infinite cylinder approximations, therefore our prediction required the use of the
finite cylinder approximations as described in Section 4.3.4. We assess the validity of
the assumptions made for these parameters as follows.
Regarding the validity of the Filtz and Bu¨ssing [2008] assumptions stated in Section 4.3.4,
the thin shell assumption holds, as we are using a thickness:radius ratio of approximately
5 × 10−4 for the mu-metal layers and 1.6 × 10−2 for the aluminium layer. Secondly, to
ensure that the external field was homogeneous the testing was performed in a Helmholtz
coil chamber, with an external field applied across the size of the shield. Thirdly, the
frequencies under investigation are sufficiently low that we can use the quasi-stationary
approximation. Fourthly, the equations assume that the magnetic permeability is 1,
therefore we use this method to model the outer high conductivity shell in transverse
fields. For this shell we chose the parameter L to be fixed at 2.5 × h, i.e. far enough
away from the cylinder end as to render it isolated from the other cylinders in the infinite
series. The number of Fourier coefficients used was 20.
Regarding the validity of the Greifinger et al. [1981] assumptions stated in Section 4.3.4,
we have already demonstrated for the Filtz and Bu¨ssing [2008] model that the thin shell
assumption is valid. Secondly an assumption is made that the magnetic permeability is
spatially uniform. For thin mu-metal shells this is valid for two reasons: firstly it is easier
to remove impurities (and therefore anisotropic irregularities) from a thin mu-metal
sheet in the dry hydrogen environment used in manufacture, and secondly the thermal
annealing process acts to homogonise the grain sizes. However, manufacturing each mu-
metal cylinder in one continuous sheet was not possible - it was necessary to combine
multiple sheets together to form each final cylinder. Therefore at the sheet connection
boundaries there is a deviation from this assumption, however as the discontinuities
are predominantly in the longitudinal direction the flux shunting mechanism in the
transverse direction should not be overly impaired. Thirdly an assumption is made that
the applied field is not near the saturation limit, which for mu-metal shells is typically
a field value greater than 0.8 T [Mager, 1970], a level that was not reached since the
applied field was less than 1mT. As before, the quasi-stationary approximation is valid
at the frequency range under study. Since there is also an assumption that the magnetic
permeability is large (i.e. µr >> 1) we use the Greifinger et al. [1981] model to predict
the fields of the inner high permeability shells. We chose the parameter D to be fixed
at 10 × a, ensuring that the equivalent source dipole was sufficiently far enough away
from the cylinder to approximate a homogenous field.
The resulting prediction of shielding effectiveness against frequency is given in Fig-
ure 4.22. The total combined shielding effectiveness was obtained using the multiple
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shell equation given in Section 4.3.3.
There are some important practical considerations when making a real shield system to
test, however. We consider, for example, the choice of end caps. Intuition would suggest
that placing end caps onto a cylinder would improve shielding performance. However,
this is only true if the field is directed perpendicular to the cylinder axis, otherwise end
caps can reduce shielding parallel to the centre axis for DC fields [Rikitake, 1987]. A
quasi-static field will not be able to penetrate very far into a shielded enclosure if any
aperture diameters are small compared to the wavelength [Bjo¨rklo¨f, 1999]. It is best not
to allow any opening larger than approximately λ/30, which for 100 kHz is 100 m. For
DC fields, the field should not penetrate more than twice the width of an aperture, so
in practice a length:width ratio close to 4:1 is advised [Murby, 2009].
To test our hypothesis, we used the Imperial College Calibration facility in Rugeley,
UK (Figure 4.23). This is a magnetically quiet test site with a Helmholtz coil that
can generate stable magnetic fields at frequencies up to and beyond 100 kHz. The
shield prototype was placed inside and the shielding effectiveness of the cylindrical shell
was measured in the transverse direction. A Martin-Pfeil search coil magnetometer
was used to measure the field (Figure 4.24). The voltage output was fed into a pre-
amplifier (SRS-560) with a gain set to 100. The output signal from the pre-amplifier
was passed to a dynamic signal analyser (Agilent 3561), which recorded the voltage of
the signal. The field was measured with and without the shield present in order to
obtain the shielding effectiveness of the prototype. The results of the measurements for
the transverse shielding effectiveness are shown in Figure 4.25. A combined plot of both
measurements and predictions is shown in Figure 4.26.
These results firstly show that the approximations are close to the measured values for
the individual layers. These match less well at the higher frequencies, most likely due
to the fact that at frequencies over 30 kHz the Martin-Pfeil search coil is outside of its
usual frequency operating range and therefore may not be scaling linearly with changes
in magnetic field. Using the combined prediction results in an overprediction at lower
frequencies and the very highest frequencies, but underpredicts between 2− 20 kHz. In
this case, the measured values obtain greater shielding than predicted at the frequency
that the eddy current mechanism normally begins to dominate.
The prototype does demonstrate the powerful shielding provided by a very thin layer
of mu-metal compared to a much thicker cylinder of aluminium, particularly between
100 Hz and 1 kHz. At the 1 − 100 kHz frequency range under scrutiny, however, the
shielding contributions are more equal, with aluminium being marginally more effec-
tive. When combined, the peak measured shielding effectiveness is between 2− 20 kHz,
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Figure 4.23: The Imperial College Calibration Facility 3-axis Helmholtz coil. The
coils are directly driven from a Keithley current drive at 2 A.
demonstrating effective synergy between the layers. Although the way in which the in-
dividual finite layers (rather than infinite, which we investigated earlier) combine their
shielding effectiveness is not yet properly understood, the use of aluminium as the outer
layer is well documented [Rikitake, 1987, Ott, 2009] and demonstrated to be effective
by these measurements.
4.6 Upscaling the design to facility size
While the mu-metal and aluminium combination shown demonstrates good shielding
qualities on a scale size of approximately 30 cm, a full test facility requires adequate test
space to place the EUT and verification sensor at a reasonable distance inside. This will
require a diameter of at least 2 m, if not 3 m for adequate distance from the shielding
boundaries. Under these circumstances, the geometrical shielding size will dramatically
affect the shielding effectiveness. Larger scale sizes impair the flux shunting mechanism,
but improve the eddy current mechanism. This is because the larger the size of the
shield the greater the amount of flux that needs to be redirected by the same thickness
of material. In terms of eddy currents, the larger the shield the greater the size of
the current loops that can be generated to produce an opposing magnetic field to the
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Figure 4.24: Prototype shield under test in the Helmholtz coil. Images show the back-
ground measurement with no shield (top-left), the inner mu-metal shield (top-right), the
middle mu-metal shield (bottom-left) and the outer aluminium shield (bottom-right).
A measurement was also taken with the complete shield present (all three layers).
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incident field. The result is that materials such as aluminium favour larger scale sizes,
whereas high permeability mu-metal favours smaller scale sizes.
We can see a clear visual difference when we increase the scale size by a factor of 10,
using the infinite cylinder approximation for clarity (Figure 4.27). It is also a better
idea to use an infinite cylinder approximation than a finite one because if a full sized
facility model were built, it would most likely include end caps that would keep the EUT
completely enclosed during testing.
At these large scale sizes, even at 1 kHz the aluminium performs well at shielding mag-
netic fields. While at lower frequencies up to 1 kHz the flux shunting method still
dominates, a large enough aluminium shield will outperform a mu-metal one consider-
ably. It is therefore recommended that if a full scale facility were to require shielding
in this frequency range to be improved, a thick sheet of aluminium should be chosen
above a mu-metal one. Contrary to the literature presented in Section 4.2.1, the eddy
current shielding technique can be applied for respectable shielding at frequencies as
low as 1 kHz, if the scale size is of the order of metres. An excellent example of this in
practice is the PTB magnetic test facility in Berlin, which encloses multiple mu-metal
layers in a very large aluminium shell over 10 m cubed [Burghoff et al., 2004]. While
the chamber was designed for DC measurements, hence the multiple mu-metal layers,
they are also able to demonstrate excellent high frequency shielding due to the size of
the large aluminium outer layer.
4.7 Conclusions
Magnetic shielding plays a key role in the verification of unit magnetic emissions, both
through the shielding provided by the spacecraft body and the shielding of the test fa-
cilities used for verification measurement. We have studied shielding at the frequency
range of most interest to the RPW-SCM instrument, from 1-100 kHz. We have tested a
representative spacecraft model and measured a small but significant shielding effective-
ness in this frequency range, from no shielding at 100 Hz up to a maximum shielding of
a factor of 10 at 100 kHz.
We have studied the analytical solution to infinite and finite cylindrical geometries, and
have derived a new method for the calculation of multiple shields for any combination
of magnetic or non-magnetic materials. We have made a model prototype to test our
hypothesis that multiple thin layers of high permeability material would provide flux
shunting shielding in the required frequency range, and ultimately for use in test facility
shielding. Our prototype demonstrates a peak shielding effectiveness of a factor of 90 at
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8 kHz and adequate shielding over the full frequency range. However, upon applying the
correct scale laws as we increase the protoype dimensions theoretically by an order of
magnitude, we find that the flux shunting method is less dominant and the eddy current
method more dominant, favouring the choice of aluminium for large facility scale sizes.
The excellent shielding effectiveness provided by the prototype has potential for use as
a magnetic shield around a unit in-flight within a limited frequency range. The thin
high permeability layers are low mass, high shielding and low cost, so for individual
units that are particularly problematic the mu-metal material could be used, so long as
the problems associated with saturation and induction in soft materials are mitigated.
We suggest that there is potential for further work researching the application of these
results to unit shielding on spacecraft for specific problem frequencies, of which it would
be possible to design bespoke thicknesses of high permeable material for each necessary
unit. By using the general principles of magnetisation as laid down by Carbone et al.
[2009] and expanding on them for specific spacecraft applications there is potential to
pursue this avenue of research.
Chapter 5
Conclusions
The Solar Orbiter mission will shed further light on the way that the Sun creates and
controls the inner heliosphere. It will achieve this through a number of unique mission
properties: it includes a suite of instruments that can both remotely sense the solar
surface and make in-situ measurements simultaneously, it will travel closer to the Sun
than ever before, it will travel outside of the ecliptic plane, and it will enter near co-
rotation with the Sun. In order to achieve the scientific objectives of the mission, it
is paramount that the magnetometer payloads can measure the ambient magnetic field
in space rather than the contaminating spacecraft field. We identify opportunities to
improve current techniques used for magnetometer zero offset detection, and techniques
for improving unit magnetic field verification through near equipment field scaling and
magnetic shielding.
In Chapter 2 we have improved the existing algorithm developed by Leinweber et al.
[2008] that uses pre-existing Alfve´nic rotations in the solar wind to calculate magne-
tometer zero offsets. While the original algorithm uses manually chosen parameters for
every dataset, our new algorithm automatically selects the most important parameter -
the minimum compressional standard deviation - from the dataset itself before the off-
sets are calculated. This parameter is used in the selection criteria and is a function of
the heliocentric distance. We find that our new method demonstrates an improvement
in the calculation probability of up to 10% at aphelion and 5% at perihelion, or alter-
natively reduces the typical time period of data required to achieve a 70% calculation
probability by 20 minutes at 1 AU. We found that we are more likely to be capable of
calculating an offset in fast solar wind streams rather than slow solar wind streams, at
perihelion rather than aphelion, and at solar minimum rather than solar maximum.
In Chapter 3 we recognise the difficulty in verifying strict unit magnetic emission require-
ments and the necessity for near unit measurements. When extrapolating a verification
127
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measurement made in close proximity to a unit we demonstrate that there is a risk of
field underestimation when using the traditional dipole scaling law that uses a scaling
power of n = −3, but overestimation when using a conservative n = −2 scaling law as
has previously been used. We instead suggest using a combination of the two scaling
powers, specifically a scaling power of −2 up to an extrapolation break distance, where
we then switch to a scaling power of −3. We find the optimum break distance to be 3×
the unit scale size. Our new method demonstrates an accuracy 2.5× improved over the
use of a simple scaling power of −2 over the entire extrapolation distance.
In Chapter 4 we investigated improvements to magnetic shielding in the 1 − 100 kHz
frequency range, which is of key importance to the RPW-SCM instrument. Firstly, we
measured the shielding effectiveness of a spacecraft representative aluminium honeycomb
panel, which showed no shielding at 100 Hz and a shielding factor of 10 at 100 kHz. We
have studied the analytical solutions to spherical and cylindrical geometries, extending
the present theory by deriving a new method for the calculation of shielding effectiveness
for multiple shells of arbitrary magnetic permeability. We made a model prototype to
test whether thin layers of high permeability material would be capable of shielding
using the flux shunting technique in the desired frequency range. It demonstrated a
peak shielding of a factor of 90 at 8 kHz. However, when the 30 cm diameter prototype
was analytically scaled up by an order of magnitude to full facility size, it is a pure
aluminium shield that provides the better shielding, due to the dominance of the eddy
current shielding mechanism at large sizes.
5.1 Further Work
There are a number of potential avenues for further research based on the work described
in this thesis. In Chapter 2 we worked on the automatic optimisation of the key pa-
rameter called the minimum compressional standard deviation, however there are many
other parameters as laid out in the work by Leinweber et al. [2008]. Such parameters
include the correct choice of windowing variables, step length and number of indepen-
dent points. It would be most useful to be able to select all of these parameters based
on simple knowledge about the dataset (for example, based on the time resolution of
the dataset) rather than to have to manually select these prior to the analysis taking
place. Also, in order to quantitatively calculate the impact on offset detection accuracy
(rather than probability) the authors suggest extending the algorithm’s application to a
sufficiently realistic synthetic solar wind dataset. In this scenario, a known offset can be
artificially augmented into the sythetic dataset, from which the algorithm can calculate
the offset to a specific known accuracy. It would also be possible to apply our new
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algorithm to datasets from the outer heliosphere such as the Cassini mission to Saturn,
due to the parameter dependence on the heliocentric distance.
Following the work performed in Chapter 3 we suggest that further work could be
performed on adapting the current mutliple dipole analysis technique used for DC fields
and applying it to AC fields, particularly if frequency spikes can be identified in advance.
Equally we recommend the use of a gradiometer to greatly improve the extrapolation
accuracy by increasing the number of measurement points and therefore the amount of
available information to provide a magnetic field model fit.
Lastly there is potential to continue the work on magnetic shielding as discussed in
Chapter 4 through the application to on-board magnetic shielding. We have demon-
strated that for small scale sizes the use of thin high permeability layers can successfully
target the problem frequency range of 1− 100 kHz. We suggest studying its application
to on-board unit shielding, particularly at the mitigation of saturation and induction
effects that usually prevent the use of soft materials on a spacecraft, so that future mis-





This Appendix shows the algorithm flowchart used to determine the magnetometer zero
offsets. In the algorithm, the O is used to represent the zero offsets rather than z. The
measured magnetic field is given by BM and the recovered magnetic field (after removing
the zero offsets) is given by BA. All other parameters mentioned in the algorithm are
defined in Table 2.1 of Section 2.3.
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Figure A.1: Top level flowchart of the offset determination algorithm. This outlines
the windowing procedure using selection criteria.
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Figure A.2: Davis and Smith [1968] algorithm with selection criteria for a single given
window.
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Figure A.3: Third selection criterion algorithm.
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Figure A.4: Procedure for determining the MCS of a dataset.
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