The estimation of mutation rates is ordinarily performed using results based on the Luria Delbru ck distribution. There are certain difficulties associated with the use of this distribution in practice, some of which we address in this paper (others in the companion paper, Oprea and Kepler, Theor. Popul. Biol., 2001). The distribution is difficult to compute exactly, especially for large values of the random variable. To overcome this problem, we derive an integral representation of the Luria Delbru ck distribution that can be computed easily for large culture sizes. In addition, we introduce the usual assumption of very small probability of having a large proportion of mutants only after the generating function has been computed. Thus, we obtain information on the moments for the more general case. We examine the asymptotic behavior of this system. We find a scaling or``standardization'' technique that reduces the family of distributions parameterized by three parameters (mutation rate, initial cell number, and final cell number) to a single distribution with no parameters, valid so long as the product of the mutation rate and the final culture is sufficiently large. We provide a pair of techniques for computing confidence intervals for the mutation rate. In the second paper of this series, we use the distribution derived here to find approximate distributions for the case where the cell cycle time is not well-described as an exponential random variable as is implicitly assumed by Luria Delbru ck distribution.
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In their seminal work of 1943 (Luria and Delbru ck, 1943 ) Salvadore Luria and Max Delbru ck devised an experiment and statistical analysis to determine whether mutations in a bacterial population subject to strong selection are introduced in response to the selective agent or arise independently of it. The key to their method was the recognition that the distribution of the number of mutants in the two cases would be quite different. The distribution of the number of mutants, M, in a culture of size n, under conditions where the mutants are accumulated while they are still neutral has since come to be known as the Luria Delbru ck (LD) distribution and remains the basis for``fluctuation analysis'' for the determination of mutation rates. The mathematical study of doi:10.1006Âtpbi.2000.1498 , available online at http:ÂÂwww.idealibrary.com on this distribution was initiated by Luria and Delbru ck themselves and further elaborated by Lea and Coulson (Lea and Coulson, 1949) , Kendall (Kendall, 1952) , Bartlett (Bartlett, 1978) , and others. A good historical account of these developments can be found in Sarkar et al. (1992) . The controversial work of John Cairns and colleagues (Cairns et al., 1988 ) spurred a second wave of mathematical exploration (Stewart et al., 1990; Sarkar et al., 1992; Jones et al., 1994) . A review of the controversy engendered by these and similar experiments is available in Sniegowski and Lenski (1995) . No closed-form solution for the LD probability function has been discovered, so part of the more recent effort has been to render the numerical computation more efficient. Much effort has been expended in altering some of the underlying assumptions that may be violated in Luria Delbru ck Cairns-type experiments and therefore engender misleading results. These assumptions include perfect selective neutrality of the mutations, perfect plating efficiency, and negligible time lag between the expression of the mutant phenotype and its appearance in the genotype.
Our aim is to provide a representation of the distribution of the number of mutant cells that facilitates mathematical understanding and allows computationally efficient methods for mutation-rate estimation, particularly for the regime of large culture sizes and high mutation rates. Similar to previous representations, ours is valid when the product + log(nÂn 0 ), giving the probability that any given cell is mutant (where n 0 is the initial population size), is small. Our representation, however, is particularly efficient when the product +n of mutation rate and culture size is of order 1 or larger. The random variable of interest in our treatment is the proportion X#MÂn of mutants which we will approximate as a continuous random variable. This variable takes values between 0 and 1, and, given the culture sizes usually encountered in fluctuation analysis, the continuous approximation is quite reasonable. The advantage gained by using this approximation is that, because we are dealing with a smooth function, the wide array of analytical tools from calculus are immediately applicable.
In what follows, we will develop an integral representation for the continuum Luria Delbru ck (cLD) probability function via Fourier transforms and investigate its asymptotic properties. We find a scaling of X that renders the density function independent of the mutation rate (and all other parameters) and hence can be utilized as a standardized form. We then present improved methods for statistical inference using this model, including hypothesis tests and confidence intervals for mutation rates.
DERIVATION OF A DISTRIBUTION VALID FOR ALL CULTURE SIZES
We give here a novel derivation of a distribution that contains the usual Luria Delbru ck distribution as a shorttime approximation. The generalizations introduced here are not strictly necessary for the results that comprise the bulk of the paper; we present this derivation for the sake of completeness. In particular, one condition that we remove is that the time over which the culture grows, t=log(nÂn 0 ), is much smaller than the inverse of the mutation rate. Although this condition, which the familiar LD function assumes from the outset, is usually met in practical applications, we find it desirable (and possible) to have expressions valid for all times and, consequently, for all culture sizes. The assumptions we do make are shared with the conventional LD distribution and are as follows:
1. The mutation rate is much smaller than 1; terms of order + 2 can be neglected in comparison with those of order +.
2. Wild-type and mutant cells grow at the same rate.
3. Growth is not density-dependent and cells do not die, but are simply replaced by exactly two daughter cells upon division.
4. The cell-cycle times are identically and independently distributed as exponential random variables.
The first of these assumptions is not restrictive for any of the systems we have come across thus far. Typical of the largest mutation rates observed is that seen in the somatic hypermutation of immunoglobulin variableregion genes, of order 10 &3 per base pair per generation. The second assumption is not necessarily met in all systems of interest. The generalization required to remove this assumption has been the subject of several previous papers (Lea and Coulson, 1949; Armitage, 1952; Li et al., 1985; Koch, 1982) . The third assumption is clearly in need of relaxation for use beyond the initial, exponential phase of growth in any population. This generalization is nontrivial and we put it off to future efforts.
Finally, the assumption of exponential cell-cycle times is also made (implicitly by most authors) for the LD derivation itself. The advantage gained by this assumption is that the growth process is then Markovian: the probability that any given cell divides in the next time interval does not depend on its age. As a consequence, all cells, regardless of age, have equal probability of being the next to divide at any given moment. Unfortunately, cell-cycle times are very unlikely to be exponential. Our approach to relaxing this unrealistic assumption is given in the second paper of this series (Oprea and Kepler, 2001 ).
With the above assumptions, there are four basic reactions. If a wild-type cell divides, it can yield two wild-type cells (probability 1&2+) or one wild-type and one mutant (probability 2+). We are neglecting terms of order + 2 in these probabilities as well as the event in which a wild-type gives rise to two mutants, since this event has probability + 2 . If the reversion rate is denoted &, then the division of a mutant cell can give rise to two mutants (probability 1&2&) or to one mutant and one wild-type (probability 2&). Note that our + differs from the mutation rate used in other treatments by a factor of 2. Our mutation rate is defined as the probability that a given daughter cell is mutant at division, while in other treatments the mutation rate is the probability that a parent cell gives rise to a mutant daughter. Now, given that some cell has divided, the Markov property ensures that the probability that that cell was mutant is just the proportion of mutant cells in the population at the time of division. Denoting by P(m | n) the probability of having exactly m mutants when the culture is size n, we have
We now introduce the generating function g(s, n)# m s m P(m | n) and pass to a continuum representation for n.
If the culture is seeded with n 0 wild-type cells, the initial condition is P(0 | n 0 )=1 and P(m | n 0 )=0 for m{0, corresponding to g(s, n 0 )=1. Equation (2) can be solved by the method of characteristics to give
The cumulants of M can be obtained by repeated application of the operator s d ds on log g(s, n) and evaluation at s=1. The mean is given by
and the variance by
In terms of the proportion of mutants, X#MÂn, the mean and variance approach +Â(++&) and zero, respectively, in the limit of n increasingly large.
The familiar LD distribution corresponds to the above distribution in the limit that + log(nÂn 0 ) is negligibly small. In this case, the denominator in the integrand of Eq. (3) simplifies, and we recover the generating function originally derived by Bartlett (1978) ,
Note that the reversion term, dependent upon &, is lost as a by-product of this approximation, although we have not explicitly opted to neglect reversion per se.
One can recover the lowest order corrections to the moments of M, including reversion, by expanding Eqs. (4) and (5) in power series in $=(++&) log(nÂn 0 ):
and
INTEGRAL REPRESENTATION OF THE CONTINUUM LURIA DELBRU CK PROBABILITY FUNCTION
A practical difficulty associated with the use of the LD distribution, e.g., for the construction of confidence intervals, is that one must compute all values of the discrete probability function from zero up to the point of interest. Furthermore, the distribution is so skewed that typical confidence intervals require computing out into the righthand tail some distance. We have attempted to ameliorate these difficulties by working with a continuum distribution in which the proportion of mutants is treated as a continuous random variable, X=MÂn, with probability density function (pdf) f X (x | n). The precise sense in which it is a continuum representation of the LD distribution is that, where xn is an integer, we have
and where xn is not an integer, f X smoothly interpolates between the integral values. This function arises in a natural and (to us) surprising way. As a result of our derivation, we also have an exact integral representation of the usual LD distribution. In both cases, the integrand is sufficiently well behaved that the numerical quadrature can be carried out very efficiently. We obtain our expression for f X by noting that the Fourier transform, f X of f X , is related to the Barlett generating function by f X (z; n)= g B (e &izÂn , n).
We then use the Fourier theorem to recover f X :
= 1
To simplify this integral, we will change the path of integration. For this purpose, note that the integrand has a branch point wherever the argument of the log in Eq. (12) vanishes, i.e., z=n[2?j&i log(1&n 0 Ân)], for j any integer. The associated branch cuts may be drawn from these branch points in the positive imaginary direction. The integrand is analytic everywhere but on the branch cuts and branch points; thus the path of integration can be deformed into a path at z=+i that travels down each branch cut to the positive real side, down around the branch point and back up the other side of the branch cut (Fig. 1) .
Each of these branch-cut paths is joined to its neighbors by a path along z=u+i , u # [2j?, 2( j+1) ?]; the integral along these segments vanishes. Writing z=u+iv, we have the integrand vanishing like exp(&v(2++x)) for v Ä + .
So we can write an expression for f (x) as a sum over the branch-cut integrations, indexed by the integer j, and then factorized into an integral independent of j and a phase factor:
where
with v B =&n log(1&n 0 Ân). The sum over phase factors can be performed by noting that for nx equal to an integer, the phase terms are +1 for every j, while for nx nonintegral, the phase terms interfere destructively and sum to zero. Thus, this sum becomes a sum of delta functions, and we have
We pass to the continuum description by throwing out the delta functions, which is roughly equivalent to filtering out the highest Fourier frequencies. Because f 0 X (x) is smooth, we see that it gives the exact values for xn integral and interpolates smoothly between integers.
The integral representation for f 0 X can be made more amenable to numerical evaluation by making the change of variable
Defining ;=2+n and ==2+n 0 and rescaling the random variable to`=
we obtain, after some algebra
Equation (18) can be evaluated numerically using standard software (e.g., the routine QDAGI in the IMSL package) without special difficulty. The representations of Eqs. (14, 18) form the basis for what follows in this paper and its companion (Oprea and Kepler, 2001 ).
ASYMPTOTICS Behavior as`Ä
With the foregoing, we are able to compute the tailbehavior of the distribution, i.e., to compute the form of the density function as`Ä . Although this seems a peculiar limit since the number of mutations is bounded above by n, and therefore`is bounded above by 1Â2+& log(2+n), this latter bound is still quite high; the tail behavior is well captured by the following expressions even well into the physically relevant range.
In the discussion of the asymptotic approximation for f 0 , we use Eq. (14), which, taking n 0 < <n, has the form
Note that as`gets large, a power series expansion of k(v), representing a small-noise limit, becomes more appropriate. We expand k in powers of = as well as of v. The lowest order terms yield, as`Ä ,
+=2 . (20)
Standardization and Asymptotic Scaling as ; Ä
The continuum Luria Delbru ck distribution cLD has interesting and useful scaling behavior when ; Ä , corresponding to n Ä with + constant. By``scaling'' we mean that the density function for`is approximately independent of both + and n. This can be seen most simply by inspecting the cumulants of`.
Again we turn to Eq. (6) and define the asymptotic cumulant generating function for the scaled variable`, in terms of the Bartlett generating function:
h`(z; ;, =)=iz log ;+log g B (e &izÂ; ).
Now we take the limit as ; Ä :
=iz log(=+iz).
The derivatives of h with respect to &iz evaluated at z=0 give the cumulants
The mean of`is thus given by
the variance by
and the higher cumulants by
To see this, note the useful formula (interesting in its own right),
where h 0 (z; =) is the cumulant generating function for the exponential distribution with mean 1Â=. Now, letting h
denote the jth derivative of h`with respect to &iz, we have by induction
and thus show that the cumulants } j of LD are related to those, } 0 j , of the exponential distribution by
From this, Eq. (27) follows. The important feature of Eq. (27) for us is that to leading order in ;, the cumulants do not depend on ;. In terms of the proportion of mutants, X, the mean continues to change but the variance and all higher moments do not. We will concentrate on the shape of this traveling wave by``translating X to rest.'' The most convenient such translated variable is just`, above.
To derive the density function for`in the limit as ; Ä , it is most convenient to start with the limiting characteristic function. It is known that if a sequence of characteristic functions converges pointwise to a limiting characteristic function, then the Fourier transform of this limiting characteristic function is the limit of the corresponding density functions (Feller, 1971 ). Thus we find for the limiting pdf for`, 
Here we have again assumed that =< <1. Taking = Ä 0 leads to the standard form of the cLD:
We refer to this as the standard cLD because, analogously to the procedure for a normal random variable, a cLD random variable can be approximately represented as a linear function of the standard cLD. The parameters of the general cLD are contained in the coefficients of this transformation. Figure 2 shows a comparison of the standard density function, f s , and the exact density Equation (32) can be integrated numerically very easily, but we can also find a series representation by writing w &w as a Taylor series in w log w, to get
The expansion coefficients, K(k, j), given by
are all finite and can be evaluated in terms of familiar special functions. The first two terms in the expansion f (`)= j f j (`) are given by +`? log(`2+? 2 )).
In these expressions, # is Euler's constant. Note that for Ä , f 1 (`)=O(1Â`3) and f 0 (`) Ä 1Â`2, in agreement with taking ==0 in Eq. (20).
This approximate scaling behavior can be very convenient for inference procedures, and confidence interval construction in particular, to which we now turn.
APPLICATION: ESTIMATION OF MUTATION RATES
Having a suitable representation of the probability density function allows one to perform additional useful computations, such as those for test statistics and confidence intervals. We outline two methods for the computation of confidence intervals for +.
When twice the product, ;=2+n, of the mutation rate and the population size is large, and twice the product, ==2+n 0 , of the mutation rate and the initial number of cells is negligible, a very simple procedure, based on the standard density function Eq. (32), can be employed to construct confidence intervals. When these conditions are not met, a somewhat more involved numerical procedure can be employed. This latter procedure requires a fair amount of computation, but is easily implemented and runs in seconds to minutes on a desktop personal computer. It is preferred when +n is not large, when the initial number of cells is relatively large, or when one wants to obtain confidence intervals based on data on parallel cultures. We describe both of these procedures now.
Confidence Intervals for +n Large
When +n is large, the standard density function given by Eq. (32) is a good approximation. The significant advantage afforded by the use of this approximation is that Eq. (32) contains no parameters.
We outline the procedure for obtaining a point estimate of the mutation rate as well as confidence intervals about this value. We seed a culture with n 0 cells and let it grow for some time, after which we determine the final number of cells in the culture, n, and the number of mutants, m. The proportion of mutants in this culture is just x=mÂn. The unbiased estimator of the mutation rate is given by +^= x 2 log(nÂn 0 ) .
To compute the limits, + :Â2 and + 1&:Â2 , of the confidence interval at level 1&:, one uses the relation, based on Eq. (17), 
where W is Lambert's W function (Weisstein, 1998) , defined by W(x) e W(x) =x. We then test whether the obtained limits of the confidence interval satisfy the condition for which the above estimation procedure is appropriate namely, +n< <1. If this condition is not satisfied, we use the procedure outlined in the following section.
Example. Suppose we have a culture of size n=10 4 and the proportion of mutant cells is x=0.01. From Table 1 we have`0 .05 =&1.48. Equation (39) gives + 0.95 =2.16_10
&3 as the upper limit of the 90 0 confidence interval. The lower limit is, similarly, + 0.05 =2.16_10 &4 . At this lower limit, we have +n=2.16, which may be marginally large enough for the approximation to be valid.
Confidence Intervals for +n of Order One or for Parallel Cultures
If +n is not necessarily large, or when we want to estimate the mutation rate from data on parallel cultures we use the same construction, but cannot use the 
where F(x | +) is the cumulative distribution given +. For the above example, we find the results in the upper row of Table 2 , which are in quite good agreement with those found above. The point estimate given in that table is the unbiased estimator +^= x 2 log(nÂn 0 ) .
For multiple parallel cultures growing for the same length of time, n 0 is the total number of initial cells (over all cultures) and n is the total of cells at the end. With these identifications, the same procedures outlined above can be used in these cases as well. The remaining lines of Table 2 illustrate these results.
CONCLUSIONS
We have developed an integral representation of the Luria Delbru ck distribution, expressed in terms of X, the proportion of mutants, treated as a continuum random variable, and used it to explore the asymptotic behavior of X and the behavior of the distribution in the limit as the population size, n, gets very large while the mutation rate + remains finite. This approximation is quite reasonable given the culture sizes usually achieved in fluctuation analysis experiments. What we gain by using this relatively efficient representation is considerable ease in computing confidence intervals, as we have illustrated. Previous estimation methods have been shown to be efficient for the regime in which the product of the mutation rate and population size, +n, is of the order 1 or smaller (Jones et al., 1994) . Our method, while valid in this parameter regime, is especially efficient when +n is large.
The developments of this paper still rest on the assumption that the cell-cycle time is distributed like an exponential random variable, an assumption that is not very realistic. The second paper in this series (Oprea and Kepler, 2001) generalizes from the cLD derived here to a family of distributions that approximate the distribution of mutant numbers when the cell-cycle time is not exponential.
