Abstract. We prove that, for a general class of random operators, the family of the unfolded eigenvalues in the localization region is asymptotically ergodic in the sense of N. Minami (see [25] ). N. Minami conjectured this to be the case for discrete Anderson model in the localized regime. We also provide a local analogue of this result. From the asymptotics ergodicity, one can recover the statistics of the level spacings as well as a number of other spectral statistics. Our proofs rely on the analysis developed in [12] .
Introduction
• V ω is the random potential (0.2) (V ω u) n = ω n u n for u = (u n ) n∈Z d ∈ ℓ 2 (Z d ).
We assume that the random variables (ω n ) n∈Z d are independent identically distributed and that their common distribution admits a compactly supported bounded density, say g.
• The coupling constant λ is chosen positive. It is then well known (see e.g. [18] ) that
• let Σ := [−2d, 2d]+supp g and S − and S + be the infimum and supremum of Σ; for almost every ω = (ω n ) n∈Z d , the spectrum of H ω is equal to Σ; • there exists a bounded density of states, say E → ν(E), such that, for any continuous function ϕ : R → R, one has (0.3)
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Here, and in the sequel, E(·) denotes the expectation with respect to the random parameters, and P(·) the probability measure they induce. Let N be the integrated density of states of H ω i.e. N is the distribution function of the measure ν(E)dE. The function ν is only defined E-almost everywhere. In the sequel, when we speak of ν(E) for some E, we mean that the non decreasing function N is differentiable at E and that ν(E) is its derivative at E.
be a large box and |Λ| := #Λ = (2L + 1) d be its cardinality. Let H ω (Λ) be the operator H ω restricted to Λ with periodic boundary conditions. The notation |Λ| → +∞ is a shorthand for considering Λ = Λ L in the limit L → +∞. Let us denote the eigenvalues of H ω (Λ) ordered increasingly and repeated according to multiplicity by E 1 (ω, Λ) ≤ E 2 (ω, Λ) ≤ · · · ≤ E |Λ| (ω, Λ). We prove
Theorem 0.1. For sufficiently large coupling constant λ, ω-almost surely, when |Λ| → +∞, the probability law of the point process Ξ(ω, ·, Λ) under the uniform distribution 1 [0, 1] (t)dt converges to the law of the Poisson point process on the real line with intensity 1.
This proves in particular a conjecture by N. Minami (see [22, 25] ); a weaker version of Theorem 0.1, namely, L 2 -convergence in ω when d = 1, is proved in [25] . Theorem 0.1, in particular, implies the convergence of the level spacings statistics already obtained for this model under more restrictive assumptions in [12] (see also Theorem 1.3 in the present paper for more details). Indeed, in Theorem 0.1, we do not make any regularity assumption on the distribution of the random variables except for their having a common bounded compactly supported density. Actually, Theorem 0.1 is a prototype of the general result we state and prove below. Essentially, we prove that the claim in Theorem 0.1 holds in the localization region for any random Hamiltonian satisfying a Wegner and a Minami estimate (see assumptions (W) and (M) in section 1). To do so, we use the analysis made in [12] ; in particular, our analysis relies on one of the approximation theorems proved in [12] , namely, Theorem 1.16.
The results
Consider H ω = H 0 + V ω , a Z d -ergodic random Schrödinger operator on H = L 2 (R d ) or ℓ 2 (Z d ) (see e.g. [26, 28] ). Typically, the background potential H 0 is the Laplacian −∆, possibly perturbed by a periodic potential. Magnetic fields can be considered as well; in particular, the Landau Hamiltonian is also admissible as a background Hamiltonian. For the sake of simplicity, we assume that V ω is almost surely bounded; hence, almost surely, H ω have the same domain H 2 (R d ) or ℓ 2 (Z d ).
1.1. The setting and the assumptions. For Λ, a cube in either R d or Z d , we let H ω (Λ) be the self-adjoint operator H ω restricted to Λ with periodic boundary conditions. As in [12] , our analysis stays valid for Dirichlet boundary conditions. Furthermore, we shall denote by 1 J (H) the spectral projector of the operator H on the energy interval J. E(·) denotes the expectation with respect to ω.
On the Minami estimate (M), much less is known: in any dimension, it holds for the discrete Anderson model with I = Σ (see [23, 15, 3, 6] ). For the continuous Anderson model in any dimension, in [7] , it is shown to hold at the bottom of the spectrum under more restrictive conditions on the single site potential than needed to prove the Wegner estimate (W). These proofs yield an optimal exponent ρ = 1. The right hand side in (1.2) can be lower bounded by the probability to have at least two eigenvalues in J. So, (M) can be interpreted as a measure of the independence of close by eigenvalues.
The integrated density of states is defined as Let us now describe what we call the localized regime in the introduction.
In the sequel, we write Λ for Λ L i.e. Λ = Λ L and when we write |Λ| → +∞, we mean L → +∞.
Let H Λ be ℓ 2 (Λ ∩ Z d ) in the discrete case and L 2 (Λ) in the continuous one. For a vector ϕ ∈ H, we define
Let I be a compact interval. We assume that I lies in the region of complete localization (see e.g. [10, 11] ) for which we use the following finite volume version: (Loc): for all ξ ∈ (0, 1), one has
Remark 1.3. Such a region of localization has been shown to exist and described for many random models (see e.g. [11, 2, 1, 28, 20, 17, 13, 14, 21] ); a fairly recent review can be found in [18] ; other informational texts include [26, 10] . Once a Wegner estimate is known (though it is not an absolute requirement see e.g. [5, 9, 8] ), the typical regions where localization holds are vicinities of the edges of the spectrum. One may have localization over larger regions (or the whole) of the spectrum if the disorder is large like in Theorem 0.1. This assumption (Loc) may be relaxed; we refer to Remark 1.3 of [12] for more details.
For L ∈ N, recall that Λ = Λ L and that H ω (Λ) is the operator H ω restricted to Λ with periodic boundary conditions. The notation |Λ| → +∞ is a shorthand for considering
ordered increasingly and repeated according to multiplicity.
We state our results in two cases. In the first case described in section 1.2, we consider a macroscopic energy interval i.e. the energy interval in which we study the eigenvalues is a fixed compact interval where all the above assumptions hold. In the second case described in section 1.3, the energy interval shrinks to a point but not too fast so as to contain enough eigenvalues that is asymptotically infinitely many eigenvalues. We also consider another point of view on the random Hamiltonian. Namely, under assumption (Loc), in I, one typically proves that the spectrum is made only of eigenvalues and that to these eigenvalues, one associates exponentially decaying eigenfunctions (exponential or Anderson localization) (see e.g. [26, 10, 11, 18] ). One can then enumerate these eigenvalues in an energy interval by considering only those with localization center (i.e. with most of their mass) in some cube Λ and study the thus obtained process. This is done in section 1.4.
Macroscopic energy intervals. For
and a fixed configuration ω, consider the point process
under the uniform distribution in [0, 1] in t; here we have set
Our main result is Theorem 1.1. Assume (IAD), (W), (M) and (Loc) hold. Assume that J ⊂ I, the localization region, is such that |N (J)| > 0. Then, ω-almost surely, the probability law of the point process Ξ J (ω, ·, Λ) under the uniform distribution 1 [0,1] (t)dt converges to the law of the Poisson point process on the real line with intensity 1.
First, let us note that Theorem 0.1 is an immediate consequence of Theorem 1.1 as it is well known that, for the discrete Anderson model at large disorder, the whole spectrum is localized in the sense of (Loc) (see e.g. [18] ). A number of spectral statistics for the sequence of unfolded eigenvalues are immediate consequences of Theorem 1.1 and the results of [24] . For example, by Proposition 4.4 of [24] , it implies the convergence of the empirical distribution of unfolded level spacings to e −x (see [24, 25, 12] ). We refer to [24] for more results on the statistics of asymptotically ergodic sequences. As in [12] , one can also study the statistics of the levels themselves i.e. before unfolding.
Using classical results on transformations of point processes (see [4, 27] ) and the fact that N is Lipschitz continuous and increasing, one obtains • the probability density
Then, ω-almost surely, the probability law of the point processΞ J (ω, ·, Λ) under the distribution ν J (t)dt converges to the law of the Poisson point process on the real line with intensity 1.
We note that, in Theorem 1.2, we don't make any regularity assumption on N except for the Wegner estimate. This enables us to remove the regularity condition imposed on the density of states ν in the proof of the almost sure convergence of the level spacings statistics given in [12] . Thus, we prove 
and the empirical distribution of these spacings to be the random numbers, for x ≥ 0
Then, ω-almost surely, as |Λ| → +∞, DLS ′ (x; J, ω, Λ) converges uniformly to the distri- 
Then, ω-almost surely, the probability law of the point process Ξ E 0 +I Λ (ω, ·, Λ) under the uniform distribution 1 [0,1] (t)dt converges to the law of the Poisson point process on the real line with intensity 1.
Note that the first condition in (1.8) requires that the derivative of N does not vanish too fast at E 0 . As a consequence of Theorem 1.4, using the results of [24] , one shows that one has convergence of the unfolded local level spacings distribution at any point of the almost sure spectrum if one looks at "large" enough neighborhoods of the point; here, "large" does not mean that the neighborhood needs to be large: it merely needs not to shrink too fast to 0 (see (1.8)).
1.4.
Results for the random Hamiltonian on the whole space. In our previous results, we considered the eigenvalues of the random Hamiltonian restricted to a box. As in [12] , one can also consider the operator H ω on the whole space. Therefore, we recall Proposition 1.1 ( [12] ). Assume (IAD), (W) and (Loc). Fix q > 2d. Then, there exists γ > 0 such that, ω-almost surely, there exists C ω > 1, E(C ω ) < ∞, such that (1) with probability 1, if E ∈ I ∩ σ(H ω ) and ϕ is a normalized eigenfunction associated to E then, for some
where · x is defined in (1.4). Moreover, one has E(C ω ) < +∞.
x(E, ω) is a center of localization for E or ϕ.
denotes the number of eigenvalues of H ω having a center of localization in Λ. Then, there exists β > 0 such that, for Λ sufficiently large, one has
In view of Proposition 1.1, ω-almost surely, there are only finitely many eigenvalues of H ω in J having a localization center in Λ L . Thus, we can enumerate these eigenvalues as E
where we repeat them according to multiplicity. For t ∈ [0, 1], define the point process Ξ f J (ω, t, Λ) by (1.6) and (1.7) for those eigenvalues. As a corollary of Theorem 1.1, we obtain 1.5. Outline of the paper. Let us briefly outline the remaining parts of the paper. In section 2, we recall some results from [12] that we build our analysis upon. The strategy of the proof will be roughly to study the eigenvalues of the random operator where the integrated density of states, N (·), takes value close to t. Most of those eigenvalues, as in shown in [12] , can be approximated by i.i.d. random variables the distribution law of which is roughly uniform on [0, 1] when properly renormalized. We then show that this approximation is accurate enough to obtain the almost sure convergence announced in Theorem 1.1. Theorem 1.4 is proved in the same way and we only make a few remarks on this proof in section 3.6. Theorem 1.5 is deduced from Theorem 1.1 approximating the eigenvalues of H ω by those of H ω (Λ) for sufficiently large Λ; this is done in section 3.7. Section 4 is devoted to the proof of Theorems 1.2 and 1.3 . It relies on point process techniques, in particular, on transformations of point processes (see e.g. [4, 27] ).
The spectrum of a random operator in the localized regime
Let us now recall some results taken from [12] that will use in our proofs.
2.1. Distribution of the unfolded eigenvalues. We now describe the distribution of the unfolded eigenvalues for the operator H ω in a small cube. Pick 1 ≪ ℓ ′ ≪ ℓ. Consider a cube Λ = Λ ℓ centered at 0 of side length ℓ. Pick an interval I Λ = [a Λ , b Λ ] ⊂ I (i.e. I Λ is contained in the localization region) for ℓ sufficiently large. Consider the following random variables:
• X = X(Λ, I Λ ) = X(Λ, I Λ , ℓ ′ ) is the Bernoulli random variable X = 1 Hω(Λ) has exactly one eigenvalue in I Λ with localization center in Λ ℓ−ℓ ′
•Ẽ =Ẽ(Λ, I Λ ) is this eigenvalue conditioned on X = 1.
LetΞ be the distribution function ofẼ. We know
where N (E) denotes the integrated density of states of H ω . One has
Estimates (2.1) and (2.2) are of interest mainly if their right hand side, which is to be understood as an error term, is smaller than the main term. In (2.1), the main restriction comes from the requirement that N (I Λ )|Λ| ≫ (|Λ||I Λ |) 1+ρ which is essentially a requirement that N (I Λ ) should not be too small with respect to |I Λ |. Lemma 2.1 will be used in conjunction with Theorems 2.1. The cube Λ in Lemma 2.1 will be the cube Λ ℓ in Theorem 2.1. Therefore, the requirements induced by the other two terms are less restrictive. The second term is an error term if ℓ ′ ≪ ℓ which is guaranteed by assumption; this induces no new requirement. The third term in the right hand side of (2.1) being small compared to
This links the size of the cube Λ = Λ ℓ where we apply Lemma 2.1 to the size of |N (I Λ )|. The right choice for ℓ (that will become clear from Theorem 2.1 stated below) is ℓ ≍ |N (I Λ )| −ν . In our application, we will pick ℓ ′ ≍ (log ℓ) 1/ξ for some ξ ∈ (0, 1) (coming from the localization estimate (Loc)); so taking κ > ξ ensures that the third term in the right hand side of (2.1) is small compared to |N (I Λ )||Λ|. For further details, we refer to the comments following the statement of Theorem 2.1 and section 3.2 for details. In (2.2), the main restriction comes from the requirement that
This is essentially a requirement on the size of |x − y|. It should not be too small. On the other hand, we expect the spacing between the eigenvalues of H ω (Λ L ) to be of size |Λ L | −1 (we keep the notations of Theorem 2.1 and recall that the cube Λ in Lemma 2.1 will be the cube Λ ℓ in Theorem 2.1, hence, a cube much smaller that Λ L ). So to distinguish between the eigenvalues, one needs to be able to knowΞ up to resolution
This will force us to use Lemma 2.1 on intervals I Λ such that |N (I Λ )| ≍ |Λ| −α for some α ∈ (0, 1) close to 1 (see the discussion following Theorem 2.1 and section 3.2). Moreover, the approximation ofΞ(x) −Ξ(y) by N (x, y, Λ)/P (X = 1) will be good if
2.2. I.I.D approximations to the eigenvalues. The second ingredient of our proof is a description of most of the eigenvalues of H ω (Λ) in some small interval, say, I Λ in terms of i.i.d. random variables. These random variables are the eigenvalues of the restrictions of H ω (Λ) to much smaller disjoint cubes, the distribution of which we computed in Lemma 2.1. This description of the eigenvalues of H ω (Λ) holds with a probability close to 1.
Localization estimates and localization centers.
We first recall a result of [12] defining and describing localization centers, namely,
Lemma 2.2 ([12]
). Under assumptions (W) and (Loc), for any p > 0 and ξ ∈ (0, 1), there exists q > 0 such that, for L ≥ 1 large enough, with probability larger than
where · x is defined in (1.4). Define C(ϕ) = {x ∈ Λ; ϕ x = max γ∈Λ ϕ γ } to be the set of localization centers for ϕ.
Then, the diameter of C(ϕ j (ω, Λ)) is less than C q (log |Λ|) 1/ξ .
We define localization centers in a unique way by ordering the set C(ϕ) lexicographically and take the supremum.
2.2.2.
An approximation theorem for eigenvalues. Pick ξ ∈ (0, 1), R > 1 large and ρ ′ ∈ (0, ρ) where ρ is defined in (M). For a cube Λ, consider an interval
One has Theorem 2.1 ( [12] ). Assume (IAD), (W), (M) and (Loc) hold. Let Λ = Λ L be the cube of center 0 and side length L.
For any p > 0, for L sufficiently large (depending only on (ξ, R, ρ ′ , p) but not on the admissible sequence of intervals), there exists
• a decomposition of Λ L into disjoint cubes of the form
in which case, one has
where we recall that ℓ ′ Λ = (R log |Λ|)
• the number of eigenvalues of H ω (Λ) that are not described above is bounded by
We note that the assumptions on (I Λ ) Λ in Theorem 2.1 imply that |I Λ | → 0 and |N (I Λ )| must go to 0 faster than logarithmically in |Λ| (see the right hand side of (2.7)). Let us now briefly explain how the lengthscale ℓ = ℓ Λ will be chosen in our analysis (see section 3.2). We will use Theorem 2.1 on intervals I Λ such that |N (I Λ )|| ≍ |Λ| −α (for some α ∈ (0, 1) close to 1) and set ℓ Λ ≍ |N (I Λ )| −ν for some ν ∈ (0, 1). Thus, log ℓ ′ Λ ≪ log ℓ Λ and checking of the validity of (2.7) reduces to checking that
.
Note that the right hand side inequality in (2.7) implies that
With these choices, the bound (2.6) then becomes |N (I Λ )||Λ| 1−β for some β > 0. To conclude this section, we note that, when the length scales are chosen as just indicated, one easily checks that the estimate (2.4) becomes
A large deviation principle for the eigenvalue counting function. Define the random numbers (2.10) 
Λ is a sequence of compact intervals in the localization region I satisfying
then, for any p > 0, for |Λ| sufficiently large (depending on ρ ′ and ν but not on the specific sequence (I Λ ) Λ ), one has
This result is essentially Theorem 1.8 in [12] ; the only change is a change of scale for |N (I Λ )| in terms of |Λ| (see point (1)). Up to this minor difference, the proofs of the two results are the same. Assume that, for J, an interval in the region of localization I, one has the lower bound |N (x) − N (y)| |x − y| 1+ρ ′ for (x, y) ∈ I 2 and some ρ ′ ∈ (0, ρ/(1 + (1 + ρ)d)). Then, as K → |N (K)| is a measure, thus, additive, for K ⊂ J the region of localization, one may split K into intervals (K k ) k such that |N (K k )| ≍ |Λ| −δ , and sum the estimates given by Theorem 2.2 on each K k to obtain that
Though we will not need it, this gives an interesting large deviation estimate for intervals of macroscopic size.
3. The proofs of Theorems 1.1, 1.5 and 1.4
We first prove Theorem 1.1. Theorem 1.5 is then a immediate consequence of Theorem 1.1 and the fact that most of the eigenvalues of H ω (Λ) and those of H ω having center of localization in Λ differ at most by L −p for any p and L sufficiently large (see section 3.7). Theorem 1.4 is proved in the same way as Theorem 1.1 in section 3.7; we skip most of the details of this proof. We shall use the following standard notations: a b means there exists c < ∞ so that a ≤ cb; x = (1 + |x| 2 ) 1 2 . We write a ≍ b when a b and b a. From now on, to simplify notations, we write N instead of N J so that the density of states increases from 0 to 1 on J. We also write Ξ instead of Ξ J For ϕ : R → R continuous and compactly supported, set
To prove Theorems 1.1 and 1.4, it suffices (see [25] ) to prove Theorem 3.1. For ϕ : R → R + continuously differentiable and compactly supported, ω-almost surely,
Then, a standard dense subclass argument shows that the limit (3.3) holds for compactly supported, continuous, non negative functions. This completes the proof of Theorem 1.1.
3.1. The proof of Theorem 3.1. The integrated density of states N is non decreasing. By assumption (W), it is Lipschitz continuous. One can partition [0, 1] = ∪ n∈N I n where N is at most countable and (I n ) n∈N are intervals such that either • I n is open and N is strictly increasing on the open interval N −1 (I n ); we then say that n ∈ N + ; • I n reduces to a single point and N is constant on the closed interval N −1 (I n ); we then say that n ∈ N 0 . We prove Lemma 3.1. For the limit (3.3) to hold ω-almost surely, it suffices that, for any n ∈ N + , for ϕ : R → R + continuously differentiable and compactly supported, ω-almost surely, one has
Proof. As for n ∈ N 0 , I n is a single point, one computes |Λ| large (depending only on R), one computes
On the other hand
Recall that, as the measure defined by N is absolutely continuous with respect to the Lebesgue measure, we have
Thus, by Lebesgue's dominated convergence theorem, as N + is at most countable, we get that, if the necessary condition given in Lemma 3.1 is satisfied, then ω-almost surely, we get
Thus, we have proved Lemma 3.1.
From now on, we assume that N is a strictly increasing one-to-one mapping from J to [0, 1] and prove Theorem 3.1 under this additional assumption. Therefore, we first bring ourselves back to proving a similar result for "local" eigenvalues i.e. eigenvalues of restrictions of H ω (Λ) to cubes much smaller than Λ that lie inside small intervals i.e. much smaller than J. The "local" eigenvalues are those described by points (1), (2), (3) 
3.2.
Reduction to the study of local eigenvalues. Assume we are in the setting of Theorem 1.1 and that N is as above i.e. N is a strictly increasing Lipschitz continuous function from J to [0, 1] . Recall that ν is its derivative, the density of states. To obtain our results, we will use Theorem 2.1 and Lemma 2.1. Therefore, we split the interval I into small intervals and choose the length scale ℓ = ℓ Λ so that we can apply both Theorem 2.1 and Lemma 2.1 to these intervals. We now explain how this choice is done.
Recall that ρ is defined in (M) and pick ρ ′ ∈ (0, ρ/(1 + (ρ + 1)d)). The computations done in [12, section 4.3.1] show that for any α ∈ (0, 1) and ν ∈ (0, 1/d) such that (3.6)
for I Λ (in the localization region) and ℓ = ℓ Λ such that
we can apply Theorem 2.1 and Lemma 2.1 to I Λ and • (2.3) and (2.7) are satisfied;
• the right hand side in (2.11) is o(|N (I Λ )||Λ|).
From now on we fix α ∈ (0, 1), ν ∈ (0, 1/d) and β > 0 such that (3.6) be satisfied and, for later purposes, such that
The set B is the set of "bad" indices j for which the interval J j,Λ does not satisfy the assumptions of Theorem 2.1, more precisely, does not satisfy the second condition in (3.8).
For j ∈ B, one has
Thus, one gets
that is, K j,Λ is the interval J j,Λ where small neighborhoods of the endpoints have been remove. Thus, our construction yields that (1) the total density of states of the set we have remove is bounded by
(2) for j ∈ G, t ∈ N (K j,Λ ) and E ∈ J j ′ ,Λ for j ′ = j, one has
Note that one has (3.13)
Recall (3.2). Thus, for Λ sufficiently large, by point (1) above, as ϕ is non negative, one has
where, as ϕ is compactly supported, by point (2) above, one has
Point (1) and (3.13) then yield
where Ξ J j,Λ (ω, t, Λ) is defined by (1.6) for J = J j,Λ . Thus, following the proof of Lemma 3.1, the limit (3.4) will hold ω-almost surely if we prove that, ω almost surely, one has (3.15) sup
Therefore, we first prove a weaker result, namely, almost sure convergence along a subsequence, that is
There exists ν > 0 such that, for ϕ : R → R + continuously differentiable and compactly supported, ω-almost surely, one has (3.16) sup
where, for α > 0, we have set, ϕ α (·) = ϕ(α ·).
Indeed, Lemma 3.2, (3.14) and (3.13) clearly imply the claimed almost sure convergence on a subsequence; more precisely, it implies that, for (
which is the claimed almost sure convergence on a subsequence for the choice of sequence α L = 1. To obtain the almost sure convergence on the whole sequence, we use Lemma 3.3. For some β > 0, for ϕ : R → R + continuously differentiable and compactly supported, ω-almost surely, for L sufficiently large, one has
As α L → 1 when L → +∞, equation (3.15) and, thus, Theorem 3.1, are immediate consequences of (3.17) and (3.18).
3.3. The proof of Lemma 3.2. The proof of Lemma 3.2 will consist in reducing the computation of the limit (3.16) to the case of i.i.d. random variables that have a distribution close to the uniform one. The number of these random variables will be random as well but large; it is controlled by Theorem 2.2. We start with the statement and proof of a simple but useful result, namely,
there exists a one-to-one map, say Ψ p : X p → Y p such that, for n ∈ X p , one has |x where we have defined 
and, similarly
On the other hand, for .23) sup
Hence, as ϕ is non negative, we obtain (3.24) sup
Combining (3.21), (3.22) and (3.24) completes the proof of Lemma 3.4.
Remark 3.1. Lemma 3.4, and, in particular, the error term coming from (3.23), can be improved if one assumes that the points in the sequences are not too densely packed. This is the case in the applications we have in mind. Though we do not use it here, it may be useful to treat the case of long range correlated random potentials where the error estimates of the local approximations of eigenvalues given by Theorem 2.1 can not be that precise anymore.
Fix j ∈ G (see (3.10) ). Pick R large in Theorem 2.1. The construction done in the beginning of section 3.2 with the choice of scale ℓ Λ given by (3.7) implies that one can apply • Theorem 2.1 to the energy interval I Λ := J j,Λ for H ω (Λ L ), the small cubes being of side length ℓ Λ ; • Theorem 2.1 and Lemma 2.1 to the energy interval I Λ := J j,Λ and any of the cubes Λ ℓ (γ) of the decompostion obtained in Theorem 2.1.
Thus, we let Z j Λ be the set of configurations ω defined by Theorem 2.1 for the energy interval I Λ = J j,Λ . Then, (2.9) gives a lower bound on P(Z j Λ ) for any p if Λ is sufficiently large (see the comment following Theorem 2.1). Let N b ω,j,Λ be the set of indices n of the eigenvalues (E n (ω, Λ)) n of H ω (Λ) in J j,Λ that are not described by (1)- (3) of Theorem 2.1. Let N g ω,j,Λ be the complementary set. Both sets are random. By (2.7) and our choice of lengthscales (see teh comment following Theorem 2.1), the number of eigenvalues not described by (1), (2) and (3) where as, by (2.11) in Theorem 2.2, the total number of eigenvalue of H ω (Λ) in J j,Λ , say, N (J j,Λ , Λ, ω) satisfies, for some δ > 0, for any p > 0 and |Λ| sufficiently large,
Let now Z j Λ be the set of configurations ω where one has both the conclusions of Theorem 2.1 and the bound (3.27 )
By (2.9) and (3.26), this new set still satisfies (2.9). Define the following point measures:
• for (Λ ℓ (γ k )) k , the cubes constructed in Theorem 2.1 (we write ℓ = ℓ Λ ), define the random variables:
is the Bernoulli random variable
has exactly one eigenvalue in J j,Λ with localization center in Λ ℓ−ℓ ′ where ℓ = ℓ Λ and ℓ ′ = ℓ ′ Λ are chosen as described above;
is this eigenvalue conditioned on the event {X j,k = 1}; and the point measure Ξ
We consider these point measures as random processes under the uniform distribution in t in [0, 1]. We will need an estimate on the number (3.28 ) N app ω,j,Λ := {k; X j,k = 1}. It is provided by Lemma 3.5. For any p > 0, for |Λ| sufficiently large, one has
Proof. Lemma 3.5 follows by a standard large deviation argument for the i.i.d. Bernoulli random variables (X j,k ) k as, by Lemma 2.1 and our choice of J j,Λ and (ℓ ′ , ℓ) (for ν ∈ (ξ, 1) in Lemma 2.1), their common distribution satisfies
The proof of Lemma 3.5 is complete.
Thus, one may restrict once more the set of configurations ω to those such that, for some δ > 0,
and call this set again Z j Λ . By Lemma 3.5 and (2.9), the probability of this set also satisfies (2.9) for any p > 0 provided |Λ| is sufficiently large. Using Lemma 3.4, one then proves Lemma 3.6. For some β > 0, for ω ∈ Z j Λ and Λ sufficiently large, one has,
The proof of Lemma 3.6. As underlined above, the statements of Lemma 3.6 are corollaries of Lemma 3.4. To obtain (3.30), for p = |Λ|, it suffices to take
Assumption (2) in Lemma 3.4 is clearly fulfilled as (x p n ) n is a subsequence of (y p n ) n . Assumption (1) is an immediate consequence (3.25) and (3.27). Let us now prove (3.31). Notice that, by Theorem 2.1, one has N app ω,j,Λ ≥ N g ω,j,Λ . Moreover, to each n ∈ N g ω,j,Λ , one can associate a unique 1 ≤ k(n) ≤ N app ω,j,Λ such that X j,k(n) = 1 and the first part of (2.5) hold. To prove (3.31), for p = |Λ|, it suffices to set
So we may take K p = N g ω,j,Λ . By the first part of (2.5), we know that assumption (2) of Lemma 3.4 is satisfied with ε p = |Λ| −2 . Thus, ε p · K p |Λ| −1 . That assumption (1) is satisfied follows immediately from (3.25) and (3.29) . This completes the proof of Lemma 3.6
So we have reduced the problem to analyzing the case of i.i.d. random variables. In the next sections, we prove Lemma 3.7. Fix ρ ′ ∈ (0, ρ/(1+ρ)) where ρ is defined by (M). Fix α ∈ (0, 1) and ν ∈ (0, 1) satisfying (3.6) and (3.9). There exists
Let us now complete the proof of Lemma 3.2 using Lemmas 3.6 and 3.7 and (2.9) the estimates on the probability of Z j Λ . Clearly, Lemma 3.7 implies that
As all the integrands are bounded by 1, by (2.9), (3.30) and (3.31), we know that
this clearly implies (3.16) and completes the proof of Lemma 3.2.
3.4. The proof of Lemma 3.7. Let us recall a few facts that will be of use in this proof. Write Λ ℓ = Λ ℓ (0) and define the random variables X andẼ as in the beginning of section 2.1 for I Λ = J j,Λ and the cube Λ ℓ . Recall that the cube Λ = Λ L is much larger than Λ ℓ . Now, pick N app ω,j,Λ independent copies ofẼ, say (Ẽ k ) 1≤k≤N
. Then, the random
is the process
By Lemma 3.4 and (3.29), it thus suffices to study the point process
Recall that N J j,Λ is defined by (1.7) for J = J j,Λ . Pick ϕ ∈ C 
If E → N J j,Λ (E) were the distribution function of the random variableẼ, the random variables N J j,Λ (Ẽ) would be distributed uniformly on [0, 1] and the desired result would be standard and follow e.g. from the computations done in the appendix of [25] . The distribution function ofẼ is described by Lemma 2.1. As we only consider j ∈ G, we know that |N (J j,Λ )| ≥ |J j,Λ | 1+ρ ′ for some ρ ′ ∈ (0, ρ/(1 + (d + 1)ρ)). Thus, choosing ν ∈ (ξ, 1) in Lemma 2.1, for x ∈ J j,Λ (take y = 0), using (2.1) and (3.6), the estimation (2.2) becomes, for any p > 0 and |Λ| = |Λ L | sufficiently large,
where, by (2.1) and the same computation as in (3.37), one has, for some β > 0,
Using (3.37), from (3.35), as ϕ ∈ C + 1,R , we derive
. Now, fix κ ∈ (0, 1). The random variableΞ(Ẽ) is uniformly distributed on [0, 1]; thus, we compute
if, using (3.7), we assume that t satisfies
for |Λ| sufficiently large (as α ∈ (0, 1) and |N (J j,Λ )| → 0 when |Λ| → +∞). Here, we have used (3.38). Now, if we take α in (3.7) so small that (3.9) be satisfied then, (3.39) and (3.40) yield that, for any β ∈ (0, ρ ′ /(1 + ρ ′ )), for t satisfying (3.41) and |Λ| sufficiently large,
Thus, by (3.38), for β ∈ (0, min(ρ ′ , ρ−ρ ′ )/(1+ρ ′ )), for t satisfying (3.41) and |Λ| sufficiently large,
Using (3.37), from (3.36), as ϕ ∈ C + 1,R , we derive log Φ(t, t ′ , Λ, J j,Λ , ϕ) |N (J j,Λ )||Λ|
Moreover, for t and ′ t satisfying (3.41) such that
as above, one computes
for |Λ| sufficiently large. Here, we have used (3.38). Again, if we take α in (3.7) so small that (3.9) is satisfied then, (3.42), (3.38) and (3.44) yield that, for any β ∈ (0, min(ρ ′ , ρ − ρ ′ )/(1 + ρ ′ )), for t and ′ t satisfying (3.41) and (3.43), for |Λ| sufficiently large,
Finally notice that Φ(t, Λ, J j,Λ , ϕ) and Φ(t, t ′ , Λ, J j,Λ , ϕ) are both bounded by 1 and that the measure of the sets of t ∈ [0, 1] satisfying (3.41) and the measure of the sets of (t, t ′ ) ∈ [0, 1] 2 satisfying (3.41) for t and t ′ and (3.43) are both larger than
Thus, thus taking into account (3.7), we have proved
where ρ is defined by (M). Fix α ∈ (0, 1) and ν ∈ (0, 1) satisfying (3.6) and (3.9).
There exists β > 0 such that, for |Λ| sufficiently large (depending only on R, ρ ′ , α and ν), one has (3.45) sup
Let us use Lemma 3.8 to complete the proof of Lemma 3.7.
. Thus, by Lemma 3.8, for κ such that κβd > 1 and (α L ) L≥1 , any sequence valued in [1/2, 2], we have that
Thus, if α L → 1 as L → +∞, we have proved Lemma 3.7.
3.5. The proof of Lemma 3.3. Clearly, by (3.13) and (3.14), to prove Lemma 3.3, it suffices to show that, for some β > 0, ω-almost surely, one has
Notice here that we chose the same partition of In Lemma 3.9, we prove that most eigenvalues of 
We prove Lemma 3.9. Pick ν > 0. There exists β > 0 such that, ω-almost surely, for L sufficiently large and L κ ≤ L ′ ≤ (L + 1) κ and j ∈ G, one has
(1)
where (K j,Λ ) j are defined in the beginning of section 3.2;
We now can apply Lemma 3.
. By Lemma 3.9, the assumptions of Lemma 3.7 will be satisfied if, using the notations of Lemma 3.7, we take
Indeed, Lemma 3.9 then provides the estimates
Then, (3.18) and, thus, Lemma 3.3, is an immediate consequence of Lemma 3.7 (where one of the functions ϕ has been replaced with ϕ α L ′ ). This completes the proof of Lemma 3.3.
Proof of Lemma 3.9. First, in Theorem 2.1 (see the proofs in [12] for more details), for L κ ≤ L ′ ≤ (L + 1) ν , one can pick the same scale ℓ. Then, by Theorem 2.1 (for R > 2ν), for any p > 0 and some β > 0, we know that, with a probability at least
given by those of the operators (H ω (Λ ℓ (γ)) γ ) up to an error bounded by |Λ| −2 . In particular, up to at most
ν are the same up to an error bounded by CL −2d . Moreover, the number of cubes (Λ ℓ (γ)) γ that are not contained in Λ (L−1) ν is bounded by CL νd−1 which is itself bounded by
Thus, if one pick p > 1, the Borel-Cantelli Lemma tells us that (1), (3) and (4) of Lemma 3.9 are almost surely fulfilled.
To prove that (2) is also almost surely true, we use the estimates on large deviations given by Theorem 2.2 on the sets
We thus obtain that, with probability at least 1
Thus, using again the Borel-Cantelli Lemma and (1), we obtain (2). This completes the proof of Lemma 3.9.
3.6. The proof of Theorem 1.4. It follows the same analysis as the proof of Theorem 1.1; thus, we do not give any details. We distinguish two cases. First if |N (I Λ )| ≤ |Λ| −α for α chosen as prescribed in section 3.2 (see also the comments following Theorem 2.1). In this case, we can apply Theorem 2.1 to the interval I Λ as it satisfies all the assumptions of Theorem 2.1 if we choose the scales ℓ Λ ≍ |N (I Λ )| −ν for some ν satisfying (2.8). We then follow the proof of Theorem 1.1 for this single interval to obtain Theorem 1.4. If |N (I Λ )| ≥ |Λ| −α , we again split the interval into intervals of size |Λ| −α to apply Theorem 2.1 to each of those, actually, to most of those. Indeed, up to the renormalization of N so that it has unit mass on I Λ we have brought ourselves back to the proof of Theorem 1.1 Remark 3.2. We see that the first condition in (1.8) is needed only when the interval I Λ is very small. Actually, one needs it for |I Λ | smaller than |Λ| −ν for some ν > 0.
The condition (1.9) is needed to obtain the results corresponding to Lemmas 3.3 and 3.9. In Lemmas 3.3 and 3.9, the error estimate is of size an inverse power of L; in the corresponding result in the present setting, it is replaced by o(1) coming from condition (1.9). x n (ω, t) = ̟ Λ (x n (ω, t); t) andx n (ω, t) = χ Λ (x n (ω, t); t) Following the notations of [27] , let M p (R) denote the space of point measures on the real line endowed with its standard metric structure. Actually, by Minami's estimate (M), we could restrict ourselves to working with simple point measures.
The point processes Ξ J (ω, N J (t), Λ) andΞ J (ω, t, Λ) under the law ν J (t)dt are the random processes (i.e. the Borelian random variables) obtained as push-forwards of the probability measure ν J (t)dt through the maps t ∈ R → Ξ J (ω, N J (t), Λ) ∈ M p (R) and t ∈ R → Ξ J (ω, t, Λ) ∈ M p (R). We denote them respectively by Ξ J (ω, Λ) andΞ J (ω, Λ). One can extend the mapping x ∈ R → χ Λ (x, t) ∈ R to a map, say, χ ω,Λ on point measures in M p (R) on the real line by just mapping the supports pointwise onto one another and computing t using (4.2) i.e.
χ ω,Λ n a n δ xn = n a n δ χ ω,Λ( xn;t( n anδx n ))
where t ( n a n δ xn ) is defined as t n a n δ xn = 1 N (J, Λ, ω)
For fixed Λ and ω, the map χ ω,Λ : M p (R) → M p (R) is measurable as the map t → χ Λ (x, t) is. Moreover, by the computations made above (see (4.1) and (4.2)), one has (4.3) χ ω,Λ (Ξ J (ω, Λ)) =Ξ J (ω, Λ).
For any x ∈ R, t almost surely, one has χ Λ (x; t) → x as |Λ| → +∞. Hence, as |Λ| → +∞, χ ω,Λ tends to the identity except on at most a set of measure 0 in M p (R). On the other hand, Theorem 1.2 tells us that, ω almost surely, Ξ J (ω, Λ) converges in law to the Poisson process of intensity 1 on the real line. Thus, we can apply [4, Theorem 5.5 ] to obtain that, ω-almost surely,Ξ J (ω, Λ), that is,Ξ J (ω, t, Λ) under the measure ν J (t)dt, converges in law to the Poisson process of intensity 1 on the real line. This completes the proof of Theorem 1.2.
4.2.
The proof of Theorem 1.3. To complete this proof, recalling the notations of Theorem 1.3, we notice that, for x > 0, E j ∈ J; |N (J)| |J| |Λ|(E j+1 (ω, Λ) − E j (ω, Λ)) ≥ x = {E j ∈ J; ν(t)|Λ|(E j+1 (ω, Λ) − E j (ω, Λ)) ≥ ν J (t) · |J| x} .
Thus, integration with respect to ν J (t)dt over J, Theorem 1.2 and the same computations as those made to obtain Proposition 4.4 in [24] lead to, ω-almost surely DLS(x; J, ω, Λ) = J # {E j ∈ J; ν(t)|Λ|(E j+1 (ω, Λ) − E j (ω, Λ)) ≥ ν J (t) · |J| x} N (J, ω, Λ) ν J (t)dt
This completes the proof of Theorem 1.3.
