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v1 Einleitung
Seit sich der Einsatz moderner Computer in nahezu jeder wissenschaftlichen Fachrichtung und
s¨ amtlichen Wirtschaftssparten etabliert hat, liegt deren Hauptaufgabe in vielen Bereichen nicht
mehr in der Ausf¨ uhrung komplexer Berechnungen, sondern im Sammeln, Speichern und Verwal-
ten großer Datenmengen. Die wachsende Anzahl und Gr¨ oße automatisch erzeugter Datens¨ atze
hat in den vergangenen Jahrzehnten die Entwicklung neuer Methoden auf dem Gebiet der
statistischen Lerntheorie [64], [33] vorangetrieben. Die entsprechenden Algorithmen des ma-
schinellen Lernens werden gew¨ ohnlich eingesetzt, um gewisse Beziehungen (zum Beispiel Ab-
st¨ ande, Korrelationen, Reihenfolgen, H¨ aufungen oder Unterteilungen) in einer bestimmten Art
von Daten (beispielsweise numerische Messwerte, r¨ aumliche Objektpositionen, Textdokumen-
te oder Bildmaterial) aufzuﬁnden. Dabei sind konkrete Anwendungen etwa die automatische
Erkennung handschriftlicher Symbole beim Sortieren von Versandartikeln, die Einteilung von
Kunden eines Unternehmens in bestimmte Kategorien anhand statistisch erhobenener Daten
zwecks zielgruppenoptimierter Werbung, oder die Klassiﬁkation von Himmelsk¨ orpern unter
Verwendung von Messungen des elektromagnetischen Spektrums. Zahlreiche weitere Einsatz-
gebiete ﬁnden sich in der Geostatistik [16] sowie Bioinformatik [3], [57].
Kernfunktionen in der statistischen Lerntheorie
Die allgemeine Problemstellung des maschinellen Lernens l¨ aßt sich mit Hilfe der folgenden
Notation veranschaulichen. Das Tupel
D = ((x1,y1),...,(xN,yN)) ∈

Rd × R
N
(1.1)
besteht aus den d-dimensionalen Repr¨ asentationen xi (auch “Merkmale” genannt) der Daten-
objekte sowie den Antwortvariablen yi, welche den zu untersuchenden Sachverhalt beschreiben.
Das Ziel besteht nun darin, unter bestimmten Annahmen ¨ uber die Daten und Messwerte einen
funktionalen Zusammenhang
f : Rd → R, f(xi) ≈ yi, (1.2)
herzustellen, welcher die Vorhersage der Antwortwerte f¨ ur neue Datenobjekte erm¨ oglichen soll.
Die entsprechenden Voraussetzungen werden dabei ¨ ublicherweise mittels statistischer Modelle
formalisiert. Grunds¨ atzlich lassen sich drei verschiedene Formen von Lernproblemen unter-
scheiden: erstens Dichtesch¨ atzung, wobei eine angenommene zugrundeliegenden Wahrschein-
lichkeitsdichte der als Stichprobe aufgefassten xi gesch¨ atzt wird – dabei sind die yi konstant;
zweitens Klassiﬁkation der Datenobjekte, f¨ ur den Fall dass die yi nur endlich viele Werte an-
nehmen; und schließlich Regression, das bedeutet in diesem Zusammenhang die Rekonstruktion
einer Funktion, falls die yi aus einem kontinuierlichen Wertebereich entstammen.
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Eine bedeutsame Zahl von Algorithmen aus dem Umfeld des maschinellen Lernens macht
Gebrauch von sogenannten Kernmethoden [54], [56], das sind Techniken im Zusammenhang
mit Kernfunktionen. Eine Kernfunktion (oder auch: ein Kern) ist deﬁniert als eine Funktion
k : X × X → R, (1.3)
wobei X ganz allgemein die Menge der zu untersuchenden Objekte ist. In der Praxis verwendete
Kerne haben weitere n¨ utzliche Eigenschaften wie z.B. Symmetrie und positive Deﬁnitheit. Sie
dienen gew¨ ohnlich als ¨ Ahnlichkeitsmaß f¨ ur zwei Datenobjekte, etwa in Form von Kovarianzen.
Eine symmetrisch positiv deﬁnite Kernfunktion k kann des weiteren zur Konstruktion eines
eindeutig bestimmten Hilbertraumes Hk reeller Funktionen verwendet werden; dieser Raum
wird dann als reproduzierender Kern-Hilbertraum [2] f¨ ur den zugeh¨ origen reproduzierenden
Kern k bezeichnet. Damit k¨ onnen nun verschiedene Aufgabenstellungen aus der Lerntheorie
als Minimierung des sogenannten Tikhonov-Funktionals [64] formuliert werden:
min
f∈Hk
1
N
N X
i=1
V (yi,f(xi)) + λkfk
2
k . (1.4)
Dabei ist k · kk die mit dem Hilbertraum Hk assoziierte Norm, V : R×R → R ein Fehlermaß f¨ ur
die Abweichung des vorhergesagten Ausgabewerts f(xi) von dem Messwert yi, und schließlich
λ > 0 der Regularisierungsparameter, welcher den Grad der Glattheit der L¨ osung kontrolliert.
Unter gewissen schwachen Voraussetzungen gew¨ ahrleistet das Repr¨ asentertheorem [55] die Exi-
stenz einer eindeutigen L¨ osung fmin von (1.4), welche sich darstellen l¨ aßt als Linearkombination
von reproduzierenden Kernfunktionen:
fmin (x) =
N X
i=1
αik(x,xi). (1.5)
Man kann weiter zeigen, dass der L¨ osungsvektor α = (α1,...,αN) ∈ RN dem Gleichungssystem
(K + λI) · α = y (1.6)
gen¨ ugen muss, wobei K = (Kij)i,j=1,...,N, die sogenannte Kernmatrix, gegeben ist durch Kij =
k(xi,xj), I die Einheitsmatrix sowie y = (y1,...,yN) ist. Somit wird das Minimierungspro-
blem im wesentlichen auf das L¨ osen eines linearen Gleichungssystems mit der Kernmatrix K
reduziert.
Die am h¨ auﬁgsten eingesetzte Kernfunktion ist der Gauß-Kern [54], [58], [56]
kh(x,y) = e−kx−yk2/h2
, (1.7)
mit dem Parameter h, der in bestimmten Zusammenh¨ angen als “Bandbreite” bezeichnet wird.
Die Popularit¨ at des Gauß-Kerns resultiert vor allem aus seinen gutartigen analytischen Ei-
genschaften wie beispielsweise positive Deﬁnitheit und beliebige Glattheit auf dem gesamten
Deﬁnitionsbereich, sowie seiner Bedeutung in der Wahrscheinlichkeitstheorie im Zusammen-
hang mit dem zentralen Grenzwertsatz [54].3
Schnelle N¨ aherungsverfahren f¨ ur die diskrete Gauß-Transformation
Der Einsatz von iterativen Verfahren (wie etwa der Methode der konjugierten Gradienten oder
der GMRES-Methode [61], [26]) zur L¨ osung des Gleichungssystems (1.6) erfordert bei Wahl der
gaußschen Kernfunktion die wiederholte Berechnung der diskreten Gauß-Transformation
G(xj) =
N X
i=1
wi · e−kxj−xik2/h2
, (j = 1,...,N). (1.8)
Das Hauptaugenmerk unserer Arbeit liegt auf der Untersuchung und dem Vergleich bekann-
ter sowie der Entwicklung neuer Approximationsverfahren f¨ ur die schnelle Berechnung der
(diskreten) Gauß-Transformation. Die entsprechenden Algorithmen basieren allesamt auf dem
Konzept der schnellen Multipolmethode (FMM, eng. fast multipole method) [36], [6]; hierbei
handelt es sich um ein N¨ aherungsverfahren zur Beschleunigung der mehrfachen Auswertung
einer Funktion f : Rd → R der Form
f(t) =
N X
i=1
wi · k(t,si) (1.9)
an verschiedenen Zielpunkten t1,...,tM f¨ ur vorgegebene Quellpunkte s1,...,sN. Die Multipol-
methode umfaßt drei wesentliche Techniken. Die Entwicklung der Kernfunktion k, ¨ ublicherweise
eine unendliche Reihenentwicklung, zielt darauf ab, den Einﬂuss von Quell- und Zielpunkten in
der Funktionsauswertung zu separieren. Im allgemeinen ist die Entwicklung nur lokal zur N¨ ahe-
rung einsetzbar, daher wird als zweiter Bestandteil ein System zur eﬃzienten Raumunterteilung
ben¨ otigt, um auf dem gesamten Gebiet von dem Approximationsverfahren zu proﬁtieren. Bei
der Mehrebenen-Multipolmethode wird ein hierarchisches Unterteilungsschema angewendet;
zus¨ atzlich werden als dritte Komponente die Translationsoperatoren eingef¨ uhrt, welche Teil-
ergebnisse zwischen verschiedenen Ebenen austauschen k¨ onnen, um die Berechnung weiter zu
beschleunigen. Dabei ist das Zusammenspiel der richtig aufeinander abgestimmten Techniken
entscheidend f¨ ur den optimalen Geschwindigkeitszuwachs der FMM.
Der erste Algorithmus, welcher die schnelle Multipolmethode auf die Gauß-Transformation
¨ ubertrug, wurde von Greengard und Rokhlin [29] unter dem Namen Fast Gauss Trans-
form (FGT) vorgestellt. Dieser markierte einen Durchbruch in Bezug auf Performanz in be-
stimmten Anwendungen aus der Physik und Finanzmathematik, obwohl nur eine schlichte
nicht-hierarchische Raumunterteilung in Form eines uniformen Gitters verwendet wird und das
Verfahren nur f¨ ur Dimensionen d ≤ 3 gut funktioniert. Die Improved Fast Gauss Transform
(IFGT) [67] von Yang, Duraiswami und Gumerov setzt sowohl eine andere Reihenentwick-
lung als auch ein verbessertes, adaptives Cluster-Verfahren (“farthest-point clustering”) ein,
was in den meisten F¨ allen zu h¨ oherer Performanz f¨ uhrt, zum Teil auch in geringf¨ ugig h¨ oheren
Dimensionen. Beide Methoden k¨ onnen jedoch ihre Vorteile nur f¨ ur bestimmte Wertebereiche
der Bandbreite h ausspielen; w¨ ahrend der FGT-Algorithmus lediglich f¨ ur mittlere Bandbrei-
ten zu gebrauchen ist, proﬁtiert die IFGT-Variante vor allem von relativ hohen Werten von
h. Ein weiterer Algorithmus auf diesem Gebiet, die Dual-Tree Fast Gauss Transform (DFGT)
[42], wurde von Lee, Gray und Moore eingef¨ uhrt und kombiniert die Entwicklungstechniken
der Fast Gauss Transform mit einer vollst¨ andigen Mehrebenen-Multipolmethode. Hier wer-4 1 Einleitung
den zwei Baumstrukturen verwendet, um Quell- und Zielpunkte hierarchisch zu gliedern. Diese
Vorgehensweise erm¨ oglicht eine sehr eﬃziente lokale Fehlerabsch¨ atzung sowie das schnelle Auf-
ﬁnden der n¨ achsten Nachbarn zwecks Zusammenfassen von Teilresultaten, was letztlich in einer
schnellen Berechnung f¨ ur eine große Spanne von verschiedenen Bandbreiten resultiert.
Eigene Beitr¨ age
Die wesentlichen Beitr¨ age dieser Arbeit ﬁnden sich in den Kapiteln 4 und 5; dabei handelt es
sich um folgende Aspekte.
￿ Wir untersuchen und vergleichen die unterschiedlichen algorithmischen Ans¨ atze (FGT,
IFGT and DFGT) im Detail, insbesondere deren jeweilige Reihenentwicklungen, zuge-
h¨ orige Fehlerschranken, Methode zur Raumunterteilung sowie Laufzeitkomplexit¨ at.
￿ Wir entwickeln ein adaptives Cluster-Verfahren f¨ ur die Improved Fast Gauss Transform
mit eﬀektiver Kostensch¨ atzung, welches einen Aufwandsvergleich mit der direkten Aus-
wertung w¨ ahrend der Laufzeit erm¨ oglicht.
￿ Wir pr¨ asentieren verbesserte lokale Fehlerschranken f¨ ur die Reihenentwicklungen der
Dual-Tree Fast Gauss Transform.
￿ Erstmals kombinieren wir die IFGT-Reihenentwicklung mit einem Dual-Tree-Verfahren,
um die Vorteile beider Methoden in bezug auf Geschwindigkeitszuwachs zu vereinen;
den resultierenden Algorithmus nennen wir Dual-Tree Improved Fast Gauss Transform
(DIFGT).
￿ Um die Leistung des DIFGT-Algorithmus zu optimieren, entwickeln wir eine neue Baum-
struktur, indem wir bestimmte Eigenschaften des VAM-Split-Baumes [65] und des SR-
Baumes [38] kombinieren.
￿ Zus¨ atzlich erweitern wir diese neue Baumstruktur und erhalten eine zweite Variante, wel-
che eine lokale Hauptkomponentenanalyse beinhaltet, um die Baumknoten besser an die
Verteilung der Daten anzupassen. Dieses neuartige Raumunterteilungsverfahren erm¨ og-
licht das Erkennen lokaler niederdimensionaler Strukturen in hochdimensionalen Daten
und f¨ uhrt uns zu einem weiteren neuen Algorithmus, der Single-Tree Improved Fast Gauss
Transform (SIFGT).
￿ Schließlich implementieren wir die verschiedenen diskutierten Methoden unter besonderer
Ber¨ ucksichtigung von Geschwindigkeitsoptimierungen aller Art. Wir vergleichen die Lauf-
zeiten und die gemessenen Approximationsfehler anhand synthetisch generierter Daten,
wobei wir diverse technische Details der Implementationen darlegen. Dar¨ uber hinaus wer-
den die Algorithmen auf Datens¨ atze aus realen Messungen angewendet, um ihre Eﬃzienz
im praktischen Einsatz zu demonstrieren.
Es stellt sich letztlich heraus, dass unsere zwei neuartigen Algorithmen erstmalig dazu in
der Lage sind, bei der Approximation der diskreten Gauß-Transformation in beliebig hohen
Dimensionen mit beliebiger Genauigkeit die direkte Auswertung in jeder von uns getesteten5
Parameterkonﬁguration geschwindigkeitsm¨ aßig zu ¨ ubertreﬀen, wobei sie in vielen Anwendungen
deutlich schneller als alle vorherigen Approximationsverfahren agieren.
Aufbau der Arbeit
Kommen wir nun zum Aufbau des Hauptteils der Arbeit.
In Kapitel 2 f¨ uhren wir zun¨ achst die grundlegende Theorie von Kernfunktionen und den zu-
geh¨ origen reproduzierenden Kern-Hilbertr¨ aumen ein. Anschließend werden einige Grundlagen
der Wahrscheinlichkeitstheorie vorgestellt, die ben¨ otigt werden, um die Details der verschiede-
nen Methoden aus der statistischen Lerntheorie zu untersuchen. Wir diskutieren die Konzepte
der Kerndichtesch¨ atzung [58], der Regression mittels Gaußscher Prozesse [47], [22] und der re-
gularisierten Klassiﬁkation nach dem Kleinste-Quadrate-Ansatz [51], [50], und zeigen die Rolle
der diskreten Gauß-Transformation im jeweiligen Zusammenhang auf.
Kapitel 3 beginnt mit den analytischen Voraussetzungen f¨ ur die N¨ aherungsverfahren. Hier
werden zun¨ achst die Taylorentwicklung f¨ ur Funktionen in mehreren Variablen sowie die Her-
mitefunktionen vorgestellt; anschließend f¨ uhren wir die schnelle Multipolmethode ein und dis-
kutieren detailliert die entsprechenden Techniken anhand des Beispiels eines elektrostatischen
Potentials verursacht durch mehrere punktf¨ ormige Ladungstr¨ ager, welches urspr¨ unglich den
Anstoß f¨ ur die Entwicklung der Approximationsmethode gab.
Die konkreten N¨ aherungsverfahren werden in Kapitel 4 diskutiert. Hier legen wir s¨ amtliche
theoretischen und technischen Aspekte dar: Reihenentwicklung, Fehlerabsch¨ atzungen, Verfah-
ren zur Raumunterteilung sowie Implementationsdetails und Komplexit¨ atsanalyse. Wir arbei-
ten Vorz¨ uge und Schwachpunkte der verschiedenen Varianten heraus und studieren die ¨ Uber-
legungen, die zu Neuerungen und Verbesserungen gef¨ uhrt haben. Die letzten zwei Abschnitte
behandeln unsere neu entwickelten Algorithmen und beinhalten zus¨ atzlich eine ausf¨ uhrliche
Diskussion diverser Baumstrukturen.
In Kapitel 5 pr¨ asentieren wir numerische Resultate anhand von Simulationsl¨ aufen mit ver-
schiedenen Datens¨ atzen und Parameterkombinationen, welche unsere vorherigen theoretischen
¨ Uberlegungen untermauern. Zun¨ achst werden mit Hilfe synthetischer Daten charakteristische
Eigenschaften bestimmter Methoden aufgezeigt, w¨ ahrend anschließende Testl¨ aufe mit Messda-
ten aus realen Anwendungen den praktischen Nutzen der Verfahren demonstrieren.
Das letzte Kapitel fasst schließlich unsere Resultate zusammen und gibt Anregungen f¨ ur
zuk¨ unftige interessante Forschungsm¨ oglichkeiten.
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Since the use of modern computers has become mainstream in almost every scientiﬁc discipline
and branch of economy, their main job of performing fast computations has in many areas
been substituted by the task of collecting, storing and organizing large amounts of data. In the
last decades, the growing size of automatically gathered datasets promoted the development of
methods in the wide ﬁeld of statistical learning theory [64], [33]. In general, machine learning
algorithms are utilized to discover certain types of relations (for example distances, correla-
tions, sequences, clusters, classiﬁcations) in particular types of data (for instance numerical
measurements, spatial positions, text documents, images). Common applications include the
process of recognizing handwritten numbers in address data when sorting shipping items, cate-
gorizing customers into special target groups by means of personal data in order to optimize the
distribution of advertisement, or classifying astronomical objects using their measured visible
spectrum. Further current application areas can be found in geostatistics [16] and bioinformat-
ics [3], [57].
1.1 The Role of Kernels in Statistical Learning Tasks
The general problem of learning theory can be formalized using the following notation. The
tuple
D = ((x1,y1),...,(xN,yN)) ∈

Rd × R
N
(1.1)
consists of the d-dimensional representations xi (sometimes called features) of the data and
the observed response values yi. Given some assumptions about the nature of the data and
measured values, the goal is to ﬁnd a certain functional relation
f : Rd → R, f(xi) ≈ yi, (1.2)
allowing to make predictions about the response value of new data objects. The assumptions
are usually expressed in terms of statistical models. Considering the above notation we can
principally distinguish three diﬀerent applications: density estimation, that is, ﬁnding an es-
timate of a supposed underlying probability density function for the distribution of the xi’s,
where the yi’s are constant; classiﬁcation (or categorization), in case the yi’s only take ﬁnitely
many values; and regression, in case the yi’s originate from a continuous range.
A signiﬁcant amount of algorithms in the context of learning theory involve kernel methods
[54], [56]. These techniques make use of kernel functions. A kernel (function) is most generally
deﬁned as a function
k : X × X → R, (1.3)
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where X is the set of objects to be analyzed. Kernels commonly used in practice have further
beneﬁcial properties such as symmetry and positive deﬁniteness. They usually serve as measures
of similarity between two data objects, e.g. via covariances. A symmetric, positive semideﬁnite
kernel k can also be used to construct a uniquely determined Hilbert space Hk of real-valued
functions, then called reproducing kernel Hilbert space [2] for the appropriate reproducing kernel.
Several tasks in learning theory can be formulated as Tikhonov minimization [64] problems of
the form
min
f∈Hk
1
N
N X
i=1
V (yi,f(xi)) + λkfk
2
k , (1.4)
where k · kk is the associated norm of Hk, V : R×R → R is some error measure for the distance
between the predicted outputs f(xi) and the measured outputs yi, and the scalar λ > 0 is the
regularization parameter controlling the tradeoﬀ between the accuracy and the smoothness of
the solution. Under some weak assumptions, the Representer Theorem [55] then guarantees the
unique solution fmin of (1.4) to be a ﬁnite linear combination of reproducing kernel functions,
formally
fmin (x) =
N X
i=1
αik(x,xi). (1.5)
The solution vector α = (α1,...,αN) ∈ RN can be shown to satisfy
(K + λI) · α = y, (1.6)
where K = (Kij)i,j=1,...,N is the kernel matrix deﬁned by Kij = k(xi,xj), I is the identity
matrix, and y = (y1,...,yN). The minimization task is therefore basically reduced to the
problem of solving a linear system with the kernel matrix K.
The most widespread kernel in fact is the well-known Gaussian kernel [54], [58], [56]
kh(x,y) = e−kx−yk2/h2
, (1.7)
where h is a scaling parameter referred to as“bandwidth”. The popularity of the Gaussian kernel
results from its good analytic properties such as positive deﬁniteness, inﬁnite smoothness on
the whole domain, and its signiﬁcance in probability theory due to the central limit theorem
[54].
1.2 Fast Approximation of the Discrete Gauss Transform
The choice of the Gaussian kernel in combination with the use of iterative methods (such as
the conjugate gradients or generalized minimal residual method [61], [26]) for the solution of
equation (1.6) entails the multiple evaluation of the discrete Gauss Transform
G(xj) =
N X
i=1
wi · e−kxj−xik2/h2
, (j = 1,...,N). (1.8)1.3 Contributions 9
The main focus of our work lays on the analysis and comparison of existing as well as
the development of new approximation algorithms for the evaluation of the (discrete) Gauss
Transform. The considered algorithms are variants of the fast multipole method (FMM) [36],
[6], an approximation procedure to speed up the multiple evaluation of an arbitrary function
f : Rd → R of the form
f(t) =
N X
i=1
wi · k(t,si) (1.9)
at some target points t1,...,tM for given source points s1,...,sN. The FMM comprises three
basic techniques. The expansion of the kernel function k, which usually is an inﬁnite series
expansion, aims to decouple the eﬀect of source and target points in the evaluation process.
In general, this can only be done locally, therefore a space partitioning scheme is required to
beneﬁt from the fast approximation on the whole domain. The (multilevel) FMM employs
a hierarchical partitioning scheme and introduces additional translation operators that shift
results between diﬀerent levels in order to further speed up calculations. The crux with the
FMM is to optimize the interplay of the utilized techniques in order to achieve the fastest
evaluation.
The ﬁrst algorithm adapting the fast multipole method to the Gauss Transform was presented
by Greengard and Rokhlin [29], named the Fast Gauss Transform (FGT). It represented
a breakthrough in terms of speed for certain problems in physics and ﬁnancial mathematics,
even though it utilizes a plain single-level procedure with a simple uniform grid and only
works well for dimensions d ≤ 3. The Improved Fast Gauss Transformm (IFGT) [67] by
Yang, Duraiswami and Gumerov employs a diﬀerent expansion as well as an improved (but
still single-level) space partitioning scheme called“farthest-point clustering”resulting in better
performance for most scenarios even in slightly higher dimensions. Both methods however
only work well for certain values of the bandwidth h; while the FGT performs well solely for
moderate bandwidths, the IFGT beneﬁts from relatively high bandwidths. Another competing
algorithm, the Dual-Tree Fast Gauss Transform (DFGT) [42] was introduced by Lee, Gray
and Moore and combines the expansions of the Fast Gauss Transform with the full multilevel
FMM technique including translation operators. This variant utilizes two tree structures to get
a hierarchical space partitioning scheme for both the source and target points. This technique
allows an eﬃcient local error control as well as fast nearest neighbor searching, which permits
the possibility of speeding up calculations for a wide range of diﬀerent bandwidths.
1.3 Contributions
The major contributions of this thesis are presented in Chapters 4 and 5 and comprise the
following.
￿ We analyze and compare the diﬀerent approaches (FGT, IFGT and DFGT) in detail
including discussions of their series expansions, corresponding error bounds, space parti-
tioning schemes and runtime complexity.
￿ We develop an adaptive clustering scheme for the Improved Fast Gauss Transform in-
cluding eﬀective cost estimation allowing to control the performance trade-oﬀ between10 1 Introduction
the fast approximation algorithm and direct evaluation.
￿ We present improved local error bounds for the series expansions of the Dual-Tree Fast
Gauss Transform.
￿ For the ﬁrst time, we combine the IFGT expansion with a dual-tree algorithm in order
to proﬁt from both their performance advantages, calling the resulting algorithm the
Dual-Tree Improved Fast Gauss Transform (DIFGT).
￿ In order to optimize the performance of our DIFGT algorithm, we develop a new tree
structure combining features of the VAM-Split-tree [65] and the SR-tree [38].
￿ We further extend the new tree structure to obtain a more complex variant that utilizes
a local principal component analysis to adapt the tree nodes to the distribution of the
data. This new hierarchical space partitioning scheme permits to discover local low-
dimensional features in high-dimensional data and leads to another new algorithm called
the Single-Tree Improved Fast Gauss Transform (SIFGT).
￿ Finally, we implement all diﬀerent methods discussed above with a special focus on perfor-
mance optimization. We compare the runtimes and measured approximation errors with
synthetic data including a discussion of various technical issues of the implementations.
In addition, the algorithms are applied to real-world datasets in order to demonstrate
their eﬃciency for practical purposes.
It eventually turns out that the two novel algorithms, for the ﬁrst time, are able to approxi-
mate the discrete Gauss Transform in any dimension up to an arbitrary precision and perform
faster than direct evaluation for any tested dimension and parameter range, while performing
considerably faster than all previous approximation algorithms in many real-world scenarios.
1.4 Outline of the Thesis
The remainder of this thesis is structured as follows.
In Chapter 2, we ﬁrst introduce the basic theory of kernels and associated reproducing kernel
Hilbert spaces. Next, the fundamentals of probability theory are presented that are necessary
to study the details of diﬀerent methods in statistical learning theory. We review the main
concepts of kernel density estimation [58], Gaussian process regression [47], [22] and regularized
least-squares classiﬁcation [51], [50], and point out the role of the discrete Gauss transform in
the respective context.
Chapter 3 starts with the analytic preliminaries for the approximation algorithms, including
multivariate Taylor expansions and Hermite functions. Then, the fast multipole method is
presented and discussed in detail using the example of the electrostatic potential due to a
number of point charges, which originally gave rise to the approximation technique.
The speciﬁc fast approximation algorithms are discussed in Chapter 4. Here, we present
all theoretical as well as technical issues concerning series expansions, error bounds, space
partitioning methods as well as implementation details and complexity analysis. We highlight
advantages and drawbacks of the diﬀerent versions and present the considerations that led to1.5 Acknowledgements 11
new and improved variants. The last two sections address our two newly developed algorithms
including a concise discussion of diverse tree structures.
Chapter 5 ﬁnally backs our theoretical analysis by providing numerical results of the algo-
rithms using diﬀerent datasets and parameter combinations. Synthetic data are ﬁrst used to
expose characteristic behavior of the particular methods, while testing with real-world data
demonstrates their practical virtues.
In the last chapter, we conclude the thesis by summarizing our results and providing encour-
agement for future research.
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their support in every respect.2 The Gaussian Kernel in Statistical Learning
Theory
2.1 Kernels and Reproducing Kernel Hilbert Spaces
In the last few decades kernel functions or kernels [56] have been playing an increasingly
important role in areas like learning theory [64] and meshless methods for the numerical solution
of partial diﬀerential equations [30]. Special types of kernels have been introduced under varying
names in diﬀerent contexts, for example radial basis functions, generalized ﬁnite elements or
shape functions. In order to cover all of these areas we introduce kernels in the most general way.
Our short survey basically follows the detailed discussion of kernel techniques [54] by Robert
Schaback and Holger Wendland. An elaborate reference is provided by Sch¨ olkopf and
Smola in [56].
2.1.1 Basic Properties of Kernels
Deﬁnition 2.1 (Kernel). A kernel is a function
k : X × X → R, (x,y) 7→ k(x,y),
where X is a non-empty set.
This rather general deﬁnition allows the use of diverse domains for X, since in learning theory
X can be a set of texts to be classiﬁed as well as a set of digital images or a record of statistical
customer data. Thus, we do not require X to have any a priori structure at all. The intuitive
view in learning theory is that the kernel function is some kind of measure of (dis-)similarity
of two arbitrary objects from the domain X.
In settings where no kernel is speciﬁed by the particular application, the concept of feature
maps is a common way to provide the necessary structure. A feature map Φ : X → F has
values in a Hilbert space F (in this context also called feature space) and should map each
element x ∈ X onto its distinguishing features, that reside in the high-dimensional Hilbert
space F. We can now use the associated inner product h·,·iF to deﬁne the canonical kernel
k(x,y) = hΦ(x),Φ(y)iF for all x,y ∈ X.
Important properties of kernels are symmetry and positive (semi-)deﬁniteness.
Deﬁnition 2.2 (Symmetry of kernels). A kernel k(x,y) is called symmetric, if k(x,y) = k(y,x)
for all x,y ∈ X.
Deﬁnition 2.3 (Positive (semi-)deﬁniteness of kernels). A symmetric kernel k(x,y) is called
positive (semi-)deﬁnite, if for any ﬁnite subset (x1,...,xN) of distinct points of X the corre-
sponding kernel matrix given by Kij = (k(xi,xj))i,j=1,...,N is positive (semi-)deﬁnite.
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The interpretation of the kernel function as a similarity measure already suggests that most
kernels in learning theory are symmetric. Nota bene, some authors refer to positive semideﬁnite
kernels simply as “positive kernels”, others deﬁne kernels to be only positive deﬁnite kernels
in our notation. We stick to the most general variant and explicitly state whether a kernel
is positive deﬁnite or semideﬁnite. A useful property of positive semideﬁnite kernels is the
analogon of the Cauchy-Schwarz inequality for kernels.
Proposition 2.4 (Cauchy-Schwarz inequality for kernels). For any positive semideﬁnite kernel
k : X × X → R and x1,x2 ∈ X, it holds that
|k(x1,x2)|
2 ≤ k(x1,x1) · k(x2,x2). (2.1)
Proof. By the above deﬁnition of a positive semideﬁnite kernel, the (2 × 2)-matrix given by
Kij = (k(xi,xj))i,j∈{1,2} is positive semideﬁnite. This implies that both its eigenvalues λ1,λ2
are nonnegative, thus λ1 · λ2 = det(K) is also nonnegative. The proposition now follows from
0 ≤ det(K) = K11K22 − K12K12 = k(x1,x1) · k(x2,x2) − |k(x1,x2)|
2 .
2
Next we provide a criterion that allows to instantly classify certain kernels as positive deﬁnite.
Therefore, consider the following deﬁnition.
Deﬁnition 2.5 (Completely monotonic function). A function f ∈ C∞ (R+) is called com-
pletely monotonic, if (−1)kf(k)(t) ≥ 0 for all t > 0 and k ∈ N0.
Here, C∞ (R+) is the space of inﬁnitely diﬀerentiable functions deﬁned on all positive reals,
and f(k) is the kth derivative of f. Examples for completely monotonic functions are f(t) = e−αt
for any nonnegative α, and f(t) = (t + c2)−1/2 for any c ∈ R, respectively.
Proposition 2.6. Let f ∈ C∞ (R+) be completely monotonic and non-constant. Then for any
n ∈ N the kernel k : Rn × Rn → R, k(x,y) = f

kx − yk
2

is positive deﬁnite.
Here, k·k is the Euclidean norm of the Rn given by kxk
2 = x2
1+...+x2
n for x = (x1,...,xn).
Proposition (2.6) (formulated in a slightly diﬀerent notation) and a corresponding proof can
be found in [11]. We ﬁnally introduce the Gaussian kernel, the most important kernel in our
further considerations.
Deﬁnition 2.7 (Gaussian kernel). The n-dimensional Gaussian kernel kh : Rn × Rn → R is
given by
kh(x,y) = e−kx−yk2/h2
, (2.2)
where h > 0 is a scaling parameter.
Since f(t) = e−αt is completely monotonic, the proposition provided above guarantees the
Gaussian kernel of any dimension to be positive deﬁnite. The real scaling parameter h is a
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diﬀerent contexts and plays a crucial role in the methods of learning theory that are going to
be discussed later on. Further examples of diverse kernel functions will be presented in section
2.3 dealing with density estimation.
Remark 2.8. Many kernels based on a set X with some underlying geometric structure are
often presented using a simpliﬁed form (in a minor abuse of notation). For instance a kernel
is deﬁned as a function k : X → R, where the actual kernel k : X × X → R is given by
k(x,y) = k(x − y).
Kernel functions are a mathematical tool used in various areas. Kernels can generate convolu-
tions, covariances, and trial functions for certain methods to solve partial diﬀerential equations
[54]. The next topic we are going to address is a speciﬁc kind of Hilbert spaces that is closely
connected with positive deﬁnite kernels.
2.1.2 Reproducing Kernel Hilbert Spaces
The term“reproducing kernel”was originally brought up about the same time by Moore [45]
and Aronszajn [2]. The latter provides a good overview, a diﬀerent perspective on the topic
including some more details can be found in [56]. To begin with let us recall the deﬁnition of
a Hilbert space.
Deﬁnition 2.9 (Hilbert space). A real or complex vector space H with an inner product h·,·i,
that is complete under the norm k·k deﬁned by kxk =
p
hx,xi, is called a Hilbert Space.
Deﬁnition 2.10 (Reproducing kernel Hilbert space). Let X be an arbitrary set and H a Hilbert
space of real-valued functions f : X → R. Then H is called reproducing kernel Hilbert space,
if for all x ∈ X the evaluation functional Fx : H → R, Fx(f) = f(x) is continuous.
By the Riesz representation theorem, we can reason that for every x ∈ X there exists a
Hilbert space element kx ∈ H satisfying
Fx(f) = hf(·),kx(·)i ∀f ∈ H. (2.3)
The function k : X × X → R deﬁned by
k(x,y) = kx(y) (2.4)
is then called reproducing kernel for the Hilbert space H due to its reproducing property
f(x) = Fx(f) = hf(·),k(x,·)i. (2.5)
If on the other hand, for any Hilbert space H there exists a kernel k with the above reproducing
property, the evaluation functional F is continuous because of the properties of the inner
product. This justiﬁes the term reproducing kernel Hilbert space (RKHS) in Deﬁnition 2.10.
The reproducing kernel is speciﬁed more precisely by the following lemma.
Lemma 2.11. The reproducing kernel k for a RKHS is symmetric and positive semideﬁnite.16 2 The Gaussian Kernel in Statistical Learning Theory
Proof. The kernel properties derive directly from the reproducing property and the charac-
teristics of an inner product.
Symmetry: For any x,y ∈ X
k(y,x) = ky(x) = hky(·),kx(·)i = hkx(·),ky(·)i = kx(y) = k(x,y).
Positive semideﬁniteness: For any x1,...,xN ∈ X let K = (k(xi,xj))i,j=1,...,N. Then for
any α = (α1,...,αN) ∈ RN:
αTKα =
N X
i=1
αi
N X
j=1
αjk(xi,xj) =
N X
i=1
αi
N X
j=1
αjhkxi(·),kxj(·)i =
=
*
N X
i=1
αikxi(·),
N X
j=1
αjkxj(·)
+
=
 
 

N X
i=1
αikxi(·)
 
 

2
≥ 0.
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Furthermore, note that the reproducing kernel k is unique for the Hilbert space H. Assuming
there is another reproducing kernel k0, the reproducing property and symmetry of both kernels
yield
k(x,y) = k(y,x) = ky(x) = hky(·),k0
x(·)i = hk0
x(·),ky(·)i = k0
x(y) = k0(x,y)
for all x,y ∈ X, thus the two kernels coincide.
Conversely, given a symmetric positive semideﬁnite kernel k, one can construct a uniquely
determined associated reproducing kernel Hilbert space H = Hk. The exact procedure is
presented in the following lemma.
Lemma 2.12. Let X be an arbitrary set and k : X ×X → R be a positive semideﬁnite kernel.
We deﬁne the vector space
F =
(
f : X → R

 
 
∃N ∈ N, α1,...,αN ∈ R, x1,...,xN ∈ X : f (x) =
N X
i=1
αik(x,xi)
)
.
Let further f,g ∈ F be two arbitrary functions with f(x) =
PN
i=1 αik(x,xi), g(x) =
PM
j=1 βjk(x,yj).
Then the inner product h·,·i given by
hf,gi =
N X
i=1
M X
j=1
αiβjk(xi,yj)
is well-deﬁned. Furthermore the completion of the pre-Hilbert space (F,h·,·i) with respect to
the associated norm k·k =
p
h·,·i is a reproducing kernel Hilbert space H = F for the kernel k.
Proof. The deﬁnition of the inner product is unambiguous, since it can be rewritten in the
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hf,gi =
N X
i=1
αig(xi), hf,gi =
M X
j=1
βjf(yj),
where the expressions are independent of the choice of the expansion for f and g, respectively.
The bilinearity follows directly from the deﬁnition, while symmetry results from the symmetry
of the kernel. Equally, the property of positive semideﬁniteness is transferred from the kernel
to the bilinear form by
hf,fi =
N X
i=1
N X
j=1
αiαjk(xi,xj) ≥ 0. (2.6)
Notice now, that the function h·,·i : F × F → R is itself a positive semideﬁnite kernel. To
show the positive semideﬁniteness (in the kernel sense), we remark that for any f1,...,fM ∈ F
and γ1,...,γM ∈ R we have
M X
i=1
M X
j=1
γiγjhfi,fji =
*
M X
i=1
γifi,
M X
j=1
γjfj
+
≥ 0. (2.7)
Next, from the deﬁnition of h·,·i we can derive the reproducing property
hf(·),k(x,·)i =
N X
i=1
αik(x,xi) = f(x). (2.8)
This allows us to deduce the positive deﬁniteness of the bilinear form, for which we have
to show hf,fi = 0 ⇒ f = 0. Therefore, we apply the Cauchy-Schwarz inequality (2.1) to the
kernel function h·,·i to get
|f(x)|
2 = |hf(·),k(x,·)i|
2 ≤ hf,fi · hk(x,·),k(x,·)i = hf,fi · k(x,x). (2.9)
Thus we have shown, that h·,·i is a well-deﬁned inner product for the vector space F. The
completion is therefore a Hilbert space H and in particular a reproducing kernel Hilbert space
for k due to the reproducing property (2.8).
2
In [1] the uniqueness of the RKHS constructed in Lemma 2.12 is shown. We can therefore
summarize the results in the following theorem.
Theorem 2.13. For any RKHS H there exists a unique symmetric, positive semideﬁnite kernel
k with the reproducing property. Likewise, for any symmetric, positive semideﬁnite kernel k
there exists a unique RKHS with k being its reproducing kernel.
As an eﬀect of this theorem, given an arbitrary symmetric, positive semideﬁnite kernel, we
can study its features using the associated Hilbert space. However, for a large number of popular
kernels the RKHS is known to be inﬁnite-dimensional. In context of regularization theory [64],
we are later going to introduce the famous Representer Theorem [55] allowing ﬁnite-dimensional
representations of elements of the RKHS, that arise as solutions for regularized minimization
problems.18 2 The Gaussian Kernel in Statistical Learning Theory
To introduce the applications in statistical learning theory, the next section provides the
corresponding basics of probability theory.
2.2 Fundamentals of Probability Theory
The common method to formalize a stochastic or random experiment (for instance throwing a
dice) is the notion of the probability space introduced by Kolmogorov.
Deﬁnition 2.14 (Probability space). A probability space is a triple (Ω,A ,P) with the fol-
lowing properties:
￿ Ω is a nonempty (possibly inﬁnite) set of outcomes, also known as sample space.
￿ A is a σ-algebra over Ω, that means
1. Ω ∈ A ;
2. A ∈ A ⇒ Ω\A ∈ A ;
3. A1,A2,... ∈ A ⇒
S
n∈N An ∈ A .
The elements of A are called events.
￿ P is a probability measure, that means
1. P(A) ≥ 0 for all A ∈ A ;
2. P(Ω) = 1;
3. ∀A1,A2,... ∈ A with An ∩ Am = ∅ for n 6= m: P
 S
n∈N An

=
P
n∈N P (An).
Intuitively, the sample space Ω contains all possible outcomes of the experiment, the elements
ω of Ω are also called elementary events. In the example of throwing a dice, the outcomes could
be named “1”, “2”, “3”, “4”, “5”, “6”. The elements of A are the events, for which the measure
P provides probabilities between 0 and 1. Events for the dice throw would be for instance
“number greater than 3” or “even number”.
Consider now the experiment of drawing 2 balls from an urn without returning them. Suppose
there are 10 balls, 5 white ones and 5 black ones. Let A be the event “the ﬁrst ball is white”
and B the event“the second ball is white”. Without any further information, the probability is
calculated as P(A) = P(B) = 1
2. However if we know that event A has happened (the ﬁrst ball
was white), the probability of the event B must be re-evaluated as 4
9. The general concept of
calculating probabilities of an event B under the condition that another event A has happened
is known as the conditional probability P(B|A).
Deﬁnition 2.15 (Conditional probability). Let (Ω,A ,P) be a probability space and A ∈ A
with P(A) > 0. Then for any B ∈ A
P(B|A) =
P(A ∩ B)
P(A)
is called conditional probability of A given B.2.2 Fundamentals of Probability Theory 19
In case P(A) = 0, one can set P(B|A) = 0. Another notation for the conditional probability
is PA(B) := P(B|A). A simple technique to calculate conditional probabilities is provided by
Bayes’ law.
Theorem 2.16 (Bayes’ law). Let (Ω,A ,P) be a probability space and Ω =
S
i∈I Bi, where I
is countable and Bi ∈ A are pairwise disjoint. Then for any A ∈ A with P(A) > 0 and all
k ∈ I:
P(Bk|A) =
P(Bk)P(A|Bk)
P(A)
=
P(Bk)P(A|Bk)
P
i∈I P(Bi)P(A|Bi)
.
Bayes’ law is easily deduced from the deﬁnition of the conditional probability and the prob-
ability measure.
Another term relating two events is (stochastic) independence. Intuitively, two events A
and B should be independent, if the fact that any one of the two events has happened does
not give reason to re-evaluate the probability of the other event; thus P(A|B) = P(A) and
P(B|A) = P(B). The following deﬁnition supports this intuition.
Deﬁnition 2.17 (Independence of events). For a given probability space (Ω,A ,P) two events
A,B ∈ A are called independent, if P(A ∩ B) = P(A) · P(B). A collection of events (Ai)i∈I
is called mutually independent, if for any ﬁnite subset S ⊂ I: P
 T
i∈S Ai

=
Q
i∈S P(Ai).
Nota bene the concept of independence and conditional probabilities does not coincide with
the intuitional idea of causality. Two events can have a causal connection and still be indepen-
dent. Some concrete examples can be found in [21]. Also, pairwise independence of a collection
of events does not induce independence of the whole collection.
Having formalized the experiment, one is often not interested in the pure outcome, but
rather in some functional relation of the result. Imagine we would like to know the probability
of having at least one “6” throwing a dice 10 times. The concept of random variables is used
for this purpose.
Deﬁnition 2.18 (Random variable). Let (Ω,A ,P) be a probability space and (Ω0,A 0) be a
measurable space (that is the pair of a nonempty set Ω0 and a σ-algebra A 0 over Ω0). Let
X : Ω → Ω0 be a measurable function with respect to A , A 0 (that means for all A0 ∈ A 0 :
X−1(A0) ∈ A ). Then X is called an (Ω0,A 0)-random variable.
If the measurable space is
 
Rd,Bd
, we are speaking of real-valued d-dimensional random
variables. Here the Borel algebra Bd is the minimal σ-algebra over Rd containing all open
sets. We will limit our further considerations to real-valued random variables, since we focus
on applications with real-valued results.
Note that there are important diﬀerences between discrete and continuous random variables.
A (real-valued) random variable X is called discrete, if its range X(Ω) is ﬁnite or countably
inﬁnite, otherwise it is called continuous.
For many real-life applications, we do not have full knowledge of the exact coherences and
therefore can not (or do not want to) deﬁne the probability space explicitly. In this case,
the considered random variable can still be characterized further, if its distribution function is
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Deﬁnition 2.19 (Cumulative distribution function). Let (Ω,A ,P) be a probability space and
X : Ω → R be a real-valued random variable. The cumulative distribution function F : R →
[0,1] of X is then deﬁned by
F(x) = P(X ≤ x) := P ({ω ∈ Ω | X(ω) ∈ (−∞,x]}).
The cumulative distribution function (cdf) allows to calculate probabilities of the kind P(X ∈
I) for some interval I ⊂ R. From its deﬁnition it is easily seen that the cdf is monotonically
increasing with limx→−∞ F(x) = 0 and limx→∞ F(x) = 1. Another way to characterize a
continuous random variable is the probability density function (pdf), that is closely related to
the cdf:
Deﬁnition 2.20 (Probability density function). Let (Ω,A ,P) be a probability space and X :
Ω → R be a real-valued continuous random variable. An integrable function f : R → R+
0 is
called probability density function of X, if for all a,b ∈ R with a ≤ b
Z b
a
f(t)dt = P (a ≤ X ≤ b).
For any continuous random variable X with a given probability density function f, the
associated cumulative distribution function F can be expressed via
F(x) = P(X ≤ x) =
Z x
−∞
f(t)dt,
while on the other hand, if the cdf F is diﬀerentiable, the pdf can be written as the derivative
f(x) =
dF(x)
dx
.
The distribution function and its associated density function might seem equipollent in terms
of data analysis, since they can be transformed into each other easily. However the pdf has
frequently turned out to be much more appropriate to intuitional interpretation by humans than
the cdf, especially in plots representing three-dimensional data (see e.g. [58]). We therefore
focus on the task of density estimation – as most of the literature does.
Two additional important characteristics of a random variable are its expected value and
variance.
Deﬁnition 2.21 (Expected value, Variance). Let (Ω,A ,P) be a probability space, X : Ω → R
be a real-valued continuous random variable and F(x) the associated cumulative distribution
function. The expected value or mean of X is then deﬁned by
E(X) =
Z
Ω
XdF(x),
in case the Lebesgue integral exists and is ﬁnite. The variance of X is deﬁned by
Var(X) = E
h
(X − E(X))
2
i
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The square root of the variance is also called standard deviation σX =
p
Var(X).
Example 2.22. One of the most popular probability distributions is the normal distribution.
The associated probability density function – often called bell curve due to its shape – is given
by
φ(x) =
1
√
2πσ
e−(x−µ)2/2σ2
,
where µ is the mean and σ2 the variance. The distribution with µ = 0 and σ = 1 is referred to
as standard normal distribution. If a real-valued random variable X has a normal distribution
with mean µ and variance σ2, we write
X ∼ N
 
µ,σ2
.
Dealing with multivariate data, one often has to presume that diﬀerent components are de-
rived from diﬀerent random variables. To formalize the simultaneous consideration of multiple
random variables we need joint distribution and density functions.
Deﬁnition 2.23 (Joint distribution function). Let (Ω,A ,P) be a probability space and
X1,...,Xd : Ω → R be real-valued continuous random variables. A function F : Bd → [0,1] is
called joint distribution function of X1,...,Xd, if for all B ∈ Bd
F(B) = P ((X1,...,Xd) ∈ B) := P
 
d \
i=1
{ω ∈ Ω | Xi(ω) ∈ B}
!
.
Deﬁnition 2.24 (Joint density function). Let (Ω,A ,P) be a probability space and X1,...,Xd :
Ω → R be real-valued continuous random variables. A function f : Rd → R is called joint
density function of X1,...,Xd, if for all B ∈ Bd
P ((X1,...,Xd) ∈ B) =
Z
B
f (t1,...,td)d(t1,...,td).
Example 2.25. The generalization of the normal distribution to multiple dimensions is the
multivariate normal distribution. A vector X = (X1,...,Xd) of random variables follows a
multivariate normal distribution, if the corresponding joint density function φd : Rd → R is
given by
φd(x) =
1
q
(2π)
d |Σ|
e− 1
2(x−µ)TΣ−1(x−µ),
where µ ∈ Rd is the mean vector, Σ ∈ Rd×d is the covariance matrix of X and |Σ| its determi-
nant. The covariance matrix is deﬁned by Σij = cov[Xi,Xj] := E [(Xi − µi)(Xj − µj)], it is
symmetric positive semideﬁnite, and its diagonal elements are the variances of the Xi’s.
To indicate that the random vector X follows a multivariate normal distribution with mean
vector µ and covariance matrix Σ, we write
X ∼ Nd (µ,Σ).22 2 The Gaussian Kernel in Statistical Learning Theory
Finally, we introduce the concept of stochastic independence. A ﬁnite number of events
A1,...,Ad ∈ A is called independent, if P(A1 ∩...∩Ad) = P(A1)·...·P(Ad). The deﬁnition
for a real-valued random variable is quite similar.
Deﬁnition 2.26 (Independence of random variables). Let (Ω,A ,P) be a probability space and
X1,...,Xd : Ω → R be real-valued continuous random variables. Then X1,...,Xd are called
independent, if for all (x1,...,xd) ∈ Rd
P
 
d \
i=1
{ω ∈ Ω | Xi(ω) ≤ xi}
!
=
d Y
i=1
P (Xi ≤ xi).
2.3 Density Estimation with the Gaussian Kernel
We now present a short introduction to density estimation with kernels, see [58] for details.
The basic scheme of density estimation can be summarized in the following way: Given a
d-dimensional dataset
D = {x1,...,xN} ⊂ Rd
we assume that the points xi have been generated by independent and identically-distributed
random variables Xi. Identically distributed means, that they have the same underlying dis-
tribution, thus the same probability density function f. The goal is to ﬁnd a “good” estimate
for f.
The reconstruction of the unknown continuous pdf from the discrete data is an ill-posed
problem due to various aspects. First, if no further constraints are made, there exist inﬁnitely
many solutions with diﬀerent degrees of smoothness. This issue is treated by regularization,
that is reformulating the problem using certain smoothness assumptions. In the context of
statistical learning one should also keep in mind that the resulting density is generally intended
to be used for predictions for new data. A perfect ﬁt for the given data is not necessarily
the best solution. Eventually the data is likely to be tainted with errors, since it consists of
(measured) results from stochastic experiments. A detailed discussion of various methods of
regularization theory can be found in chapter 4 of [56].
In the context of density estimation, the terms parametric and nonparametric estimation have
been emerged. Parametric estimation is applied if the density f is known to be of a certain
structure with some unknown parameters, for instance if the underlying random variable is
normally distributed, X ∼ N
 
µ,σ2
, then the mean µ and the standard deviation σ are the
parameters to be estimated.
If on the other hand nothing is known about the structure of the density function a pri-
ori, there are diverse methods for estimating the entire density function. These methods are
subsumed under the term “nonparametric”.
For our further discussion we stick to the one-dimensional case, since the basic principles can
thus be grasped much easier.
2.3.1 Histograms
The simplest and presumably oldest nonparametric density estimator is the histogram. We
give a short description of density estimation with histograms, since it shares an important2.3 Density Estimation with the Gaussian Kernel 23
aspect with kernel density estimation. Assume the given one-dimensional dataset D ⊂ R to be
arranged such that
D = {x1 ≤ x2 ≤ ... ≤ xN}.
The interval [x1,xN] is then partitioned into M smaller intervals I1,...,IM – called bins –
of equal bin width h = xN−x1
M . The height of each bin is proportional to the number of data
points in its interval. The approximated density function e fhist thus is a piecewise constant
function that is normed such that it integrates up to 1:
e fhist(x) =
1
N · h
M X
j=1
N X
i=1
XIj(xi) · XIj(x), (2.10)
where XIj is the indicator function of Ij, which is 1 for all x ∈ Ij and 0 elsewhere.
Histograms are widely-used mainly since they are easy to calculate and interpret. However a
density function approximation obtained by histograms is neither diﬀerentiable nor continuous.
Furthermore, the bin width has crucial inﬂuence on the quality of the approximation as can
be clearly seen in ﬁgure 2.1. An extensive discussion of histograms, especially of methods to
determine the optimal bin width, is presented in the third chapter of [58]; generalizations of
histograms can be found in the subsequent two chapters.
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Figure 2.1: A given density function (top left) has been sampled with 1000 points. The sample
is visualized by histograms with diﬀerent bin width.24 2 The Gaussian Kernel in Statistical Learning Theory
2.3.2 Kernel Density Estimation
Kernel density estimation (KDE) is nowadays the most popular form of nonparametric density
estimation. The basic idea is quite similar to the histogram approach. In case of the histogram,
a bin segment of ﬁxed height is assigned to each point, then all these bin segments are added
up to get the ﬁnal histogram. In KDE, to each point of the sample a weighted kernel function
centered at the given point is assigned, then all these functions are added up. Thus, the general
version of a kernel density estimator with kernel function k(x) is given by
e fh(x) =
1
N · h
N X
i=1
wi · k

x − xi
h

=
1
N
N X
i=1
wi · kh (x − xi), (2.11)
where kh(x) = k(x/h)/h. Since e fh is the approximated probability density function, the kernel
function must satisfy
R ∞
−∞ k(x)dx = 1. The weights are often constant, some authors assume
wi = 1 a priori. Usual kernel functions are bell-shaped or peak-shaped. Some prominent
examples are presented below:
Obviously, the class of kernel functions can be partitioned in those with bounded and un-
bounded domain. When it comes to evaluating the kernel numerically, the functions with
bounded domain are usually privileged, since they completely ignore points outside their do-
main and thus limit the computational eﬀort. However, they are not diﬀerentiable at the
boundaries, while the Gaussian kernel is inﬁnitely diﬀerentiable on the whole domain and
moreover also positive deﬁnite, as shown above. Ultimately, the choice of an appropriate kernel
mainly depends on the current problem and no particular kernel can be recommended for all
purposes. Yet, the Gaussian kernel, which has also been examined theoretically quite in-depth,
is one of the most widely-used kernels in KDE. The kernel density estimator with Gaussian
kernel is obviously given by
e gh(x) =
1
√
2π · N · h
N X
i=1
wi · e−(x−xi)2/h2
. (2.12)
This is the 1-dimensional version of the Gauss Transform.
In cases where no particular kernel is provided by the problem statement, various investi-
gations have discovered that the quality of the density estimate mainly depends on the choice
of the smoothing parameter h (also called bandwidth) rather than on the choice of the kernel
function [58], [54]. This is the above-mentioned analogon to the histogram approach, where
the choice of the bin width is a crucial issue. The eﬀect of varying the smoothing parameter
can be seen in ﬁgure 2.2. Choosing the bandwidth too large will result in oversmoothing, the
characteristics of the original density function are smoothed out. A low bandwidth on the
other hand overemphasizes the inﬂuence of single points resulting in a spiky function with
many peaks. The choice of the optimal bandwidth is a ﬁeld of various techniques (e.g. cross-
validation, plug-in methods) with their particular advantages and drawbacks. A quick review
can be found in [37], an extensive discussion is presented for instance in [63].
Speaking of an optimal bandwidth, we have to be able to rate the quality of the estimated
density. For this purpose, the most popular error measures will be introduced.2.3 Density Estimation with the Gaussian Kernel 25
Kernel Equation Plot
Uniform k(x) = 1
2X[−1,1](x)
0
0.5
1
-2 -1 0 1 2
Triangle k(x) = (1 − |x|)+
0
0.5
1
-2 -1 0 1 2
Epanechnikov k(x) = 3
4(1 − x2)+
0
0.5
1
-2 -1 0 1 2
Cosine k(x) = π
4 cos
 π
2x

X[−1,1](x)
0
0.5
1
-2 -1 0 1 2
Double exponential k(x) = 1
2e−|x|
0
0.5
1
-2 -1 0 1 2
Gaussian k(x) = 1 √
2πe− x2
2
0
0.5
1
-2 -1 0 1 2
Table 2.1: Some common kernel functions used in density estimation.
2.3.3 Error Measures
At ﬁrst, we suppose that the original density function f is given explicitly. To estimate the
distance between an approximated density function e fh and f, a common way is to use an Lp-
norm, especially the standard L1, L2 and L∞ versions. In KDE, the L2-norm has turned out to
be the most popular choice due to its easy handling attributes and is referred to as integrated
squared error or ISE:
ISE(h) =
Z
R

e fh(x) − f(x)
2
dx.
Nota bene in this setting, the estimator e fh(x) is interpreted as a random variable derived
from the random variables Xi that generate the sample points xi. Thus, the ISE itself is a26 2 The Gaussian Kernel in Statistical Learning Theory
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Figure 2.2: A given density function (top left) has been sampled with 1000 points. KDE
on the sample using the Gaussian kernel results in diﬀerent estimated density functions for
bandwidths h = 1.2 (top right), h = 0.12 (bottom left) and h = 0.012 (bottom right).
(rather complicated) random variable. In order to get a real-valued quantity to describe the
quality of the estimator, that is independent from the number and distribution of sample points,
the expected value is applied to get the mean integrated squared error or MISE:
MISE(h) = E [ISE(h)] = E
Z
R

e fh(x) − f(x)
2
dx

.
Notice further, the mean squared error or MSE can be rewritten in the following way:
MSE(h) = E

e fh − f
2
= E

e fh − E
h
e fh
i
+ E
h
e fh
i
− f
2
= E

e fh − E
h
e fh
i2
+ E

E
h
e fh
i
− f
2
+2 · E
h
e fh · E
h
e fh
i
− e fh · f − E
h
e fh
i
· E
h
e fh
i
+ E
h
e fh
i
· f
i
| {z }
=02.3 Density Estimation with the Gaussian Kernel 27
= Var
h
e fh
i
+ Bias2
h
e fh
i
,
where Bias
h
e fh
i
= E
h
e fh
i
− f. Applying Fubini’s Theorem (see e.g. [4]), the MISE can now
be rewritten as
MISE(h) = E
Z
R

e fh(x) − f(x)
2
dx

=
Z
R
E

e fh(x) − f(x)
2
dx
=
Z
R
Var
h
e fh
i
dx +
Z
R
Bias2
h
e fh
i
dx.
Many bandwidth selection methods seek to ﬁnd the bandwidth ˆ h that minimizes the MISE
of the corresponding estimator. The aspect of oversmoothing and undersmoothing is often
referred to as bias-variance tradeoﬀ in this context. Minimizing the bias, that describes the
mean distance of the estimator to the original density, results in overﬁtting of the data and
thus in a high variance depending on the chosen sample. Minimizing the variance on the other
hand has the eﬀect of oversmoothing and therefore entails a high bias value.
The MISE itself can not be used to determine the optimal bandwidth ˆ h in a straightforward
way, since the dependence on h is rather complex. Instead, an asymptotic MISE or AMISE
is derived via Taylor series expansion and the bandwidth h∗ that minimizes the AMISE is
determined.
For a nonnegative kernel density estimator with a kernel function k satisfying
R
R k(x)dx = 1, R
R x · k(x)dx = 0 and
R
R x2k(x)dx = σ2 > 0 the AMISE is deﬁned by1
AMISE(h) =
R(k)
N · h
+
1
4
σ4h4R
 
f00
, (2.13)
where N is the number of samples, R(g) =
R
R g2(x)dx and f00 is the second derivative of f.
The ﬁrst term represents the asymptotic integrated variance and the second term the asymp-
totic integrated squared bias. The bandwidth h∗ that minimizes equation (2.13) is given by
h∗ =

R(k)
σ4R(f00)N
1/5
. (2.14)
Both equations still depend on the second derivative of the unknown original density f. The
estimation of the term R(f00) is performed in various diﬀerent ways by methods such as biased
cross-validation or solve-the-equation plug-in. For a deeper insights, the reader is again referred
to the excellent survey in [63].
1The density function f is assumed to be diﬀerentiable 3 times, where f
00 is absolutely continuous and f
000 ∈ L2.28 2 The Gaussian Kernel in Statistical Learning Theory
2.4 Gaussian Process Regression
The next topic in statistical learning theory we are going to discuss is Bayesian regression via
Gaussian processes, also known as Gaussian process regression. Extensive studies on Gaussian
process regression can be found in [47], further good resources are [22] and [56]. Regression is
closely related to density estimation. The basic task is the reconstruction of a function from
sampled data. Suppose we are given a dataset D = (X,Y ) with
X = (x1,...,xN) ∈

Rd
N
,
Y = (y1,...,yN) ∈ RN,
where xi are the sampling points and yi the observed scalar output values. The output Y is
supposed to be the result of a function evaluation plus some noise
yi = f(xi) + i.
The task is to ﬁnd a good estimate for the underlying function f. Gaussian process regression
makes some further assumptions about the structure of the function as well as the noise. We
ﬁrst introduce some statistical concepts of Bayesian regression such as likelihood, prior and
posterior distributions in an intuitional way.
2.4.1 Bayesian Estimation
The Bayesian approach uses probability distributions (and their associated density functions,
respectively) as a key concept to specify model attributes. Given the data and a particular
model, the techniques of probability theory are then applied to draw conclusions for instance
about the suitability of the model. We ﬁrst give a quick summary of the whole process before
exploring further details.
Suppose we are given some sampling points X and associated output values Y that shall
be analyzed using a model M with certain hypotheses about its structure. First, we specify
our basic a-priori-assumptions about the general properties of the model and encode this in-
formation in a probability density function p(M). The reconstruction process usually depends
on some functional relation or a set of parameters W and we can thus introduce another prior
density function2 p(W|M) expressing our prior beliefs about the value of the parameters. Once
the data is known, the model should allow us to make predictions about the plausibility of the
output data given the sampling points, the particular parameters and the model hypotheses.
The corresponding density function p(Y |X,W,M) is typically called likelihood. In the next
step, Bayes’ law (that in fact generalizes from probabilities to probability distributions and
densities) is applied in order to get the following posterior density function:
2Nota bene we use the slightly suboptimal, but standard notation of Bayesian estimation, where p(M) is a
diﬀerent function than p(W|M), the actual function thus depending on the names of the variables rather
than the function name itself.2.4 Gaussian Process Regression 29
p(W|Y,X,M)
| {z }
posterior
=
likelihood z }| {
p(Y |X,W,M)·
prior
z }| {
p(W|M)
p(Y |X,M)
| {z }
evidence
. (2.15)
The posterior density function provides an estimate for the value of the parameters W given
the current data and model. The evidence p(Y |X,M) is independent of the weights and
considered a normalizing constant, therefore equation (2.15) is often written as
p(W|Y,X,M) ∝ p(Y |X,W,M) · p(W|M), (2.16)
where a ∝ b reads as “a is proportional to b”.
In case the evidence p(Y |X,M) can be evaluated explicitly, a second step can optionally be
performed. Applying Bayes’ law another time yields
p(M|X,Y ) =
p(Y |X,M) · p(M)
p(Y )
. (2.17)
The posterior density function p(M|X,Y ) allows to draw conclusions about diﬀerent models
M given our current data X, Y .
Whenever a speciﬁc model is considered without questioning the model characteristics, equa-
tion (2.15) reduces to
p(W|Y,X) =
p(Y |X,W) · p(W)
p(Y |X)
. (2.18)
2.4.2 Gaussian Processes
Gaussians processes are the main ingredient to specify the prior assumptions. The basic motive
is the assumption that observations close to each other are correlated in some way. The coupling
is assumed to be due to the covariance matrix of a normal distribution. The formal deﬁnition
is provided below.
Deﬁnition 2.27 (Gaussian process). Let X be an arbitrary index set and g(x), x ∈ X be a
stochastic process, that is a collection of random variables {g(x)|x ∈ X}. Then g(x) is called
Gaussian process, if for any n ∈ N and x1,...,xn ∈ X the random variables g(x1),...,g(xn)
are normally distributed.
In the context of regression, we naturally assume a ﬁnite X = {x1,...,xN} and thus a ﬁnite
vector of random variables g = (g(x1),...,g(xN)). We further denote by µ ∈ RN the mean of
the distribution and by K the covariance matrix, thus g ∼ NN(µ,K). In the standard setting,
µ is chosen as zero and a positive semideﬁnite kernel k(s,t) is used as generating function for
the entries of the covariance matrix Kij = cov[g(xi),g(xj)] = k(xi,xj).
A common choice for the kernel (see e.g. [47], [22]) is the Gaussian covariance kernel
k(x,y) = e−kx−yk2/h2
. (2.19)30 2 The Gaussian Kernel in Statistical Learning Theory
The prior specifying our assumptions about the functional relation between sampling points
and output data can now be formalized in terms of the density function
p(g) =
1
q
(2π)
N |K|
e− 1
2gTK−1g. (2.20)
Considering our standard regression model
yi = g(xi) + i,
we still have to make another a-priori assumption about the noise i, that will allow us to
calculate the likelihood p(Y |X,g). The most common procedure (see [47]) is to assume that
i are independent, identically distributed random variables having Gaussian distribution with
zero mean and variance σ2, formally
i ∼ N
 
0,σ2
.
Apart from being a standard assumption about the noise whenever no particular information
is available, the choice of normally distributed noise is also theoretically beneﬁcial, since all
distributions are thus normal allowing us to derive exact solutions. The likelihood encoding
our assumptions about the noise i = yi − g(xi) is consequently given by the density function
p(Y |X,g) =
N Y
i=1
p(yi|xi,g) =
N Y
i=1
1
√
2πσ
e−(yi−g(xi))2/2σ2
=
1
(2πσ2)
N/2e− 1
2(y−g)T(σ2I)
−1
(y−g),
(2.21)
where y = (y1,...,yN).
We can ﬁnally calculate the posterior density function as
p(g|Y,X) ∝ p(Y |X,g) · p(g)
∝ e− 1
2(y−g)T(σ2I)
−1
(y−g) · e− 1
2gTK−1g.
(2.22)
2.4.3 Maximum-a-posteriori Approximation
Now that we have a posterior distribution, the question arises how to derive inferences from
it. One method to accommodate this is the “maximum-a-posteriori approximation”. The root
idea is to favor the particular choice of prior parameters (in our case the random vector g)
which maximizes the posteriori distribution, formally
gMAP = argmax
g
p(g|Y,X), (2.23)
where gMAP is called maximum-a-posterior estimate. Since the denominator in the posterior
p(g|Y,X) = p(Y |X,g)·p(g)/p(Y |X) does not depend on g, it is justiﬁed to omit the evidence2.4 Gaussian Process Regression 31
p(Y |X) for the purpose of maximization. We therefore have to maximize the right-hand side
of (2.22), which is accomplished by minimizing the negative logarithm of the posterior:
gMAP = argmin
g
(−lnp(g|Y,X)) = argmin
g

1
2σ2 ky − gk
2 +
1
2
gTK−1g

. (2.24)
The existence and representation of a solution of the minimization problem (2.24) is pro-
vided by the Representer Theorem. The classical Representer Theorem was ﬁrst published by
Kimeldorf and Wahba in [40]. We cite a generalized version by Sch¨ olkopf, Herbrich and
Smola [55]:
Theorem 2.28 (Nonparametric Representer Theorem). Let X be a nonempty set, k : X ×X →
R a positive deﬁnite kernel and {x1,...,xN} ⊂ X sampling points with associated output values
{y1,...,yN} ⊂ R. Let further g : [0,∞) → R be a strictly monotonically increasing function,
c :
 
X × R2N → R ∪ {∞} an arbitrary loss function, and Hk the reproducing kernel Hilbert
space for the kernel k with its associated norm k · kk, that, for a function f (·) =
P∞
i=1 βik(·,zi),
is given by
kfk
2
k =
∞ X
i=1
∞ X
j=1
βiβjk(zi,zj).
Then any f ∈ Hk minimizing the regularized risk functional
J(f) = c[(x1,y1,f(x1)),...,(xN,yN,f(xN))] + g(kfkk)
has a ﬁnite representation of the form
f (·) =
N X
i=1
αik(·,xi).
The loss function c basically measures the quality of the prediction function f on the sample
points xi given the observed output yi; it therefore satisﬁes c[(x1,y1,y1),...,(xN,yN,yN)] = 0
for any xi ∈ X and yi ∈ R and usually takes only nonnegative values.
The Representer Theorem allows to express the solution in terms of a ﬁnite sum of expansions
about the sampling points xi. The proof and a semiparametric variant can be found in [55].
For our minimization problem (2.24), the solution vector αMAP = (α1,...,αN) can actually
be written (see e.g. [47]) as
αMAP =
 
K + σ2I
−1 y. (2.25)
2.4.4 Iterative Solution of the Linear System
For large N, equation (2.25) is not solved by direct matrix inversion requiring O(N3) opera-
tions, but rather by iterative methods such as conjugate gradients (CG) or generalized minimal
residual (GMRES) [61], [26].
The CG and GMRES both belong to the class of Krylov subspace methods to solve gen-
eral N-dimensional linear equations Av = b for given A ∈ RN×N, b ∈ RN and unknown32 2 The Gaussian Kernel in Statistical Learning Theory
v ∈ RN. Starting with an initial vector v0, an iterative process generates new vectors vk ∈
span

b,Ab,...,Ak−1b
	
converging towards the exact solution and theoretically reaching it af-
ter at most N steps (in practice, roundoﬀ errors might prevent this). While the CG method
only works with symmetric positive deﬁnite matrices, the GMRES method can handle arbitrary
non-singular matrices. The crucial fact for our purpose is that the most time-consuming step
in the iteration process requires a matrix-vector multiplication.
In our case, the multiplication to be carried out, is given by
e vk+1 =
 
K + σ2I

e vk = Ke vk + σ2e vk. (2.26)
Remember K is the covariance matrix, and in case the Gaussian kernel k(x,y) = e−kx−yk2/h2
is chosen as generating function, the matrix-vector multiplication Ke vk turns out to be the
discrete Gauss Transform:
e vk+1(j) =
N X
i=1
e vk(i) · e−kxi−xjk2/h2
+ σ2e vk(j), j = 1,...,N. (2.27)
Notice in this context, the Gauss transform is carried out in each step of the iteration with
the same Gaussian matrix K, but diﬀerent weight vector e vk. Furthermore, since the Gaussian
kernel is positive deﬁnite, we can apply the CG method that is simpler and faster than the
GMRES method. In the whole regression process the solution of the linear system (2.25) is the
most time-consuming step, therefore algorithms to speed up the Gauss transform are of great
practical importance.
2.5 Regularized Least-Squares Classiﬁcation
The ﬁnal application in statistical learning theory we are going to present is a common type of
binary classiﬁcation called regularized least-squares classiﬁcation. The task of classiﬁcation is
in general closely related to regression. As a matter of fact the methods for Gaussian process
regression illustrated above can be transformed to methods for Gaussian process classiﬁcation
using techniques such as logistic regression or probit regression [47]. We focus on regularized
least-squares classiﬁcation (RLSC), as it directly leads to a scenario where the Gauss transform
can be applied. Deeper insights on the topic of RLSC can be found in [51] and [50].
In binary classiﬁcation, we are given a dataset D = (X,Y ) with
X = (x1,...,xN) ∈

Rd
N
,
Y = (y1,...,yN) ∈ {0,1}
N ,
where xi are the sampling points and yi the observed binary output values. As in the case of
regression, the output Y is supposed to be the result of a function evaluation plus some noise
yi = f(xi) + i, (2.28)
where we wish to ﬁnd a good estimate for f.2.5 Regularized Least-Squares Classiﬁcation 33
We now assume explicitly that the target function f in (2.28) is an element of the RKHS H
with the associated reproducing kernel k. In this context, the Hilbert space should be thought
of as a space of functions with a certain degree of smoothness, for instance square integrable
functions with square integrable derivatives up to a certain order. The associated norm k·kk
of the Hilbert space would then be a linear combination of the L2-norm of the function and its
derivatives.
The naive problem we would like to solve can now be written as a minimization problem
min
f∈H
1
N
N X
i=1
V (yi,f(xi)), (2.29)
where V : R×R → R is some error measure for the distance between the predicted outputs f(xi)
and the measured outputs yi. As we already discussed in context of density estimation, this
precise minimization problem is ill-deﬁned and it does not take into account the measurement
errors i. A popular approach to tackle this problem is referred to as Tikhonov regularization,
which can be formalized in the following modiﬁed minimization task:
min
f∈H
1
N
N X
i=1
V (yi,f(xi)) + λkfk
2
k (2.30)
The regularization term λkfk
2
k provides a measure for the smoothness of the function f,
the regularization parameter λ controls the tradeoﬀ between the accuracy and the smoothness
of the solution. The choice of the scalar λ > 0 is a matter of intense discussions and various
approaches, a good overview can be found in [39] for instance.
The choice of the error cost function V leads to diﬀerent learning schemes. The hinge loss
function V (y,f(x)) = (1 − y · f(x))+ leads to the widespread theory of support vector machines
[15], while the square loss function V (y,f(x)) = (y − f(x))
2 gives rise to least-squares methods,
in this case the regularized least-squares classiﬁcation.
While the support vector machine approach requires the solution of a convex optimization
problem, the regularized least-squares classiﬁcation can be reduced to the solution of a linear
equation system by means of the Representer Theorem (2.28). When choosing the square loss
function, the Representer Theorem guarantees the existence of a unique solution fmin of the
minimization problem (2.30) that can be expressed as
fmin (x) =
N X
i=1
αik(x,xi). (2.31)
We can therefore rewrite (2.30) as
minJ(α) = min
α∈RN
1
N
(y − Kα)T(y − Kα) + λαTKα, (2.32)
where y = (y1,...,yN), α = (α1,...,αN) and Kij = (k(xi,xj))i,j=1,...,N. Since the above
expression is a convex and diﬀerentiable function, we can calculate its minimum by ﬁnding the
root of the derivative with respect to α:34 2 The Gaussian Kernel in Statistical Learning Theory
∇J(α) =
2
N
(y − Kα)T(−K) + 2λKα = 2

−
1
N
Ky +
1
N
K2α + λKα

.
Choosing the Gaussian kernel, the kernel matrix K is positive deﬁnite and in particular
nonsingular, thus the minimum can be found be solving the following linear system:
(K + λN · I)α = y. (2.33)
We ﬁnally have a linear system with the Gaussian kernel matrix, that can be solved in the
same way as (2.25) in the case of Gaussian Process regression, for instance using the method
of conjugate gradients.
We conclude our discussion on the applications that beneﬁt from fast algorithms for the
Gauss transform. In the next chapter, we present the basic theoretical principles that are
necessary to understand the approximation algorithms that will be introduced in chapter 4.3 Theoretical Preliminaries and Algorithmic
Approaches
The purpose of this chapter is to introduce the theoretical and methodological basics required
for the approximation algorithms presented in the subsequent chapter, which lead to the speed-
ups of the Gauss Transform. In order to ﬁnd diﬀerent representations of the discrete Gauss
Transform, that are crucial for fast approximate evaluations, we require the Taylor expansion for
multivariate functions as well as multi-dimensional Hermite polynomials. These are presented
in the next two sections. In the ﬁrst section, we will basically follow chapter 1.6 of [34].
3.1 Taylor Expansion for Functions of Several Variables
In order to present an economic formulation of the multivariate Taylor expansion we make use
of the multi-index notation. A multi-index is – loosely spoken – the canonical generalization
of an index to multiple dimensions, thus, a tuple of nonnegative integers. In order to deal with
more complex terms involving multi-indices, we give a precise deﬁnition.
Deﬁnition 3.1 (Multi-index). Let d ≥ 1 be an arbitrary, but ﬁxed integer. Let α1,...,αd
be nonnegative integers. Then α = (α1,...,αd) is called a multi-index. Let further x =
(x1,...,xd) ∈ Rd and ∂i be the partial derivative with respect to the ith coordinate in Rd. For
any multi-index α ∈ Nd we deﬁne:
|α| := α1 + ... + αd
α! := α1! · ... · αd!
xα := x
α1
1 · ... · x
αd
d
∇α := ∂
α1
1 · ... · ∂
αd
d
We write α > p for an integer p, if αi > p for all i = 1,...,d.
Now let Ω be an open subset of Rd and Cp(Ω,R) the class of p-times diﬀerentiable functions
from Ω to R. Then Taylor’s theorem can be put as:
Theorem 3.2 (Multivariate Taylor expansion). Let f ∈ Cp+1(Ω,R) and x,x∗ ∈ Ω be two
points, such that δx + (1 − δ)x∗ ∈ Ω for any δ ∈ [0,1]. Then the pth-order Taylor expansion
around point x∗ is given by
f(x) =
X
|α|≤p
1
α!
(x − x∗)
α · ∇αf(x∗) + Rp+1(x,x∗),
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where the Lagrange remainder Rp+1(x,x∗) can be written as
Rp+1(x,x∗) =
X
|α|=p+1
1
α!
(x − x∗)
α · ∇αf(x∗ + θ(x − x∗))
with some θ ∈ (0,1).
The following Lemma is useful for switching between multi-index and vectorial notation.
Lemma 3.3. Let u = (u1,...,ud),v = (v1,...,vd) ∈ Rd and u · v be the scalar product of u
and v. Then (u · v)n can be rewritten as
(u · v)n =
X
|α|=n
n!
α!
uαvα. (3.1)
Proof. Let f(x) =
Pd
i=1 xi
n
where x = (x1,...,xd) ∈ Rd. For any k1,k2 ∈ {1,2,...,d}
∂k1f(x) = n
Pd
i=1 xi
n−1
, ∂k1∂k2f(x) = n(n − 1)
Pd
i=1 xi
n−2
, ... and therefore,
∇αf(0) = 0 for all |α| < n,
∇αf(0) = n! for all |α| = n,
∇αf(x) = 0 for all |α| > n.
Hence, nth-order Taylor expansion of f(x) around 0 yields
f(x) =
X
|α|<n
1
α!
xα · ∇αf(0)
| {z }
=0
+
X
|α|=n
1
α!
xα · n! + Rn+1(x,0)
| {z }
=0
.
Letting x = (u1v1,...,udvd) implies the desired result.
2
Using Lemma (3.3) with u = x − x∗ and v = ∇y we get a slightly diﬀerent formulation of
the Taylor expansion in a vectorial form.
Corollary 3.4 (Multivariate Taylor expansion, vectorial form). Let f ∈ Cp+1(Ω,R) and
x,x∗ ∈ Ω be two points, such that δx + (1 − δ)x∗ ∈ Ω for any δ ∈ [0,1]. Then the pth-order
Taylor expansion around point x∗ can be formulated as
f(x) =
p X
n=0

1
n!
((x − x∗) · ∇y)
n f(y)

y=x∗
+ Rp+1(x,x∗),
where the Lagrange remainder Rp+1(x,x∗) can be written as
Rp+1(x,x∗) =

1
(p + 1)!
((x − x∗) · ∇y)
p+1 f(y)

y=x∗+θ(x−x∗)3.2 Hermite Polynomials and Hermite Functions 37
with some θ ∈ (0,1).
3.2 Hermite Polynomials and Hermite Functions
Hermite functions are – besides Taylor expansions – another key ingredient of fast approxi-
mation algorithms for the Gauss Transform. Since the Hermite functions derive from Hermite
polynomials, we ﬁrst start our considerations with a short outline on orthogonal polynomi-
als. Deﬁnitions and Theorems are presented as in [14]. A good reference for numerical and
computational issues concerning orthogonal polynomials can be found in [20].
Deﬁnition 3.5 (Orthogonal polynomial sequence). Let w be a function that is non-negative
and Lebesgue-integrable on an interval (a,b), where a ∈ [−∞,∞), b ∈ (−∞,∞]. Let further be
Z b
a
w(x)dx > 0
and in case that (a,b) is unbounded, let all moments
µn =
Z b
a
xnw(x)dx, n = 0,1,2,...
be ﬁnite. A sequence of polynomials {Pn(x)}
∞
n=0, Pn(x) of degree n, that satisﬁes
Z b
a
Pm(x)Pn(x)w(x)dx = 0 for all m 6= n
is then called an orthogonal polynomial sequence with respect to the weight function w on the
interval (a,b).
We will also refer to an orthogonal polynomial sequence simply as“orthogonal polynomials”.
One of many interesting properties is the existence of a recurrence relation, that is particularly
relevant for our purpose, since it allows fast function evaluations.
Theorem 3.6 (Recurrence Formula). For any monic orthogonal polynomial sequence {Pn(x)}
there exist (complex) constants cn and λn 6= 0 such that
Pn+1(x) = (x − cn)Pn(x) − λnPn−1(x), n = 0,1,2,...,
where we deﬁne P−1(x) = 0.
Let us now introduce the 1-dimensional Hermite polynomials. A concise representation can
be given by the following formula, that we take as the deﬁnition.
Deﬁnition 3.7 (1-dimensional Hermite polynomials Hn).
Hn(x) = (−1)nex2 dn
dxne−x2
, x ∈ R. (3.2)38 3 Theoretical Preliminaries and Algorithmic Approaches
The expression is also called a Rodrigues’ type formula, since a similar, but more general
formula was published by Rodrigues in [53]. The ﬁrst six Hermite polynomials are presented
in Figure 3.1.
H0(x) = 1
H1(x) = 2x
H2(x) = 4x2 − 2
H3(x) = 8x3 − 12x
H4(x) = 16x4 − 48x2 + 12
H5(x) = 32x5 − 160x3 + 120x
-40
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Figure 3.1: The ﬁrst six Hermite polynomials.
Next we discuss some global properties of Hermite polynomials.
Theorem 3.8 (Properties of Hermite polynomials). For the 1-dimensional Hermite polynomi-
als the following equations hold:
(i) Generating function:
e2yx−y2
=
∞ X
n=0
Hn(x)
yn
n!
(ii) Recurrence formula:
Hn+1(x) = 2xHn(x) − 2nHn−1(x)
(iii) Orthogonality: Z ∞
−∞
Hm(x)Hn(x)e−x2
dx = 2nn!
√
π · δnm
Proof. Ad (i): First rewrite the left side as
e2yx−y2
= ex2−x2+2yx−y2
= ex2
e−(x−y)2
.
A Taylor expansion of f(x) = e−(x−y)2
around x∗ = x + y then yields
e2yx−y2
= ex2
∞ X
n=0
(−y)n
n!
dn
dxne−x2
=
∞ X
n=0
Hn(x)
yn
n!
.
Ad (ii): We prove the assumption via simultaneous induction for two equations:
Hn+1(x) = 2xHn(x) − 2nHn−1(x) (3.3)3.2 Hermite Polynomials and Hermite Functions 39
d
dx
Hn+1(x) = 2(n + 1)Hn(x) (3.4)
for all n = 0,1,2,..., where we deﬁne H−1(x) = 0.
For n = 0 and n = 1 the equations follow immediately since H2 = 4x2 − 2, H1 = 2x and
H0 = 1. Now let N ≥ 2 and let equations (3.3) and (3.4) hold for any n < N. We then have
HN+1(x) = (−1)N+1ex2 dN+1
dxN+1e−x2
=
= (−1) · ex2 d
dx

e−x2
· (−1)Nex2 dN
dxN e−x2
| {z }
=HN(x)

=
= (−1) · ex2

−2x · e−x2
· HN(x) + e−x2
·
d
dx
HN(x)

=
= 2x · HN(x) −
d
dx
HN(x) =
= 2x · HN(x) − 2N · HN−1(x),
where the last step results from the induction hypothesis for n = N − 1. We now take the
derivative to get
d
dx
HN+1(x) =
d
dx
h
2x · HN(x) − 2N · HN−1(x)
i
=
= 2 · HN(x) + 2x · 2N · HN−1(x) − 2N · 2(N − 1)HN−2(x) =
= 2 · HN(x) + 2N ·

2x · HN−1(x) − 2(N − 1)HN−2(x)

| {z }
=HN(x)
=
= 2(N + 1)HN(x).
Ad (iii): Let for any m, n with 0 ≤ m ≤ n
Imn =
Z ∞
−∞
xmHn(x)e−x2
dx = (−1)n
Z ∞
−∞
xm dn
dxne−x2
dx.
By means of partial integration we can rewrite
(−1)nImn =

xm dn−1
dxn−1e−x2
∞
−∞ | {z }
=0
−m
Z ∞
−∞
xm−1 dn−1
dxn−1e−x2
dx,
where the ﬁrst term vanishes since limx→±∞

p(x) · e−x2
= 0 for any polynomial p(x). Re-
peated partial integration yields after m steps
(−1)nImn = (−1)mm!
Z ∞
−∞
dn−m
dxn−me−x2
dx.40 3 Theoretical Preliminaries and Algorithmic Approaches
Now consider the case where m < n. Another integration results in
(−1)nImn = (−1)mm!

dn−m−1
dxn−m−1e−x2
∞
−∞
= 0 (m < n). (3.5)
However in case that m = n we have
Inn = n!
Z ∞
−∞
e−x2
dx = n!
√
π. (3.6)
Equation (3.5) and the linearity of Lebesgue integration result in
Z ∞
−∞
Hm(x)Hn(x)e−x2
dx = 0 (m < n).
Finally, due to equations (3.5) and (3.6) we have
Z ∞
−∞
Hn(x)Hn(x)e−x2
dx = cn · n!
√
π,
where cn is the leading coeﬃcient of Hn(x). However from the recurrence formula, it is easily
seen that cn = 2n.
2
Having introduced the most important properties of Hermite polynomials, we can now turn
to the closely related Hermite functions hn(x).
Deﬁnition 3.9 (1-dimensional Hermite functions hn).
hn(x) = e−x2
Hn(x) = (−1)n dn
dxne−x2
, x ∈ R. (3.7)
Theorem 3.10 (Properties of Hermite functions). For the 1-dimensional Hermite functions
the following relations hold:
(i) Generating function:
e−(x−y)2
=
∞ X
n=0
hn(x)
yn
n!
(ii) Recurrence formula:
hn+1(x) = 2xhn(x) − 2nhn−1(x)
(iii) Inequality by Sz´ asz:
|hn(x)| ≤
√
2nn! · e−x2/2
The ﬁrst two equations emanate directly from the analogous results for the Hermite polyno-
mials, while the inequality is proven in [62]. We ﬁnally present the generalization of the main
results to d dimensions.3.3 The Fast Multipole Method 41
Deﬁnition 3.11 (d-dimensional Hermite polynomials Hα and Hermite functions hα).
Let x ∈ Rd and α = (α1,...,αd). Then deﬁne
Hα(x) = Hα1(x1) · ... · Hαd(xd) = (−1)|α| · ekxk2
· ∇α
xe−kxk2
; (3.8)
hα(x) = hα1(x1) · ... · hαd(xd) = (−1)|α| · ∇α
xe−kxk2
. (3.9)
Theorem 3.12 (Properties of d-dimensional Hermite functions). Let x,y ∈ Rd and α =
(α1,...,αd). Then the following relations for d-dimensional Hermite functions hold:
(i) Generating function:
e−kx−yk2
=
X
α≥0
yα
α!
hα(x) (3.10)
(ii) Inequality by Sz´ asz:
|hα(x)| ≤
p
2|α|α! · e−kxk2/2 (3.11)
The ﬁrst equation follows from a single application of the multivariate Taylor expansion
(3.2) on the function f(z) = e−kzk2
, while the generalized inequality directly results from the
deﬁnition of d-dimensional Hermite functions.
3.3 The Fast Multipole Method
The fast multipole method (FMM) is an approximation technique to speed up the multiple
evaluation of a function f : Rd → R of the form
f(t) =
N X
i=1
wi · k(t,si) (3.12)
at several points t = tj, j = 1,...,M. We call
￿ k : Rd × Rd → R the kernel function,
￿ tj ∈ Rd, j = 1,...,M the targets,
￿ si ∈ Rd, i = 1,...,N the sources,
￿ wi ∈ R, i = 1,...,N the (source) weights.
The fast multipole method was developed by Greengard and Rokhlin [27] in the context
of particle simulations and has since then spread in many areas, e.g. the evaluation of gravita-
tional or electrostatic potentials and ﬁelds in physics or density estimation in probability theory.
In physical simulations the targets as well as the sources often represent certain particles and
hence are the same objects. In this case it is also common to speak of N-body problems. In
data mining the sources could be existing objects of a database with known qualiﬁers, while
the targets are new input to be qualiﬁed by comparison with the values of the sources.
In most applications, the number of targets M approximately equals the number of sources
N. For runtime analysis we therefore assume M = O(N) in our further discussion. The42 3 Theoretical Preliminaries and Algorithmic Approaches
FMM allows to reduce the complexity from O(N2) to O(N). Sometimes a simpler variant with
O(N logN) costs is preferable. In fact, the fast multipole method does not resemble a formula
that can be applied to diﬀerent problems in a straightforward way, but rather comprises a
collection of useful techniques that must be adapted to the particular framework. For further
reference, the reader should consult [31], [6] and [36], which however address the topic in rather
discriminative approaches. Our discussion essentially follows [36].
We ﬁrst give a sketch of the fundamental structure of the most general variant, that is also
referred to as multilevel FMM (as opposed to singlelevel FMM). Three basic techniques are
utilized:
￿ Expansion of the kernel function.
￿ Hierarchical space partitioning.
￿ Translation operators.
At ﬁrst, we seek a new representation of the kernel function, for instance a Taylor expansion
that allows to approximate the function locally. The purpose of this expansion is to break the
entanglement of sources and targets that is responsible for the complexity O(N2), and ﬁnd
a way to calculate the inﬂuence of sources and targets separately. This step usually involves
inﬁnite series approximations, hence truncation and local error bounds.
Next, a (hierarchical) space partitioning scheme for the data (the source and target points)
is established. This can either be a simple uniform grid that is hierarchically reﬁned or a more
complex tree structure speciﬁcally adapted to the inherent distribution of the data. The choice
of the partitioning scheme crucially depends on the error bounds of the series approximations,
and therefore on the decay properties of the kernel. If sources and targets reside in strictly
separated regions, two diﬀerent data structures can be applied. The truncation parameters
and error bounds are adjusted to the current space partitioning scheme and, starting at the
top level of the hierarchical structure, we descend to ﬁnd the optimal level to evaluate the
particular expansion.
The use of translation operators ﬁnally allows to shift local results obtained by evaluations at
a certain level to upper and lower levels, respectively. Later on we will see that this technique
allows to reduce the complexity from O(N logN) to O(N).
The singlelevel FMM does not utilize a hierarchical, but a “ﬂat” structure. Thus all expan-
sions are carried out at a single level, and no translation operators are required.
A key aspect in the acceleration process is the careful selection and harmonization of the
three main concepts; an elaborate series expansion might only result in great performance
in combination with an appropriate partitioning scheme, while the translation operators can
increase the eﬃciency crucially in particular scenarios.
We are now going to discuss the FMM techniques in detail considering the physical example
of the electrostatic potential due to a number of point charges. Our excursus will basically
follow [36], while the mathematical details can be found in [28].
The electrostatic potential at a point t ∈ R3 generated by N charges wi located at points
si ∈ R3 (i = 1,...,N) is given by3.3 The Fast Multipole Method 43
f(t) =
N X
i=1
wi
1
kt − sik
. (3.13)
The ﬁrst task is to ﬁnd a suitable expansion of the corresponding kernel function kpot(t,s) =
1
kt−sk.
3.3.1 Expansion of the kernel function
Let us ﬁrst examine the trivial case of an arbitrary degenerate or separable kernel function
k : Rd × Rd → R, that means
k(t,s) =
p X
n=1
Φn(t) · Ψn(s) (3.14)
for some integer p  N and appropriate functions Φn,Ψn : Rd → R. Then the fast multipole
equation (3.12) can be rewritten as
f(t) =
N X
i=1
wi ·
p X
n=1
Φn(t) · Ψn(si) =
p X
n=1
 
N X
i=1
wi · Ψn(si)
!
Φn(t), (3.15)
thus the sources and targets are decoupled and the total workload directly reduces to O(pN).
In practice of course, most kernel functions will not be exactly or even approximately degen-
erate for all values of s and t. We therefore usually seek to ﬁnd approximations that hold for
certain regions. In the literature, the terms near-ﬁeld and far-ﬁeld expansions have emerged.
While near-ﬁeld (also local, inner or regular) expansions are valid for sources and targets close
to each other, far-ﬁeld (also multipole, outer or singular) expansions are valid only for sources
and targets far away from each other. The expression“multipole”, that gives rise to the naming
of the FMM, shall be explained soon in this context.
In case of our electrostatic potential, the kernel function is naturally separable when trans-
formed to spherical coordinates. In fact, we can express the kernel as an inﬁnite series,
kpot(t,s) =
1
ktk
∞ X
n=0
Pn(cosθ)

ksk
ktk
n
, (3.16)
where θ is the angle between the two points s and t and Pn(·) are the Legendre polynomials
of degree n, that are orthogonal polynomials on the interval [−1,1] and can be deﬁned via
Rodrigues’ formula
Pn(u) =
1
2nn!
∂n
∂un
 
u2 − 1
n
(3.17)
as well as explicitly:
Pn(u) =
1
2n
bn/2c X
r=0
(−1)r

n
r

2n − 2r
n

un−2r. (3.18)44 3 Theoretical Preliminaries and Algorithmic Approaches
The series expansion (3.16) is only convergent for
ksk
ktk < 1 and is referred to as a multipole
expansion. The reason of this nomenclature lies in the physical background of this particular
example. For a given set of charges wi residing in a small region around the origin, the
electrostatic potential at a point t far away from this region can be approximated by only
taking into account the ﬁrst term of (3.16) yielding
f(t) ≈
1
ktk
N X
i=1
wi, (3.19)
that is referred to as the ﬁeld due to the monopole moment of the charges wi. If the sum of
the charges cancels out, only the second term of the series is considered, which results in
f(t) ≈
1
ktk
2
N X
i=1
wi cosθi ksik, (3.20)
known as the ﬁeld due to the dipole moment of the wi. Consequently, the complete series
expansion is referred to as multipole expansion.
Eventually, equation (3.16) does not quite solve our problem since t and s are still entan-
gled in cosθ. However a result from the theory of spherical harmonics gives us the desired
representation.
Theorem 3.13 (Addition Theorem for Legendre Polynomials). Let s,t ∈ R3 and θ be the
angle between the vectors s and t. Then
Pn(cosθ) =
n X
m=−n
Y −m
n (s) · Y m
n (t). (3.21)
Here, Y m
n are the spherical harmonics (with omitted normalization) deﬁned via the relation
Y m
n (z) = (−1)m
s
(n − |m|)!
(n + |m|)!
P|m|
n (cosθz) · eimφz, (3.22)
where θz and φz denote the polar and azimuthal angle of z, respectively, and i denotes the
imaginary unit. Furthermore, Pm
n (u) are the associated Legendre polynomials deﬁned for
n ≥ 0, m ≥ 0 by
Pm
n (u) = (−1)m  
1 − u2m/2 ∂m
∂umPn(u). (3.23)
Usually, the spherical harmonics are deﬁned as functions of the two angles (of spherical
coordinates), since they do not depend on the distance from the origin. We use the above
notation for convenience only. We now have all necessary results to present the ﬁnal multipole
expansion separating the source and target points.
Theorem 3.14 (Multipole Expansion for Potential Problem). Let N charges wi be located at
source points si ∈ R3 (i = 1,...,N) situated in a sphere with radius ksk. Then for any target3.3 The Fast Multipole Method 45
point t outside the sphere (ktk > ksk) the electrostatic potential f(t) is given by
f(t) =
∞ X
n=0
n X
m=−n
Mm
n ·
Y m
n (t)
ktk
n+1, (3.24)
where the moments Mm
n are given by
Mm
n =
N X
i=1
wi · ksik
n · Y −m
n (si). (3.25)
Approximating the inﬁnite series in (3.24) with the ﬁrst p terms
e fp(t) =
p−1 X
n=0
n X
m=−n
Mm
n ·
Y m
n (t)
ktk
n+1 (3.26)
yields the following error bound:
 
f(t) − e fp(t)
 
 ≤
 
N X
i=1
|wi|
!
·
1
ktk − ksk

ksk
ktk
p
. (3.27)
To understand the basic approach of the evaluation, let us suppose we are given the same
situation as in theorem (3.14), that is a set of N sources enclosed in a sphere and an arbi-
trary target point far outside. This allows us to choose a reasonably small cutoﬀ parameter
p according to (3.27) to meet the desired local error bound. Now, the moments Mm
n can be
pre-calculated using some eﬃcient recurrence scheme for the involved spherical harmonics in
O(pN) time. Afterwards, the approximation (3.26) can be calculated for the given target point
in O(p) time.
In order to accomplish this evaluation method for diﬀerent combinations of source and target
points, a hierarchical space partitioning is applied with the eﬀect of grouping (or clustering)
sources as well as targets. The according data structures and the exact procedure are described
next.
3.3.2 Hierarchical space partitioning and an O(N logN) algorithm
In order to present the use of space partitioning in context of fast multipole methods, we ﬁrst
restrict our consideration to a simple uniform partitioning method. We therefore assume all
sources and targets to be situated in a hypercube, that is then successively bisected along each
dimension. The resulting smaller hypercubes are also referred to as boxes. The induced tree
structure is a binary tree in 1D, a quadtree in 2 dimensions (Fig. 3.2), and generally a 2d-tree
in d dimensions.
Notice that the uniform space partitioning has some advantages as opposed to more complex
structures. It beneﬁts from a simple implementation and allows fast distance calculations
between boxes as well as easy integration of new points. Therefore, it is a good choice in low
dimensions and for uniformly distributed data.
In practice however, more advanced approaches are used. A simple improvement can be46 3 Theoretical Preliminaries and Algorithmic Approaches
Level 0 Level 1 Level 2
Figure 3.2: Hierarchical uniform partitioning in the 2-dimensional case.
made by adaptively reﬁning the tree; naturally, a box containing only a single point (or no
points at all) does not require to be divided any further. Besides, the boxes can be shrunk
to the minimum size that is necessary to include all points. The purpose of this idea is to
optimize the bounds for distance calculations. Finally, for high-dimensional data, a tree with
2d children per node is not feasible at all. Therefore, usually binary trees are used with diverse
and sophisticated rules to split its nodes. A detailed discussion of these tree structures will be
presented in the next chapter in context of the particular approximation algorithms.
For now we return to the uniform partitioning scheme that is most suitable to explain the
basic procedure of the hierarchical FMM. The fundamental idea is to successively visit each level
of the hierarchy, and check for pairs of boxes that are suﬃciently far to perform the multipole
expansion between the sources in the one and targets in the other box. In this context, we
refer to boxes as “source boxes” and “target boxes”, respectively, depending on what role they
are playing currently. For boxes that are to close to each other, we proceed onto the next level
and restart the process with the smaller boxes. This operation continues until the lowest level
has been reached, where the interaction of sources and targets, that has been ignored so far, is
ﬁnally calculated directly. An extract of this procedure is shown in Fig. 3.3.
Let us now return to the previous potential problem and describe the details of the evaluation
of the multipole expansion in context of our uniform space partitioning scheme. Remember, for
some sources enclosed in a sphere centered at the origin with radius ksk and a target t outside
the sphere, we have to determine a cutoﬀ parameter p to undercut the given local error bound
 with the estimation

 f(t) − e fp(t)

  ≤
W
ktk − ksk

ksk
ktk
p
< ,
where W =
PN
i=1 |wi| is the sum of the given charges.
Considering a speciﬁc source box with side length l, we let the geometric center of the box
be the origin of our new coordinate system. Consequently, all sources lie in a sphere with a
radius equaling the space diagonal of the box, thus ksk = l
2
√
d, where d is the dimension. We
further introduce an integer parameter z referring to the distance of target boxes we take into
account for a given source box. While for z = 0, all boxes except the source box itself are
considered, for z = 1 all boxes except adjacent boxes are considered (as done in Fig. 3.3), and
so on. For a ﬁxed integer z, the distance of a corresponding target t from the center of the
source box can thus be bounded by ktk ≥ 2z+1
2 l. We can ﬁnally give the following estimate for
the approximation error3.3 The Fast Multipole Method 47
Figure 3.3: Descending from level 1 to level 3, each diagram shows the currently considered
source box (blue) and its interacting target boxes (light blue). Neighboring target boxes as well
as target boxes already considered are ignored (white).

 f(t) − e fp(t)

  ≤
2W

2z + 1 −
√
d

· l
  √
d
2z + 1
!p
. (3.28)
Requiring this estimate to be smaller than  and solving for p yields the bound
p >

log
2W

2z + 1 −
√
d

· l
− log


,
log
2z + 1
√
d
. (3.29)
For a given level of the data structure hierarchy with a ﬁxed box side length l, we can now
adapt the parameters z and p using the estimation (3.29) to match the desired local error
bound.
Even though we left out some details about combining local error bounds to global ones, the
basic concept of the hierarchical FMM procedure should be quite clear by now. However, notice
that the current form of the algorithm only allows a runtime bound of O(N logN), roughly.
This results from the following consideration. The workload for performing the multipole
expansion for a single source box b is O(p2Nb), where Nb is the number of sources in b. The48 3 Theoretical Preliminaries and Algorithmic Approaches
factor of p2 is due to the double sum in e fp(t) =
Pp−1
n=0
Pn
m=−n Mm
n ·
Y m
n (t)
ktkn+1. Adding up all box
calculations for a single level takes up costs of O(p2N). The number of levels approximately
equals log2d N, therefore the total costs add up to O(p2N logN).
A supplemental technique is required to reduce the costs to O(N). Notice that in the
approach described as yet, every single point must be visited on each level in order to calculate
the moments for the diﬀerent source boxes and to evaluate the series expansions at the diﬀerent
target points. So-called “translation operators” will allow us to shift partial results between
levels with the eﬀect that only each box must be processed on each level. This ﬁnally results
in net costs of O(1 + 2d + 4d + ... + N) = O(N).
3.3.3 Translation operators and an O(N) algorithm
Let us ﬁrst analyze in detail which work steps must be accelerated speciﬁcally. First, the
calculation of the moments for each box utilizing all inner points on each level can be avoided
by translating moments from lower levels (ﬁner scales) to higher levels (coarser scales). More
precisely, we develop a translation operator that – for a certain parent node – combines the
moments of all children to the moments of that node. Next, we seek to speed up the evaluation of
the multipole expansions at the target points. For this purpose, instead of evaluating expansions
of diﬀerent source boxes at the same target box right away, we combine the contributions so
that only one evaluation per target is required. Two new translation operators will serve us to
this end. The ﬁrst one shifts several expansions to a new common center, more precisely the
target box center. The second operator transfers expansions centered at a given target box to
its children, thus allowing to shift evaluations between tree levels.
Summarizing these observations, we require the following operators:
￿ Multipole-translation operator: An operator allowing to shift moment calculations from
children nodes to their parent node.
￿ Multipole-to-local operator: An operator allowing to transfer expansions of multiple source
boxes to a new center.
￿ Local-translation operator: An operator allowing to shift expansions from a given target
box to its children boxes.
Once we have constructed these operators, the fully featured fast multipole method can be
carried out in four basic steps:
1. Calculate the moments for all boxes on the lowest tree level.
2. In a bottom-up pass, use the multipole-translation operator to calculate moments on the
next upper level iteratively until the top level (tree root) is reached.
3. The top-down pass beginning at the root consists of two parts per level: ﬁrst, for each
target box use the multipole-to-local operator to transfer expansions from interacting
(suﬃciently far) source boxes to the particular target box center. Thereafter, use the
local-translation operator to shift the expansions from each target box to its children on
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4. When the bottom level is reached, evaluate the multipole expansions at each single target
point and add the contributions of remaining near neighbor source points directly.
The ﬁrst and the last step obviously require O(N) time each. If we are able to perform
the evaluation of the translation operators in constant time, the bottom-up and top-down pass
each can be carried out in O(1 + 2d + 4d + ... + N) = O(N), resulting in the desired O(N)
algorithm.
We again return to the potential example and show how to deﬁne the respective operators.
Multipole-translation operator
The multipole-translation operator is supposed to allow the calculation of moments of a source
box at a coarse scale by means of the moments of its children at the ﬁner scale. We start with
the multipole expansion of a child box centered at the origin
f(t) =
∞ X
n=0
n X
m=−n
Mm
n ·
Y m
n (t)
ktk
n+1. (3.30)
This can now be transferred to the center of the parent box z resulting in the expansion
ˆ f(t) =
∞ X
n=0
n X
m=−n
ˆ Mm
n ·
Y m
n (t − z)
kt − zk
n+1, (3.31)
where the new moments can be expressed as
ˆ Mm
n =
n X
j=0
j X
k=−j
Mm−k
n−j
i|m|
i|k|i|m−k|
Ak
jAm−k
n−j
Am
n
kzk
j Y k
j (z), (3.32)
and Am
n is given by
Am
n =
(−1)n
p
(n − m)! · (n + m)!
. (3.33)
The associated error bound for the approximation with p terms is given by

 f(t) − ˆ fp(t)

  ≤
W
kt − zk − ksk − kzk

ksk + kzk
kt − zk
p
, (3.34)
which is less sharp than the original bound. The workload for calculating a new set of moments
adds up to O(p4), since each of the p2 moments is evaluating using a sum with another p2 terms.
Multipole-to-local operator
We now require an operator for shifting an multipole expansion for an arbitrary target t and
an interacting source box to the target box center z. To this end, we assume the radius ksk
of the source box to be sensibly smaller than kzk, more precisely we postulate the existence of
some constant c > 1 with (c+1)·ksk < kzk, and further assume kz − tk < ksk. The expansion
at the target box center z then has the form50 3 Theoretical Preliminaries and Algorithmic Approaches
¯ f(t) =
∞ X
n=0
n X
m=−n
Lm
n · kz − tk
n Y m
n (z − t), (3.35)
where Lm
n is given by
Lm
n =
∞ X
j=0
j X
k=−j
Mk
j
(−1)j
i|m−k|
i|k|i|m|
Ak
jAm
n
Ak−m
j−n
Y k−m
j+n (z)
kzk
j+n+1. (3.36)
Naturally, we can not apply this result directly seeing that Lm
n consists of an inﬁnite sum.
Thus, a new error is introduced by approximating the Lm
n with a ﬁnite sum, additionally to
the error caused by truncating the sum in (3.35). According to [36], the derivation of a precise
error bound is rather laborious. Assuming exact computation of the Lm
n , an error bound for
the approximation of (3.35) with p terms can be given by

f(t) − ¯ fp(t)

 ≤
W
(c − 1)ksk

1
c
p
. (3.37)
The evaluation of the multipole-to-local translation again requires a workload of O(p4).
Local-translation operator
The local translation is supposed to shift a multipole expansion from a target box center to
any of the given centers of its children. Since this operator is applied just after the multipole-
to-local operator, we start with a ﬁnite expansion (centered in the target box center that is
assumed to be the origin) of the form
¯ fp(t) =
p−1 X
n=0
n X
m=−n
Lm
n · ktk
n Y m
n (t). (3.38)
We can rewrite this as an expansion centered at the new point z
ˇ fp(t) =
p−1 X
n=0
n X
m=−n
ˇ Lm
n · kt − zk
n Y m
n (t − z), (3.39)
where
ˇ Lm
n =
p−1 X
j=n
j X
k=−j
Lk
j
(−1)j+n
i|k|
i|k−m|i|m|
Ak−m
j−n Am
n
Ak
j
Y k−m
j−n (−z)kzk
j−n . (3.40)
This translation does not require another approximation and also involves O(p4) costs. We
ﬁnally have collected all necessary techniques for the full multilevel fast multipole algorithm.
The rough complexity estimation yields O(p4N), this can however be improved to O(p2N) by
choosing the number of points in the boxes of the ﬁnest scale directly proportional to p2.
When considering a fast multipole algorithm customized for a particular problem, the decision
between the O(N logN) and the O(N) variant using translation operators must be made with3.3 The Fast Multipole Method 51
special care. Since the translation entails additional approximation errors and produces larger
constants in the complexity estimation, the simple O(N logN) algorithm will usually be faster
for relatively small N until a break-even point is reached. Moreover, the constants are in
fact exponential with respect to the dimension due to the uniform space partitioning scheme
presented above. In [13], Cheng, Greengard and Rokhlin therefore present an improved
version for the three-dimensional case using additional rotation operators. We hereby conclude
this general survey on the fast multipole method and proceed to our main topic, the analysis
of various fast approximation algorithms for the Gauss transform.4 Approximation Algorithms for the Discrete
Gauss Transform
In this chapter we will introduce and compare several diﬀerent algorithms for the fast approxi-
mation of the Discrete Gauss Transform. For this purpose we use the following notation, that
will stay consistent throughout our discussion.
Deﬁnition 4.1 (Discrete Gauss Transform). Let
￿ tj ∈ Rd for j = 1,...,M be the targets, M the number of targets,
￿ si ∈ Rd for i = 1,...,N be the sources, N the number of sources,
￿ wi ∈ R for i = 1,...,N be the source weights and
￿ h ∈ R+ be the constant bandwidth.
We then call  
G(tj) =
N X
i=1
wi · e−ktj−sik2/h2
!
j=1,...,M
(4.1)
the Discrete Gauss Transform due to the sources s1,...,sN and targets t1,...,tM.
We will also be speaking of G(tj) as a“Gaussian”and refer to the Discrete Gauss Transform
simply as Gauss Transform. In the beginning of each new section we give a short summary of
the main features of the particular algorithm:
1. Data structure: The data structure used to access and manipulate the source and
target points.
2. Expansions: The series expansion(s) used to combine the interaction of several sources
and targets.
3. Guaranteed global error: The error bound guaranteed for a single Gaussian at any
given target point.
4. Runtime complexity: The runtime complexity of the algorithm with respect to the
number of sources N, number of targets M, dimension d and some other speciﬁc param-
eters where applicable.
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4.1 Fast Gauss Transform
Data structure: Uniform grid (for both sources and targets)
Expansions: Hermite, Taylor and Taylor-Hermite Expansion (l∞-version)
Guaranteed global error:

 e GFGT(tj) − G(tj)

  <  for a ﬁxed bound  > 0
Runtime complexity: O((N + M) · pd · d) where p is a truncation parameter for series
expansion
The Fast Gauss Transform (FGT) was ﬁrst presented by Leslie Greengard and John
Strain [29] in 1991 and belongs to the group of single-level fast multipole methods. All
sources and targets are assumed to be located in the d-dimensional unit hyper cube [0,1]d. For
arbitrary source and target points, all points as well as the bandwidth h are rescaled in order to
fulﬁll the premise. The unit box is then uniformly divided into smaller hyper cubes (“boxes”)
of side length l =
√
2rh, where r is some positive constant ≤ 1
2 and h is the bandwidth1.
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Figure 4.1: Targets (dots) in the highlighted box interact with sources (crosses) in the same
box and neighboring boxes.
A box is called either “source box” or “target box” depending on whether we are interested
in the source or target points laying in it. The algorithm considers interactions between source
and target boxes rather than individual points. Depending on the number of points laying in
1NB: The parameter h corresponds to
√
δ in the original paper [29].4.1 Fast Gauss Transform 55
a given source and target box, it will choose either one of three diﬀerent expansions or direct
evaluation to calculate the interaction between source and target points.
4.1.1 Hermite, Taylor and Taylor-Hermite Expansions
In order to introduce the necessary expansions, we need to make use of d-dimensional Hermite
functions that were presented above. We recall the Hermite functions to be deﬁned by
hα(x) = hα1(x1) · ... · hαd(xd) = (−1)|α| · ∇α
xe−kxk2
,
while their generating function is given by
e−kx−yk2
=
X
α≥0
yα
α!
hα(x). (4.2)
For a given source box Bs∗ with center s∗ and target box Bt∗ with center t∗ we now consider
a reference case for each of the three diﬀerent expansions.
1. Hermite expansion: Consider the case of a source box Bs∗ containing many sources and
a target box Bt∗ containing only few targets.
Bs∗ Bt∗
× ×
×
×
× ×
× ×
×
×
× •
•
Figure 4.2: Hermite expansion. Contribution of many sources is accumulated in box center
s∗, which interacts with the targets.
If in (4.2) we let x = (tj − s∗)/h and y = (si − s∗)/h, we get the Hermite expansion centered
at s∗:
e−ktj−sik2/h2
=
X
α≥0
1
α!
·

si − s∗
h
α
· hα

tj − s∗
h

. (4.3)
2. Taylor expansion: In the second case Bt∗ contains many targets, while there are only few
sources in Bs∗.
Bs∗ Bt∗
• • • •
•
•
• •
•
•
•
×
×
Figure 4.3: Taylor expansion. Sources interact with target box center t∗ only, the contribution
is then spread out to all targets in Bt∗.56 4 Approximation Algorithms for the Discrete Gauss Transform
In (4.2) we let x = (si − t∗)/h and y = (tj − t∗)/h to get the Taylor expansion centered at
t∗:
e−ktj−sik2/h2
=
X
α≥0
1
α!
· hα

si − t∗
h

·

tj − t∗
h
α
. (4.4)
3. Taylor-Hermite expansion: Finally, consider the case where both the source box Bs∗ and
target box Bt∗ contain many sources and targets, respectively.
Bs∗ Bt∗
× ×
×
×
× ×
× ×
×
×
×
• • • •
•
•
• •
•
•
•
Figure 4.4: Taylor-Hermite expansion. Contribution of many sources is accumulated in s∗,
which interacts with t∗, the contribution is then spread out to all targets in Bt∗.
To combine both the Hermite and Taylor expansion, we note that the multi-dimensional
Taylor series (3.2) of the Hermite function hα(z) can be written as
hα(z) =
X
β≥0
(−1)|β|
β!
· (z − z∗)
β · hα+β(z∗).
Now let z = (tj − s∗)/h and z∗ = (t∗ − s∗)/h to replace the last factor in equation (4.3) by
the Taylor series. We thus get the Taylor-Hermite expansion centered at s∗ and t∗:
e−ktj−sik2/h2
=
X
α≥0
1
α!
·

si − s∗
h
α
·
X
β≥0
(−1)|β|
β!
·

tj − t∗
h
β
· hα+β

t∗ − s∗
h

. (4.5)
The Fast Gauss Transform chooses one of the three expansions (4.3), (4.4) and (4.5) depending
on the number of sources in Bs∗ and the number of targets in Bt∗. Direct evaluation is used if
both numbers are small.
To actually apply each of the given expansions in a calculation with multiple steps as shown
in the ﬁgures above, note that the Gauss Transform at a target tj of target box Bt∗ due to all
sources si ∈ Bs∗ is given by
GBs∗(tj) =
X
si∈Bs∗
wi · e−ktj−sik2/h2
.
Using equations (4.3), (4.4) and (4.5) and interchanging the summations yields:
GBs∗(tj) =
X
α≥0
1
α!
·
X
si∈Bs∗
wi ·

si − s∗
h
α
| {z }
=:CH
α (Bs∗)
· hα

tj − s∗
h

; (4.6)4.1 Fast Gauss Transform 57
GBs∗(tj) =
X
α≥0
1
α!
·
X
si∈Bs∗
wi · hα

si − t∗
h

| {z }
=:CT
α(Bs∗,t∗)
·

tj − t∗
h
α
; (4.7)
GBs∗(tj) =
X
β≥0
(−1)|β|
β!
·
X
α≥0
CH
α (Bs∗) · hα+β

t∗ − s∗
h

| {z }
=:C
TH∞
β (Bs∗,t∗)
·

tj − t∗
h
β
. (4.8)
Now the evaluation can be done in the following way:
￿ For the Hermite Expansion ﬁrst calculate the Hermite coeﬃcients CH
α (Bs∗) depending
only on the sources in Bs∗; then using the coeﬃcients, calculate the Gauss Transform for
every target tj by means of (4.6).
￿ For the Taylor Expansion ﬁrst calculate the Taylor coeﬃcients CT
α(Bs∗,t∗) depending
only on the sources in Bs∗ and the target box center t∗; then using the coeﬃcients,
calculate the Gauss Transform for every target tj by means of (4.7).
￿ For the Taylor-Hermite Expansion ﬁrst calculate the Hermite coeﬃcients CH
α (Bs∗) de-
pending only on the sources in Bs∗; in a second step, calculate the Taylor-Hermite coeﬃ-
cients CTH∞
β (Bs∗,t∗) depending only on the Hermite coeﬃcients and the two box centers
s∗ and t∗; ﬁnally, using the Taylor-Hermite coeﬃcients, calculate the Gauss Transform
for every target tj by means of (4.8).
Of course, the number of coeﬃcients used in the calculation has to be restricted to some
ﬁnite number. The Fast Gauss Transform applies a simple rule by choosing a ﬁxed number
p depending on the bandwidth h and error bound  and taking into account all terms with
multiindices kαk∞ < p resulting in a total number of pd terms for each expansion. We will now
deﬁne the main expansions of the FGT.
Deﬁnition 4.2 (FGT Expansions). Let the same assumptions apply as in Deﬁnition 4.1.
Further let Bs∗ be a source box and Bt∗ a target box with center points s∗ and t∗, respectively.
Let tj ∈ Bt∗ and p ≥ 1 be an arbitrary, but ﬁxed integer. We then deﬁne the
￿ Hermite Coeﬃcient (due to source box Bs∗)
CH
α (Bs∗) =
1
α!
·
X
si∈Bs∗
wi ·

si − s∗
h
α
; (4.9)
￿ Taylor Coeﬃcient (due to center t∗ and source box Bs∗)
CT
α(Bs∗,t∗) =
1
α!
·
X
si∈Bs∗
wi · hα

si − t∗
h

; (4.10)58 4 Approximation Algorithms for the Discrete Gauss Transform
￿ Taylor-Hermite Coeﬃcient (due to center t∗ and source box Bs∗)
C
TH∞
p
β (Bs∗,t∗) =
(−1)|β|
β!
·
X
kαk∞<p
CH
α (Bs∗) · hα+β

t∗ − s∗
h

. (4.11)
Further, we deﬁne the
￿ Hermite Expansion (l∞-version) (due to target tj and source box Bs∗)
e G
H∞
p
Bs∗(tj) =
X
kαk∞<p
CH
α (Bs∗) · hα

tj − s∗
h

; (4.12)
￿ Taylor Expansion (l∞-version) (due to target tj and source box Bs∗)
e G
T∞
p
Bs∗(tj) =
X
kαk∞<p
CT
α(Bs∗,t∗) ·

tj − t∗
h
α
; (4.13)
￿ Taylor-Hermite Expansion (l∞-version) (due to target tj and source box Bs∗)
e G
TH∞
p
Bs∗ (tj) =
X
kβk∞<p
C
TH∞
p
β (Bs∗,t∗) ·

tj − t∗
h
β
. (4.14)
The truncation of the inﬁnite series introduces an approximation error. The error bounds
not only depend on p, but also on the side length l of the boxes. A smaller side length will
yield a tighter error bound, since the Taylor series is a local expansion. We present the error
bounds2 for all three expansions, the proof follows [48].
Lemma 4.3 (Error bound for Hermite Expansion). Let the unit box be uniformly divided into
boxes with side length l =
√
2rh, where 0 < r ≤ 1
2. Further let tj be a target point in the target
box Bt∗ and consider all sources si in the source box Bs∗ with center s∗. Then the absolute error
introduced by approximating the discrete Gauss Transform GBs∗(tj) =
P
si∈Bs∗ wi·e−ktj−sik2/h2
with the Hermite Expansion e G
H∞
p
Bs∗(tj) can be bounded by
Ws∗
(1 − r)d
d−1 X
k=0

d
k

(1 − rp)k

rp
√
p!
d−k
, (4.15)
where Ws∗ =
P
si∈Bs∗ |wi|.
Proof. Using equation (4.6) and (4.12), the error term EHp(tj) =

 GBs∗(tj) − e G
H∞
p
Bs∗(tj)

  can
2The bound given in the original paper [29] is incorrect, a corrected version has been presented in [5].4.1 Fast Gauss Transform 59
be rewritten as
EHp(tj) =

 
 

X
si∈Bs∗
wi ·
X
kαk∞≥p
1
α!
·

si − s∗
h
α
· hα

tj − s∗
h


 
 

.
The inequality by Sz´ asz (3.11) providing an upper bound for the Hermite function allows the
following estimation:
EHp(tj) ≤
X
si∈Bs∗
|wi| ·
X
kαk∞≥p
1
α!
·

 


si − s∗
h
α
 
 ·

 
hα

tj − s∗
h

 

≤ Ws∗ ·
X
kαk∞≥p
1
α!
·

r
√
2
|α|
·
p
2|α|α! · e−ktj−s∗k2/2h2
≤ Ws∗ ·
X
kαk∞≥p
r|α|
√
α!
.
The sum can be rewritten as
X
kαk∞≥p
r|α|
√
α!
=
X
kαk∞≥0
r|α|
√
α!
−
X
kαk∞<p
r|α|
√
α!
=
X
kαk∞≥0
d Y
n=1
rαn
√
αn!
−
X
kαk∞<p
d Y
n=1
rαn
√
αn!
=
d Y
n=1


X
αn≥0
rαn
√
αn!

 −
d Y
n=1
 
X
αn<p
rαn
√
αn!
!
=


X
a<p
ra
√
a!
+
X
a≥p
ra
√
a!


d
−
 
X
a<p
ra
√
a!
!d
.
Applying the binomial theorem to the ﬁrst term yields
X
kαk∞≥p
r|α|
√
α!
=
d−1 X
k=0

d
k
 
X
a<p
ra
√
a!
!k 

X
a≥p
ra
√
a!


d−k
≤
d−1 X
k=0

d
k
 
X
a<p
ra
!k 
 rp
√
p!
X
a≥0
ra


d−k
=
d−1 X
k=0

d
k

1 − rp
1 − r
k 
rp
√
p!
·
1
1 − r
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=
1
(1 − r)d ·
d−1 X
k=0

d
k

(1 − rp)k

rp
√
p!
d−k
.
2
Lemma 4.4 (Error bound for Taylor Expansion). Let the same assumptions apply as in
Lemma 4.3. Then the absolute error introduced by approximating the discrete Gauss Transform
GBs∗(tj) =
P
si∈Bs∗ wi · e−ktj−sik2/h2
with the Taylor Expansion e G
T∞
p
Bs∗(tj) can be bounded by
Ws∗
(1 − r)d
d−1 X
k=0

d
k

(1 − rp)k

rp
√
p!
d−k
, (4.16)
where Ws∗ =
P
si∈Bs∗ |wi|.
Proof. Analog to (4.3), see [48].
Lemma 4.5 (Error bound for Taylor-Hermite Expansion). Let the same assumptions apply
as in Lemma 4.3. Then the error introduced by approximating the discrete Gauss Transform
GBs∗(tj) =
P
si∈Bs∗ wi · e−ktj−sik2/h2
with the Taylor-Hermite Expansion e G
TH∞
p
Bs∗ (tj) can be
bounded by
Ws∗
(1 − r)d
d−1 X
k=0

d
k

(1 − rp)k

rp
√
p!
d−k
+
Ws∗
(1 −
√
2r)2d


d−1 X
k=0

d
k

(1 − (
√
2r)p)k
 
(
√
2r)p
√
p!
!d−k

2
,
(4.17)
where Ws∗ =
P
si∈Bs∗ |wi|.
Proof. See [48].
4.1.2 Implementation details of the FGT
Next, we explain the details of the implementation before actually giving a formal description
of the algorithm in pseudo-code. All sources and targets are supposed to be situated in the
unit box [0,1]d. The unit box is subdivided uniformly and parallel to the axes into smaller
boxes with side length l =
√
2rh, where r ≤ 1
2 is chosen maximal such that 1
l is an integer.
Each source and target is then assigned to the particular box in which lies. Now for a given
target box Bt∗, we need to calculate the Gaussians for each target in Bt∗ due to all source
boxes. However since the Gaussian kernel decays rapidly, not all but only the nearest source
boxes are included in the calculation, introducing another approximation error. The following
Lemma provides a rigorous error bound for including the nearest (2k + 1)d boxes.
Lemma 4.6 (Error bound for restriction to nearest source boxes). Let the unit box be uniformly
divided into boxes with side length l =
√
2rh, where 0 < r ≤ 1
2. Further let tj be a target point
in the target box Bt∗ and, for a ﬁxed number k, let A be the union of the (2k + 1)d boxes4.1 Fast Gauss Transform 61
Bt∗
k
2k + 1
0
1
1
Figure 4.5: For a target box Bt∗ only the contribution of the (2k + 1)d nearest source boxes
is calculated.
neighboring Bt∗ (see Fig. 4.5). Then the error introduced by approximating the discrete Gauss
Transform G(tj) =
PN
i=1 wi·e−ktj−sik2/h2
due to all sources with the discrete Gauss Transform
GA(tj) =
P
si∈A wi · e−ktj−sik2/h2
due to all sources in A can be bounded by We−2r2k2
, where
W =
PN
i=1 |wi|.
Proof. Note that any source si / ∈ A has a minimum distance of k · l from any target in Bt∗.
Therefore, we can estimate the error term as
EA(tj) =
 
 
 
X
si/ ∈A
wi · e−ktj−sik2/h2
 
 
 
≤
X
si/ ∈A
|wi| · e−k2l2/h2
≤ W · e−2r2k2
.
2
The parameter k is determined using the condition We−2r2k2
≤ , where  is the user-deﬁned
absolute error bound. In the same manner, the bound p for the expansions is determined by
using the error estimations of Lemma 4.3 and 4.5. Furthermore, the algorithm uses two cutoﬀ
parameters Cs and Ct in order to decide for each pair of source and target box which of the four
methods (Hermite, Taylor, Taylor-Hermite Expansion or direct evaluation) is used. Let Ns be
the number of sources in the source box and Nt be the number of targets in the target box.
Then if Nt < Ct the algorithm uses direct evaluation in case Ns < Cs and Hermite Expansion
in case Ns ≥ Cs; if on the other hand Nt ≥ Ct the algorithm uses Taylor Expansion in case
Ns < Cs and Taylor-Hermite Expansion in case Ns ≥ Cs.
Notice that there is a subtle diﬀerence in the way the Hermite Expansions (4.12) are cal-
culated from the way both the Taylor Expansions (4.13) and the Taylor-Hermite Expansions
(4.14) are calculated. The Hermite Coeﬃcients CH
α (Bs∗) only depend on the current source box
Bs∗ and can therefore be reused for diﬀerent target boxes or even pre-calculated, if an appli-
cation must be run several times for diﬀerent targets, but the same source points and weights.
The Hermite Expansion can then be calculated instantly when processing a certain target and
source box. On the other hand, the Taylor and Taylor-Hermite Coeﬃcients CT
α(Bs∗,t∗) and
C
TH∞
p
β (Bs∗,t∗), respectively, depend on both the current source box Bs∗ and target box center
t∗ and are therefore calculated on the ﬂy only for interacting boxes. In order to save workload62 4 Approximation Algorithms for the Discrete Gauss Transform
due to multiplications, all Taylor and Taylor-Hermite Coeﬃcients for a ﬁxed target box are
added up, while in a post-processing step, the Taylor series are evaluated looping through all
relevant target boxes. We now present the technical description of the algorithm.
Algorithm: Fast Gauss Transform [29]
Input: N sources si, (i = 1,...,N) in [0,1]d
M targets tj, (j = 1,...,M) in [0,1]d
N weights wi, (i = 1,...,N) in R
bandwidth h > 0, absolute error bound  > 0
Output: e GFGT(tj), (j = 1,...,M), with
 
e GFGT(tj) − G(tj)
 
 < 
Choose the largest r ≤ 1
2 such that 1/
√
2hr is an integer nside.
Subdivide the unit box into nd
side boxes.
Determine the number of neighbor boxes k ≥ 0 to go out in each
direction based on r and  using Lemma 4.6.
5 Choose the series cutoff p based on r and  using Lemma 4.3 and 4.5.
Choose the cutoff parameters Cs and Ct (details see below).
FOR i = 1..nd
side
Ns = number of sources in ith box Bs∗.
10 Build the interaction list of not more than (2k + 1)d neighboring
target boxes within range of Bs∗.
IF Ns < Cs
FOR j = 1..(2k + 1)d
Nt = number of targets in jth box Bt∗ in interaction list.
15 IF Nt < Ct
Use direct evaluation of Gaussians due to Bs∗ and Bt∗.
ELSE
Use Taylor Expansion (4.13) for each of the Ns sources si
and the center t∗ of box Bt∗ to compute
20 Taylor Coefficients CT
α(Bs∗,t∗).
ELSE (Ns ≥ Cs)
FOR j = 1..(2k + 1)d
Nt = number of targets in jth box Bt∗ in interaction list.
IF Nt < Ct
25 Compute Hermite Expansion (4.12) for the center s∗ of box Bs∗
and for each target tj of box Bt∗.
ELSE
Use Taylor-Hermite Expansion (4.14) for the center s∗ of box Bs∗
and the center t∗ of box Bt∗ to compute
30 Taylor -Hermite Coefficients C
TH
∞
p
β (Bs∗,t∗).
FOR j = 1..nd
side
Nt = number of targets in jth box Bt∗.
IF Nt < Ct
35 Evaluate the Taylor series for box center t∗
at each target tj of box Bt∗.4.2 Improved Fast Gauss Transform 63
In the original paper [29] that introduces the Fast Gauss Transform there are no binding
instructions for the exact choice of the cutoﬀ parameters Cs and Ct. The authors only suggest
to choose Cs = O(pd) and Ct = O(pd) in order to get a better workload balance.
4.1.3 Run time analysis
We now give a run time estimation of the FGT taking into account the dependence on the
number of sources N, number of targets M, the dimension d and p. Calculating interactions
between target box Bt with Nt targets and source box Bs with Ns sources using direct evaluation
can easily be seen to have a runtime of O(Ns · Nt · d), while the three diﬀerent expansions all
result in a runtime of O(Ns · pd · d + Nt · pd · d). Since direct evaluation is used only in case
of Ns < Cs = O(pd) and Nt < Ct = O(pd) and the sum of the numbers Ns of all source boxes
adds up to the total number of sources N (same for the targets), we get a total runtime of
Runtime Complexity 4.7. The FGT has a runtime of O((N + M) · pd · d).
Here p as well as the constant factor primarily depend on the error bound .
The Fast Gauss Transform – though performing well for many problems in 1, 2 and 3
dimensions – has a few conceptual drawbacks. The main issues are:
￿ The static box subdivision scheme ignores the inherent structure of the data and only
works well for uniformly distributed points.
￿ The total number of boxes nd
side as well as the number of series terms pd grow exponentially
with the dimension d.
￿ Important control parameters (k, p, Cs, Ct) are chosen globally instead of locally.
￿ The FGT only guarantees an absolute error bound.
All of these issues are addressed in diﬀerent ways by the Improved Fast Gauss Transform,
the algorithm presented in the following section.
4.2 Improved Fast Gauss Transform
Data structure: Farthest-point clustering (only for sources)
Expansions: IFGT-Taylor Expansion (l1-version)
Guaranteed global error:
 
e GIFGT(tj) − G(tj)
 
 <  ·
PN
i=1 |wi| for a ﬁxed bound  > 0
Runtime complexity: O

(N + M) ·
 pmax−1+d
d

+ O(N · K · d) where pmax is a trun-
cation parameter for series expansion and K is the number of clusters.
The Improved Fast Gauss Transform (IFGT) was ﬁrst published by Changjiang Yang, Ra-
mani Duraiswami and Nail A. Gumerov [67] in 2003. The naming of the algorithm might64 4 Approximation Algorithms for the Discrete Gauss Transform
be a bit misleading, since it is not quite an improvement of the Fast Gauss Transform, but
rather a new approximation approach for the discrete Gauss Transform avoiding most issues
the FGT suﬀers from (see 4.1.3). The IFGT uses a diﬀerent expansion, diﬀerent space sub-
division scheme as well as local error control mechanisms. We consider the revised version of
[49] (2005).
4.2.1 The IFGT Expansion
Instead of choosing between three slightly diﬀerent expansions, the IFGT only uses one expan-
sion based on a Taylor series. First, notice that for any s∗ ∈ Rd the Gauss Transform can be
rewritten as
G(tj) =
N X
i=1
wi · e−ktj−sik2/h2
=
N X
i=1
wi · e−k(tj−s∗)−(si−s∗)k2/h2
=
N X
i=1
wi · e−ktj−s∗k2/h2
· e−ksi−s∗k2/h2
· e2(tj−s∗)·(si−s∗)/h2
.
(4.18)
For an arbitrary but ﬁxed s∗ the evaluation of the ﬁrst factor e−ktj−s∗k2/h2
for all targets tj
(j = 1,...,M) takes O(M · d) time, likewise the evaluation of the second factor e−ksi−s∗k2/h2
for all sources si (i = 1,...,N) takes O(N · d) time. In the third factor the entanglement of
targets and sources will be broken via the following Taylor expansion:
Lemma 4.8. Let t,s∗ ∈ Rd and h > 0. Then the Taylor expansion of the function f(s) =
e2(t−s∗)·(s−s∗)/h2
can be written as
f(s) = e2(t−s∗)·(s−s∗)/h2
=
X
|α|<p
2|α|
α!

t − s∗
h
α 
s − s∗
h
α
+ Rp(s),
where the remainder Rp(s) is bounded by
Rp(s) ≤
2p
p!

kt − s∗k
h
p 
ks − s∗k
h
p
e2kt−s∗kks−s∗k/h2
.
Proof. We want to apply Theorem 3.4 to the function f(s). To this end, note that
((s − s∗) · ∇y)f(y) = 2 ·

t − s∗
h

·

s − s∗
h

· f(y).
A simple induction yields
((s − s∗) · ∇y)
n f(y) = 2n ·

t − s∗
h

·

s − s∗
h
n
· f(y),4.2 Improved Fast Gauss Transform 65
and plugging this into Theorem 3.4 leads to
f(s) =
p−1 X
n=0

2n
n!

t − s∗
h

·

s − s∗
h
n
· f(y)

y=s∗
+

2p
p!

t − s∗
h

·

s − s∗
h
p
· f(y)

y=s∗+θ(s−s∗)
=
p−1 X
n=0
2n
n!

t − s∗
h

·

s − s∗
h
n
+
2p
p!

t − s∗
h

·

s − s∗
h
p
· f (s∗ + θ(s − s∗))
| {z }
=:Rp(s)
=
p−1 X
n=0
X
|α|=n
2|α|
α!

t − s∗
h
α 
s − s∗
h
α
+ Rp(s) (by (3.1))
=
X
|α|<p
2|α|
α!

t − s∗
h
α 
s − s∗
h
α
+ Rp(s).
Finally the Cauchy-Schwarz inequality yields the abovementioned bound for Rp(s):
Rp(s) =
2p
p!
·

t − s∗
h

·

s − s∗
h
p
· e2(t−s∗)·θ(s−s∗)/h2
≤
2p
p!

kt − s∗k
h
p 
ks − s∗k
h
p
e2kt−s∗kks−s∗k/h2
,
where θ can be omitted since 0 < θ < 1.
2
Now let Zn be a cluster of sources with some cluster center s∗
n. Since in Lemma 4.8 an inﬁnite
Taylor series expansion can also be applied, the discrete Gauss Transform at any target point
tj due to all sources si ∈ Zn can be rewritten using equation (4.18) as
GZn(tj) =
X
si∈Zn
wi · e−ktj−s∗
nk2/h2
· e−ksi−s∗
nk2/h2
·
X
α≥0
2|α|
α!

tj − s∗
n
h
α 
si − s∗
n
h
α
=
X
α≥0
2|α|
α!
X
si∈Zn
wi · e−ksi−s∗
nk2/h2

si − s∗
n
h
α
| {z }
=:Cα(Zn)
· e−ktj−s∗
nk2/h2

tj − s∗
n
h
α
.
(4.19)
Again we have to restrict the inﬁnite series to a ﬁnite number of terms as already shown in
Lemma 4.8. We thus deﬁne the expansion of the Improved Fast Gauss Transform.
Deﬁnition 4.9 (IFGT Expansion). Let the same assumptions apply as in Deﬁnition 4.1.
Further let Zn be a source cluster with center s∗
n and tj be any target point. Let p ≥ 1 be an
arbitrary, but ﬁxed integer. We then deﬁne the66 4 Approximation Algorithms for the Discrete Gauss Transform
￿ IFGT-Taylor Coeﬃcient (due to source cluster Zn)
Cα(Zn) =
2|α|
α!
X
si∈Zn
wi · e−ksi−s∗
nk2/h2

si − s∗
n
h
α
; (4.20)
￿ IFGT-Taylor Expansion (l1-version) (due to target tj and source cluster Zn)
e G
ITp
Zn (tj) =
X
|α|<p
Cα(Zn) · e−ktj−s∗
nk2/h2

tj − s∗
n
h
α
. (4.21)
Note that while all three expansion of the FGT use the l∞-norm to cut the series (kαk∞ < p),
the IFGT uses the l1-norm instead (|α| < p). As a result, the series expansion only consists of  p−1+d
d

terms compared to the pd terms of the l∞-expansion. We provide a short proof for the
claimed number of terms before presenting the local error bound for the IFGT Expansion.
Lemma 4.10. The number N(d,n) of monomials in d variables having a total degree less than
or equal to n is N(d,n) =
 n+d
d

.
Proof. We have to count all monomials x
α1
1 x
α2
2 ···x
αd
d with
Pd
i=1 αi ≤ n. Consider an
arbitrary arrangement of n + d characters, out of which n are 1’s and d are separators. There
are obviously
(n+d)!
n!·d! =
 n+d
d

such arrangements. Further, the following one-to-one mapping
from all diﬀerent arrangements to all considered monomials can be established: the sum of all
1’s on the left of the 1st (left-most) separator corresponds to α1, the sum of all 1’s between the
kth and (k + 1)th separator (1 ≤ k < d) corresponds to αk+1, while all 1’s on the right of the
dth separator add up to n −
Pd
i=1 αi. For the sake of clarity consider the following example
(d = 6, n = 8):
|
α2=3
z }| {
1 1 1 | | |
α5=1
z}|{
1 |
α6=2
z}|{
1 1 | 1 1 (α1 = α3 = α4 = 0)
The bijectivity of this mapping proves the Lemma.
2
Lemma 4.11 (Error bound for IFGT-Taylor Expansion). Let Zn be a source cluster with
center s∗
n such that the maximum distance between s∗
n and any si ∈ Zn is bounded by r. Let
further tj be a target point such that ktj − s∗
nk ≤ rint. Then the absolute error introduced by
approximating the discrete Gauss Transform GZn(tj) =
P
si∈Zn wi·e−ktj−sik2/h2
with the IFGT-
Taylor Expansion e G
ITp
Zn (tj) can be bounded by WZn
1
p!

2rintr
h2
p
, where WZn =
P
si∈Zn |wi|.
Proof. First, by equation (4.18) and Lemma 4.8, the Gauss Transform GZn(tj) can be written
as
GZn(tj) =
X
si∈Zn
wi · e−ktj−s∗
nk2/h2
· e−ksi−s∗
nk2/h2
·


X
|α|<p
2|α|
α!

tj − s∗
n
h
α 
si − s∗
n
h
α
+ Rp(s)

.4.2 Improved Fast Gauss Transform 67
Using the bound for Rp(s), we can estimate the error term EITp(tj) =

 GZn(tj) − e G
ITp
Zn (tj)

  as
EITp(tj) =

 
 

X
si∈Zn
wi · e−ktj−s∗
nk2/h2
· e−ksi−s∗
nk2/h2
· Rp(s)

 
 

≤
X
si∈Zn
|wi| · e−ktj−s∗
nk2/h2
· e−ksi−s∗
nk2/h2
·
2p
p!

ktj − s∗
nk
h
p 
ksi − s∗
nk
h
p
e2ktj−s∗
nkksi−s∗
nk/h2
≤ WZn · e−ktj−sik2/h2
·
2p
p!

rint
h
p r
h
p
≤ WZn ·
1
p!

2rintr
h2
p
.
2
4.2.2 Space subdivision – farthest-point clustering
Unlike the FGT, the IFGT only combines the sources in clusters, while treating the targets
individually. A data adaptive space partitioning scheme called farthest-point clustering algo-
rithm is employed. Since the Taylor expansion is only eﬀective in a small radius around the
expansion center, the goal is to ﬁnd a certain number K of clusters, such that their maximum
radius is as small as possible. This problem is also known as the K-center problem:
Problem 4.12. (K-center problem) Given N points si ∈ Rd, i = 1,...,N and an integer
K ∈ N, assign the points to K diﬀerent clusters Zn with cluster centers s∗
n, n = 1,...,K, such
that the maximum radius of the clusters maxn maxsi∈Zn ksi − s∗
nk is minimized.
An exact solution of this problem has been proven to be NP-hard [8]. However Gonzalez
[25] introduced an approximation algorithm called farthest-point clustering, that is fast, easy
to implement and gives an approximate solution within two times the optimal solution value.
It is a greedy algorithm with respect to the cluster centers. The cluster centers are selected
from the given points and each point always belongs to the cluster with the nearest center.
Algorithm: Farthest-point clustering [25]
Input: A set of N points S = {si | i = 1,...,N} ⊂ Rd
Desired number of clusters K ≤ N
Output: K pairwise disjoint clusters Zn=1,...,K with
S
n=1,...,K Zn = S, and
K cluster centers s∗
n ∈ Zn, such that maxn maxsi∈Zn ksi − s∗
nk is minimal
Choose an arbitrary point as the first cluster center s∗
1.
For every point calculate its distance to s∗
1, store the distance
and the cluster that the point belongs to (= Z1).68 4 Approximation Algorithms for the Discrete Gauss Transform
FOR n = 2..K
5 Find the point with the maximum distance to its cluster center
to get the next cluster center s∗
n.
For every point compare its distance to the new cluster center s∗
n
with its current distance; choose the smaller distance and
the corresponding cluster as new values for the point.
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Figure 4.6: Farthest-point clustering applied to diﬀerent 2-dimensional data sets with 5000
points and 24 clusters. Center points are indicated with crosses.
We will now present the proof for the claimed approximation factor of 2 compared to the
optimal solution.
Theorem 4.13. The farthest-point clustering algorithm calculates a partition with a maximum
cluster radius not exceeding twice the optimum of the K-center problem.
Proof. Let s∗
n, n = 1,...,K be the cluster centers computed by the algorithm. The maximum
cluster radius rfpc is now given by the distance of the point s∗
K+1 (that would have been taken
as (K + 1)th cluster center) to its current cluster center:
rfpc = max
n=1,...,K
max
si∈Zn
ksi − s∗
nk = min
n=1,...,K
ks∗
K+1 − s∗
nk.4.2 Improved Fast Gauss Transform 69
Consider now the optimal K-center solution with maximum cluster radius ropt. Obviously, two
of the K + 1 points s∗
n (n = 1,...,K + 1), say s∗
i and s∗
j (1 ≤ i < j ≤ K + 1), belong to the
same cluster center c. This implies ks∗
i − ck ≤ ropt and ks∗
j − ck ≤ ropt. Further note that
rfpc = min
n=1,...,K
ks∗
K+1 − s∗
nk ≤ min
n=1,...,j−1
ks∗
K+1 − s∗
nk ≤ min
n=1,...,j−1
ks∗
j − s∗
nk ≤ ks∗
j − s∗
ik,
where the second ≤ estimation holds, since s∗
j was chosen by the farthest-point clustering as
the point with maximum distance to its cluster center. Using the triangle inequality we get
rfpc ≤ ks∗
j − s∗
ik ≤ ks∗
j − ck + ks∗
i − ck ≤ 2 · ropt.
2
The factor of 2 cannot be improved unless P = NP, see [35] for further details. The straightfor-
ward implementation of the farthest-point clustering given above has a runtime of O(N ·K ·d),
since for every new cluster center it calculates the distances from all sources to the center.
A (potentially) faster version has been presented by Feder and Greene [18], the runtime
O(N · log2 K · F(d)) is optimal with respect to N and K. However the dependence on the
dimension F(d) is not plain linear as for the simple greedy algorithm. [18] only provides a
worst case bound of dd. Thus, this algorithm should be used with extreme caution in high
dimensions.
4.2.3 Implementation details of the IFGT
The main steps of the Improved Fast Gauss Transform are the following ones: First, the number
of clusters K depending on the bandwidth h and the speciﬁed precision  are determined. The
sources are then divided into K clusters by the farthest-point clustering algorithm. Next, for
each cluster Zn the interaction radius rint
n and the series cutoﬀ parameter pn are determined (see
Lemma 4.14 below) and the IFGT-Taylor Coeﬃcients Cα(Zn) for all |α| ≤ pn are computed.
Finally the algorithm passes through all targets tj calculating interactions with each cluster Zn
for which tj is within the interaction radius rint
n . We can therefore write the IFGT formally as:
e GIFGT(tj) =
X
ktj−s∗
nk≤rint
n
X
|α|<pn
Cα(Zn) · e−ktj−s∗
nk2/h2

tj − s∗
n
h
α
. (4.22)
The IFGT thus introduces a second kind of error arising from ignoring sources farther than
the interaction radius. The following Lemma describes how to choose the parameters in order
to yield the desired error bound.
Lemma 4.14 (IFGT error control parameters). Let tj be a target point; for every source
cluster Zn let s∗
n and rn be its center and radius, respectively, and let the interaction radius
rint
n = min{R,rn + h ·
p
ln(−1)}, where R = maxi,j ktj−sik is the maximum distance between
any two data points. If pn is chosen, such that 1
pn!

2·rint
n ·rn
h2
pn
≤ , the error introduced by
approximating the discrete Gauss Transform G(tj) =
PN
i=1 wi · e−ktj−sik2/h2
with the IFGT
expansion e GIFGT(tj) is bounded by

 G(tj) − e GIFGT(tj)

  ≤ W · , where W =
PN
i=1 |wi|.70 4 Approximation Algorithms for the Discrete Gauss Transform
Proof. First, we can bound the total error E(tj) by the sum of E1(tj), the error induced by
omitting the remote clusters, and E2(tj), the error induced by truncating the Taylor series:
E(tj) =
 
G(tj) − e GIFGT(tj)
 
 ≤ E1(tj) + E2(tj),
where
E1(tj) =

 
 

X
ktj−s∗
nk>rint
n
wi · e−ktj−sik2/h2

 
 

,
E2(tj) =

 
 

X
ktj−s∗
nk≤rint
n

wi · e−ktj−sik2/h2
−
X
|α|<p
Cα(s∗
n) · e−ktj−s∗
nk2/h2

tj − s∗
n
h
α



 
 

.
To derive an estimation for E1(tj), we provide a lower bound for ktj − sik:
ktj − sik = ktj − s∗
n + s∗
n − sik ≥

ktj − s∗
nk − ks∗
n − sik

 ≥

rint
n − rn

 ≥ h ·
p
ln(−1),
where the last estimation follows from the assumption on rint
n . We can now bound E1(tj) by
E1(tj) ≤
X
ktj−s∗
nk>rint
n
|wi| · e−h2·ln(−1)/h2
=  ·
X
ktj−s∗
nk>rint
n
|wi|. (4.23)
On the other hand, using Lemma 4.11 the second error term E2(tj) can be bounded by
E2(tj) ≤
X
ktj−s∗
nk≤rint
n
|wi| ·
1
pn!

2 · rint
n · rn
h2
pn
≤  ·
X
ktj−s∗
nk≤rint
n
|wi|.
This proves the Lemma, since
E(tj) ≤ E1(tj) + E2(tj) ≤  ·
N X
i=1
|wi| =  · W.
2
The guaranteed error bound of W ·  for the Improved Fast Gauss Transform is simply an
adapted absolute error bound. In [49] the authors note that in case all weights are positive the
relative error can be bounded by
rel =

 e GIFGT(tj) − G(tj)

 
|G(tj)|
=

 e GIFGT(tj) − G(tj)

 

 
PN
i=1 wi · e−ktj−sik2/h2

 
≤

 e GIFGT(tj) − G(tj)

 
W · e−R2/h2 ≤  · eR2/h2
,
where R = maxi,j ktj − sik is the maximum distance between any source and target point.
However this bound is only useful for large h, that is h ≥ R. If on the other hand h  R, the
estimation rel ≤  · eR2/h2
will be much too pessimistic.
Before presenting the formal description of the IFGT in pseudo-code, we will highlight two4.2 Improved Fast Gauss Transform 71
more issues for an eﬃcient implementation. As shown in Lemma 4.14, the truncation numbers
pn for the Taylor expansion are chosen individually for each cluster Zn instead of globally as
done in the FGT. This requires some extra work and will only improve performance, if the pn
are diﬀerent from each other, that is if the clusters have diﬀerent radii rn. Even though the
farthest-point clustering is designed to minimize (and therefore equalize) the radii, experiments
with varying datasets have shown the superiority of variable pn’s in terms of speed. In [49] it
is further suggested that the truncation number is not only adapted to each cluster, but even
to each source point belonging to the cluster, such that in the calculation of the coeﬃcients
Cα(Zn) =
2|α|
α!
X
si∈Zn
wi · e−ksi−s∗
nk2/h2

si − s∗
n
h
α
sources close to the cluster center s∗ are not taken into account for high values of |α|. However
the extra eﬀort created by managing diﬀerent truncation numbers for each source has not
turned out to be compensated by resulting time savings in practical scenarios.
The second issue concerns the way the coeﬃcients Cα(Zn) are stored and calculated. The  pn−1+d
d

coeﬃcients are stored in graded lexicographic order in a simple vector. They can hence
be computed in a hierarchical way. This means that the products for |α| = n are calculated
multiplying the values for |α| = n − 1 with some value for |α| = 1. Figure 4.7 illustrates the
procedure for a given point v ∈ R3 with v = (x,y,z) and the calculation of vα for all |α| ≤ 4.
x4 x3y x3z x2y2 x2yz x2z2 xy3 xy2z xyz2 xz3 y4 y3z y2z2 yz3 z4
x y z
x3 x2y x2z xy2 xyz xz2 y3 y2z yz2 z3
x y z
x2 xy xz y2 yz z2
x y z
x y z
x y z
1
Figure 4.7: Eﬃcient calculation of coeﬃcients. The products for |α| = n are calculated by
multiplying the values for |α| = n − 1 with x, y and z.
Thus each of the
 pn−1+d
d

products requires only a single multiplication. This results in
a total runtime of O

N ·
 pmax−1+d
d

for the calculation of all coeﬃcients, where pmax =
max(n) {pn}.72 4 Approximation Algorithms for the Discrete Gauss Transform
We now introduce the pseudo-code of the IFGT. To keep the code clear and easily readable,
we only provide the main steps of the implementation. Particularly the calculation of the
number of clusters K will be discussed straight after the formal description of the algorithm.
Algorithm: Improved Fast Gauss Transform [67], [49]
Input: N sources si, (i = 1,...,N) in Rd
M targets tj, (j = 1,...,M) in Rd
N weights wi, (i = 1,...,N) in R
bandwidth h > 0, error bound  > 0
Output: e GIFGT(tj), (j = 1,...,M), with

 e GIFGT(tj) − G(tj)

  <  ·
PN
i=1 |wi|
Choose the number of clusters K.
Divide the N source points into K clusters Zn, n = 1,...,K,
with centers s∗
n and radii rn.
For each cluster Zn determine the interaction radius rint
n
5 and the truncation number pn using Lemma 4.14.
For each cluster Zn compute coefficients Cα(Zn) for all |α| < pn:
Cα(Zn) = 2
|α|
α!
P
si∈Zn wi · e−ksi−s
∗
nk
2/h
2 
si−s
∗
n
h
α
.
For each target tj find clusters Zn with ktj − s∗
nk ≤ rint
n and compute
10 e GIFGT(tj) =
P
ktj−s∗
nk≤rint
n
P
|α|<p Cα(Zn) · e−ktj−s
∗
nk
2/h
2 
tj−s
∗
n
h
α
.
4.2.4 A new approach for the adapted choice of the number of clusters
In the revised version of the Improved Fast Gauss Transform [49] the authors suggest a
method to choose the number of clusters K, which is optimized for uniform distribution of
the source points. However in practice, most problems deal with rather non-uniformly dis-
tributed datasets. On the other hand, for uniformly distributed data a simple box structure
– like the one used in the FGT – would be as good as the clustering, easier to implement
and faster in terms of data access and distance calculations. Therefore, we suggest a diﬀerent
method described below.
For a better understanding of a good choice of K consider the two extreme cases:
￿ K = 1: The whole evaluation is reduced to a single Taylor expansion centered at the
point s∗
1. Further we have rint
1 ≈ r1 ≈ R = maxi,j ktj − sik. So a moderate p1 satisfying
1
p1!

2·rint
1 ·r1
h2
p1
≈ 1
p1!

2·R2
h2
p1
<  can only be found if h  R, that is for high bandwidth.
￿ K = N: The algorithm corresponds to the direct evaluation except for the inﬂuence of
the interaction radii. Every cluster Zn contains a single point, its center s∗
n. If we assume
s∗
n = sn, we get C0(Zn) = wn and Cα(Zn) = 0 for |α| > 0. Therefore the evaluation
reduces to e GIFGT(tj) =
P
ktj−snk≤rint
n wn · e−ktj−snk2/h2
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While the case K = 1 is quite relevant for problems with high bandwidth and often results
in very fast computation, the case K = N should be avoided, since the clustering itself already
requires O(N2 ·d), or O(N ·log2 N ·F(d)) if using Feder and Greene’s version. Adding this
to the runtime O(N ·M ·d) of the direct evaluation results in a more than suboptimal runtime.
In order to minimize the total cost of the computation, we suggest an adaptive version of the
clustering process.
￿ Using Gonzalez’ greedy algorithm, we start with a single cluster, determine the param-
eters r1, rint
1 and p1 and estimate the costs for this conﬁguration.
￿ Iteratively, we add a new cluster to get a cost estimation for the new conﬁguration.
￿ Once the costs have been increasing for too many steps or have been decreasing too
slowly, we stop the process and choose the number of clusters with minimal costs so far.
Superﬂuous clusters (if any) can be deleted easily and quickly because of the greedy nature of
the algorithm. Finally, the minimal costs can be compared with the costs for direct evaluation
in order to choose the cheapest method. In order to present a pseudo-code solution for the
adaptive clustering we ﬁrst have to provide runtime estimations for the two main steps of the
IFGT:
Using the hierarchical calculation presented above, the coeﬃcients for a cluster Zn contain-
ing ln sources can be carried out in O

ln ·
 pmax−1+d
d

time. To estimate the costs for the
evaluation of the Taylor series we need to go through all M targets and ﬁnd interacting source
clusters. Let nc be the maximum number of clusters interacting with an arbitrary target.
Since the series can be evaluated using the eﬃcient coeﬃcient scheme, the runtime adds up
to O

M · nc ·
 pmax−1+d
d

. For the adaptive clustering, we have to ﬁnd a good estimate for
nc to be able to calculate the approximate costs. As it would be too expensive to go through
all targets and ﬁnd the interacting clusters in each step, we rather ﬁrst combine the targets
in KT  M (target) clusters, only work with their centers and assume every target point has
the same interacting (source) clusters as its (target cluster) center. We now present the formal
description of the adaptive clustering process. Speaking of“clusters”we always refer to source
clusters, otherwise we say “target clusters”.
Algorithm: IFGT with adaptive clustering
Input: N sources si, (i = 1,...,N) in Rd
M targets tj, (j = 1,...,M) in Rd
N weights wi, (i = 1,...,N) in R
bandwidth h > 0, error bound  > 0
Output: e GIFGT(tj), (j = 1,...,M), with
 
e GIFGT(tj) − G(tj)
 
 <  ·
PN
i=1 |wi|
Divide the M target points into KT target clusters
and store the target cluster centers t∗
m and populations lt
m.
Estimate costs for direct evaluation costdirect.74 4 Approximation Algorithms for the Discrete Gauss Transform
5 Initialize the current number of clusters c = 0.
REPEAT
Add 1 new cluster (as in farthest-point clustering ); c = c + 1.
Determine cluster population ln, interaction radius rint
n
and Taylor cutoff pn for each cluster Zn.
10 Estimate costs for calculating the coefficients:
costc
coeff =
Pc
n=1 O

ln ·
 pn−1+d
d

.
Estimate costs for evaluating Taylor series using the targets t∗
m:
costc
eval =
P
kt∗
m−s∗
nk≤rint
n O

lt
m ·
 pn−1+d
d

.
Total costs costc
total = costc
coeff + costc
eval.
15 Estimate costs for the clustering costc
cluster done so far.
UNTIL (exit condition )
Choose final number of clusters K with costK
total = mini=1,...,c

costi
total
	
.
IF (costdirect < costK
total)
20 Direct evaluation .
ELSE
Delete superfluous clusters ZK+1,...,Zc if necessary.
IFGT .
Some remarks concerning the code: We are using the Landau notation for the computation
of costc
coeff and costc
eval. In practice, the cost estimation naturally has to take into account
the particular implementation and use appropriate constants to achieve better results. The
exit condition in the REPEAT-UNTIL expression has to be chosen carefully to get a reasonable
ratio between runtime spent for the clustering and runtime of the remaining calculations. We
experimented with various constraints and worked out multiple exit conditions that can roughly
be summarized as follows:
1) if costc
cluster > costnaive;
2) if c > 10 and costc
total  costnaive;
3) if costc
total has only been increasing for the last 10 steps;
4) if costc
total has been decreasing too slowly for the last 20 steps;
5) if c > N/10.
Note that the ﬁrst constraint assures that the IFGT with adaptive clustering never exceeds
twice the runtime of the direct evaluation, which was not the case for the original IFGT. The
last constraint guarantees that the ﬁnal number of clusters K does not come to close to the
useless case K = N. Of course, the given parameters should still be optimized experimentally,
as they will strongly depend on the implementation as well as the range of the main parameters
N, M and d.4.2 Improved Fast Gauss Transform 75
4.2.5 Runtime analysis and comparison with the FGT
The Improved Fast Gauss Transform is obviously more complex than the Fast Gauss Transform,
but does it manage to avoid all the defects the FGT suﬀers from? First, the clustering scheme
is able to deal with datasets in much higher dimensions than the simple box structure used in
the FGT. It does not scale exponentially with the dimension and works well with non-uniformly
distributed data. As analyzed above, the runtime complexity can be summarized as follows.
Runtime Complexity 4.15. The IFGT has a runtime of
O

N · K · d + (N + M · nc) ·

pmax − 1 + d
d

,
where K is the number of clusters, nc is the maximum number of interacting clusters and pmax
is the maximum Taylor cutoﬀ.
Compared to the FGT’s runtime O((N + M) · pd · d) (where p = pmax − 1 can be assumed)
the main improvement is the factor
 pmax−1+d
d

which increases much slower for d → ∞ than
pd. To compare the two terms, we make use of Stirling’s Formula.
Lemma 4.16. Stirling’s Formula The faculty of any positive integer n can be approximated
by
n! ≈
√
2πn
n
e
n
,
more precisely the error goes to 0 with n → ∞:
lim
n→∞
n!
√
2πn
 n
e
n = 1.
Now let p = pmax − 1 to rewrite

p + d
d

=
(p + d)!
p! · d!
≈
√
2π
√
p + d

p+d
e
p+d
√
2π
√
p
 p
e
p ·
√
2π
√
d
 d
e
d =
(p + d)p+d+ 1
2
√
2πpp+ 1
2 · dd+ 1
2
≈
(p + d)p+d+ 1
2
pp+ 1
2 · dd+ 1
2
.
Take the logarithm to get
log

p + d
d

≈

p + d +
1
2

· log(p + d) −

p +
1
2

· logp −

d +
1
2

· logd
= p · log(p + d)
| {z }
logarithmic growth in d
+

d +
1
2

· [log(p + d) − logd] −

p +
1
2

· logp
| {z }
constant in d
.
Thus, we basically have to compare the term

d +
1
2

· [log(p + d) − logd] =

d +
1
2

· log

1 +
p
d
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with the logarithm of the FGT-term
logpd = d · logp.
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Figure 4.8: costfgt(d) = pd and costifgt(d) =
 p+d
d

for p = 5 in a logarithmic plot.
The last term has a plain linear growth in d, while for the ﬁrst term, the linear growth of  
d + 1
2

is substantially reduced by the factor log
 
1 +
p
d

going to 0 for d → ∞. The eﬀect can
clearly be seen in Figure 4.8.
Unlike the FGT, the Improved Fast Gauss Transform uses local error control parameters pn
and rint
n to guarantee an error close to the requested bound  with minimal costs. However,
the IFGT also suﬀers from some drawbacks.
4.2.6 Discussion of bandwidth domains
The main issues of the Improved Fast Gauss Transform are:
￿ The IFGT only provides a scaled absolute error bound, not a relative one.
￿ The choice of the parameters for the clustering process – even using the adaptive clustering
– is non-trivial and requires more experimental studies.
￿ The IFGT does not perform well dealing with problems involving low bandwidths.
In order to get a better understanding of the inﬂuence of the bandwidth h on the algorithmic
performance, we consider the example of four Gaussians Gs(t) = e−kt−sk2/h2
centered at the
source points s1 = −2, s2 = 0, s3 = 0.3 and s4 = 1, respectively, with diﬀerent bandwidths
h = 0.1, h = 1 and h = 10 given in Figure 4.9. Our task is to calculate the sum of all Gaussians
at the target point t = 0.
The left plot shows the situation of relatively small bandwidth h = 0.1. Obviously, the
only Gaussian with a signiﬁcant contribution to the target is the one centered at the very
closest source (in fact, the closest source is equal to the target in this case). The plot in the
middle provides an example of average bandwidth (h = 1). Here the inﬂuence of the diﬀerent4.3 Dual-Tree Fast Gauss Transform 77
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Figure 4.9: Four Gaussians Gs(t) = e−kt−sk2/h2
, s ∈ {−2, 0, 0.3, 1} with bandwidth h = 0.1
(left), h = 1 (center) and h = 10 (right).
Gaussians on t heavily depends on the distance ksi −tk, only sources far away from the target
can be ignored. On the right hand side we ﬁnally have an example of high bandwidth h = 10.
The contribution of the Gaussians centered at s2, s3 and s4 is nearly equal.
This brief debate leads us to the following requirements for an algorithm that has to deal
with varying bandwidths:
￿ Low bandwidth: For each target, the algorithm has to ﬁnd the very nearest sources and
ignore contributions from the other sources. A fast nearest neighbor search is mandatory.
￿ High bandwidth: Sources must be combined in clusters such that their inﬂuence on a
target can be accumulated in an eﬃcient expansion (as done in the FGT and IFGT).
￿ Moderate bandwidth: Flexible switching and good decision strategies are necessary
to ﬁnd the most cost-eﬃcient methods.
While the Taylor series work pretty well for the case of high bandwidth, both the FGT and
the IFGT lack of an appropriate mechanism to handle the nearest neighbor problem. The FGT
already suﬀers from dividing up the unit hyper cube [0,1]d in nd
side boxes with nside = 1/
√
2rh
(r < 1
2), which – for small h – results in a huge number of boxes slowing down the computation
excessively. The IFGT on the other hand searches for the nearest source clusters for each
target individually, which is not a good method if there are many clusters.
Consequently a much more ﬂexible data structure is necessary in order to fulﬁll the demands
from the diﬀerent bandwidth domains. The algorithm to be discussed next comes up with
appropriate features.
4.3 Dual-Tree Fast Gauss Transform
Data structure: Two tree structures (SR-Tree) for sources and targets
Expansions: Hermite, Taylor and Taylor-Hermite Expansion (l1-version)
Guaranteed global error:

 e GDFGT(tj) − G(tj)

  <  ·

 G(tj)

  for a ﬁxed bound  > 078 4 Approximation Algorithms for the Discrete Gauss Transform
Runtime complexity: O

min

dNM,(N + M) ·
 pmax−1+d
d

+
O(d(N log2 N + M log2 M)), where pmax is a truncation parameter for series expansion.
Another variant for the approximation of the Discrete Gauss Transform was presented by
Dongryeol Lee, Alexander Gray and Andrew Moore [42] in 2005, the so-called Dual-
Tree Fast Gauss Transform (DFGT). The Dual-Tree algorithm – as opposed to the FGT and
IFGT algorithms – can be classiﬁed as a genuine multilevel fast multipole method. Instead of
using a static clustering of source (target) points, two trees are constructed, a source tree and
a target tree, whose nodes represent clusters, that are hierarchically contained in each other.
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Figure 4.10: A binary tree structure for two-dimensional data.
An example for a binary tree is shown in Figure 4.10, yet the DFGT can be based on more
complex variants as well. The root of the source (target) tree represents the cluster of all
sources (targets), while the child nodes of some inner node represent a disjoint partition of this
node. Each node of the tree has its own expansion center. The leaves (nodes with no children)
are assumed to contain either only 1 point or a number of points bounded by some constant.
After building the two trees the algorithm traverses them simultaneously starting in the roots,
calculating interactions between nodes instead of single points. If a node cluster is too big to
provide a satisfactory approximation, the children are used instead. The key advantage of this
technique is illustrated in Figure 4.11.4.3 Dual-Tree Fast Gauss Transform 79
For target point t1 far away from the source cluster C1 it is advantageous to consider the
inﬂuence of the whole cluster onto t1, while for the target t2 within cluster C1 it might be
necessary to make use of the children clusters C11,...,C14. Furthermore, since the targets are
clustered as well, decisions can be made for target clusters instead of single targets.
Figure 4.11: Source cluster C1 with four children C11,C12,C13,C14. Crosses denote source
points. Targets t1, t2 (dots) interact with either C1 or each of C11,...,C14.
4.3.1 Modiﬁed FGT-expansions and translation operators
In the original paper [42], Lee, Gray and Moore took the same expansions that were used
in the Fast Gauss Transform (Def. 4.2) including the same error bounds. In 2006 the authors
came up with a new version [41] using l1-expansions with
 p+d
d

terms instead of l∞-expansions
with pd terms. We therefore present the new deﬁnitions of the three expansions.
Deﬁnition 4.17 (DFGT Expansions). Let the same assumptions apply as in Deﬁnition 4.1.
Further let Bs∗ be a source cluster and Bt∗ a target cluster with expansion centers s∗ and t∗,
respectively. Let tj ∈ Bt∗ and p ≥ 1 be an arbitrary, but ﬁxed integer. We then deﬁne the
￿ Hermite Coeﬃcient (due to source cluster Bs∗)
CH
α (Bs∗) =
1
α!
·
X
si∈Bs∗
wi ·

si − s∗
h
α
; (4.24)
￿ Taylor Coeﬃcient (due to center t∗ and source cluster Bs∗)
CT
α(Bs∗,t∗) =
1
α!
·
X
si∈Bs∗
wi · hα

si − t∗
h

; (4.25)
￿ Taylor-Hermite Coeﬃcient (due to center t∗ and source cluster Bs∗)
C
THp
β (Bs∗,t∗) =
(−1)|β|
β!
·
X
|α|<p
CH
α (Bs∗) · hα+β

t∗ − s∗
h

. (4.26)
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￿ Hermite Expansion (l1-version) (due to target tj and source cluster Bs∗)
e G
Hp
Bs∗(tj) =
X
|α|<p
CH
α (Bs∗) · hα

tj − s∗
h

; (4.27)
￿ Taylor Expansion (l1-version) (due to target tj and source cluster Bs∗)
e G
Tp
Bs∗(tj) =
X
|α|<p
CT
α(Bs∗,t∗) ·

tj − t∗
h
α
; (4.28)
￿ Taylor-Hermite Expansion (l1-version) (due to target tj and source cluster Bs∗)
e G
THp
Bs∗ (tj) =
X
|β|<p
C
THp
β (Bs∗,t∗) ·

tj − t∗
h
β
. (4.29)
In order to beneﬁt from the hierarchical tree structure, the DFGT makes use of two new
translation operators to shift results from a node to its children and vice versa. The Hermite-
to-Hermite Operator provides a fast method to calculate the Hermite coeﬃcients CH
α (Bs) for
a source cluster Bs, if the coeﬃcients CH
α (Bs0) of all child nodes Bs0 are known. The following
easy calculation, that involves a multi-dimensional Taylor expansion of the Hermite function,
shifts the expansion from the child node to the parent node:
GH
Bs0(tj) =
X
α≥0
CH
α (Bs0) · hα

tj − s0
h

=
X
α≥0
CH
α (Bs0) ·
X
γ≥0
1
γ!

s0 − s
h
γ
· hα+γ

tj − s
h

=
X
α≥0
X
γ≥0
1
γ!
CH
α (Bs0) ·

s0 − s
h
γ
· hα+γ

tj − s
h

=
X
β≥0


X
0≤α≤β
1
(β − α)!
CH
α (Bs0) ·

s0 − s
h
β−α

 · hβ

tj − s
h

,
where β = α + γ. We thus have the following result.
Lemma 4.18 (Hermite-to-Hermite Operator). Let the same assumptions apply as in Deﬁnition
4.1. Let Bs be a source cluster (with expansion center s) in the source tree and Bs0
1,...,Bs0
n be
its children (with expansion centers s0
1,...,s0
n), such that Bs =
Sn
j=1 Bs0
j. Then the Hermite
Coeﬃcients due to source cluster Bs can be calculated using the Hermite Coeﬃcients due to4.3 Dual-Tree Fast Gauss Transform 81
the children source clusters Bs0
1,...,Bs0
n by
CH
β (Bs) =
n X
j=1


X
0≤α≤β
1
(β − α)!
CH
α

Bs0
j

·
s0
j − s
h
β−α

. (4.30)
The second operator, called Local-to-Local Operator, shifts a Taylor Expansion centered at
the expansion center of a given node to the corresponding expansion center of a child node.
More precisely, given a target node Bt with expansion center t and the corresponding Taylor
Coeﬃcients CT
α(Bs,t), the operator allows the eﬃcient computation of the Taylor Coeﬃcients
CT
β (Bs,t0) of a child node Bt0 with expansion center t0. The following calculation involves a
multi-dimensional Taylor expansion of f(tj) =

tj−t
h
α
around the expansion center t0:
GT
Bs(tj) =
X
α≥0
CT
α(Bs,t) ·

tj − t
h
α
=
X
α≥0
CT
α(Bs,t)
X
β≥0
1
β!

Dβ

tj − t
h
α
(t0)

(tj − t0)β
=
X
α≥0
CT
α(Bs,t)
X
β≤α
1
β!

1
h
β  
d Y
k=1
αk (αk − 1)···(αk − βk + 1)
!
·

t0 − t
h
α−β  
tj − t0β
=
X
α≥0
X
β≤α
CT
α(Bs,t) ·
α!
β!(α − β)!

t0 − t
h
α−β 
tj − t0
h
β
=
X
β≥0


X
α≥β
α!
β!(α − β)!
· CT
α(Bs,t)

t0 − t
h
α−β

 ·

tj − t0
h
β
.
We thus get the following Lemma for the Local-to-Local Operator.
Lemma 4.19 (Local-to-Local Operator). Let the same assumptions apply as in Deﬁnition
4.1. Let Bs be a source cluster, Bt be a target cluster (with expansion center t) and Bt0 (with
expansion center t0) be a child of Bt. Further let tj ∈ Bt0. Then the Taylor Coeﬃcients due to
center t0 and source cluster Bs can be calculated using the Taylor Coeﬃcients due to center t
and source cluster Bs by
CT
β (Bs,t0) =
X
α≥β
α!
β!(α − β)!
· CT
α(Bs,t)

t0 − t
h
α−β
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4.3.2 Improved error bounds for l1-expansions
The truncation of the inﬁnite series in the DFGT Expansions 4.17 introduces an approximation
error. Lee and Gray [41] suggest the following local error bounds:
Lemma 4.20 (Error bounds for the DFGT Expansions). Let tj be a target point in the target
cluster Bt∗ with expansion center t∗ and r∞
t∗ = maxt∈Bt∗ kt − t∗k∞/h. Consider all sources si
in the source cluster Bs∗ with expansion center s∗ and r∞
s∗ = maxs∈Bs∗ ks − s∗k∞/h. Then
the absolute errors introduced by approximating the discrete Gauss Transform GBs∗(tj) =
P
si∈Bs∗ wi · e−ktj−sik2/h2
with the Hermite Expansion e G
Hp
Bs∗(tj), the Taylor Expansion e G
Tp
Bs∗(tj)
and the Taylor-Hermite Expansion e G
THp
Bs∗ (tj), respectively, have the following absolute trunca-
tion errors:
E
Hp
Bs∗(tj) =
 
GBs∗(tj) − e G
Hp
Bs∗(tj)
 
 ≤ Ws∗ · e−δmin
s∗t∗
2/2 ·
 d+p−1
d−1

q p
d

!
d−p0  p
d

!
p0 ·
√
2r∞
s∗
p
;
E
Tp
Bs∗(tj) =
 
GBs∗(tj) − e G
Tp
Bs∗(tj)
 
 ≤ Ws∗ · e−δmin
s∗t∗
2/2 ·
 d+p−1
d−1

q p
d

!
d−p0  p
d

!
p0 ·
√
2r∞
t∗
p
;
E
THp
Bs∗ (tj) =

 GBs∗(tj) − e G
THp
Bs∗ (tj)

 
≤ Ws∗ · e−δmin
s∗t∗
2/2 ·
 d+p−1
d−1

q p
d

!
d−p0  p
d

!
p0
·
√
2r∞
t∗
p
+ (2r∞
s∗)
p ·

d + p − 1
d

· max
n
(2r∞
t∗ )
p−1 ,1
o
,
where Ws∗ =
P
si∈Bs∗ |wi|, δmin
s∗t∗ = mins∈Bs∗,t∈Bt∗ ks − tk2/h and p0 = p mod d.
The proof for these bounds can be found in [41]. Note, that they have an explicit dependence
on d and involve the l∞-norm in r∞
t∗ and r∞
s∗, which is counterintuitive, since l1-approximations
have been used. We propose improved error bounds, which will then be compared with the
original ones.
Lemma 4.21 (Improved error bounds for the DFGT Expansions). Let tj be a target point in
the target cluster Bt∗ with expansion center t∗ and rt∗ = maxt∈Bt∗ kt − t∗k1/h. Consider all
sources si in the source cluster Bs∗ with expansion center s∗ and rs∗ = maxs∈Bs∗ ks − s∗k1/h.
Then the absolute errors introduced by approximating the discrete Gauss Transform GBs∗(tj) =
P
si∈Bs∗ wi · e−ktj−sik2/h2
with the Hermite Expansion e G
Hp
Bs∗(tj), the Taylor Expansion e G
Tp
Bs∗(tj)
and the Taylor-Hermite Expansion e G
THp
Bs∗ (tj), respectively, have the following absolute trunca-
tion errors:
E
Hp
Bs∗(tj) ≤ Ws∗ · e−δmin
s∗t∗
2/2 ·
1
√
p!
·
√
2rs∗
p
;
E
Tp
Bs∗(tj) ≤ Ws∗ · e−δmin
s∗t∗
2/2 ·
1
√
p!
·
√
2rt∗
p
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E
THp
Bs∗ (tj) ≤ Ws∗ · e−δmin
s∗t∗
2/2 ·
1
√
p!
·
√
2rt∗
p
+ (2rs∗)
p · min

(2rt∗)
p − 1
2rt∗ − 1
,
p
(p − 1)! · e2rt∗

,
where Ws∗ =
P
si∈Bs∗ |wi| and δmin
s∗t∗ = mins∈Bs∗,t∈Bt∗ ks − tk2/h.
Proof. Let x(k) be the kth coordinate of a point x =
 
x(1),...,x(d)

and let 1 = (1,...,1) be
the unit vector in Rd. For a given source point s let e s =
 
s(1) − s∗
(1)
 
,...,
 
s(d) − s∗
(d)
 


, equiv-
alently for a target point t. First consider the error term E
Hp
Bs∗(tj) of the Hermite Expansion:
E
Hp
Bs∗(tj) =

 
 

X
si∈Bs∗
wi · e−ktj−sik2/h2
−
X
|α|<p
1
α!
·
X
si∈Bs∗
wi ·

si − s∗
h
α
· hα

tj − s∗
h


 
 

≤
X
si∈Bs∗
|wi|

 
 

e−ktj−sik2/h2
−
X
|α|<p
1
α!
·

si − s∗
h
α
· hα

tj − s∗
h


 
 

≤ Ws∗ ·
X
|α|=p
1
α!
· max
s∈Bs∗,t∈Bt∗

 
hα

t − s
h

 
 ·

 


s − s∗
h
α
 
,
where the last estimation uses the Lagrange remainder from Theorem (3.2). Applying the
inequality by Sz´ asz (3.11) further yields
E
Hp
Bs∗(tj) ≤ Ws∗ · e−δmin
s∗t∗
2/2 · max
s∈Bs∗
X
|α|=p
1
α!
p
2|α|α! ·
d Y
k=1



 s(k) − s∗
(k)

 
h


αk
= Ws∗ · e−δmin
s∗t∗
2/2 · max
s∈Bs∗
X
|α|=p
√
α!
α!
 √
2e s
h
!α
≤ Ws∗ · e−δmin
s∗t∗
2/2 ·
1
√
p!
· max
s∈Bs∗
X
|α|=p
p!
α!
 √
2e s
h
!α
· 1α
= Ws∗ · e−δmin
s∗t∗
2/2 ·
1
√
p!
· max
s∈Bs∗
  √
2e s
h
!
· 1
!p
(by (3.3))
= Ws∗ · e−δmin
s∗t∗
2/2 ·
1
√
p!
·
√
2rs∗
p
.
The approximation error of the Taylor Expansion (4.28) can be derived in an analogical way.
We ﬁnally present the derivation of the error bound for the Taylor-Hermite Expansion (4.29).
First we can split the error by deﬁning
E1 :=
X
|β|≥p
(−1)|β|
β!
· hβ

t∗ − si
h

·

tj − t∗
h
β
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E2 :=
X
|β|<p
(−1)|β|
β!
·
X
|α|≥p
1
α!
·

si − s∗
h
α
· hα+β

t∗ − s∗
h

·

tj − t∗
h
β
,
which leads to
E
THp
Bs∗ (tj) =

 
 

GBs∗(tj) −
X
|β|<p
(−1)|β|
β!
·
X
|α|<p
CH
α (Bs∗) · hα+β

t∗ − s∗
h

·

tj − t∗
h
β

 
 

≤ Ws∗ · (|E1| + |E2|).
The ﬁrst term can obviously be bounded by |E1| ≤ e−δmin
s∗t∗
2/2 · 1 √
p! ·
 √
2rt∗
p
as shown above,
while for the second term we get
|E2| ≤
X
|β|<p
1
β!
·
X
|α|=p
1
α!
· max
s∈Bs∗,t∈Bt∗

 
 
hα+β

t − s
h

 
 
·

 
 

s − s∗
h
α
 
 
·

 
 

t − t∗
h
β
 
 
≤ e−δmin
s∗t∗
2/2 · max
s∈Bs∗,t∈Bt∗
X
|β|<p
1
β!
·
X
|α|=p
1
α!
q
2|α+β|(α + β)! ·
 
 


s − s∗
h
α 
 

·
 
 


t − t∗
h
β 
 

= e−δmin
s∗t∗
2/2 · max
s∈Bs∗,t∈Bt∗
X
|β|<p
1
√
β!
·
X
|α|=p
1
√
α!
s
(α + β)!
α!β!
√
2
|α+β|
·
 
e s
h
!α
·
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h
!β
≤ e−δmin
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2/2 · max
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X
|β|<p
1
√
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·
X
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1
√
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√
2
|α+β|√
2
|α+β|
·
 
e s
h
!α
·
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!β
= e−δmin
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t∈Bt∗
X
|β|<p
1
√
β!
· max
s∈Bs∗
X
|α|=p
1
√
α!
·
 
2e s
h
!α
·
 
2e t
h
!β
≤ e−δmin
s∗t∗
2/2 ·
1
√
p!
· (2rs∗)
p · max
t∈Bt∗
X
|β|<p
1
√
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·
 
2e t
h
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| {z }
=:E22
.
The factor E22 can be bounded by
E22 =
p−1 X
k=0
max
t∈Bt∗
X
|β|=k
1
√
β!
·
 
2e t
h
!β
≤
p−1 X
k=0
1
√
k!
· (2rt∗)
k
and further either by a geometric series
E22 ≤
p−1 X
k=0
(2rt∗)
k =
(2rt∗)
p − 1
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or alternatively by the exponential function
E22 ≤
p−1 X
k=0
√
k!
k!
· (2rt∗)
k ≤
p
(p − 1)! ·
p−1 X
k=0
1
k!
· (2rt∗)
k ≤
p
(p − 1)! · e2rt∗.
Thus, we get the ﬁnal bound
|E2| ≤ e−δmin
s∗t∗
2/2 ·
1
√
p!
· (2rs∗)
p · min

(2rt∗)
p − 1
2rt∗ − 1
,
p
(p − 1)! · e2rt∗

,
which concludes the proof.
2
We choose the bound for the Hermite Expansion to be compared with the original one.
The ﬁrst two factors of the bounds coincide, while in the last we have to estimate r∞
s∗ =
maxs∈Bs∗ ks − s∗k∞/h against rs∗ = maxs∈Bs∗ ks − s∗k1/h. Since the norms satisfy kxk∞ ≤
kxk1 ≤ d·kxk∞ for every x ∈ Rd, for a ﬁxed r∞
s∗ we can provide a lower and an upper bound for
rs∗. However typically (depending on the way the clusters are built), we will have a Euclidean
distance bound for all s ∈ Bs∗, and therefore the relations kxk∞ ≤ kxk2 and kxk1 ≤
√
d · kxk2
provide a good estimate for the average case. For a ﬁxed r = r∞
s∗ and ﬁxed dimension d we
thus compare the following functions:
e(p) =
 d+p−1
d−1

q p
d

!
d−p0  p
d

!
p0 ·
√
2r
p
;
emin(p) =
1
√
p!
·
√
2r
p
;
emed(p) =
1
√
p!
·
√
2r ·
√
d
p
;
emax(p) =
1
√
p!
·
√
2r · d
p
;
where p0 = p mod d. Nota bene the bounds coincide for d = 1.
As can be seen from the graphs in Figure 4.12, the new bound is tighter than the original
one in the average case, where r∞
s∗ =
√
d · rs∗. If only an l∞-estimation is provided and no
l1-estimation except for rs∗ ≤ d·r∞
s∗ is known, the original bound yields slightly better results.
4.3.3 Relative error control and implementation details of the DFGT
The error bounds presented above are absolute error bounds, while in most scenarios the user of
a numerical algorithm will be interested in relative errors. The Dual-Tree Fast Gauss Transform
oﬀers a method to guarantee a pointwise bound for the relative error, under the assumption
that all weights wi (i = 1,...,N) are non-negative. This is the case in many applications, for
example Kernel Density Estimation and numerical integration.86 4 Approximation Algorithms for the Discrete Gauss Transform
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Figure 4.12: Comparison of the DFGT Hermite error bounds. For ﬁxed dimension d the
parameter r has been chosen such that r·d < 1 in order to have convergence from the beginning
and achieve usable values for small p.
Theorem 4.22. Consider a set of methods A for approximating the contribution of a source
cluster Bs∗ to a single target tj ∈ Bt∗, where EA
Bs∗(tj) shall denote the maximum absolute error
of method A ∈ A. Then the pointwise relative error  can be guaranteed, if EA
Bs∗(tj) ≤  ·
Ws∗
W Gmin
t∗ for all A ∈ A, where Ws∗ =
P
si∈Bs∗ |wi|, W =
PN
i=1 |wi| and Gmin
t∗ ≤ mint∈Bt∗ G(t).
Proof. For a given target tj let Bs∗
i (i = 1,...,k) be the source clusters contributing to the
computed result e G(tj) and Ai ∈ A be the method used for cluster Bs∗
i. We can then estimate

 G(tj) − e G(tj)

  =
 
 

k X
i=1
GBs∗
i
(tj) − e GBs∗
i
(tj)
 
 

≤
k X
i=1

 GBs∗
i
(tj) − e GBs∗
i
(tj)

 
≤
k X
i=1
E
Ai
Bs∗
i
(tj) ≤
k X
i=1
 ·
Ws∗
i
W
Gmin
t∗ ≤  · Gmin
t∗ ≤  · G(tj).
2
The approximation rule induced by this Theorem grants each source cluster a maximum
relative error proportional to the sum of the weights of source points it contains, which seems4.3 Dual-Tree Fast Gauss Transform 87
to be a well working strategy. The global error control is further optimized by two additional
features.
First, in case direct evaluation is chosen as method for a certain cluster Bs∗, there is no
absolute error and the sum of the corresponding weights Ws∗ can be stored and used to allow
greater errors in the contributions of other clusters. Second, a strategy the authors of [41]
call ﬁnite-diﬀerence pruning is applied. For each target cluster Bt∗, the algorithm holds and
continuously updates the two values Gmin
t∗ and Gmax
t∗ , that fulﬁll the relation Gmin
t∗ ≤ G(tj) ≤
Gmax
t∗ for all tj ∈ Bt∗. Gmin
t∗ is initialized with 0, which can be done since all weights are non-
negative, Gmax
t∗ is initialized with
PN
i=1 wi, the maximum possible value for any target tj. As
mentioned above another value denoted by Wsave
t∗ is stored collecting the source weights wi that
have not yet contributed to the error E(tj) (tj ∈ Bt∗) and can therefore still be used to save
computational time. Now ﬁnite-diﬀerence pruning ﬁrst tries to approximate the contribution of
source cluster Bs∗ to any target tj in target cluster Bt∗ without even looking at the individual
sources and targets by taking the rough approximation
GBs∗(tj) ≈
Gmax
s∗t∗ + Gmin
s∗t∗
2
, (4.32)
where Gmax
s∗t∗ = Ws∗ · e−δmin
s∗t∗
2
, Gmin
s∗t∗ = Ws∗ · e−δmax
s∗t∗
2
and δmin
s∗t∗ = mins∈Bs∗,t∈Bt∗ ks − tk2/h,
δmax
s∗t∗ = maxs∈Bs∗,t∈Bt∗ ks − tk2/h.
Be aware that δmin
s∗t∗ and δmax
s∗t∗ are not determined exactly by calculating all distances between
source and target points, but rather approximately by using properties of the corresponding
clusters. Thus, the calculation costs are independent of the number of points contained in the
clusters.
The maximum absolute error of the contribution of source cluster Bs∗ to any target tj can
now trivially be bounded by |Gmax
s∗t∗−Gmin
s∗t∗|
2 , since Gmin
s∗t∗ ≤ G(tj) ≤ Gmax
s∗t∗ for all tj ∈ Bt∗. Thus
Theorem 4.22 yields the condition

Gmax
s∗t∗ − Gmin
s∗t∗


2
≤  ·
Ws∗
W
Gmin
t∗ , (4.33)
to use approximation (4.32). If condition (4.33) is not fulﬁlled, the term Wsave
t∗ is used to
modify the approximation condition to
 Gmax
s∗t∗ − Gmin
s∗t∗
 
2
≤  ·
Ws∗ + Wsave
t∗
W
Gmin
t∗ . (4.34)
Solving for Wsave
t∗ yields
Wsave
t∗ ≥
W ·
 Gmax
s∗t∗ − Gmin
s∗t∗
 
2 · Gmin
t∗
− Ws∗. (4.35)
When using this pruning condition, we have to decrement the term Wsave
t∗ by the value of
the right hand side of (4.34) afterwards. In order to minimize computational eﬀort, we do
not instantly add the estimated value to all Gaussians, but rather store it in another variable
Gest
t∗ and propagate it downwards to the leaves and further to the individual targets in a
post-processing step. During this pass, Taylor Coeﬃcients are shifted using the Local-To-Local88 4 Approximation Algorithms for the Discrete Gauss Transform
Operator (4.31) from parent to their child nodes until arrived at the leaves, where the evaluation
of the Taylor series at every target takes place.
In [41] the authors also suggest to pre-compute the Hermite Coeﬃcients up to a certain order
using the Hermite-to-Hermite Operator (4.30). However the suggestions must be considered
with care, since useful bounds for the order can only be guessed and for certain data sets and
parameters, neither the Hermite Expansion nor the Taylor-Hermite Expansion might be used
at all making the pre-computation superﬂuous. The Hermite-to-Hermite Operator can still
be used to shift Hermite Coeﬃcients from child nodes to their parent nodes on the ﬂy while
traversing the tree.
The main part of the DFGT-algorithm consists of the recursive procedure cc(S,T) (cc being
an abbreviation for “collect contributions”), which operates on a source node S and a target
node T and computes the approximate contribution of the current source cluster to all points
in the current target cluster. It basically performs the following steps:
1. If source node S is far enough away from T, ﬁnite diﬀerence pruning is applied.
2. Otherwise, if the costs for any of the three approximation methods Hermite (4.27), Taylor
(4.28), Taylor-Hermite Expansion (4.29) is lower than costs for direct evaluation, choose
the cheapest one for evaluation.
3. If direct evaluation is cheapest, do not perform any calculation right away, but descend
in the tree to calculate interactions for children instead.
Once the recursion arrives at a leaf (without having found any cheap approximation method),
it drops back to direct evaluation. Thus, in the worst case, the algorithm performs direct
evaluation for all data points in addition to traversing the whole tree.
We have not been talking about the details of a suitable tree structure. In [41], Lee and
Gray use a sphere-rectangle tree (SR-Tree) [38] without considering any alternatives. We will
therefore leave this discussion to the next section, assuming for now we are dealing with any
kind of binary tree.
Algorithm: Dual-Tree Fast Gauss Transform [41]
Input: N sources si, (i = 1,...,N) in Rd
M targets tj, (j = 1,...,M) in Rd
N weights wi, (i = 1,...,N) in [0,∞)
bandwidth h > 0, error bound  > 0
Output: e GDFGT(tj), (j = 1,...,M), with
 
e GDFGT(tj) − G(tj)
 
 <  ·
 
G(tj)
 

Build a (binary) source tree RS using all N sources;
build a (binary) target tree RT using all M targets.
For each node Bt∗ of the target tree RT initialize
5 Gmin
t∗ = 0; Gmax
t∗ =
PN
i=1 wi; Wsave
t∗ = 0.4.3 Dual-Tree Fast Gauss Transform 89
For each target tj initialize
G(tj) = 0; Gmin
tj = 0; Gmax
tj =
PN
i=1 wi.
10 cc(root(RS), root(RT ))
Traverse the target tree RT via a breadth -first search and
shift Taylor Coefficients from parent to their child nodes
using the Local -To-Local Operator (4.31).
15 When arrived at a leaf, evaluate Taylor series at each target tj.
PROCEDURE cc(source node S, target node T)
Bs∗ = source cluster of node S with expansion center s∗
Bt∗ = target cluster of node T with expansion center t∗
5 δmin
s∗t∗ = minimum distance between Bs∗ and Bt∗
δmax
s∗t∗ = maximum distance between Bs∗ and Bt∗
Gmax
s∗t∗ = Ws∗ · e−δ
min
s∗t∗
2
Gmin
s∗t∗ = Ws∗ · e−δ
max
s∗t∗
2
10 Wtest = W ·

Gmax
s∗t∗ − Gmin
s∗t∗

 
2 · Gmin
t∗

− Ws∗
// Finite -Difference Pruning
IF Wsave
t∗ ≥ Wtest
Wsave
t∗ -= Wtest
15 Gmin
t∗ += Gmin
s∗t∗
Gmax
t∗ += Gmax
s∗t∗
Gest
t∗ += 0.5 ·
 
Gmin
s∗t∗ + Gmax
s∗t∗

ELSE // Fast Gauss methods
Choose cheapest method A from Hermite Expansion , Taylor Expansion ,
20 Taylor-Hermite Expansion (Def. 4.17) and Direct Evaluation
using Lemma 4.21 and Theorem 4.22.
IF A == Hermite Expansion
For all tj ∈ Bt∗
Compute Hermite Expansion (4.27) due to source cluster Bs∗.
25 ELSE IF A == Taylor Expansion
Compute Taylor Coefficients CT
α(Bs∗,t∗) via (4.28).
ELSE IF A == Taylor-Hermite Expansion
Compute Taylor-Hermite Coefficients C
THp
β (Bs∗,t∗) via (4.29).
IF A 6= Direct Evaluation
30 Wsave
t∗ += Ws∗ − W · EA/
 
 · Gmin
t∗

Gmin
t∗ += Gmin
s∗t∗
Gmax
t∗ += Gmax
s∗t∗
ELSE
IF leaf(S) OR leaf(T)
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c = wi · e−ktj−sik
2/h
2
G(tj) += c
Gmin
tj += c
Gmax
tj += c - wi
40 Wsave
t∗ += Ws∗
Gmin
t∗ = mintj∈Bt∗ Gmin
tj
Gmax
t∗ = maxtj∈Bt∗ Gmax
tj
ELSE
cc(leftChild(S), leftChild(T))
45 cc(leftChild(S), rightChild(T))
cc(rightChild(S), leftChild(T))
cc(rightChild(S), rightChild(T))
4.3.4 Runtime analysis
In order to estimate the runtime of the Dual-Tree Fast Gauss Transform, note that for a
balanced binary tree, the construction time complexity is of O(N log2 N) for N data points.
Since in our case, all data – that is sources and targets – are given a priori, we can assume
to deal with a well-balanced tree. Including distance calculations, we get a runtime bound of
O(d · (N log2 N + M log2 M)) for tree construction.
As mentioned above, the worst case for the recursive procedure occurs, if the whole tree is
traversed without any fast method being applied, such that direct evaluation is carried out for all
points at leaf level. In this case, the runtime adds up to O(d · (N log2 N + M log2 M + N · M)).
However, since the algorithm compares the costs for every combination of source and target
nodes it arrives at, and l1-expansions with
 pmax−1+d
d

terms are used if advantageous, we obtain
the following runtime bound:
Runtime Complexity 4.23. The DFGT has a runtime of
O

d · (N log2 N + M log2 M) + min

d · N · M,(N + M) ·

pmax − 1 + d
d

.
The Dual-Tree Fast Gauss Transform is the ﬁrst algorithm, that eﬃciently combines fast ex-
pansion techniques for the Gaussian Kernel with a hierarchical data structure. It does not suﬀer
from the intrinsic performance problem of the FGT and IFGT dealing with low bandwidth
applications. However it still leaves two important open questions:
￿ How does the expansion of the Improved Fast Gauss Transform perform compared to
those of the Fast Gauss Transform in combination with dual trees?
￿ What is a good or the best possible choice for the tree structure?
In order to answer these questions and discuss some further optimization techniques, we intro-
duce two new algorithms called the Dual-Tree and Single-Tree Improved Fast Gauss Transform.4.4 Dual-Tree Improved Fast Gauss Transform 91
4.4 Dual-Tree Improved Fast Gauss Transform
Data structure: Two tree structures (VAM-Split SR-Tree) for sources and targets
Expansions: IFGT-Taylor Expansion (l1-version)
Guaranteed global error:

 e GDFGT(tj) − G(tj)

  <  ·

 G(tj)

  for a ﬁxed bound  > 0
Runtime complexity: O

min

dNM,(N + M) ·
 pmax−1+d
d

+
O(d(N log2 N + M log2 M)), where pmax is a truncation parameter for series expansion.
The Dual-Tree Improved Fast Gauss Transform (DIFGT) is mainly based upon the Dual-Tree
Fast Gauss Transform presented above. We will therefore not repeat the principal structure of
the algorithm but rather focus on the diﬀerences between the DIFGT and DFGT beginning
with a short discussion of the tree structure.
4.4.1 The Tree structure - combining the SR-tree and VAM-Split tree
In the previous section we have not been talking about the precise implementation of the tree
structure for the source and target tree. Lee and Gray [41] use Sphere-Rectangle (SR-)Trees
[38] that have been proven to perform much better than other dynamic index structures such as
K-D-B-Trees [52], R*-trees [7] and SS-trees [66], especially in high dimensions. We now throw
a short glance at the diﬀerent trees. For a detailed description, the reader is referred to the
mentioned articles.
Trees are often used to process a huge amount of data changing over time. Therefore most
tree structures provide routines for eﬃcient insertion and removal of data points. These routines
have to take care of changes in the aﬀected nodes and rebuild parts of the tree with moderate
computational eﬀort. We call this kind of tree a dynamic index structure – in contrast to a
static index structure, where all data points are given a priori and do not change while the tree
is used.
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Figure 4.13: K-D-B-tree: space partitioning parallel to the coordinate axes.92 4 Approximation Algorithms for the Discrete Gauss Transform
The K-D-B-tree is a dynamic index structure using coordinate planes to divide the given
search space into disjoint subareas. The main advantage of the disjointness among nodes of
the same level is the unique path from the tree root to a leaf for a given data point. However
the propagation of plane splits from a node to its children can induce the creation of empty or
hardly populated nodes, a fact the performance of K-D-B-trees suﬀers from.
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Figure 4.14: Overlapping nodes of an R*-tree (left) and SS-tree (right). Darker hue symbolizes
a deeper level.
R*-trees are an optimized variant of R-trees [32], whose nodes correspond to rectangles. The
boundaries of a node are determined by the smallest rectangle comprising all child rectangles.
In order to allow easier insertions afterwards an overlap of nodes on the same level is permitted.
The SS-tree has been developed to further improve the performance of the R*-tree and utilizes
bounding spheres (that can actually have an elliptic shape) instead of rectangles.
Finally the key idea of the SR-tree is to employ the intersection of a bounding sphere and
a bounding rectangle as search region. This concept derives from practical experiences in tree
construction made with high-dimensional data sets [38] that have shown that while the average
volume of bounding rectangles turns out to be considerably smaller than that of bounding
spheres, the latter come up with shorter average diameters than the former. SR-trees pledge to
combine the advantages of both shapes, additionally improving the disjointness among regions.
In [38] Katayama and Satoh show that the SR-tree – while suﬀering from higher creation
costs and storage requirements due to the combination of two shapes – indeed outperforms all
previous variants regarding nearest neighbor queries.
All indexing structures considered so far are dynamic structures in the sense explained above.
However, in our problem statement there is no necessity to deal with insertions or deletions
of source or target points at a later time, the complete data set is known from the beginning.
On the other hand, a static structure is easier to implement and can take advantage of the full
knowledge of all data in the construction process. We therefore favor the utilization of a static
structure.
The VAM-Split R-tree was introduced by White and Jain in [65]. The tree is constructed
using the following simple rules:
1. The root of the tree contains all data.
2. A node is split recursively into two children by the following process:
a. For all points in the node ﬁnd the dimension with maximum variance in the coordi-
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b. Choose a value that is approximately a median of these coordinates to divide the
points in two sets.
A real number m is called median of a set of real numbers A, if for B = {a ∈ A | a < m} we
have
 
B − A \ B
 
 ≤ 1. Simply spoken, a median splits a set into two equally sized parts (if the
set size is even, otherwise the parts’ cardinality only diﬀers by 1).
The reason the VAM-Split (variance – approximately – median) R-tree does not use an exact
median split, but rather an approximate, is given by the fact that the authors adjust the node
size to disk blocks in order to minimize disk access costs. We do not follow this approach
for two reasons. First, the disk block size may be unknown and diﬀer on diﬀerent platforms.
Second, performing an exact median split results in a well-balanced binary tree, which provides
fast and easy access routines.
In [38], the comparison of several dynamic index structures with the VAM-Split R-tree shows
a superior performance of both the SR-tree and the VAM-Split R-tree, while in most cases the
SR-tree is performing slightly better. In order to beneﬁt from both their advantages, we
combine the two trees calling the result an VAM-Split SR-tree. For that purpose, in a ﬁrst
top-down step, a VAM-Split R-tree is constructed (choosing the exact median) as described
above. In a second bottom-up step, we calculate bounding rectangles and bounding spheres
for all nodes. These bounding objects are later used for distance calculations.
In order to be able to handle huge data sets, we do not copy and store the data points within
the tree nodes. The points are rather re-sorted in a single array during the splitting process
and every node only keeps the index of its ﬁrst point in the array and its size. A node of the
VAM-Split SR-tree consists of the following entries:
￿ index: index of ﬁrst point in data array;
￿ size: number of points;
￿ boundL(1..d), boundR(1..d): bounds of bounding rectangle;
￿ center(1..d): center point of bounding sphere;
￿ radius: radius of bounding sphere.
The creation costs of the tree are summarized in the following scheme:
1. The variance calculation can be carried out in linear time and must be done on each level
for all points and all dimensions resulting in an approximate runtime of O(d·N log2(N)).
2. The calculation of the median can also be performed in linear time (a good approach can
be found in [46]) and must be done on each level for all points resulting in an approximate
runtime of O(N log2(N)).
3. The calculations of all bounding object variables have again linear time complexity on
each level resulting in a runtime of O(d · N log2(N)).
Finally we remark that the creation of new children is not repeated recursively until only
a single point is left in each leaf. In fact it terminates as soon as a certain threshold for the
minimum number of points is hit, in order to achieve the best possible performance. In our
computational setup we found values between 10 and 20 to be a good choice.94 4 Approximation Algorithms for the Discrete Gauss Transform
4.4.2 Expansion and implementation details
As the naming of the algorithm already suggests, it uses the series expansion introduced by
the Improved Fast Gauss Transform rather than those of the Fast Gauss Transform. For the
reader’s convenience we repeat the according expansion:
Deﬁnition 4.24 (IFGT Expansion). Let the same assumptions apply as in Deﬁnition 4.1.
Further let Zn be a source cluster with center s∗
n and tj be any target point. Let p ≥ 1 be an
arbitrary, but ﬁxed integer. We then deﬁne the
￿ IFGT-Taylor Coeﬃcient (due to source cluster Zn)
Cα(Zn) =
2|α|
α!
X
si∈Zn
wi · e−ksi−s∗
nk2/h2

si − s∗
n
h
α
; (4.36)
￿ IFGT-Taylor Expansion (l1-version) (due to target tj and source cluster Zn)
e G
ITp
Zn (tj) =
X
|α|<p
Cα(Zn) · e−ktj−s∗
nk2/h2

tj − s∗
n
h
α
. (4.37)
There are several reasons why we prefer the IFGT expansion over the three FGT expansions.
First, in practice the IFGT has proven to perform very well in high bandwidth setups. Since the
Dual-Tree algorithm – providing a good solution to the nearest neighbor problem as explained
above – already oﬀers good performance for low bandwidth, we expect to get an algorithm with
good performance on a wide bandwidth range. Second, the fact of using a single expansion
rather than three allows us to re-use the calculated Taylor coeﬃcients whenever the same source
cluster is involved in a series expansion twice. Finally, cost estimations and the decision, if
further descent in the tree is helpful or not, are accelerated and simpliﬁed. This is actually a
crucial aspect in the algorithm, where most of the optimizations can be carried out.
Remember the DFGT chooses a fast method as soon as its costs are lower than those of
the direct evaluation. This can however be a suboptimal strategy, since on a deeper tree level,
costs can possibly be saved by ignoring far clusters and using Taylor expansions in smaller
regions with smaller Taylor bounds. Thus, whenever a Taylor expansion is faster than direct
evaluation, we ﬁrst check the costs and Taylor bounds of the children and – for promising values
– descent deeper in the tree.
As explained in the previous section, the Dual-Tree algorithm keeps and updates lower
bounds Gmin
t∗ for all Gaussians of a target cluster Bt∗ with cluster center t∗. After the con-
struction of the tree, these bounds are initialized in a bottom-up way by calculating the direct
evaluation for every target due to all sources in the nearest leaf of the source cluster tree. Since
the number of sources in a leaf is bounded by a small constant, this step only requires O(d·M)
time. This pre-processing step speeds up the calculation especially in case of low bandwidth,
where only the very nearest sources are required to meet the error bound.
For a formal description of the algorithm, the reader is referred to the previous section, since
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4.4.3 Runtime analysis
As shown above, the construction of a VAM-Split SR-tree with N points can be carried out in
O(d·N log2(N)) time. Since both a tree for sources and targets are utilized, the total runtime
adds up to O(d · (N log2(N) + M log2(M)).
The runtime bound for the recursive main part can be derived in a equivalent way as done
for the Dual-Tree FGT. Thus we get the same total time complexity.
Runtime Complexity 4.25. The DIFGT has a runtime of
O

d · (N log2 N + M log2 M) + min

d · N · M,(N + M) ·

pmax − 1 + d
d

.
4.5 Single-Tree Improved Fast Gauss Transform
Data structure: A single tree (VAM-Split SR-Tree with PCA) for source points, which
coincide with target points (thus N = M)
Expansions: IFGT-Taylor Expansion (l1-version)
Guaranteed global error:

 e GDFGT(tj) − G(tj)

  <  ·

 G(tj)

  for a ﬁxed bound  > 0
Runtime complexity: O

min

dN2,2N ·
 pmax−1+d
d

+ O
 
N ·
 
d · log2N + d3
,
where pmax is a truncation parameter for series expansion.
With the Single-Tree Improved Fast Gauss Transform (SIFGT) we extend the idea of the
Dual-Tree Improved Fast Gauss Transform using a diﬀerent tree structure to yield better per-
formance for certain high-dimensional datasets. For reasons that will become clear later, the
improvements can only be applied, if sources and targets coincide and thus can be stored in
a single tree. In order to introduce the changes in the tree structure, we ﬁrst give a short
overview on the dimension reduction problem and the principal component analysis.
4.5.1 Dimension reduction and the principal component analysis
Many applications dealing with high-dimensional datasets suﬀer from a high workload due to an
exponential dependence on the dimension. This fact is also known as the curse of dimensionality.
However various investigations on real-world data have shown that many datasets situated in
high-dimensional space actually have low-dimensional features – that means, some parts of
the data are situated on low-dimensional submanifolds. The term “eﬀective dimension” of a
dataset has been introduced and deﬁned in diﬀerent ways. An obvious case of a dataset in
a d-dimensional space with eﬀective dimension k < d are points taken from a k-dimensional
submanifold. However, since data is often tainted with errors, a dataset is also said to be
of eﬀective dimension k, if the other d − k directions have a variance in coordinates smaller
than some given bound. Several methods for dimension reduction and the determination of96 4 Approximation Algorithms for the Discrete Gauss Transform
the eﬀective dimension have been investigated. Introductions to this topic can be found in
[10], [19] and [12]. A well-known technique is the principal component analysis (PCA), also
called Karhunen-Lo` eve transform or Hotelling transform in particular contexts. The PCA
tries to reduce the dimension by ﬁnding the direction with maximum variance in data and a
corresponding orthogonal system. Directions with variance lower than some bound can then
be ignored.
For a given set of points xk =
 
x1
k,...,xd
k

∈ Rd, k = 1,...,N, the PCA carries out the
following steps:
1. Calculate the centroid m = 1
N
PN
k=1 xk of all points and shift them to get new points
e xk = xk − m with centroid 0.
2. Set up the (d × d)-covariance matrix C = (cij), cij =
PN
k=1 e xi
k · e x
j
k for the shifted points.
3. Find the eigenvalues and corresponding eigenvectors of the symmetric matrix C.
The ith eigenvalue λi corresponds to the variance of the data in direction of the ith eigenvector
ei. Assuming the eigenvalues are ordered such that λ1 ≥ λ2 ≥ ··· ≥ λd, the direction with
greatest variance is given by e1 and called the principal component.
The dimension can now be reduced by projecting the data on the given eigenvectors and
ignoring coordinates with low variance.
However, the PCA can of course only discover global low-dimensional features, since it adds
up the coordinates of all the data without considering local attributes. The eﬀect can be seen
in Figure 4.15. While the 1-dimensional nature of the diagonal can still be discovered in the
left example, even though the data is heavily tainted with errors, the PCA of the circle does
not distinguish a particular direction and could therefore also be derived from any uniformly
distributed 2-dimensional dataset.
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Figure 4.15: Left: The 1-dimensional structure in the data can be recognized by the principal
component e1 having an eigenvalue λ1 = 2.547 much greater than λ2 = 0.09052. Right: For
a circle, the eigenvalues nearly coincide, the local 1-dimensional features cannot be discovered
by the PCA (λ1 = 3.556, λ2 = 3.733).4.5 Single-Tree Improved Fast Gauss Transform 97
4.5.2 The tree structure
Since our approach of combining the PCA with a space partitioning tree structure analyzes
local subsets of the dataset, we hope to also take advantage of local low-dimensional features.
A simple variant of this technique has already been applied by Sproull in [59] in context of
nearest neighbor searching. In order to separate the two children of a node in a binary tree
Sproull suggests the use of an arbitrary partition hyperplane instead of a plane parallel to a
coordinate axis. The hyperplane in d-dimensional space is chosen to be the (d−1)-dimensional
subspace orthogonal to the principal component of the data in the current node. Thus, the
split is performed orthogonal to the direction of maximum variance in the data.
Our variant chooses the same hyperplane to perform the split and additionally calculates
a minimum bounding hyperrectangle in the new coordinate system determined by the PCA.
A ﬁrst advantage can be clearly seen in Figure 4.16. Given two point sets S and T with
low-dimensional features that are not parallel to the coordinate axes, the distance of the corre-
sponding PCA rectangles can be much closer to the real distance mins∈Smint∈T ks − tk than
the distance of rectangles parallel to the coordinate axes. In Figure 4.16, the distance between
rectangles B1 and B3 is much greater (and thus gives a better estimate) than the distance
between rectangles A1 and A3. Second, following the eﬀective dimension paradigm, rectangle
sides with a length smaller than some constant do not have to be stored, thus reducing the
dimension of the hyperrectangle from d to the eﬀective dimension deﬀ of the node data.
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Figure 4.16: Rectangles parallel to the coordinate system (left) vs. rectangles determined by
the PCA (right).
However, the direct approach of calculating distances between arbitrarily rotated hyperrect-98 4 Approximation Algorithms for the Discrete Gauss Transform
angles is quite expensive in high dimensions. The two most well-known and intensely examined
algorithms for the computation of distances between convex polytopes, the Gilbert-Johnson-
Keerthi (GJK) [23] and the Lin-Canny (LC) algorithm [43], both originate from problems in
robotics and are therefore designed to deal with 3-dimensional problems. Their time complex-
ity is essentially linear to the total number of vertices of both polytopes. Since the number of
vertices of a d-dimensional hyperrectangle is 2d, a moderate runtime cannot be guaranteed for
high dimension. We experimented with a diﬀerent algorithm for distance calculation between
hyperrectangles, that only requires one rotation (O(d2)) and another d minimization steps to
ﬁnd the distance. However even the modest costs of O(d2) turned out to be too much to
provide better performance due to more accurate distance estimations.
We therefore apply another strategy. Remember each node has its own “eigendirections”
determined by the PCA. For a given node X, we calculate several bounding hyperrectangles
using the eigendirections of its ancestors (father, grandfather, etc.). Whenever a distance
between X and another node Y is required, we ﬁnd their youngest common ancestor Z and use
the appropriate hyperrectangles to compute the distance. Thus, no rotation is necessary and
the distance calculation can be carried out in time O(deﬀ), where deﬀ is the eﬀective dimension
of node Z.
Since the improved distance estimations induced by the PCA hyperrectangles have the
biggest eﬀect for nodes close to each other and most distance calculations are carried out
between nodes close to each other anyway, it is suﬃcient to store bounding PCA hyperrectan-
gles for only two or three generations of ancestors; in case no adequate hyperrectangle exists,
the trivial bounding boxes parallel to the coordinate axes are used.
The fact that we are using a common ancestor to compute the distance between two nodes
also supplies the reason, why this algorithm only makes sense in case the targets coincide with
the sources. If we had two trees, a rotation of the PCA hyperrectangles would be necessary,
which is not eﬃcient. We experimented with a single tree that stores both sources and targets,
but found this variant to be clearly inferior to the usual dual-tree approach.
4.5.3 Runtime analysis
When using the Single Tree algorithm, one has to keep in mind, that only small performance
improvements due to faster and more precise distance calculations can be expected for data
with low-dimensional features. On the other hand, the construction of the tree is much more
expensive than the construction of the VAM-Split SR-Tree, since the PCA requires a singular
value decomposition. This is realized by transforming the given symmetric (d × d)-matrix to
a tridiagonal matrix using the Householder reduction before applying the QL-algorithm with
implicit shifts to determine the eigenvalues and corresponding eigenvectors. Both algorithms
(see [60] for the theoretical background and [46] for eﬃcient implementations) have a workload
of O(d3) and are applied to every node in the tree. Since we are dealing with a balanced
binary tree and the leaves contain more than 1 point each, we can estimate the tree height
by h < log2 N and therefore the total number of nodes k = 2h+1 − 1 is bounded by N. The
total runtime for tree construction thus adds up to O
 
N ·
 
d · log2N + d3
. This leads to the
following result:4.5 Single-Tree Improved Fast Gauss Transform 99
Runtime Complexity 4.26. The SIFGT has a runtime of
O

N ·
 
d · log2N + d3
) + min

dN2,2N ·

pmax − 1 + d
d

.5 Numerical Results
5.1 The Implementations
Before presenting numerical results of the diﬀerent algorithms, we give a concise description of
our validation environment as well as an overview on the main features of the implementations.
All simulations are performed on a computer with an Intel Pentium D 3.20GHz Dual-Core
CPU (1024KB L2-cache per core) and 1024MB RAM under Ubuntu 6.06 using the GNU g++
4.2.0 compiler with the optimization parameters -O6 -march=nocona.
We implemented several algorithms, most of them as presented in the previous chapter:
￿ DIRECT: The direct Gauss Transform that evaluates the equation
G(tj) =
N X
i=1
wi · e−ktj−sik2/h2
for all targets tj (j = 1,...,M) in the trivial way and therefore requires O(N · M · d)
operations. Source and target points are stored in a simple two-dimensional, weights in
a one-dimensional array. No additional optimizations concerning the data organization
are carried out.
￿ DT DIRECT: The direct Gauss Transform in combination with the dual VAM-Split SR-
Tree structure described in section 4.4. Sources and targets are stored in the source
and target tree, respectively. Then the recursive procedure of the dual tree algorithm is
called and descends in the tree – without performing any expansions or approximations
– right till leaf level, where the full direct Gauss Transform is evaluated. The algorithm
supplies an exact solution to the problem and demonstrates the superiority of eﬃcient
pre-processing and data access methods.
￿ FGT: The Fast Gauss Transform as described in section 4.1. According to the authors’
recommendation to chose the cutoﬀ parameters Cs, Ct as O(pd) and after performing
multiple trial runs with diﬀerent values, we let Cs = Ct = 10 · pd. Furthermore, the
calculation is aborted whenever the number of boxes nd
side exceeds the constant c =
100·max(N,M), since in this case, the uniform space partitioning is obviously ineﬃcient
and the runtime will be much higher than that of the direct version.
￿ IFGT: The Improved Fast Gauss Transform as described in section 4.2. In order to choose
a good value for the number of clusters K, we follow the approach described in subsection
4.2.4. If the costs for direct evaluation are lower than the costs with the optimal number
of clusters, the calculation is aborted.
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￿ DFGT: The Dual-Tree Fast Gauss Transform as described in section 4.3 using the VAM-
Split SR-Tree structure and all optimizations described in section 4.4. Thus, the diﬀerence
between using the FGT expansions (DFGT) and the IFGT expansion (DIFGT) can be
worked out clearly.
￿ DIFGT: The Dual-Tree Improved Fast Gauss Transform developed in section 4.4.
￿ SIFGT: The Single-Tree Improved Fast Gauss Transform developed in section 4.5.
We perform tests with diﬀerent setups and varying parameters. The main attributes are the
dimension d, the number of source points N and the bandwidth h. If nothing else is speciﬁed,
the target points coincide with the source points, which implies M = N, and the weights wi
are all set to 1.
For the approximation algorithms, the following error bounds are applied:
￿ FGT, IFGT:

 e G(tj) − G(tj)

  <  · W, where W :=
PN
i=1 |wi|.
￿ DFGT, DIFGT, SIFGT:

 e G(tj) − G(tj)

  <  · |G(tj)|.
In the standard setting, we let  = 10−6. Nota bene the error bound of the dual tree methods
is always tighter, since |G(tj)| ≤ W for all tj.
5.2 General Performance Issues
Before validating the algorithms with synthetic as well as real world data, we are going to
address some particularities we have to deal with when comparing diﬀerent performance results.
5.2.1 Inﬂuence of diﬀerent bandwidths on runtime performance
First we point out a crucial issue that should be considered in all following runtime charts.
During our test runs, we noticed a reproducible diﬀerence in runtimes for the direct Gauss
Transform when using diﬀerent bandwidths. While in theory the runtime does not depend
on the bandwidth, in practice, the implementation of the exponential function seems to be
responsible for the diﬀerent performance results, since the costs for a single evaluation of the
exp-function heavily depend on the argument. There is a whole theory and a lot of literature
about eﬃcient implementations of the exponential function both in software libraries and in
hardware instruction sets, which is why we will not go into detail and analyze the particular
implementation. Instead, we evaluate the DIRECT algorithm for a whole range of diﬀerent
bandwidths and whenever ﬁnding a deviant performance, we start more runs with nearby
values. The results of this procedure for two uniform datasets can be found in Figure 5.1.
We can basically separate three diﬀerent domains. A low bandwidth domain having the
shortest runtimes, a high bandwidth domain with runtimes about 20 – 30% above, and a peak
bandwidth domain in-between with runtimes exceeding the low bandwidth runtimes by more
than 100%. In order to avoid misleading implications drawn from the speed comparison of the
fast approximation algorithms due to these variations in performance, we either state explicitly
which bandwidth domain we are currently dealing with or provide the runtimes of the direct
Gauss Transform to get a fair rating.5.2 General Performance Issues 103
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Figure 5.1: Runtimes of the Direct Gauss Transform for uniform data with varying bandwidth.
Uniform data d = 3, N = 40000 d = 40, N = 40000
bandwidth h 10−2 3 · 10−2 10−1 10−2 9.7·10−2 1
runtime (sec.) 133.9 228.5 169.9 262.2 546.9 316.2
Table 5.1: Runtimes of the Direct Gauss Transform for uniform data for selected bandwidths.
5.2.2 Inﬂuence of the dual tree implementation on runtime performance
Another fact we have to point out before actually comparing the fast algorithms is the inﬂuence
of our dual tree implementation on the runtime performance. When comparing the direct Gauss
Transform using the dual tree structure (DT DIRECT) with the standard variant DIRECT, there
are two antipodal eﬀects: on the one hand, the dual tree version has to traverse the whole tree
until arriving at the leaves in order to perform the direct evaluation, which slows it down; on
the other hand, the data has been rearranged by the tree construction and access to points
stored in a tree can be more cache eﬃcient than access to points stored in a simple array.
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Figure 5.2: The Direct Gauss Transform vs. Direct Gauss Transform with dual tree structure.
The results show, that the dual tree variant is faster for every tested setting, on average the104 5 Numerical Results
speedup is about 10 %. Nota bene the tree construction time is included in the above runtimes.
In Figure 5.2, the quadratic workload dependency on N can also be clearly recognized.
5.2.3 Tree construction times
Next, we compare the runtimes of the construction of the two tree structures presented in
sections 4.4 and 4.5. We have shown that the creation of two VAM-Split SR-Trees (used by the
DFGT and DIFGT algorithms) for N sources and M targets, respectively, has a time complexity
of O(d(N log2 N + M log2 M)), while the VAM-Split SR-Tree with PCA (used by the SIFGT
algorithm) has creation costs of O
 
N ·
 
d · log2 N + d3
. Thus for large d, the creation costs
of the PCA variant will be much higher. Our test runs show, that for d = 3 the PCA variant
takes about 2 times longer, whereas for d = 40 it takes approximately 20 times longer. However
these costs are still much smaller than the actual evaluation costs.
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Figure 5.3: Runtimes for construction of trees in DIFGT and SIFGT algorithms.
Uniform data d = 3, tree construction (sec.) d = 40, tree construction (sec.)
# sources N DIFGT SIFGT DIFGT SIFGT
2000 0.003 0.007 0.026 0.380
5000 0.008 0.020 0.058 1.154
10000 0.023 0.048 0.136 2.826
15000 0.026 0.063 0.207 4.351
20000 0.042 0.101 0.322 6.570
30000 0.070 0.146 0.489 10.18
40000 0.101 0.248 0.738 15.01
60000 0.149 0.303 1.119 23.37
80000 0.221 0.456 1.678 33.79
100000 0.273 0.555 2.116 42.81
Table 5.2: Runtimes for construction of trees in DIFGT and SIFGT algorithms.5.3 Validation with Synthetic Data 105
5.3 Validation with Synthetic Data
The ﬁrst tests are performed using equidistributed uniform data in the d-dimensional unit
box [0,1]d. The points have been generated by a pseudo-random number generator known
as “Mersenne Twister” [44] developed by Makoto Matsumoto and Takuji Nishimura in
1997. The pseudo-random numbers computed by this algorithm are equidistributed in 623
dimensions and have a period of 219937 − 1 ≈ 4 · 106001. We utilize the variant named “MT
19937” implemented in the GNU Scientiﬁc Library [24].
5.3.1 Varying number of sources
We performed test runs with all algorithms DIRECT, FGT, IFGT, DFGT, DIFGT and SIFGT for
equidistributed uniform data in ﬁxed dimensions with varying number of sources N. In case the
FGT or IFGT algorithms abort calculation due to the cost estimations presented above, their
runtimes are ignored. Since the bandwidth h has such a strong inﬂuence on the performance, we
provide results for multiple bandwidths to highlight particularities of the algorithms in speciﬁc
bandwidth regimes. Our test runs for uniform data showed that these bandwidth regimes
essentially do not depend on the number of sources, however on the dimension of the data. We
therefore present results for 3-dimensional as well as 40-dimensional data at that time.
From the analysis of the algorithms in the previous section, we expect the Dual Tree al-
gorithms DFGT, DIFGT and SIFGT to perform well for low bandwidths as well as very high
bandwidths. For moderate bandwidths, they might not be much faster than the direct evalu-
ation. Furthermore, the algorithms based on the IFGT expansion should perform better for
high bandwidths.
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Figure 5.4: Uniform data in 3 dimensions, bandwidth h = 0.001 (left) and h = 1 (right).
We choose 4 diﬀerent bandwidths representing the most important characteristic cases. The
results for low-dimensional data (d = 3) can be summarized as follows:
￿ h = 0.001 (Figure 5.4): For low bandwidth, all dual tree algorithms perform equally well
and up to a factor of nearly 103 faster than DIRECT, while the FGT and IFGT algorithms
abort evaluation, since their data structures cannot handle this case.106 5 Numerical Results
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Figure 5.5: Uniform data in 3 dimensions, bandwidth h = 0.05 (left) and h = 0.225 (right).
￿ h = 1.0 (Figure 5.4): For high bandwidth, all algorithms using the IFGT expansion
(IFGT, DIFGT and SIFGT) outperform the direct variant by a factor of up to 103. While
the FGT is slightly slower than DIRECT for N ≤ 80000, the corresponding dual tree
method DFGT is still up to 102 times faster.
￿ h = 0.05 (Figure 5.5): This bandwidth is taken out of a range where the FGT performs
especially well. While it clearly outperforms direct evaluation, the dual tree algorithms
still perform a little better, particularly for small number of sources.
￿ h = 0.225 (Figure 5.5): This bandwidth is chosen as the worst case bandwidth of the
DIFGT algorithm, that is the bandwidth with its highest runtime. It is obviously still
faster than all the other algorithms, even though all approximation algorithms have the
same asymptotic performance than direct evaluation. Mainly due to the eﬃcient tree
implementation, the tree methods are still about 10 – 30% faster, while the FGT is
roughly 15% slower than DIRECT.
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Figure 5.6: Uniform data in 40 dimensions, bandwidth h = 0.01 (left) and h = 100 (right).
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Figure 5.7: Uniform data in 40 dimensions, bandwidth h = 0.097 (left) and h = 10 (right).
￿ h = 0.01 (Figure 5.6): For low bandwidth, the dual tree algorithms DFGT and DIFGT
perform about 10 times faster than the direct version, while the SIFGT algorithm is
obviously not only suﬀering from higher tree construction times (see Table 5.2), but also
from the diﬀerent arrangement of data points in the tree structure.
￿ h = 100 (Figure 5.6): For high bandwidth, the algorithms using the IFGT expansion
again outperform the direct variant by far; this time, the SIFGT’s inferior performance
is solely due to tree construction costs. The DFGT algorithm on the other hand cannot
outrun the DIRECT method perceptibly.
￿ h ∈ [0.09,10] (Figure 5.7): For the peak bandwidth, all dual tree algorithms have again
the same asymptotic performance than direct evaluation. However the peak bandwidth
regime is much broader, in this case, all values of h in the interval [0.09,10] yield the
same asymptotic performance.
We can summarize the results as follows: For small dimensions, the dual tree methods
perform very well for a wide range of bandwidths, while the FGT and IFGT only show their
strengths for medium and high bandwidth, respectively. The latter two fail when it comes to
higher dimensions, where the dual tree methods still clearly outperform the direct evaluation for
very low and very high values of h. The best overall performance is delivered by the proposed
DIFGT.
5.3.2 Varying dimension
Next, we consider a series of test runs for a ﬁxed number of sources N = 50000 and vary
the dimension d. As noted above, the runtime performance highly depends on the particular
bandwidth, which itself should be chosen according to the dimension. Therefore, the following
results must be interpreted with extreme care.
We omit the results of the FGT and IFGT since they do not perform any better (or even worse)
than DIRECT for most bandwidths in dimensions greater than 3. The dual-tree variants on the
other hand obviously do not suﬀer from increasing dimension. For low bandwidth (Figure 5.8),
they perceptibly outperform direct evaluation with the SIFGT falling behind the performance108 5 Numerical Results
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Figure 5.8: Uniform data (N = 50000 points) in varying dimensions, bandwidth h = 0.01
(left) and h = 1 (right). Values of the DFGT in the plot are covered by the DIFGT values, that
nearly coincide.
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Figure 5.9: Uniform data (N = 50000 points) in varying dimensions, peak bandwidth hmax(d)
is chosen as bandwidth of the maximum DIFGT runtime for each dimension.
of the DFGT and DIFGT algorithms. For high bandwidth (Figure 5.8), the dual-tree methods
can only beneﬁt in low dimensions. The same pattern can be found when considering the
worst case bandwidth hmax(d) for each dimension (Figure 5.9), that is the bandwidth with the
highest runtime of the DIFGT algorithm. To this end, we tested various diﬀerent bandwidths
in the range of

10−5,1000

for all dimensions. The worst case values can be found in Table
5.3.
Still, we note that the DFGT and DIFGT never fall behind the direct evaluation in terms of
performance, although the uniformly distributed dataset surely is the scenario, where the dual
tree methods beneﬁt least from their data structure.
dimension 1 2 3 5 10 15 20 30 40 60 80 100
bandwidth 0.0005 0.05 0.2 0.5 0.5 0.07 0.07 0.09 0.1 0.2 0.2 0.2
Table 5.3: Worst case bandwidths for diﬀerent dimensions.5.3 Validation with Synthetic Data 109
5.3.3 Varying error bound
We next run several tests with varying error bounds. Again, we ﬁrst consider uniform data in
3 dimensions, then in 40 dimensions. Since the procedure of the dual tree algorithms strongly
depends on the bandwidth h, all tests are performed for a wide range of diﬀerent values of h.
Remember, the error bounds guaranteed by the algorithms slightly diﬀer:
￿ FGT, IFGT:

 e G(tj) − G(tj)

  <  ·
PN
i=1 |wi|.
￿ DFGT, DIFGT, SIFGT:

 e G(tj) − G(tj)

  <  · |G(tj)|.
For our test runs, we choose  = 10−2, 10−6 and 10−10. Our output has 14 signiﬁcant digits.
We calculate the maximum relative error for all target points:
errmax = max
j=1,...,M
 
e G(tj) − G(tj)
 

|G(tj)|
. (5.1)
If errmax = 0, we indicate this in the plot with a value of 10−15 in order to ﬁt the result in
the logarithmic scale.
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Figure 5.10: Performance of the FGT and IFGT on uniform 3D data for diﬀerent relative error
bounds 10−2, 10−6 and 10−10. Left: Runtimes. Right: Measured maximum error.110 5 Numerical Results
The FGT and IFGT algorithms (Figure 5.10) only apply for bandwidths of 0.03 and greater.
Interestingly, the measured error errmax in fact undercuts the more rigorous bound of the dual
tree methods. The FGT runtimes and errors vary considerably for diﬀerent bandwidths and
error bounds. For  = 10−10, the runtimes for moderately high bandwidths surpass those of
direct evaluation. The IFGT algorithm on the other hand yields excellent performance using
 = 10−2 for all bandwidths of 0.03 and greater, while letting  = 10−6 or 10−10 requires
bandwidths of 0.5 or greater.
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Figure 5.11: Performance of the DFGT, DIFGT and SIFGT on uniform 3D data for diﬀerent
relative error bounds 10−2, 10−6 and 10−10. Left: Runtimes. Right: Measured maximum error.5.3 Validation with Synthetic Data 111
The dual tree algorithms (Figure 5.11) – especially the DIFGT and SIFGT variants – feature
an excellent performance for the whole range of bandwidths between 10−5 and 1000. The
runtime charts show that the algorithms have the highest workload in the bandwidth range of
[0.01,0.5]; the maximum relative error in this region is extremely close to the respective value
of  attesting sharp, reliable error bounds of the implemented dual tree methods. The fact
that for  = 10−2 and bandwidths around 10−1, the IFGT is noticeably faster than the DIFGT
and SIFGT can be reduced to the uniform distributed data which promotes simple partitioning
schemes as the IFGT’s farthest-point clustering as opposed to hierarchical tree structures.
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Figure 5.12: Performance of the DFGT, DIFGT and SIFGT on uniform 40D data for diﬀerent
relative error bounds 10−2, 10−6 and 10−10. Left: Runtimes. Right: Measured maximum error.112 5 Numerical Results
We ﬁnally consider the same test case for 40-dimensional uniformly distributed data (Figure
5.12). The results of the FGT and IFGT are omitted since the FGT does not perform faster
than direct evaluation and the IFGT only performs faster for extremely high bandwidths. The
dual-tree methods again perform well for low and high bandwidths, they are however not
substantially faster than direct evaluation in the bandwidth range of [0.1,10]. An interesting
fact is the drop of the measured error for all values of  for bandwidths around 1. In this case,
the algorithm must carry out direct evaluation for nearly all involved sources and targets, the
“worst case bandwidth” does not allow to leave out or approximate any calculations.
5.4 Application to Real World Data
In this section we perform test runs with various datasets taken from real world measurements.
All records can be found on the Internet (see below for URLs) and have been used in various
other testbeds in the context of performance analysis. Some data is taken from photographic
images, other derives from classiﬁcation or control problems. We now provide some details
about the utilized datasets.
￿ shuttle (d = 10, N = 58000), URL (1), (2)
This data has been used in the European “StatLog” project, that focused on machine
learning methods in context of classiﬁcation, prediction and control problems. The vectors
consist of 9 (integer) attributes and a class, the attributes are shuttle control parameters
supplied by the NASA.
￿ coocTexture (d = 16, N = 68040) and colorHistogram (d = 32, N = 68040), URL (1)
The“Corel Image Features Data Set”has been generated from a collection of 68040 photo
images from various categories. Each vector corresponds to a single photo and represents
diﬀerent color and texture values, that are used to measure (dis-)similarity between two
images.
￿ acoustic (d = 50, N = 78823) and seismic (d = 50, N = 78823), URL (2), (3)
The data was collected as part of a project named“SensIT”with the objective of vehicle
classiﬁcation in a wireless distributed sensor network. The two datasets are acoustic and
seismic signals recorded by microphones and geophones. More information can be found
on the project homepage (5) of the Sensor Networks Research Group and in [17].
￿ coverType (d = 55, N = 581012), URL (1)
The data consists of cartographic and geological variables (no remotely sensed data) and
shall be used in order to predict the corresponding forest cover type in a given area. The
values represent divers attributes such as elevation in meters, slope in degrees, hill shade
at diﬀerent times of day and soil type. All values are integer or binary. More information
can be found in [9].
￿ aerial (d = 60, N = 275465), URL (4)
Each 60-dimensional vector represents texture information extracted from blocks of large
aerial satellite photographs.5.4 Application to Real World Data 113
￿ bioRetina (d = 62, N = 208506), URL(5), (6)
The data was generated from images of feline retinas as a part of a project at the Center
for BioImage Informatics, University of California (Santa Barbara).
(1) http://archive.ics.uci.edu/ml/
(2) http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
(3) http://www.ece.wisc.edu/~sensit/
(4) http://vision.ece.ucsb.edu/download.html
(5) http://www.scl.ece.ucsb.edu/datasets/
(6) http://www.bioimage.ucsb.edu/
All datasets were scaled by components to ﬁt in the unit box [0,1]d. In order to get man-
ageable runtimes, we only use the ﬁrst 50000 vectors of each dataset. In our test runs sources
and targets coincide, all weights are set to 1 and various bandwidths between 10−5 and 100 are
chosen. Nota bene the runtimes shown in all subsequent ﬁgures do not include tree creation
times provided in Table 5.4. This is done since the tree construction is independent of most
parameters such as weights, bandwidth and error bound and thus, for all applications that
perform the Gauss Transform several times with diﬀerent parameters – such as kernel density
estimation, Gaussian process regression and regularized least-squares classiﬁcation – the tree
construction has to be done only once and can therefore be considered as pre-processing.
dataset (N = 50000) dim DIFGT trees (sec.) SIFGT tree (sec.)
shuttle 10 0.260 0.851
coocTexture 16 0.412 2.611
colorHistogram 32 0.770 11.64
acoustic 50 1.107 27.80
seismic 50 1.116 27.87
coverType 55 1.346 19.76
aerial 60 1.522 42.34
bioRetina 62 1.659 49.20
Table 5.4: Runtimes for construction of trees in DIFGT and SIFGT algorithms.
Now let us consider the runtime performance results presented in Figures 5.13 and 5.14.
The left column shows the runtime for  = 10−6, the right column the runtime for  = 10−2.
For moderate dimensions (d = 10, d = 16), our new algorithms (DIFGT and SIFGT) perform
noticeably faster than DIRECT for a wide bandwidth range. The SIFGT yields particularly
good results for the shuttle dataset, which might be due to the fact that we are dealing with
integer data that is more likely to have local low-dimensional features than continuous data.
The DFGT on the other hand drops behind the other tree methods for high bandwidths, as
already seen for uniformly distributed data in high dimensions.
All plots in the runtime charts basically have the same appearance.114 5 Numerical Results
￿ For small bandwidth, the runtimes range between several hundred milliseconds and ten
seconds roughly, this scenario is handled by the quick nearest-neighbor search abilities of
the dual tree methods.
￿ For increasing bandwidth, the runtimes also increase until reaching a maximum close to
the direct evaluation runtime. For this bandwidth range, the dual tree method cannot
achieve a great performance enhancement since all interactions of sources and targets are
relevant, but the bandwidth is still not high enough for the IFGT expansion scheme to
work well.
￿ Finally for even higher bandwidths, the runtimes begin to decrease again until reaching
very neat performance again, when the series expansion is applied at very low tree levels
already.
We notice that especially in the bandwidth range of increasing and decreasing performance,
the SIFGT is often faster than its competitors due to the improved data partitioning and
distance calculation scheme.
Let us ﬁnally consider the measured maximum relative errors for diﬀerent error bounds
( = 10−2, 10−6, 10−10) presented in Figures 5.15 and 5.16. For the bandwidth range of
increasing and maximum runtime, the measured errors are almost consistently very close to
the demanded error bound, while never surpassing it. This can be attributed to the excellent
error control mechanisms of our dual tree implementation, that seem to work especially well for
real world datasets. For higher bandwidths, the maximum error often decreases about several
orders of magnitude. This is a consequence of the application of the IFGT expansion, that
often yields higher precision than guaranteed by the appropriate local error bound.5.4 Application to Real World Data 115
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Figure 5.13: Performance of the diﬀerent tree algorithms for high-dimensional real world
datasets. Left: Error bound  = 10−6. Right:  = 10−2.116 5 Numerical Results
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Figure 5.14: Performance of the diﬀerent tree algorithms for high-dimensional real world
datasets. Left: Error bound  = 10−6. Right:  = 10−2.5.4 Application to Real World Data 117
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Figure 5.15: Measured maximum relative errors of tree algorithms for speciﬁed relative error
bounds of 10−2, 10−6 and 10−10. Left: DIFGT algorithm. Right: SIFGT algorithm.118 5 Numerical Results
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Figure 5.16: Measured maximum relative errors of tree algorithms for speciﬁed relative error
bounds of 10−2, 10−6 and 10−10. Left: DIFGT algorithm. Right: SIFGT algorithm.6 Concluding Remarks
6.1 Summary
In this work, we presented an extensive disquisition on diverse algorithms for the fast approx-
imation of the discrete Gauss transform. We ﬁrst introduced several applications in statistical
learning theory, in fact kernel density estimation, Gaussian process regression and regularized
least-squares classiﬁcation. The main workload of these important learning tasks can be traced
back to the solution of a linear system with the Gaussian kernel matrix inducing the multi-
ple evaluation of the Gauss transform. We then provided an overview on multivariate Taylor
expansions, Hermite functions and the fast multipole methods, the theoretical basics required
for the detailed understanding of the approximation techniques. Reaching our main focus,
we discussed and analyzed the established Fast Gauss Transform, the Improved Fast Gauss
Transform as well as the rather recent Dual-Tree Fast Gauss Transform, highlighting their
speciﬁc advantages as well as their drawbacks. We then combined the dual-tree idea and the
expansion of the IFGT with a new data structure well-adapted to our particular approximation
scheme to get the Dual-Tree Improved Fast Gauss Transform (DIFGT); next, we developed
a reﬁned partitioning scheme discovering local low dimensional features in the data, that led
to our Single-Tree (SIFGT) variant. The implementations were ﬁrst tested with uniformly
distributed data; the dual-tree methods yield remarkable performance improvements especially
in high dimension, where both the FGT and IFGT algorithms suﬀer from intrinsic issues. The
test cases with real world data ﬁnally showed the eﬀectiveness of the developed data structures
and the good interplay of the selected speed-up techniques in the DIFGT and SIFGT, resulting
in crucial cost reductions for diverse datasets of dimensions up to 60.
6.2 Outlook
We thus have introduced two new algorithms that surpass the existing ones in terms of perfor-
mance and can be used in diverse applications. A next step should be the empirical testing of
these algorithms in the discussed context of statistical learning problems. Since the approxi-
mation methods work well for a wide range of bandwidths, we expect a considerable speed-up
of the selection process of the optimal bandwidth. Further tests must show for which kinds
of data the fast algorithms still achieve sensible performance improvements for the chosen op-
timal value. Finally, we would like to encourage the use of dual-tree techniques in the wide
ﬁeld of fast multipole methods, since the basic concept is independent of the kernel function.
An appropriate expansion and a well-ﬁtted tree structure are the central prerequisites that can
permit fast evaluations for a variety of diﬀerent kernel methods.
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