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ABSTRACT
Freeze-casting is a popular method to produce biomaterial scaffolds with highly porous structures.
Three approaches are developed to predict the scaffold pore structure as function of experimental
conditions including mold geometry, material and thermal boundary conditions. First, a
mathematical model integrating Computational Fluid Dynamics (CFD) with Population Balance
Model is developed to predict average pore size (APS) of 3D porous chitosan alginate scaffolds
and to assess the influence of the geometrical parameters of mold on scaffold pore structure. The
model predicted the crystallization pattern and APS for scaffolds cast in different diameter molds
and filled to different heights. The predicted APS compared favorably with APS measurements
from a corresponding experimental dataset, validating the model. Sensitivity analysis is performed
to assess the response of the APS to the three geometrical parameters of the mold. The pore size
is found to be most sensitive to the spacing between the wells and least sensitive to solution height.
An image processing code is developed as second investigated approach using python and ImageJ
open source software to analyze the microstructure of the scaffolds including pore size distribution,
average pore size and average pore elongation relative to mold geometry. The image processing
data are used to correlate the scaffold pore structure with the experimental conditions under which
the scaffolds are produced. In the third approach, a deep learning neural network coupled with a
support vector machine classifier is used to predict the scaffold pore structure based on CFD results
obtained from the first approach. The validated models demonstrate the capability of the methods
developed in this study for prediction and optimization of the APS of freeze-cast biomaterial
scaffolds that could be applied to other compositions or applications.
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CHAPTER 1: INTRODUCTION
1.1

Motivation

The term tissue engineering is used generally to describe a process for preservation or enhancement
of tissue functions. It is a field of study with applications ranging from the molecular level to the
whole organ. There are a variety of applications of tissue engineering including precision
medicine, drug testing modeling of a variety of diseases [1], and the replacement of tissues and
organs[2].
Tissue engineering involves the use of synthetic, natural and combination of natural-synthetic
methods to repair or replace damaged tissues [3]. Figure 1-1 shows the main components of tissue
engineering which include cells, scaffold (or proper environment) and the growth factors.

Figure 1-1: Major components of tissue engineering

There are two major types of tissue engineering appears as shown in Figure 1-2, namely, top-down
approach, and (ii) bottom-up approach. In the top-down approach, the environment that cells need
to grow and proliferate is produced and the cells are cultured in the environment. On the other
hand, in the bottom-up approach, the cells are placed individually at different locations within a
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proper environment such as microgel. In this study, the top-down approach is used. With the topdown approach, the cells are cultured on a porous scaffold.

Figure 1-2: Different approaches for tissue engineering

The pore structure of the scaffold includes Average Pore Size (APS), pores shape, Pore Size
Distribution (PSD), and pore interconnectivity of the scaffold forms. The pore structure provides
enough space for cells to grow, move and proliferate. The interconnectivity property of the scaffold
enables nutrient delivery to the living cells. While different tissue engineering applications need
specific pore structure of the scaffold, it is important to have control over scaffold production to
gain the desired pore structure depending on the application of the scaffold. That importance can
be seen in the growing demand of researches on tissue engineering. The tissue engineering and
regenerative medicine market has been growing in the past decade [4]. Figure 1-3 shows how
tissue engineering applications for different organs have been growing in the biomedical
engineering market in the past decade.
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Figure 1-3: This graph shows a significant increase in the tissue engineering market in the past decade

Using the top-down approach, a process called freeze casting is used to produce scaffolds.
Scaffolds are porous structures used to provide the proper environment for living cells to grow and
proliferate. Freeze casting is a two-step process that involves the solidification of a colloidal or
polymeric solution followed by ice crystal removal during sublimation resulting in scaffold
production. Sublimation occurs under very small pressure on the order of millibars, resulting in
the conversion of ice from solid state directly to gas. Sublimation also occurs at low temperature
(−20°𝐶), and the process is therefore referred to as a freeze-drying process. The porosity of a
scaffold is an important factor in tissue engineering since it defines how nutrient fluid is being
delivered to the cells, provides space for cell growth, and facilitates cell movement. Therefore, it
is important to have control over the pore structure of the scaffolds. This study aims to develop a
method to predict scaffold pore structure by integrating Computational Fluid Dynamics (CFD)
with Genetic Algorithm (GA) and machine learning approaches.
3

1.2

Research Objectives

The primary objective of this study is to develop accurate and reliable method for systemic
prediction of scaffold pore structure. The method will help produce freeze cast scaffolds having
desired pore structure. From now on, pore structure refers to APS, PSD. In order to achieve that
goal, the following steps are taken in this study:
❖ Develop mathematical model of the freeze casting process for scaffold fabrication and
apply CFD to predict the temperature distribution and ice fraction within the solution (since
the formation of ice crystals during scaffold production determines the scaffold pore
structure).
❖ Develop an image processing code to calculate average pore size, average pore elongation
and pore size from Scanning Electron Microscope (SEM) images.
❖ Investigate effects of the mold geometrical parameters on the scaffold pore structure using
the following approaches:
•

Use Coupled CFD and Population Balance Model (PBM) to calculate solution’s
crystallization parameters and predict the Average Pore Size (APS).

•

Predict the pore structure by correlating Unidirectional Solidification Index and the
pore analysis data obtained from SEM images.

•

Integrating CFD results and machine learning to predict the pore structure given
the temperature distribution of the solution.

❖ Validate the modeling results with the experimental pore size measurements.

4

1.3

Dissertation Structure

CHAPTER 1: INTRODUCTION
Motivation, problem considered, and thesis structure are described in this chapter.
CHAPTER 2: LITERATURE REVIEW
An overview of mathematical modeling, image processing, and machine learning applications in
tissue engineering and regenerative medicine considered in this chapter.
CHAPTER 3: MATERIALS
This chapter provides explanation on the materials, experimental procedure, and the data
measurement techniques used in this study.
CHAPTER 4: IMAGE PROCESSING METHOD
This chapter describes an image processing technique developed as a python package to identify
the pore structure of scaffolds using the SEM images taken at different cross-sections of the
produced scaffolds.
CHAPTER 5: UNIDIRECTIONAL SOLIDIFICATION INDEX
This chapter introduces an index to measure unidirectionality of solidification process during
freezing phase of scaffold production. Then, a correlation between USI and pore structure is
demonstrated.
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CHAPTER 6: APPLICATION OF GENETIC ALGORITHM
Inverse method using GA is used to obtain the crystallization parameters of the solution, nucleation
and growth rate, using coupled PMB and CFD results. The parameters then used to predict APS
using crystallization modeling results.
CHAPTER 7: APPLICATION OF MACHINE LEARNING
In this chapter, an integration between the CFD results and the pore structure is obtained. CFD
results are compressed and prepared for classification using a deep autoencoder neural network. A
Support Vector Machine (SVM) classifier is then used to predict scaffold pore structure based on
the compressed data.
CHAPTER 8: CONCLUSION AND FUTURE WORKS
In this chapter, conclusion of the outcomes are described. Moreover, future work and suggestions
are presented in this chapter.
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CHAPTER 2: LITERATURE REVIEW
2.1

Overview

This chapter reviews scaffold production. The reviewed is divided into three major sections,
namely mathematical modeling of the freeze-casting method for scaffold production, image
processing of macroscopic images including pore structure of scaffolds, and applications of
machine learning in biomedical data analysis.
2.2

Introduction

Figure 2-1 shows the literature review section described in this chapter. The importance of scaffold
pore structure is described in section 2.2. Various machine learning methods to analyze biomedical
data are explained in section 2.3. Image processing methods and applications in medical images
and microstructure analysis such as Scanning Electron Microscope (SEM) are described in section
2.4. The mathematical modeling of some scaffold production methods is demonstrated in section
2.5. In addition, the mathematical methods related to the freeze-casting process (the method used
in this study for scaffold production) are mentioned in this section. Finally, in section 2.6., the
limitations of the described studies and what have been done in this research to address those
limitations are explained in this chapter.

7

Figure 2-1: The figure shows the structure of the literature review in this study. Approaches considered for scaffold pore
structure analysis and prediction are shown in the first row. The second row shows the sections included in the literature review
and the third row shows the work done in this thesis.

2.3

Scaffold Pore Structure

Three-dimensional (3D) Scaffolds as porous structures are used in vivo and in vitro for tissue
engineering applications. They are used to provide the proper environment for cell growth and
proliferation[5], [6]. Scaffold pore structure in this study refers to the pore size, pore elongation,
and pore orientation of the pores distributed in the scaffold. Specific surface area, pore size, and
structure play important roles in the activity of osteoblasts and mesenchymal stem cells. The
scaffold pore size designed depends on the tissue of interest. For example, an average pore size in
the range of 100 - 500 μm[7] is suitable for bone tissue engineering. Cell phenotype expression
and morphology are influenced by the scaffold APS and pore size distribution (PSD)[8].
The quality of scaffold production depends on various parameters such as the scaffold mechanical
properties (i.e. Young’s Modulus); and the scaffold structural configuration, which determines
how mechanical properties of the scaffold are distributed within its geometry (i.e. porosity and
8

homogeneity of the pore distribution) [9][10]. Figure 2-2 shows how scaffold Young’s modulus
affects cell population. Figure 2-2-a shows the effects of acetic acid concentration used for scaffold
production on scaffold Young’s modulus. Figure 2-2-b shows how acid concentration affects MG‐
63 osteoblast‐like cell proliferation leading to different cell populations.

Figure 2-2: Effects of freeze-dried scaffold material stiffness on cell proliferation for bone tissue engineering [11]

Freeze casting is one of the most common methods for scaffold production since it leads to a highly
porous structure which is critical for nutrition delivery to the cells and cell movement[5]. In
addition, the method is less costly than others since the only major cost is a freeze dryer[12]. The
method has been used widely in pharmaceutical applications[13], [14] and wound healing[15].
This study aims to develop the relationship between scaffold average pore size based on
experimental conditions such as mold geometry and boundary conditions.
The biomaterial solution is typically cast in the molds to produce the scaffolds. The freezing
process then occurs at -20C or lower. As the temperature drops, ice crystals start to form at
nucleation sites. The nucleation process is a stochastic and usually heterogeneous process[16]. At
lower temperatures, the nucleation rate is greater due to the undercooling of the solution. It should
be noted that pores are formed by dendritic growth away from the initial skeletal scaffold [17].
9

Therefore, dendric growth leads to a highly interconnected pore structure. It is shown that the
crystal growth rate is also controlled by the latent heat released from the solution-crystal interface
[18]. In addition, the cooling rate, as well as the pH of the solution, affect the pore size of the
scaffold[19].
Chitosan and alginate biomaterials are commonly used for scaffolds. Biocompatibility,
antibacterial properties, and hydrophilicity of chitosan derived from crab and shrimp shells make
chitosan very useful in scaffold production[20][21][22][23]. Chitosan has some limitations
including being mechanically weak and prone to swelling in aqueous solutions. Biocompatibility,
immunogenicity, and gel-forming with divalent ions[22][24] make alginate a good candidate for
scaffold production. The limitation of alginate is its poor cell adhesion property. Thus, the
formation of polyelectrolyte complex (PEC) between chitosan and alginate can help to overcome
the limitations of the two biomaterials [11]. Freeze-cast 3D porous scaffold made of ChitosanAlginate (CA) complex has been shown to enhance cell growth of chondrocytes[25], embryonic
stem cells[26], and osteoblasts[27]. Low CA solution viscosity provided by low acetic
concentration in solution which results in a more uniform pore structure has been shown to be a
common response of the freeze-casting process[11].
Although the effects of scaffold pore structure have been vastly studied in the literature, obtaining
the desired pore structure with high accuracy remains a challenge.
2.4

Image Processing Application for Microstructures Analysis

Microscopic image processing used for the first time around the middle of the 20 th century when
digital images replaced analog images and computers became more advanced being able to handle
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sophisticated tasks [28]. After the discovery of digital images, a variety of methods developed to
enhance the image quality by adjusting the image contrast and reducing noises [29][30]. Enhanced
image quality led to the development of image segmentation techniques with improved accuracy.
Histogram equalization method is used to enhance the quality of images in this study. More detail
on the used method is given in section 4.3.4. As an important step before digital image analysis,
the segmentation of Scanning Electron Microscope images is investigated in this study described
in section 4.3. Image segmentation is partitioning an image to groups of pixels representing an
object based on a criterion such as pattern, color or pixel intensity [31]. There are a variety of
methods for image segmentation including detecting similarities [32], edge detection [33], and
thresholding method where the minimum and maximum values of pixel intensity will be defined
to separate part of image [34]. Image segmentation based on the thresholding method is used in
this study. Thresholding can be globally or locally applied to an image. In the global thresholding
method, there is one set of minimum and maximum thresholding values for the pixel intensities.
In the local image segmentation method, the image is split to multiple regions and each region has
specific threshold values for pixel intensities [35]. A global thresholding method is used in this
research for object detection where the threshold values are detected using Genetic Algorithm
(GA).
2.5

Mathematical Modeling of Freeze Casting Process

Scaffold design and fabrication for tissue engineering have gathered considerable interest of
recent. Being able to produce scaffolds with desired pore structure has been a focus of various
studies [36][37][38]. Freeze-casting as one of the most common methods for scaffold production
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is investigated in this research. In the freeze-casting process, a collide solution is being frozen, and
the ice crystals are then removed via sublimation leaving a porous structure, the scaffold.
The cost and efficiency of freeze cast scaffold production can be controlled by understanding the
mechanics of freeze-casting. Mathematical modeling has been used as a tool to simulate the freezecasting process in some studies[39][40]. The effects of temperature distribution on pore uniformity
is investigated in another study showing that the more anisotropic region is separated from the
more isotropic region by the freezing temperature isotherm [41]. The micro-scale mechanism of
freezing is addressed in another study investigating nucleation, growth, breakage, and aggregation
of crystals during the freezing process[42]. Some methods have been shown to be useful to model
the crystallization process including Population Balance Model (PBM) [43], Molecular Dynamics
(MD)[44], and Boundary Element Method (BEM)[45]. Coupled CFD and PBM also have been
successfully applied to obtain crystallization parameters[46]. Experimental methods have also
been demonstrated to be effective for obtaining the crystallization parameters [47][41]. The freezecasting method for scaffold production is flexible since the scaffold pore structure, including pore
shape, pore size, and porosity of the scaffold can be adjusted by the solution characteristics
[48][49][50]. In addition, mold design and boundary conditions can be adjusted during the process
[13][51][52]. Most previous studies investigate the effects of different parameters on the scaffold
produced. However, due to the limited knowledge of the underlying governing equations, making
a general conclusion on the process is difficult and remains a major limitation of the method [53].
The objective of scaffold design is to obtain the desired pore size distribution (PSD) within the
scaffold porous structure. In addition, begin able to predict scaffold pore shape enhances scaffold
production technique for various tissue engineering applications since the desired pore size and
12

shape depend on the scaffold application. As mentioned above, a limited number of modeling have
been done on scaffold production and mostly are limited to temperature analysis without
consideration of crystallization in the mathematical modeling and prediction. In this study, the
governing equations of both crystallization and heat transfer are used to model the freezing process
and address that limitation [54]. A comprehensive mathematical modelling of scaffold production,
considering more realistic boundary conditions and crystallization modeling to predict scaffold
pore size and pore shape remains challenging.
2.6

Machine Learning Applications in Biomedical Data Analysis

CFD modeling can be computationally intensive even using advanced hardware. Moreover, the
results can be challenging since the boundary conditions or governing equations are usually
simplified. In addition, the random environmental conditions do not play an important role in the
CFD modeling. On the other hand, the hidden environmental parameter and hidden patterns can
be seen using a machine learning method that has been vastly used for biomedical data analysis in
the past few decades. Continually developing new machine learning methods along with
increasingly introducing enhanced computational hardware have made the method one of the best
approaches for data analysis. Therefore, the integration of CFD and machine learning can improve
the outcome considerably [55]. The integration of deep learning and numerical modeling results
has been studied increasingly during the past decade [56][57]. Deep learning neural networks have
become one of the major tools for biomedical data analysis such as biomedical image analysis
[58][59], bioinformatics rapidly advanced since the early 2000s [60].
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The machine learning method has been using for data compression. With an increasing demand
for big data analysis, different methods and applications have been introduced for data
compression to reduce the computation cost of the data analysis. Among such methods, image
compression [61] and audio compression techniques have been widely used for decades [62].
Similar methods have been used to simplify gene expression profile (GEP) for further
manipulation [63]. In this research, we focus on deep learning application in CFD results
compression using a deep autoencoder neural network. Then, we investigate how the autoencoder
module can simplify workload on support vector machine to classify cell types based on their GEP.
This study develops a comprehensive biomechanical model of solidification to predict Average
Pore Size (APS) of freeze cast scaffold using the Genetic Algorithm (GA) and machine learning
method. An extension of previous approaches has been utilized by using machine learning analysis
in conjunction with CFD-generated temperature distribution to predict APS. The effects of mold
geometry such as well radius, well spacing, and solution fill height on the average pore size are
investigated. It is hypothesized that temperature distributions and solidification patterns are
affected by the mold geometry. GA is used in this study to obtain crystallization parameters. In
addition, a correlation between geometrical parameters and the Average Pore Size (APS) is
obtained using machine learning methods. The results are validated using the experimental
measurement of APS.
Although, one can improve CFD accuracy by integrating it with a deep learning model, the analysis
can still be computationally intensive. CFD results can be huge all CFD governing equations have
to be solved to provide inputs of the machine learning model.
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2.7

Limitations
The pore structure of scaffolds is usually analyzed manually, which is time-consuming and
prone to error. In this study, an image processing method is introduced which is able to analyze
multiple digital images based on only one manually labeled image.
Previous studies have shown coupled CFD and PBM to obtain crystallization parameters in ice
cream production [43]. A similar idea is inspired and used for modeling the crystallization of
freeze-cast scaffolds in this research. This study utilized more realistic boundary conditions by
considering natural heat convection at the interface between air and the solution instead of a
simplified constant temperature boundary condition used in some studies[64].
Mathematical modeling of crystallization is complex, and some simplifications are made
including consideration of pores as spheres. In this study, the CFD results are interpreted using
a deep learning model and a classifier is used to predict the pore structure of scaffold, given
the experimental condition.
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CHAPTER 3: MATERIALS
Chitosan and Alginate (CA) purchased from Sigma-Aldrich are prepared to produce freeze-cast
CA scaffolds for bone tissue engineering following published methods[11]. Briefly, 4 wt%
chitosan and alginate solutions are prepared in 1 wt% acetic acid in deionized (DI) water by mixing
with a Thinky mixer (ARM-3000, Thinky USA) for several minutes and the solutions are then
aged overnight. The chitosan and alginate solutions are mixed together to form the CA solution,
cast in molds (polystyrene tissue culture microplates), covered with Parafilm, and refrigerated at
4°C. One batch of CA solution is prepared to cast all scaffolds analyzed in this study. Four sizes
of microplates with 6, 12, 24, and 48 wells are used as molds. The microplates have the same
overall dimensions, causing the well radius to decrease with increasing number of wells. For each
mold size, the wells are filled with solution to heights of 5, 7.5, 10, 12.5, and 15 millimeters from
the bottom of the well. Table 3-1 shows the geometrical parameter ranges. For different
microplates, the values of well side thickness, D, and well radius, R, are varied over ranges
obtained from the manufacturer product catalog. The values are selected with reference to the
molds frequently used in such experiments, Corning® 24-well microplate (Product number:
353847).
Table 3-1: Geometrical input parameter ranges used for experiments and sensitivity analysis

# of wells R (mm) D (mm)
6
17.55
2.00
12
11.21
1.76
24
7.97
1.68
48
5.65
0.89
The molds are put in a freezer at -20°C for approximately 12 hours. During freezing, ice crystals
started to form from the bottom of the mold, which is in contact with the freezer surface at -20°C.
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After freezing, the samples are lyophilized with a freeze dryer (Virtis Freezemobile) under vacuum
to remove ice crystals via sublimation and produce the porous scaffold.
Two dried scaffolds for each mold size and fill height are selected randomly and sectioned at the
3 mm reference line and the height midpoint. The sections are mounted, sputter-coated with gold,
and imaged with scanning electron microscopy (SEM) (JEOL JSM-6400). There are 6 SEM
images obtained for each horizontal cross-section, with 2 images at the right, middle, and left
regions, providing a total of twelve images for each scaffold analyzed. Two scaffolds are analyzed
per mold size and fill height combination, providing a total of 12 images for analysis at both the
reference line and height midpoint. The scaffold pore size is determined by using an adaptation of
the ASTM E112 line intercept method. Briefly, five parallel lines of equal length are drawn
horizontally across SEM images at equal spacing. The number of pores intersected by the lines are
counted, then divided by the length of the line, which is scaled into appropriate units for the image.
The APS and standard deviation are then calculated for each sample group.
A total of 240 SEM images are used in this research. The images are used in different parts of the
study as follows:
•

Image analysis of scaffold pore structure using MICPY python package described in detail
in Chapter 4.

•

Prediction of average pore size of scaffolds using mathematical modeling of crystallization
coupled with population balance model, presented in Chapter 6.

•

Development and validation of deep learning model integrated with Computational Fluid
Dynamics results for pore analysis of scaffold.
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CHAPTER 4: IMAGE SEGMENTATION METHOD USING GENETIC
ALGORITHM FOR BIOMEDICAL IMAGE PROCESSING
4.1

Overview

A python package is developed to analyze Scanning Electron Microscope (SEM) images of
scaffolds for bone tissue engineering. The method needs only a portion of one of the SEM images
to be labeled. The algorithm is then able to detect the pore characteristics of scaffold for other
SEM images acquired at the different ambient conditions from different scaffolds of the same
material and the labeled image. The quality of SEM images are first enhanced using histogram
equalization technique. Then global thresholding method is used to perform the image analysis.
The thresholding values for the SEM images are obtained using a Genetic Algorithm (GA). The
method developed needs only one or a portion of one SEM image including multiple pores able to
detect the rest of the pores. The results of image analysis agree with the experimental measurement
of the chitosan-alginate porous scaffolds considered. The results obtained include the pore size
distribution, pore elongation distribution and pore orientation distribution of the scaffolds.
4.2

Introduction

The scaffold pore structure is a critical factor in tissue engineering applications since cell growth,
proliferation, mobility, and nutrient delivery to the cells depend on it. Scaffold pore structure
includes parameters such as porosity, pore shape, Average Pore Size (APS), and the Pore Size
Distribution (PSD). The scaffolds considered in this study are produced by the freeze-casting
method, and the porous structure is observed by the Scanning Electron Microscope (SEM) at
predefined cross sections. The average pore sizes are traditionally measured manually and are thus
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susceptible to errors and miscalculations. More importantly, the manual analysis approach can be
quite tedious dealing with typically a large number of SEM images. A digital image processing
method is developed in this study to enhance the accuracy and speed of analysis of SEM images
for determination of the scaffold pore structure parameters, 𝑃.
In digital SEM image processing approach, a python package (MICPY) is developed to analyze
the scaffold pore structure parameters from the SEM images. The parameters considered include
APS, PSD, and pore elongation and orientation. A brief schematic flowchart of the image
processing method developed is shown in Figure 4-1. The original SEM images are analyzed
manually, and the pore structure parameters are stored as the 𝑃𝑚 variable. A portion of the
manually measured pore structure is first used to calibrate the image processing code. The code
then determines the pore structure parameters digitally and stored in the 𝑃𝑖 variable. The difference
between 𝑃𝑚 and 𝑃𝑖 is used as the termination criteria for the process.
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Figure 4-1: SEM image processing and pore statistics determination using MICPY

The python programming language is used in this study for computer analysis and automation.
Python has been chosen in this study because it is free, has a variety of scientific libraries, easy to
understand and debug, and runs on multiple platforms including Microsoft Windows, Macintosh,
and Linux.
An overview of the image processing method underlying MICPY is shown in Figure 4-2. The
important data necessary to run the code are stored in MICPY. The raw SEM images are imported
and prepared for further analysis in the Preprocessing Module. The pore structure analysis is
performed in the Core Module and the Postprocessing Module is responsible for results
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management and visualization. A more detailed description of the modules and their functions will
be presented in the following sections.

Figure 4-2: Image processing schematic (MICPY). The SEM images are imported and prepared for analysis in the preprocessing
module. The images then are sent to the code module for the main analysis and then they passed to the postprocessing module for
visualizations including predictions and validation

4.3

Theoretical Basic of Core Module

4.3.1 Definition of Pore Parameters
The objective of the Core Module is to detect objects in a 2D image when there are a considerable
number of objects in the image. The exact number of objects needed in an image determines the
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accuracy of the analysis. The objects can be pores for tissue engineering scaffolds, or cells for
microscopic image of various types of cells and similar scenarios.
In this section, pore structure analysis is performed and at the end of this chapter, the method is
used to analyze other biomedical images. To make the pore detection possible, at least one labeled
image (or a portion of an image) is needed where the pores are marked as approximated ellipses.
The final accuracy of the pore detection process defines whether the selected area for labeling is
sufficient or more images are needed. The labeling process can be done using most open-source
image processing packages such as ImageJ developed by the National Institute of Health (NIH).
Figure 4-3 shows a labeled SEM image using ImageJ. The figure illustrates the analysis zone as
red rectangular box, and the labeled zone in white background. ImageJ calculates fitted ellipses
for each pore using the pore boundaries that are manually marked. The pores labeled on the edge
or outside of the analysis zone are not considered for image processing. In this research, the pores
are approximated as ellipses for both image processing as well as labeling. A representation of
the fitted ellipses is shown as a cut-out section in Figure 4-3. The ellipses are fitted in a twodimensional (2D) Cartesian system. Each ellipse has 5 parameters including the center coordinate
(𝑥 and 𝑦), large and small axes, 𝑎𝑙 , 𝑎𝑠 , and 𝜃, the angle between 𝑎𝑙 and the 𝑥 axis.
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Figure 4-3: Analysis zone and labeled zone of a labeled SEM image. The colored ellipse indicates an example of a fitted ellipse
on one pore, the boundaries of which are marked using ImageJ. 𝑥, 𝑦 are the coordinates of the ellipse center. 𝑎𝑠 , 𝑎𝑙 are the small
and large axes of the ellipse, and 𝜃 is the angle between the large diameter and the 𝑥 axis.

4.3.2 Distributions of Pore Parameters
Given the five parameters of the pores determined by the ImageJ, 5 important sets of distributions
are calculated:
•

Pore Size Distribution (PSD)

Given the object size (A), elongation (e), and orientation (𝜃) statistical information such as
distribution functions and mean values are used to determine the gray value threshold of the image
using the Genetic Algorithm (GA). The area of an ellipse can be obtained from the operation:
23

𝐴 = 𝜋𝑎𝑠 𝑎𝑙

(1)

The pore size distribution obtained from a sample Scanning Electron Microscope (SEM) image is
shown in Figure 4-4. This figure shows the PSD obtained from manually marked pores of the
sample SEM image. The PSD is obtained using the MICPY parser function in the Preprocessing
Module which imports areas and numbers from ImageJ result file to MICPY. The figure shows in
the sample SEM image considered, small pore numbers (≈ 0.025 𝑚𝑚) have the most population
in the SEM image. This graph will be used as part of the calibration process described in the
following sections.

Figure 4-4: Pore size distribution obtained from manual measurement

•

Pore Elongation Distribution (PED)

In addition to the area, the elongation parameter of the ellipse is defined by the eccentricity of the
ellipse, thus:
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𝑒=

√𝑎𝑙2−𝑎𝑠2

(2)

𝑎𝑙

where 𝑒 → 0 as object shape approaches a circle, and 𝑒 → 1 when it approaches a line. Figure 4-5
shows the pore elongation distribution. The figure indicates PED obtained from a sample SEM
file. The PED is imported from ImageJ to MICPY using the parser function. As it can be seen in
the figure, pores in the sample SEM image are more elongated since pore elongation around 𝑒 ≈
0.7 has the most population in the graph. The PED graph along with the PSD graph of the sample
SEM image have been used to calibrate the MICPY described in the following sections.

Figure 4-5: Pore elongation distribution.

•

Pore Orientation Distribution (POD)

The POD shows how pores are oriented compared to the horizontal axis. Pore orientation of a
sample pore (𝜃) is shown in Figure 4-3.
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4.3.3 Image Processing Parameters
Image processing parameters are the parameters which affect image segmentation, and which in
turn, detect the pores. Image processing parameters (𝑃𝑖𝑝 ) include the minimum and maximum
threshold of image gray values, and minimum and maximum pore diameters. The parameters are
shown in equation (3):
𝑃𝑖𝑝 = [𝑡ℎ𝑚𝑖𝑛 , 𝑡ℎ𝑚𝑎𝑥 , 𝑑𝑖𝑎𝑚𝑖𝑛 , 𝑑𝑖𝑎𝑚𝑎𝑥 ]1×4

(3)

where 𝑃𝑖𝑝 shows image processing parameters, 𝑡ℎ𝑚𝑖𝑛 , 𝑡ℎ𝑚𝑎𝑥 , 𝑑𝑖𝑎𝑚𝑖𝑛 , and 𝑑𝑖𝑎𝑚𝑎𝑥 show
minimum threshold, maximum threshold, minimum pore diameter considered, and maximum pore
diameter considered respectively.
The image processing parameters are initially assigned and modified in each iteration by the
genetic algorithm, described later in this chapter. Once the difference between the distribution
parameters obtained from ImageJ and image processing is less than the maximum allowed error
(𝜖), the image processing parameters are assumed to be found.
4.3.4 Histogram Equalization
Before performing image processing analysis, the quality of SEM images are enhanced. To reduce
the effects of ambient noise during SEM image acquisition, the histograms of the SEM images are
equalized using Contrast Limited Adaptive Histogram Equalization (CLAHE). The method first
introduced to enhance the contract of medical images[65]. The method has been used to improve
contrast of images in different fields of researches such as medical images [30][66][67]. CLAHE
divides the input image into 8 × 8 equal sections and intensity histograms of each section are
calculated. Then a contrast limit is set to for the modified threshold values. The histograms of each
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section are modified using a transformation function. The transfer function is obtained using
Equation (4):
𝑔 = 𝐶𝑃𝐷 ∗ [𝑔𝑚𝑎𝑥 − 𝑔𝑚𝑖𝑛 ] + 𝑔𝑚𝑖𝑛

(4)

where g is modified gray values, 𝑔𝑚𝑖𝑛 , 𝑔𝑚𝑎𝑥 indicate minimum and maximum gray values, and
𝐶𝑃𝐷 is Cumulative Probability Distribution.
Figure 4-6 shows the histogram graphs of the original and equalized histograms of the same image
shown previously in Figure 4-3. Figure 4-6 illustrates how histogram equalization results in a more
homogeneous distribution of gray values as shown in Figure 4-6b. The figure also shows how
histogram equalization reduces ambient noise and generates an image with more distinguishable
pores.

27

Figure 4-6: Histogram equalization for a sample image. The left graph shows the original histogram and the right figure
illustrates the equalized graph.

4.3.5 Pore Detection Method
In this chapter, the process of quality enhancement and thresholding is referred to as calibration.
the goal is to detect pore boundaries of the scaffolds based on a limited number of pores manually
marked. The code is calibrated when the pore detection accuracy has reached the predefined
minimum accuracy. Three Parameter Distributions (𝑃𝐷) are obtained for the same SEM image
user for labeling the pores shown in Equation (55):
𝑃𝐷 = [𝐴, 𝑒, 𝜃]𝑛×6

(5)
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where 𝑃𝐷 is a list, and the list items are 2D arrays indicating the variable distributions. 𝑃𝐷 has
𝑛 × 6 dimension where 𝑛 is the number of pores labeled. Distributions obtained from manual
measurement (𝑃𝐷𝑚 ) and image processing (𝑃𝐷𝑖 ) are compared in each iteration in which the image
processing parameter using Equation(6) and (7 ). The convergence is achieved when the difference
between the 𝑃𝐷𝑚 and 𝑃𝐷𝑖 distributions is less than the predefined acceptable error. To calculate
the normalized difference between 𝑃𝐷1 and 𝑃𝐷2 distributions, 𝑑𝑖𝑓𝑓(𝑃𝐷1 , 𝑃𝐷2 ), is considered as
it is shown in Equation (6):
𝑤 ∗|𝑃𝐷

1

−𝑃𝐷2,𝑖 |

𝑖
1,𝑖
𝑑𝑖𝑓𝑓 (𝑃𝐷1 , 𝑃𝐷2 ) = 3 ∑ 𝑖=𝑚𝑒𝑎𝑛, 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑃𝐷

𝑚𝑎𝑥𝑣𝑎𝑙,
𝑚𝑎𝑥𝑛𝑢𝑚

1,𝑖

, 𝑃𝐷2,𝑖 )

(6)

where 𝑚𝑒𝑎𝑛, 𝑚𝑎𝑥𝑣𝑎𝑙, and 𝑚𝑎𝑥𝑛𝑢𝑚 refer to distribution mean, maximum value of distribution,
and maximum number of distribution respectively, and 𝑤 indicated the weight coefficient for each
parameter (0 ≤ 𝑤 ≤ 1). The weight coefficient determines the importance of each parameter in
comparison with other two parameters. Weight coefficients are considered as 𝑤𝑖 =1 to simplify
Equation(6) and reduce the number of unknows for optimization problem described later in this
chapter.
With difference between each two distributions calculated, total difference between parameters of
a pair of SEM images is defined as 𝐷𝐼𝐹𝐹 (𝑖𝑚𝑔1 , 𝑖𝑚𝑔2 ):
1

𝐷𝐼𝐹𝐹 (𝑖𝑚𝑔1 , 𝑖𝑚𝑔2 ) = 3 ∑3𝑗=1 𝑊𝑗 ∗ 𝑑𝑖𝑓𝑓𝑗 (𝑃𝐷𝑗,1 , 𝑃𝐷𝑗,2 )

(7)

where 𝑊 is weight coefficient for each parameter. 𝑖𝑚𝑔1 , and 𝑖𝑚𝑔2 represent first and second
images compared. 𝑃𝐷𝑗,1 , 𝑎𝑛𝑑 𝑃𝐷𝑗,2 show parameter 𝑃𝐷𝑗 of first and second image respectively.
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Image processing parameters described in section 4.3.3 determine 𝑃𝐷 tensor which in turn affects
𝐷𝐼𝐹𝐹. To minimize 𝐷𝐼𝐹𝐹 function, Genetic Algorithm (GA) is used to find optimum values of
𝑃𝑖𝑝 . After calculation of 𝑃𝑖𝑝 , the image processing code is able to detect pores for other histogram
equalized SEM images. A brief introduction GA used in this chapter is given in the subsequent
section 4.3.6.
4.3.6 Introduction to Genetic Algorithm (GA)
The pore boundaries are detected by considering the appropriate threshold of the gray values that
result in separation of the boundaries from the rest of the image (image segmentation). An
objective function is defined as the difference between manual distribution parameters and the
parameters obtained by the image segmentation. To obtain proper threshold values, a Genetic
Algorithm (GA) is used to minimize the objective function. First, initial threshold values are
assigned, and distribution parameters are calculated based on the guessed values. Then, they are
compared to the parameters obtained from manual measurements.
The population of parameter values (chromosomes) is guessed based on computational
availability, desired accuracy, and problem complexity, as illustrated in Figure 4-7. This figure
shows a population of chromosomes considered in the genetic algorithm function. Each
chromosome represents a number in binary form, and each binary value in a chromosome is a
gene.
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Figure 4-7: Schematic sketch of genetic algorithm population, chromosome, and gene

Better chromosomes are then selected for the next generation and this iterative process continues
till the termination criterion satisfied. The fitness functions calculated for each chromosome
determine the chromosomes with higher priority to be kept for the next generation. The roulette
wheel method [68] of selection is used, described as the probability of choosing a chromosome
based on the value of its fitness function. The schematic representation of a roulette wheel is shown
in Figure 4-8. The schematic figure shows the distribution of the values of the fitness function in
different colors. The method is inspired by a wheel rotating at a constant speed. As the wheel
rotates, with a fixed pointer adjacent to the wheel, the probability of the pointer pointing to each
color depends on the fitness value distribution. The selection probability is defined as

𝑃𝑖 , the

selection probability is defined as, [69]:
𝑓

𝑝𝑖 = ∑𝑁𝑖𝑓
1

(8)

𝑖

where 𝑓𝑖 is the fitness function for each individual chromosome and 𝑁 represents the number of
the individual chromosomes.
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Figure 4-8: Roulette wheel method to select chromosomes for the next generation in GA. Each colored area is proportionate to
the fitness function value associated with that specific chromosome. The closer the value of the function is to the desired value,
the more area for the colored region associated with that chromosome.

Next, the crossover and mutation of the chromosomes are processed as illustrated in Figure 4-9.
This figure describes crossover as the event in which one half of a couple of chromosomes form a
new chromosome as shown in Figure 4-9-a. Mutation is when a gene is randomly changed from 0
to 1 or from 1 to 0, forming a new chromosome, as shown in Figure 4-9-b.

Figure 4-9: Crossover (a), and mutation (b) of the chromosomes in GA

Finally, the GA process is terminated when there is almost no improvement observed in the new
generations or the objective function has reached convergence.
After the image processing parameters are found, a batch image processing is performed to
determine the pore statistics for the rest of the images obtained under a variety of ambient
conditions. A python package is developed using the above theory as the Core Module. The three
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major modules and functions of the package are described in the following sections. A schematic
flowchart of the package has been shown in Figure 4-2.
4.4

Preprocessing Module

Raw SEM images are imported to the python package MICPY via a preprocessing module. The
regions of SEM images to be analyzed and the scale bar are selected manually. To minimize the
effects of ambient lightning during SEM image acquisition, a histogram adjustment is performed
on the images in the preprocessing module. Then a portion of the adjusted SEM images is manually
analyzed to provide data for calibration of MICPY before batch image as well as the provision of
data for subsequent validation of MICPY results. The measurement data obtained manually are
parsed and used in the code for the main analysis.
4.4.1 “Organizer” Function
The organizer function is responsible for the project files and folder structure, and management
including writing, reading, creation, and deletion of files and folders. The Organizer runs at the
beginning of each analysis to ensure a hitch-free operation.
4.4.2 “Histogram Adjustment” Function
The SEM images are converted to grayscale including specific gray value for each pixel. The gray
value is a number that determines how bright or dark a pixel is. The value changes from 0 for black
to 255 for white. The gray value distribution of an image is the histogram.
Figure 4-10 shows the original and histogram adjusted SEM images. As it is shown in Figure 4-10,
the top row shows how different lighting conditions during SEM image acquisition affect the
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histogram, which in turn affects the accuracy of the image processing. Therefore, histogram
adjustment is first performed to equalize the quality of the images to minimize the effect of
different lighting conditions. The second row of Figure 4-10 shows the adjusted SEM images.

Figure 4-10: Histogram adjustment performed to reduce environmental noises on the SEM images because of different lighting
conditions. The first row shows the original SEM images and the second row represents the adjusted SEM images.

4.4.3 Analysis Zone and Scale Bar Selection
The pores below the scale bar and on the edge of SEM images are excluded from the zones
analyzed for the digital image processing and manual measurement. The analyzed zone and scale
bar are marked for one SEM image and passed to the code module for image processing of the
remaining SEM images. The adjusted SEM images are cropped to the selected region and saved
separately for future analysis.
4.4.4 Manual Measurements
The average pore sizes (APS) of 240 SEM images are manually measured as well as 20 pore size
distribution (PSD) for calibration and validation purposes. The APS measurements are performed
using the method described in chapter 3 and the PSD of 20 SEM images are manually calculated
by ImageJ software for all the pores visible in the images.
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4.4.5 “Parser” Function
The parser function reads the measured data in a format that is readable by the core module. In
addition, the Average Pore Size, 𝐴𝑃𝑆𝑒 , Pore Size Distribution, 𝑃𝑆𝐷𝑒 , Pore Elongation
Distribution, 𝑃𝐸𝐷𝑒 , and Porosity, 𝜙𝑒 are extracted from the measurement files. Index 𝑒 indicates
that the data are obtained from the experiment.
4.5

Core Module

4.5.1 Overview
This module performs the pore structure analysis. The pore boundaries are detected, from which
the pore structure parameters including APS, PSD, and PED are calculated. After the calculations
agree with the manual measurements, all the SEM images are analyzed using the calibrated code
via a batch image processing method.
4.5.2 “GA Threshold Finder” Function
This function assigns new parameters for the image processing process at each iteration. The
assignment is based on the difference between manually obtained distribution parameters using
ImageJ and the parameters obtained from the processing measurement.
4.5.3

“SEM Analyzer” Function

The threshold values, selected analysis zone and scale-bar length are passed to the code module
for batch analysis of the adjusted SEM images. Then, the pore parameters are exported to a
database to be used by the postprocessing module. Figure 4-11 shows the SEM image histogram
adjustment, thresholding, pore boundary detection and ellipse for a sample SEM image. Figure
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4-11a shows the adjusted SEM image that is ready for analysis. Figure 4-11b and Figure 4-11c
show respectively binary thresholding and pore boundary detection, and Figure 4-11d shows how
pores are approximated using fitted ellipses. The ellipses are defined by the center of the ellipse,
the long and short axes, and the angle between the longer axis of the ellipse and horizontal line.
Pore statistics including APS, PSD, and PED are calculated using the ellipse approximation for
the pores.

Figure 4-11: Pore detection process by MICPY code module. a) shows the grayscale of equalized histogram sample SEM image;
b) indicates the binary thresholding of the SEM image; c) the pore boundaries are detected as contours around segmented part of
part (b); d) shows the pore approximation using fitted ellipses passing through the contours shown in part(c)

4.5.4 “Cross-Validation” Function
This function reports the accuracy of batch image processing. If not satisfied, additional manually
measured SEM images are used to find the proper image segmentation parameters including the
threshold values.
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4.6

Post-processing Module

The preprocessing and core modules are triggered by the post-processing module. In addition, the
module exports the accuracy and visualization of the results. The pore structure parameters
( 𝑃𝑆𝐷𝑖 , 𝑃𝐸𝐷𝑖 , 𝑎𝑛𝑑 𝐴𝑃𝑆 ) for the processed SEM images visualized and exported using the
“Visualization” function.
4.7

Results and Discussion

This section presents the image processing results obtained by the application of the MICPY
package. The results are also compared to manually-measured pore structure parameters.
4.7.1 Pore Detection Cross-Validation
To cross-check the accuracy of pore detection based on GA, an SEM image is randomly selected
pore of which are detected by the MICPY which is shown in Figure 4-12. The red ellipses around
the pores give more intuition about the pore’s orientation and elongation as well as size.

Figure 4-12: Cross-validation of pore detection for a randomly selected SEM image
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4.7.2 Pore Size Distribution (PSD)
The 𝑃𝑆𝐷 of the randomly selected SEM image calculated by MICPY (𝑃𝑆𝐷𝑖 ) are compared to 𝑃𝑆𝐷
values measured manually (𝑃𝑆𝐷𝑚 ) in order to assess the efficiency of the image analysis process.
The figure shows calibration based on the sample SEM image could analyze pore size distribution
with considerable accuracy.

Figure 4-13: Comparison of manually measured 𝑃𝑆𝐷𝑚 (black line) and 𝑃𝑆𝐷𝑖 obtained from image processing (red line).

4.7.3 Pore Elongation Distribution (PED)
The 𝑃𝐸𝐷 values obtained from MICPY (𝑃𝑆𝐷𝑖 ) are compared to the manually measured 𝑃𝑆𝐷,
(𝑃𝐸𝐷𝑚 ). The accuracy of the 𝑃𝐸𝐷 calculation is also assessed. The figure indicates
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Figure 4-14: 𝑃𝐸𝐷𝑖 values obtained from image processing are compared to manually measured𝑃𝐸𝐷𝑒

4.7.4 Batch Processing Efficiency
In this section, batch processing efficiency of pore analysis is investigated. Average Pore Size
(APS) and Average Pore Elongation (APE) values of 10 SEM images are compared to the values
obtained manually.
A sample SEM measurement is used to calculate the APS of 5 SEM images. Figure 4-13 shows
plots of the APS and APE obtained from MICPY compared with the APS and APE obtained from
manual measurement for six SEM images identified with numerical values 1 through 5. The
predicted results are generally in the consensus of the experimental data. In addition, the two sets
of data could be considered acceptedly close for most of the images investigated. The accuracy of
the prediction, of course, depends on the quality of the SEM images used for calibration.
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Figure 4-15: The horizontal axis shows randomly picked SEM images for validation. The APS values of SEM images are
obtained (red bars), the error bars show the difference between image processing and manually measured values are shown as
vertical black lines. The APE obtained by image processing is shown in blue bars performed on 5 randomly picked SEM images.
The vertical black lines show the difference between manual measurement values and image processing.

The average accuracy of MICPY pore detection in comparison with manual measurement is 80%
for APS and 73% for APE.
4.8

Future Work

MICPY can be used for other types of SEM image analysis including cell counting and the
processing of the other types of microstructures.
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CHAPTER 5: UNIDIRECTIONAL SOLIDIFICATION INDEX METHOD
5.1

Overview

Temperature distribution within the solution affects the pore structure of the scaffold [13]. The
objective of this chapter is to determine the relationship between geometrical parameters and
thermal properties of the mold since unidirectional solidification results in a more uniform pore
size distribution in the scaffold. A Unidirectional Solidification Index (USI) is therefore defined
to quantify the level of the unidirectionality of the solidification process. The larger the USI, the
more uniform the pore structure. The solidification process is numerically modeled using ANSYS
FLUENT v19.2. The data produced include the USI values, temperature distribution, and ice
fraction distribution within the solution. The effects of mold geometry and thermal properties on
USI are investigated. The predicted results indicate that unidirectional solidification is promoted
by low mold conductivity and high solution conductivity of solution leads to more unidirectional
solidification.
5.2

Introduction

The composition of the scaffold is designed to mimic host tissue mechanical properties. Many
studies on scaffold production have focused on experimental trial-and-error methods such as
freeze-drying [70][70]. Understanding the mechanics of the freeze-drying process will enable the
development and application of the mathematical model. Which will, in turn, allow better control
of which gives us more control of the process in a cost-effective manner. Although a few studies
have applied mathematical modeling to the process, the models are mostly limited to the finite
element analysis of temperature distribution. In the present study, a new unidirectional
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solidification index (USI) is introduced and calculated using (CFD) modeling of the solidification
process. The governing equations and boundary conditions are presented in sections 6.3.1 and
6.3.2. Parametric studies are performed to determine the effects of mold geometry and mechanical
properties (such as mold and solution heat conductivity) on USI value. Although this chapter is
only focused on modeling solidification, a more comprehensive approach including crystallization
modeling is presented in a subsequent Chapter 6, the results of which are validated with the
experimental measurements.
5.3

Materials and Methods

5.3.1 Unidirectional Solidification Index (USI)
During freezing, ice crystals start to form the bottom, where is in direct contact with the freezer
wall at −20℃. Crystal size distribution (𝐶𝑆𝐷) during solidification determine 𝑃𝑆𝐷 of the scaffold.
In order to have more homogeneous 𝑃𝑆𝐷 on horizontal cross-sections, unidirectional
solidification from bottom to top is desired. For a specific amount of solution, mold geometry
effects on unidirectional solidification will be determined numerically. Figure 5-1 shows the
axisymmetric plane used in numerical modeling. The vertical red arrow shows the desired
direction of solidification from the bottom (closer to freezer surface) to top in interaction with the
freezer air.
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Figure 5-1: Unidirectional solidification is shown. The desired solidification direction is shown as red arrows. The axisymmetric
plane which is used for numerical modeling of the solution is shown as the green plane. The horizontal planes on which the SEM
images are taken from are shown as horizontal gray planes. The distance between the solution-air interface and the horizontal
plane passing from the average interface is shown as a dashed line in the magnified section.

Unidirectional Solidification Index (𝑈𝑆𝐼) in this study is defined as Equation (9).
1

𝑈𝑆𝐼 = 𝑛 ∑𝑛1|𝑑𝑖 |

(9)

where 𝑑𝑖 is the distance between 𝑖 𝑡ℎ node to the average horizontal plane, and 𝑛 is number of
measured distances. Higher value of 𝑈𝑆𝐼 shows the solidification pattern is less unidirectional. On
the other hand, lower value of 𝑈𝑆𝐼 shows more unidirectional solidification pattern. The ideal
solidification pattern for having more uniform pore size distribution of the scaffold is when 𝑈𝑆𝐼 →
0. 𝑈𝑆𝐼 is considered as a criterion for numerical modeling comparisons and parametric study.
5.3.2 Effects of Mold Geometrical Parameters on Scaffold Pore Structure
To assess geometrical effects of the mold on solidification pattern, thermal properties of solution
𝑊
and mold are assumed to be constant as average solution conductivity 1.5 (𝑚°𝐾
) average solution
𝐽
𝐽
𝑊
specific heat 4200 (𝑘𝑔°𝐾
) , solution latent heat 300 (𝑘𝑔) , mold conductivity 0.3 (𝑚°𝐾) and mold
𝐽
specific heat 1000 (𝑘𝑔°𝐾
).

43

Statistical sensitivity analysis is performed by the ANSYS Design Exploration module. 40 sets of
geometrical parameters selected within the ranges shown in Table 5-1:

Table 5-1:Input geometrical parameter range

𝑡 (𝑚𝑚)
0.5 – 5

𝑟 (𝑚𝑚)
6.5

𝐷/2 (𝑚𝑚)
7.5 – 16.5

ℎ (𝑚𝑚)
1 – 15

𝐻 (𝑚𝑚)
15 – 30

5.3.3 Effects of Mold Mechanical Properties on Scaffold Pore Structure
The present study focuses on the freeze casting method of scaffold fabrication. It utilizes numerical
modeling to investigate the effect of thermal properties of chitosan-alginate (𝐶𝐴) solution on the
fabrication process. In effect, the smaller the 𝑈𝑆𝐼, the more homogeneous 𝑃𝑆𝐷 of the scaffold. A
range of solution and mold thermal properties are investigated to assess the sensitivity of each
property to 𝑈𝑆𝐼, Table 5-2. The optimal thermal properties of solution and mold are then suggested
in order to obtain the more homogeneous 𝑃𝑆𝐷 of scathe ffold.
Table 5-2: Range of thermal properties of CA solution and mold
Solution
Conductivity
𝑊

0.1 – 3.0 (𝑚°𝐾)

5.4

Solution Specific
Heat
𝐽

500 – 5000 (𝑘𝑔°𝐾)

Solution Latent
Heat
𝐽

100 – 1000 (𝑘𝑔)

Mold
Conductivity
𝑊

0.1 – 1 (𝑚°𝐾)

Mold Specific
Heat
𝐽

500 – 1500 (𝑘𝑔°𝐾)

Results & Discussion

5.4.1 Effects of Mold Geometrical Parameters on Scaffold Pore Structure
𝐴𝑃𝑆 is more homogeneous for more unidirectional solidification in the vertical direction, Figure
5-2a. Meaning solidified and the fluid boundary is desired to remain close to the horizontal line
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during freezing from bottom to top. Results of 40 simulations based on parameters shown in Table
3-1 are obtained. 𝑈𝑆𝐼 is defined as a summation of d magnitudes where d is the distance between
solidified-fluid boundary from the average horizontal line passing the boundary. Figure 5-2b and
Figure 5-2c show the best and worst-case scenarios respectively when the solution is half frozen.
The objective is to keep the boundary as close as possible to the horizontal line.

Figure 5-2: Geometrical parameters considered in the parametric study where D indicates the distance between adjacent well
centers; H is mold height, t is bottom thickness and r is well radius. The green region shows air trapped, blue region is the
solution and red region is the mold.

The results show for 𝐷 < 13 𝑚𝑚, 𝑈𝑆𝐼 increases as 𝐷 increases and 𝑈𝑆𝐼 decreases with increase
of 𝐷 when 𝐷 ≥ 13 𝑚𝑚 . For 𝑡 < 4.6 𝑚𝑚 , USI increases for bigger values of 𝑡 and 𝑈𝑆𝐼
decreases for bigger values of t when 𝑡 > 4.6 𝑚𝑚. 𝑈𝑆𝐼 constantly decreases for bigger amount
of air trapped between solution and the foil.
5.4.2 Effects of Mold Mechanical Parameters on Scaffold Pore Structure
Figure 5-3a shows how each non-dimensional parameter, 𝑃∗ is defined as

𝑃
𝑃𝑚𝑎𝑥

where 𝑃 is

parameter value and 𝑃𝑚𝑎𝑥 is maximum parameter value according to Table 5-2, affects the nondimensional 𝑈𝑆𝐼 value, 𝑈𝑆𝐼 ∗ , for that parameter. The predicted solidification patterns based on
the worst case and best design points, respectively, at the instance when the solution is half frozen
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is shown in Figure 5-3b and Figure 5-3c. A sensitivity analysis is performed statistically which
correlates randomly picked input parameters to probability of objective function, 𝑈𝑆𝐼 ∗ , being
minimum. Sensitivity analysis shows significant effect of solution and mold heat conduction
coefficient (𝑘) and solution specific heat on 𝑈𝑆𝐼 ∗ value, Fig. 1d.

Figure 5-3: Effects of non-dimensional parameters P* on non-dimensional USI* (a); predicted solidification pattern when the
solution is half frozen for worst case (b) and best case scenario (c), solidified region (white); sensitivity analysis of major
thermal properties affecting USI* (d).

Positive values of a parameter in the local sensitivity analysis (results of Figure 5-3) indicate that
𝑈𝑆𝐼 ∗ is directly related to the parameter, and negative values indicate inverse relationship between
𝑈𝑆𝐼 ∗ and the parameter. The magnitude of the sensitivity indicates the extent of the effects of the
parameter on the 𝑈𝑆𝐼 ∗ .
5.5

Future Work

Effects of geometrical and mechanical properties on solidification pattern can be validated using
scaffold Average Pore Size (𝐴𝑃𝑆). A relation between solidification pattern and 𝐴𝑃𝑆 can be
developed.
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CHAPTER 6: APPLICATION OF GENETIC ALGORITHM
6.1

Overview

Freeze-casting is a popular method to produce biomaterial scaffolds with highly porous structures.
The pore structure of freeze-cast biomaterial scaffolds is influenced by processing parameters but
has mostly been controlled experimentally. A mathematical model integrating Computational
Fluid Dynamics with Population Balance Model is developed to predict average pore size (APS)
of 3D porous chitosan-alginate scaffolds and to assess the influence of the geometrical parameters
of mold on scaffold pore structure. The model predicted the crystallization pattern and APS for
scaffolds cast in different diameter molds and filled to different heights. The predictions
demonstrated that the temperature gradient and solidification pattern affect ice crystal nucleation
and growth, subsequently influencing APS homogeneity. The predicted APS compared favorably
with APS measurements from a corresponding experimental dataset, validating the model.
Sensitivity analysis is performed to assess the response of the APS to the three geometrical
parameters of the mold: well radius; solution fill height; and spacing between wells. The pore size
is most sensitive to the distance between the wells and least sensitive to solution height. This
validated model demonstrates a method for optimizing the APS of freeze-cast biomaterial
scaffolds that could be applied to other compositions or applications.
6.2

Introduction

The scaffold pore structure depends on the solution solidification pattern in the freeze-casting
process. Therefore, the crystallization parameters of the solution are obtained in this chapter. A
brief schematic of the Population Balance Model (PBM) coupled with Computational Fluid
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Mechanics (CFD) used in this study is shown in Figure 6-1. Twenty experiments are designed for
freeze-casting scaffold productions and CFD modeling. Then, the difference between Average
Pore Size obtained from the experiment (𝐴𝑃𝑆𝑒 ) and modeling (𝐴𝑃𝑆𝑚 ) is calculated. Scanning
Electron Microscope Images are used to analyze produced scaffold structures. Inverse method
using Genetic Algorithm (GA) is used to obtain crystallization parameters by minimizing that
difference, Figure 6-1.

Figure 6-1: Using GA to calculate crystallization parameters during freeze-casting scaffold production. The green blocks
indicated the python code developed to parse, process and visualize data. The gray blocks show experimental procedures and the
pink blocks indicate reading/writing files.

First, CFD and PBM governing equations used for modeling will be explained. Then, the
experimental procedure to take SEM images and pore structure analysis will be shown. At the end
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of this chapter, APS predictions, obtained crystallization parameters and validation with
experimental measurements are shown.
6.3

Governing Equations

The crystallization process is assumed to be governed by the physical laws of mass and energy
conservation[43]. Momentum conservation is ignored since there is no considerable bulk motion
of the solution.
6.3.1 Conservation of Mass
𝜕𝜌
𝜕𝑡

+ 𝛻. (𝜌𝑼) = 0

( 10 )

where 𝜌 is solution density in kg/m3, 𝑡 is time in s and 𝑼 is velocity vector in m/s.
6.3.2 Conservation of Energy
The energy equation is primarily the following conduction heat transfer equation:
𝜕𝑇

𝜌𝑐 ( 𝜕𝑡 + 𝑼𝛻𝑇) = 𝛻. (𝑘𝛻𝑇) + 𝑆

( 11 )

where 𝑐 is specific heat capacity in J kg -1 K-1, 𝑇 is temperature in K, 𝑘 is conductivity in
W m-1 K-1 and 𝑆 is source term in J due to phase change, defined by the following relation[43]:
𝑆=𝐿

𝜕𝜃𝑖

( 12 )

𝜕𝑡

in which 𝐿 is freezing latent heat constant in J/kg, and 𝜃𝑖 is the volume fraction of existing ice.
6.3.3 Population Balance Model
Two crystallization factors, dendrite generation rate (here referred to as nucleation rate) and crystal
growth rate, play an important role in the formation of the ice crystals in the solution, which in
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turn influences the scaffold pore structure. The nucleation rate, N(t), is defined as the number of
dendrites formed in a unit volume of solution per unit time, and growth rate, G(t), is the advance
rate of crystal–solution interface per unit time[71]. These parameters are described using the
following power-law relations[43].
𝑁 = 𝑐1 (𝑇 − 𝑇𝑓 )
𝐺 = 𝑐3 (𝑇 − 𝑇𝑓 )

𝑐2

( 13 )

𝑐4

( 14 )

where 𝑁 is in crystal number/mm3.s and 𝐺 is in mm/s, 𝑐𝑖 are constant parameters of nucleation
and growth rates, and 𝑇 and 𝑇𝑓 are respectively, local and freezing temperatures in K.
The aggregation and breakage of ice crystals are assumed to be negligible, and the velocity vector
is zero since there is no bulk motion in the solution. The population balance can be thus expressed
by the following transport equation[72]:
𝜕
𝜕𝑡

[𝑛(𝑉, 𝑡)] + 𝛻𝑣 . [𝐺(𝑡)𝑛(𝑉, 𝑡)] = 0

( 15 )

and 𝑛 is crystal density function in number/mm3 and 𝑉 is crystal volume in
mm3.
6.4

Boundary Conditions

The system considered is axisymmetric and the boundary conditions assumed for mathematical
modeling are shown schematically in Figure 6-2. Side 1 of the mold is assumed to be the adiabatic
boundary between two adjacent wells, which effectively means there is no heat flux across it. The
top side (Parafilm cover) is assumed to be subjected to natural convection heat exchange with the
ambient air inside the freezer. Axisymmetric conditions prevail at the central axis identified as
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boundary 3. Side 4 is the bottom of the mold in contact with the freezer via an air gap (2.63 mm
thick), which is assumed to be at a constant temperature of -20°C.

Figure 6-2: Schematic of boundary conditions used for the model: Side 1 is adiabatic boundary between the two adjacent wells;
Side 2 represents natural convection heat transfer between the air inside the freezer and cover; Side 3 indicates axisymmetric
axis; Surface 4 (Freezer wall) is assumed to be at constant temperature, (-20°C).

The conduction resistance of the cover is neglected. Therefore, natural convection heat transfer is
assumed to occur between the freezer air and the air trapped between the solution and the mold.
The natural convection boundary condition is expressed by the relation:
𝑞 = 𝐴ℎ(𝑇𝑠 − 𝑇∞ )

( 16 )

where 𝑞 is heat rate in W, 𝐴 is surface area exposed to the air inside the freezer in m2, ℎ is natural
convection coefficient in W m-2 C-1), 𝑇𝑠 is temperature at outer surface of the cover and 𝑇∞ is
ambient temperature inside the freezer (-20°C). The natural convection coefficient for a horizontal
surface facing upward (ℎ) is given by the following empirical relation [73]:

𝛥𝑇

1
4

6

1
1
3

6 6

ℎ = [[1.4 ( 𝑙 ) ] + [1.63(𝛥𝑇) ] ]

( 17 )
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where 𝑙 is the characteristic (longest) length of the top surface of the molds in meters and 𝛥𝑇 is
the temperature difference between the cover (separating trapped air) and the surroundings.
6.5

Sensitivity Analysis

The influence of the geometrical parameters on the crystallization process is assessed with
sensitivity analysis study. The geometrical parameters used for local sensitivity analysis are shown
in Figure 6-3. Specifically, Hs, the solution fill height, R, the well radius, and D, half of the spacing
between the wells in the mold are considered using the Latin Hypercube Sampling (LHS) method.
LHS assigns values to the parameters randomly within the range of each parameter with the aim
of avoiding similar values for the parameters in the design point dataset. Each set of parameters
are assigned to a specific design point for further analysis.

Figure 6-3: Schematic of the system showing mold, solution and trapped air in which Ha is trapped air height, R is well radius
(a), and D half of distance between wells. A 24 well microplate is presented along with a schematic that indicates the well
distribution (b)

The thermal properties of the molds used for the mold are thermal diffusivity 𝛼𝑚 = 1.5 × 10−4 in
m2/s, solution thermal diffusivity 𝛼𝑠 = 1.4 × 10−7 and air thermal diffusivity 𝛼𝑎 = 2.2 × 10−5 ,
and L is latent heat of solution in J/kg. The average crystal size (ACS) is predicted numerically
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and validated with the experimental data. The reference line where the SEM images are taken
connects the center point at (r, z) = (0 mm, 3 mm) to the side point at (r, z) = (5 mm, 3 mm), as
shown in Figure 6-4.

Figure 6-4: Vertical cross-section of a well showing the mold, solution, and air trapped between solution and cover. The
horizontal white line shows the reference plane on which SEM images are taken.

Local sensitivity analysis is performed to determine the effects of geometrical parameters on ACS.
Specifically, while the target parameter is varied, all the other parameters are kept constant to
calculate the effect of the target parameter on the ACS objective function. Local sensitivity of
parameter 𝑝𝑖 , 𝐿𝑆𝑝𝑖 , is defined thus:
𝐿𝑆𝑝𝑖 =

𝐴𝐶𝑆𝑚𝑎𝑥 −𝐴𝐶𝑆𝑚𝑖𝑛

( 18 )

𝐴𝐶𝑆𝑚𝑎𝑥

where 𝐴𝐶𝑆𝑚𝑎𝑥 and 𝐴𝐶𝑆𝑚𝑖𝑛 are the maximum and minimum values of ACS in 𝐴𝐶𝑆 − 𝑝𝑖 response
graph respectively. Positive and negative values of 𝐿𝑆𝑝𝑖 mean positive and negative effects of 𝑝𝑖
on ACS, respectively. For example, if 𝐿𝑆𝑝𝑖 is negative, then by increasing 𝑝𝑖 , ACS decreases.
Similarly, if 𝐿𝑆𝑝𝑖 is positive, increasing 𝑝𝑖 leads to increase of ACS value.
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6.6

Computational Details

ANSYS FLUENT v19.2. analysis software is used to perform computational simulations for each
design point. The solution thermal properties in the fluid and solid phases are assumed to be similar
to water and ice, respectively, and the mold is assumed to be made of polystyrene. Quadrilateral
finite elements are used to discretize the solution, microplate, and the air zones using multi-zone
mesh generation method.
6.6.1 Mesh Independence Study
A case of 6-well mold with 15 mm solution height is used for mesh independence study. The
average solution temperature at the end of 750th time step (each time step size is 0.05 sec) is
considered as convergence criteria. As it is shown in Figure 6-5, for elements smaller than 0.2 mm,
the average temperature is approximately converged.

Figure 6-5: Mesh independence study showing convergence patterns based on element size

Therefore, element size of 0.2 mm is used everywhere in the model except the solution where 0.1
mm element size is considered since (i) crystallization happens within the solution; (ii) temperature
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gradients are higher in the solution; and (iii) smaller scale elements (comparable to SEM images
area) have to be considered in that region. At the same time, the element size in the solution have
to be large enough due to computational limitations.
Since solidification occurs in the solution zone, small element size of 0.1 mm is used within the
solution zone and 0.2 mm for the other zones, as illustrated in Figure 6-6.

Figure 6-6: Computational surface meshes of the solution, microplate, and air zones

6.6.2 Time Step Study
Because the computations are involved in PBM in addition to CFD, calculation cost is significantly
more than only CFD. Therefore, a time step study in addition to mesh independence study is
performed to pick a time step small enough to have acceptable accuracy and large enough to make
calculations possible based on the hardware limitations, Figure 6-7.
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Figure 6-7: Time step study reveals time step effects on the CFD convergence suggesting 0.1 second to be appropriate for this
study

According to Figure 6-7, for time step equal or less than 0.1 second, the solution converges almost
in the same manner. In order to avoid extensive computation cost, time step equal to 0.1 is selected
for all the CFD simulations in this study.

6.6.3 Other Computation Details
The initial temperature of solution is assumed to be the refrigerator temperature of 4oC. The
temperature-dependent natural convection coefficient of Equation (17 ) is applied to the energy
equation using a user-defined function (UDF). For each design point, ACS is obtained at the 3 mm
height reference plane, as shown in previous Figure 3. A total of 20 simulations are performed
with each one taking approximately 12 hours run time on a computer workstation with Intel®
Core™ i7-4790 eight processors and 32 GB of RAM.
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6.6.4 Genetic Algorithm Method to Determine Crystallization Parameters
A brief introduction to the GA is given in this chapter as it is one of the methods being applied in
this research. GA is one of the optimization methods inspired from nature [74]. The GA method,
like many other optimization methods, relies on an iterative process to improve the initially
guessed values to satisfy the minimization of an objective function.

6.7

Results & Discussion

Temperature distribution influences the pore structure of freeze-cast scaffolds. Figure 6-8 shows
the predicted solidification patterns for the 6-well and 48-well molds in terms of temperature
distribution and mass fraction of ice at an intermediate stage when the average mass fraction of ice
is 0.5, meaning the solution is half solidified. The 6-well and 48-well molds are selected to
investigate the extreme values of mold design parameters. The color code in each figure ranges
from deep blue for the lowest temperature at the mold bottom to deep red for the highest
temperature on the top half of the vertical surface of the mold. The solidified material (ice) is
indicated in light grey color while the remaining liquid solution is shown in dark grey. In each
case, there is significant temperature stratification near the mold side wall above the liquid
solution, and to a lesser extent, within the solution. The isotherms become horizontal towards the
mold central axis, indicating the potential for unidirectional solidification near the axis.
Solidification generally initiates from the mold bottom, gradually develops upwards, and finally
extends to the mold side wall, in the consensus of the predicted temperature distribution. The
isotherms for the 48-well mold are mostly stratified vertically in the liquid solution and are largely
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horizontal across the well, resulting in a more unidirectional solidification than the 6-well mold
(Figure 6-8). This result is consistent with the smaller radius of the 48-well mold than the larger
6-well mold, enabling more uniform heat distribution across the 48-well mold. For the samples
with more unidirectional solidification, the fluid-solid interface is closer to a horizontal line, as
shown in Figure 6-8 [54].

Figure 6-8: Predicted temperature and solid fraction distribution during freezing. Solidified region (light grey) is separated
from the fluid region of the solution (dark grey). The temperature and solid fraction distribution for 6-well molds and 48-well
molds are shown when half of the solution is frozen for 5, 7.5, 10, 12.5, and 15 mm solution heights. The bottom wall of the mold
is near the freezer wall where the temperature is lowest.
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6.7.1 Crystallization
The solution crystallization during freeze-casting influences the scaffold pore structure. The
solution crystallization is affected by several parameters, including solution concentration,
freezing temperature, and freezing rate, among others. To validate the findings of our model, CA
scaffolds are prepared with the same conditions (well radius, well spacing, and fill height) that are
used in the model. The CA scaffolds are analyzed with SEM imaging of the pore structure at the
reference plane and APS is derived from the SEM images. Figure 6-9 shows typical SEM images
obtained from the various mold sizes investigated as a function of mold size and solution fill
height. Each SEM image is a representative image for each design point. Figure 6-9 shows that the
CA scaffold pore morphology varies with mold size and fill height. The goal for the CA scaffold
pore structure is to obtain a uniform pore morphology throughout the scaffold. The most isotropic
pore structures are observed in the 12-well and 24-well molds at all the fill heights investigated,
while the 6-well mold has the largest variation in pore structure. The APS for the 48-well mold is
observed to be smaller than the 6-well mold. This result is consistent with the CFD prediction in
which the solidification pattern is more unidirectional for the mold with the smallest diameter (i.e.
48-well) than that with the largest diameter (i.e. 6-well). Indeed, the 24-well molds appear to be
least sensitive to solution fill height. The average pore sizes derived from the SEM images are
presented in Table 2.
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Table 6-1: APS (m) measured at reference side point for different microplates and Hs

Wells Hs = 5 (mm) Hs = 7.5 (mm) Hs = 10 (mm) Hs = 12.5 (mm) Hs = 15 (mm)
6

147.5 ± 17.4 269.2 ± 11.2

120.4 ± 9.7

252.3 ± 51.3

288.6 ± 23.4

12

102.5 ± 8.5

89.1 ± 6.5

91.0 ± 6.3

106.8 ± 8.8

109.3 ± 7.3

24

96.4 ± 2.6

105.1 ± 4.3

100.6 ± 5.2

109.6 ± 4.2

102.7 ± 4.8

48

103.8 ± 8.3

93.7 ± 4.4

105.4 ± 4.2

112.0 ± 0.5

105.6 ± 3.6
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Figure 6-9: CA scaffold pore morphology varies with mold size and fill height. Experimental data used to validate the models,
with SEM images of samples at the 3 mm reference plane for each model input parameters.

Figure 6-10 shows the SEM images of pore structure and APS obtained for the 6-well and 48-well
molds at two locations (side and center of mold) in the experimental dataset at the same design
parameters used for the modeling. The images are selected from the 5 mm solution height samples,
corresponding to the modeling results presented in Figure 6-8. A non-dimensional parameter 𝑃
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expressing the change in average pore size (APS) with respect to r (on the reference line) can be
defined by the following expression:
𝛥(𝐴𝑃𝑆)

𝑃=|

𝛥𝑟

𝐴𝑃𝑆𝑠𝑖𝑑𝑒 −𝐴𝑃𝑆𝑐𝑒𝑛𝑡𝑒𝑟

|=|

5 𝑚𝑚

|

( 19 )

Figure 6-10 indicates that 𝑃 is 1.4 for the 6-well mold and at a slower rate of 1.2 for the 48-well
mold. These results imply that the 48-well mold has a smaller change of APS over the reference
line than the 6-well mold, which translates to a more homogeneous pore size distribution in the
48-well mold than the 6-well mold. These results are consistent with the predicted temperature and
solidification patterns shown in Figure 6-8 and Figure 6-9 where the 48-well mold exhibited a
more horizontal and unidirectional solidification pattern than the 6-well mold. A more
unidirectional solidification pattern produces a more homogenous pore size distribution.

Figure 6-10: Pore structure and APS for 6-well and 48-well molds at the center point and side point of the reference plane
obtained from the experimental dataset.

The experimental measurements and modeling results of the 6-well molds are used to determine
the crystallization parameters of Equations (13) and (14) using inverse method and the results are
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presented in Table 6-2. The crystallization parameters first guessed initially and the average crystal
size is obtained using population balance method, Equation (15) and the results are compared to
the experimental measurements through an iterative process (Genetic algorithm) to find the best
values for the crystallization parameters. The values presented in Table 6-2 are obtained for
nucleation and growth of average-sized crystals. The parameters first established by using the 6well mold are subsequently used to predict the average crystal size, which we assume will
approximate the APS of the scaffold, for the other molds consisting of 12-, 24-, and 48-wells. The
nucleation and growth rate parameters are considered as constant mechanical properties of the
solution and used for modeling all mold sizes.
Table 6-2: Crystallization parameters obtained from integrated modeling and experimental data

Nucleation
Growth
c1
c2
c3
c4
8.773 0.198 0.035 −0.081
Figure 6-11 shows the APS predicted by the model and the APS measured from the experimental
samples as functions of solution fill height for three mold sizes (12-, 24- and 48-well).
Representative SEM images are also shown at specific design points with the modeled and
measured minimum and maximum APS for the 12-well and 48-well molds. The modeling results
are generally in the consensus of the experimental APS measurements. The general trend is an
increasing APS with fill height for the 12-well mold, a nearly invariant APS for the 24-well mold,
and a transitional (decreasing to rapidly-increasing) APS pattern with increasing fill height for the
48-well mold. The model predicts a much lower APS at 7.5 mm solution height in the 12-well
mold than at 12.5 mm solution height in the 48-well mold, which agrees with the experimental
measurments.
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s
Figure 6-11: Comparison of modeling and experimental results for average pore size. Predicted (dash lines) and
experimental (solid lines) APS for 12-well mold (left), 24-well mold (middle) and 48-well mold (right).

6.7.2 Sensitivity Analysis
Sensitivity analysis is performed to determine the relative influence of the geometrical parameters
on APS. Table 6-3 summarizes the local sensitivity analysis of geometrical parameters (well radius
R, mold side thickness D which is also half the spacing between wells, and solution fill height Hs )
for both the experiment and model prediction. The results show that the pore size is most sensitive
to the spacing between the wells (2D) and least sensitive to Hs for freeze-cast scaffolds. Note that
negative sign implies that the APS decreases with increasing parameter of interest, while positive
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sign indicates the APS increases as the parameter increases. Therefore, the results indicate that the
effect of solution height on APS is negligible compared with the other geometrical parameters
investigated.
Table 6-3: Local sensitivity analysis of geometrical parameters

R
D
Hs
Experiment 14.80 % −81.34 % −3.86 %
Prediction

9.12 %

−90.02 %

0.86 %

This study is the first comprehensive modeling of freeze-cast scaffold production that considers
both solidification and crystallization. Although the results are obtained for CA solutions, the
method can be used for other compositions having different thermal properties and various mold
geometries. The predicted results are generally in good agreement with the experimental data. The
prediction indicates that solid fraction distribution (ice crystals) largely determines the
homogeneity of pore size on a given horizontal plane across the well.
This study shows that by changing geometrical parameters such as well radius and side thickness,
the pore structure of the CA scaffolds can be engineered. The spacing between the wells has the
maximum effect on APS among the three geometrical parameters investigated while the solution
fill height has the least effect. The APS distribution over horizontal planes is estimated using
temperature distribution, which determined solid fraction distribution. A similar approach may be
used for other mold geometries in freeze-casting and may apply to scaffolds produced by other
methods.
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The methods developed and the results obtained in this study could be useful in a variety of
practical applications. Freeze-cast porous scaffolds that mimic in vivo microstructure have many
applications in regenerative medicine such as nerve repair[75] and cartilage regeneration[76]. The
accurate modeling of solidification and crystallization could significantly impact the
pharmaceutical industry by providing a method for stable enhancement and maintenance of
therapeutic products[77]. During a lyophilization process, water is removed from a biological
product (i.e., supplement tablet) because high water content usually decreases the product shelf
life[78]. Having more control over nucleation and growth of ice crystals is desired to achieve more
homogeneous crystal size distribution with greater average crystal size, which leads to longer shelf
life of the product[79]. The results could also be applied in the food industry since freeze-drying
is one of the common methods of food preservation. Freeze drying is used to preserve fruits and
the pore structure of the fluid tissue affects the ability to rehydrate the dried fruit[80].
The focus of this study is the effect of mold geometry on the freeze-casting process and the
resulting scaffold pore size. A single batch of CA solution is used to generate all the scaffolds
analyzed in this study to reduce the effect of processing variables on the pore size and focus on the
mold parameters. The CA scaffold process is very robust, having been optimized previously[11]
and used in several studies[81],[82],[83],[84],[85] . While analyzing samples from one batch does
not characterize batch to batch variability, we assume that our data is normally distributed between
batches. The CA scaffolds analyzed in this study are representative of the process. Further studies
could be conducted to assess the batch to batch variation by analyzing additional CA scaffold
batches and incorporating the data into the model. However, we believe that the interbatch
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variability at one mold size will be lower than the intrabatch variability between mold sizes and
the additional data would reinforce the findings of the model.
Several assumptions are made in the development of the mathematical model that could be relaxed
and improved in a subsequent study. The assumption of axisymmetric boundary condition, while
appropriate for the wells located in the middle of the microplate, may be insufficient for others
located near the sides. The current model also neglects any effect of bulk motion of solution, which
may need to be improved with allowance for buoyancy force due to temperature stratification. In
addition, the current nucleation model has not considered the stochastic nature of the initial
nucleation event which plays a major role in the freezing process and correspondingly, the
variation in pore size distribution. Although the model currently assumes that crystallization
occurs below the freezing temperature, a future study could incorporate a temperature probe within
the solution to directly monitor the crystallization process and to better represent the dendritic
crystal growth process. The above refinements will improve the accuracy of the pore size
prediction. The development of a complete model of the process will also benefit from
consideration of the following: (a) effect of thermal properties of the mold and solution on pore
structure; (b) investigation of average pore elongation of scaffold as an important parameter
defining optimal scaffold porous structure for tissue engineering application; (c) obtaining and
comparing the experimental measurements and modeling prediction at different locations (instead
of a constant reference plane); and (d) investigating effects of the solution viscosity on pore size
and structure of the scaffold.

67

CHAPTER 7: APPLICATION OF MACHINE LEARNING
7.1

Overview

The scaffold pore structure is a critical parameter in tissue engineering. In this research, the pore
structure of chitosan-alginate freeze-cast scaffolds for bone tissue engineering is predicted using
coupled Computational Fluid Dynamics (CFD), deep autoencoder neural network, and a Support
Vector Machine (SVM) classifier. The Average Pore Size (APS) of the scaffolds is predicted by
the method developed. The autoencoder is used to generate a fusion of temperature and ice fraction
calculated by the CFD, and then analyzed by the SVM classifier. The SVM classifier is used to
predict the APS at any given location of the freeze-cast scaffold. The compression data loss in the
CFD results is less than 3% and the APS prediction accuracy agrees with the APS measured
manually from Scanning Electron microscopy of the scaffolds.
7.2

Introduction

The previous chapter demonstrated the prediction of scaffold pore structure using Computational
Fluid Dynamics (CFD) coupled with Population Balance Model (PBM) and Genetic Algorithm
(GA). Although successful, the model is prone to inaccuracy due to environmental and human
errors associated with scaffold production and measurement of average pore sizes (APS). The
computation of APS can also be mathematically intensive.
In order to minimize the effects of experimental errors, a machine learning model is developed
and used to predict the APS. The model included a deep autoencoder coupled with a Support
Vector Machine (SVM) classifier, which are trained on the CFD results to predict the APS of
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scaffold. In addition, once the machine learning model is trained, the prediction of future
experiments could be undertaken a lot faster than the CFD-PBM method.
A schematic sketch of the pore size prediction model is shown in Figure 7-1. The model has
components, namely, the CFD, Autoencoder, Experiment and SVM modules. The CFD module
handles the CFD solver. The autoencoder module handles data compression and prepares the data
for classification purpose. The experiment module handles manual measurement analysis and the
parsing data. The SVM module classifies the compressed data provided by the autoencoder
module.
Once the experimental design points are defined covering the whole range of mold geometrical
parameters (well radius, well-well spacing and solution filling height), the CFD modeling of each
experiment is performed with the same geometrical parameters. Transient temperature distribution
tensor (𝑇) and Ice Fraction tensor (𝐼. 𝐹.) are exported from ANSYS FLUENT CFD solver during
the solidification process. Then, the tensors are transmitted to the autoencoder-SVM model to
predict the APS at each location based on the 𝑇and 𝐼. 𝐹. histories at that point. Henceforth, the
machine learning term will be used in place of an autoencoder module coupled with an SVM
classifier. The modules and functions are further discussed in the following section.
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Figure 7-1: A brief schematic sketch of the autoencoder model coupled with an SVM classifier to predict the average pore size of
freeze-cast scaffolds. 𝑇, 𝑇 ∗ are temperature tensors for each design point obtained from CFD and the autoencoder model
respectively. 𝐼. 𝐹 and 𝐼. 𝐹.∗ represent ice fraction tensors for each design point obtained from CFD and the autoencoder model
respectively. The average pore sizes obtained from experiment and predicted using machine learning model are represented as
𝐴𝑃𝑆𝑒 and 𝐴𝑃𝑆𝑝 respectively.
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The objective of this chapter is to estimate the Average Pore Size (APS) of the scaffolds using the
machine learning model. The previous equations (13-15) (chapter 6) show how spatial transient
temperature history (temperature functions) at each point affects the nucleation and growth rates
of ice crystals that determine the Average Crystal Size (ACS) formed at that point. Chapter 3 on
materials has shown that ACS is approximately equal to APS. Therefore, the present chapter
focuses on establishing a comprehensive relationship between temperature at each point and APS
at that location. The machine learning model is integrated with Computational Fluid Dynamics
(CFD) solver to estimate the APS.
In order to simplify the numerical modeling, the same time step is used in the CFD modeling. The
time step (0.05 sec) used is determined after performing a numerical accuracy-test presented in
section 6.6.2. Although the time step value used is the same for all the simulations, the number of
time steps is varied according to the duration of solidification for each simulation depending on
the applied geometrical and boundary conditions. The goal is to classify the APS at each point
based on the temperature function there. The temperature function at each point is considered to
be a one-dimensional tensor (vector). The temperature vector dimensions indicate the number of
time steps during active solidification at each point. The parameters of the vectors represent the
temperature values for different simulation time at that point, this:
𝑇𝑝𝑛 = [ 𝑇𝑝𝑛 |1 , 𝑇𝑝𝑛 |2 , … , 𝑇𝑝𝑛 |𝑗 ]

( 20)

In equation (20), 𝑇𝑝𝑛 represents the temperature vector of the 𝑝𝑡ℎ sample point in the
𝑛𝑡ℎ experimental batch, j represents the number of time steps from start to finish of solution
solidification obtained from the CFD solver. Therefore, the temperature vectors capture the change
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in temperature changes at each sample point of every design point. Thus, the solidification duration
for a design point can be calculated from the relation (21):
𝑡𝑠 = 𝑗 × 𝑑𝑡

( 21)

where 𝑡𝑠 is solidification time, and 𝑑𝑡 is the time step (0.05 s). According to Equation (21), the
geometrical parameters will affect 𝑡𝑠 by changing the solidification pattern and time for each
design point.
Since nucleation and growth of ice crystal depend on both temperature and ice fraction, ice fraction
vectors are combined with normalized temperature vectors to form fusion vectors (F). The fusion
vectors are obtained using the following equation:
𝐹𝑝𝑛 = 𝑎 × [ 𝑇𝑝𝑛 |1 , 𝑇𝑝𝑛 |2 , … , 𝑇𝑝𝑛 |𝑗 ] + 𝑏 × [ 𝐼𝐹𝑝𝑛 |1 , 𝐼𝐹𝑝𝑛 |2 , … , 𝐼𝐹𝑝𝑛 |𝑗 ]

( 22 )

where 𝑎 and 𝑏 are fusion parameters, 𝐹𝑝𝑛 represents the fusion vectors, and 𝐼𝐹𝑝𝑛 represents ice
fraction at sample point 𝑝, batch 𝑛. The fusion parameters must satisfy the following relation:
0 ≤ 𝑎 ≤ 1, 0 ≤ 𝑏 ≤ 1, 𝑎 + 𝑏 = 1

( 23 )

In order to classify the temperature vectors and predict APS classes by SVM, the vectors should
have the same dimension. Therefore, a deep autoencoder model is used to compress the
temperature vectors to the same dimension as the minimum dimension of the temperature vector
in the CFD results. After equalizing the vector dimensions using the autoencoder model, the SVM
classifier is now able to relate each temperature vector to a specific APS value range (class).
Finally, the estimated APS classes are validated using the experimental measurements.
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7.3

Computational Fluid Dynamics (CFD) Module

7.3.1 Overview
After design parameters are defined for the geometrical parameter ranges, the ANSYS FLUENT
CFD solver v19 is used for CFD simulations. In this module, temperature and ice fraction
distributions are exported from the “CFD solver” as Temperature distribution (T) and Ice Fraction
(I.F.) tensors. The results are parsed by the “CFD parser” module and prepared to be readable by
the autoencoder module.
7.3.2 CFD Solver
The CFD simulations are performed using ANSYS FLUENT v19.2. The system considered is
assumed to be axisymmetric and transient. The results of CFD modeling from Chapter 6 are used
as input data for the deep neural network. The primary results of the CFD simulation are the T and
I.F. The T and I.F. tensors exported are selected at the same locations at which the SEM images
are taken.
7.3.3 Temperature Distribution (T) and Ice Fraction (I.F.) Data
A User Defined Function (UDF) is developed in C++ programming language in the FLUENT
solver to export the T and I.F. vectors to a simulation database.
7.3.4 CFD Parser
A python module is developed for parsing CFD solver results in a form readable by the
autoencoder module. The T and I.F. vectors at each sample point are derived from the related
tensors exported by the CFD solver.
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7.4

Experiment Module

The freeze-casting method has been briefly described and the experimental data acquisition
procedure has been presented in a previous Chapter 3. This section described the importation of
the manual measurement data into the machine learning model.
After the scaffolds are produced using the freeze-cast method, Scanning Electron Microscope
(SEM) images are obtained at predefined cross-sections in order to investigate the pore structure.
Similar cross sections are defined at the same locations in the CFD simulations (i.e. 2.5 and 5 mm
from the bottom of the mold to allow direct comparison of results with the experimental data). The
manually measured Average Pore Size (APS) data are parsed and categorized as scaffold 𝐴𝑃𝑆𝑒
classes. Each class represents a range of 𝐴𝑃𝑆𝑒 values. Then, the classes are forwarded to the SVM
module for training.
7.5

Autoencoder Module

7.5.1 Overview
The 𝑇 and 𝐼. 𝐹. vectors provided by the CFD Module are forwarded to the Deep Encoder neural
network. The vectors are then compressed and dimensionally equalized (latent vectors) by the
neural network. In order to assess the accuracy of the data compression, Figure 7-4-c and d. To
check the accuracy of data compression, a Deep Decoder neural network is used to decompress
the latent vectors and generate vectors similar to the original 𝑇 and 𝐼. 𝐹. vectors denoted, 𝑇 ∗ and
𝐼. 𝐹 ∗ . After the neural network weights are calculated, the latent vectors are sent to the SVM model
for classification.
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7.5.2 Neural Network Structure
Autoencoder is an unsupervised neural network trained on a dataset and able to compress data as
well as generate outputs similar to the input dataset. It has been widely used for dimension
modifications such as data compression. The autoencoder neural network is shown in Figure 7-2.
The figure shows a schematic view of the model including the input layer, output layer, latent
layer, and the hidden encoder/decoder layers. The input layer is a fusion vector to be compressed
to become a latent vector. The encoder hidden layers are responsible for data compression. The
network weights and neuron values are calculated using the backpropagation method, thus:
𝑥𝑖 = 𝑤𝑖 × 𝑓 (𝑥𝑖−1 ) + 𝛽𝑖

( 24 )

The latent layer is used to generate a new output layer similar to the input layer, a process that is
done by the decoder hidden layers. The similarity assessment of input and output layers is
described in a subsequent Section 7.5.5.
where 𝑥𝑖 is the 𝑖 𝑡ℎ neuron value, 𝑤𝑖 is the weight value at 𝑖 𝑡ℎ neuron, 𝑓 is activation function, and
𝛽𝑖 is the biased value at the neuron. The above variables have no dimension. The activation
function can be chosen based on the complexity of the problem.
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Figure 7-2: Autoencoder Neural Network Structure. Input later is shown in orange, hidden layers are shown in blue, latent layer
is shown in purple and the output later is shown in green. 𝑥𝑖 shows the neuron 𝑖𝑡ℎ value.

In this study, rectified linear unit (relu) activation function is assigned to the autoencoder neural
network, which is expressed by the following:
0
𝑓(𝑥) = {
𝑥

𝑥≤0
𝑥>0

( 25 )

The autoencoder weights are calculated during the training process. Figure 7-2 also shows how
neuron values are determined using the weight values. In this study, nonlinear activation functions
are used for the autoencoder module to decrease data loss during encoding.
7.5.3 Generation of Training Dataset
Figure 7-3 shows a schematic sketch of a well and describes how the CFD results are read by the
machine learning model. This figure shows the sample points generation method at which the CFD
results are obtained for further analysis. As mentioned previously, the dimension of the fusion
vectors depends on the simulation. In order to equalize the vector dimensions, the autoencoder
module is trained based on the fusion values at the sample points within the solution, Figure 7-3
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shows how the axisymmetric plane is discretized and the elements are considered as the sample
points for each simulation.

Figure 7-3: Samples points used for data compression using the autoencoder module

Figure 7-4 shows the fusion functions as a sample point. Specifically, the figure illustrates the
progress of fusion value as a function of time for a sample point. The fusion vectors of the
simulation of the 𝑛𝑡ℎ batch, i.e. 𝑇𝑝𝑛 , are shown to have different dimension. It should be noted that
fusion vectors are considered during the freezing process, implying that temperature vectors are
not recorded after ice fraction of the whole solution has reached a value indicating the end of the
solidification process.
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Figure 7-4: The Fusion vector at each batch has a different dimension and the values of the fusion vectors are different for each
batch depending on the location of the sample point at where the vectors are calculated. Each plane shows the solution
axisymmetric plane and the red curves show fusion vector values at any given sample point within the solution.

7.5.4 Neural Network Parameters
The neural network parameter values are chosen based on desired accuracy and limited
computational capacity. The training dataset is a portion of a dataset used for training purposes
while the rest is used for testing accuracy and validation. In this study, 80% of the dataset is chosen
for training and the remaining 20% for accuracy check and cross-validation. The epoch number
indicates how many times the whole training dataset is being analyzed during the training process.
The Mean Square Error (MSE) between the original and regenerated fusion vectors are calculated.
The MSE is obtained using the relation:
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1

𝑛
𝑛∗
𝑀𝑆𝐸 = 𝑛 ∑𝑚
𝑛=1(𝐹𝑝 − 𝐹𝑝 )

2

( 26 )

where 𝑚 is the total number of sample points considered for each experimental batch. The MSE
value is determined by the hardware limitations and the number of required training of the
machine- learning model. Batch number is a portion of the training dataset used in each iteration.
An optimum value of batch number can be helpful due to physical memory limitation as it allows
the use of a limited portion of the training dataset at once. Learning rate parameters determine how
the model changes based on the autoencoder error during stochastic gradient-descent optimization.
A properly assigned learning rate assists convergence of the training process. Finding the learning
rate of the autoencoder neural network is a challenge since low learning rates lead to longer
computation time and high learning rates increase result in unstable training. The loss function is
defined as the MSE between the input and output of the autoencoder module shown in Equation
(26 ). The loss function value should be converged in order to have a trained model and avoid
overfitting. Overfitting is a situation in which continued the model is overly trained, and the
weights are already obtained. This implies that learning leads to memorizing of the training
process, and results in reduced accuracy of the model. There are methods that have been widely
used to avoid overfitting such as addition of some noise to the input dataset, randomly removing
some neurons within the layers forcing the learning path, the red line shown in Figure 7-2, to go
through other neurons in each training iteration, and using penalizing functions such as L2
regulator which forces the weights to have smaller values. In this study, the L2 regularization
method is used with lambda coefficient [86], thus:
𝐶𝑜𝑠𝑡 = 𝐿𝑜𝑠𝑠 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 + 𝜆 ∑𝑛𝑖=0 𝑤𝑖2

( 27 )

where 𝑤 is weight value at neuron 𝑖, and 𝑛 is the number of neurons.
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The autoencoder neural network structure is defined as the number of layers and the number of
nodes in each layer. The structure is shown in Figure 7-4. The input and output neuron numbers
indicate the number of time steps until the ice fraction of the solution reaches 1.0 everywhere in
the solution. The encoder hidden layer is considered to be between the and the latent layer. The
latent later representing compressed data is located between the encoder and decoder layers. The
decoder layer is located between the latent later and the output layer.
Two separate autoencoder neural networks are created to compress and regenerate the fusion
vector as a linear combination of temperature and ice fraction vectors. The autoencoder consists
of three encoder and decoder hidden layers. For tuning each neural network, four parameters are
calculated including the number of nodes in the layers, the lambda coefficient in Equation (27 ),
and the learning rate.
7.5.5 Convergence and Accuracy
A five-fold cross-validation study is performed in order to ensure autoencoder accuracy. During
each validation process, 80% of the data is randomly selected for training and the remaining 20%
is used for validation. The minimum dimension of the fusion vectors is used as the reference
dimension. The fusion vectors of other simulations are compressed to the same dimension as the
reference dimension. The autoencoder module is used to compress the CFD results so they could
be classified using a support vector machine classifier described in the following section.
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7.6

Support Vector Machine (SVM) Module

7.6.1 Overview
The latent vectors from the autoencoder module are forwarded to the SVM module as input vectors
and 𝐴𝑃𝑆𝑒 classes from the experiment module are forwarded as the labels. Based on the latent
vectors and the labels provided by the experiment, the SVM classifier is trained to predict scaffold
APS (denoted 𝐴𝑃𝑆𝑝 ) given a new latent vector, which can be outside the training data. In order to
predict the APS of a given experiment, the associated latent vector is obtained using the CFD and
the autoencoder modules, and used in the SVM module to predict the 𝐴𝑃𝑆𝑝 .
After all the fusion vectors are compressed to 22 dimensions using the autoencoder module, the
latent vectors are used for APS classification using the SVM module. Figure 7-5 shows the
coupling of the autoencoder and the SVM modules. The figure shows a schematic representation
of data compression, and the classification done by the autoencoder and SVM modules. A Csupport nonlinear SVM module is used for the classification of pore sizes. The fusion vectors
(Input layers) are compressed using the autoencoder module described in a previous Section 7.5
and an SVM classifier is used to classify the compressed vectors and associate each vector to a
particular APS class.
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Figure 7-5: An autoencoder module (for data compression) coupled with an SVM model (for data classification). Input layers
(fusion vectors) have different dimensions; Latent Layers represent the compressed vectors having the same dimension prepared
for the classification process; APS classes show 10 classed of APS based on average pore size. The roman numbers (I, II, …)
show different pore size classes.

7.6.2 Introduction to SVM
SVM is a supervised statistical learning method for data classification [87]. The classification of a
dataset is done using hyperplanes used to organize subsets of a dataset into different groups
(classes) [88]. A hyperplane is (𝑚 − 1) dimension plane separating data in 𝑚-dimension space
(e.g. hyperplane for a 2D dataset is a line, and for a 3D dataset is a 2D plane etc.). A nonlinear
SVM with radial basis function is used for the classification. In nonlinear classifiers, the separating
hyperplane has nonlinear geometry in 𝑚 dimension space. A nonlinear SVM model is used in this
study to classify the fusion vectors and direct them to the corresponding APS classes, Figure 7-5.
7.6.3 SVM Parameters
The goal of nonlinear C-classification method [89] used in this study is to minimize the following
relation:
1

min (2 αT Mα − I T α)

( 28 )

with,
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𝑀𝑖𝑗 = 𝑦𝑖 𝑦𝑗 𝐾(𝑥𝑖 , 𝑥𝑗 )

( 29 )

where 𝑀 is a 𝑚 × 𝑚 matrix, 𝐼 is the unity vector, 𝑥 is the datapoint and 𝑦 is the value associated
with that data point (label), 𝐾 is Gaussian radial basis function (RBF) defined, thus:
2

𝐾(𝑥𝑖 , 𝑥𝑗 ) = 𝑒𝑥𝑝 (−𝛾 ||𝑥𝑖 − 𝑥𝑗 || )

( 30 )

The parameter 𝛼 in Equation (28) must satisfy the following conditions:
0 ≤ 𝛼𝑖 ≤ 𝐶, 𝑖 = 1, 2, … , 𝑚

( 31 )

𝑦𝑇𝛼 = 0

( 32 )

where 𝐶 and 𝛾 are two important parameters used for tuning the SVM module for the desired
classification. For classification, like many other machine learning methods, accuracy and
generalization are the two important outcomes of the training process. A good classifier has a high
generalization attribute and is able to classify data points that are not included in the training
dataset. The choice of values of 𝐶 and 𝛾 determines the trade-off between training accuracy and
generalization. The 𝐶 parameter has a direct relationship with the accuracy of the classification
and inverse relationship to the hyperplane simplicity (i.e. small 𝐶 values have smoother
hyperplane but may have more misclassifications). Parameter 𝛾 has an inverse relationship to the
importance of each training datapoint, implying that high values of 𝛾 lead to the reduced
effectiveness of a sample data point on the training process.
7.7

Results & Discussion

7.7.1 Assessment of Autoencoder Performance
As described in a previous Section 7.5.4, the autoencoder parameters are obtained using a Genetic
Algorithm (GA). The values obtained for the autoencoder are presented in Table 7-1. The
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dimension of the input and output layers varies from 448 to 5920, which corresponds to the
dimension of the temperature and ice fraction vectors obtained from the CFD results of
solidification for each design point. The dimension of the latent vector is obtained to be 22 for
both neural networks considered.

Table 7-1: Autoencoder parameters obtained using the genetic algorithm

Input Layer Dimension

448 − 5920

Encoder Hidden Layers Dimension

[6, 10, 22]

Latent Layer Dimension

22

Decoder Hidden Layers Dimension

[29, 15, 15]

Output Layer Dimension

448 − 5920

Lambda

0.001

Learning Rate

0.020

The accuracy of the autoencoder module is calculated using the parameters obtained from Table
7-1. The predicted efficiency of the autoencoder module is presented in Figure 7-6. Specifically,
the figure shows the fusion vectors determined by CFD and predicted by the autoencoder module.
The fusion parameters, 𝑎 and 𝑏 determine if the fusion vector represents pure temperature effects
(𝑎 = 1, 𝑏 = 0) or represents only ice fraction vectors (𝑎 = 0, 𝑏 = 1). The average Mean Square
Error (MSE) between the fusion vector obtained by the CFD solver and generated by the
autoencoder model is shown to be ≈ 2.9 %. There is a compromise between the MSE error value
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and the computational limitations. For instance, considering a larger number of elements in the
CFD model provides more data for neural network training, which enhances the autoencoder
accuracy. Since the autoencoder module is coupled with an SVM module in the machine learning
model, the combination of accuracy of autoencoder and SVM classifier accuracies determines the
accuracy of APS prediction.

Figure 7-6: Comparison of fusion vectors obtained from CFD and the Autoencoder module. The fusion parameters [a, b] are
presented below each figure. [𝑎, 𝑏] = [1.0, 0.0] indicates purely the effect of temperature vector and [𝑎, 𝑏] = [0.0, 1.0] considers
mainly the ice fraction vector. The horizontal axis indicates the number of time steps used in the CFD solution from the beginning
of solidification in the solution. The solid blue line represents the normalized fusion vector calculated by the CFD solver, and the
dashed orange line is the normalized fusion vector generated by the autoencoder module.
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7.7.2 Assessment of SVM Performance
The accuracy of the SVM model is calculated using the number of misclassifications per total
number of trials. Thus, the SVM accuracy obtained is:
𝑒𝑟𝑟𝑠𝑣𝑚 =

𝑁𝑢𝑚𝑚𝑖𝑠𝑠𝑒𝑑

( 33 )

𝑁𝑢𝑚𝑡𝑜𝑡

where 𝑒𝑟𝑟𝑠𝑣𝑚 is the SVM error, 𝑁𝑢𝑚𝑚𝑖𝑠𝑠𝑒𝑑 is the number of misclassified latent layers and
𝑁𝑢𝑚𝑡𝑜𝑡 is the total number of latent layers. The effectiveness of the SVM model to predict the
APS of the scaffolds is determined by the 𝑒𝑟𝑟𝑠𝑣𝑚 . Since the size classes are sorted by size, the
difference between the manually measured class number and predicted class number determines
how close the prediction is to the manual measurement data used for validation. Thus, the midrange value of the class ranges is compared to the APS values obtained from the experiment data.
The SVM parameters are determined by means of GA. The values of 𝐶 and 𝛼 are utilized in this
study are 5.40 and 7.68 respectively, giving acceptable validation accuracy of the data points not
included in the training set. The values are calculated using a trial-and-error approach until it
produces an acceptable error of the SVM classifier.
Figure 7-7 shows the APS values predicted compared with the APS manually measured from the
experiment. The horizontal axis is the experiment batch number. The vertical axis is the APS at
the same location at which the SEM image is acquired and manually measured. The figure
indicates that the deep autoencoder model coupled with the SVM classifier can predict scaffold
APS with acceptable accuracy anywhere within the scaffold by integrating CFD results (fusion of
temperature and ice fraction vectors at that point). The SVM classifier is trained on 50% of the
experimentally provided data. The remainder of the data is used for the validation shown in Figure
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7-7. The 𝑒𝑟𝑟𝑠𝑣𝑚 is calculated to be 5.90%, which also represents the error of the whole prediction
procedure. As it is shown in the figure and can be interpreted by the value of the classification
error, most of the APS value predicted agree with the experimental measurements. The error
calculated is not only dependent on the accuracy of CFD and machine learning model, but also on
human miscalculations inherent in the nature of the manual measurement approach. While
increasing the number of horizontal lines considered for manual measurement can increase the
accuracy of the measurements, it can be more time consuming due to the large amount of SEM
images considered.

Figure 7-7: The APS predicted is shown in solid red line and the APS measured manually is presented as dashed black line.
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CHAPTER 8: CONCLUSION AND FUTURE WORK
8.1

Image Processing Method

The traditional labeling of scaffold pore shape, orientation, elongation is tedious and prone to
human errors. The python package (MICPY) is therefore developed in this study to ease pore
structure analysis using image processing of Scanning Electron Microscope (SEM) images.
MICPY is capable of giving comprehensive statistical information about the scaffold pore
structure including distributions of pore size, elongation, and orientation. The package is also able
to perform analysis with acceptable accuracy utilizing only a few numbers of the SEM labeled
images. The object detection method used in MICPY can be used for broader applications
involving image analysis including the multiple numbers of the same type of objects such as
microscopic images of different cell types or subcellular objects.
8.2

Unidirectional Solidification Index (USI) Method

In this study, a new index (USI) is defined to quantify the extent of unidirectional solidification
during the freezing process. The effects of mold geometrical parameters and mechanical properties
on USI are investigated and described below.
8.2.1 Effects of Mold Geometrical Parameters on Scaffold Pore Structure
Local sensitivity analysis of parameters performed by changing one parameter while the rest
remain constant shows that the bottom thickness of the mold has a minimum effect on USI.
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8.2.2 Effects of Mold Mechanical Properties on Scaffold Pore Structure
The results from the model indicate that unidirectional solidification is promoted during the
freezing process through a combination of low conductivity of the mold and a solution with high
thermal conductivity and high specific heat.
8.3

Genetic Algorithm Method

The coupling of CFD and Population Balance Method has been shown to be promising for the
optimization of freeze-cast CA scaffold production. The approach provides more control over the
pore structure of the scaffold than the conventional trial-and-error experimental methods. Thus, it
has the potential to aid the production of scaffolds with the desired pore structure for diverse tissue
engineering applications. In addition, since freeze-casting is widely being used for different
applications other than tissue engineering, some of which are mentioned above, the approach
presented here can be similarly applied to predict the average pore size and optimize production
parameters in those applications as well.
8.4

Machine Learning

The scaffold pore size is predicted using a deep autoencoder neural network coupled with an SVM
classifier. The results demonstrate acceptable accuracy for the prediction of pore size given the
spatial fusion history. The method developed opens up opportunities for broader applications such
as interpretation of numerical modeling results using machine learning algorithms. The method is
applicable to results obtained from CFD solver or Finite Element Analysis (FEA) for a variety of
phenomena, as long as some of the results are sufficiently labeled (experimentally measured) to
train the autoencoder and the classifier.
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