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ABSTRACT
The strongest transitions of Zn and Cr ii are the most sensitive to relative variations
in the fine-structure constant (∆α/α) among the transitions commonly observed in
quasar absorption spectra. They also lie within just 40 A˚ of each other (rest frame),
so they are resistant to the main systematic error affecting most previous measure-
ments of ∆α/α: long-range distortions of the wavelength calibration. While Zn and
Cr ii absorption is normally very weak in quasar spectra, we obtained high signal-to-
noise, high-resolution echelle spectra from the Keck and Very Large Telescopes of 9
rare systems where it is strong enough to constrain ∆α/α from these species alone.
These provide 12 independent measurements (3 quasars were observed with both tele-
scopes) at redshifts 1.0–2.4, 11 of which pass stringent reliability criteria. These 11
are all consistent with ∆α/α = 0 within their individual uncertainties of 3.5–13 parts
per million (ppm), with a weighted mean ∆α/α = 1.2 ± 1.7stat ± 0.9sys ppm (1σ statis-
tical and systematic uncertainties), indicating no significant cosmological variations
in α. This is the first statistical sample of absorbers that is resistant to long-range
calibration distortions (at the <1 ppm level), with a precision comparable to previous
large samples of ∼150 (distortion-affected) absorbers. Our systematic error budget is
instead dominated by much shorter-range distortions repeated across echelle orders of
individual spectra.
Key words: cosmology: miscellaneous – cosmology: observations – quasars: absorp-
tion lines – dust, extinction – line: profiles – instrumentation: spectrographs
1 INTRODUCTION
Quasar absorption spectra from 8–10-m optical telescopes
have provided the most precise constraints on variations
in the fine-structure constant, α ≡ e2/~c, on cosmological
scales. The high resolving power (R>∼ 40000) and high signal-
to-noise ratio (S/N>∼ 50per resolution element) provided by
echelle spectrographs on these telescopes allows the (usually)
complex velocity structures of metal absorption lines to be
resolved and compared between transitions via detailed pro-
file fitting techniques. The introduction of the many-multiple
(MM) method by Webb et al. (1999) and Dzuba et al. (1999)
enabled a further increase in precision: the detailed pattern
of velocity shifts between many different metal transitions,
caused by a possible variation in α, is fully utilised, provid-
ing additional sensitivity and increased statistics compared
to previous analyses of alkali doublets (such as from C iv,
? E-mail: mmurphy@swin.edu.au (MTM)
Mg ii, Si iv etc.; e.g. Bahcall et al. 1967; Wolfe et al. 1976;
Cowie & Songaila 1995; Varshalovich et al. 1996; Murphy
et al. 2001c). For each transition, i, analysed in a quasar
absorption spectrum, its response to a relative α-variation,
∆α/α, is characterised by its sensitivity coefficient, qi, result-
ing in a velocity shift, ∆vi:
∆α/α ≡ αz − α0
α0
≈ −1
2
∆vi
c
ωi
qi
≡ 1
2
∆vi
c
1
Qi
, (1)
where ωi is transition i’s wavenumber. Therefore, together
with the S/N of the spectrum and the sharpness of the ab-
sorption features, the spread in Q coefficients among the
transitions analysed defines the precision with which ∆α/α
can be measured.
Early MM studies focussed on very large quasar ab-
sorber samples from archival spectra – those not observed
or calibrated specifically for measuring ∆α/α – and max-
imised precision by comparing as many strong transitions
as possible in each absorber. Interestingly, spectra from
c© 2016 The Authors
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the Keck telescope’s High Resolution Echelle Spectrometer
(HIRES) indicated some evidence for a smaller α at redshifts
zabs = 0.2–4.2 than the current laboratory value (Webb et al.
1999; Murphy et al. 2001a), with the final sample of 143 ab-
sorbers indicating ∆α/α = −5.7 ± 1.1parts per million (ppm;
Murphy et al. 2003, 2004). Spectra from the Very Large
Telescope’s (VLT’s) Ultraviolet and Visual Echelle Spectro-
graph (UVES) did not replicate this result (Chand et al.
2004, though see Murphy et al. 2008; Wilczynska et al. 2015),
with the most recent large sample of 153 absorbers indicat-
ing ∆α/α = +2.1 ± 1.2ppm (King et al. 2012). Nevertheless,
when combined, the large HIRES and UVES samples sup-
ported self-consistent, 4σ evidence for a coherent, dipole-like
variation in α across the sky (Webb et al. 2011; King et al.
2012). Studies of specific astrophysical or instrumental sys-
tematic effects could not explain these surprising results (e.g.
Murphy et al. 2001b, 2003; King et al. 2012). Several de-
tailed studies of very high S/N spectra of individual quasars
have also reported ∆α/α measurements with >∼ 3 ppm uncer-
tainties (e.g. Quast et al. 2004; Levshakov et al. 2005, 2007;
Molaro et al. 2008a; Murphy et al. 2008; Agafonova et al.
2011; Molaro et al. 2013; Songaila & Cowie 2014) which were
consistent with no α-variation but which did not rule out the
large-sample results.
The most important systematic effects in this context
are those that can distort the wavelength scale, inducing
spurious velocity shifts between transitions at different wave-
lengths [cf. the same shift in all transitions; see equation
(1)]. Given the surprising results above, such distortions
from instrumental effects are of paramount concern. Em-
pirical tests that are sensitive to all such effects, whether
from known or, most importantly, unknown causes are there-
fore extremely valuable. Particularly successful has been the
comparison of the relative wavelength scales established us-
ing the standard thorium–argon (ThAr) lamp technique,
which was used in the quasar absorption studies, with a
more accurate one embedded in the spectrum of the ob-
ject itself. Molaro et al. (2008b) first compared the centroid
wavelengths of discrete lines in solar atlases with those mea-
sured in ThAr-calibrated asteroid spectra from UVES, find-
ing no long-range distortions of the ThAr wavelength scale.
Similarly, Griest et al. (2010) and Whitmore et al. (2010)
observed quasars through an iodine gas cell with HIRES
and UVES, respectively, and found no long-range distortions
(though they did identify short-range distortions – see Sec-
tion 4.2.2). These early “super-calibration” studies therefore
provided some confidence that the ThAr-calibrated wave-
length scales in the previous quasar absorption studies were
accurate enough for reliable constraints on ∆α/α.
Unfortunately, the spectra used in these early super-
calibration studies appear to have been exceptions to the
rule. Rahmani et al. (2013) cross-correlated several UVES
asteroid spectra, taken between 2006 and 2012, with more
accurate solar spectra recorded with Fourier-transform spec-
trometers (FTSs), and found long-range distortions up to
0.7 m s−1 A˚−1, enough to cause ∼10 ppm systematic effects in
∆α/α. Bagdonaite et al. (2014) found smaller, though still
substantial, distortions with a similar analysis of asteroid
and ‘solar-twin’ stellar spectra. Songaila & Cowie (2014)
also identified evidence for distortions by using telluric fea-
tures in several quasar spectra. Recently, Whitmore & Mur-
phy (2015) super-calibrated HIRES and UVES with archival
asteroid and solar-twin spectra observed over two decades,
finding that 0.2 m s−1 A˚−1 distortions are ubiquitous in these
spectrographs. Furthermore, they found that these likely ex-
plain the non-zero ∆α/α results from the large UVES sample
of Webb et al. (2011) and King et al. (2012), and at least
partially explain the earlier HIRES results of Webb et al.
(1999) and Murphy et al. (2004). Therefore, it is likely that
all ∆α/α results derived from UVES or HIRES spectra before
2014 are substantially affected by systematic errors due to
long-range distortions. Most of these spectra cannot be cor-
rected retrospectively for lack of solar-like spectra observed
on the same nights as the quasar exposures.
Evans et al. (2014) measured ∆α/α in 3 absorbers to-
wards a single bright quasar using 3 different spectrographs:
HIRES, UVES and the Subaru telescope’s High Dispersion
Spectrograph (HDS). By comparing these spectra with each
other, and super-calibrating them with contemporaneous as-
teroid and stellar iodine-cell observations, they corrected
them for long-range distortions and obtained a weighted
mean ∆α/α of −5.4 ± 3.3stat ± 1.5sys ppm at zabs = 1.1–1.8.
This is the only distortion-corrected measurement of ∆α/α
published so far (though see Section 5 for discussion of a
new, even more precise measurement in a single absorber
by Kotusˇ et al. 2016). It is therefore vital to supplement
this with a substantial number of new measurements which
either avoid or remove the long-range distortions evident in
all three slit-based spectrographs on 8–10-m telescopes men-
tioned above.
In this paper we seek to avoid the effects of long-range
distortions by using only the closely-spaced Zn ii and Cr ii
transitions in an MM analysis. The principle behind this ap-
proach is evident in Fig. 1 which shows the Q coefficients of
the transitions used in MM analyses to date, as reviewed in
Murphy & Berengut (2014). The Zn ii λλ2026/2062 doublet
transitions have some of the largest positive Q coefficients,
while the very nearby (∆λrest ≤40 A˚) Cr ii triplet transitions
(λ2056, 2062, 2066) have amongst the largest negative Q
values. That is, the Zn and Cr ii transitions shift by large
amounts, but in opposite directions if α varies, despite their
very small wavelength separation. Therefore, analysing only
the Zn/Cr ii combination simultaneously provides high sen-
sitivity to variations in α and low sensitivity to long-range
distortions of the wavelength scale. Indeed, for an absorber
at redshift zabs = 1, a typical 0.2 m s−1 A˚−1 distortion would
only cause a spurious ≈16 m s−1 shift between the Zn ii λ2026
line and the Cr ii triplet, corresponding to a systematic er-
ror in ∆α/α of just ≈0.3 ppm [via equation (1)], substantially
smaller than the statistical errors from the large HIRES and
UVES samples or individual, high S/N absorbers. Note also
that the Zn ii λ2062 transition falls in between the Cr ii λ2062
and λ2066 transitions, producing a more detailed, more char-
acteristic pattern of velocity shifts due to a varying α. This
increases resistance to long-range distortions as well as short-
range distortions (see further discussion in Sections 4.2 & 5).
Here we obtain 12 independent MM measurements of
∆α/α with this Zn/Cr ii approach, using both new and
archival quasar spectra from HIRES and UVES. The ob-
servations and data reduction steps are described in Section
2, while Section 3 presents our approach to fitting the ab-
sorption profiles to measure ∆α/α, and our analysis of each
absorption system. The ∆α/α results and systematic errors
are analysed in Section 4. The results are compared to others
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Figure 1. Left panel: The sensitivity of transition frequencies to
variation in α, represented by the Q coefficient, defined as Q ≡ q/ω
[see equation (1)], for transitions used in MM analyses to date.
Right panel: The small wavelength region in which the Zn/Cr ii
transitions that are the focus of this paper fall, showing their large
Q values with opposing sign. The q values, laboratory wavelengths
and other atomic data reviewed in Murphy & Berengut (2014) are
used in throughout this work. The uncertainties in Q are ∼0.5 and
1.4 × 10−3 for the Zn and Cr ii transitions, respectively, which are
negligible for this work.
in the recent literature in Section 5, where we also compare
the main advantages and disadvantages of the Zn/Cr ii ap-
proach. Section 6 summarizes our conclusions.
2 QUASAR OBSERVATIONS AND DATA
REDUCTION
2.1 Quasar selection
Our main aim is to obtain a precision in ∆α/α that is com-
petitive with previous constraints, ∼2 ppm, from an ensem-
ble of MM measurements using just the Zn/Cr ii transi-
tions. The statistical precision in ∆α/α available from an
individual absorption system varies considerably accord-
ing to several factors, particularly the S/N of the spec-
trum, and the optical depths and velocity structure of the
metal absorption lines. Deeper absorption (though prefer-
ably unsaturated), with more distinct, narrow spectral fea-
tures, provides more spectral information with which veloc-
ity shifts between transitions can be determined. However,
the Zn and Cr ii absorption in most absorption systems is
very weak, presenting (rest-frame) Zn ii equivalent widths
of Wr(Zn ii λ2026)<∼ 0.3 A˚. Even amongst the relatively high
column-density damped Lyman-α systems [i.e. those with
log(Nh i/cm−2) > 20.3 cm−2], “metal-strong” systems that ex-
ceed this equivalent-width limit account for only ∼5 per cent
of the population (Herbert-Fort et al. 2006). And, of course,
even amongst these “metal-strong” systems, few occur along
lines of sight towards quasars bright enough to allow high-
S/N echelle-resolution spectra to be easily obtained.
Therefore, to establish a sample of MM measurements
with maximal statistical precision in ∆α/α and minimal ad-
ditional telescope observing time, we selected targets for
which existing UVES and/or HIRES spectra showed strong
Zn and Cr ii absorption lines, preferably with complex veloc-
ity structure with many distinct, narrow features. Weaker,
less complex absorbers were included only when the quasar
was significantly brighter, allowing a higher spectral S/N to
be obtained so that a reasonably uniform precision on ∆α/α
per absorber could be expected. We identified the 9 quasars
that are listed in Table 1, each with one absorber along its
line of sight, that satisfied these criteria. The quasars have
magnitudes ranging from r = 16.1 to 18.3 mag, emission red-
shifts zem = 1.4–2.7 and the absorbers fall in the redshift
range zabs = 1.0–2.4.
2.2 Observations
Table 1 lists the observational details for the 9 quasars
and absorbers selected for this work. The spectra originate
from both Keck/HIRES (Vogt et al. 1994) and VLT/UVES
(Dekker et al. 2000), and three quasars have spectra from
both telescopes/spectrographs; we analyse the HIRES and
UVES spectra separately in these cases. Therefore, our final
sample effectively comprises 9 absorbers with 12 indepen-
dent ∆α/α measurements.
The observations in Table 1 include ≈63 h of new ob-
servations specifically for this work and ≈38 h of archival
exposures. Of the 54 h of HIRES exposures in total, 48 h
(90 per cent) are new observations, with only Q1755+57 hav-
ing a (6 hr) contribution from archival spectra. For UVES,
70 per cent (32 h) of the 47 h of exposures are archival,
while most UVES exposures of J0058+0041, J0226−2857
and J0841+0312 are new. For all quasars, multiple expo-
sures were observed over several nights, split across sev-
eral observing runs in most cases. Both the faintest quasar
in our sample, Q1755+57, and also Q2206−1958 with its
well-studied damped Lyman-α system at zabs = 1.921, have
the most exposures (13), while our UVES observations of
the brightest target, J0841+0312, comprise the fewest (4).
The sky transparency and seeing conditions varied consid-
erably throughout the many different observing runs/nights.
The seeing full-width-at-half-maximum (FWHM) was rarely
less than 0.7 arcsec. The slit width used for all except one
HIRES exposure was 0.86 arcsec, corresponding to a nomi-
nal resolving power of R ≈ 50000 (obtained from the ThAr
lamp exposures). For UVES, a larger variety of slit-widths
was employed, but for all but 3 exposures a 0.8–1.0 arcsec
slit was used, corresponding to (ThAr-based) nominal re-
solving powers R = 42000 down to 39000, respectively.
New observations were conducted in ‘grey’ lunations, ex-
cept for the brightest three quasars (J0058+0041, PHL957
and J0841+0312) where bright lunations were also used.
During new observations in visitor mode1 careful atten-
tion was paid to keeping the quasar centred within the slit
by small adjustments to the telescope tracking. This was
especially the case when only ‘slit guiding’ was possible in
the absence of a nearby guide-star (mostly for HIRES), but
this approach was also followed when ‘offset guiding’ from
a nearby star was possible (mostly for UVES). A difference
in quasar–slit alignment between two exposures of the same
1 ‘Visitor-mode’ observations were conducted by the authors in
person, whereas ‘service-mode’ observations were conducted en-
tirely by observatory staff.
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Table 1. Observational details of the quasar sample. The first column is the quasar name, where H or U superscripts denote Keck/HIRES
or VLT/UVES observations, respectively, with the J2000 right-ascension and declination, and the quasar emission (zem) and absorption
(zabs) redshifts provided. The spectrograph wavelength setting is specified as the approximate wavelength range for HIRES and the setting
name (according to approximate central wavelength) for UVES. Total exposure times are specified for groups of exposures (specified in
parentheses) in the same setting on each row; HIRES exposures of a given quasar were usually taken in the same setting, whereas a
range of settings was often employed with UVES. The slit-widths correspond to the nominal resolving powers specified in the notesa.
The final two columns give the total S/N per pixel, after all exposures are combined for each quasar, at rest-wavelengths (λrest) near
the Cr ii and Mg i λ2852 transitions. The on-chip binning for the UVES observations was 2×2, except for those of J0058+0041 where
it was 1×1 (i.e. unbinned). All HIRES observations were binned only in the spatial direction (i.e. 2×1 binning). The dispersions of the
combined spectra were set to 1.3 and 2.5 km s−1 for unbinned and binned spectra, respectively. Program identifiers, principle investigator
surnames, observing mode (visitor or service) and dates are given in the notes for each observing run. The red cross-disperser was used
for all HIRES observations except those taken in runs I, J & K.
Quasar RA [hr] Dec. [deg] zem zabs Setting Exposure time Slit-widtha S/N pix−1 at λrest ∼
(J2000) [nm] [s] [arcsec] 2060 A˚ 2852 A˚
J0058+0041H 00:58:24.75 +00:41:13.6 1.92 1.072 379–829b 37200 (11× 3300–3600)C,E,F 0.86 50 68
J0058+0041U 390+564 17300 (6× 2886)L 0.8 29 31
470+760 12900 (4× 3000–3600)S 1.0
PHL957H 01:03:11.27 +13:16:17.7 2.68 2.309 424–869 31620 (11× 1200–3600)A 0.86c 74 —
PHL957U 390+860 7200 (2× 3600)O 1.0+0.9d 95 —
390+590 15400 (3× 5000–5400)Q 0.9e
J0108−0037U 01:08:26.84 −00:37:24.2 1.37 1.371 390+580 14800 (4× 3700)T 1.0 48 58
346+580 860 (2× 430)V 1.0
437+860 860 (2× 430)V 1.0
J0226−2857U 02:26:20.50 −28:57:50.8 2.17 1.023 390+564 12800 (4× 2900–3300)M 0.8 35 46
390+580 9000 (3× 3000)R 1.2
437+760 13560 (4× 2460–4200)M 0.8
J0841+0312H 08:41:06.78 +03:12:06.6 1.94 1.342 414–848 26100 (9× 2400–3600)C,F 0.86 85 100
J0841+0312U 470+760 11580 (4× 2896)L 0.8 41 72
J1029+1039H 10:29:04.15 +10:39:01.6 1.79 1.622 435–869 21600 (6× 3600)C,D,F 0.86 36 29
J1237+0106H 12:37:24.51 +01:06:15.4 2.02 1.305 400–848f 23600 (8× 1600–3600)C,D,F 0.86 30 36
Q1755+57H 17:56:03.63 +57:48:48.0 2.11 1.971 435–869 31200 (9× 3300–3600)B,D 0.86 29 34
318–605 23200 (4× 4400–5400)G,I,J,K 0.86
Q2206−1958U 22:08:52.07 −19:44:00.0 2.56 1.921 346+580 9000 (2× 4500)P 1.0 97 25
390+564 20700 (6× 2700–3600)N 1.0
437+860 4200 (1× 4200)N 1.0
455+850 19600 (4× 4200–5400)N 0.9
Notes: aThe nominal resolving powers corresponding to the HIRES 0.86 & 1.15 arcsec slits are R = 50000 & 37000, respectively. For UVES,
a 1.0 arcsec slit corresponds to a resolving power of R = 42000 and 39000 in the blue and red arms, respectively, with proportionately
higher (lower) R for narrower (wider) slits. bOne 3300-s exposure was taken in the 336–810-nm setting. cA 1.15 arcsec slit was used for
one 3300-s exposure due to poor seeing conditions. d1.0 arcsec for the blue arm, 0.9 arcsec for the red arm. eOne 5400-s exposure was
taken with a 1.0 arcsec slit. fOne 1600-s exposure was taken in the 435–869-nm setting.
HIRES observing programs (all in visitor mode): ACS280Hr (Murphy): 20–22 Aug. 2008. BCS280Hr (Murphy): 07 Aug 2008. CCS193Hr
(Murphy): 01 Feb. 2009. DW015Hr (Murphy): 19 May 2009. EW009Hr (Murphy): 03 Nov. 2009. FG914Hr (Malec): 29 Dec. 2009. GU11H
(Prochaska): 09 Sep. 2004. IU152Hb (Prochaska): 02 Jun. 2006. JU157Hb (Prochaska): 03 Jun. 2006. KU080Hb (Prochaska): 18–19
Aug. 2006.
UVES observing programs: L084.A-0136 (Malec, service): 12, 17 & 18 Oct. 2009 for J0058+0041; 15 & 27 Dec. 2009, 09 Jan. 2010 for
J0841+0312. M084.A-0136 (Malec, visitor): 8 & 9 Dec. 2009. N65.O-0158 (Pettini, visitor): 29–31 May 2000. O67.A-0022 (D’Odorico,
service): 16 & 17 Sep. 2001. P072.A-0346 (Ledoux, visitor): 29 Oct. 2003. Q074.A-0201 (Srianand, visitor): 8 & 9 Oct. 2004. R079.A-0600
(Bouche´, service): 25 & 28 Jul. 2007, 5 Sep. 2007. S082.A-0682 (Dessauges-Zavadsky, visitor): 05 May 2008. T082.A-0569 (Srianand,
service): 21, 23 & 25 Nov. 2008, 03 Dec. 2008. V083.A-0874 (Miniati, service): 20 & 24 Aug. 2009.
quasar will manifest itself as a velocity shift between corre-
sponding absorption features in the two exposures. Indeed,
HIRES observations by Evans et al. (2014) of a very bright
quasar, for which these ‘slit shifts’ can be measured accu-
rately, show that they are typically ≈200 m s−1, correspond-
ing to alignment differences between exposures of ≈4 per cent
of the slit width. However, their observations of the same
quasar with VLT/UVES and Subaru/HDS included small
telescope tracking adjustments and this reduced the typical
slit shift down to ≈100 m s−1. The slit shift will, to a good ap-
proximation, be the same at all wavelengths, so no substan-
tial distortion is introduced that would lead to systematic
errors in ∆α/α [see equation (1)].
However, a complicating factor arises when exposures
which were taken in different spectrograph settings are com-
bined. A ‘setting shift’ arises due to a difference between
the average slit shifts for the exposures in two different set-
tings. In the combined spectrum, the average slit shift then
effectively varies with wavelength, i.e. setting shifts can cre-
ate a distortion that may cause a systematic error in ∆α/α.
However, by minimizing the slit shifts in our new obser-
vations, we also minimize the setting shifts. Table 1 also
shows that we restricted all our new observations (except for
J0226−2857) to a single wavelength setting for each quasar.
However, even for the quasars with multiple settings (mostly
those with contributions from archival spectra) the effect of
MNRAS 461, 1–21 (2016)
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setting shifts is negated by our Zn/Cr ii approach to mea-
suring ∆α/α: the Zn and Cr ii transitions lie so close to-
gether that, in all except one of our spectra, they are all
covered by the same exposures. Therefore, the effect of slit
and setting shifts in our ∆α/α measurements is effectively
avoided. The exceptional case is Q1755+57, where the 318–
605-nm wavelength setting, used in 4 exposures, covers only
the Zn ii λ2026 transition; the other 9 exposures cover all the
Zn and Cr ii transitions. We discuss this exception in Section
3.2.8 and find that it is unlikely to have caused a significant
systematic error. Note that, as discussed in Section 3.1, our
profile fitting analysis does incorporate velocity structure in-
formation from the Mg i λ2852 transition which is often not
covered by the same exposures as the Zn/Cr ii lines. How-
ever, the velocity of that transition is de-coupled from the
others in our fitting procedure so that setting shifts do not
significantly affect our ∆α/α measurements (see Section 3.1
for details).
Establishing the wavelength scale of the quasar expo-
sures is the most important calibration step for our ∆α/α
measurements. Therefore, in all our new observations, a
ThAr comparison lamp exposure was ‘attached’ to each
quasar exposure, i.e. taken immediately after the quasar ex-
posure without any changes to other spectrograph settings.
We also restricted our selection of archival exposures to those
that were either attached or, in some cases on UVES, taken
immediately before the quasar exposure in the same set-
ting. In the latter cases, the grating encoders will have been
re-initialized between the ThAr and quasar exposure, poten-
tially leading to velocity shifts between different exposures
of the same quasar, though probably not substantial distor-
tions; that is, this is effectively an additional slit shift that
will, by the same argument as above, not strongly influence
our ∆α/α measurements. Similarly, for two pairs of expo-
sures for each of J0108−0037, Q1755+57 and Q2206−1958,
the ThAr calibration exposure was attached to the later of
the pair of quasar exposures. Again, this is unlikely to affect
∆α/α appreciably. Finally, for UVES archival spectra in the
very red 760, 850 and 860-nm settings, the ThAr exposures
were taken separately at the end of the night. The only tran-
sition used in our analysis from these settings is Mg i λ2852
but, as described above, our fitting approach means that this
will not affect the ∆α/α measurements.
2.3 Data reduction
All UVES exposures were reduced with the ESO Common
Pipeline Language data-reduction software2. The general re-
duction scheme and the specific procedures used here were
the same as those described in Bagdonaite et al. (2014),
including the improvements to the ThAr line-fitting and
selection (Murphy et al. 2007), and the extraction of the
ThAr flux using the same spatial profiles weights as those
established from the corresponding quasar exposure. As de-
scribed by Malec et al. (2010), those same improvements
were implemented within the hiredux3 software suite which
2 http://www.eso.org/observing/dfo/quality/UVES/pipeline/
pipe reduc.html
3 http://www.ucolick.org/˜xavier/HIRedux
was used to reduce all the HIRES exposures. Additional im-
provements to the optimal extraction and blaze correction
approach within hiredux are also documented by Malec
(2016).
The extracted spectra were then processed and co-
added using uves popler (Murphy 2016), code specifically
written for optimally combining pipeline-reduced UVES and
HIRES exposures. For UVES pipeline products, the pixel-
space flux and 1σ error arrays from each echelle order, of
each exposure, are redispersed onto a common log-linear
wavelength scale after the wavelength solutions from the
pipeline are converted to vacuum in the heliocentric refer-
ence frame. hiredux conducts these steps itself and we have
checked that they are consistent with uves popler’s imple-
mentation. uves popler scales the flux (and error) array
in each echelle order to optimally match any orders overlap-
ping with it and then combines the flux values from all expo-
sures with inverse variance weighting in an iterative fashion
to remove ‘cosmic rays’ and other artefacts. Any remaining
artefacts were removed manually upon inspection of the ab-
sorption features of interest for this work. uves popler also
automatically fits a low-order polynomial continuum which
we inspected and adjusted with local, low-order corrections
around absorption features.
For each quasar, all extracted exposures from all runs on
a single spectrograph were initially combined to form a“mas-
ter spectrum”, regardless of the differences in on-chip bin-
ning and spectral resolution (i.e. slit width) between observ-
ing runs. Combining all exposures allows for better artefact
identification and a single continuum fit to the highest-S/N
representation of the spectrum. However, the contributing
exposures were then grouped according to slit width and/or
binning and saved as separate “sub-spectra” of the master.
These sub-spectra are analysed separately but simultane-
ously in our profile fitting approach, as described in Section
3.1.
We make the final master spectrum or sub-spectra used
in the fit for each ∆α/α measurement publicly available in
Murphy et al. (2016).
3 ANALYSIS
3.1 Absorption profile fitting and ∆α/α
measurement
The Zn/Cr ii absorption profiles generally show a complex
velocity structure and, for each system, these are fitted with
multi-component Voigt profiles in order to derive the best-
fitting ∆α/α which characterizes the pattern of any signif-
icant velocity shifts between the transitions. Our approach
to fitting the absorption profiles is similar to many previous
MM analyses (e.g. Murphy et al. 2001b, 2003; King et al.
2012; Molaro et al. 2013), and the same as that described
in detail by Evans et al. (2014). It utilizes vpfit version
9.5 (Carswell & Webb 2014) to minimize the χ2 between a
model of the absorption profile and the spectra. For a given
absorber, the main steps and assumptions are as follows:
• ∆α/α is fixed to zero while a series of different models
of the absorption profile is trialled, with successive models
usually containing a larger number of fitted velocity compo-
nents. The goal is to identify a single model that accounts
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for all the statistically significant structure in the observed
profiles of the Zn and Cr ii transitions simultaneously.
• In all trial models, the redshifts (z) and Doppler b-
parameters of corresponding Zn and Cr ii components are
tied together but their column densities, NZn ii and NCr ii,
are not linked. The b-parameters are limited to ≥1 km s−1
to avoid degeneracies with column densities in unresolved
components and to ensure the χ2 minimization converges
reasonably quickly.
• The preferred model is the one with the smallest χ2
per degree of freedom, χ2ν. Other, similar criteria may be
used to select the ‘best’ model (e.g. the Akaike information
criterion, Akaike 1974; King et al. 2012), but the preferred
model is usually either the same or very similar in these
different approaches, so we use the simple χ2ν criterion here,
as in Murphy et al. (2008).
• ∆α/α is only introduced as an additional free parame-
ter once the preferred model is finalised. This prevents ∆α/α
from acquiring a spurious value during the process of estab-
lishing the preferred profile model. That process is also very
interactive, so introducing ∆α/α as a free parameter only af-
terwards avoids any human bias. ∆α/α is then determined
simultaneously with all the other free parameters (i.e. z, b,
NZn ii and NCr ii for each component) via χ2 minimization. The
statistical uncertainty in ∆α/α is derived from the appropri-
ate diagonal term of the final covariance matrix; degenera-
cies with other fitted parameters are negligible.
• We accept a fit, and the ∆α/α resulting from it, into
our statistical analysis of the results (Section 4) only if 3
criteria are met by the preferred model: (i) χ2ν < 1.2; (ii) no
long-range (>∼ 5 pixel), significant and systematic excursions
of the fit residuals in any transition; and (iii) no signifi-
cant structure in the residuals common amongst the tran-
sitions, as judged from the ‘composite residual spectrum’
(CRS) (Malec et al. 2010) – the residuals from all transitions
normalized by their error spectra, registered on the same ve-
locity axis and averaged. These criteria guard against cases
where low-level artefacts in the spectra, that cannot be at-
tributed to Gaussian noise, may cause an appreciable sys-
tematic effect in ∆α/α. These selection criteria were applied
after determining ∆α/α to avoid rejecting fits in which poor
residuals were caused by a real variation in α. However, in
practice, we observe no large differences between the residu-
als before and after determining ∆α/α in any of the fits; none
of the fits would have been rejected if the selection criteria
were applied before ∆α/α was determined.
Physically, the assumption implicit in tying together the
b-parameters of corresponding Zn and Cr ii components is
that turbulent broadening dominates over thermal broad-
ening. The opposite choice could equally have been made.
However, there is little practical difference between these
assumptions for Zn and Cr because of the small relative dif-
ference in their atomic masses (≈23 per cent; cf. ≈79 per cent
for Mg and Fe). Furthermore, our aim is not to derive the
physical properties of individual components (if that is even
possible in most systems) but more practical: for determin-
ing ∆α/α it is sufficient to obtain a physically plausible fit
where all the statistically significant structure in a system’s
absorption profile is accounted for by the preferred model.
As discussed in Evans et al. (2014), this approach implies
that, whatever broadening mechanism is assumed, the dif-
ferences they cause in the model are effectively marginalised
over in the χ2 minimization process and will not affect ∆α/α
significantly. The effect of different assumptions about the
broadening mechanisms on ∆α/α has been explored by, e.g.,
Murphy et al. (2003), King et al. (2012) and Evans et al.
(2014), and found to be unimportant. Therefore, we fit only
turbulent velocity structures to our Zn and Cr ii profiles.
A complication in fitting the Zn and Cr ii simultane-
ously, and a difficulty when determining their (joint) veloc-
ity structure, is that the weak Mg i λ2026 transition falls
just 50 km s−1 redwards of Zn ii λ2026. In all but two of
our absorbers (those towards J0108−0037 and PHL957), the
profile structure extends over more than 50 km s−1 and, be-
cause these are strong metal absorbers, the Mg i λ2026 op-
tical depth is sufficient to cause significant blending with
parts of the Zn ii λ2026 profiles. This blend must be mod-
elled carefully if Zn ii λ2026 is to contribute meaningful,
unbiased constraints on ∆α/α. Our approach is to fit the
stronger – i.e. much better defined – Mg i λ2852 transition
to strongly constrain the velocity structure of the Mg i λ2026
blend. However, we completely ‘decouple’ the Mg i fit from
the Zn/Cr ii fit in several ways: (i) the fitted Mg i velocity
structure need not match that of the Zn/Cr ii fit in the same
absorber (though, of course, it will be similar); (ii) none of
the Mg i component redshifts or b-parameters are tied to any
Zn/Cr ii components; and (iii) a velocity shift between the
two Mg i transitions is fitted as an additional free parame-
ter. This decoupling ensures that long-range systematic ef-
fects that generate spurious shifts between the Mg i λ2026
and 2852 transitions do not affect the ∆α/α parameter in
the fit. We find the best-fitted velocity shifts to be typically
∼100–600 m s−1, as expected for long-range distortions of the
magnitude found in previous studies (i.e. <∼ 0.3 m s−1 A˚−1, e.g.
Whitmore & Murphy 2015).
In cases where the master spectrum was split into two
or more “sub-spectra”, with different resolutions (slit width)
and/or dispersion (CCD binning), the sub-spectra were fit-
ted simultaneously with the same absorption profile model.
To allow for systematic shifts of sub-spectra in these dif-
ferent instrument and/or observing set-ups, an additional
velocity shift between them was fitted as a free parameter.
Again, this serves to decouple such systematics from the
∆α/α parameter in the fit. We find these shifts to have a
magnitude <300 m s−1, similar to the typical values found in
other studies (e.g. Evans et al. 2014).
The laboratory wavelengths and oscillator strengths
used for this analysis were reviewed in Murphy & Berengut
(2014). These include isotopic structures calculated for the
Cr ii transitions (Berengut 2011) and Zn ii λ2062 (Berengut
et al. 2003; Matsubara et al. 2003), the measured isotopic
structure of Zn ii λ2026 (Matsubara et al. 2003), the calcu-
lated hyperfine structure for the transitions of 67Zn ii (Camp-
bell et al. 1997; Dixit et al. 2008), and the measured isotopic
component wavelengths for Mg i λ2026 (Hannemann et al.
2006) and Mg i λ2852 (Salumbides et al. 2006). The labora-
tory wavelengths all have uncertainties <10 m s−1; errors in
these wavelengths should cause negligible systematic errors
in ∆α/α.
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Table 2. Main result for each absorber. The quasar name, ab-
sorption redshift (zabs) and telescope (Tel.) identify the absorbers
plotted in Figs. 2–13. The best-fitted value of ∆α/α and its 1σ
statistical uncertainty (σstat) from the χ
2 minimization process
are provided, along with the final χ2 per degree of freedom,
χ2ν . The systematic uncertainty estimate for each absorber (σsys)
is the quadrature sum of uncertainties from long-range distor-
tions (0.3 ppm per absorber; Section 4.2.1), intra-order distortions
(2.03 ppm per absorber; Section 4.2.2), and redispersion effects
(0.49–2.28 ppm; Section 4.2.3). These results were derived using
the terrestrial isotopic abundances for Zn and Cr; see discussion
of this potential systematic error in Section 4.2.4. Note that the
result from the VLT spectrum of J0058+0041, shown in italics,
fails our selection criteria (Section 3.1) and is not considered in
our statistical analysis in Section 4.3.
Quasar zabs Tel. ∆α/α σstat σsys χ2ν
[ppm] [ppm] [ppm]
J0058+0041 1.072 Keck −1.35 6.71 2.51 0.91
J0058+0041 1.072 VLT 17.07 9.00 2.41 1.43
PHL957 2.309 Keck −0.65 6.46 2.26 0.99
PHL957 2.309 VLT −0.20 12.44 3.51 1.09
J0108−0037 1.371 VLT −8.45 5.69 4.64 1.08
J0226−2857 1.023 VLT 3.54 8.54 2.38 1.02
J0841+0312 1.342 Keck 3.05 3.30 2.13 0.77
J0841+0312 1.342 VLT 5.67 4.19 2.16 1.04
J1029+1039 1.622 Keck −1.70 9.80 2.47 0.70
J1237+0106 1.305 Keck −4.54 8.08 3.13 0.76
Q1755+57 1.971 Keck 4.72 4.18 2.16 0.86
Q2206−1958 1.921 VLT −4.65 6.01 2.24 1.06
3.2 Fits to individual absorption systems
Below we discuss the fit to each absorption system, high-
lighting complexities or difficulties where relevant. The fit-
ted parameters and their uncertainties are provided in elec-
tronic, vpfit format in Murphy et al. (2016) for full trans-
parency and reproducibility. Table 2 summarizes the main
results from each fit, including the best-fitted value of ∆α/α,
its statistical uncertainty and χ2ν.
3.2.1 zabs = 1.072 towards J0058+0041
This absorber extends over 120 km s−1 in Zn/Cr ii but has 2
main (i.e. stronger and better defined) spectral features at
−30 and 0 km s−1, as shown in Fig. 2 (the fit to the HIRES
spectrum) and Fig. 3 (UVES). These contribute the main
constraints on ∆α/α. The blending Mg i λ2026 velocity struc-
ture extends over much of the Zn ii λ2026 transition but, as
explained in Section 3.1 above, Mg i λ2852 is used in both
the HIRES and UVES spectra to model this blend (visu-
ally, this may be more easily appreciated by first referring
to the simpler, narrower absorption towards J0108−0037 in
Fig. 6). The HIRES and UVES profiles were fit separately,
with similar but not identical models, providing indepen-
dent ∆α/α measurements. The UVES spectrum comprised
two sub-spectra, composed of the unbinned and 2×2-binned
exposures, and these were fitted simultaneously as separate
spectra (i.e. with the same absorption profile model) with a
velocity shift between them as an additional free parameter,
as described in Section 3.1. Visual inspection of Fig. 3 shows
no evidence of substantial inconsistencies between the two
differently binned spectra.
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Figure 2. Fit to the Keck/HIRES spectrum of the zabs = 1.072
absorber towards J0058+0041. The lower seven panels each show
the continuum-normalized flux versus velocity (relative to the red-
shift in brackets) for one of the Zn ii, Cr ii and/or Mg i transi-
tions fitted to measure ∆α/α. The normalized spectrum (black
histogram) is overlaid by the fit (red solid line) which comprises
Voigt profile components at the velocities marked by the ticks
(short vertical lines; orange for Cr ii, blue for Zn ii and grey for
Mg i). The residual spectrum, normalized by the 1σ error spec-
trum, is plotted (grey line) above the spectrum, with its ±1σ
levels marked by the green solid lines. The top panel shows the
composite residual spectrum (CRS; grey line) in units of standard
deviations, relative to its ±1σ levels (green solid lines), derived by
stacking the normalized residuals of all transitions shown. Note
that the Zn ii λ2062 and Cr ii λ2062 transitions are blended with
each other, as are Zn ii λ2026 and Mg i λ2026; our approach to fit-
ting these blends, using the Mg i λ2852 line, is discussed in Section
3.1.
Two small differences between the HIRES and UVES
models in Figs. 2 & 3 are worth considering as examples:
(i) One velocity component, at −20 km s−1 in the HIRES
model, is fitted at slightly lower velocity in the UVES model.
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Figure 3. Same as Fig. 2 but for the VLT/UVES spectrum of the zabs = 1.072 absorber towards J0058+0041. Two sub-spectra are shown
for each transition, one comprising unbinned exposures (upper panel for each transition) and another comprising 2×2-binned exposures
(lower panel for each transition). Note that these data and the fit fails our selection criteria for inclusion in our main results (see text).
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The weak, broader absorption this component is responsible
for means that it will have no significant effect on ∆α/α;
(ii) The reddest component in Cr ii is too weak to be fit-
ted in Zn ii. It is present in both the HIRES and UVES
models but, given the S/N of the spectra, it was statistically
unnecessary to fit in the Zn ii transitions.
The effect of such weak, often broad velocity components
on ∆α/α is negligible, so we omit discussion of similar cases
in the rest of this section, focussing instead on components
which, at first, may be suspected of having affected ∆α/α
more significantly.
The fit to the HIRES spectrum in Fig. 2 shows no ev-
idence of significant, many-pixel excursions in the residuals
of any transition, nor in the composite residual spectrum
(CRS), and the final χ2ν = 0.91. Therefore, the best-fitted
∆α/α value shown in Table 2, −1.4 ± 6.7stat, is accepted for
our main results.
By contrast, the fit to the UVES spectrum in Fig.
3 shows a run of significant residuals at −27 km s−1 in
Cr ii λ2056 in the unbinned spectrum, the CRS may have
some significant structures, and Table 2 shows a χ2ν = 1.43.
An extensive set of trial profile models was explored to rem-
edy these problems, but even models with significantly more
velocity components did not solve them. We therefore reject
this system from our main results in Section 4. This is the
only one of the 12 possible ∆α/α measurements that we re-
ject in this way.
3.2.2 zabs = 2.309 towards PHL957
Figures 4 and 5 show our fits to the HIRES and UVES
spectra of this absorber, which is relatively narrow, com-
prising two main spectral features spanning just ≈40 km s−1.
Therefore, there is no blending from Mg i λ2026 in these
main features of Zn ii λ2026. This is important because, at
this redshift, the Mg i λ2852 is heavily blended with telluric
absorption and so cannot be used to help constrain any
Mg i λ2026 absorption. We detect very weak absorption at
30–70 km s−1 in the Cr ii transitions. Much stronger transi-
tions (e.g. Al ii λ1670, Si ii λ1526, Fe ii λ2374 etc.) show an-
other two spectral features at these velocities, so our fit in-
cludes two weak velocity components to account for them.
However, we do not include those components in the Zn ii
fit because they are so weak, providing no significant con-
straints on ∆α/α and, in Zn ii λ2026, they would be blended
with any weak Mg i λ2026 absorption.
The fits to both the HIRES and UVES spectra in Figs. 4
and 5 show no evidence of significant, many-pixel excursions
in the residuals of any transition, nor in the CRSs, and the
final χ2ν values in Table 2 satisfy our selection criterion in
Section 3.1. Therefore, both results from this absorber are
accepted in our main results.
3.2.3 zabs = 1.371 towards J0108−0037
Figure 6 shows that the Zn and Cr ii absorption in this sys-
tem has a very similar structure to that in the absorber
towards PHL957, with two main features spanning only
≈40 km s−1. Three closely-spaced components are required in
the bluer spectral feature, with one component (the reddest
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Figure 4. Same as Fig. 2 but for the Keck/HIRES spectrum of
the zabs = 2.039 absorber towards PHL957. Mg i λ2852 is heavily
blended with telluric absorption but is not required because the
narrow absorption profile means Mg i λ2026 does not blend with
Zn ii λ2026.
of the three) being very narrow, just above our b = 1.0-
km s−1 limit. A fit with only 2 components in this spectral
feature has substantially poorer χ2ν so is rejected in prefer-
ence to the 3-component model. The lower redshift of this
system allows Mg i λ2852 to be included, and Fig. 6 shows
that no blending of Mg i λ2026 with Zn ii λ2026 occurs. In-
deed, as was necessary for PHL957, the Mg i fit could have
been entirely neglected from this absorber and the fit to
Zn ii λ2026 simply truncated at ≈25 km s−1. We retain these
features here to demonstrate these points for PHL957, but
they have no bearing on ∆α/α. Mg i λ2852 also shows that a
weak component exists in the red wing of the redder spectral
feature, and we find that a similar component is required to
fit the Cr ii lines. However, this component is very weak, and
is not required to fit the weaker Zn ii transitions.
The fit to the UVES spectrum in Fig. 6 satisfies our
selection criteria in Section 3.1, so is accepted in our main
results.
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Figure 5. Same as Fig. 4 but for the VLT/UVES spectrum of
the zabs = 2.309 absorber towards PHL957.
3.2.4 zabs = 1.023 towards J0226−2857
Two sub-spectra were created from the master UVES spec-
trum for analysis of this absorber, one from the 4 higher-
resolution, 0.8 arcsec slit-width exposures, the other from
the 3 lower-resolution, 1.2 arcsec slit-width exposures (see
Table 1). All exposures had 2×2 on-chip CCD binning (na-
tive bin size is ≈2.3 km s−1) so, to reduce information loss
from redispersion when combining the exposures, we used
two different dispersions, 2.0 and 2.5 km s−1, for the higher
and lower-resolution sub-spectra, respectively.
Figure 7 shows the separate, simultaneous fit to both
sub-spectra, with a velocity shift between them fitted as an
additional free parameter, as described in Section 3.1. The
velocity structure is quite complex, spanning 180 km s−1 with
3 main, fairly separate spectral features in Zn and Cr ii. The
bluest two of these Zn/Cr ii features must be fitted with 6–7
velocity components each. The most important part of the
profile for constraining ∆α/α is the deepest, sharpest feature
at 0 km s−1, especially its sharp red wing. The other features,
being smoother and shallower, constrain ∆α/α correspond-
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Figure 6. Same as Fig. 2 but for the VLT/UVES spectrum of
the zabs = 1.371 absorber towards J0108−0037.
ingly less well. No substantial differences were required be-
tween the velocity structures fitted to the Zn and Cr ii tran-
sitions. With such a broad velocity structure, blending with
Mg i λ2026 is important for the Zn ii λ2026 fit. For this pur-
pose, the strong, very broad (380 km s−1 with ≈10 spectral
features) profile of Mg i λ2852 was available in the higher-
resolution sub-spectrum at a high S/N.
Preliminary fits revealed that the lower-resolution sub-
spectrum contained two small (≈6-pixel) regions of sig-
nificantly lower flux compared to the high-resolution sub-
spectrum: in Zn ii λ2062 at 25 km s−1 and in Cr ii λ2066 at
−30 km s−1. We therefore truncated the blue and red edges
of the fitting regions in these transitions, in the lower-
resolution sub-spectrum only, just above and below these
velocities, respectively. Including these regions in our fidu-
cial fit does not change ∆α/α significantly (it decreases by
≈0.6 ppm, less than a tenth of the statistical error in this
absorber) but would disqualify this absorber from entering
our statistical sample. Indeed, comparing sub-spectra in this
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Figure 7. Same as Fig. 3 but for the VLT/UVES spectrum of the zabs = 1.023 absorber towards J0226−2857. Two sub-spectra are
shown for each transition, one comprising higher-resolution, 0.8 arcsec slit-width exposures with 2.0 km s−1 dispersion (upper panel for
each transition) and another comprising lower-resolution, 1.2 arcsec slit-width exposures with 2.5 km s−1 dispersion (lower panel for each
transition). The Mg i λ2852 absorption continues at velocities >140 km s−1 but has no bearing on the blending of Mg i λ2026 with Zn ii λ2026
and is not shown.
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Figure 8. Same as Fig. 2 but for the Keck/HIRES spectrum of
the zabs = 1.342 absorber towards J0841+0312.
way is an effective means of checking for artefacts that may
otherwise cause systematic effects in individual systems.
The final fit to the two UVES sub-spectra in Fig. 7
shows no evidence of significant problems with the residuals
in individual transitions or the CRS, and the final χ2ν in
Table 2 satisfies our criterion in Section 3.1 for accepting
this absorber into our main results.
3.2.5 zabs = 1.342 towards J0841+0312
Figures 8 and 9 show our fits to the HIRES and UVES spec-
tra of this absorber. Zn/Cr ii absorption is detected over
120 km s−1 in two spectral features, with the deepest one
around 25 km s−1 constraining ∆α/α most strongly. The rel-
ative weakness of the spectral feature at −80 km s−1 means
that the Mg i λ2026 blending with the main spectral feature
of Zn ii λ2026 is very weak (though not entirely negligible).
There is additional absorption from a blend (from another
redshift) in the blue spectral feature of Cr ii λ2066, below
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Figure 9. Same as Fig. 8 but for the VLT/UVES spectrum of
the zabs = 1.342 absorber towards J0841+0312.
≈ −15 km s−1, so this spectral feature is not included in the
fit to that transition.
The fits to both the HIRES and UVES spectra in Figs.
8 and 9 show no evidence problems in the residuals, nor
in the CRSs, and the final χ2ν values in Table 2 satisfy our
selection criterion in Section 3.1 for accepting both results
for this absorber into our main results.
3.2.6 zabs = 1.622 towards J1029+1039
The Keck/HIRES spectrum of this absorber in Fig. 10
shows very complex and broad velocity structure, spanning
230 km s−1 in Zn/Cr ii, dominated by one main spectral fea-
ture at −40 km s−1 comprising many velocity components.
The overall shape of that feature is relatively broad and
smooth, with few sharp sub-features, leading to a weaker
constraint on ∆α/α than in most other absorbers stud-
ied here. No substantial differences were required between
the velocity structures fitted to the Zn and Cr ii transi-
tions. With such a broad velocity structure, blending with
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Figure 10. Same as Fig. 2 but for the Keck/HIRES spectrum of
the zabs = 1.622 absorber towards J1029+1039.
Mg i λ2026 is important for the Zn ii λ2026 fit; the high S/N
of the Mg i λ2852 transition is more than adequate for this
purpose. Figure 10 shows no evidence of significant, many-
pixel deviations in the residuals in individual transitions or
the CRS, and the final χ2ν in Table 2 satisfies our criterion in
Section 3.1 for accepting this absorber into our main results.
3.2.7 zabs = 1.305 towards J1237+0106
The Keck/HIRES spectrum of this absorber in Fig. 11 shows
many similarities to that of J1029+1039 in Fig. 10, with very
complex and broad velocity structure (spanning 215 km s−1
in Zn/Cr ii). In this case the constraints on ∆α/α are dom-
inated by two stronger, sharper spectral features, at −20
and 90 km s−1, each comprising several velocity components.
Despite the complexity, no substantial differences were re-
quired between the velocity structures fitted to the Zn and
Cr ii transitions. As with J1029+1039, the significant blend-
ing from Mg i λ2026 is strongly constrained with the high
S/N spectrum of Mg i λ2852. There is no evidence for prob-
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Figure 11. Same as Fig. 2 but for the Keck/HIRES spectrum of
the zabs = 1.305 absorber towards J1237+0106.
lems with the individual residual spectra or the CRS in Fig.
7, and the final χ2ν in Table 2 satisfies our criterion in Sec-
tion 3.1. We therefore accepted this absorber into our main
results.
3.2.8 zabs = 1.971 towards Q1755+57
This absorber is significantly more complex than any
other in this study. The Keck/HIRES spectrum in Fig. 12
shows that the Zn/Cr ii absorption spans 450 km s−1 (and
Mg i λ2852 spans 540 km s−1), with 4 prominent spectral fea-
tures at −180, 10, 70 and 120 km s−1, all of which comprise
many velocity components. The sharpest features in both Zn
and Cr ii are those at 70 and 120 km s−1 and these provide
the strongest constraints on ∆α/α. It is interesting that the
features at −180 and 10 km s−1 are strong and sharp in Zn ii
but much less so in Cr ii; this is most likely due to enhanced
levels of dust-depletion in these parts of the absorber (e.g.
Pettini et al. 1990; Zych et al. 2009). The velocity structure
comprises a total of 44 fitted velocity components in Cr ii,
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Figure 12. Same as Fig. 2 but for the Keck/HIRES spectrum of the zabs = 1.971 absorber towards Q1755+57.
with all but 3 of those required to fit the Zn ii absorption.
These 3 components sit in the extreme blue and red parts
of the profile, at −189.5, 135.8 and 169.7 km s−1, and are all
very weak in Cr ii, so their presence in, or absence from the
fit to Zn ii has no significant effect on ∆α/α.
As with the other moderately complex absorbers in
this study, towards J1029+1039 and J1237+0106, fitting the
Mg i λ2026 that blends with Zn ii λ2026 is very important but
is also tightly constrained by the high S/N of the Mg i λ2852
transition. And, even though this absorber is very complex,
and the Voigt profile fitting analysis correspondingly diffi-
cult and time-consuming, the final fit in Fig. 7 shows no
evidence of significant runs of deviant residuals in individ-
ual transitions or the CRS. The final χ2ν in Table 2 is well
below our threshold of 1.2, so this absorber is accepted into
our main results.
As mentioned in Section 2.2, the spectrum of Q1755+57
is the only one in which the Zn and Cr ii transitions are not
all covered by the same exposures. Of the 13 exposures con-
tributing to the HIRES spectrum, 4 used the 318–605-nm
wavelength setting which covers the Zn ii λ2026 transition
but not the redder Zn ii transition or the Cr ii triplet. It is
therefore possible that residual slit positioning effects may
introduce a small, spurious shift between Zn ii λ2026 and the
other transitions. However, by constructing a sub-spectrum
of Q1755+57 using only the 9 exposures in Table 1 that cover
all the Zn and Cr ii transitions, we find a ∆α/α value that
differs by <0.4 ppm from the fiducial one in this absorber,
which is <10 per cent of the statistical uncertainty. The un-
certainty is just 5 per cent larger. These results indicate that
any shift introduced between Zn ii λ2026 and the other tran-
sitions by the 318–605-nm exposures causes a negligible sys-
tematic error in ∆α/α. We therefore do not add this into the
systematic error budget for this absorber in Table 2.
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Figure 13. Same as Fig. 2 but for the VLT/UVES spectrum of
the zabs = 1.921 absorber towards Q2206−1958.
3.2.9 zabs = 1.921 towards Q2206−1958
This absorption system was one of the first to be studied in
detailed with Keck/HIRES (e.g. Prochaska & Wolfe 1997)
and is well-known to have prominent Zn and Cr ii lines. Nev-
ertheless, they are the weakest in our sample; this absorber
was included in this study because the background quasar
is comparatively bright (V ∼ 17.3mag) and a large number
of archival VLT/UVES exposures are available (total expo-
sure time, ∼15 h), providing a very high S/N of 97 pix−1 (see
Table 1) and, therefore, a small statistical uncertainty on
∆α/α.
The VLT/UVES spectrum in Fig. 13 shows that the Zn
and Cr ii absorption spans 160 km s−1 with two main spectral
features at −50 and 10 km s−1. The former is dominated by
a single velocity component and provides the strongest con-
straint on ∆α/α, while the latter is more complex, comprising
several components. Therefore, the blend from Mg i λ2026 in
Zn ii λ2026 does not strongly affect the part of the absorber
most important for measuring ∆α/α. In any case, the Mg i
velocity structure is strongly constrained by the Mg i λ2852
absorption. The residuals for individual transitions and the
CRS in Fig. 13 show no evidence of data artefacts or unfitted
structure, and the final χ2ν value in Table 2 is 1.06, thereby
satisfying our selection criteria. This absorber is therefore
accepted into our main results.
4 RESULTS
4.1 ∆α/α measurements and statistical
uncertainties
Table 2 shows the best-fit values of ∆α/α, their 1σ statis-
tical uncertainties and the final χ2ν resulting from the χ
2-
minimization analyses of the 12 profile fits in Figs. 2–13. As
discussed in Section 3.2, all but one (from the VLT/UVES
spectrum of J0058+0041) of the 12 fits pass our selection
criteria for ensuring reliable ∆α/α measurements. We there-
fore only consider the other 11 ∆α/α measurements in the
remaining analysis. However, none of our conclusions would
change if the one rejected measurement was included. The
|∆α/α| values in Table 2 for these 11 measurements are all
<8.5 ppm, with an average statistical uncertainty of 6.9 ppm.
The uncertainties range between 2.7 and 12.9 ppm. One ab-
sorbers has an uncertainty <3 ppm, which is comparable
with recent, high-precision measurements of individual sys-
tems which utilize all transitions, not just Zn and Cr ii (e.g.
Molaro et al. 2013; Evans et al. 2014).
Using only the statistical errors in Table 2, the weighted
mean ∆α/α is 〈∆α/α〉w = 1.12±1.67ppm, which is clearly con-
sistent with no cosmological variation in α. Note that this
precision is similar to that of the large absorber samples
from Keck and VLT (≈1.2 ppm; Webb et al. 2001; Murphy
et al. 2004; Webb et al. 2011; King et al. 2012) and some-
what better than that of the 23-absorber VLT sample of
Chand et al. (2004) reanalysed by Wilczynska et al. (2015),
≈2.3 ppm. However, the uncertainties quoted for these pre-
vious studies were not just statistical and included some
systematic effects. The χ2 of the ∆α/α values around our
weighted mean – again, considering only statistical errors –
is 0.69 per degree of freedom, with an associated probability
(that χ2 should be larger by random chance alone) of 74 per
cent. Assuming that ∆α/α does not vary significantly be-
tween absorbers, this indicates that additional, systematic
errors that have random magnitude and sign in individual
absorbers, are unlikely to be as large or larger than the sta-
tistical errors. If they were, we should observe a larger scat-
ter in ∆α/α than expected from the statistical errors alone,
and a larger χ2 value. Nevertheless, we consider and quantify
the most important sources of systematic errors in the next
Section below before further analysing the ∆α/α sample in
Section 4.3.
4.2 Systematic uncertainties
4.2.1 Long-range distortions
The main advantage of using only the Zn and Cr ii tran-
sitions to measure ∆α/α is that they are very sensitive to
α variation while, by virtue of their wavelength proxim-
ity, insensitive to long-range distortions of the wavelength
scale. Indeed, as discussed in Section 1, a distortion of
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0.2 m s−1 A˚−1, which is typical of those found in recent stud-
ies, would only cause a spurious shift of 16 m s−1 between
the Zn ii λ2026 and Cr ii λ2062 transitions, and equation (1)
implies that this would cause a systematic error in ∆α/α of
only 0.3 ppm per absorber. However, this simple estimate
will be conservative because Zn ii λ2026 is bluewards of all
three Cr ii transitions, while Zn ii λ2062 is redwards of two
and bluewards of the other. This more complicated pattern
will decrease the systematic error in ∆α/α for a given, as-
sumed distortion.
For the 4 absorbers in Table 2 with the smallest sta-
tistical errors in ∆α/α, we tested the effect of introducing
a 0.2 m s−1 A˚−1 distortion into each exposure, recombining
these distorted exposures in uves popler, and minimizing
χ2 again using the final profile models. The effect is 0.15–
0.25 ppm, smaller than the 0.3 ppm expected from the sim-
ple estimate above. In previous studies where all transitions
were used in the MM analysis, long-range distortions of this
magnitude were found to cause systematic errors in ∆α/α of
∼5–10 ppm (e.g. Evans et al. 2014). This demonstrates the
resistance to long-range distortions of the Zn/Cr ii approach.
Below we find that other systematic errors in our anal-
ysis are almost an order of magnitude larger than those es-
timated from long-range distortions above. We therefore as-
cribe the simple, possibly conservative estimate of 0.3 ppm
to the systematic error budget of each absorber from this ef-
fect. This is reflected in Table 2. When deriving a weighted
mean ∆α/α for all absorbers (Section 4.3 below), we further
assume that the magnitude and sign of the long-range dis-
tortions may be treated as random from spectrum to spec-
trum. Figures 5 and 8 of Whitmore & Murphy (2015) indeed
show significant variation, but the variation is complex and
not understood, so we expect this assumption to be only
partially true. Nevertheless, that this systematic error is rel-
atively small in our Zn/Cr ii analysis means that neglecting
this complication will have a negligible effect on the overall
systematic error budget.
4.2.2 Intra-order distortions
While the proximity of the Zn and Cr ii transitions to
each other makes their exclusive use insensitive to long-
range distortions, it does leave this approach vulnerable
to short-range, intra-order distortions. The Cr ii triplet and
Zn ii λ2062 typically span only half the free spectral range of
a HIRES or UVES echelle order, while Zn ii λ2026 typically
falls one or two echelle orders bluewards of these. Therefore,
for a single absorption system, the magnitude of the velocity
shifts generated between these transitions, and so the sys-
tematic effect on ∆α/α, clearly depends on the amplitude of
the distortion, the shape of the distortion pattern repeated
from order to order, and where the Zn and Cr ii transitions
fall within their respective orders. The effect on ∆α/α will be
random in sign and magnitude for different absorbers, so it
will tend to average to zero for a large sample. However, for
a modest sample of 11 measurements, the effect is important
to assess.
Our approach to testing the sensitivity of ∆α/α to this
effect is to apply a ‘saw-tooth’ velocity distortion to each
echelle order’s wavelength scale, for all exposures of ev-
ery quasar in our sample. That is, a velocity shift of ∆v =
200m s−1 is applied to the centre of each order, falling away
linearly to −∆v at the order edges. Once the distorted orders
are recombined with uves popler, ∆α/α is re-measured in
each absorber using its final profile model as a starting point
for the χ2 minimization procedure. A similar approach was
used in several other recent varying-constant studies (e.g.
Malec et al. 2010; Molaro et al. 2013; Bagdonaite et al. 2014;
Evans et al. 2014), with the latter three using smaller am-
plitudes of ∆v = 100m s−1 which are typical of those found in
both HIRES and UVES spectra in recent studies (Whitmore
et al. 2010; Whitmore & Murphy 2015). However, because
this is the largest systematic effect for our study, we use a
larger amplitude to ensure it includes most, if not all poten-
tial distortions in the quasar spectra.
We find that the mean deviation in ∆α/α caused by in-
troducing the ‘saw-tooth’ intra-order distortions is 2.03 ppm
and, as expected, the magnitude and sign varies randomly
from absorber to absorber. Given that we do not know the
true shape of the intra-order distortion pattern or its am-
plitude for any individual absorber, we ascribe this mean
value to the systematic error budget for each absorber. This
is reflected in Table 2.
4.2.3 Spectral redispersion
The exposures of each quasar were redispersed onto a com-
mon log-linear wavelength grid, a process that slightly dis-
torts the absorption line shapes and introduces small cor-
relations in the flux and flux uncertainties of neighbouring
pixels. That is, the redispersion process will cause small,
spurious velocity shifts between the absorption profiles of
different transitions, and hence a systematic error in ∆α/α
that varies in sign and magnitude from absorber to absorber.
As in other recent works (e.g. Malec et al. 2010; van
Weerdenburg et al. 2011; Molaro et al. 2013; Evans et al.
2014), we quantify this effect by slightly altering the disper-
sion of the final wavelength grid, by ±0.01 and ±0.02 km s−1,
for each quasar and re-measuring ∆α/α of each absorber us-
ing its final profile model for the χ2 minimization. The mean
deviation of these 4 measurements from the fiducial ∆α/α
value indicates the systematic uncertainty for each absorber,
i, σidisp. However, with only 4 measurements, this approach
will underestimate the effect for some absorbers (and over-
estimate it for others). To address this, we first noted an
expected correlation between σdisp and the statistical uncer-
tainty on ∆α/α, σstat. A linear least-squares fit yields the
relationship σdisp[ppm] ≈ 0.15 + 0.12 × σstat[ppm]. Therefore,
for absorber i, we assigned the larger of the original esti-
mate, σidisp, and the value derived from this relationship, as
the systematic error from redispersion for that absorber.
Table 2 shows the total systematic error budget for each
absorber. As discussed in Sections 4.2.1 & 4.2.2 above, the
systematic uncertainty from long-range and intra-order dis-
tortions are taken to be the same for all absorbers, 0.3 and
2.03 ppm respectively. Only the systematic uncertainty from
redispersion effects varies from absorber to absorber, so for
simplicity we only present the quadrature sum of all system-
atic errors in Table 2.
4.2.4 Isotopic abundance variations
The profile fits to the Zn ii, Cr ii, and Mg i absorption lines
included the measured or calculated isotopic and hyperfine
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structures reviewed recently in Murphy & Berengut (2014)
and the terrestrial relative isotopic abundances (Rosman &
Taylor 1998). However, if the relative isotopic abundances of
Zn and/or Cr are different in the absorption clouds, this will
shift the velocity centroids of the absorption features, caus-
ing systematic errors in ∆α/α measured from our fits which
use the terrestrial abundances. This is a well-recognized
problem (e.g Murphy et al. 2001a,b), especially for fits in-
volving Mg i/ii transitions because the separations between
isotopic components are relatively large (because Mg is a rel-
atively light atom). Indeed, Fenner et al. (2005) found that
if the heavy isotopes of Mg (25,26Mg; total relative terrestrial
abundance of 21 per cent) were completely absent in quasar
absorption clouds, a systematic error in ∆α/α of ≈4.5 ppm
would be induced in a MM analysis of the strong Mg i/ii
and Fe ii transitions.
However, the Zn/Cr ii combination is more resistant to
this systematic error, mainly because of the smaller isotopic
shifts in these heavier atoms. The Mg i transitions are also
decoupled from ∆α/α in our fits (see Section 3.1), so varia-
tions in the Mg isotopic abundances will not affect our re-
sults. Using a chemical evolution model for spiral galaxies
like our Milky Way, Fenner et al. (2005) predicted that the
isotopes of Cr and Zn with the lowest terrestrial abundances
will be less abundant in gas with low metallicities typical of
most quasar absorbers. And while our absorbers will have
higher-than-average metallicities – they were selected be-
cause of their very strong metal absorption – and this may
reduce the effect on ∆α/α, we cannot rule out this systematic
effect on such grounds.
If we make the extreme assumption that the sub-
dominant isotopes are absent in the absorbers, our fits will
find centroids for the Zn ii and Cr ii transitions that are too
red by ≈100 m s−1 and too blue by ≈10 m s−1, respectively.
Considering just the Zn ii λ2026 and Cr ii λ2056 transitions,
this would cause a systematic error in ∆α/α of −2.3ppm
(cf. 4.5 ppm for the Mg i/ii and Fe ii combination). Just
as for the long-range distortions (Section 4.2.1), this effect
will be diminished by Zn ii λ2062 falling amongst the Cr ii
triplet. Indeed, in our best-constrained absorber, that in the
Keck spectrum of J0841+0312, we find that ∆α/α shifts by
−1.9ppm if we remove the sub-dominant isotopes from the
fit. This is similar to our total error budget of 1.9 ppm for
the ensemble of 11 measurements; correcting for even this
extreme possibility would place our measured ∆α/α value
just 1.6σ above zero.
Given that ∆α/α is relatively insensitive to this effect,
our general lack of information about the isotopic abun-
dances in the absorbers, and following all previous measure-
ments which include the more sensitive Mg i/ii transitions,
we do not attempt to formally include this effect in our sys-
tematic error budget. However, our main conclusions in Sec-
tion 6 are explicitly stated with the assumption of terrestrial
isotopic abundances.
4.3 Statistical analysis of main results
Table 2 shows the best-fit value of ∆α/α, the 1σ statistical
uncertainty, and systematic uncertainty for all absorbers in
our study. Note that, as described in Section 3.2.1, the result
from the VLT spectrum of J0058+0041 (italics in Table 2)
is not considered further in our analysis because the fit in
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Figure 14. The ∆α/α measurements for the 11 profile fits
that pass our selection criteria (i.e. all but the VLT spectra of
J0058+0041 from Table 2) versus their absorption redshifts, zabs.
The thicker, shorter error bars represent the 1σ statistical un-
certainties and the thinner, longer ones represent the quadrature
sum of the statistical and systematic uncertainties (see Table 2).
The values derived from Keck spectra are shown as circles, and
values from VLT as squares. Note that the Keck results are all
shifted by ∆z = 0.015 for clarity. The weighted mean ∆α/α from
the 11 measurements, 〈∆α/α〉w [equation (2)], is also shown. These
results were derived using the terrestrial isotopic abundances for
Zn and Cr; see discussion of this potential systematic error in
Section 4.2.4.
that case returned a χ2ν value exceeding our threshold value
of 1.2. The remaining 11 ∆α/α values and uncertainties are
plotted in Fig. 14 against absorption redshift and delineated
by telescope. It is immediately clear that all 11 values are
consistent with no variation in α and that there is no sys-
tematic offset from ∆α/α = 0. There is no significant trend
with redshift, in either the sample as a whole or from ei-
ther telescope separately. All 11 results are also consistent
with each other. In particular, a reliable ∆α/α measurement
was made with both Keck and VLT spectra of the same two
absorbers towards PHL957 and J0841+0312, and these are
found to be consistent with each other.
As discussed in Sections 4.2.2 & 4.2.3, the two largest
systematic effects on ∆α/α – those from intra-order distor-
tions and spectral redispersion – are random from absorber
to absorber. Therefore, we combined the results to form a
weighted mean in a straight-forward way: the weight for each
absorber, i, is the inverse sum of the statistical and system-
atic variances, i.e. wi ≡ (σ2i,stat +σ2i,sys)−1; the statistical uncer-
tainty is σstat = 1/
√∑
i 1/(σi,stat)2; and the systematic uncer-
tainty is the quadrature difference between σtot = 1/
√∑
i wi
and σstat. This provides our main result: the weighted mean
∆α/α from the 11 measurements, with 1σ statistical and sys-
tematic uncertainties:
〈∆α/α〉w = 1.15 ± 1.67stat ± 0.87sys ppm . (2)
The scatter around this weighted mean is consistent with ex-
pectations from the individual error bars: χ2 = 5.04 which,
for 10 degrees of freedom, has an associated probability
(of being exceeded by chance alone) of 89 per cent. The
weighted means for the Keck and VLT sub-samples are
1.7±2.1stat±1.1sys (6 absorbers) and 0.3±2.7stat±1.4sys ppm (5
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absorbers), respectively; these are consistent with each other
within 0.4σcomb where σcomb is the quadrature sum of the sta-
tistical and systematic uncertainties. The scatter amongst
the VLT measurements is consistent with the uncertainties
(χ2 = 3.4 around the VLT weighted mean, with associated
probability of 49 per cent). The scatter amongst the 6 Keck
results may seem too small, relative to the uncertainties, in
Fig. 14: χ2 = 1.5 around the Keck weighted mean. However,
for such a small sample, this is expected to occur 8 per cent
of the time by chance alone, so there is no strong evidence for
an underestimated scatter (or overestimated uncertainties).
5 DISCUSSION
Our new measurement of ∆α/α in equation (2) is the
first from a statistical sample of absorbers that is resis-
tant to long-range distortions at the <1 ppm level. ∆α/α
has been measured in just four other distinct absorbers
with distortion-corrected spectra, by Evans et al. (2014)
and very recently by Kotusˇ et al. (2016), using MM anal-
yses of a large variety of transitions. Evans et al. (2014)
studied 3 absorbers towards a single quasar (HS1549+1919;
zabs = 1.143, 1.342 and 1.802) using 3 different telescopes
(Keck, Subaru and VLT). The weighted mean from their 9
measurements is 〈∆α/α〉w = −5.4 ± 3.3stat ± 1.5sys ppm. Kotusˇ
et al. (2016) analysed the very complex zabs = 1.1508 ab-
sorber towards HE0515−4414 (the brightest known south-
ern quasar at zem > 1) using very high-quality VLT/UVES
spectra (S/N ∼ 250per 1.3-km s−1 pixel). They obtained
the most precise measurement in a single absorber to date:
∆α/α = −1.4±0.6stat±0.6sys ppm. These 2 distortion-corrected
results are consistent with each other and with our new
distortion-resistant measurement, and the combined con-
straint on ∆α/α is a weighted mean [derived with the same
approach as equation (2)] of
〈∆α/α〉w = −1.2 ± 0.5stat ± 0.6sys ppm . (3)
This is the best current limit on variations in α using quasar
absorption systems, assuming that it does not vary across
the sky.
Given that the quasars in our sample have a reason-
able distribution across the sky, testing whether α displays
such spatial variation is possible, in principle. However, the
sample is still relatively small (9 quasars) so, instead, a com-
parison with recent, possible evidence for such variations is
more instructive. Prior to long-range distortions being found
in UVES and HIRES spectra, the large statistical Keck and
VLT samples were combined to search for angular varia-
tions in ∆α/α (Webb et al. 2011; King et al. 2012). The
simplest model of such variations, a dipole, was found to
be required at ≈4σ significance, with the pole in the di-
rection (RA,Dec.) = (17.4 ± 0.9 h,−58 ± 9◦) and deviating by
∆α/α = 10.2+2.2−1.9 cos(Θ)ppm with the angular separation, Θ,
from this direction (King et al. 2012). Whitmore & Murphy
(2015) found that long-range distortions likely explain the
VLT results and, at least partially, the Keck results that pro-
vide a basis for this dipole result. Nevertheless, new measure-
ments that are resistant to, or corrected for, the long-range
distortions can in principle be used to rule out or confirm
this variation in α across the sky.
The left panel of Fig. 15 compares the distribution
of our quasar sight-lines on the sky with the position of
the putative dipole, and the right panel compares our new
∆α/α measurements with the predicted value from the dipole
model. It is immediately clear that our quasar sight-lines are
positioned around the equator of the dipole model, with an-
gular separations clustered near Θ ≈ 90◦ where the model
predicts ∆α/α < 5ppm. This precludes an effective test of
the dipole model using our new Zn/Cr ii measurements. In-
deed, the χ2 between our values and the model is 14.9 which,
for 11 degrees of freedom, has an associated probability of
18 per cent, i.e. the data are consistent with the model. The
distortion-corrected measurements from HE0515−4414 (Ko-
tusˇ et al. 2016) and HS1549+1919 (Evans et al. 2014) have
Θ values of 78 and 80◦, respectively, so adding them to this
comparison would not provide significant additional discrim-
inating power. The simplest approach to rule out or confirm
the dipole model would be to obtain a modest sample of
distortion-correct spectra and/or strong Zn/Cr ii absorbers,
towards quasars within ∼20◦ of the pole and/or anti-pole.
Our new measurements demonstrate the important ad-
vantages of using only the Zn and Cr ii transitions to mea-
sure ∆α/α, primarily their high sensitivity to α-variation and
resistance to long-range distortions in the wavelength cali-
bration of the quasar spectra. However, there are some dis-
advantages of this approach. Firstly, there are only 2 strong
Zn ii transitions and 3 strong Cr ii transitions, so each ∆α/α
measurement relies on fewer transitions than is typical for
most MM analyses, which reduces the statistical precision
available. Secondly, they are normally weak in most absorp-
tion systems, so large samples of high-resolution quasar spec-
tra are needed before a statistical sample of strong-enough
Zn/Cr ii absorbers can be identified towards bright-enough
quasars. Pre-selection of targets could be made efficiently
from short, moderate-resolution (R ∼ 10000) follow-up spec-
tra of absorbers which show possible Zn and Cr ii absorption
in low-resolution spectra from large surveys (e.g. from the
Sloan Digital Sky Survey). Thirdly, the blends between the
Mg i λ2026 and Zn ii λ2026 transitions, and to some extent
the fact that Cr ii λ2062 and Zn ii λ2062 overlap in absorbers
with extended velocity structure, complicates the analysis.
We have demonstrated here how that can be overcome by
using Mg i λ2852 to constrain the Mg i λ2026 blend, with
the two transitions ‘decoupled’ in the fitting procedure (see
Section 3.1). Despite these disadvantages, we have demon-
strated that Zn/Cr ii measurements of ∆α/α offer an impor-
tant complement to other MM analyses: the latter may, in
principle, achieve higher statistical precision but they are
more vulnerable to long-range instrumental systematic ef-
fects than the Zn/Cr ii approach.
6 CONCLUSIONS
Comparing the two Zn ii and the three Cr ii transitions
falling in the narrow rest wavelength range of 2026–2066 A˚
is, in principle, the most sensitive to α-variation of all metal
line combinations used in many-multiplet studies to date
(Fig. 1). However, these transitions are rarely strong enough,
even in damped Lyman-α systems, to be very useful in
constraining ∆α/α. We identified 9 absorption systems at
zabs = 1.0–2.4 with strong Zn/Cr ii absorption towards 9 rel-
atively bright quasars (r = 16.1–18.3 mag) and obtained new
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Figure 15. Left panel: Angular distribution of our 9 quasar lines of sight across the sky. The quasars observed with Keck are shifted by
∆RA = 0.5h for clarity. The shaded ellipse with the solid line represents the 1σ uncertainty in the position of the pole in the dipole-only
model of ∆α/α from King et al. (2012); the ellipse with the dashed line represents the anti-pole and the dashed curve is the dipole’s
equator. The lighter blue shading represents the Galactic plane, with the bulge indicating the Galactic centre. Right panel: Comparison
of our 11 new Zn/Cr ii measurements of ∆α/α with the dipole expectation (solid line; shading indicates the ±1σ uncertainty). Our quasar
sight-lines are distributed near the equator of the dipole model, where ∆α/α is predicted to be <5 ppm, so we cannot rule out or confirm
the dipole with our new measurements alone.
and/or archival spectra with Keck/HIRES (6 quasars) and
VLT/UVES (6 quasars, 3 in common with Keck) with high
S/N (mean 54 pix−1 around Zn/Cr ii). The quasar spectra
and Zn/Cr ii absorption profile fits are publicly available in
Murphy et al. (2016). Of the 12 profile fits (Figs. 2–13), 11
passed our stringent selection criteria to provide robust new
measurements of ∆α/α. These all lie within 8.5 ppm of zero,
with total (quadrature addition of statistical and system-
atic) uncertainties of 3.5–13.2 ppm, and all formally consis-
tent with ∆α/α = 0. There is no evidence of redshift evolution
in ∆α/α or any systematic difference between the Keck and
VLT measurements. The final weighted mean ∆α/α from all
11 measurements, with 1σ statistical and systematic uncer-
tainties, is 1.2 ± 1.7stat ± 0.9sys ppm [1σ, equation (2)], consis-
tent with no variation in α. As with other many-multiplet
measurements of ∆α/α, this assumes that the relative iso-
topic abundances of Zn and Cr in the absorbers are similar
to the terrestrial values. Assuming that isotopes with the
lowest terrestrial abundances are completely absent in the
absorbers, ∆α/α would be corrected to 3.1 ± 1.9ppm, still
consistent with no variation in α.
An important advantage of the Zn/Cr ii approach
demonstrated here is its resistance to long-range distortions
in the wavelength calibration of the quasar spectra. Such sys-
tematic effects will have significantly impacted all previous
∆α/α measurements with the many-multiplet method, ex-
cept for the recent analyses of distortion-correct spectra by
Evans et al. (2014) and Kotusˇ et al. (2016). Indeed, these dis-
tortions likely explain previous evidence for α-variation from
large Keck and VLT absorber samples (Whitmore & Murphy
2015). However, the wavelength proximity of the Zn and Cr ii
transitions, and their high sensitivity to α-variation, mean
that long-range distortions only cause a ∼0.3 ppm system-
atic error in each absorber. The largest systematic error in
our Zn/Cr ii measurements – ∼2.0 ppm for each absorber –
stems, instead, from intra-order distortions. Errors from the
redispersion of the quasar spectra (necessary when combin-
ing many exposures of a single quasar together) cause errors
of 0.5–2.3 ppm in each absorber, evidently scaling with its
statistical uncertainty.
Our new measurements are consistent with the only
distortion-corrected measurements so far, with a total en-
semble uncertainty (1.9 ppm; quadrature sum of final statis-
tical and systematic uncertainties) approximately half that
from the 9 measurements by Evans et al. (2014, 3.6 ppm) and
twice that obtained from the single, very high-S/N absorber
of Kotusˇ et al. (2016, 0.9 ppm). Combined, these measure-
ments provide the best current restriction on variations in
α, with a weighted mean ∆α/α = −1.2 ± 0.5stat ± 0.6sys [1σ,
equation (3)] at redshifts zabs = 1.0–2.4. Despite this pre-
cision, the spatial distribution of the quasars precludes a
rigorous test of the dipole-like variation in α across the sky
from the large Keck and VLT samples in King et al. (2012)
(i.e. taking evidence for that at face value, ignoring the con-
cerns about long-range distortions raised above). New ∆α/α
measurements at a wider variety of sky coordinates, using
distortion-corrected spectra and/or the Zn/Cr ii approach,
would enable such a test.
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ERRATUM
In MNRAS, 461, 2461 (2016, arXiv:1606.06293v1), the val-
ues presented for the relative deviation in the fine-structure
constant from the current laboratory value, ∆α/α, resulted
from profile fits used to produce the plots of the absorption
lines in each system (figures 2–13), not the fiducial fits as
intended. For simplicity and clarity in those plots, the fits
omitted the isotopic structures of the Zn ii, Cr ii and Mg i
transitions, and omitted the very weak Cr ii λ2026 transition.
These have generally negligible effects on the values of ∆α/α
(<∼ 0.3 ppm). However, a separate oversight meant the result
for the zabs = 1.371 absorber towards quasar J0108−0037
was mistakenly taken from a fit used for checking for addi-
tional velocity components. This resulted in a substantially
smaller statistical uncertainty on ∆α/α than from the fidu-
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cial fit (2.74 ppm instead of 5.69 ppm). Because this absorber
is amongst the strongest in our sample, and because it has
a relatively narrow and simple velocity structure, its value
of ∆α/α is most strongly affected by Cr ii λ2026.27 which
weakly blends with the important Zn ii λ2026.14 transition.
This blend was not discussed in the original paper, even
though it was used in all the fiducial fits, because we found
it to have such a small effect on ∆α/α: fits with and with-
out Cr ii λ2026 included gave values differing by a median
(mean) of just 0.05 (0.16) ppm. However, the same compari-
son using the correct fiducial fit for J0108−0037 now reveals
a difference of 2.5 ppm.
The correct set of results is now used throughout this
version of the paper (i.e. arXiv:1606.06293v2), including all
numerical results, figures and tables. However, the general
conclusions of the original paper remain unchanged. An er-
ratum has been accepted to MNRAS.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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