In this work, we conduct a detailed evaluation of various allneural, end-to-end trained, sequence-to-sequence models applied to the task of speech recognition. Notably, each of these systems directly predicts graphemes in the written domain, without using an external pronunciation lexicon, or a separate language model. We examine several sequence-to-sequence models including connectionist temporal classification (CTC), the recurrent neural network (RNN) transducer, an attentionbased model, and a model which augments the RNN transducer with an attention mechanism.
Introduction
Most state-of-the-art automatic speech recognition (ASR) systems are comprised of separate acoustic, pronunciation, and language modeling components that are trained independently [1, 2] . The acoustic model is typically trained to recognize contextdependent (CD) states or phonemes, by bootstrapping from an existing model which is used for alignment. The pronunciation model, curated by expert linguists, maps the sequences of phonemes produced by the acoustic model into word sequences. Word sequences are scored using language models trained on large amounts of text data, which estimate probabilities of word sequences.
There has been growing interest in building end-to-end trained systems that directly map the input acoustic speech signal to grapheme or word sequences [3, 4, 5, 6, 7, 8, 9, 10, 11, 12] . 1 In such sequence-to-sequence models, the acoustic, pronunciation, and language modeling components are trained jointly in a single system. Since these models directly predict graphemes or words, the process of decoding utterances is greatly simplified.
The connectionist temporal classification (CTC) criterion [13] has been used to train end-to-end systems that directly predict grapheme sequences [5, 12] . In recent work, Soltau et al. [8] train a CTC-based model with word output targets, which † Work performed while at Google. 1 In this work, we refer to a model as sequence-to-sequence if it directly maps a sequence of input acoustic features into a sequence of graphemes or words. By end-to-end trained, we mean that the system is trained to optimize criteria that are related to the final evaluation metric that we are interested in (typically, word error rate). We would, therefore, consider a CTC-trained grapheme model to be an end-to-end trained, sequence-to-sequence model. was shown to outperform a state-of-the-art CD-phoneme baseline on a YouTube video captioning task. The basic CTC model was extended by Graves [3] to include a separate recurrent language model component, in a model referred to as the recurrent neural network (RNN) transducer. Although this model has shown promising results [4] on TIMIT [14] phone recognition tasks, to the best of our knowledge, it has not been evaluated on a large vocabulary continuous speech recognition (LVCSR) task.
Attention-based models have become increasingly popular [6, 7, 9, 10, 11] . These models consist of an encoder network, which maps the input acoustics into a higher-level representation, and an attention-based decoder that predicts the next output symbol conditioned on the full sequence of previous predictions. Although these models have shown promising results, when evaluated without language models (LMs), performance has typically been found to be much worse than the baseline, especially on more challenging tasks: For example, the system presented in [6] has a ∼76% relative degredation in word error rate (WER) over the baseline on a voice-search task; Lu et al. [11] find that WERs are double those of a baseline system on the Switchboard task [15] .
In this work, we explore various sequence-to-sequence approches on an LVCSR task. We compare a CTC-trained system which directly outputs grapheme sequences, the RNN transducer, attention-based models, and a novel model that augments the RNN transducer with attention. In contrast to most previous works, our models are trained on a very large amount of transcribed acoustic data, totalling ∼12,500 hours. We find that when trained on such large amounts of training data, sequenceto-sequence approaches are competitive with a strong state-ofthe-art baseline system on dictation test sets. When evaluated on voice-search test sets, which exhibit more variability and have higher perplexity than dictation test sets, we find that the sequence-to-sequence approaches are still 13-35% worse than the baseline, but the gap between our models and the baseline is significantly lower than has been reported in previous work (e.g., [6] ). Furthermore, we find that these systems are capable of implicitly learning the mapping from spoken to written forms (e.g., "one hundred dollars" to "$100"), which is typically accomplished in the baseline system through special rules defined for this purpose.
The organization of the rest of the paper is as follows: In Section 2, we review the various sequence-to-sequence modeling approaches that are compared in this work. We describe our experimental setup and discuss our results in Section 3 and Section 4, respectively. We analyze our results in Section 4.1, before concluding in Section 5. sume that the input speech waveform has been suitably parameterized in to a sequence of d-dimensional feature vectors, which we denote by x = (x1, x2, · · · , xT ), where xt ∈ R d . We denote the set of grapheme symbols output by the model by Y, and denote the output sequence by y = (y1, y2, ..., yL). For ASR, the number of output graphemes, L, is typically much smaller than the number of acoustic frames, T .
Connectionist Temporal Classification (CTC)
The CTC criterion was proposed by Graves et al. [13] as a way of training end-to-end models without requiring a frame-level alignment of the target labels for a training utterance. CTC augments the set of target labels with an additional "blank" symbol, denoted b . Given a target label sequence y corresponding to the utterance x, let B(y, x) be the set of all sequences consisting of the labels in Y ∪ { b }, which are of length |x| = T , and which are identical to y after first collapsing consecutive repeated targets and then removing any blank symbols (e.g., "x b xx b y → xxy "). Thus, any sequence in B(y, x) corresponds to a frame-level assignment of the label sequence in y. CTC then defines the probability of the output sequence conditioned on the acoustics as:
where, we assume that labels at each time step are independent, given the acoustics. The conditional probability of the labels at each time step, P (ŷt|x), is estimated using a deep recurrent neural network, which we refer to as the encoder. The encoder computes a se-
, which are treated as logits and passed to a single softmax layer which predicts a probability distribution over the set of blank-augmented output symbols, Y ∪ { b }, as illustrated in Figure 1 (a.). The model can be trained to maximize Equation 1 by using gradient descent, where the required gradients can be computed using the forward-backward algorithm [13] .
RNN Transducer
The CTC model is similar to an acoustic model in a traditional ASR system. The RNN transducer [3, 4] augments the encoder network from the CTC model architecture with a separate recurrent prediction network over the output symbols, as illustrated in Figure 1 (b.). Intuitively, the encoder can be thought of as an acoustic model, while the prediction network is analogous to a language model. The prediction network receives as input the previous grapheme label prediction, yu−1 ∈ Y ∪ { sos }, and computes an output vector pu, which is dependent on the entire sequence of labels y0, · · · , yu−1. The special label sos , which indicates the start of the sentence, is input to the prediction network at the first time step, y0.
The encoder outputs h enc t and the prediction outputs pu are passed to a joint network, which computes output logits zt,u for each input, t, in the encoder sequence and label, u, from the prediction network, as follows:
where, A, B, b, D, d are parameters of the model. The logits zt,u are then passed to a softmax layer which defines a probability distribution over the set of output targets and the blank symbol (Y ∪ { b }), for each combination of acoustic frame t and output label u.
The model can be optimized using gradient descent by computing the required gradients using a dynamic programming algorithm; we refer the interested reader to [3, 4] for additional details on training and inference. We note here that inference in the RNN transducer is performed in a frame-synchronous manner, and thus the model can be used to perform streaming recognition if a unidirectional encoder is used. In this work, however, we use a bidirectional encoder to ensure that the results are comparable to the attention-based model, which uses a bidirectional encoder.
Attention-based Models
An attention-based model (e.g., Listen-Attend-and-Spell [6] ) contains an encoder network, as in the RNN transducer model. However, unlike the RNN transducer, in which the encoder and the prediction network are modeled independently and combined in the joint network, an attention-based model uses a single decoder to produce a distribution over the labels conditioned on the full sequence of previous predictions and the acoustics:
The decoder network consists of a number of recurrent layers. Denoting by h att u−1 the state of the lowest layer of the decoder after predicting the previous labels, y1, · · · , yu−1, the model computes attention weights αu = (α1,u, · · · , αT,u) for each frame in the encoder output, h enc , in order to compute a single context vector, cu:
where x, y represents the inner-product between vectors x and y, and φ(·) and ψ(·) are linear embeddings learned jointly with the other model parameters. The context vector is then input to the decoder network, along with the previously predicted label, yu−1, to generate logits h dec u from the final layer in the decoder. Finally, these logits are input into a softmax layer, which outputs a probability distribution over the next label, conditioned on all previous predictions: P (yu|yu−1, · · · , y0, x). The label inventory is augmented with two special symbols: sos , which is input to the decoder at the first time-step y0, and eos , which indicates the end of a sentence. During inference, the next label prediction process terminates when the eos label is predicted.
The model is trained to optimize cross-entropy on the training data [6] , and is illustrated in Figure 1 (c.). 
RNN Transducer with Attention
Finally, we consider a modification to the RNN transducer that replaces the prediction network in a standard RNN transducer with an attention-based decoder network used in the LAS model, as depicted in Figure 1 (d.) . Unlike the RNN transducer, where the prediction network only has access to the sequence of previous predictions, the RNN transducer with attention allows the decoder network to include acoustic information. Since the outputs h dec u computed from the decoder network depend on the entire encoder representation h enc , and are not dependent on a particular choice of segmentation (i.e., B(y, x)), the forwardbackward algorithm [3] used to compute the RNN transducer loss can be used exactly as before; inference in this model is performed using the same frame-synchronous decoding algorithm as in the standard RNN transducer model [3] . Thus, we only include a sos label, and exclude the eos label, since the decoding process terminates when all encoder frames have been processed.
Experimental Details
The various sequence-to-sequence modeling approaches described in Section 2 are evaluated on an LVCSR task. Our models are trained on a set of ∼15M hand-transcribed anonymized utterances extracted from Google voice-search traffic, which corresponds to ∼12,500 hours of training data. In order to improve system robustness to noise and reverberation, multicondition training (MTR) data are generated: training utterances are artificially distorted using a room simulator, by adding in noise samples extracted from YouTube videos and environmental recordings of daily events; the overall SNR is between 0dB and 30dB, with an average of 12dB.
Results are reported on three types of test sets, which consist of hand-transcribed anonymized utterances extracted from Google traffic: a set of ∼13K utterances (∼124K words) from the domain of open-ended dictation (denoted, dict); a set of ∼12.9K utterances (∼63K words) from the domain of voicesearch queries (denoted, vs); and a set of ∼12.6K utterances (∼75K words) corresponding to instances of times, dates, etc., where the expected transcript corresponds to the written domain (denoted, numeric) (e.g., the spoken domain utterance "twelve fifty one p m" must be recognized as "12:51 p.m."). Noisy versions of the dictation and voice-search sets are created by artificially adding noise drawn from the same distribution as in training (denoted, noisy-dict, and noisy-vs, respectively).
The input acoustic signal is represented with 80-dimensional log-mel features, computed with a 25ms window, and a 10ms frame-shift. Following previous work [17] , we stack three consecutive frames and present only every third stacked frame as input to the encoder. The same acoustic frontend is used for all experiments described in this work.
All sequence-to-sequence models in this work are trained to directly output grapheme targets; the grapheme inventory includes the 26 lower-case letters a-z, the numerals 0-9, a label representing 'space', and punctuation symbols (e.g., the apostrophe symbol ('), hyphen (-), etc.).
A CTC model is trained to predict graphemes as output targets, as described in Section 2.1. The encoder in this model consists of 5 layers of 700 bidirectional [18] long short-term memory (BLSTM) cells [19] (i.e., 350 cells in the forward and reverse directions in each layer). When trained to convergence, the weights from this encoder are used to initialize the encoders in all other sequence-to-sequence models, since this was found to significantly speed up convergence; thus, all encoders used in the sequence-to-sequence models are identical in size and configuration, although the encoder parameters differ after the models have been trained.
The prediction network used in the RNN transducer models, with and without attention, consists of a single layer of 700 gated recurrent unit (GRU) cells [20] , and the joint network consists of a single feed-forward layer of 700 units with a tanh activation function as described in Section 2.2. The decoder networks in our attention-based models also consist of GRU cells; we compare using either one or two layers of 700 cells in the decoder.
As our baselines, we train state-of-the-art unidirectional and bidirectional CTC models which predict 8,192 CD phonemes. The bidirectional model uses an encoder with the same size and configuration as our other models (i.e., 5 layers of 700 BLSTM cells), and the unidirectional model uses 5 layers of 700 LSTM cells. The baselines are first trained to optimize the CTC-criterion, followed by discriminative sequence training to optimize the state-level minimum Bayes risk (sMBR) criterion [21] . These models are decoded using a pruned, first-pass, 5-gram language model which is subsequently rescored with a large 5-gram language model. These systems use a vocabulary which consists of millions of words, as well as a separate expert-curated pronunciation model.
In contrast, all sequence-to-sequence models examined in this work are directly decoded to extract an output grapheme sequence, without using a separate pronunciation model or an external language model. The RNN transducer and attentionbased models are decoded using a beam-search algorithm [6, 3] , where at most 15 highest scoring candidates are retained at every step during decoding; however, performance is not found to be sensitive to the choice of beam size. For RNN transducer Table 1 : WERs (%) on various test sets for the models compared in this work. The attention-based model with two decoder layers is the single best sequence-to-sequence model. models, candidates are pruned after processing the t-th acoustic frame (frame-synchronous decoding), whereas for the attentionbased models, candidates are pruned after producing the u-th output symbol from the decoder network (label-synchronous decoding). For the attention-based models, in order to prevent the model from outputting very short utterances, the next label prediction process is only allowed to terminate if the model outputs an eos label whose probability is above a threshold. All models are trained using asynchronous stochastic gradient descent [22] with learning rate decay, and are implemented in TensorFlow [23] .
Results
Our results are presented in Table 1 . As expected, the CTC grapheme-based system, which is decoded without a language model, performs significantly worse than the baseline systems. The RNN transducer, which combines the acoustic modeling component of the grapheme CTC system with a graphemebased LM, significantly improves performance across all test sets. Similarly, if we compare the performance of the RNN transducer model against the RNN transducer augmented with attention, we observe that the model with attention obtains a small but consistent improvement across all test sets.
Comparing the performance of the two attention-based systems, we note that increasing the number of layers in the decoder network improves performance between 3.3%-7.0% across the various test sets, suggesting that depth in both the encoder and the decoder networks is beneficial for attention-based models.
A comparison of the various sequence-to-sequence models against each other also reveals some interesting conclusions. First, we note that the performance of all sequence-to-sequence systems (other than the grapheme CTC system) on both clean and noisy dictation test sets is comparable with the strong unidirectional baseline system. It is also interesting to note that the RNN transducer systems as well as the attention-based systems significantly outperform the baseline on the numeric test set by a large margin. The "numeric" test set is particularly challenging since the mapping from the spoken to the written form often depends on context: e.g., "twelve fifty two p m" must be normalized to "12:52 p.m.", but "twelve fifty two main street" should be normalized to "1252 main street"). In particular, we note that switching from a unidirectional to a bidirectional acoustic model in the baseline did not improve performance on the numeric test set, although it resulted in a 13-20% improvement across the other test sets. We hypothesize that the ability to examine the input acoustics in addition to the previous sequence of predicted tokens is particularly helpful on this test set. This hypothesis is further supported by the fact that both attention-based systems significantly outperform the RNN transducer on this test set. However, examining the performance of these models on the voice-search test sets reveals that these systems are 13-35% worse than the baseline in this case (although we note that the gap is significantly less than has been reported in previous work, when decoding without an LM [6, 11] ). We briefly analyze the nature of these errors in Section 4.1.
When all of the sequence-to-sequence modeling approaches are compared head-to-head, and trained with identical data and initialization, we find that the attention-based model with two decoder layers is the single best system, achieving significant improvements over the other sequence-to-sequence models on the voice-search and numeric test sets.
Error Analysis
Sequence-to-sequence models show the promise of being capable of end-to-end speech recognition. However, as indicated by the results presented in Table 1 , these models are unable to match the performance of traditional state-of-the-art systems on harder tasks such as voice-search. A brief analysis of the errors made by the sequence-to-sequence systems on the voicesearch test sets suggest that many of the errors are due to the absence of large language models. The language models used in typical ASR systems are trained on vast amounts of text data, which are more easily obtained than transcribed acoustic data. A particular example demonstrates this: the query who wrote tortoise and the hare is recognized by the sequenceto-sequence models as who wrote tortoise and the hair. Although hair is acoustically confusable with hare, the language model in a traditional ASR system enables the model to successfully pick hare in this context.
We also find that the sequence-to-sequence models struggle with recognition of proper nouns, such as the names of places and entities, which are common in voice-search utterances. For example, the models recognize the query keuka lake (a lake in the U.S. state of New York; pronounced /"kju:k@/) as cuca lake, which is incorrect. These examples suggests that the incorporation of a stronger language model is vital in order for such sequence-to-sequence models to achieve state-of-the-art performance. We hope to explore this in future work.
Conclusions
In this work, we compared a number of sequence-to-sequence modeling approaches on an LVCSR task. In experimental evaluations, we find that the RNN transducer, attention-based models and a novel RNN transducer augmented with attention are comparable in performance to a strong state-of-the-art baseline on a dictation test set, even when evaluated without the use of an external pronunciation or language model. On voice-search test sets, however, we find that these models are still outperformed by the baseline by a large margin. Finally, we find that the sequence-to-sequence models, particularly the attention-based models, significantly outperform the baseline on the test set of numeric entities, which require the model to map utterances from the spoken to the written domain.
