We study a M/M/1 queue in a multi-phase random environment, where the system occasionally suffers a disastrous failure, causing all present jobs to be lost. The system then moves to a repair phase. As soon as the system is repaired, it moves to phase i with probability q i ≥ 0.
Introduction
The M/M/1 queue in random environment, where the underlying environment is a n-phase continuous-time Markov chain (MC), has been studied intensively by various authors (see e.g. early works by Yechiali and Naor [3] and by Neuts [2] , and a recent work by Gupta et al [1] ). In the present work we further consider such a system, but one that suffers random disastrous failures (catastrophes). When occurs, a failure causes all present jobs to be cleared (flushed) out of the system and lost (see also [4] ). The system itself then moves to a repair phase (phase 0) that its duration is exponentially distributed. Being repaired, the system moves to an operative phase i ≥ 1 with probability q i ≥ 0, where n i=1 q i = 1. Such a model may represent a manufacturing process operating in randomly changing environment where a severe failure causes all units in process to be discarded. The model can also represent a dynamically changing road traffic evolution when an incident (such as an accident or a broken traffic light) requires that all present vehicles be directed to another roadway. Two methods of analysis are used: (i) via probability generating functions and (ii) via matrix geometric approach. We calculate the fraction of time the system resides in phase i and obtain explicit expressions for the boundary probabilities of the system residing in phase i and having no jobs present. Performance measures such as mean queue sizes, mean sojourn times and mean number of customers lost per unit time are calculated, and two special cases are further investigated.
The model
Consider a M/M/1 type queue operating in a special 'random environment' as follows. The underlying environment is an (n+1)-dimensional continuous-time Markov chain, with phases i = 0, 1, 2, . . . , n, governed by the matrix [q] of transition probabilities:
When in operative phase i ≥ 1 the system acts as an M (λ i )/M (µ i )/1 queue, with Poisson arrival rate λ i ≥ 0 and service rate µ i ≥ 0. The duration of time the system resides in phase i is an exponentially distributed random variable with mean 1/η i , i = 1, 2, . . . , n.
Furthermore, when in operative phase i ≥ 1, the system suffers occasionally a disastrous failure (catastrophe), causing it to move to a 'failure' phase, denoted by i = 0. A disaster causes all present customers (jobs) to be cleared (flushed) out of the system. When in the failure phase i = 0, the system undergoes a repair process, having exponentially distributed duration with mean 1/η 0 . The arrival process continues with rate λ 0 ≥ 0 but no service is rendered, i.e. µ 0 = 0. When the system is repaired, it jumps from the failure phase to some operative phase i ≥ 1 with probability q i ≥ 0, n i=1 q i = 1. That is, there are no direct moves from phase i ≥ 1 to phase j ≥ 1: in each 'active' phase the system stays until a breakdown occurs, which sends it to phase 0. Only then, after a repair duration, the system can move back to one of the operating phases i = 1, 2, . . . , n.
A stochastic process {U (t), X(t)} describes the system's state at time t as follows: U (t) denotes the phase in which the system operates at time t, while X(t) counts the number of customers present in the system at that time. The system is said to be in state (i, m) if it is in phase i, and there are m customers in the system. Accordingly, let p im be the steady-state probability of the system in state (i, m). That is, Figure 1 below depicts a transition-rate diagram of the above queueing system (see Note below). The system's steady-state balance equations are given as follows:
For the failure phase i = 0, while m = 0,
and while m ≥ 1,
For i = 1, 2, . . . , n and m = 0,
and when m ≥ 1,
From (1) and (2) we get that
implying that
where
The limit probabilities of the underlying Markov chain Q, π j = P (U (t) = j), satisfy
π j , and π j = π 0 q j for j ≥ 1. Therefore π 0 = 1 2 , and π j = q j 2 for j ≥ 1.
(Intuitively, π 0 = 1 2 since the MC constantly alternates between phase i = 0 and one of the other phases j ≥ 1, and thus visits phase 0 half of the times). Hence, the proportion of time the system resides in phase i is given by
From (7) it follows that
Now, given p 0 , p 00 is calculated from (6) and all p 0m , for m ≥ 0, are explicitly determined by (5). Also, the conditional mean queue size in phase 0 is
Generating functions
Define a set of (partial) probability generating functions (PGF):
For i = 0, using equations (1) and (2), we get
Writing G i (1) = p i and setting z = 1 in (11) we have
Equation (12) reflects the fact that, when failure occurs in some phase i ≥ 1, the system always moves to phase i = 0.
Alternatively, using (5),
Substituting p 00 (λ 0 + η 0 ) = η 0 p 0 from (6) and using (12) we have
which brings us again to equation (11).
For i ≥ 1, using (3) and (4) we get
That is,
Define
Then, the set of n + 1 linear equations in the (n + 1) unknown PGFs G i (z) can be written as
where H(z) is a (n + 1)-dimensional square matrix given by
and where the vectors g(z) and b(z) are given by
In fact, equation (16) can be solved directly, using equation (7):
In order to complete the calculation of G i (z) we need to evaluate the n 'boundary' proba-
Applying Cramer's rule we can write
where |H| is the determinant of the matrix H, and H i (z) is the matrix obtained from H(z)
by replacing the i-th column with the vector b(z). Clearly,
|H ( Proof:
Thus, for each i ≥ 1, there exists exactly one root 0 < z i < 1 such that f i (z i ) = 0. Therefore, from (19), there are exactly n distinct roots in (0, 1), for |H(z)| = 0.
The root z i ∈ (0, 1) is given by
It turns out that z i represents the Laplace-Stieltjes Transform (LST), evaluated at point η i , of the busy period in a M/M/1 queue with arrival rate λ i and service rate µ i .
Considering an arbitrary root z j , equation (18) yields
From (18) it follows that, for every z j and 1 ≤ i, k ≤ n
Hence, equation (20) gives only one independent equation for each z j . Thus, the n equations for p i0 , i = 1, 2, . . . , n are obtained from
Using (12), the polynomial |H i (z i )| is given by
Therefore, |H i (z i )| = 0 yields an explicit solution for p i0 , namely,
Finally, with p i0 given in (22), each PGF G i (z) is completely determined by (17), and any probability p im can be calculated.
Matrix geometric
Another approach to analyze our system is by using Neuts' [2] Matrix Geometric approach.
Specifically, the continuous-time Markov chain underlying the queueing process has the fol-
The steady state probability vector P = (P 0 , P 1 , . . . ) of Q, with P m = (p 0m , p 1m , . . . , p nm ) being a 1 × (n + 1) vector, has a matrix geometric form
where the (n + 1) × (n + 1) matrix R is the smallest nonnegative solution (see [2] ) of
Due to the structures of the matrices A 0 , A 1 and A 2 , it follows from equation (24) that R has the following form
Thus, from (24) and (25), the nonzero entries of R can be written as
Note that r i is connected to the root z i from section 4, via the relation
and it defines the LST of the busy period in a M/M/1 queue with arrival rate µ i and service rate λ i , evaluated at point η i .
In order to compute P 0 we use the matrix G satisfying RA 2 = A 0 G. G is the smallest nonnegative solution (see [2] ) to
The matrix G has the same structure as R and therefore we have
g i represents the probability of starting in state (i, 1) and returning to state (i, 0) with no disaster, while g 0i represents the same probability starting in state (0, 1). Also, the mean time spent in state (0, 0) between two consecutive disasters is 1
, and in state (i, 0)
Hence, P 0 is proportional to the vector
).
The normalizing factor p 00 is given by equation (6). All other probability vectors P m can now be calculated via (23).
6 Mean queue sizes
mp im , i = 0, 1, . . . , n. Then, taking derivatives of (11) and (13) at z = 1, we obtain (using (6) and (7))
(indeed, equation (27) coincides with equation (9)), and
This leads to
From (29), the total number of customers in the system is given by
(30)
Number of customers cleared
Consider the following performance measure: let R be the number of customers cleared from the system per unit time. Then
The fraction of customers receiving full service is therefore
Sojourn Times
Let W im be the sojourn time of a customer that arrives to the system when it is in state (i, m). In a FCFS regime, future arrivals do not affect the sojourn time of a waiting customer.
Hence,
where W im = 0 for m < 0. Thus,
This leads to Thus, let
so that
Therefore,
Define E[W ] as the mean sojourn time of an arbitrary customer. Then,
9 A special case: one operative phase A special case of the general model introduced in section 2 is when n = 1. That is, there is only one active phase and one failure phase. We consider the homogeneous case where the arrival rates are λ 0 = λ 1 = λ. Clearly, since n = 1, q 1 = 1. This model is a special case of Yechiali [4] where an M/M/1 system with breakdowns and customers' impatience is studied.
Assuming in [4] that ξ = 0, the two models coincide.
The steady-state balance equations are:
The limit probabilities in (7) are translated to
The generating functions given in (11) and (14) are
From equations (6) and (34) we get that
Using the generating functions and equation (22) 
where z 1 is the root of f 1 (z), as discussed in section 4.
Differentiating (34) at z = 1 we get
and
Equation (37) equates the mean rate of arrivals to phase 0, λp 0 , to the mean rate of depar-
Using equations (12) and (37), equation (39) can be written as
Again, equation (40) equates the rates of inflow and outflow in phase 1. In fact,
the expected number of customers cleared from the system per unit time (see Section 7).
Another special case of the general n-phase model of section 2 is when the arrival process stops whenever the system is down. That is, λ 0 = 0, implying that p 0m = 0, ∀m > 0. Using the steady-state balance equation (1) we get, for i = 0,
Equation (3) remains unchanged, but for i ≥ 1 and m ≥ 1, (4) is replaced by
The set of probabilities p i is unchanged and is given by (7).
From (11) and (14) the set of PGFs is given by, for i = 0,
and, for i ≥ 1, where now H(z) = diag(f 0 (z), f 1 (z), . . . , f n (z)), and the vectors g(z) and b(z) are given by g(z) = (G 0 (z), G 1 (z), . . . , G n (z)) T , b(z) = (η 0 p 00 , µ 1 p 10 (z − 1) + η 0 q 1 p 00 z, . . . , µ n p n0 (z − 1) + η 0 q n p 00 z)
T
The equivalent of (17) is
[µ i (z − 1)p i0 + η 0 q i p 00 z] i ≥ 1.
Differentiating (44) leads to
Since in this case p 0 = p 00 , we have that (see equation (8)) η i p i = η 0 q i p 00 .
Substituting this relation in (46) yields
which, again, equates the inflow and outflow rates in phase i.
Conclusion
We've considered an extended version of the M/M/1 queue in a n-phase Markovian random environment to include a failure phase causing, when occurs, all customers present in the system to be lost. We used two methods of analysis: (i) via probability generating functions and (ii) via matrix geometric approach, and calculated mean queue sizes, mean (conditional and unconditional) waiting times, and fraction of customers lost. Two special cases were further investigated.
