A central drawback of primal-dual interior point methods for semide nite programs is their lack of ability to exploit problem structure in cost and coe cient matrices. This restricts applicability to problems of small dimension. Typically semide nite relaxations arising in combinatorial applications have sparse and well structured cost and coe cient matrices of huge order. We present a method that allows to compute acceptable approximations to the optimal solution of large problems within reasonable time.
Introduction
The development of interior point methods for semide nite programming 19, 29, 1, 41] has increased interest into semide nite modeling techniques in several elds such as control theory, eigenvalue optimization, and combinatorial optimization. In fact, interior point methods proved to be very useful and reliable solution methods for semide nite programs of moderate size. However, if the problem is de ned over large matrix variables or a huge number of constraints interior point methods grow terribly slow and consume huge amounts of memory. The most e cient methods of today 15, 22, 2, 30, 40, 27] are primal-dual methods that require, in each iteration of the interior point method, the factorization of a dense matrix of order equal to the number of constraints and one to three factorizations of the positive semide nite matrix variables within the line search. For a typical workstation this restricts the number of constraints to 2000 and the size of the matrix variables to 500 if reasonable performance is required. For larger problems time and memory requirements are prohibitive. It is important to realize that either the primal or the dual matrix is Konrad-Zuse-Zentrum f ur Informationstechnik Berlin, Takustra e 7, 14195 Berlin, Germany.
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rendl@opt.math.tu-graz.ac.at generically dense even if cost and coe cient matrices are very sparse. Very recently, a pure dual approach was proposed in 5] which o ers some possibilities to exploit sparsity. It is too early to judge the potential of this method.
In combinatorial optimization semide nite relaxations where introduced in 25] . At that time they were mainly considered a theoretical tool for obtaining strong bounds 12, 26, 36] . With the development of interior point methods hopes soared high that these relaxations could be of practical value. Within short time several approximation algorithms relying on semide nite programming were published, one of the most prominent being 9]. On the implementational side 16, 14, 13] cutting plane approaches for semide nite relaxations of constrained quadratic 0-1 programming problems proved to yield solutions of high quality. However, as mentioned above, they were very expensive to compute even for problems of small size (a few hundred 0-1 variables). Problems arising in practical applications (starting with a few thousand 0-1 variables) were out of reach. We believe that the method proposed in this paper will open the door to problems of this size.
Although combinatorial applications are our primary concern we stress that the method is not restricted to this kind of problems. In fact it will be a useful alternative to interior point methods whenever the number of constraints or the order of the matrices is quite large.
We transform a standard dual semide nite program into an eigenvalue optimization problem by reformulating the semide nite constraint as a non-negativity constraint on the minimal eigenvalue of the slack matrix variable and lifting this constraint into the cost function by means of a Lagrange multiplier. The correct value of the Lagrange multiplier is known in advance if the primal feasible matrices have constant trace. (This is the case for the combinatorial applications we have in mind.)
In this paper we develop a bundle method for solving the problem of minimizing the maximal eigenvalue of an a ne matrix function with an additional linear objective term. These functions are well known to be convex and non-smooth. A very general method for optimizing non-smooth convex functions is the bundle method, see e.g. 20, 17, 18, 37] . In each step the function value and a subgradient of the function is computed for some speci c point. By means of the collected subgradients a local cutting plane model of the function is formed. The minimizer of the cutting plane model augmented by a regularization term yields the new point. In the case of eigenvalue optimization the subgradient is formed by means of an eigenvector to the maximal eigenvalue. Extremal eigenvalues and associated eigenvectors of large symmetric matrices can be computed e ciently by Lanczos methods (see e.g. 10]). Lanczos methods need a subroutine that computes the product of the matrix with a vector. This allows to exploit any kind of structure present in the matrix.
The cutting plane model used in the bundle algorithm can be interpreted as being formed by a restricted set of "-subgradients of the function in the current point. We will see that the "-subdi erential of eigenvalue problems has the form of the feasible set of a semide nite program. This suggests to use, instead of the traditional polyhedral cutting plane model, a semide nite cutting plane model that is formed by restricting the feasible set of "-subgradients to an appropriate face of the semide nite cone. This specialization of the cutting plane model is the main contribution of the paper. The semide nite bundle approach allows for an intriguing interpretation in terms of the original semide nite program. The cutting plane model requires that the dual slack matrix of the semide nite program is positive semide nite with respect to a subspace of vectors. In general the optimal solution of the relaxed semide nite problem will produce an inde nite dual slack matrix. The negative eigenvalues and corresponding eigenvectors of the slack matrix are used to update the subspace and the process is iterated.
This process trivially provides the optimal solution if the subspace grows to the full space. However, we show that during the algorithm generically the dimension of the subspace is bounded by (roughly) the square root of the number of constraints. If this is still considered too large the introduction of an aggregate subgradient guarantees convergence even in case of one-dimensional subspaces.
In contrast to`classical' algorithms 7, 32, 31] for eigenvalue optimization our method does not require the knowledge of the correct multiplicity of the maximal eigenvalue in the optimal solution. On the other hand 32, 31] show that their algorithms are quadratically convergent in the limit. A similar property cannot be expected to hold for our algorithm since it is a rst order method only. In principle convergence follows from the traditional approach (see e.g. 20]) but we include a proof for completeness. We also present a primal-dual interior point code for solving the quadratic semide nite programming problems associated with the semide nite cutting plane models and discuss e ciency aspects. The properties of the algorithm are illustrated on several combinatorial examples.
In Section 2 some basic properties of semide nite programs are stated. In Section 3 we transform semide nite programs into eigenvalue optimization problems and derive their "-subdi erential. Section 4 introduces the bundle method. The algorithm and the proof of convergence is given in Section 5. The quadratic semide nite subproblems arising in the bundle method can be solved by interior point methods as explained in Section 6. Section 7 gives an outline of the implementation and brie y discusses the computation of the maximal eigenvalue and an associated eigenvector. Numerical examples on combinatorial problems are presented in Section 8. We conclude the paper with a summary and possible extensions and improvements in Section 9. For the convenience of the reader an appendix explaining the notation and the symmetric Kronecker product is included at the end of the paper.
Semide nite Programs
We denote the set of symmetric matrices of order n by S n which we regard as a space isomorphic to R ( n+1 2 ) . The subset of positive semide nite matrices S + n is a full-dimensional, non-polyhedral convex cone in S n and de nes a partial order on where P 2 M n;r is a xed matrix for each F and can be assumed to have orthonormal columns. All possible eigenvectors to non-zero eigenvalues of matrices in F are contained in the subspace spanned by the columns of P.
Consider the standard primal-dual pair of semide nite programs, A : S n ! R m is a linear operator and A T : R m ! S n is its adjoint operator, i.e. it satis es hA(X); yi = X; A T (y) for all X 2 S n and y 2 R m . They are of the form A(X) = with A i 2 S n , i = 1; : : : ; m. C 2 S n is the cost matrix, b 2 R m the right-handside vector. (We assume tacitly some constraint quali cation to hold, so that these problems satisfy strong duality.)
For any optimal solution X of (P) and any optimal solution (y ; Z ) of (D) we have X Z = 0:
(1) Thus X and Z are simultaneously diagonalizable by some orthonormal matrix P, X = P X P T and Z = P Z P T with X Z = 0.
Pataki proved in 33] that for matrices X contained in a k-dimensional face of the primal feasible set the rank r is bounded by r + 1 2 m + k:
There is always an optimal solution in a 0-dimensional face of the primal feasible set, thus there is always an optimal solution X having rank r bounded by ? r+1 2 m.
Usually the rank is even smaller, see 3]. It is also proved in 3] that in general the optimal solution is unique and therefore, in general, the rank of X satis es the bound.
Eigenvalue Optimization
We reformulate the dual as an eigenvalue optimization problem by modeling the constraint Z 0 as max (?Z) 0. By (1) any optimal Z is singular unless X = 0 is primal optimal. To exclude this case we assume that X = 0 is not an optimal solution of (P). Under this assumption, the correct multiplier a is a 0 , the trace of any feasible X.
To see this, observe that I = A T ( ) with 0 6 = 2 R m and let a = T b. Therefore adding to the dual variables y shifts the eigenvalues of Z by and changes the cost function by a . This proves the claim.
The eigenvalue problem (E) is a convex, non-smooth optimization problem. It is well studied in the literature but we will repeat the most important concepts to keep the paper self-contained. To this end we rst study the function g(X) = max (X): g(X) is di erentiable if and only if the maximal eigenvalue has multiplicity one.
When optimizing eigenvalue functions, the optimum is generically attained at matrices whose maximal eigenvalue has multiplicity larger than one. In this case one has to consider the subdi erential of g at X, @g(X) = fW 0 : hW; Xi = max (X); tr(W ) = 1g (see e.g. 32]). In particular, for any v 2 R n belonging to the eigenspace of the maximal eigenvalue of X, W = vv T is contained in the subdi erential of g at X.
If, in an optimization problem, zero is contained in the subdi erential then the current point is optimal. However, the subdi erential provides only local informa- The set of all "-subgradients at X is the "-subdi erential at X and is denoted by @ " f(X The statement now follows from the de nition of the "-subdi erential.
The Bundle Method
In this section we develop a new method for minimizing f(y) = a max (C ?A T (y))+ b T y. We use two classical ingredients, the proximal point idea, and the bundle concept. The new contribution lies in the way that we derive the new iterate from the`bundle' of subgradient information collected from previous iterates. (2) Up to now we have used only the local information from the current pointŷ. In the general situation we have available a`bundle' of vectors also from previous iterates. We collect all`interesting' vectors in a matrix and denote by P an orthonormal basis of its span. We discuss below in detail, how we identify interesting vectors. The main point at the moment is the fact that instead of optimizing over all positive semide nite matrices W, we constrain ourselves to a small subface.
To keep the dimension of the subface indeed small, we aggregate some information from previous iterates into a single matrix, once the number of columns of P exceeds some limit. This aggregation is the nal ingredient of our approach. The aggregate subgradient can be thought of as arising from a general positive semide nite matrix Problem (2) The rst equality follows from interchanging min and max, using strong duality for this problem, and using rst order optimality for the inner minimization with
The nal problem is a semide nite program with (concave) quadratic cost function. We will discuss in Section 6 how problems of this kind can be solved e ciently. All the ingredients for the update have now been presented, so we summarize the main steps of one iteration. To be consistent with the notation of the algorithm given in Section 5, let us denote by x k what was calledŷ so far. The algorithm may have to compute several trial points y k+1 , y k+2 , : : : while keeping the same x k = x k+1 = : : : if progress is not considered satisfactory. For each y k+1 the function is evaluated and a subgradient (eigenvector) is computed. This information is added to c W k to form an improved model c W k+1 . Therefore, we assume that the current bundle' P k = P contains an eigenvector of 1 (C ? A T (y k )) in its span (y k may or may not be equal to x k ). Other than that, P need only satisfy P T P = I r : The local minorant of f at x k is denoted byf k :
Here c W k represents the current approximation to the "-subdi erential, see (3).
It will be convenient to introduce also the regularized version off k : Expressing 
We summarize some easy facts, which will be used in the convergence analysis of the following section. f k (y k+1 ) f k (y) 8y; since y k+1 is minimizer of f k . Because f k (x k ) =f k (x k ) andf k minorizes f we obtain f k (y k+1 ) f k (x k ) f(x k ): Using the Taylor series expansion of f k around y k+1 and the optimality condition (4) it follows easily that f k (y) = f k (y k+1 ) + u 2 ky ? y k+1 k 2 : (8) Finally, we explain in detail, how and V are used to update P k and W k to start a new iteration.
Let Q Q T be an eigenvalue decomposition of V . Then the`important' part of the spectrum of W is spanned by the eigenvectors associated with the`large' eigenvalues of V . Thus the eigenvectors of Q are split into two parts Q = Q 1 Q 2 ] (with corresponding spectra 1 and 2 ), Q 1 containing as columns the eigenvectors associated to`large' eigenvalues of V and Q 2 containing the remaining columns. Now the next P k+1 is computed to contain P k Q 1 and the next aggregate matrix is de ned to be
By this strategy it is easy to provide enough space in P k+1 for new vectors to improve the current model. In particular at least one eigenvector to the maximal eigenvalue of C ? A T (y k+1 ) has to be added to P k+1 .
By construction W is contained in c W k+1 . Therefore the local model for the next iteration will satisfy f k+1 (y) f k (y) 8y: (10) 5 Algorithm and Convergence Analysis
In the previous section we focused on the question of doing one iteration of the bundle method. Now we provide a formal description of the method and point out that except for the choice of the bundle, the nature of the subproblem, and some minor changes in parameters the algorithm and its proof are identical to the algorithm of Kiwiel (11) is violated for all k K, then lim k!1f k (y k+1 ) = f(x K ) and 0 2 @f(x K ). Proof. For convenience we set x = x K = x K+1 = : : :. Using the relations (8), (10) and (7), we obtain for all k K f k (y k+1 ) + u 2 y k+2 ? y k+1 2 = f k (y k+2 ) f k+1 (y k+2 ) f k+1 (x k+1 ) f(x):
Therefore the f k (y k+1 ) converge to some f f(x) and the y k converge to some The convergence of the f k (y k+1 ) and the y k and the fact that the gradient is locally bounded imply that the last term goes to zero for k ! 1. Since (11) is violated for all k > K, for all > 0 there is an M 2 N such that for all k > M f(y k+1 ) ? f k (y k+1 ) f(x):
and, since (11) is violated for all k > K
Thus the sequences f(y k+1 ) andf k (y k+1 ) both converge to f(x). y k+1 is the minimizer of the regularized function f k . On the one hand this implies that y k+1 ! x. On the other hand 0 must be contained in the subgradient @f k (y k+1 ) = @f k (y k+1 ) + u(y k+1 ? x), see (4) . Therefore there is a sequence h k 2 @f k (y k+1 ) of subgradients converging to zero. Thef k minorize f, thef k (y k+1 ) converge to f(x) and the y k+1 converge to x, hence zero must be contained in @f(x).
We may concentrate on serious steps in the following. In order to simplify notation we will speak of x k as the sequence generated by serious steps with all duplicates eliminated. By f k (and the correspondingf k ) we will refer to the function whose minimization gives rise to x k+1 .
If the algorithm stops after a nite number of iterations it is not di cult to verify that the last x k is indeed optimal. In case there is an in nite number of serious steps and f(x k ) diverges to minus in nity, then by the local boundedness of the gradients the x k will diverge, as well, and there is nothing to show. Consider therefore the case of an in nite number of serious steps satisfying f(x k ) > f(x) for some xedx 2 R m and all k: (12) Lemma 
For any k > K, a recursive application of the bound above yields
By (11) the progress of the algorithm in each serious step is at least m L (f(x k ) ?
f k (x k+1 )) and together with (12) we obtain
Therefore the sequence of the x k remains bounded and has an accumulation point x. By replacingx by x in (13) and choosing K su ciently large, the remaining sum can be made smaller than an arbitrary small > 0, thus proving the convergence of the x k to x. As the x k+1 converge to x the p k+1 converge to zero by (4), and since the sequence (f(x k ) ?f k (x k+1 )) has to converge to zero as well, we conclude that 0 2 @f( x), i.e., x is a minimizer of f. Remark 5.4 We have just seen that the bundle algorithm converges, even if P contains only one column. In this case the use of the aggregate subgradient is crucial. To achieve convergence of the bundle algorithm without aggregate subgradients, it su ces to store in P only the subspace spanning the eigenvectors corresponding to non-zero eigenvalues of an optimal solution W of (2). Is there a reasonable upper bound on the number of columns we will need?
By the uniqueness of d it follows from (4) that for all optimal solutions W of (2) b = A(W ) must be constant. All optimal solutions of (2) are also optimal solutions of the following semide nite program (here we do not require the identity Thus, independent of the rank of P, we can always nd an optimal solution W to (2) whose rank r is bounded by ? r+1 2 m + 1 (and, of course, by n). Therefore the maximal number of columns one has to provide to achieve convergence of the bundle method without aggregation is r with ? r+1 2 m+1 plus the number of eigenvectors to be added in each iteration (this is at least one).
Solving the Subproblem
In this section we concentrate on how the minimizer of f k can be computed eciently. We have already seen in Section 4 that this task is equivalent to solving the quadratic semide nite program (2) or (5). Problems of this kind can be solved by interior point methods, see e.g. 8, 22] . In practice it is useful to implement separate solvers for (2) and (5). Here, we will explain the algorithm for (5) 
s I = svec(I)
At this point it is advisable to spend some thought on W. The algorithm is designed for very large and sparse cost matrices C. W is of the same size as C. Initially it might be possible to exploit the low rank structure of W for e cient representations, but as the algorithm proceeds, the rank of W grows inevitably. Thus it is impossible to store all the information of W. However, as we can see in (15) =3) and it is not possible to do much better since Q 11 has to be inverted at some point.
Because of the strong dominance of the factorization it pays to employ a predictor corrector approach, but we will not delve into this here. and iterate. We stop if (hU; V i + )=(r + 1) < 10 ?7 .
7 Implementation
In our implementation of the algorithm we largely follow the rules outlined in 20].
In particular u is adapted during the algorithm. The rst guess for u is equal to the norm of the rst subgradient determined by v 0 . The scheme for adapting u 2 is also the order of the system matrix in (20) and is usually considerably smaller than the size of the system matrix in traditional interior point codes for semide nite programming which is of order m. Furthermore the order of the matrix variables is r as compared to n for traditional interior point codes. Thus if the number of constraints m is roughly of the same size as n and a matrix of order m is still considered factorizable then running the algorithm without bounding the number of columns of P may turn out to be considerably faster than running an interior point method. This can be observed in practice, see Section 8.
For huge n and m primal-dual interior point methods are not applicable any more, because X, Z ?1 , and the system matrix are dense. In this case the proposed bundle approach allows to apply the powerful interior point approach at least on an important subspace of the problem. The correct identi cation of the relevant subspace in V is facilitated by the availability of the complementary variable U . U helps to discern between the small eigenvalues of V (because of the interior point approach we have V 0!). Eigenvectors v of V that are of no importance for the optimal solution of the subproblem will have a large value v T U v, whereas eigenvectors, that are ambiguous, will have both, a small eigenvalue v T V v and a small value v T U v.
In practice we restrict the number of columns of P to 25 and provide room for at least ve new vectors in each iteration (see below). Eigenvectors v that correspond to small but important eigenvalues of V ( < 10 ?3 max (V ) and > 10 ?2 v T U v) are added to W, the smallest important eigenvectors ( > 10 ?3 max (V )) are added to W only if more room is needed for new vectors.
For large m the computation of (15) to (19) is quite involved. A central object appearing in all constants is the projection of the constraint A i on the space spanned by P, P T A i P. Since the A i are of the same size as X which we assume to be huge, it is important to exploit whatever structure is present in A i to compute this projection e ciently. In combinatorial applications the A i are of the form vv T with v sparse and the projection can be computed e ciently. In the projection step and in particular in forming Q 11 the size of r is again of strong in uence. If we neglect the computation of svec(P T A i P), the computation of Q 11 still requires 2m ? ( r+1 2 )+1 2 ops. Indeed, if m is large then for small r the construction of Q 11 takes longer than solving the associated quadratic semide nite program.
The large computational costs involved in the construction and solution of the semide nite subproblems may lead to the conviction that this model may not be worth the trouble. However, the evaluation of the eigenvalue-function is in fact much more expensive. There has been considerable work on computing eigenvalues of huge, sparse matrices, see e.g. 10] and the references therein. For extremal eigenvalues there seems to be a general consensus, that Lanczos type methods work best. Iterative methods run into di culties if the eigenvalues are not well separated.
In our context it is to be expected that in the course of the algorithm the r largest eigenvalues will get closer and closer till all of them are identical in the optimum. For reasonable convergence block Lanczos algorithms with blocksize corresponding to the largest multiplicity of the eigenvalues have to be employed. During the rst ten iterations the largest eigenvalue is usually well separated and the algorithm is fast. But soon the eigenvalues start to cluster, larger and larger blocksizes have to be used, and the eigenvalue problem gets more and more di cult to solve. In order to reduce the number of evaluations it seems worth to employ powerful methods in the cutting plane model. The increase in computation time required to solve the subproblem goes hand in hand with the di culty of the eigenvalue problem because of the correspondence of the rank of P and the number of clustered eigenvalues.
Iterative methods for computing maximal eigenvectors generically o er approximate eigenvectors to several other large eigenvalues, as well. The space spanned by these approximate eigenvectors is likely to be a good approximation of the nal optimal eigenspace. If the maximal number of columns for P is not yet attained it may be worth to include several of these approximate eigenvectors as well.
In our algorithm we use a block Lanczos code of our own that is based on a Fortran code of Hua (we guess that this is Hua Dai of 43]). It works with complete orthogonalization and employs Chebyshev iterations for acceleration. The choice of the blocksize is based on the approximate eigenvalues produced by previous evaluations but is at most 30. Four block Lanczos steps are followed by twenty Chebyshev iterations. This scheme is repeated till the maximal eigenvalue is found to the required relative precision. The relative precision depends on the distance of the maximal to the second largest eigenvalue but is bounded by 10 ?6 . As starting vectors we use the complete block of eigenvectors and Lanczos-vectors from the previous evaluation.
Combinatorial Applications
The combinatorial problem we investigate is quadratic programming in f?1; 1g variables, (MC) max x T Cx s.t. x 2 f?1; 1g n :
In the case that C is the Laplace matrix of a (possible weighted) graph the problem is known to be equivalent to the max-cut problem.
The standard semide nite relaxation is derived by observing that x T Cx = C; xx T . For all f?1; 1g n vectors, xx T is a positive semide nite matrix with all diagonal elements equal to one. We relax xx T to X 0 and diag(X) = e and obtain the following primal-dual pair of semide nite programs, One of the rst attempts to approximate (DMC) using eigenvalue optimization is contained in 35] . The authors use the Bundle code from Schramm and Zowe 37] with a limited number of bundle iterations, and so do not solve (DMC) exactly. So far the only practical algorithms for computing the optimal value were primal-dual interior point algorithms. However these are not able to exploit the sparsity of the cost function and have to cope with dense matrices X and Z ?1 . An alternative approach by a combination of the power method with a generic optimization scheme of Plotkin, Shmoys, and Tardos 34] was proposed by 21] but seems to be purely theoretical.
In Table 1 we compare the proposed bundle method to our semide nite code from 14] for graphs on n = m = 800 nodes that were generated by rudy, a machine independent graph generator written by G. Rinaldi. Table 7 contains the command lines specifying the graphs. Graphs G 1 to G 5 are unweighted random graphs with a density of 6% (approx. 19000 edges). G 6 to G 10 are the same graphs with random edge weights from f?1; 1g. G 11 to G 13 are toroidal grids with random edge weights from f?1; 1g (approx. 1200 edges). G 14 to G 17 are unweighted`almost' planar graphs having as edge set the union of two (almost maximal) planar graphs (approx. 4500 edges). G 18 to G 21 are the same almost planar graphs with random edge weights from f?1; 1g. In all cases the cost matrix C is the Laplace matrix of the graph, i.e., let A denote the (weighted) adjacency matrix of G, then
For a description of the semide nite interior point code see 14], the termination criterion requires the gap between primal and dual optimal solution to be closed to a relative accuracy of 5 10 ?6 .
For the bundle algorithm the diagonal of C is removed so that in fact the algorithm works on the matrix C = Diag(diag(A)) ?A. This does not change the problem because the diagonal elements of X are xed to one. The o set e T (Ae?diag(A)) is added to the output only and has no in uence on the algorithm whatsoever, in particular it has no in uence on the stopping criterion. As starting vector y 0 we choose the zero vector. All other parameters are as described in Section 7. All computation times, for the interior point code as well as for the bundle code, refer to the same machine, a Sun sparc Ultra 1 with a Model 140 UltraSPARC CPU and 64 MB RAM. The time measured is the user time and it is given in the format hh : mm : ss, hours:minutes:seconds, leading zeros are dropped.
The rst column of Table 1 identi es the graphs. The second and third refer to the interior point code and contain the optimal objective value produced (these can be regarded as highly accurate solutions) and the computation time. The fourth and fth column give the same numbers for the bundle code.
On these examples the bundle code is superior to the interior point code. Although the examples do belong to the favorable class of instances having small m and relatively large n, the di erence in computation time is astonishing. Note that the termination criterion used in the bundle code is quite accurate, except for G 11 which seems to be a di cult problem for the bundle method. This deviation in accuracy is not caused by cancellations in connection with the o set. The di culty of an example does not seem to depend on the number of nonzeros but rather on the shape of the objective function. For toroidal grid graphs the maximum cut is likely to be not unique, thus the objective function will be rather at. This atness has its e ect on the distribution of the eigenvalues in the optimal solution. Indeed, for G 11 more eigenvalues cluster around the maximal eigenvalue than for the other problems. We illustrate this in Table 3 provides additional information on the performance of the bundle algorithm on the examples of Table 1 . The second column gives the accumulated time spent in the eigenvalue computation, it accounts for roughly 90% of the computation time. serious displays the number of serious steps, iter gives the total number of iterations including both, serious and null steps. kgk is the norm of the subgradient arising from the last optimal W before termination. For G 11 the norm is considerably higher than for all other examples. Since the desired accuracy was not achieved for G 11 by the standard stopping criterion it may be worth to consider an alternative stopping criterion taking into account the norm of the subgradient as well. Column max-r gives the maximal rank of P attained over all iterations. The rank of P would have been bounded by 25, but this bound never came into e ect for any of these examples. Aggregation was not necessary. Observe that the theoretic bound allows for r up to 39, yet the maximal rank is only half this number. The last column gives the time when the objective value was rst within 10 ?3 of the optimum.
For combinatorial applications high accuracy of the optimal solution is of minor importance. An algorithm should deliver a reasonable bound fast and its solution should provide some hint on how a good feasible solution can be constructed. The bundle algorithm o ers both. With respect to computation time the bundle algorithm displays the usual behavior of subgradient algorithms. is very fast, but as the bound approaches the optimum there is a strong tailing o e ect. We illustrate this by giving the objective values and computation times for the serious steps of example G 6 (the diagonal o set is +77 in this example) in Table 4 . After one minute the bound is within 0:1% of the optimum. For the other examples see the last column of Table 3 .
With respect to a primal feasible solution observe that P k V k (P k ) T is an successively better and better approximation to the primal optimal solution X . In case too much information is stored in the aggregate vector A(W k ) (remember that it is not advisable to store W k itself), P k may be enriched with additional Lanczos-vectors from the eigenvalue computation. The solution of this enlarged quadratic semide nite subproblem will be an acceptable approximation of X . It is not necessary to construct the whole matrix X . In fact, the factorized form Table 5 that there is also little hope for the bundle method to terminate within reasonable time. However, the most signi cant progress is achieved in the beginning and for the bundle method memory consumption is not a problem. We run these examples with a time limit of ve hours. More precisely, the algorithm is terminated after the rst serious step that occurs after ve hours of computation time.
The graph instances are of the same type as above. The computational results are displayed in Thus for these examples the restriction to 25 columns became relevant. The computational results of Table 6 demonstrate that the algorithm has its limits. Nonetheless the bounds obtained are still useful and the primal approximation corresponding to the subgradient is a reasonable starting point for primal heuristics.
Conclusions and Extensions
We have proposed a proximal bundle method for solving semide nite programs with large sparse or strongly structured coe cient matrices. The semide nite constraint is lifted into the objective function by means of a Lagrange multiplier a whose correct value is not known in general, except for problems with xed primal trace. In the latter case a is precisely the value of the trace. The approach di ers from previous bundle methods in that the subproblem is tailored for semide nite programming. In fact the whole approach can be interpreted as semide nite programming over subspaces where the subspace is successively corrected and improved till the optimal subspace is identi ed. The set of subgradients modeled by the semide nite subproblem is a superset of the subgradients used in the traditional polyhedral cut- For (constrained) quadratic f?1; 1g-programming the method o ers a good bound within reasonable time and allows to construct an approximate primal optimal solution (of the relaxation) in compact representation. To improve the bound by a cutting plane approach the algorithm must be able to deal with sign constraints on the y-variables. In principle it is not di cult to model the sign constraints in the semide nite subproblem. However, as a consequence the order of the system matrix grows linearly with the number of constraints on y rendering the method impractical even for a moderate number of cutting planes. Alternatively one might consider active set methods but these entail the danger of destroying convergence. Together with K.C. Kiwiel we are currently working on alternative methods for incorporating sign constraints on y.
The backbone of the method is an e cient routine for computing the maximal eigenvalue of huge structured symmetric matrices. Although our own implementation (based on the code of Hua) seems to work su ciently stable there is certainly much room for improvement. A straight forward approach to achieve serious speedups is to implement the algorithm on parallel machines, see for instance 38]. Rather recently interest in the Lanczos method has risen again, see 24, 4, 6, 11, 28] and references therein. Most of these papers are based on the concept of an implicit restart proposed in 39] which is a polynomial acceleration approach that does not require additional matrix vector multiplications. It will be interesting to test these new ideas within the bundle framework.
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