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Compact quotients of Cahen-Wallach spaces
Ines Kath and Martin Olbrich
Abstract
Indecomposable symmetric Lorentzian manifolds of non-constant curvature are
called Cahen-Wallach spaces. Their isometry classes are described by continu-
ous families of real parameters. We derive necessary and sufficient conditions for
the existence of compact quotients of Cahen-Wallach spaces in terms of these pa-
rameters.
Contents
1 Introduction 2
2 Cahen-Wallach spaces 6
2.1 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 The isometry group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Lie groups with a biinvariant Lorentzian metric . . . . . . . . . . . . . . 11
2.4 The canonical fibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Discrete subgroups of the isometry group 13
4 Proper and cocompact actions on Cahen-Wallach spaces 19
5 The real case 24
6 Good subspaces and the imaginary case 31
6.1 Good subspaces and admissible tuples . . . . . . . . . . . . . . . . . . . 31
6.2 Special subspaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
7 The general case 41
7.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
7.2 Special constellations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.3 The main theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
8 Properties of compact quotients and their fundamental groups 65
1
8.1 Structural results for fundamental groups . . . . . . . . . . . . . . . . . 65
8.2 Quotients by groups of transvections . . . . . . . . . . . . . . . . . . . . 68
8.3 Solvmanifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
8.4 Moduli spaces in small dimensions . . . . . . . . . . . . . . . . . . . . . 76
1 Introduction
A Clifford-Klein form of a homogeneous space X = G/H of a Lie group G is the
quotient manifold Γ \X, where Γ ⊂ G is a discrete subgroup of G acting properly and
freely on X. This paper will deal with compact Clifford-Klein forms, which will also
be called compact quotients. The existence or non-existence of compact Clifford-Klein
forms of a given homogenuous space has been the subject of intense study for many
years. If the isotropy subgroup H is compact, then the action of any discrete subgroup
of G onX is proper. Hence the study of compact quotients of X is essentially equivalent
to the study of cocompact lattices of G. On homogeneous spaces with non-compact
stabiliser, the action of a discrete group Γ ⊂ G onX is not automatically proper and the
existence of compact quotients is a far more involved problem. Properly discontinuous
actions, especially those on reductive spaces, were intensely studied for instance by
Benoist and Kobayashi, see, e.g., [Be, Ko1, Ko2, KY]. The homogeneous spaces that
will be considered in the present paper have a non-compact stabiliser and are, moreover,
non-reductive.
Of particular interest is the situation where G preserves some kind of geometry (affine,
conformal, pseudo-Riemannian, etc.) on X. The study of Clifford-Klein forms fits into
the more general concept of geometric structures on manifolds locally modelled on a
homogeneous space X = G/H of a Lie group G. These are called (G,X)-structures.
For a review on what is known on such structures see [G2]. In particular, the existence
of compact manifolds carrying a (G,X)-structure for certain groups G is discussed.
Let us now assume that X is a symmetric space. Riemannian symmetric spaces X have
a compact stabiliser and admit compact Clifford-Klein forms [Bo]. For non-Riemannian
symmetric spaces, in general, the stabiliser is non-compact and it becomes rather dif-
ficult to prove existence or non-existence of compact quotients, see [KY] for a review.
Even for Lorentzian symmetric spaces no complete answer is known. It is the aim of the
paper to shed more light to the existence of compact quotients in this special situation,
i.e., we want to discuss the
Problem: Which Lorentzian symmetric spaces admit compact Clifford-Klein forms?
More exactly, we want to consider Lorentzian symmetric spaces X = G/G+, where G
is the isometry group of X, which can essentially differ from the transvection group of
X. Let us first review what is known for Lorentzian symmetric spaces X of constant
sectional curvature.
For positive sectional curvature the Calabi-Markus phenomenon occurs: Every sub-
group of the isometry group of the de Sitter spacetime S1,n, n ≥ 2, that acts properly
discontinous on S1,n is finite [CM]. Hence compact quotients Γ \ S1,n of the de Sitter
spacetime S1,n do not exist [CM].
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Kulkarni [Ku] proved that compact quotients Γ \ H˜1,n of the universal anti de Sitter
spacetime H˜1,n are odd-dimensional. Moreover, he showed that for each odd dimension
such a quotient exist. He used that the group U(1,m) ⊂ SO(2, 2m) acts isometrically
on H1,2m. This action is transitive and proper. Hence every torsion-free lattice Γ ⊂
U(1,m) defines a compact quotient. Any Lorentzian manifold that is obtained, up
to finite coverings, by this construction is called standard. It is conjectured that in
dimension fuer 2m+ 1 > 5 all quotients of H˜1,2m are standard [Z]. In dimension three
there exist non-standard quotients [Gh, G1].
If Y is a compact quotient of the Minkowski space R1,n, then there is a connected
solvable group U acting isometrically and simply transitively on R1,n and a lattice
Γ ⊂ U such that Y = Γ \ R1,n up to finite coverings [GK].
Besides these spaces, which have a reductive transvection group, there exist many non-
reductive Lorentzian symmetric spaces. These spaces were classified by Cahen and
Wallach [CW]. Each indecomposable Lorentzian symmetric space is either semisimple
or solvable. A non-flat simply-connected indecomposable solvable Lorentzian sym-
metric space X is called Cahen-Wallach space. Any such space is isometric to some
Xp,q(λ, µ) := (R
n, gλ,µ), where
gλ,µ = 2dzdz
′ +
p+q∑
i=1
dx2i +
( p∑
i=1
λ2i x
2
i −
q∑
j=1
µ2jx
2
p+j
)
dz′2
for parameters (λ, µ) ∈ (R∗)p× (R∗)q, n = 2+ p+ q. We will say that X is of real type
if q = 0, of imaginary type if p = 0 and of mixed type if p, q 6= 0. For spaces of real or
imaginary type, we write just Xp,0(λ) and X0,q(µ) instead of Xp,q(λ, µ).
Our aim is to find conditions for the parameters (λ, µ) that are equivalent to the
existence of a compact quotient of X. To our knowledge this question has not been
much studied before. For certain choices of (λ, µ), Cahen and Wallach [CW] claim to
construct examples of compact quotients. However, the action of the discrete subgroups
they consider is not proper, see Remark 4.9.
Before we will start to explain our results we want to recall a proven approach to this
kind of problems. To find compact quotients of a homogeneous space X = G/H one can
try to find a (virtually) connected subgroup U ⊂ G acting properly and cocompactly
(or even transitively) on X and a cocompact lattice Γ in U . For instance, in the
already mentioned paper [Ku], Kulkarni did this for pseudo-Riemannian space forms.
For some homogeneous spaces X = G/H all compact quotients are of this kind. This
observation was one of the key points in the classification of three-dimensional affine
crystallographic groups by Fried and Goldman [FG]. They proved that every subgroup
Γ ⊂ Aff(E), dimE = 3, acting properly discontinuously and cocompactly on E is
virtually solvable. Then, in order to find a suitable group U , they proved the existence
of a syndetic hull for virtually solvable subgroups of GL(n,R). A syndetic hull of a
closed subgroup Γ ⊂ G is defined to be a connected subgroup S of G containing Γ such
that Γ \ S is compact.
For Cahen-Wallach spaces, we will proceed in a similar way. That is, we will show that
Γ is, essentially, a lattice in a certain closed subgroup of G, which, however, now can
have an infinite cyclic component group. Let us state this in a slightly more precise
3
way. The transvection group Gˆ of a Cahen-Wallach space X is isomorphic to a semi-
direct product Hn ⋊ R for some Heisenberg group Hn, and the isometry group of X is
a semi-direct product Gˆ⋊ (K×Z2), where K is compact. We may consider G = Gˆ⋊K
instead of the whole isometry group. In Section 3 we study discrete subgroups of G. We
slightly generalise the setup to groups G = N ⋊ (R×K), where N is simply-connected
nilpotent, K is compact, and R ×K acts by semisimple automorphisms on N . For a
discrete subgroup Γ ⊂ G, let ∆ ⊂ R be the closure of the projection of Γ to the R-factor
of G. We show that Γ is, essentially, a lattice in a subgroup (U ·ψ(∆))×CK ⊂ G, where
ψ : ∆ → G is a section of the projection to R, U ⊂ N is connected and CK ⊂ K is
connected and abelian. This generalises a classical result of Auslander [A] on discrete
subgroups of semidirect products of nilpotent with compact Lie groups.
Let us return to discrete subgroups Γ ⊂ G = Hn ⋊ (R ×K) of isometries of a Cahen-
Wallach space X. If Γ acts properly and cocompactly on X, then obviously ∆ 6= {0},
thus ∆ is infinite cyclic or equal to R. Both cases are possible. However, the case ∆ = R
is very special and can occur only if X is a Lie group with biinvariant Lorentian metric,
see Thm. 4.7. All these groups also admit a compact quotient Γ\X with infinite cyclic
∆ = 〈t0〉. Hence, if we are only interested in conditions characterising the existence of
a compact quotient we may concentrate on the case ∆ = 〈t0〉. Prop. 4.8 gives a first
criterion for the existence of such compact quotients. Its proof relies on the fact that a
discrete subgroup Γ ⊂ G acts properly and cocompactly on X if and only if U · ψ(∆)
does so. In Sections 5–7 we try to make this criterion as explicit as possible in terms
of the parameters (λ, µ) of X.
Let us first consider a Cahen-Wallach space X of real type. Then Theorem 5.2
gives a purely arithmetic criterion for the existence of compact quotients: X admits
a compact quotient if and only if there exists a polynomial f ∈ Z[x] of the form
f(x) = xn + an−1xn−1 + . . . + a1x ± 1 with no roots on the unit circle such that
X ∼= Xn,0(log |ν1|, log |ν2|, . . . , log |νn|), where ν1, ν2, . . . , νn are the roots of f . Obvi-
ously, Theorem 5.2 yields a ‘recipe’ to find all spaces of real type admitting compact
quotients. However, for a given Cahen-Wallach space Xn,0(λ) it might be rather diffi-
cult to decide whether this condition is satisfied. One of the difficulties is caused by the
fact that Xn,0(λ) ∼= Xn,0(tλ) for all t ∈ R∗ whereas the condition for the parameters
log |ν1|, log |ν2|, . . . , log |νn| in Theorem 5.2 is not scaling invariant. There are, however,
some necessary conditions, which are easy to check, see Propositions 5.5, 5.6, and the
remark on the trace condition below. The investigation of the moduli space of isometry
classes of Cahen-Wallach spaces admitting compact quotients using Theorem 5.2 leads
to classical problems in number theory. For instance, a complete description of the
moduli space for n = 3 depends on whether the four exponentials conjecture is true.
In order to formulate the result for spaces of imaginary type, let us introduce the
notion of R-admissibility. Given a d-tuple k = (k1, . . . , kd) ∈ Zd we define a linear map
Lk : C
d → Cd by L(z1, . . . , zm) = i(k1z1, . . . , kdzd). We will say that k is R-admissible if
there exists a real d-dimensional subspace V ⊂ Cd such that exp(tL)(V )∩Rd = 0 for all
t ∈ R. We will prove that a Cahen-Wallach spaceX of imaginary type admits a compact
quotient if and only if there exists an R-admissible d-tuple (k1, . . . , kd) ∈ (Z 6=0)d such
that X ∼= X0,n(k1, . . . , kd, µd+1, . . . , µn) , where the parameters µi ∈ R∗, i = d+1, . . . , n,
all appear with even multiplicity, see Theorem 6.6. This reduces the problem to an
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elementary geometric one on rotations in Cd, which is closely related to problems on
positive trigonometric polynomials, on the matrix Riccati equation and on the topology
of Grassmannians. Although its formulation is simple, it seems to be not easy to find a
general solution. We can prove that if k is R-admissible, then
∑d
i=1 ciki = 0 for suitable
choice of ci ∈ {1,−1}. For n ≤ 4, we show that this condition is also sufficient. It is
an open question whether it is sufficient for n ≥ 5, too.
Theorem 7.9 gives a criterion for the existence of compact quotients for spaces of general
type. We do not want to give an exact formulation here, the conditions are a nontrivial
combination of those for spaces of purely real and of purely imaginary type. However,
we want to mention the following necessary trace condition. If Xp,q(λ, µ) admits a
compact quotient, then
∑p
i=1 ciλi = 0 and
∑q
j=1 cˆjµj = 0 for suitable ci, cˆj ∈ {1,−1}.
Although the paper concentrates on criteria for the existence of compact quotients
rather than on a systematic study of all these quotients we want to remark that our
proofs are constructive and yield explicit examples of compact quotients. Moreover,
they contain information on the shape of a discrete group Γ defining a compact quotient
Γ \X, especially on the structure of Γ when considered as an abstract group. Roughly
speaking, Γ contains a subgroup of finite index that is a semi-direct product of a
(possibly degenerate) discrete Heisenberg group and Z. The type of the Heisenberg
group and the action of Z on it is described in Prop. 8.3. In particular, we see that Γ
is never abelian.
There are compact quotients Γ \ X of Cahen-Wallach spaces for which Γ is not only
contained in the isometry group of X but even in the transvection group. These are
exactly the quotients whose holonomy group is abelian. We will decide for which
parameters (λ, µ) the space Xp,q(λ, µ) admits such a quotient in Subsection 8.2.
Subsection 8.3 deals with compact manifolds of the form Γ \ S called Lorentzian solv-
manifolds. Here S is a 1-connected solvable Lie group equipped with a left-invariant
Lorentzian metric and Γ ⊂ S is a lattice. We decide which Cahen-Wallach spaces have
compact quotients that are solvmanifolds. Essentially, this leads to the question for
which compact quotients Γ \X there is a connected subgroup S ⊂ G containing Γ as
a lattice (i.e., a syndetic hull). Note that this problem is not yet solved by the above
mentioned construction of the group (U · ψ(∆)) × CK ⊂ G containing Γ as a lattice
since in general this group is not connected.
In Subsection 8.4, we will give a rather explicit description of moduli spaces of low-
dimensional Cahen-Wallach spaces admitting compact quotients.
The results of this paper provide a basis for future investigations concerning prob-
lems as: (1) the existence of compact quotients of decomposable Lorentzian symmetric
spaces, that is, of products of Cahen-Wallach spaces by flat or semisimple Riemannian
ones, (2) the classification of all compact quotients for a given Cahen-Wallach space,
(3) the determination of deformation spaces of compact quotients.
Finally, note that compact quotients of Cahen-Wallach spaces are just the same as
compact manifolds that are locally isometric to a Cahen-Wallach space and geodesically
complete. So, a natural question is whether there exist incomplete compact manifolds
locally isometric to a Cahen-Wallach space. New results by Leistner and Schliebner
[LS] say that this is not the case. Actually, they proved that any compact pp-wave is
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complete. This generalises and complements results on the completeness of compact
Lorentzian manifolds of constant curvature by Carrie`re and Klingler [Ca, Kl].
Some conventions
N set of positive integers
N0 N ∪ {0}
Z 6=0 Z \ {0}
Q+ set of positive rational numbers
R+ set of positive real numbers
R∗ R \ {0}
G0 identity component of a group G
Z(G) center of a group G
NG(U) normaliser of a subgroup U of a group G
Ma set of fixed points of a map a :M →M
MG set of fixed points for an action of a group G on a space M
2 Cahen-Wallach spaces
2.1 Classification
Let us recall the construction and classification of Cahen-Wallach spaces. We will use
the description of simply connected symmetric spaces by their associated infinitesimal
objects called symmetric triples. A symmetric triple (gˆ, θ, 〈· , ·〉) consists of a Lie algebra
gˆ, an indefinite scalar product 〈· , ·〉 on gˆ and an involutive automorphism θ of gˆ, which
satisfy the following conditions. The scalar product 〈· , ·〉 is invariant under the adjoint
representation of gˆ, θ is an isometry with respect to 〈· , ·〉 and the eigenspaces gˆ+ and
gˆ− of θ with eigenvalues 1 and −1 satisfy [gˆ−, gˆ−] = gˆ+. The correspondence between
a simply connected symmetric space X and the associated symmetric triple (gˆ, θ, 〈· , ·〉)
is given in such a way that gˆ is the Lie algebra of the transvection group Gˆ of X. The
connected Lie subgroup Gˆ+ ⊂ Gˆ with Lie algebra gˆ+ is the stabiliser of a fixed base
point x0 ∈ X. Moreover, gˆ− can be identified with the tangent space of X at x0 and
〈· , ·〉|gˆ−×gˆ− is the metric of X in x0. We have used the somewhat unusual notation Gˆ
for the transvection group since we want to reserve the notation G for (a subgroup of
index 2 of) the isometry group.
Cahen-Wallach spaces as introduced in the introduction are associated with non-abelian
indecomposable solvable Lorentzian symmetric triples, which we want to call Cahen-
Wallach triples. Such triples can be constructed in the following way. Let ω be a
non-degenerate 2-form on R2n. The (2n+1)-dimensional Heisenberg group Hn(ω) is a
central extension of the abelian Lie group a := R2n by z := R defined by
(z, a) · (z′, a′) = (z + z′ + 12ω(a, a′), a+ a′) (1)
for z, z′ ∈ z and a, a′ ∈ a. The isomorphism class of Hn(ω) does not depend on ω and we
just write Hn or H instead of Hn(ω) if we are not interested in the explicit realisation
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of this group. The Lie algebra of Hn(ω) equals hn(ω) := z⊕ a (as a vector space) with
Lie bracket
[(z, a), (zˆ, aˆ)] = (ω(a, aˆ), 0).
Now let θa : a → a be a linear map such that θ2a = id and θ∗aω = −ω. Then the
eigenspaces a+, a− of θa are Lagrange spaces of ω. Moreover, let L : a → a be an
invertible linear map such that
(i) ω(La, a′) + ω(a, La′) = 0 for all a, a′ ∈ a,
(ii) L ◦ θa = −θa ◦ L,
(iii) 〈· , ·〉
a
:= ω(L−1· , ·) restricted to the (−1)-eigenspace a− of θa is positive definite.
Then L defines actions l and l∗ of R on H = Hn(ω) and h := hn(ω), respectively, by
l : R −→ Aut(H), l(t)(z, a) = (z, etLa) (2)
l∗ : R −→ Der(h), l∗(t)(z, a) = (0, tLa).
Let us consider the semidirect product Gˆ := H ⋊l R with Lie algebra gˆ := h ⋊l∗ R. We
will write also h for (h, 1) ∈ Gˆ, t for (0, t) ∈ Gˆ and h · t instead of (h, t) for h ∈ H
and t ∈ R. If 〈· , ·〉
a
is positive definite on the whole vector space a, then Gˆ is called
oscillator group. Otherwise we will call it generalised oscillator group.
We define an involution θ on z× a× R by
θ(z, a, t) = (−z, θa(a),−t)
for (z, a, t) ∈ z × a × R. Then θ is an automorphism of the Lie group Gˆ as well as
an automorphism of the Lie algebra gˆ. Obviously, θ ∈ Aut(g) is the differential of
θ ∈ Aut(Gˆ).
Finally, we define an indefinite scalar product 〈· , ·〉 on gˆ by
z ⊥ z⊕ a, a⊕ R ⊥ R, 〈· , ·〉|a×a = 〈· , ·〉a, 〈z, t〉 = zt
for z ∈ z and t ∈ R. Then 〈· , ·〉 is invariant under the adjoint representation of gˆ.
Moreover, θ ∈ Aut(g) is an isometry with respect to 〈· , ·〉. In this way we obtain an
indecomposable solvable Lorentzian symmetric triple osc(ω, θa, L) := (gˆ, θ, 〈· , ·〉).
Let X be the symmetric space that is associated with osc(ω, θa, L). The transvection
group of X is isomorphic to Gˆ = H ⋊l R, where H = Hn(ω) and l is defined as in (2).
Moreover, X is the homogeneous space Gˆ/Gˆ+, where Gˆ+ is the connected subgroup of
Gˆ whose Lie algebra equals gˆ+ = a+ ⊂ gˆ. Note that the exponential map exp : h → H
is equal to the identity on z ⊕ a under the identifications h = z ⊕ a (as vector spaces)
and H = z ⊕ a (as manifolds). Thus Gˆ+ = a+ ⊂ Gˆ. The symmetric space X can be
identified with gˆ− by
X = Gˆ/Gˆ+ −→ z× a− × R
t · (z, a) · Gˆ+ 7−→ (z + 12ω(a+, a−), a−, t)
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for t ∈ R, (z, a) ∈ H, where a = a+ + a− for a+ ∈ a+ and a− ∈ a−. Using that the
embedding X = z× a− ×R →֒ Gˆ is a section of the projection Gˆ→ X it is easy to see
that with this identification the metric of X at (z, a, t) ∈ z× a− × R equals
2dzdt+ 〈· , ·〉
a
|a−×a− − 〈La,La〉a · dt2.
Cahen and Wallach proved that every non-abelian indecomposable solvable Lorentzian
symmetric triple is isomorphic to some osc(ω, θa, L) for suitable data a, ω, θa and L.
Moreover, two symmetric triples osc(ω, θa, L) and osc(ωˆ, θaˆ, Lˆ) are isomorphic if and
only if there is an orthogonal map A : (a−, 〈· , ·〉a|a−×a−) → (aˆ−, 〈· , ·〉aˆ|aˆ−×aˆ−) and a
real number c > 0 such that cAL2A−1 = Lˆ2 on aˆ− [CW]. This is the case if and only if
the eigenvalues of the symmetric maps L2|a− : a− → a− and Lˆ2|aˆ− : aˆ− → aˆ− coincide
up to a common positive factor.
In particular, the number p of positive eigenvalues and the number q of negative eigen-
values of L2 on a− are invariants of the isomorphism class of osc(ω, θa, L). We will
call (p, q) the type of osc(ω, θa, L). If X is a Cahen-Wallach space associated with
osc(ω, θa, L) we will also say that X is of type (p, q). If λ
2
1, . . . , λ
2
p, −µ21, . . . ,−µ2q are the
eigenvalues of L2 on a−, then ±λ1, . . . ,±λp and ±iµ1, . . . ,±iµq are the eigenvalues of
L considered as a complex linear map on the complexification aC of a. This motivates
the following definition.
Definition 2.1 Let X be a Cahen-Wallach space of type (p, q). We will say that X is
of real type if q = 0, of imaginary type if p = 0 and of mixed type if p > 0 and q > 0.
Let Mp,q denote the set of isomorphism classes of Cahen-Wallach triples of type (p, q).
We will denote the set of isometry classes of the associated Cahen-Wallach spaces by
the same symbol. The classification explained above gives us a surjection
Φp,q : (R
∗)p+q −→Mp,q,
where a symmetric triple osc(ω, θa, L) for which λ
2
1, . . . , λ
2
p, −µ21, . . . ,−µ2q are the eigen-
values of L2 on a− belongs to the isomorphism class Φp,q(λ, µ) for λ = (λ1, . . . , λp),
µ = (µ1, . . . , µq). We want to describe the fibres of Φp,q. Let Sm denote the symmetric
group of degree m. The group S¯m := Sm ⋉ (Z2)
m acts on (R∗)m by
(σ, κ) · x = (κ1xσ(1), . . . , κmxσ(m))
for σ ∈ Sm, κ = (κ1, . . . , κm) ∈ (Z2)m and x = (x1, . . . , xm) ∈ Rm. We define an
action of R∗ × S¯p × S¯q on (R∗)p+q by
(r, sp, sq) · (λ, µ) = (r · sp · λ, r · sq · µ)
for r ∈ R∗, sp ∈ S¯p, sq ∈ S¯q, λ ∈ (R∗)p and µ ∈ (R∗)q. Then the fibres of Φp,q are
exactly the orbits of this action.
We endow Mp,q with the quotient topology with respect to Φp,q.
One can obtain an alternative description of Mp,q using the bijection{
(λ, µ)
∣∣∣∣∣ λ = (λ1, . . . , λp) ∈ Rp, µ = (µ1, . . . , µq) ∈ Rq,0 < λ1 ≤ λ2 ≤ . . . ≤ λp, 1 = µ1 ≤ µ2 ≤ . . . ≤ µq
}
−→Mp,q (3)
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sending (λ, µ) to Φp,q(λ, µ) if p, q > 0. In fact, if the left hand side carries the topology
inherited by Rp×Rq, then it is a homeomorphism. Similarly, we have homeomorphisms
{λ ∈ (R∗)p | 1 = λ1 ≤ λ2 ≤ . . . ≤ λp} −→ Mp,0,
{µ ∈ (R∗)q | 1 = µ1 ≤ µ2 ≤ . . . ≤ µq} −→ M0,q.
For each element of Mp,q, we are going to provide an explicit description of some
representatives of the isomorphism/isometry class. Before we start, let us define certain
endomorphisms of R2m ∼= Cm and R4m ∼= C2m, which we will use frequently in this
paper.
Definition 2.2 For µ = (µ1, . . . , µm) ∈ Rm, we set
Lµ : C
m −→ Cm, L(z1, . . . , zm) = i(µ1z1, . . . , µmzm) (4)
φµ : C
2m −→ C2m, φ(z1, . . . , zm) = (−µ1z2, µ1z1, . . . ,−µmz2m, µmz2m−1) . (5)
Example 2.3 This example will show that, for fixed n ∈ N, we can obtain represen-
tatives of all elements of Mp,q with p + q = n starting from the same data a, θa and
ω by varying L. We consider a = R2n ∼= Cn and the standard symplectic form on
a defined by ω(a, a′) = ℑ(a⊤ · a′). Let θa be the complex conjugation on a. We fix
elements λ ∈ Rp and µ ∈ Rq with positive coordinates and define an endomorphism L
on a = Cp ⊕ Cq by
L = (Lλ ◦ θp)⊕ Lµ , (6)
where θp is the complex conjugation on C
p. Then ω, θa and L define an indecompos-
able solvable Lorentzian symmetric triple osc(ω, θa, L), which is a representative of the
isomorphism class Φp,q(λ, µ) ∈ Mp,q.
Example 2.4 In this example we will give another description of representatives of the
isomorphism classes of Cahen-Wallach triples. This description is adapted to the nota-
tion in [KO1] and [KO2], where symmetric triples were constructed by quadratic exten-
sions of a Lie algebra with involution (l, θl) by an orthogonal (l, θl)-module (a, θa, 〈· , ·〉a).
This construction is closely related to double extensions introduced by Medina and
Revoy [MR1]. For p, q ∈ N, we choose a = R2p ⊕ R2q ∼= Cp ⊕ Cq and consider again
the complex conjugation θa on a. On R
2p ∼= Cp we define a scalar product 〈· , ·〉p,p of
signature (p, p) by 〈u, v〉p,p = −ℜ(u⊤v) and on R2q we consider the Euclidean stan-
dard scalar product 〈· , ·〉2q given by 〈u, v〉2q = ℜ(u⊤v¯). Now we fix the scalar product
〈· , ·〉
a
:= 〈· , ·〉p,p ⊕ 〈· , ·〉2q on a. For arbitrary λ ∈ (R∗)p and µ ∈ (R∗)q, we define L as
in (6). The map L is antisymmetric with respect to 〈· , ·〉
a
and we put ω := 〈L · , ·〉a.
Hence, ω, θa and L define an indecomposable solvable Lorentzian symmetric triple
osc(ω, θa, L), which is also denoted by oscp,q(λ, µ). Analogously we define oscp,0(λ) and
osc0,q(µ). Then oscp,q(λ, µ) is in the isomorphism class Φp,q(λ, µ) ∈ Mp,q. Analogous
statements hold for oscp,0(λ) and osc0,q(µ).
Definition 2.5 For λ ∈ (R∗)p and µ ∈ (R∗)q, where p, q ∈ N, let Xp,q(λ, µ), Xp,0(λ)
and X0,q(µ) denote the Cahen-Wallach spaces associated with oscp,q(λ, µ), oscp,0(λ) and
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osc0,q(µ), respectively. We will also use the notation Xp,q(λ, µ) if either p or q equals
zero. In this case, λ is empty if p = 0 and µ is empty if q = 0.
We will call the coordinates of (λ, µ) ∈ (R∗)p+q parameters of the symmetric space
Xp,q(λ, µ). For a coordinate λi of λ = (λ1, . . . , λp), the multiplicity of λi as a parameter
of Xp,q(λ, µ) is the number of coordinates of λ that are equal to λi or −λi. In the same
way we define the multiplicity of a coordinate of µ.
2.2 The isometry group
Next we are going to determine the isometry group Iso(X) of a Cahen-Wallach space
X. Suppose that X is associated with the symmetric triple osc(ω, θa, L).
Proposition 2.6 The isometry group of X is isomorphic to Gˆ ⋊ (K × Z2), where
K := {ϕ ∈ O(a) | θaϕ = ϕθa, Lϕ = ϕL}
acts on Gˆ by its standard representation on a ⊂ Gˆ and −1 ∈ Z2 acts on Gˆ by θ.
Proof. Let us consider the stabiliser P := {f ∈ Iso(X) | f(x0) = x0} of x0 = eGˆ+ ∈
Gˆ/Gˆ+. This group acts on Gˆ by conjugation and the homomorphism Gˆ⋊P → Iso(X),
(g, p) 7→ gp is surjective. The kernel of this map equals {(g, p) ∈ Gˆ ⋊ P | p = g−1} =
{(g, g−1) | g ∈ Gˆ+} ∼= Gˆ+, where the latter isomorphism is given by (g, g−1) 7→ g−1.
Hence Iso(X) ∼= Gˆ+ \ (Gˆ ⋊ P ), where g ∈ Gˆ+ acts by (gˆ, p) 7→ (gˆg−1, gp).
Note that Gˆ+ is a normal subgroup of P . The quotient Gˆ+\P is isomorphic to the
subgroup
P0 := {f ∈ P | pra−(dfx0(t0)) = 0}
of P , where t0 := (0, 0, 1) ∈ z ⊕ a ⊕ R. Indeed, for all a ∈ a+ = Gˆ+, the differential
of the isometry a : X → X at x0 equals Ad(a)|gˆ− on Tx0X ∼= gˆ−. We calculate Ad(a)
from (1) and (2) and obtain
pra−(Ad(a)dfx0(t0)) = pra−(dfx0(t0))− prR(dfx0(t0)) · La.
Hence, for all f ∈ P , there is exactly one element aˆ ∈ Gˆ+ such that aˆ ◦ f is in P0.
We obtain Iso(X) ∼= Gˆ+ \ (Gˆ ⋊ P ) ∼= Gˆ ⋊ P0. It remains to show that P0 ∼= K × Z2
and to determine the induced action of K × Z2 on Gˆ by conjugation. Conjugation by
f ∈ P ⊂ Iso(X) is an automorphism F of Gˆ. The differential F∗ := dFe of F at the
identity belongs to Aut(gˆ, θ, 〈· , ·〉) and equals dfx0 on gˆ− = Tx0X. Hence we obtain a
homomorphism
P0 −→ A := {Φ ∈ Aut(gˆ, θ, 〈· , ·〉) | pra−(Φ(t0)) = 0}, f 7−→ F∗.
This homomorphism is injective since f ∈ P0 is determined by dfx0 = F∗|gˆ− . We fix an
element z0 ∈ z, z0 6= 0. Using that z = Rz0 is the centre of gˆ and must be preserved by
any Φ ∈ Aut(g) it is not hard to prove that
A ∼=
{
Φ ∈ Aut(gˆ)
∣∣∣∣∣ Φ(z0) = κz0, Φ(t0) = κt0, κ ∈ {1,−1},Φ(a) ⊂ a, ϕ := Φ|a ∈ O(a), θaϕ = ϕθa, ϕL = κLϕ
}
. (7)
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The homomorphism P0 −→ A is also surjective. Indeed, suppose that Φ is an element
of the set on the right hand side of (7). Then there is an automorphism F of Gˆ such
that Φ is the differential F∗ of F at the identity, namely,
F : Gˆ −→ Gˆ, (z, a, t) 7−→ (κz, ϕ(a), κt). (8)
Since F∗ commutes with θ and preserves 〈· , ·〉, F defines an isometry f of X by
f(gGˆ+) = F (g)Gˆ+. We have dfx0 = F∗|gˆ− , which implies that f is in P0 and that
F∗ coincides with the automorphism of gˆ induced by the conjugation by f .
We proved that P0 is isomorphic to A. On the other hand, identifying A with the right
hand side of (7) we get an isomorphism
A −→ K × Z2, Φ 7−→ (ϕσκ, κ),
where σ−1 = θa ∈ O(a) and σ1 is the identity on a. Combining these two isomorphisms
we get an isomorphism P0 ∼= K × Z2. Take f ∈ P0 and let (ϕσκ, κ) be its image under
this isomorphism. By construction, the conjugation by f equals the map F : Gˆ → Gˆ
given by (8). This proves the assertion on the action of K × Z2 on Gˆ. ✷
Choose p, q, λ, µ such that X ∼= Xp,q(λ;µ). If dimK > 0, then some parameter λi or
µj has multiplicity greater than one. The subgroup
G := Gˆ ⋊K ⊂ Iso(X) (9)
acts transitively on X. The subgroup K ⊂ G normalises Gˆ+ since all elements of K
commute with θa. Hence, the stabiliser of eGˆ+ ∈ X = Gˆ/Gˆ+ equals G+ := Gˆ+ ⋊K.
Thus we obtain X = G/G+.
2.3 Lie groups with a biinvariant Lorentzian metric
An interesting subclass of Cahen-Wallach spaces is constituted by solvable Lie groups
endowed with a biinvariant Lorentzian metric. The infinitesimal object that is associ-
ated with such a group is a solvable metric Lie algebra of index one, i.e., a Lie algebra
endowed with an ad-invariant non-degenerate scalar product of signature (1, n + 1).
Take, for example, the symmetric triple osc0,m(µ) and forget about the involution.
Then you get a solvable metric Lie algebra of signature (1, 2m+ 1), which we will also
denote by osc0,m(µ). Medina [M] proved that each indecomposable solvable metric Lie
algebra of signature (1, n + 1) is isomorphic to osc0,m(µ) for exactly one µ ∈ Rm with
1 = µ1 ≤ µ2 ≤ . . . ≤ µm, where n = 2m.
Proposition 2.7 A Cahen-Wallach space Q is a Lie group endowed with a biinvari-
ant Lorentzian metric if and only if it is isometric to some X0,2m(µ˜), where µ˜ =
(µ1, µ1, µ2, µ2, . . . , µm, µm) ∈ R2m.
Proof. Let Q be a Lie group with biinvariant Lorentzian metric. We consider Q as a
symmetric space and we wish to determine the associated symmetric triple. Note first
that the action of Q × Q on Q defined by (q1, q2) · q = q1qq−12 is isometric since the
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metric on Q is biinvariant. The kernel of this action is isomorphic to the centre Z(Q)
of Q. More exactly, it equals {(z, z) ∈ Q×Q | z ∈ Z(Q)}. Hence I := (Q×Q)/Z(Q)
is a subgroup of the isometry group of Q. This subgroup contains the transvection
group of Q since the reflection at a point q ∈ Q is given by Q ∋ p 7→ qp−1q ∈ Q.
Moreover, it is invariant under the conjugation by the reflection of Q at the identity,
which we denote by θ. If q denotes the Lie algebra of Q, then the Lie algebra of
I equals (q ⊕ q)/z(q). Now we consider the eigenspace decomposition of (q ⊕ q)/z(q)
with respect to the differential of θ. The (-1)-eigenspace gˆ− equals the anti-diagonal
{(X,−X) | X ∈ q} ∼= q. The subspace gˆ+ := [gˆ−, gˆ−] of the (+1)-eigenspace equals
{(X,X) | X ∈ [q, q]}/(z(q) ∩ [q, q]). Hence the Lie algebra gˆ of the transvection group
of Q is isomorphic to
gˆ = gˆ+ ⊕ gˆ− = ([q, q]/(z(q) ∩ [q, q]))⊕ q
with Lie bracket
[(X1, Y1), (X2, Y2)] = ([X1,X2] + [Y1, Y2], [X1, Y2] + [Y1,X2]). (10)
By the discussion above, the metric Lie algebra q is isomorphic to osc0,m(µ) for some
µ = (µ1, . . . , µm) ∈ (R∗)m. In the notation of Example 2.4 we have [q, q]/(z(q)∩ [q, q]) ∼=
a, hence
gˆ = gˆ+ ⊕ gˆ− = a⊕ (z⊕ a⊕R).
We denote by t0 the element 1 ∈ R in the last summand of this direct sum. Since we
already know that gˆ is isomorphic to some oscp˜,q˜(λ˜, µ˜) it suffices to determine the adjoint
action of t0 on [gˆ, gˆ]/z(gˆ) = a⊕a. More exactly, it suffices to determine the eigenvalues of
ad(t0)
2 on (a⊕ a)∩ gˆ− = a. By (10) these are exactly the eigenvalues of L2 on a, which
are −µ21, . . . ,−µ2m, each with multiplicity two. Consequently, the symmetric triple
associated with Q is isomorphic to osc0,2m(µ˜), where µ˜ = (µ1, µ1, µ2, µ2, . . . , µm, µm) ∈
R2m. These considerations also show that each X0,2m(µ˜) is a group with a biinvariant
Lorentzian metric. ✷
If Γ ⊂ Q := X0,2m(µ˜) is a lattice, then Γ \ Q is a compact quotient of the symmet-
ric space Q. The investigation of lattices in oscillator groups was started in [MR2].
However, the results in [MR2] are not correct. It turns out that the structure of a
general lattice is more complicated than claimed in that paper. A description of these
lattices including a complete classification for four-dimensional oscillator groups, i.e.,
for m = 1, can be found in [F]. In Section 4, we will see that quotients by lattices
of Q only give very special examples of compact quotients of the symmetric space Q.
In particular, we will see that every symmetric space Q = X0,2m(µ˜) admits compact
quotients that do not come from a lattice in the Lie group Q.
2.4 The canonical fibration
Recall from Subsection 2.2 that X = G/G+ and that G+ ⊂ H ⋊K, where H denotes
the Heisenberg group. Hence there is a natural projection
π : X = G/G+ −→ G/(H ⋊K) ∼= R.
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This projection defines a locally trivial fibration. The fibres are flat, coisotropic and
connected. The radical of the restriction of the Lorentzian metric to the fibres is a
one-dimensional subbundle of the tangent bundle. Hence it defines a foliation with
one-dimensional leaves called null-leaves.
Since also the action of Z2 ⊂ Iso(X) on G leaves invariant both subgroups G+ and
H ⋊K of G, the fibration is equivariant with respect to the action of Iso(X).
3 Discrete subgroups of the isometry group
We are interested in subgroups Γ ⊂ Iso(X) of the group of isometries of a Cahen-
Wallach space X that act properly discontinuously and cocompactly on X. As a first
step we prove a structural result for arbitrary discrete subgroups of Γ ⊂ Iso(X). Using
this result properness and cocompactness of the action of Γ will be studied in Section 4.
In fact, we will investigate discrete subgroups of slightly more general Lie groups.
Namely, we will study discrete subgroups Γ of arbitrary Lie groups G of the form
G = N ⋊ρ (R×K) , (11)
where
• N is 1-connected nilpotent,
• K is compact, and
• ρ : R×K → Aut(N) ∼= Aut(n) is an action by semisimple automorphisms.
The results will be applicable to the isometry group since Iso(X) admits a subgroup G
of index 2 that has exactly this form, see Prop. 2.6 and Equ. (9).
Let r : G→ R×K and p : G→ R be the natural projections.
Definition 3.1 Let G be as in (11). A discrete subgroup Γ ⊂ G is called tame, if the
closure ρ(r(Γ)) in Aut(N) has only finitely many connected components.
Lemma 3.2 The subgroup Γ ⊂ G is tame if and only if ρ(R) is compact or p(Γ) is
connected.
Proof. If ρ(R) is compact, then also ρ(R ×K) is compact, hence ρ(r(Γ)) ⊂ ρ(R ×K)
is compact. In particular, ρ(r(Γ)) has only finitely many connected components, thus
Γ is tame.
Now let p(Γ) be connected. The restriction of the projection R × K → R to r(Γ)
gives a Lie group homomorphism r(Γ) → p(Γ). This morphism is surjective since K
is compact. Hence it defines a fibre bundle C → r(Γ) → p(Γ), where the fibre C is
contained in {0} ×K and thus is compact. Now we see from the long exact homotopy
sequence of this fibre bundle that r(Γ) has only finitely many connected components
and we conclude that the same is true for ρ(r(Γ)), hence Γ is tame.
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Now suppose that ρ(R) is not compact and that p(Γ) is not connected. In this case,
we have p(Γ) = Z · t0. All elements of the one-parameter subgroup ρ(R) of Aut(N) ∼=
Aut(n) act semisimply on n and commute with ρ(K). Hence there is a K-invariant
decomposition of the complexification nC of n into common eigenspaces for all elements
of ρ(R). We choose a K-invariant norm ‖ · ‖ on nC. We find a common eigenvector v
of ρ(R) such that ρ(t0)(v) = λv, where |λ| 6= 1 since ρ(R) is not compact. We may
assume ‖v‖ = 1. Now we consider the map ρ(r(Γ)) → R∗, a 7→ ‖ρ(a)(v)‖. This map
is continuous and its image equals {|λ|k | k ∈ Z}. Hence ρ(r(Γ)) has infinitly many
connected components. ✷
The following two propositions generalise a classical result of Auslander [A] on discrete
subgroups of semidirect products of nilpotent with compact Lie groups. They say that
Γ is, essentially, a lattice in a certain closed subgroup of G, which is either connected
or has an infinite cyclic component group.
Proposition 3.3 Let G be as in (11), and let Γ ⊂ G be a discrete subgroup. Then
there exist
(a) an element n ∈ N and a subgroup of finite index Γ0 ⊂ nΓn−1,
(b) a closed abelian subgroup C ⊂ R×K with CK := C ∩K connected,
(c) a connected C-invariant subgroup U ⊂ NCK , and
(d) a group homomorphism ψ : ∆ := p(Γ0) → NN (U)C × C with p ◦ ψ = id∆ and
C = r(ψ(∆)) × CK
such that Γ0 ⊂ (U · ψ(∆)) × CK is cocompact.
If ∆ 6= R, then ψ may be chosen such that ψ(∆) ⊂ Γ0.
Proposition 3.4 Let G be as in (11), and let Γ ⊂ G be a tame discrete subgroup.
Then the conclusion of Proposition 3.3 holds with some U ⊂ NC .
Note that ∆ is either trivial, infinite cyclic, or equal to R. If Γ is not tame, then ∆ is
infinite cyclic.
The proof of the propositions will occupy the remainder of the section. We follow
quite closely the (very sketchy) arguments in [A]. Let us remark that it would be also
possible to base the proof on Witte’s result [Wi1], [Wi2] on existence of syndetic hulls
in solvable Lie groups.
We start with a couple of certainly well-known lemmas of preparatory character.
Lemma 3.5 Let N be a 1-connected nilpotent Lie group, n ∈ N , and let a ∈ Aut(N)
be a semisimple element. Then there exists n1 ∈ N such that
n1n a(n1)
−1 ∈ Na . (12)
In other words: The element (n, a) ∈ N⋊〈a〉 is conjugate via n1 to (n′, a) with n′ ∈ Na.
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Proof. We prove (12) by induction on the nildegree of N . First, let N be abelian. Then
N is the additive group of a vector space, a is a semisimple linear map. This yields the
decompositions
N = ker(id−a)⊕ im(id−a) = Na ⊕ im(id−a), n = n0 + (a− id)n1
for some n0 ∈ Na, n1 ∈ N . Then n1n a(n1)−1 is equal to (written additively)
n1 + n− a(n1) = n− (a− id)n1 = n0 ∈ Na .
Now let N be arbitrary. We assume that (12) holds for N¯ := N/Z(N). This implies
the existence of n2 ∈ N with n¯2n¯a(n¯2)−1 ∈ N¯a. Here n¯ := nZ(N) ∈ N¯ . Since a is
semisimple the natural map Na → N¯a is surjective. Therefore we have
n2n a(n2)
−1z−1 ∈ Na (13)
for some z ∈ Z(N). Since Z(N) is abelian we find z1 ∈ Z(N) with
zz1 a(z1)
−1 = z1z a(z1)−1 ∈ Na . (14)
Multiplying (13) with (14) we obtain Na ∋ n2n a(n2)−1z1 a(z1)−1 = (n2z1)n a(n2z1)−1 .
Thus n1 := n2z1 does the job. ✷
Lemma 3.6 Let N be a 1-connected nilpotent Lie group, and let a ∈ Aut(N) be a
semisimple element. Let n1 ∈ Na, n2 ∈ N be such that
n1 a(n2)n
−1
1 n
−1
2 ∈ Na .
Then n2 ∈ Na.
Proof. We consider the descending central series N1 = N , Nk+1 = [N,Nk], k ≥ 1.
Suppose n2 ∈ Nk. The assertion is obvious if k is sufficiently large. Let us assume that
the assertion is true for k + 1 and prove it for k. As in the proof of Lemma 3.5 we
consider the abelian group N¯ := Nk/Nk+1 as the additive group of a vector space. By
assumption, (a− id)n¯2 ∈ N¯a. This implies n¯2 ∈ N¯a. Using the surjectivity of the map
(Nk)a → N¯a we find elements n02 ∈ (Nk)a and n′2 ∈ Nk+1 such that n2 = n02n′2. We
obtain
Na ∋ n1 a(n02n′2)n−11 (n02n′2)−1 = n1n02 a(n′2)n−11 n′−12 (n02)−1 ,
hence a(n′2)n
−1
1 (n
′
2)
−1 ∈ Na, which gives n1 a(n′2)n−11 n′−12 ∈ Na. By induction hypoth-
esis, n′2 ∈ Na, hence n2 = n02n′2 ∈ Na. ✷
Lemma 3.7 Let N be a 1-connected nilpotent Lie group, let C ⊂ Aut(N) be a sub-
group, and let U ⊂ N be a connected subgroup. Then NC and NN (U) are connected,
hence 1-connected.
15
Proof. The exponential map exp : n → N is an Aut(N)-equivariant diffeomorphism.
Hence NC = exp(nC), and nC is a vector space. As for NN (U), assume that exp(X) ∈
NN (U) for some X ∈ n. We claim that exp(tX) ∈ NN (U) for all t ∈ R. Indeed, let
Y be an element of the Lie algebra u of U and let ϕ ∈ n∗ be a functional vanishing on
u. Then the polynomial t 7→ ϕ(Ad(exp(tX))Y ) vanishes at integral t, hence it vanishes
identically. Since ϕ was arbitrary, Ad(exp(tX))Y ∈ u. ✷
Lemma 3.8 For all d ∈ N, there exists a neighbourhood U(d) ⊂ C of 1 such that all
d× d-matrices with integer entries and all eigenvalues in U(d) are unipotent.
Proof. We consider the map s : Cd → Cd given by the elementary symmetric polynomi-
als s(λ) := (s1(λ), s2(λ), . . . , sd(λ)). If λ = (λ1, λ2, . . . , λd) is the d-tuple of eigenvalues
of an integral matrix, then s(λ) ∈ Zd. Choose a neighbourhood U(d) of 1 ∈ C such
that s(U(d)× U(d) × . . .× U(d)) ∩ Zd = {s(1, 1, . . . , 1)}. ✷
We will also use repeatedly the following classical result, see e.g. [Ra], Prop. 2.5.
Lemma 3.9 Let N be 1-connected nilpotent, and let Γ ⊂ N be a closed subgroup. Then
there is a unique connected subgroup U ⊂ N such that Γ\U is compact. If Γ is abelian,
then so is U . ✷
Proof of Proposition 3.4. Let Γ ⊂ G be a tame discrete subgroup. We first construct
C ⊂ R×K. We distinguish between 2 cases.
Case 1: p(Γ) ⊂ R connected. As already observed in the proof of Lemma 3.2, r(Γ) ⊂
K × R has only finitely many connected components in this case. We set C := r(Γ)0.
The subgroup Γ˜0 := r
−1(C)∩Γ has finite index in Γ. By a theorem of Auslander ([Ra],
Thm. 8.24) the group C ⊂ R×K is solvable, hence abelian.
Case 2: p(Γ) = 〈p(γ0)〉 for some γ0 ∈ Γ. We set CK := r(Γ ∩ ker p)0 ⊂ K. As in
Case 1, Auslander’s theorem implies that CK is abelian. Conjugation by r(γ0) induces
an automorphism of the torus CK . This automorphism is of finite order since only the
K-component of r(γ0) matters. Thus there is some k > 0 such that r(γ
k
0 ) commutes
with CK . The group C˜ := 〈CK , r(γk0 )〉 is abelian and closed. Since Γ is tame and
C˜ ⊂ r(Γ) has finite index, the closure ρ(C˜) ⊂ Aut(N) has only finitely many connected
components. We set C := {c ∈ C˜ | ρ(c) ∈ ρ(C˜)0}. Then Γ˜0 := r−1(C) ∩ Γ has finite
index in Γ.
In both cases we have: ρ(C) ⊂ Aut(N) is connected, abelian, and ρ(r(Γ˜0)) ⊂ ρ(C)
is dense. This ensures that for every neighbourhood V1 of id ∈ ρ(C) there exists an
element γ1 ∈ Γ˜0 such that ρ(r(γ1)) ∈ V1 and NC = N r(γ1). Indeed, ρ(C) acts on n/nC .
This representation of ρ(C) decomposes into non-trivial irreducible subrepresentations,
which have kernels Dj ⊂ ρ(C), j = 1, . . . , J , of codimension one. Now we choose γ1
such that ρ(r(γ1)) ∈ V1 \
⋃
j Dj .
We consider the discrete subgroup Γ˜0 ∩N of N . It is a lattice in a connected subgroup
U˜0 ⊂ N . Let d = dim U˜0 ∈ N0. If d > 0 we choose V1 sufficiently small such that
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all eigenvalues of elements of V1 on n belong to the neighbourhood U(d) provided by
Lemma 3.8. Let us fix a corresponding element γ1 ∈ Γ˜0 as in the previous paragraph.
We write γ1 = (n1, c1) ∈ N⋊C. By Lemma 3.5 there exists an element n ∈ N such that
γ′ := nγ1n−1 = (n′, c1) for some n′ ∈ N c1 = NC . We set Γ0 := nΓ˜0n−1, U0 := nU˜0n−1.
Then Γ0 has finite index in nΓn
−1, and Γ0 ∩N is a lattice in U0.
Lemma 3.10 We have U0 ⊂ NC .
Proof. The element γ′ normalises Γ0 ∩N and therefore also U0. This implies that the
linear map Ad(γ′) on n leaves invariant the Lie algebra u0 of U0 as well as a lattice in
u0. Thus, in a suitable basis, Ad(γ
′)|u0 is given by a matrix in GL(d,Z).
On the other hand, γ′ = (n′, c1), Ad(n′) is unipotent, Ad(c1) is semisimple, and these
maps commute. Hence Ad(γ′) = Ad(n′)Ad(c1) is the multiplicative Jordan decompo-
sition of Ad(γ′). This implies that u0 is invariant under Ad(c1) and that the eigenvalues
of Ad(γ′)|u0 and Ad(c1)|u0 = ρ(r(γ1))|u0 coincide. Since ρ(r(γ1)) ∈ V1 we can apply
Lemma 3.8 to Ad(γ′)|u0 and conclude that all these eigenvalues are equal to 1. It follows
that Ad(c1)|u0 = idu0 , thus U0 ⊂ N c1 = NC . ✷
Lemma 3.11 If γ = (n, c) ∈ Γ0, then n ∈ NC .
Proof. Let γ′ = (n′, c1) be as above. Then [γ′, γ] ∈ Γ0 ∩ N ⊂ U0 ⊂ NC . The last
inclusion comes from Lemma 3.10. Using that C is abelian and that n′ ∈ N c1 = NC
we compute
[γ′, γ] = n′c1ncc−11 n
′ −1c−1n−1 = n′ρ(c1)(n)n′
−1
n−1 .
Thus n′ρ(c1)(n)n′
−1n−1 ∈ N c1 . Now Lemma 3.6 implies that n ∈ N c1 = NC . ✷
Now we consider the normal subgroup Γ1 := ker p ∩ Γ0 ⊂ Γ0. It is contained in
NC × CK . Let q be the projection on the first component. Since CK is compact, the
subgroup q(Γ1) ⊂ NC is discrete. NC is 1-connected nilpotent (see Lemma 3.7). Thus
q(Γ1) is a lattice in a certain connected subgroup U1 ⊂ NC , Γ1 is a lattice in U1×CK .
Lemma 3.12 If γ = (n, c) ∈ Γ0, then n ∈ NN (U1).
Proof. Let γ = (n, c) ∈ Γ0. It suffices to show that n normalises q(Γ1). Let (n2, c2) ∈ Γ1.
Using Lemma 3.11 we compute
Γ1 ∋ γ(n2, c2)γ−1 = (nρ(c)(n2)n−1, c2) = (nn2n−1, c2) .
We conclude that nn2n
−1 ∈ q(Γ1) as desired. ✷
Eventually we construct U ⊂ NC and ψ : ∆→ NN (U)C × C. If ∆ = {0}, then we set
U := U1, and we are done. If ∆ ∼= Z, then we also set U := U1 and choose γ2 ∈ Γ0
such that δ := p(γ2) generates ∆. We set ψ(δ
k) := γk2 for k ∈ Z. According to Lemma
3.11 and Lemma 3.12 we have ψ(∆) ⊂ NN (U)C × C. Since Γ1 is a lattice in U × CK
the group Γ0 is a lattice in (U · ψ(∆)) × CK .
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It remains to discuss the case ∆ = R. By Lemma 3.11 and Lemma 3.12 we have
Γ0 ⊂ NN (U1)C . We consider the abelian group
Γ¯0 := Γ0/Γ1 ⊂ (NN (U1)C × C)/(U1 × CK) ∼= V ×∆ ,
where V := NN (U1)
C/U1. The image of a discrete group Γ ⊂ G in G/N , N ⊂ G
being a normal subgroup of a Lie group G, is discrete provided that Γ ∩N is a lattice
in N . Since Γ1 is a lattice in U1 × CK , we conclude that Γ¯0 ⊂ V × ∆ is discrete.
By Lemma 3.7 the group V × ∆ is 1-connected nilpotent. It follows that there is an
abelian connected subgroup W ⊂ V × ∆ such that Γ¯0 ⊂ W is a lattice. The group
W projects surjectively to ∆. Let ψ0 : ∆ → W be a lift along this projection. Let
π : NN (U1)
C × C → V ×∆ be the natural projection. We lift ψ0 further along π and
obtain a homomorphism ψ : ∆→ NN (U1)C×C. Set U := π−1(W )∩NN (U1)C . SinceW
is abelian, the group π(ψ(∆)) = ψ0(∆) ⊂W normalisesW ∩V . Hence ψ(∆) normalises
π−1(W ∩ V ) = U × CK . Thus, ψ(∆) ⊂ NN (U)C × C. It remains to prove that Γ0 is a
lattice in (U ·ψ(∆))×CK . Since, by construction, Γ0 is a lattice in π−1(W ), it suffices to
show that π−1(W ) = (U ·ψ(∆))×CK . Obviously, π−1(W ) ⊃ (U ·ψ(∆))×CK . To show
equality, take x ∈ π−1(W ). Since W = (W ∩ V ) · ψ0(∆), we get π(x)ψ0(t)−1 ∈W ∩ V
for some t ∈ ∆, thus xψ(t)−1 ∈ π−1(W ∩ V ) = U × CK . ✷
Proof of Proposition 3.3. Since Proposition 3.4 is already proved it suffices to discuss
discrete subgroups Γ ⊂ G that are not tame. Then Γ = 〈Γ′, γ0〉, where Γ′ := Γ ∩ ker p
is tame, and γ0 ∈ Γ is an element such that p(γ0) generates p(Γ) ⊂ R. Proposition 3.4
applied to Γ′ yields
(a) an element n′ ∈ N and a subgroup of finite index Γ′0 ⊂ n′Γ′n′ −1,
(b) a torus C ′ =: CK ⊂ K,
(c) a connected subgroup U ′ ⊂ NCK
such that Γ′0 ⊂ U ′ × CK is a lattice. As in the proof of Proposition 3.4 (discussion of
Case 2) we see that CK commutes with r(γ0)
k for some k ∈ N. We set γ2 = (n2, c2) :=
n′γk0n′
−1, C := 〈c2〉 × CK .
Arguing as in the proof of Lemma 3.11 (with a suitable element γ′ ∈ Γ′0 ⊂ NCK ×CK)
we see that n2 ∈ NCK . We now apply Lemma 3.5 to NCK ⋊ 〈c2〉 and find an element
n′′ ∈ NCK such that γ′2 = (n′2, c2) := n′′γ2n′′ −1 satisfies n′2 ∈ N c2 ∩NCK = NC .
We now define Γ0 := 〈n′′Γ′0n′′ −1, γ′2〉, U := n′′U ′n′′ −1 and ψ : ∆ → NC × C by
ψ(p(γ′2)k) := γ′2
k. Then Γ0 has finite index in nΓn
−1 (n = n′′n′) and is a lattice in
(U · ψ(∆)) × CK . Moreover, U ⊂ NCK .
The element γ′2 normalises U , and the Jordan decomposition of Ad(γ
′
2) on n is given by
Ad(n′2)ρ(c2) (compare the proof of Lemma 3.10). We conclude that both components
n′2 and c2 normalise U . Therefore U ⊂ NCK is C-invariant and ψ(∆) ⊂ NN (U)C × C.
This finishes the proof of the proposition. ✷
A discrete group is called virtually nilpotent if it contains a nilpotent subgroup of finite
index.
18
Corollary 3.13 Let Γ ⊂ G be a tame discrete subgroup. Then Γ is virtually nilpotent.
Proof. Let Γ0 ⊂ (U · ψ(∆)) × CK be as in Proposition 3.3. By Proposition 3.4 we
have U ⊂ NC . This implies that (U · ψ(∆))×CK is nilpotent. We conclude that Γ0 is
nilpotent, too. ✷
4 Proper and cocompact actions on Cahen-Wallach spaces
In this section we will derive criteria for a Cahen-Wallach space X to admit a compact
quotient, see Proposition 4.8 and Theorem 4.7 below. For this we have to decide
whether Iso(X) contains a subgroup Γ acting properly discontinuously, cocompactly
and freely on X. By replacing Γ by a subgroup of index 2, if necessary, we may assume
that Γ ⊂ G, where
G = H ⋊ (R ×K) ⊂ Iso(X)
is as defined in (9). The freeness condition will turn out to be harmless. Thus we
are looking for discrete Γ ⊂ G acting properly and cocompactly on X. The notions
of properness and cocompactness make sense for non-discrete groups, too. Recall that
the action of a locally compact Hausdorff topological group T on a locally compact
Hausdorff space M is called proper if the map T ×M →M ×M , (t,m) 7→ (m, tm), is
proper. In other words, for every compact D ⊂M the subset TD := {t ∈ T | tD ∩D 6=
∅} ⊂ T is compact. Orbit spaces T\M of proper actions are Hausdorff with respect
to the quotient topology. A proper action is called cocompact, if T\M is compact.
Let T1 ⊂ T be a cocompact subgroup. Then the action T1 ×M → M is proper (and
cocompact) if and only if T ×M →M is proper (and cocompact).
Definition 4.1 Let Γ ⊂ G be a discrete subgroup. We consider the subgroups ψ(∆)
and U of G provided by Proposition 3.3. We define SΓ := U · ψ(∆).
Note that SΓ is only determined up to certain conjugations and, if it is not connected,
up to replacements by subgroups (or overgroups) of finite index. But this is sufficient
for our purposes.
Lemma 4.2 Let Γ ⊂ G be a discrete subgroup. Then Γ acts properly discontinuously
and cocompactly on X if and only if SΓ acts properly and cocompactly on X.
Proof. Recall from Prop. 3.3 that there is a finite index subgroup Γ0 of a conjugate of
Γ that is cocompact in SΓ ×CK for some closed subgroup CK ⊂ K. The group Γ acts
properly discontinuously and cocompactly on X iff Γ0 does so. Since the inclusions
Γ0 ⊂ SΓ × CK ⊃ SΓ are cocompact, the lemma follows. ✷
We now study the actions of groups like SΓ on X, regardless whether they come from
a discrete subgroup or not. First we look at the action on the fibres of the canonical
fibration π : X → R (see Subsection 2.4).
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Lemma 4.3 Let U be a connected subgroup of the Heisenberg group H and u be its
Lie algebra. Let b ⊂ (a, ω) be a Lagrange subspace, and let B ⊂ H be the connected
subgroup with Lie algebra b. Then the following conditions are equivalent:
(i) U acts properly and cocompactly on H/B;
(ii) U acts simply transitively on H/B;
(iii) h = u⊕ b;
(iv) z ⊂ u and a = (a ∩ u)⊕ b.
Proof. The implications (iv)⇒ (iii) and (ii)⇒ (i) are obvious. We show (iii)⇒ (iv),
(iv)⇒ (ii) and (i)⇒ (iv).
Assume (iii) and that z ∩ u = {0}. Let 0 6= Z ∈ z. Then Z = X + Y for some X ∈ u,
0 6= Y ∈ b. Moreover, since b is Lagrange, there is some X1 ∈ u with Z = [Y,X1]. We
obtain
Z = [Y − Z,X1] = [X1,X] ∈ u .
This is a contradiction. Condition (iv) follows.
Assume (iv). Then B acts simply transitively on the affine space a/(a ∩ u) ∼= H/U .
Hence U acts simply transitively on H/B.
It remains to show the implication (i) ⇒ (iv). Let (Z, Y ) ∈ z ⊕ b with Y 6= 0. Then
(Z, Y ) = Ad(h)Y for some h ∈ H. Thus (Z, Y ) belongs to the Lie algebra Ad(h)b
of the stabiliser in H of hB ∈ H/B. Assume that U acts properly on H/B. Then
all stabilisers are compact, hence trivial. It follows that (Z, Y ) 6∈ u and u ∩ b = {0}.
We obtain u ∩ (z ⊕ b) = u ∩ z. If u ∩ (z ⊕ b) = {0}, then U\H/B is not compact. If
u∩ (z⊕ b) 6= {0}, then z ⊂ u and U\H/B ∼= a/((a∩ u)⊕ b). The latter space is compact
only if (a ∩ u)⊕ b = a. ✷
Let ∆ ⊂ R be a closed subgroup, and let ψ : ∆ → G be a homomorphism such that
p ◦ ψ = id∆. Let U ⊂ H be a connected subgroup normalised by ψ(∆).
Let n = 12 dim a as usual.
Lemma 4.4 The group U · ψ(∆) acts properly and cocompactly on X if and only if
∆ 6= {0}, z ⊂ u, dim(a ∩ u) = n,
and etL(a ∩ u) ∩ a+ = {0} for all t ∈ R. If these conditions are satisfied, then U · ψ(∆)
acts freely on X. If in addition ∆ = R, then the action is simply transitive.
Proof. Let t ∈ R, and let Bt ⊂ H be the connected subgroup with Lie algebra etL(a+).
The latter is a Lagrange subspace of (a, ω). There exists an H-equivariant diffeomor-
phism from the fibre π−1(t) of the canonical fibration to H/Bt. Since ∆ ⊂ R is closed
the action of ∆ on R is proper.
Assume now that U ·ψ(∆) acts properly and cocompactly on X. Then U acts properly
on the fibres of π. Moreover, π induces a continuous fibration π¯ : (U ·ψ(∆))\X → ∆\R
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between Hausdorff spaces with compact total space. Hence base and fibres of the
fibration π¯ are compact, too. We conclude that ∆ 6= 0 and that U acts properly and
cocompactly on H/Bt for all t ∈ R. Now the claimed properties of u are implied by
Condition (iv) in Lemma 4.3.
Vice versa, let us assume that the claimed properties of u are satisfied. Then, according
to Lemma 4.3, the group U acts simply transitively on all fibres of π. Since ∆ acts freely
(and transitively, if ∆ = R) on the base the last two assertions of the lemma follow.
We claim that the composition of natural maps U × R →֒ H ⋊ R →֒ G → G/G+ = X
is a diffeomorphism. First of all, this map (let us denote it by Φ) is bijective. The
differential dΦ maps vectors tangent to U bijectively to vectors tangent to the fibres of
π. Moreover, dπ ◦ dΦ is equal to the projection u×R→ R. Thus dΦ is bijective at all
points of U×R. The claim follows. The induced action of U ·ψ(∆) ∋ nψ(δ) on U×R is of
the form nψ(δ)(u, t) = (nΨ(δ, u, t), δ+t) for some smooth map Ψ : ∆×U×R→ U . Let
now D ⊂ U and E ⊂ R be compact subsets. Suppose that nψ(δ)(D×E)∩(D×E) 6= ∅.
Then δ ∈ E − E and
n ∈ D · (Ψ((E − E) ∩∆,D,E))−1 .
Hence nψ(δ) belongs to a compact subset of U · ψ(∆) depending only on D × E.
This proves properness of the U · ψ(∆)-action. If ∆ 6= {0}, then the orbit space
(U · ψ(∆))\X ∼= ∆\R is compact. ✷
Corollary 4.5 Let Γ ⊂ G be a discrete subgroup acting properly and cocompactly on
X. Then the group CK ⊂ K provided by Proposition 3.3 is trivial. In other words: A
conjugate of a finite index subgroup of Γ is contained in SΓ.
Proof. We consider SΓ = U ·ψ(∆). Then CK centralises U , see Prop. 3.3. By Lemma 4.2
and Lemma 4.4 we have a = (u ∩ a)⊕ a+. Hence the projection of u ∩ a to a− is a CK-
equivariant bijection. We conclude that CK acts trivially on a−, i.e. CK is trivial.
✷
We now characterise the Cahen-Wallach spaces X admitting a compact quotient Y =
Γ\X with p(Γ) = R completely. Let us first introduce some terminology.
Definition 4.6 Let X be a Cahen-Wallach space, and let Y = Γ\X be a compact
quotient of X. Then Y (and Γ) is called straight, if p(Γ) ⊂ R is discrete.
Note that for straight compact quotients the canonical fibration π : X → R induces a
fibration π¯ : Y → S1. Non-straight quotients Y inherit a foliation with dense leaves
instead.
We formulate the result in terms of the classification of Cahen-Wallach spaces explained
in Subsection 2.1.
Theorem 4.7 A Cahen-Wallach space X admits a non-straight compact quotient if
and only if X is of imaginary type and all the parameters µi of X appear with even
multiplicity, i.e., X is a group manifold with biinvariant Lorentzian metric (cf. Sub-
section 2.3). All these spaces X also admit straight compact quotients.
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Proof. Let X ∼= Xp,q(λ1, . . . , λp, µ1, . . . , µq), and let Y = Γ\X be a compact quotient
of X that is not straight. Then p(Γ) = R. Therefore Γ ⊂ G is tame by Lemma 3.2.
We consider SΓ = U · ψ(∆). Then ∆ = R. By Proposition 3.4 we have
u ∩ a ⊂ ar(ψ(∆)) . (15)
There is a generator of the Lie algebra of r(ψ(∆)) acting on a by L+ φ for some φ ∈ k.
Thus ar(ψ(∆)) = aL+φ. There exist real numbers β1, . . . , βl, 0 ≤ 2l ≤ p, and γ1, . . . , γm,
0 ≤ 2m ≤ q, and a reordering of the parameters λi, µj of X with
|λ2k−1| = |λ2k|, k = 1, . . . , l , |µ2k−1| = |µ2k|, k = 1, . . . ,m (16)
such that the eigenvalues of L+ φ are given by
λ1 + iβ1, λ1 − iβ1, . . . , λ2l−1 + iβl, λ2l−1 − iβl, λ2l+1, . . . , λp
multiplied by ±1 and
µ1 + γ1, µ1 − γ1, . . . , µ2m−1 + γm, µ2m−1 − γm, µ2m+1, . . . , µq
multiplied by ±i. It follows that dim ar(ψ(∆)) ≤ 2m. Thus dim u ∩ a ≤ 2m by (15). On
the other hand, Lemma 4.4 tells us that dim u ∩ a = p + q. Hence 2m = q and p = 0.
By (16) all µi have even multiplicity.
Vice versa, let X = X0,2m(µ1, µ1, · · · , µm, µm), 2m = n, be a Cahen-Wallach space of
imaginary type with parameters of even multiplicity. Put φ := φµ as defined in (5)
for µ = (µ1, . . . , µm). Then φ ∈ k. Moreover, aL+φ ⊂ (a, ω) is a symplectic subspace
of dimension n complementary to a+. In particular, u := z ⊕ aL+φ is isomorphic to a
Heisenberg algebra. We consider the corresponding connected group U ⊂ G. Define
ψ : R→ G by ψ(t) := (0, exp(tφ), t) and put S := U ·ψ(R). By Lemma 4.4 the group S
acts simply transitively on X. Every lattice Γ ⊂ S acts freely, properly discontinuously
and cocompactly on X and thus defines a compact quotient YΓ of X. Now it becomes
important that ψ(R) centralises U , i.e. that S ∼= U × R. The quotient YΓ is straight
if and only if Γ has a discrete projection on the R-factor of S. Lattices Γ ⊂ U × R of
both types do really exist. For example, let Γ0 be a lattice of the Heisenberg group U ,
and let χ : U → R be a group homomorphism such that χ(Γ0) 6⊂ Q. Then
Γ1 =: Γ0 × Z and Γ2 := {(γ0, χ(γ0) + k) | γ0 ∈ Γ0, k ∈ Z}
are lattices in S. The group Γ1 ⊂ G is straight, Γ2 is not straight. ✷
The theorem says in particular that all group manifolds X = Q among the Cahen-
Wallach spaces admit compact quotients. This is in contrast to the fact that not all
oscillator groups Q admit lattices (see [MR2]). The group S ∼= U × R ∼= Hm × R that
was crucial in the above proof has the following nice alternative description. Namely,
Q = Hm⋊R, and Hm×R acts isometrically and simply transitively on Q via (h, t)q :=
hqt−1.
Now we derive a criterion for the existence of general compact quotients. We will say
that a subset M1 of a set M2 is stable under a map f :M2 →M2 if f(M1) =M1.
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Proposition 4.8 Let X = X(ω, θa, L) be a Cahen-Wallach space of dimension n+ 2.
Then X has a compact quotient if and only if there exist
(a) an n-dimensional subspace V ⊂ a such that etLV ∩ a+ = {0} for all t ∈ R;
(b) elements t0 ∈ R \ {0}, ϕ0 ∈ K, h0 ∈ Ht0ϕ0 and a lattice Λ of the subgroup
z⊕ V ⊂ H that is stable under conjugation by h0t0ϕ0.
If X is of imaginary type, then (b) can be replaced by
(b’) elements t0 ∈ R \ {0}, ϕ0 ∈ K such that (et0Lϕ0)|V = idV .
Proof. The group z⊕V always contains a lattice. Therefore (b′) implies (b) with h0 = 0.
Assume now that (a) and (b) are satisfied. Let γ0 = h0t0ϕ0 ∈ H ⋊ (R × K) = G.
We consider the discrete subgroup Γ := 〈Λ, γ0〉 ⊂ G. Then SΓ = 〈z ⊕ V, γ0〉. By
Lemma 4.4 the group SΓ acts freely, properly and cocompactly on X. Hence, so does
Γ, and Y = Γ\X is a compact quotient.
Vice versa, assume that X admits a compact quotient. Then, by Theorem 4.7 and
Corollary 4.5 the space X admits a straight compact quotient Y = Γ\X such that
Γ ⊂ SΓ =: U · ψ(〈t0〉)
for some t0 ∈ R. We may assume that ψ(t0) ∈ Γ. Define Λ := Γ ∩ U . The group Λ
is a lattice in U that is invariant under conjugation by ψ(〈t0〉). Let h0, ϕ0 defined by
H ⋊ (R × K) ∋ h0t0ϕ0 = ψ(t0). By Prop. 3.3 we have h0 ∈ Ht0ϕ0 . The group SΓ
acts properly and cocompactly on X. Now Lemma 4.4 tells us that U = z ⊕ V for
some V ⊂ a and that the remaining conditions in (a) and (b) are satisfied. If X is of
imaginary type, then Γ is tame, see Lemma 3.2. By Prop. 3.4 we can assume that ψ(t0)
centralises U . Condition (b′) follows. ✷
In the following sections we try to make the criteria provided by Proposition 4.8 as
explicit as possible in terms of the parameters (λ, µ) of X. We do this separately for
spaces of real, imaginary and mixed type. The most complete understanding will be
achieved for spaces of real type, because in this case the intricate condition
etLV ∩ a+ = {0} for all t ∈ R (17)
turns out to be a consequence of the remaining criteria and V ∩ a+ = {0}.
Remark 4.9 In [CW], Section 4, Cahen and Wallach claim to construct examples
of compact quotients of Lorentzian symmetric spaces. They consider the symmetric
spaces X0,n(2πp1/q1, . . . , 2πpn/qn), where pi, qi ∈ Z 6=0. Of course we may assume
q1 = . . . = qn = 1. For each such space X and an arbitrary lattice Γ0 of the abelian
group a− they consider the discrete subgroup Γ = Z× Γ0 × Z ⊂ z× a− ×R ⊂ Gˆ of the
transvection group and they state that Γ acts properly discontinuously and cocompactly
on X. However, this is not correct. The proof of Proposition 4.8 shows that, if the
action were proper, the space V := a− would satisfy etLV ∩ a+ = 0 for all t ∈ R, which
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is obviously not true. This can also be seen without using the preceding investigations.
Indeed, if the action of Γ were proper then also the action of the subgroup a− ⊂ Gˆ on
X would be proper since Γ0 is a lattice in a−. Now take v ∈ a− and t ∈ R such that
e−tLv ∈ a+. Abbreviating as usual (0, 0, t) ∈ Gˆ to t we get
(0, sv) · t · Gˆ+ = t · (0, e−tL(sv)) · Gˆ+ = t · Gˆ+ ∈ Gˆ/Gˆ+ = X
for all s ∈ R. Hence the line R · v ⊂ a− is contained in the stabiliser of t · Gˆ+ ∈ X,
which contradicts properness.
5 The real case
We will need the following well-known fact. For convenience of the reader, we include
its short proof here.
Lemma 5.1 Let V be a real vector space, and let A ∈ GL(V ) have characteristic
polynomial fA. We consider the following two assertions:
(a) There exists a lattice Λ ⊂ V stable under A.
(b) fA ∈ Z[x] and the constant term of fA has absolute value 1.
Then (a) implies (b). If A is semisimple, then (a) and (b) are equivalent.
Proof. If A stabilises a lattice, then it can be represented by a matrix in GL(n,Z),
hence fA ∈ Z[x] and |det(A)| = 1.
We now assume that A is semisimple and satisfies (b). We first show that for each
f ∈ Z[x] whose constant term is ±1 there is a semisimple matrix Cf ∈ GL(n,Z) having
characteristic polynomial f . We factorise f into monic polynomials irreducible in Q[x]:
f = f1 · . . . · fr. The roots of fi, i = 1, . . . , r, are simple. Let Cfi be the companion
matrix of fi. Then Cfi has characteristic polynomial fi. In particular, all eigenvalues
of Cfi have algebraic multiplicity one, thus Cfi is semisimple. Now the block diagonal
matrix Cf = diag(Cf1 , . . . , Cfr) ∈ GL(n,Z) has the required properties.
Choose a basis e1, . . . , en of V . Then the matrix CfA defines an element B ∈ GL(V )
that stabilises the lattice Λ0 spanned by e1, . . . , en. Now A and B are semisimple and
their eigenvalues over C (with multiplicities) coincide. Thus there exists anM ∈ GL(V )
such that A =MBM−1. Thus A satisfies (a) with Λ =MΛ0. ✷
Theorem 5.2 Let X be an (n + 2)-dimensional Cahen-Wallach space of real type.
Then X admits a compact quotient if and only if there exists a polynomial f ∈ Z[x],
f(x) = xn + an−1xn−1 + . . .+ a1x± 1 , (18)
with no roots on the unit circle such that
X ∼= Xn,0(log |ν1|, log |ν2|, . . . , log |νn|) ,
where ν1, ν2, . . . , νn are the roots of f .
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Proof. Let f ∈ Z[x] be as in the theorem. Let 2s be the number of non-real roots of f .
We index the roots in a way such that
ν1, . . . , ν2s 6∈ R, ν¯2k−1 = ν2k, k = 1, . . . , s and νl ∈ R∗ for l = 2s+ 1, . . . , n.
We consider the Cahen-Wallach space X := Xn,0(log |ν1|, . . . , log |νn|) and want to
construct data V,Λ, t0, ϕ0, h0 as required by Proposition 4.8.
We use the conventions of Example 2.4. In particular, a = Cn with standard basis
e1, . . . , en and θa is given by complex conjugation of the coordinates. We define V :=
(1+i)Rn. Then V ∩a+ = 0. Furthermore, the vectors (1+i)el are eigenvectors of L with
corresponding eigenvalue log |νl|. In particular, V is L-invariant. Hence Condition (a)
of Prop. 4.8 is satisfied.
We define a linear operator ϕ0 on C
n by a real diagonal block matrix, where the blocks
are  ℜ ( ν2k−1|ν2k−1|) −ℑ ( ν2k−1|ν2k−1|)
ℑ
(
ν2k−1
|ν2k−1|
)
ℜ
(
ν2k−1
|ν2k−1|
)  , k = 1, . . . , s, (19)
and the diagonal matrix diag
(
ν2s+1
|ν2s+1| , . . . ,
νn
|νn|
)
. Then ϕ0 ∈ K, and ϕ0 leaves V
invariant. The complex eigenvalues of the semisimple operator A := eLϕ0|V are
precisely ν1, . . . , νn. Thus A has characteristic polynomial f . By Lemma 5.1 there
is a lattice Λ0 ⊂ V stabilised by A. Choose an arbitrary lattice Λ1 ⊂ z and put
Λ := Λ1 ⊕ Λ0 ⊂ z ⊕ V . Since V ⊂ (a, ω) is a Lagrange subspace the group structure
of z ⊕ V viewed as a subgroup of H is just given by vector space addition. Therefore,
Λ ⊂ z ⊕ V is really a subgroup, hence a lattice. Now we see that Condition (b) of
Prop. 4.8 is satisfied with t0 = 1, h0 = 0. It follows that X admits a compact quotient.
Vice versa, let X be an (n+2)-dimensional Cahen-Wallach space of real type that has
a compact quotient. Let V,Λ, t0, ϕ0, h0 be as in Prop. 4.8, Conditions (a) and (b). For
all Cahen-Wallach spaces of real type and arbitrary 0 6= t ∈ R, ϕ ∈ K we have Htϕ = z.
In particular, h0 acts trivially on z ⊕ V and we can assume h0 = 0. We claim that
Λ∩ z 6= 0. This is clear if z⊕V is non-abelian. In the abelian case we consider the linear
operator B := 1− et0Lϕ0 on z ⊕ V . Its kernel is z. The lattice Λ generates a Q-vector
space (z⊕V )Q on which B still acts with a one-dimensional kernel. A suitable rational
multiple of a non-zero element of this kernel belongs to Λ ∩ z.
By the claim, the projection Λ0 of Λ to V is a lattice. Set A := e
t0Lϕ0 and A0 := A|V .
Then Λ0 is A0-stable. By Lemma 5.1 the characteristic polynomial fA0 is integral and
the constant term of fA0 has absolute value 1. Let us denote its roots by ν1, . . . , νn.
Since L and A commute the eigenspaces Eλ of L are A-invariant. All the complex
eigenvalues of A on Eλ have absolute value e
t0λ. If λ 6= λ′, then et0λ 6= et0λ′ . The A-
invariant subspace V ⊂ a can be decomposed into a direct sum of invariant subspaces
characterized by the absolute value of the A-eigenvalues appearing. The previous dis-
cussion implies that such a subspace is contained in a single L-eigenspace Eλ. We
conclude that V is L-invariant and that the L-eigenvalues λi on V are related to the
A0-eigenvalues νi by
λi =
log |νi|
t0
, i = 1, . . . , n. (20)
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In particular, no eigenvalue of A0 lies on the unit circle. Thus the polynomial fA0 has
all the properties required by the theorem.
We consider the L and θa-invariant subspace V ∩ θaV . Since V ∩ a+ = {0} it is
contained in a−. But L maps a− bijectively to a+. Hence V ∩ θaV = {0}. We conclude
that a = V ⊕ θaV . This implies that the eigenvalues of L on a are precisely
λ1, . . . , λn,−λ1, . . . ,−λn ,
where λi is given by (20). It follows that
X ∼= Xn,0(λ1, . . . , λn) ∼= Xn,0(log |ν1|, . . . , log |νn|) .
✷
The theorem has the following immediate consequences.
Corollary 5.3 The set of isometry classes of Cahen-Wallach spaces of real type ad-
mitting a compact quotient is countable.
Proof. According to Theorem 5.2 there is a subset of Z[x] that surjects to the set of
isometry classes in question. ✷
Corollary 5.4 Assume that Xn,0(λ) admits a compact quotient. Then there is choice
of signs such that
n∑
i=1
±λi = 0 . (21)
Proof. Theorem 5.2 implies that for some choice of signs ±λi = c log(|νi|), where the
constant c is independent of i, and νi are the roots of a monic polynomial with constant
term ±1. Thus 1 = |ν1ν2 . . . νn| = |ν1| . . . |νn|. Taking logarithms the corollary follows.
✷
For a given Cahen-Wallach space Xn,0(λ) satisfying (21) it might be rather difficult to
decide by a direct application of Theorem 5.2 whether it admits a compact quotient.
There is, however, a second necessary condition, which is relatively easy to check.
Proposition 5.5 Assume that Xn,0(λ) admits a compact quotient. Then the quotients
λi/λj , 1 ≤ i, j ≤ n, are either rational or transcendental.
Proof. By Theorem 5.2 the number λi/λj is a quotient of logarithms of algebraic
numbers. By the Gelfond-Schneider Theorem (which solves Hilbert’s seventh problem)
such quotients are either rational or transcendental, see e.g. [S], Satz 14 or [Wa],
Thm. 1.4. ✷
In Proposition 5.5, not too many of the ratios λi/λj can be a rational number different
from ±1. For instance, we have
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Proposition 5.6 Let X be a Cahen-Wallach space isomorphic to
Xn,0(l1, . . . , ld, λd+1, . . . , λn) ,
such that li ∈ Q, |li| 6= |lj | for i 6= j, i, j = 1, . . . , d, and the sets Si := {k ≥ d + 1 |
|λk| = |li|} have even cardinality for i = 1, . . . , d. If X admits a compact quotient, then
d ≤ n3 .
Lemma 5.7 Let ν1, ν2 ∈ R \ {−1, 0, 1} be real roots of an irreducible polynomial f ∈
Q[x]. Assume that α :=
log |ν1|
log |ν2| ∈ Q. Then α = ±1.
Proof. We look at the Galois group G(f) of f , i.e. G(f) = Gal(N/Q), where the
field N ⊂ C arises by adjoining all roots of f to Q. Since f is irreducible, there exists
g ∈ G(f) such that g(ν1) = ν2. We write α = pq , p, q being coprime integers. We set
ρi := ν
2
i ∈ N ∩R+ \ {1}. Then g(ρ1) = ρ2 and ρq1 = ρp2. We choose m,n ∈ Z such that
np+mq = 1 and define ρ := ρn1ρ
m
2 ∈ N ∩R+ \ {1}. This implies ρ1 = ρp, ρ2 = ρq, and
g(ρ)p = ρq .
By induction we obtain for every k ≥ 1
gk(ρ)p
k
= ρq
k
.
It follows that ρp
l
= ρq
l
, where l is the order of g. Hence p = ±q, i.e. α = ±1. ✷
Proof of Prop. 5.6. Assume that Xn,0(l1, . . . , ld, λd+1, . . . , λn) admits a compact
quotient. Theorem 5.2 implies that there exist a polynomial f ∈ Z[x] of the form
(18) having at least d real roots ν1, . . . , νd, a constant c ∈ R+ and a choice of signs
such that log |νi| = ±cli for i = 1, . . . , d. In particular, log |νi|/ log |νj | 6= ±1 for
i 6= j. For i = 1, . . . , d let fi be the minimal polynomial of νi over Q. Lemma
5.7 implies that fi(νj) 6= 0 for j ∈ {1, . . . , d} \ {i}. We conclude that f is a prod-
uct of at least d irreducible factors. Hence it suffices to prove that fi has degree
at least 3. Assume that fi were quadratic. Then the second root ν
′
i of fi satisfies
log |ν ′i| = log(1/|νi|) = − log |νi| = ±cli, which contradicts the fact that li (seen as a
parameter of X) has odd multiplicity. ✷
There are two other ways to look at the numbers ν1, . . . , νn appearing in Theorem 5.2.
Geometrically, they are just the eigenvalues of strictly hyperbolic matrices in GL(n,Z).
Conjugacy classes of hyperbolic elements of PGL(n,Z) define closed geodesics on the
Riemannian locally symmetric space S := PGL(n,Z)\PGL(n,R)/PO(n). Therefore
the set of all parameters of the form (log |ν1|, log |ν2|, . . . , log |νn|) giving (n + 2)-
dimensional Cahen-Wallach of real type admitting compact quotients can be inter-
preted as a kind of multi-dimensional length spectrum of the geodesic flow of S. The
investigation of geodesic flows of locally symmetric spaces like S is a classical and still
very fruitful area of mathematical research at the edge between ergodic theory, number
theory, and harmonic analysis, see e.g. [ELPV]. On the other hand, from a purely
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number theoretic point of view, ν1, . . . , νn are just (conjugate) units in algebraic num-
ber fields. We will now exploit this point of view to get more information on the set of
isometry classes of Cahen-Wallach spaces of real type admitting compact quotients.
Let K be an algebraic number field of degree d, i.e., a field extension of Q of degree d.
Let oK ⊂ K be its ring of integers, and let o∗K ⊂ oK be the group of units of K.
Note that o∗K is just the set of zeroes in K of polynomials of the form (18). Let
Hom(K,C) = {τ1, . . . , τ2s, τ2s+1, . . . , τd} be the set of embeddings K →֒ C, where we
assume that τ2j is the composition of τ2j−1 with complex conjugation for j = 1, . . . , s
and that the image of τi is contained in R for i ≥ 2s+1. If K is given by the irreducible
polynomial f , i.e., K = Q[x]/(f), then the embeddings correspond to the d different
roots ν1, . . . , νd of f in C: τi(x) = νi. A number field K is called totally real if s = 0.
If d = 2, 3, one just says ‘real’ quadratic or cubic field, instead.
For 0 ≤ s ≤ [d/2] we define a vector subspace Rds ⊂ Rd of dimension d− 1− s by
Rds :=
{
y = (y1, . . . , yd) ∈ Rd |
d∑
i=1
yi = 0, y2j−1 = y2j for j = 1, . . . , s
}
.
We consider the group homomorphism lK : o
∗
K → Rds given by
lK(ν) := (log |τ1(ν)|, . . . , log |τd(ν)|) .
It is a fundamental fact that the image of lK is a lattice in the R-vector space R
d
s and
that its kernel is precisely the group µK of roots of unity in K (see e.g. [N] or [FT];
this fact is the main ingredient of the modern proof of Dirichlet’s unit theorem stating
that o∗K is the product of the finite cyclic group µK and a free abelian group of rank
d− 1− s).
Definition 5.8 Let K be a number field of degree d admitting precisely s pairs of
complex conjugate embeddings K →֒ C. We define a Q-form HK of the R-vector space
Rds as the vector subspace over Q of R
d
s generated by the lattice im lK .
For a subset A ⊂ Rd we set Areg := A ∩ (R∗)d.
The following theorem is essentially a reformulation of Theorem 5.2.
Theorem 5.9 Let X be an (n + 2)-dimensional Cahen-Wallach space of real type.
Then X admits a compact quotient if and only if there exist a collection of number
fields K1,K2, . . . ,Kr of degree di (and corresponding data si and HKi as in Def. 5.8)
satisfying di − si ≥ 2, ∑ri=1 di = n and vectors λi ∈ HregKi ⊂ Rdi such that
X ∼= Xn,0(λ1, λ2, . . . , λr) .
Proof. Assume that X admits a compact quotient. By Theorem 5.2 there exists a
polynomial f ∈ Z[x] of the form (18) with roots νi, |νi| 6= 1, such that
X ∼= Xn,0(log |ν1|, log |ν2|, . . . , log |νn|) . (22)
28
We decompose f = f1 · . . . · fr into irreducibles over Q. Set di := deg fi, ki := d1+ d2+
. . .+ di−1, and let si be the number of pairs of complex conjugate non-real roots of fi.
We order the roots of f such that
νki+1, νki+2, . . . , νki+2si , νki+2si+1, . . . , νki+di
are the roots of fi and νki+2j = νki+2j−1, j = 1, . . . , si. We set Ki := Q(νki+1). Then
νki+1 is a unit in Ki, and the embeddings τ
i
j ∈ Hom(Ki,C) are given by τ ij(νki+1) =
νki+j . We define
λi := (log |νki+1|, . . . , log |νki+di |) = lKi(νki+1) ∈ HKi .
Since none of the roots lies on the unit circle, we have in fact λi ∈ HregKi . Now (22)
shows that X ∼= Xn,0(λ1, λ2, . . . , λr).
Vice versa, assume that for i = 1, . . . , r number fields Ki of degree di,
∑r
i=1 di = n, and
vectors λi ∈ HregKi are given. Then there exists mi ∈ N such that miλi ∈ im lKi . Let m
be a common multiple of m1, . . . ,mr. It follows that there are units ρi ∈ Ki such that
lKi(ρi) = mλ
i, i = 1, . . . r.
We define
fi(x) :=
∏
τ∈Hom(Ki,C)
(x− τ(ρi)), f := f1 · f2 · . . . · fr.
Since mλi ∈ (Rdi)reg none of the zeroes ν1, . . . , νn of f lies on the unit circle. By Galois
theory, fi is just a power of the minimal polynomial of ρi over Q. Since ρ1, . . . , ρr are
units it follows that f is of the form (18). Now Theorem 5.2 implies that
Xn,0(λ
1, . . . , λr) ∼= Xn,0(mλ1, . . . ,mλr) = Xn,0(log |ν1|, . . . , log |νn|)
admits a compact quotient. ✷
Now we consider the space Mn,0 of isometry classes of (n + 2)-dimensional Cahen-
Wallach spaces of real type. It comes with a continuous surjection Φn,0 : (R
∗)n →Mn,0
that restricts to a homeomorphism
{λ ∈ Rn | 1 = λ1 ≤ λ2 ≤ . . . ≤ λn} ∼=Mn,0 , (23)
see Subsection 2.1 for all that. Let Mcn,0 ⊂ Mn,0 be the subspace of isometry classes
of spaces admitting a compact quotient. We define M0n,0 := Φn,0((Rn0 )reg) ⊂Mn,0.
Corollary 5.10 The set Mcn,0 is a countable and dense subset of M0n,0.
Proof. That Mcn,0 is countable and contained in M0n,0 is the content of Corollaries 5.3
and 5.4, respectively. We have to prove the density statement.
Let K be a totally real number field of degree n (such number fields always exist).
Then HK is a Q-form of the real vector space Rn0 . It follows that HK ⊂ Rn0 as well as
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HregK ⊂ (Rn0 )reg are dense. Hence Φn,0(HregK ) ⊂ M0n,0 is dense. But Theorem 5.9 tells
us that Φn,0(HregK ) ⊂Mcn,0. ✷
We remark that HregK = HK \ {0} for a totally real number field K.
Let us describe the spaces Mcn,0 for n ≤ 3 more explicitly. Since M01,0 = ∅, we have
Mc1,0 = ∅. The space M02,0 consists of one point, the isometry class of X2,0(1, 1).
The latter space admits a compact quotient (take an abitrary real quadratic field in
Theorem 5.9 or the polynomial x2 + kx + 1, |k| > 2, in Theorem 5.2). Thus Mc2,0 is
a singleton. The case n = 3 is more interesting. Formula (23) provides a convenient
parametrisation φ ofM03,0 by the interval [1,∞): φ(λ) := Φ3,0(1, λ, λ+1). We want to
understand the subset φ−1(Mc3,0) ⊂ [1,∞). We define a map ψ : (R30)reg → [1,∞) by
ψ(x) := max
i,j
(|xi|/|xj |)− 1. Note that φ ◦ ψ = Φ3,0|(R3
0
)reg .
A complete understanding of φ−1(Mc3,0) will depend on the validity of the still un-
proven four exponentials conjecture in transcendental number theory (see e.g. [Wa],
Conj. 1.13), which we now state in a form convenient for our purposes:
Let (λij) be a (2× 2)-matrix of complex numbers such that eλij is algebraic for all i, j
and such that rows and columns are linearly independent over Q. Then its rows (and
hence the columns) are linearly independent over C.
Proposition 5.11 For a real cubic field K, we set ΛK := ψ(HregK ). Then ΛK is a
countable dense subset of [1,∞) consisting of transcendental numbers and
φ−1(Mc3,0) = {1} ∪
⋃
K
ΛK , (24)
where the union is taken over all isomorphism classes of real cubic fields. If the four
exponentials conjecture is true, then the union is disjoint.
Proof. For n = 3 each collection of number fields appearing in Thm. 5.9 consists of a
single cubic field. Thus Mc3,0 is the union of the sets Φ3,0(HregK ), K running over all
cubic fields. If K is not real (i.e. s = 1), then Φ3,0(HregK ) consists of the single point
φ(1), while for real fields we have by construction Φ3,0(HregK ) = φ(ΛK). This proves
(24). For the density of ΛK we refer to the proof of Cor. 5.10. Proposition 5.6 implies
ΛK ∩Q = ∅. Thus, by Prop. 5.5 the set ΛK consists entirely of transcendental numbers.
It remains to prove the last assertion of the proposition. Let K1, K2 be two non-
isomorphic real cubic fields, and let λi = (λi1, λi2, λi3) ∈ HregKi , i = 1, 2. Reindexing
the embeddings Ki →֒ R, if necessary, we may assume that |λi1| ≤ |λi2| ≤ |λi3|. Then
the transcendental number ψ(λi) equals |λi2|/|λi1|. If |λ11|/|λ21| were rational, then
K1 and K2 would contain a common unit of infinite order. This is impossible since
K1 ∩ K2 = Q. We conclude that the matrix (|λij |)i,j=1,2 satisfies the assumptions of
the four exponentials conjecture. Its validity would imply that the vectors (|λ11|, |λ12|)
and (|λ21|, |λ22|) are linearly independent over C, i.e. ψ(λ1) 6= ψ(λ2). ✷
A table of the first 100 real cubic fields K (ordered by the size of their discriminant)
including their fundamental units can be found in [Co], Table B.4. Using these data,
ΛK can be computed explicitly for those number fields.
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6 Good subspaces and the imaginary case
6.1 Good subspaces and admissible tuples
Now we turn to spaces of imaginary type. In order to deal with the crucial condition
(17) we introduce the following notion.
Definition 6.1 Let (W, θ) be a real 2n-dimensional vector space with involution such
that dimW± = n, and let ρ : U(1)→ GL(W ) be a representation satisfying
ρ(z) ◦ θ = θ ◦ ρ(z−1) for all z ∈ U(1) . (25)
A subspace V ⊂W is called ρ-good (or just good if ρ is understood) if dimV = n and
ρ(z)V ∩W+ = {0} for all z ∈ U(1) .
Every representation of the form (25) is equivalent to a direct sum of certain two-
dimensional representations (ρk,W, θ), k ∈ Z, where
• W := C and θ is given by complex conjugation and
• ρk(z)(w) := zkw for z ∈ U(1) ⊂ C∗ and w ∈ C.
We remark that ρk and ρ−k are equivalent as representations over the reals.
We will describe the representations appearing in Definition 6.1 by n-tuples k =
(k1, . . . , kn) ∈ Zn, where k stands for the representation ρ = ρk1 ⊕ . . .⊕ ρkn on Cn, and
we will call the corresponding ρ-good subspaces k-good. Formally, for n = 0, we will
describe the zero-representation ρ by the empty tuple.
We will use the following description of real n-dimensional subspaces of W ∼= Cn. Let
c1, . . . , cn ∈ Cn be linear independent over R and let C = (cjk)j,k=1,...,n be the matrix
with columns c1, . . . , cn. Then
VC := {Cr | r ∈ Rn} (26)
is the n-dimensional real subspace of W spanned by c1, . . . , cn.
For k = (k1, . . . , kn) and z ∈ C, let zk denote the diagonal matrix diag(zk1 , . . . , zkn).
Lemma 6.2 The subspace V := VC ⊂W is k-good if and only if
detℑ(zk C) 6= 0
for all z ∈ U(1) ⊂ C.
Proof. Obviously, ρ(z)V ∩W+ 6= ∅ holds if and only if there exists an element r ∈ Rn
such that ρ(z)Cr ∈ Rn. Furthermore, we have ρ(z)Cr ∈ Rn if and only if
0 = ℑ(ρ(z)Cr) = ℑ(zk C) · r.
This equation has a non-trivial solution r if and only if detℑ(zk C) = 0. ✷
Let Gn(W ) be the Grassmannian of real n-dimensional subspaces ofW and, for k ∈ Zn,
let G
k
n ⊂ Gn(W ) be the subset of k-good subspaces.
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Corollary 6.3 The subset G
k
n (W ) ⊂ Gn(W ) is open.
Proof. The subset U := {V ∈ Gn(W ) | V ∩ W+ = {0}} ⊂ Gn(W ) is open and
G
k
n (W ) ⊂ U . There is a continuous map F : U →M(n,C) characterised by VF (H) = H
(see (26)) and ℑ(F (H)) = id for all H ∈ U . For C ∈ M(n,C) we consider the
continuous function fC : S
1 → R, fC(z) := detℑ(zk C). Then the map G sending H
to fF (H) from U to the Banach space C(S
1,R) is continuous. Functions without zeroes
form an open subset E ⊂ C(S1,R). By Lemma 6.2 we have G kn (W ) = G−1(E). ✷
The question is whether G
k
n (W ) is non-empty. We are mainly interested in the case
W ρ = {0}, i.e. ki 6= 0 for i = 1, . . . , n.
Definition 6.4 An n-tuple k = (k1, . . . , kn) ∈ (Z 6=0)n is called R-admissible if G kn (Cn)
is non-empty.
For an n-tuple, the condition of R-admissibility is invariant under permutations and
independent sign changes of the coordinates as well as under multiplication with a
common factor m ∈ Z 6=0.
Proposition 6.5 If k = (k1, . . . , kn) ∈ (Z 6=0)n is R-admissible, then
n∑
j=1
κjkj = 0 (27)
for suitable κj ∈ {1,−1}, j = 1, . . . , n.
Proof. Since k1, . . . , kn are integers, the determinant
detℑ(zk C) = det
(
1
2i (clmz
kl − clmz−kl)l,m=1,...,n
)
is a rational function of the form fC(z) =
∑
κ dκz
κ1k1+...+κnkn , dκ = d−κ, where the
summation runs over all κ = (κ1, . . . , κn) ∈ {1,−1}n. We consider fC as a function
fC : S
1 → R. Since the integral of the function t 7→ eitk over [0, 2π] vanishes for
k ∈ Z6=0, we obtain ∫ 2pi
0
fC(e
it)dt = 2π
∑
κ1k1+...+κnkn=0
dκ. (28)
If there exists a k-good subspace V = VC , then fC(z) 6= 0 for all z ∈ S1 by Lemma 6.2.
But if fC < 0 or fC > 0 on S
1, then the sum on the right hand side of (28) cannot
vanish, which gives the assertion. ✷
The following theorem reduces the classification of Cahen-Wallach spaces of imaginary
type admitting a compact quotient to that of R-admissible tuples.
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Theorem 6.6 Let X be an (n + 2)-dimensional Cahen-Wallach space of imaginary
type. Then X admits a compact quotient if and only if there exists an R-admissible
d-tuple (k1, . . . , kd) ∈ (Z 6=0)d, 0 ≤ d ≤ n, d ≡ n (2), such that
X ∼= X0,n(k1, . . . , kd, µd+1, . . . , µn) ,
where the remaining parameters µi ∈ R∗, i = d+ 1, . . . , n, all appear with even multi-
plicity.
Proof. Construction part: Suppose that X = X0,n(k1, . . . , kd, µd+1, . . . , µn), where
(k1, . . . , kd) is R-admissible and µd+2j−1 = µd+2j =: µˆj for j = 1, . . . , (n − d)/2. Using
the identification of a with Cn (see Example 2.4) we make the splitting
a = Cd ⊕Cn−d =: a1 ⊕ a2 .
Let V1 ⊂ Cd be a (k1, . . . , kd)-good subspace. Moreover, we define φ := φµˆ ∈ so(a2)
for µˆ = (µˆ1, . . . , µˆ(n−d)/2) as in (5). Then φ commutes with L|a2 and with complex
conjugation. We put V2 := a
L+φ
2 and
V := V1 ⊕ V2, t0 := 2π, ϕ0 := ida1 ⊕ e2piφ ∈ K .
These data satisfy Conditions (a) and (b′) in Proposition 4.8. Hence X admits a
compact quotient, which finishes this part of the proof. For the reader who is interested
in the explicit construction of lattices, we remark that the proof of Proposition 4.8
shows that such a compact quotient Γ \ X can be obtained by taking Γ = 〈Λ, γ0〉,
where γ0 := (0, 0, t0) · ϕ0 ∈ Gˆ ⋊K and Λ is an arbitrary lattice of the group z⊕ V .
Classification part: Assume that X = X0,n(µ˜1, . . . , µ˜n) has a compact quotient. Let
V, t0, ϕ0 be as in Prop. 4.8, Conditions (a) and (b
′). We order the parameters µ˜i ∈ R\{0}
such that
µ˜1, . . . , µ˜d ∈ π
t0
Z and µ˜d+1, . . . , µ˜n 6∈ π
t0
Z
for some 0 ≤ d ≤ n. As above, this induces a splitting
a = Cd ⊕Cn−d =: a1 ⊕ a2 .
For µ ∈ R∗ let a(µ) be the eigenspace of L2 with eigenvalue −µ2. Assume that the
parameter µ˜i appears with odd multiplicity. We claim that then i ≤ d. Indeed, a(µ˜i)−
is odd dimensional, hence a(µ˜i)
ϕ20− 6= {0}. We consider the natural projection P : V →
a(µ˜i)
ϕ20 . It is non-trivial and equivariant under et0Lϕ0. Choose v ∈ V with P (v) 6= 0.
Then
e2it0µ˜iP (v) = (et0Lϕ0)
2P (v) = P ((et0Lϕ0)
2v) = P (v) .
Thus e2it0µ˜i = 1, and the claim follows. The claim implies that the parameters µ˜i for
i > d appear with even multiplicity.
Let now i > d. We consider the natural et0Lϕ0-equivariant projection Q : V → a(µ˜i)
and claim that
Q(V ) ∩ a(µ˜i)+ = {0} . (29)
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Indeed, for v ∈ V we have
Q(v) = Q(et0Lϕ0v) = e
it0µ˜iϕ0Q(v) and θaQ(v) = e
−it0µ˜iϕ0θaQ(v) .
Thus Q(v) = θaQ(v) implies e
2it0µ˜iϕ0Q(v) = ϕ0Q(v). Since i > d we conclude that
Q(v) = 0.
Let R : V → a2 be the natural projection. Then (29) implies that dimR(V ) ≤ n− d.
Hence dim(V ∩ a1) ≥ d. We conclude that dim(V ∩ a1) = d and that V ∩ a1 is a
(k1, . . . , kd)-good subspace of a1, where ki = t0µ˜i/π, i = 1, . . . , d. Thus the d-tuple
(k1, . . . , kd) is R-admissible. For i > d we set µi := t0µ˜i/π. Then
X ∼= X0,n(k1, . . . , kd, µd+1, . . . , µn) ,
and the parameters have the required properties. ✷
Corollary 6.7 Assume that X0,n(µ) admits a compact quotient. Then there is choice
of signs such that
n∑
i=1
±µi = 0 .
Proof. Combine Thm. 6.6 with Prop. 6.5. ✷
Now we want to construct examples of Cahen-Wallach spaces of imaginary type that
admit compact quotients. Theorem 6.6 reduces this task to the construction of k-good
subspaces of the 2n-dimensional real vector space W = Cn, where k = (k1, . . . , kn) ∈
(Z 6=0)n. Recall that we consider the involution θ onW given by the complex conjugation
on Cn, hence W+ = R
n ⊂ Cn, and that ρ = ρk1 ⊕ . . . ⊕ ρkn is the U(1)-representation
on Cn introduced in the beginning of this section.
In the remaining part of this subsection we will construct explicit examples of k-good
subspaces, mainly in small dimensions. For n = 2 this is rather easy. The subspace
V = C · (1, i) ⊂ C2 is (k, k)-good for every k ∈ Z6=0. In order to make the calculations
for higher dimensions more readable we introduce the following notations:
I(k) := ℑ(zk), I(k, ω) := ℑ(zkω), R(k) := ℜ(zk), R(k, ω) = ℜ(zkω),
where z ∈ S1, ω ∈ C and k ∈ Z.
Example 6.8 (n=3) Let k = (k1, k2, k3) ∈ (Z 6=0)3 be such that k1 = k2 + k3. We
consider
C =
 i −1 01 i −ω
iω −ω i

and we claim that VC is a good subspace for a suitable choice of ω. Indeed, we compute
fC(z) := detℑ(zk C) =
∣∣∣∣∣∣
R(k1) −I(k1) 0
I(k2) R(k2) −I(k2, ω)
R(k3, ω) −I(k3, ω) R(k3)
∣∣∣∣∣∣
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expanding the determinant along the first row. We obtain
fC(z) = R(k1) ·
∣∣∣∣ R(k2) −I(k2, ω)−I(k3, ω) R(k3)
∣∣∣∣+ I(k1) · ∣∣∣∣ I(k2) −I(k2, ω)R(k3, ω) R(k3)
∣∣∣∣
=
∣∣∣∣ R(k1)R(k2) + I(k1)I(k2) −I(k2, ω)−R(k1)I(k3, ω) + I(k1)R(k3, ω) R(k3)
∣∣∣∣ (30)
=
∣∣∣∣ R(k2 − k1) −I(k2, ω)I(k1 − k3, ω) R(k3)
∣∣∣∣
= R(k3)
2 + I(k2, ω)
2.
If we take ω = eir such that r is an irrational multiple of π, then R(k3) and I(k2, ω)
do not vanish at the same time. Consequently, VC is a k-good subspace for this choice
of ω. If we take ω = 1, then VC is always (k1, k2, k3)-good or (k1, k3, k2)-good. Indeed,
if the multiplicity of 2 in the prime factorisation of k is less or equal to that of 2 in the
prime factorisation of k′, then R(k′)2 + I(k)2 6= 0.
Example 6.9 (n=4) Let k = (k1, k2, k3, k4) ∈ (Z 6=0)4 be a quadruple satisfying k2 −
k1 = k4 − k3. We consider VC for
C =

i −1 0 0
1 i −ω −iω
iω −ω i −1
0 0 1 i
.
We claim that VC ⊂ C4 is a good subspace for a suitable choice of ω. Indeed, expanding
the determinant fC(z) := detℑ(zk C) along the first and the last row proceeding in the
same way as in (30) we obtain
fC(z) =
∣∣∣∣∣∣∣∣
R(k1) −I(k1) 0 0
I(k2) R(k2) −I(k2, ω) −R(k2, ω)
R(k3, ω) −I(k3, ω) R(k3) −I(k3)
0 0 I(k4) R(k4)
∣∣∣∣∣∣∣∣
=
∣∣∣∣ R(k1)R(k2) + I(k1)I(k2) −I(k2, ω)R(k4) +R(k2, ω)I(k4)−R(k1)I(k3, ω) + I(k1)R(k3, ω) R(k3)R(k4) + I(k3)I(k4)
∣∣∣∣
=
∣∣∣∣ R(k2 − k1) −I(k2 − k4, ω)I(k1 − k3, ω) R(k4 − k3)
∣∣∣∣
= R(k2 − k1)2 + I(k1 − k3, ω)2.
As in Example 6.8 we conclude that VC is k-good if ω is in π · (R\Q). If we take ω = 1,
then VC is (k1, k2, k3, k4)-good or (k1, k3, k2, k4)-good by the same argument as in the
previous example.
By the way, note that VC is a complex subspace. This will become of interest in
Subsection 8.2.
Example 6.10 (n=6) Suppose that k = (k1, . . . , k6) ∈ (Z 6=0)6 satisfies k1+ k5+ k6 =
k2 + k3 + k4. We consider C := (c1, ic1, c2, ic2, c3, ic3), where
c1 := (1, 0, 0, 2,−i, 1)⊤ , c2 := (0, 1, 0 − i,−1,−i)⊤, c3 := (0, 0, 1, 0,−1, i)⊤ .
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We want to find examples of 6-tuples k for which VC is k-good. Expanding the deter-
minant fC(z) := detℑ(zk C) along the first three rows we obtain
fC(z) =
∣∣∣∣∣∣
2I(k1 − k4) −R(k2 − k4) 0
R(k1 − k5) I(k2 − k5) −I(k3 − k5)
I(k1 − k6) −R(k2 − k6) −R(k3 − k6)
∣∣∣∣∣∣ .
With
α := k1 − k2, β := k1 − k4, γ := k5 − k3, δ := k6 − k3
this gives
fC(z) =
∣∣∣∣∣∣
2I(β) −R(β − α) 0
R(α+ β + δ) I(β + δ) I(γ)
I(α + β + γ) −R(β + γ) −R(δ)
∣∣∣∣∣∣
= −I(γ)(−2I(β)R(β + γ) + I(α+ β + γ)R(β − α))
−R(δ)(2I(β)I(β + δ) +R(α+ β + δ)R(β − α))
= −I(γ)(I(γ) − 12I(2β + γ) + 12I(2α + γ))
−R(δ)(R(δ) − 12R(2β + δ) + 12R(2α + δ))
= −14(4 + 2R(2α) − 2R(2β) − 2R(2γ) + 2R(2δ) +R(2α + 2δ)
−R(2α+ 2γ) +R(2β + 2γ)−R(2β + 2δ))
= −14ℜ((2 + z2α − z2β)(2− z2γ + z2δ)).
If k2 = k4 (which is equivalent to α = β) and both γ = k5 − k3 and δ = k6 − k3 are
odd, then fC(z) > 0 for all z ∈ U(1), hence VC is k-good for those k.
Now suppose that k1−k2 = k5−k3 and k1−k4 = k6−k3, which is equivalent to α = γ
and β = δ. Then we have 4fC(z) = −4 + ℜ((z2α − z2β)2). If we now choose k such
that both α = k1 − k2 and β = k1 − k4 are odd, then fC(z) > 0 for all z ∈ U(1), hence
VC is k-good.
Besides these two series of examples there are many special choices of α, β, γ and δ
such that fC(z) > 0 for all z ∈ U(1). Each of these choices gives us an infinite series of
admissible 6-tuples k, namely
k1 = k + α+ β, k2 = k + β, k3 = k − γ − δ, k4 = k + α, k5 = k − δ, k6 = k − γ
for any k ∈ Z \ {−α, −β, γ, δ, α − β, γ + δ}. For instance, one can check numer-
ically that fC(z) > 0 for (α, β, γ, δ) = (1, 5, 3, 12). If we put k = −16 we get
k = −(10, 11, 31, 15, 28, 19). We will get back to this example a the end of this subsec-
tion.
Example 6.11 (Examples by induction) Now we want to construct k˜-good sub-
spaces of Cn+2 starting from k-good subspaces in Cn, where k and k˜ are related in the
following way. Let k = (k1, . . . , kn) be R-admissible. We take k, kˆ such that kn = 2k− kˆ
and put k˜ = (k1, . . . , kn−1, k, k, kˆ). Let VC be k-good. We may assume that the last
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row of C equals (0, . . . , 0, 1, i). We claim that VC˜ is k˜-good for
C˜ :=

(clm)l=1,...,n−1,m=1,...,n 0
0
1 i
i −1
0 0
−1 −i
i −1
1 i
 .
Indeed, for fC˜(z) := detℑ(zk˜ C˜), we have
fC˜(z) = det

ℑ(zklclm)l=1,...,n−1,m=1,...,n 0
0
I(k) R(k)
R(k) −I(k)
0 0
−I(k) −R(k)
R(k) −I(k)
I(kˆ) R(kˆ)

= det
 ℑ(z
klclm)l=1,...,n−1,m=1,...,n 0
0
I(k) R(k)
R(k) −I(k)
−I(k − kˆ)
R(k − kˆ)

= det
( ℑ(zklclm)l=1,...,n−1,m=1,...,n
0 I(2k − kˆ) R(2k − kˆ)
)
= detℑ(zk C) 6= 0
since VC is k-good by assumption. Hence VC˜ is k˜-good. Note that VC˜ is complex if VC
is complex.
The induction gives rise to many examples of k-good subspaces in arbitrary dimensions.
For instance, we can show that k is R-admissible if at most four entries of k have odd
multiplicity and if k satisfies the necessary condition (27).
Corollary 6.12 For l ≤ 4, let k = (k1, . . . , k2m, k2m+1, . . . , k2m+l) ∈ (Z 6=0)2m+l be
such that k2j−1 = k2j for j = 1, . . . ,m. Then k is R-admissible if and only if it satisfies
(27) for a suitable choice of signs.
Proof. We have to show that Condition (27) is sufficient. We may assume that
−2∑mj=1(−1)jkj +(−1)mk2m+1+ k2m+2+ . . .+ k2m+l = 0. Examples 6.8 and 6.9 show
that (k′2m+1, k2m+2, . . . , k2m+l) is R-admissible if k′2m+1 + k2m+2 + . . . + k2m+l = 0.
Now the assertion follows by repeated application of the induction step described in
Example 6.11. ✷
In particular, Cor. 6.12 shows that for n ≤ 4 the trace condition (27) is not only
necessary but also sufficient for the existence of a k-good subspace. It is not clear
whether this is also true for higher dimensions. Unfortunately, the described induction
only yields examples of R-admissible k whose entries kj of k satisfy various linear
equations of the form
∑
j∈J κjkj = 0, where κj ∈ {1,−1} and J is a subset of {1, . . . , n}.
Moreover, ki = kj for at least one pair (i, j), i 6= j. This leads us to the following
Question: Does the existence of a k-good subspace imply any further condition for k
besides Condition (27)?
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We have some hope that the answer to this question is ‘no’ also in dimension n > 4.
For instance, k = (10, 11, 31, 15, 28, 19) is an example of an R-admissible 6-tuple (see
Example 6.10), that does not satisfy any linear equation of the kind mentioned above
except the trace condition.
6.2 Special subspaces
In this subsection we will study a special class of good subspaces. We want to do this
in a more general context, which will become of importance in Sections 7 and 8.
Let (W, 〈· , ·〉) be a Euclidean space of dimension 2n and let θ : W →W be an involutive
isometry. As usual, we denote the eigenspaces of θ by W+ and W−. We suppose that
dimW+ = dimW−. Furthermore, let be given a map L ∈ so(W ) that anticommutes
with θ.
Definition 6.13 Let φ ∈ so(W ) be a map that commutes with L and θ. A subspace
V ⊂W is called (L, φ)-special if W = V ⊕W+ and if (L+ φ)(V ) = V .
A subspace V ⊂W is called L-special if there exists a map φ ∈ so(W ) commuting with
θ and L such that V is (L, φ)-special.
Every L-special subspace V ⊂ W satisfies etL(V ) ∩W+ = 0 for all t ∈ R. Indeed,
choose φ such that V is (L, φ)-special, then etLetφ(V ) = V for all t ∈ R. Hence
etL(V ) ∩W+ = e−tφ(V ) ∩W+ = e−tφ(V ∩ etφ(W+)) = e−tφ(V ∩W+) = 0 for all t ∈ R
since e−tφ commutes with θ.
In particular, suppose that the eigenvalues of L onWC are in iZ, and let ±ik1, . . . ,±ikn
be these eigenvalues. Then every L-special subspace is (k1, . . . , kn)-good.
In the remainder of this section we will suppose that L ∈ so(W ) is invertible. Then
dimW+ = dimW− holds automatically.
Our aim is to give a criterion for the existence of L-special subspaces in terms of the
eigenvalues of L on WC. Let ±iµ1, . . . ,±iµn be these eigenvalues. We may assume
that the absolute values of µk =: αk, k = 1, . . . , p, are pairwise distinct and that
µp+2j−1 = µp+2j =: βj , j = 1, . . . , q.
Let us consider the following examples before we will formulate a general criterion.
Example 6.14 Take W = R4 ∼= C2 with standard scalar product, θ the complex
conjugation and let L ∈ so(4) be defined by L(z1, z2) = i(βz1, βz2). Then V = C · (1, i)
considered as a real vector space is a complement of W+ = R
2. Furthermore, V is
L-invariant, thus L-special.
Example 6.15 Consider W = C2 ⊕ C2q as a real vector space endowed with its stan-
dard scalar product. Let θ be the complex conjugation. According to the decomposition
W = C2 ⊕ C2q we define
L := Lα ⊕ Lβ, α = (α1, α2), β = (β1, β1, . . . , βq, βq)
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using (4). Suppose that
α1 − (−1)qα2 = 2
q∑
j=1
(−1)j+1βj . (31)
We are going to show that there exists an L-special subspace V ⊂W .
We define inductively γ1, . . . , γq ∈ R by
γq := βq − α2, γj = −γj+1 + βj − βj+1, j = q − 1, . . . , 1. (32)
Then
α1 = β1 + γ1 (33)
by (31). According to the decomposition W = C2 ⊕ C2q we define φ ∈ so(W ) by
φ = 02 ⊕ φγ , γ = (γ1, . . . , γq)
using (5), where 02 denotes the zero map. Let us denote the (complex) standard basis
of C2+q by e′1, e′2, e1, . . . , eq. Then L+ φ maps
b0 := e
′
1 + ie1 + e2 7−→ iα1e′1 + i(β1 + γ1)(ie1 + e2)
bq := e
′
2 + e2q−1 + ie2q 7−→ iα2e′2 + i(βq − γq)(ie2q−1 + ie2q)
bj := e2j−1 + ie2j + e2j+1 − ie2j+2 7−→ i(βj − γj)(e2j−1 + ie2j)
+i(βj+1 + γj+1)(e2j+1 − ie2j+2)
for j = 1, . . . , q−1. Equations (32) and (33) show that b0, . . . , bq are eigenvectors of L+φ
considered as a complex linear map on C2⊕C2q. In particular, V := span{b0, . . . , bq} is
a (q+1)-dimensional complex subspace ofW , which is invariant under L+φ. We claim
that V ⊂W considered as a real vector space is L-special. To verify this it remains to
show that the projection of V to W− is surjective. But this is true since this projection
is spanned by the projections of b0, . . . , bq and ib0, . . . , ibq, which are
ie1, ie2j − ie2j+2 (j = 1, . . . , q − 1), ie2q,
ie′1 + ie2, ie2j−1 + ie2j+1 (j = 1, . . . , q − 1), ie′2 + ie2q−1.
Example 6.16 Similar to the previous example we consider the real vector spaceW =
C⊕C2q endowed with the Euclidean standard scalar product and complex conjugation θ.
Let L be defined by
L = Lα ⊕ Lβ, α ∈ R, β = (β1, β1, . . . , βq, βq) .
Suppose now that
α = 2
q∑
j=1
(−1)j+1βj.
We define b1, . . . , bq−1 as in Example 6.15. Moreover, we set b0 := e′ + ie1 + e2, where
e′ := 1 ∈ C. Then the real vector space V := spanC{b0, . . . , bq} ⊕ R(e2q−1 + ie2q) is an
L-special subspace ofW . Indeed, φ can be chosen similar to the map φ in Example 6.15,
where γ1, . . . , γq are again defined as in (32) but now with α2 = 0.
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Proposition 6.17 There is an L-special subspace V ⊂W if and only if there exist
(i) pairwise disjoint subsets I1, . . . , Ip0 and I2p0+1, . . . , Ip of {1, . . . , q};
(ii) numbers δk, ci ∈ {1,−1};
(iii) and a permutation σ of {1, . . . , p}
such that
ασ(2k−1) + δkασ(2k) = 2
∑
i∈Ik
ciβi, k = 1, . . . , p0, (34)
ασ(l) = 2
∑
i∈Il
ciβi, l = 2p0 + 1, . . . , p. (35)
Proof. Suppose that Equations (34) and (35) are satisfied for suitable δk, ci ∈ {±1}.
Since we may change the signs of α1, . . . , αp and β1, . . . , βq there is an orthogonal
θ-invariant decomposition W = W1 ⊕ . . . ⊕ Wr such that L = L1 ⊕ . . . ⊕ Lr with
Lν : Wν → Wν and (Wν , Lν) is isomorphic to one of the Examples 6.14 – 6.16 for
ν = 1, . . . , r. Hence there exists an L-special subspace.
Now suppose that there is an L-special subspace V ⊂ W . Then W = V ⊕W+ and
there exists a map φ ∈ so(W ) commuting with θ and L such that (L + φ)(V ) = V .
We can identify W with Cp ⊕ C2q such that L and φ are given with respect to this
decomposition by
L = Lα ⊕ Lβ, α = (α1, . . . , αp), β = (β1, β1, . . . , βq, βq),
φ = 0p ⊕ φγ γ = (γ1, . . . , γq)
according to (4) and (5), where 0p denotes the zero map.
We denote by e′1, . . . , e′p, e1, . . . , e2q the (complex) standard basis of C
p ⊕C2q. Consid-
ered as a complex linear map, L+ φ has eigenvalues iαk on
W 1k := C · e′k, k = 1, . . . , p, (36)
and i(βj − γj), i(βj + γj) on
W 2j := span C{e2j−1, e2j}, j = 1, . . . , q. (37)
Now we considerW 1k andW
2
j as real vector spaces. Then their complexifications (W
1
k )C
and (W 2j )C are (L+φ)-invariant subspaces of WC on which L+φ has eigenvalues ±iαk
and ±i(βj + γj), ±i(βj − γj), respectively. We put
ρj := βj + γj, ρ
′
j := βj − γj, j = 1, . . . , q.
To (W,L + φ), we assign a graph G. In general, this graph has multiple edges and
loops. The set V of vertices and the set E of edges are
V := {|ρ| | iρ is an eigenvalue of L+ φ on WC}, E := {1, . . . , q}, (38)
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where j is an edge between |ρj | and |ρ′j |. Let G′ be a connected component of G with
set of vertices V ′ ⊂ V and set of edges E ′ ⊂ E . We define
W ′ :=
⊕
|αk|∈V ′
W 1k ⊕
⊕
j∈E ′
W 2j , W
′′ := (W ′)⊥.
Then V ′ :=W ′∩V and V ′′ :=W ′′∩V are special subspaces inW ′ andW ′′, respectively.
Indeed, VC decomposes into eigenspaces of L+φ. Since G
′ is a connected component of
G, these eigenspaces are subspaces of eitherW ′ orW ′′. Hence V = (V ∩W ′)⊕(V ∩W ′′),
which proves the assertion. Thus it suffices to prove the assertion for the special
subspace V ′ ⊂W ′ that corresponds to the connected component G′ of G. For simplicity
of notation, we will write again G instead of G′ and V ⊂ W instead of V ′ ⊂ W ′ and
we now denote by p the number of eigenvalues of odd multiplicity of L+ φ on W ′.
If p is odd, we put αp+1 := 0. Note, that in this case 0 is already a vertex of G since
dimV is odd if p is odd and thus (L+ φ)|V has a non-trivial kernel. Furthermore, we
put p˜ := p if p is even and p˜ := p+ 1 if p is odd.
We need the following property of a connected graph. Given a set V ′ of 2m vertices
of G, we find m edge-disjoint paths such that V ′ equals the set of endpoints of these
paths. In order to verify it, we choose a tree T in G that contains all elements of V ′.
We fix a vertex P of T and consider T as an out-tree rooted at P . Now we choose a pair
{v, v′} ⊂ V ′ such that the lowest common ancestor of v and v′ has maximal distance
to P . Let l denote the path in the undirected tree T joining v and v′. If we remove
the edges of l from T , then all elements of V ′′ := V ′ \ {v, v′} are contained in the same
connected component T ′ of the remaining graph and we can proceed in the same way
with T ′ and V ′′, etc.
We apply this property to V ′ := {|α1|, . . . , |αp˜|} and conclude that there exist a per-
mutation σ of {1, . . . , p˜} and pairwise edge-disjoint paths lk, k = 1, . . . , p˜/2, such that
lk joins |ασ(2k−1)| and |ασ(2k)|. If p is odd, we may assume that σ(p˜) = p˜.
We fix 1 ≤ k ≤ p˜/2 and consider the path lk consisting of the sequence (j1, . . . , jr) of
edges. By construction of G we have
ασ(2k−1) = cj1βj1 + εj1γj1 ,
cjνβjν − εjνγjν = −(cjν+1βjν+1 + εjν+1γjν+1), ν = 1, . . . , r − 1,
cjrβjr − εjrγjr = δkασ(2k)
for suitable cj1 , . . . , cjr , εj1 , . . . , εjr , δk ∈ {1,−1}.
We put Ik := {j1, . . . , jr}. We obtain (34) if 2k 6= p+ 1. Otherwise we get (35). ✷
7 The general case
7.1 Preliminaries
We will need the following refinement of Lemma 5.1.
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Lemma 7.1 Let (V, ω) be a symplectic vector space over R, and let A ∈ Sp(V, ω) be
semisimple such that its characteristic polynomial fA has integer coefficients. Then
there exists a lattice Λ ⊂ V with AΛ = Λ and ω(Λ× Λ) ⊂ Z.
Proof. Let us first reduce the assertion to the case that fA is irreducible over Q. For
a polynomial p let p∗ be the corresponding reciprocal polynomial. Then f∗A = fA.
We decompose fA = f1 · . . . · f2s · f2s+1 · . . . · f2s+r into irreducible monic factors such
that f∗2k−1 = κkf2k, k = 1, . . . , s, where κk = ±1 is the constant term of f2k−1, and
f∗l = fl, l > 2s. There is a corresponding decomposition of V into A-invariant pairwise
orthogonal symplectic subspaces
V = V1 ⊕ . . .⊕ Vs ⊕ Vs+1 ⊕ . . .⊕ Vs+r
and a further decomposition
Vk =Wk ⊕W ′k , k = 1, . . . , s ,
into A-invariant Lagrange subspaces such that
fA|Wk = f2k−1, fA|W ′
k
= f2k, 1 ≤ k ≤ s, fA|Vs+l = f2s+l, 1 ≤ l ≤ r.
According to Lemma 5.1 we find A-stable lattices Λk ⊂Wk, k ≤ s. Let
Λ′k = {w′ ∈W ′k | ω(w,w′) ∈ Z for all w ∈ Λk} ⊂W ′k
be the corresponding dual lattice. Assuming the lemma for irreducible characteristic
polynomials there are A-stable lattices Λs+l ⊂ Vs+l, 1 ≤ l ≤ r satisfying ω(Λs+l ×
Λs+l) ⊂ Z. Then
Λ = Λ1 ⊕ Λ′1 . . .⊕ Λs ⊕ Λ′s ⊕ Λs+1 ⊕ . . .⊕ Λs+r ⊂ V
has the desired properties.
It remains to prove the lemma for irreducible fA. For every monic self-reciprocal poly-
nomial p of degree 2n over Z one can find a matrix M ∈ Sp(n,Z) whose characteristic
polynomial equals p, cf. [Ki], see also [Ri], Theorem A1. Hence there exists a matrix
A0 ∈ Sp(n,Z), where dimV = 2n, having the same characteristic polynomial as A.
Since fA is irreducible over Q all roots of fA are simple. Hence A = T
−1A0T for
some isomorphism T : V → R2n. In particular, if ω0 denotes the standard symplectic
form on R2n, then ω′ := T ∗ω0 is an A-invariant symplectic form on V , the lattice
Λ′ := T−1(Z2n) ⊂ V is A-stable and ω′(Λ′ × Λ′) ⊂ Z.
Let F ⊂ C∗ be the set of eigenvalues of A. It is stable under inversion and complex
conjugation. We split it into a disjoint union F = F+ ∪ F0 ∪ F− of eigenvalues having
modulus greater than 1, equal to 1, and smaller than 1, respectively. We fix a basis {eν |
ν ∈ F} of the complexification VC consisting of eigenvectors of A and satisfying eν¯ =
eν . Then A-invariant symplectic forms are in one-to-one correspondence to functions
c : F → C∗ satisfying
c(ν) = −c(ν−1) = c(ν¯) .
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The correspondence sends a form ω˜ to the function cω˜ given by
cω˜(ν) := ω˜(eν , eν−1) ,
where we have extended ω˜ to a C-bilinear form on VC.
In order to relate the original form ω to the form ω′ constructed above we associate to
a polynomial r ∈ Z[x] a function dr : F → C by
dr(ν) := (r(ν) + r(ν
−1))
cω′(ν)
cω(ν)
.
Note that dr takes real values on F0 and satisfies dr(ν¯) = dr(ν).
We claim that there exists a polynomial r ∈ Z[x] such that
dr(ν) 6= 0 for all ν ∈ F (39)
and (the crucial condition)
dr(ν) > 0 for ν ∈ F0 . (40)
If F0 is empty, then we can take r = 1. Otherwise we find coefficients ak ∈ R such that
N∑
k=0
ak(ν
k + ν−k) =
cω(ν)
cω′(ν)
for all ν ∈ F0 ⊂ S1 .
Here N can be taken such that N + 1 is the number of elements of the set F0 modulo
complex conjugation. We choose bk ∈ Q sufficiently close to ak such that
f(ν) :=
N∑
k=0
bk(ν
k + ν−k)
satisfies f(ν)cω′(ν)/cω(ν) > 0 for all ν ∈ F0 .
Now take q ∈ Z, q > 0, such that qbk ∈ Z for all k. We define
r(x) :=
N∑
k=0
qbkx
k .
Then for ν ∈ F0,
dr(ν) = qf(ν)
cω′(ν)
cω(ν)
> 0 .
It remains to prove (39). We consider the ring Z[x]/(fA), where (fA) denotes the ideal
generated by the characteristic polynomial fA of A. Since det(A) = 1, the constant
term of fA is equal to one, thus the element x is invertible in Z[x]/(fA). Hence, there
is a polynomial g ∈ Z[x] such that ν−1 = g(ν) for all ν ∈ F . Set h := r + r ◦ g ∈ Z[x].
Assume that dr(ν) = 0 for some ν ∈ F . Then h(ν) = r(ν) + r(ν−1) = 0. Since
fA is irreducible over Q this implies fA|h. But then h(ν) = 0 for all ν ∈ F . This
contradicts (40).
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Let us fix r ∈ Z[x] such that (39) and (40) are satisfied. We define an element D ∈
GL(VC) leaving V ⊂ VC invariant and commuting with A by
Deν :=

dr(ν)
−1eν , ν ∈ F+
dr(ν)
−1/2eν , ν ∈ F0
eν , ν ∈ F− .
For ν ∈ F we compute
ω′((r(A) + r(A−1))Deν ,Deν−1) = dr(ν)
−1(r(ν) + r(ν−1))cω′(ν) = cω(ν) .
It follows that for all v,w ∈ V
ω(v,w) = ω′((r(A) + r(A−1))Dv,Dw) .
Set Λ := D−1Λ′. Then Λ ⊂ V is an A-stable lattice and
ω(Λ× Λ) = ω′((r(A) + r(A−1))Λ′ × Λ′) ⊂ ω′(Λ′ × Λ′) ⊂ Z .
✷
In the following we will view the complex spectrum of a linear operator on a real
vector space as well as the collection of all roots of a polynomial as multisets, i.e. sets
equipped with a multiplicity function. Multisets will be denoted by {. . . }
!
, where the
elements will be repeated according to their multiplicity. For instance, the roots of the
polynomial x4 + 2x2 + 1 form the multiset {i, i,−i,−i}
!
.
We denote the spectrum of a linear operator B : W → W by spec(B). For any
submultiset ρ ⊂ spec(B) of cardinality m let Gm(W )B,ρ ⊂ Gm(W ) be the subset of all
B-invariant m-dimensional subspaces V ⊂ W such that spec(B|V ) = ρ. The following
lemma will be needed later.
Lemma 7.2 Let (W,ω) be a real symplectic vector space, and let B ∈ sp(W,ω) be
semisimple with purely imaginary spectrum. Then, for ρ ⊂ spec(B), the set
Gm(W )
B,ρ
reg := {V ∈ Gm(W )B,ρ | rad(ω|V ) ⊂ kerB}
is dense in Gm(W )
B,ρ.
Proof. For a positive real number τ let W (τ) denote the eigenspace of B2 with eigen-
value −τ2. Then we have a decomposition ofW into orthogonal B-invariant symplectic
subspaces
W = kerB ⊕
⊕
τ
W (τ) .
On W (τ) we introduce the structure of a complex vector space equipped with a non-
degenerate hermitian form hτ as follows. The complex structure is given by Jτ :=
1
τB|W (τ), and we define hτ (w1, w2) := ω(w1, Jτw2)− iω(w1, w2). Now let ρ ⊂ spec(B).
We may assume that ρ is invariant under complex conjugation. Otherwise Gm(W )
B,ρ
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would be empty, and there is nothing to show. Let m(τ) be the multiplicity of iτ in ρ.
The above decomposition of W induces a homeomorphism
Ψ : Gm(W )
B,ρ −→ GR,m(0)(kerB)×
∏
τ
GC,m(τ)(W (τ)) .
Here the subscripts R, C indicate that we consider Grassmannians of real or complex
subspaces, respectively. Let Uτ be the subset of GC,m(τ)(W (τ)) consisting of subspaces
that are non-degenerate with respect to hτ . Then
Ψ
(
Gm(W )
B,ρ
reg
)
= GR,m(0)(kerB)×
∏
τ
Uτ .
The lemma now follows from the fact that Uτ ⊂ GC,m(τ)(W (τ)) is dense. ✷
7.2 Special constellations
Now we introduce certain parameters P , called blocks, that describe commuting linear
operators L, φ on Cd together with the spectrum ρ of L + φ on some (L, φ)-special
subspace. In particular, each block P determines a dimension d = d(P ) and a vector
µ(P ) ∈ Rd such that L = L(P ) is given by Lµ(P ) (see (4)). Here, as in the Examples 6.14
– 6.16, the vector space Cd is equipped with the standard Euclidean inner product and
with the involution given by complex conjugation. There are four types of blocks.
Type I. P = (0):
d(P ) = 1 ρ(P ) = {0}
!
µ(P ) = 0 φ(P ) = 0 .
Type II. P =
(
ρ
ρ′
)
∈ R2 \ {0}:
d(P ) = 2 ρ(P ) = {ρ,−ρ}
!
µ(P ) =
(
ρ+ρ′
2 ,
ρ+ρ′
2
)
φ(P )(z1, z2) =
ρ−ρ′
2 (−z2, z1) .
Type III. P = (ρ1, ρ2, . . . , ρr−1, ρr) ∈ (R∗)r, r ≥ 2, such that |ρi| 6= |ρj | for i 6= j: (for
r = 2 this row vector has to be distinguished from the column vector in Type II)
d(P ) = 2r ρ(P ) = {ρ1,−ρ1, . . . , ρr,−ρr}!
µ(P ) =
(
ρ1,
ρ1+ρ2
2 ,
ρ1+ρ2
2 , . . . ,
ρr−1+ρr
2 ,
ρr−1+ρr
2 , ρr
)
γ(P ) = (γ1, . . . , γr−1), where γi = (ρi − ρi+1)/2
φ(P ) = 01 ⊕ φγ(P ) ⊕ 01.
Type IV. P = (ρ1, ρ2, . . . , ρr−1, 0) ∈ (R∗)r−1 ⊂ Rr, r ≥ 2, such that |ρi| 6= |ρj| for
i 6= j: (for r = 2 this row vector has to be distinguished from the column vector in
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Type II)
d(P ) = 2r − 1 ρ(P ) = {ρ1,−ρ1, . . . , ρr−1,−ρr−1, 0}!
µ(P ) =
(
ρ1,
ρ1+ρ2
2 ,
ρ1+ρ2
2 , . . . ,
ρr−2+ρr−1
2 ,
ρr−2+ρr−1
2 ,
ρr−1
2 ,
ρr−1
2
)
γ(P ) = (γ1, . . . , γr−2, ρr−1/2), where γi = (ρi − ρi+1)/2, i = 1, . . . , r − 2,
φ(P ) = 01 ⊕ φγ(P ) .
A block of Type II is called of Type II.a if ρ = 0, of Type II.b if ρ = ρ′, and of Type
II.c if ρ = −ρ′.
A special constellation P = (P1|P2| . . . |Pl) is a direct sum of blocks having the
following property: For each non-negative real number ρ0 there is at most one block
of Type III or Type IV appearing in P, which starts or ends with ±ρ0. In particular,
there appears at most one block of Type IV. We set
d(P) =
l∑
k=1
d(Pk) ρ(P) = ρ(P1) ⊎ ρ(P2) ⊎ . . . ⊎ ρ(Pl)
µ(P) = (µ(P1), . . . , µ(Pl)) ∈ Rd(P)
L(P) = Lµ(P) =
l⊕
k=1
L(Pk) φ(P) =
l⊕
k=1
φ(Pk) .
The empty constellation is considered as a special constellation of dimension d(P) = 0.
The relevance of special constellations is explained by the following close relative of
Proposition 6.17.
Proposition 7.3 Let (W, θ) be a Euclidean space of dimension 2n with involution as in
Definition 6.13. Let L, φ ∈ so(W ) be two commuting elements, where L anticommutes
while φ commutes with θ. Let σ be a multiset of cardinality n supported on R. Then
there exists an (L, φ)-special subspace V ⊂W such that spec((L+φ)|V ) = iσ if and only
if (W, θ,L, φ) is isometrically isomorphic to (Cd(P), conj, L(P), φ(P)) for some special
constellation P satisfying ρ(P) = σ.
Proof. Examples 6.14, 6.15 and 6.16 show that if (W, θ,L, φ) is isometrically isomorphic
to a block P of Type II, III or IV, then W contains a special subspace V ⊂ W such
that spec(L + φ)|V = iρ(P ). Obviously, the same is true for blocks of Type I. Since
each special constellation P is a direct sum of such blocks, this proves the existence of
a special subspace with spectrum iρ(P).
Now suppose thatW admits an (L, φ)-special subspace V and that spec((L+φ)|V ) = iσ.
First we will show that (W, θ,L, φ) = (W0, θ0, L0, φ0)⊕ (W1, θ1, L1, φ1), where
(i) (W0, θ0, L0, φ0) is isometrically isomorphic to (C
d(P0), conj, L(P0), φ(P0)) for a
special constellation P0 that is a direct sum of blocks of type I,
(ii) W1 admits an (L1, φ1)-special subspace V1, such that
iσ = iρ(P0) ⊎ spec((L1 + φ1)|V1), (41)
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(iii) kerL1 ∩ kerφ1 = 0.
We define W0 := kerL ∩ kerφ and W1 := W⊥0 ⊂ W . For j = 0, 1, let θj, Lj , φj be the
linear maps induced by θ, L and φ on Wj. Obviously, (i) and (iii) are satisfied. Let
pj : W → Wj, j = 0, 1, denote the orthogonal projections. We define p : V → (W0)−
by p(v) = p0(v)−, where p0(v)− denotes the projection of p0(v) ∈W0 to (W0)−. Then
p is surjective since the projection of V to W− is surjective. Now we put V˜1 := ker p.
Since p is surjective, we get dim V˜1 = dimV − dim(W0)− = (dimW − dimW0)/2 =
dimW1/2. Note that V˜1 is (L + φ)-invariant because of p0((L + φ)(v)) = 0 ∈ (W0)−.
Now observe that p1|V˜1 is injective. Indeed, if p1(v) = 0 for v ∈ V˜1, then v ∈ (W0)+,
thus v ∈ V ∩W+ = 0. We will show that V1 := p1(V˜1) ⊂W1 is (L1, φ1)-special. Indeed,
(L1+φ1)(V1) = (L1+φ1)p1(V˜1) = p1(L+φ)(V˜1) ⊂ p1(V˜1) = V1 shows that V1 is (L+φ)-
invariant. We have dimV1 = dim V˜1 = dimW1/2. Furthermore, p0(V˜1) ⊂ (W0)+
implies V1 ∩ (W1)+ = p1(V˜1 ∩W+) = 0. Hence, W1 = V1 ⊕ (W1)+. Finally, Equation
(41) holds since L+ φ acts trivially on V/ ker p.
By the above considerations it remains to consider the case kerL ∩ kerφ = 0. We
will use the notation introduced in Subsection 6.2. We may assume W = Cp ⊕ C2q,
L = Lα ⊕ Lβ and φ = 0p ⊕ φγ . Then αk 6= 0 for all k = 1, . . . , p. We have a further
decomposition
W =
p⊕
k=1
W 1k ⊕
q⊕
j=1
W 2j , (42)
where W 1k and W
2
j are defined by (36) and (37).
We want to weaken the notion of a special subspace in the following way. Let Z
be a decomposition W =
⊕r
ν=1Wν of the (L + φ)-module W into (L + φ)-invariant
subspaces. Typically, Wν will be a direct sum of spaces of type W
1
k and W
2
j . For
a subset J ⊂ {1, . . . , r} we define WJ := ⊕ν∈J Wν . An (L + φ)-invariant subspace
V ⊂W is called pseudo-special with respect to Z if dimV = 12 dimW and if
dim(V ∩WJ) ≤ 12 dimWJ
for all J ⊂ {1, . . . , r}. Let prJ denote the projection from W to WJ with respect to
W =WJ ⊕WJ¯ , where J¯ = {1, . . . , r} \ J .
Every (L, φ)-special subspace is pseudo-special with respect to (42).
Claim 1. Suppose that p is even and that Z ′ is a decomposition of W into (L + φ)-
invariant subspaces Wν , ν = 1, . . . , r, of (real) dimension four. Let V ⊂W be pseudo-
special with respect to Z ′. Then, for each ν, we can choose one of the two pairs of
conjugate eigenvalues of L+ φ on Wν such that the multiset of the chosen pairs ±iτν
equals the spectrum of L+ φ on V :
spec((L+ φ)|V ) = {±iτ1, . . . ,±iτr}! .
Proof of Claim 1. We prove the claim by induction on dimCW . For dimCW = 2
the assertion is obvious. For dimCW > 2, we consider non-empty complementary
subsets J1 and J2 of {1, . . . , r}. The decomposition Z of W induces decompositions of
WJ1 and WJ2 . Thus we can speak of pseudo-special subspaces of WJ1 and WJ2 with
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respect to these decompositions. In order to prove the claim, it suffices to show that
we can decompose {1, . . . , r} = J1 ∪ J2 and find pseudo-special subspaces V1 ⊂ WJ1
and V2 ⊂WJ2 such that σ(V ) = σ(V1) ⊎ σ(V2).
We consider the following three cases, where J always denotes a non-empty proper
subset of {1, . . . , r} and J¯ its complement:
Case 1: dim(V ∩WJ) = 12 dimWJ for some J . In this case we can choose J1 = J ,
J2 = J¯ , V1 = V ∩WJ1 , V2 = prJ2(V ).
Case 2: minJ(
1
2 dimWJ − dim(V ∩WJ)) = 1. Let J1 be such that dim(V ∩WJ1) =
1
2 dimWJ1 − 1. Then dim(V ∩WJ1) is odd, thus (L+ φ)|V ∩WJ1 has an odd-dimenional
kernel. On the other hand, dimWJ1 is even, hence the kernel of (L + φ)|WJ1 also
contains an element v 6∈ V , v 6= 0. We put J2 = J1, V1 = (V ∩WJ1) ⊕ R · v. Since
dim(WJ2 ∩ prJ2V ) = 12 dimWJ2 + 1 is odd, L + φ has a non-trivial kernel on V ′ :=
WJ2 ∩ prJ2V . We choose V2 ⊂ V ′ to be an (L + φ)-invariant complement of a one-
dimensional subspace of this kernel.
Case 3: dim(V ∩WJ) ≤ 12 dimWJ − 2 for all J . Then we put J1 = {1}, J2 = J1,
thus WJ1 = W1. By assumption, dim(V ∩WJ2) ≤ 12 dimWJ2 − 2, thus dimprJ1V = 4.
This implies that both pairs of eigenvalues ±iτ1, ±iτ ′1 of L + φ on W1 belong to the
spectrum of V . We choose V1 ⊂W1 to be a two-dimensional (L+φ)-invariant subspace
(i.e., we choose a pair of eigenvalues ±iτ1). Let V ′ ⊂ W1 be the (L + φ)-invariant
subspace that is complementary to V1 (i.e., the one with eigenvalues ±iτ ′1). Then we
put V2 := prJ2((W1⊕V ′)∩V ). In order to verify that V2 is pseudo-special, we use that
prJ2 is injective on (W1 ⊕ V ′) ∩ V . ✷
Let us proceed with the proof of Prop. 7.3. Let us first consider the case p = 0. Since
any (L, φ)-special subspace of W is pseudo-special with respect to W =
⊕q
j=1W
2
j , we
can apply Claim 1. We obtain a choice of eigenvalues ±iτj, j = 1, . . . , q. We set ρj := τj.
Recall that τj = κβj + κ
′γj for suitable κ, κ′ ∈ {1,−1} and put τ ′j = κβj − κ′γj. Then
±iτ ′j is the second pair of eigenvalues of L+ φ on W 2j besides ±iτj. We put ρ′j := τ ′j.
Then Pj =
(
ρj
ρ′j
)
is a block of Type II and, for the special constellation P = (P1| . . . |Pq),
we have (W, θ,L, φ) ∼= (Cd(P), conj, L(P), φ(P)) and ρ(P) = σ.
Next we turn to the case p > 0, which is more involved. Let us first assume that p is
even. In this case, we can combine the spaces W 1k , k = 1, . . . , p, pairwise and we obtain
a decomposition Z ′ of W into 4-dimensional (L+ φ)-invariant subspaces:
Wν :=
{
W 12ν−1 ⊕W 12ν , ν = 1, . . . , p/2 ,
W 2ν−p/2 , ν = p/2 + 1, . . . , p/2 + q .
Since V is pseudo-special with respect to the finer decomposition (42), it is also pseudo-
special with respect to Z ′. Hence we may apply Claim 1 and obtain a choice of eigen-
values ±iτν , ν = 1, . . . , p/2 + q. Let ±iτ ′ν denote the second pair of eigenvalues of
L + φ on Wν . Obviously, we have τν , τ
′
ν ∈ {±α2ν−1,±α2ν} for ν = 1, . . . , p/2. For
j = 1, . . . , q, we define
ρj := τp/2+j , ρ
′
j := τ
′
p/2+j. (43)
As in the proof of Prop. 6.17, we assign to (W,L+φ) the graph G defined by (38), where
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now ρj and ρ
′
j are given by (43). Using Claim 1 we will G endow with an orientation
and a charge. A charge w on a graph is a vertex-weight taking values in {1,−1, 0}. We
will say that a vertex is positively charged if its weight is 1 and that it is negatively
charged if its weight is −1. Positively and negatively charged vertices will be visualised
by ⊕ and ⊖, respectively.
Orientation and charge of G are defined in the following way. Each edge j is directed
from |ρ′j | to |ρj |. A vertex |ρ| is charged if and only if |ρ| = |αk| for some k = 1, . . . , p,
and for these vertices the charge w is defined by
w(|ρ|) =
{
1 , if |ρ| = |τν | for some ν ∈ {1, . . . , p/2} ,
−1 , if |ρ| = |τ ′ν | for some ν ∈ {1, . . . , p/2}.
Now spec((L+ φ)|V ) can be read off of the charged directed graph G in the following
way. For ρ 6= 0, let m(|ρ|) be the multiplicity of iρ in spec((L+ φ)|V ). In order to get
uniform formulas, we define m(0) to be half of the multiplicity of 0 in spec((L+ φ)|V ).
Then m(|ρ|) is related to the in-degree deg−(|ρ|) of |ρ| by
m(|ρ|) =
{
deg−(|ρ|) + 1 , if |ρ| is positively charged,
deg−(|ρ|) , if |ρ| is not positively charged. (44)
The term on the right hand side of this equation will be called charged in-degree.
A path in a directed graph is an alternating sequence v0e1v1e2 . . . ervr of pairwise
distinct vertices v0, . . . , vr and edges e1, . . . , er beginning and ending with a vertex
such that the vertex that precede an edge is the starting point and the vertex that
follows an edge is the end point of that edge. A charged path in a charged oriented
graph is a path starting with a positively charged vertex and ending with a negatively
charged vertex. Usually, we identify a path with its underlying graph. Below we will
draw a path without its starting point and endpoint as a bold arrow omitting
all inner vertices.
The plan is to arrange the edges into disjoint sets such that every set defines a block of
the special constellation P we are looking for. Some of these sets will be edge sets of
charged paths, the remaining sets consist of one edge only. To do so, we wish to join all
positively charged points to negatively charged ones by edge-disjoint paths such that
each charged vertex is the starting point or the end point of exactly one of these paths.
Each of these paths will define a block of Type III. Every edge that does not belong to
one of these paths will define a block of Type II.
However, in general, joining the positive charged vertices to negatively charged ones
by edge-disjoint paths is not possible for our original graph G. To reach our goal, we
will have to modify charge and orientation of G according to the following procedure,
which preserves the charged in-degree of each vertex. Let be given an oriented charged
graph and paths t1, . . . , tj in this graph. An orientation modification of this graph is
obtained by changing the direction of all edges of t1, . . . , tj and changing the charge of
all starting and end points of these paths.
We will say that a set A ⊂ V is positively charged if w(A) := ∑v∈A w(v) > 0.
Claim 2. If A ⊂ V is positively charged, then there exists an edge that is directed
from a vertex in A to a vertex in V \ A.
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Proof of Claim 2. Let W ′ ⊂ W be an (L + φ)-invariant subspace. For an (L + φ)-
invariant subspace V ′ ⊂ W ′ of W we denote by mW ′(V ′, |ρ|) the multiplicity of iρ as
an eigenvalue of (L+ φ)|V ′ , and by m′W ′(V ′, |ρ|) the multiplicity of iρ as an eigenvalue
of L+ φ on W ′/V ′. For ρ = 0 we modify these definitions by a factor 12 as above. The
relation of m′(|ρ|) := m′W (V, |ρ|) to the out-degree deg+(|ρ|) of |ρ| is similar to that of
m(|ρ|) = mW (V, |ρ|) to the in-degree:
m′(|ρ|) =
{
deg+(|ρ|) + 1 , if w(|ρ|) < 0,
deg+(|ρ|), if w(|ρ|) ≥ 0.
We set
ind(|ρ|) := m(|ρ|)−m′(|ρ|)
i-indW ′(|ρ|) := mW ′(W ′ ∩ V, |ρ|) −m′W ′(W ′ ∩ V, |ρ|)
p-indW ′(|ρ|) := mW ′(prW ′V, |ρ|) −m′W ′(prW ′V, |ρ|) ,
where prW ′ ∈ End(W ) is the orthogonal projection to W ′. Then we have
ind(|ρ|) = deg−(|ρ|) − deg+(|ρ|) +w(|ρ|), (45)
= i-indW ′(|ρ|) + p-ind(W ′)⊥(|ρ|). (46)
Moreover, for R′ := {|ρ| | iρ is eigenvalue of (L+ φ)|W ′ }, we get∑
|ρ|∈R′
i-indW ′(|ρ|) = i-ind(W ′) := 12 ( dim(W ′ ∩ V )− dim(W ′/(W ′ ∩ V ) ).
Let e+ be the number of edges going out of A and let e− be the number of edges going
into A. Equation (45) yields∑
|ρ|∈A
ind(|ρ|) = w(A) + e− − e+ . (47)
Let E ′ denote the set of edges between vertices in A. We put
W ′ :=
⊕
k,|αk|∈A
W 1k ⊕
⊕
j∈E ′
W 2j , W
′′ := (W ′)⊥
and apply (46) to the left hand side of (47). Since all eigenvalues of L+ φ on W ′ are
in A, this gives ∑
|ρ|∈A
ind(|ρ|) = i-ind(W ′) +
∑
|ρ|∈A
p-indW ′′(|ρ|) . (48)
Furthermore, ∑
|ρ|∈A
p-indW ′′(|ρ|) ≤
∑
|ρ|∈A
mW ′′(prW ′′V, |ρ|) ≤ e+ + e− . (49)
Indeed, let j1, . . . , je, e = e+ + e−, be the edges between A and the complement of A.
Numbers iρ with |ρ| ∈ A can be eigenvalues of (L+ φ)|W ′′ only if
±ρ ∈ {ρjν , ρ′jν | ν = 1, . . . , e} .
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Moreover, for fixed ν, 1 ≤ ν ≤ e, only one of the numbers |ρjν |, |ρ′jν | can be in A since
otherwise jν would be an inner edge of A.
Equations (47), (48) and (49) yield
2e+ ≥ w(A) − i-ind(W ′).
Since V is pseudo-special, we have i-ind(W ′) ≤ 0 and the assertion follows. ✷
Corollary. Let A and B be disjoint sets of vertices of G such that A ∪ B contains all
charged vertices of G. If A is positively charged, then there exists a path starting in A
and ending in B.
Proof. Consider the set A˜ of vertices that can be reached by a path starting in A˜. Then
no edge goes out of A˜. Thus A˜ is not positively charged. Hence A˜ contains a vertex
of B. ✷
A connected charged directed graph is called of Type Nj if it is the union of pairwise
edge-disjoint charged paths tν , ν = 1, . . . , j with distinct starting points and distinct
end points and if it does not contain any charged vertex that is neither a starting nor
an end point of one of the paths tν . We will say that a graph is of Type N if it is of
Type Nj for some j ∈ N. We will write G ∈ Nj and G ∈ N , respectively. The figure
below shows an example of a graph of Type N3.
⊕ · · ·
⊕ · · ⊖ ⊖
⊕ · ⊖
A charged directed graph is called of Type Q if it belongs to one of the sets Qj defined
by the following induction. We start with Q1, whose only element is the graph that
consists of just one positively charged vertex and has no edges. Elements of Qj , j > 1,
are graphs of the form Q ∪ t ∪N , where Q ∈ Ql (1 ≤ l < j) and N ∈ Nj−l are disjoint
and t is a path starting in Q and ending in N such that Q ∩ t and N ∩ t consist of
exactly one vertex and such that none of its inner vertices is charged:
Q1 = {⊕}, Qj =

Q
N
t
∣∣∣∣∣∣∣∣∣∣∣
Q ∈ Ql, N ∈ Nj−l, 1 ≤ l < j

.
Each graph Q ∈ Qj contains exactly j + 1 positively charged and j negatively charged
vertices. In particular, w(Q) = 1 for all graphs Q of type Q.
Claim 3. Let be given a charged oriented graph that equals the union Q∪ t− of a graph
Q of type Q and a path t− with starting point in Q and negatively charged end point
not containing any inner charged vertex. Moreover, suppose that Q and t− have in
common only the starting point of t−:
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Q ⊖
t−
Then, possibly after an orientation modification, this graph contains a graph whose
connected components are of type N and which contains all charged points of Q ∪ t−.
Proof of Claim 3. We will prove the claim for Q ∈ Qj by induction on j. For
j = 1 the assertion is obvious, since Q1 = {⊕}. Now assume j > 1. Let Qj be in Qj,
i.e., Qj = Q ∪ t+ ∪ N , where Q ∈ Ql, N ∈ Nj−l for some 1 ≤ l < j and t+ is the
connecting path. If t− starts from Q, then the assertion for j follows immediately from
the induction hypothesis for l < j applied to Q ∪ t−. If t− starts from an inner point
of t+, we proceed in a similar way. Let us now consider the case that t− starts from
a vertex in N . Let i be the endpoint of t+ and let o be the starting point of t−. By
definition, N is the union of edge-disjoint charged paths t1, . . . , tj−l. If there exists a
path tk, 1 ≤ k ≤ j − l, such that the vertices i and o belong to the same connected
component No of N − tk, then we can apply the induction hypothesis to Q ∪ t+ ∪No.
Here N − tk denotes the charged oriented graph
⋃
ν 6=k tν (without the charges of the
endpoints of tk if these endpoints belong to some tν for ν 6= k). Now we assume that
there does not exist such a path tk.
The following figure illustrates the situation for N = {t1}:
Q
⊕ o i ⊖
⊖
t+
t−
In this picture, t1 is the horizontal path. The green edges define a charged path without
inner charged points. To the blue subgraph we can apply the induction hypothesis. Here
we have assumed that o lies before i on t1 or is equal to i. If this is not the case, we
modify the orientation along t1. Now let N consist of at least two edge-disjoint paths
t1, . . . , tj−l. We choose a path t ∈ {t1, . . . , tj−l} that contains i. By assumption, o 6∈ t.
Moreover, the intersection of t and the connected component No of o in N − t contains
at least one vertex. After possibly modifying the orientation along t, we may assume
that the first vertex n0 of t ∩ No on t is located before i on t. We denote by t′ the
segment of t from ⊕ to n0 and by t′′ the segment from i to ⊖. Now we can apply the
induction hypothesis to t′ ∪ No ∪ t− (green subgraph in the figure below) ignoring all
charges of inner points of t′ and to Q ∪ t+ ∪ t− (blue subgraph) ignoring all charges of
inner points of t+ ∪ t′′:
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Q⊕ No i ⊖
⊖
t+
t′ t′′
t−
Here, t equals the horizontal line. The dashed line indicates that t′′ and No may have
vertices in common. The connected components of N − t different from No remain
unchanged. ✷
We want to define sequences (Aj)j∈N and (Bj)j∈N of subgraphs of a graph Gj that arises
from G by orientation modification. These graphs will have the following properties:
(i) Aj is a disjoint union of graphs of type Q;
(ii) Bj is a disjoint union of graphs of type N and graphs that consist only of one
negatively charged vertex;
(iii) Aj ∩Bj = ∅ and Aj ∪Bj contains all charged vertices of Gj .
The graph A1 consists of all positively charged vertices of G1 := G and B1 consists
of all negatively charged vertices. Both graphs do not have edges. Clearly, (i) – (iii)
are satisfied. Suppose, Aj , Bj and Gj are already defined. If Aj = ∅, put Aj+1 = Aj,
Bj+1 = Bj and Gj+1 = Gj . Now assume Aj 6= ∅. Then w(Aj) > 0 by (i). The corollary
of Claim 2 says that there is a path t from Aj to Bj. We may assume that Aj ∩ t and
Bj ∩ t contain only the starting point and the end point of t, respectively. Then t does
not contain inner charged vertices since all charged vertices are in Aj ∪ Bj. Let A be
the connected component of Aj that contains the starting point of t and let B ⊂ Bj be
the connected component containing the end point. We put Gˆ := A ∪ t ∪B.
Let us first consider the case that B is of Type N . Then Gˆ is of Type Q and we put
Gj+1 := Gj , Aj+1 := (Aj \ A) ∪ Gˆ, Bj+1 := Bj \B. (50)
Then (i)-(iii) are obviously satisfied.
Now suppose that B consists of a single vertex. Claim 3 implies that, after an orienta-
tion modification, Gˆ contains a graph N whose connected components are of Type N
and which contains all charged vertices of Gˆ. We consider the orientation modification
of Gˆ as a modification of Gj and denote the resulting graph by Gj+1. We define
Aj+1 := Aj \A, Bj+1 := (Bj \B) ∪N. (51)
Then the conditions (i)–(iii) are satisfied by construction.
We claim that the sequences (Aj)j∈N and (Bj)j∈N stabilise. Indeed, let us determine
the charge w(Aj), which equals the number of connected components of Aj . If Aj+1
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is defined by (51), then w(Aj+1) = w(Aj) − 1. If it is defined by (50), then w(Aj) =
w(Aj+1). However, in the latter case the step from Bj to Bj+1 reduces the number
of connected components of Type N . Thus, after finitely many steps of this kind, we
have to apply again (51). Hence, there exists an index j0 such that w(Aj) = 0 for all
j ≥ j0. In particular, Aj0 = ∅. Thus Bj0 consists of p/2 edge-disjoint paths t1, . . . , tp/2
that join all positively charged vertices of Gj0 to distinct negatively charged ones.
Let tν be one of the charged paths constituting Bj0 . Suppose that tν starts at the
positively charged vertex |αk| and ends at the negatively charged vertex |αk′ | and let
j2, j3, . . . , jr be the sequence of its edges. Then, by construction,
|αk| = |ρ′j2 |, |ρj2 | = |ρ′j3 |, . . . , |ρjr−1 | = |ρ′jr |, |ρjr | = |αk′ | . (52)
Clearly, the parameters of the block Pν we are aiming at have absolute values |αk|, |ρj2 |,
. . . , |ρjr | since these are the moduli of the eigenvalues of L+φ we want to realise within
this block. It remains to carefully choose signs such that the derived parameters µ(Pν)
and γ(Pν) coincide up to sign with the given parameters (αk, βj2 , βj2 , . . . , βjr , βjr , αk′)
and (γj2 , . . . , γjr), respectively.
We define the block Pν = (ρ
ν
1 , . . . , ρ
ν
r ) of Type III by the following induction. We
put ρν1 := αk. Now suppose that ρ
ν
l−1 is already defined for some l with 2 ≤ l ≤ r
and suppose that ρνl−1 has the property |ρνl−1| = |ρjl−1 | if l ≥ 3. By (52), ρνl−1 =
±ρ′jl = ±βjl ± γjl for a suitable choice of signs. Hence we can choose βνl , γνl such that
ρνl−1 = β
ν
l + γ
ν
l and |βνl | = |βjl |, |γνl | = |γjl |. Now we put ρνl := βνl − γνl . Then we have
|ρνl | = |ρjl | since ±ρ′jl = βνl + γνl . Furthermore, |ρνr | = |ρjr | = |αk′ |.
Since the vertices of tν are pairwise distinct, |ρνi | 6= |ρνj | for i 6= j. Hence Pν is a block.
Its derived parameters are
µ(Pν) = (αk, β
ν
2 , β
ν
2 , . . . , β
ν
r , β
ν
r ,±αk′), γ(Pν) = (γν2 , . . . , γνr ), (53)
where |βνι | = |βjι | and |γνι | = |γjι | for ι = 2, . . . , r.
Let j1, . . . , js be those edges that do not belong to one ot the paths t1, . . . , tp/2. For ι =
1, . . . , s we define a block Pp/2+ι =
(
ρι
ρˆι
)
of Type II by ρι := ρjι and ρˆι := κιβjι −κ′ιγjι ,
if ρjι = κιβjι + κ
′
ιγjι for κι, κ
′
ι ∈ {1,−1}. Then
µ(Pp/2+ι) = (κιβjι , κιβjι), φ(Pp/2+ι)(z1, z2) = κ
′
j(−z2, z1). (54)
If we now define P := (P1| . . . |Pp/2+s), then, by (53) and (54), (W, θ,L, φ) is isomet-
rically isomorphic to (Cd(P), conj, L(P), φ(P)). By construction, ρ(P) contains every
ρ ∈ σ, ρ 6= 0, with multiplicity equal to the charged in-degree of |ρ| and 0 with multiplic-
ity equal to twice the charged in-degree of 0. By (44), this is equal to the multiplicity
of ρ in σ.
It remains to discuss the case of odd p. Instead of W we will work with the space W˜ :=
W ⊕C with the trivial actions of L and φ on C and consider the (L, φ)-special subspace
V˜ := V ⊕ iR of W˜ . In particular, we replace p by p˜ := p + 1, σ by σ˜ := σ ⊎ {0}
!
, and
we have αp+1 = 0. We can now apply the above proof to (W˜ , V˜ ); the non-triviality of
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kerL∩kerφ does not disturb that. Note that the vertex 0 of the corresponding charged
directed graph G is always charged (positively or negatively). Therefore, after all the
necessary orientation modifications, we get a particular charged path, say t1, starting or
ending at the vertex 0. Doing an additional orientation modification along that path, if
necessary, we may assume that it ends at 0. The corresponding ‘block’ P1 (which looks
like a block of Type III except for ρ1r = 0) is isomorphic to the direct sum of a block
P ′1 of Type IV (having the same parameters as P1) and a block Q of Type I. All other
blocks of the resulting constellation P = (Q|P ′1|P2| . . . |Pp˜/2+s) are blocks of Type III
and Type II, respectively. We obtain (W˜ , θ, L, φ) ∼= (Cd(P), conj, L(P), φ(P)) and σ˜ =
ρ(P). Let P ′ = (P ′1|P2| . . . |Pp˜/2+s). Then (W, θ,L, φ) ∼= (Cd(P
′), conj, L(P ′), φ(P ′)) and
σ = ρ(P ′). ✷
We will use special constellations in order to ensure the existence of certain subspaces
V ⊂ W invariant under operators of the form A = exp(2π(L + φ)) with prescribed
spec(A|V ). This motivates the following
Definition 7.4 For a special constellation P we define a multiset ν(P) by
ν(P) := {e2piiρ′ | ρ′ ∈ ρ(P)}
!
.
A special constellation is called minimal if the one-parameter group
{exp(t(L(P) + φ(P)) | t ∈ R} (55)
is contained in the closure of the group generated by exp(2π(L(P) + φ(P)).
The parameters ρ, ρ′, ρi describing the blocks contained in a special constellation P
form a vector ρ˜ ∈ Rd′ for some d′ ≤ d(P). Then P is minimal if and only if
〈ρ˜,Zd′〉 ∩ Z = {0} . (56)
Indeed, Rd
′
parametrises a torus T d
′ ⊂ U(d(P)) via ρ˜ 7→ Aρ˜ := exp(2π(L(P) + φ(P)).
The character group of that torus is naturally isomorphic to Zd
′
. A character corre-
sponding to ξ ∈ Zd′ vanishes on Aρ˜ if and only if 〈ρ˜, ξ〉 ∈ Z, while it vanishes on the
full one-parameter group (55) if and only if 〈ρ˜, ξ〉 = 0.
Condition (56) implies in particular that all non-zero parameters of a minimal special
constellation P and all non-zero coordinates of µ(P) are irrational.
Definition 7.5 Let P be a special constellation of dimension n = d(P). Let µ(P) =
(µ1, . . . , µn). An n-tuple k = (k1, . . . , kn) ∈ Zn is called P-admissible if the following
conditions hold:
1. Lk commutes with φ(P).
2. µi + ki 6= 0 for i = 1, . . . , n.
3. Gn(C
n)L(P)+φ(P),iρ(P) contains a k-good subspace V ⊂ Cn.
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If P is the trivial special constellation of dimension n, i.e. it consists of blocks of Type I,
only, then P-admissibility coincides with R-admissibility.
The definition of special constellations of dimension n yields a sign vector κ ∈ {−1, 1}n
such that
〈κ, µ(P)〉 = 0 . (57)
If k is a P-admissible n-tuple, then the argument of the proof of Proposition 6.5 shows
that there exists (a possibly different) κ ∈ {−1, 1}n such that
〈κ, k〉 = 0 . (58)
However, we have more:
Proposition 7.6 If k is a P-admissible n-tuple, then there exists κ ∈ {−1, 1}n satis-
fying (57) and (58).
Proof. We argue similarly as in the proof of Proposition 6.5. With the real n-
dimensional subspace V = VC ⊂ Cn we associate a function of two variables
fC(z, s) := detℑ(zk exp(sL(P))C) =
∑
κ
dκz
〈κ,k〉eis〈κ,µ(P)〉 ,
where the summation runs over all κ ∈ {1,−1}n. Now suppose that V is (L(P), φ(P))-
special. We claim that then fC is constant with respect to s. Indeed, the invariance of
V with respect to L(P) + φ(P) implies that
exp(sL(P))C = exp(−sφ(P))CA(s) (59)
for some continuous family s 7→ A(s) ∈ GL(n,R). Since A(0) = id, we have detA(s) >
0. Let CR be the real linear map from R
n to Cn induced by C (or, equivalently, the
(2n × n)-matrix (ℜC,ℑC)). Equation (59) implies that C⊤R CR = A(s)⊤C⊤R CRA(s).
The map CR is injective. Taking determinants eventually implies that A(s) ∈ SL(n,R).
Since exp(−sφ(P)) ∈ SO(n) commutes with zk the claim follows. Thus
fC(z, s) =
∑
〈κ,µ(P)〉=0
dκz
〈κ,k〉 .
The constant term in the Fourier series of fC (considered as a function on S
1) is equal
to ∑
〈κ,µ(P)〉=〈κ,k〉=0
dκ .
Lemma 6.2 implies that it is non-zero whenever V is k-good. The proposition now
follows. ✷
Proposition 7.7 Let P = (0| . . . |0|P1| . . . |Pd′) be a special constellation consisting of
d blocks of Type I and blocks P1, . . . , Pd′ of Type II.a. Then k = (k0, k
′) ∈ Zd × Z2d′ is
P-admissible if and only if k0 is R-admissible and k′ = (k′1, k′1, . . . , k′d′ , k′d′).
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Proof. Let k = (k0, k
′) ∈ Zd × Z2d′ be P-admissible. By assumption there exists a
k-good subspace V ⊂ Cd+2d′ that is contained in the kernel of L(P)+φ(P). The kernel
of L(P) + φ(P) equals Cd ⊕ V ′, where V ′ ⊂ C2d′ and dimR V ′ = 2d′. The orthogonal
projection p′(V ) of V to C2d
′
is contained in V ′. On the other hand, the projection of a
good subspace to C2d
′
has real dimension at least 2d′. Thus p(V ) = V ′ has dimension
2d′. Consequently, V0 := V ∩Cd ⊂ Cd is k0-good. Since L(P)|Cd = 0, the d-tuple k0 has
only non-vanishing components. Hence k0 is R-admissible. Since Lk commutes with
φ(P) = 0d ⊕ φγ for some γ ∈ (R∗)d′ , we have k′ = (k′1, k′1, . . . , k′d′ , k′d′). The converse
direction is easy to verify. ✷
The following fact will become important in Section 8.
Proposition 7.8 Let k be a P-admissible n-tuple. We define a real symplectic form
ω := 〈(Lk + L(P))( · ), ·〉 on W := Cn, where 〈· , ·〉 is the standard Euclidean inner
product on Cn. If a real subspace V ⊂ W is (L(P), φ(P))-special and k-good, then
ω|V×V 6= 0, i.e. V is not Lagrangian.
Proof. By Def. 7.5, 2., L := Lk+L(P) is bijective. We consider the polar decomposition
of this complex linear operator L = J |L|, where |L| := √L∗L = √−L2. Then J2 = − id,
thus J defines a new complex structure on W . Moreover,
h(v,w) := 〈|L|v,w〉 + i〈|L|v, Jw〉 = 〈|L|v,w〉 − iω(v,w), v, w ∈ Cn,
is a positive definite Hermitian form on (W,J). We denote the corresponding unitary
group by U(h) and its subgroup leaving Rn ⊂ W invariant by O(h). Let u(h), o(h)
be the corresponding Lie algebras. Then Lk, L(P) ∈ u(h), φ(P) ∈ o(h). Note that
U(h) ⊂ Sp(W,ω).
Let L ⊂ Gn(W ) be the Grassmannian of Lagrangian subspaces of (W,ω). The map
U(h) ∋ A 7→ A(Rn) ∈ L yields an isomorphism U(h)/O(h) ∼= L. Moreover, the square
of the determinant detJ of endomorphisms of the complex vector space (W,J)
U(h)/O(h) ∋ [A] 7→ (detJA)2 ∈ S1 ⊂ C (60)
induces an isomorphism of fundamental groups
π1(L,Rn) ∼−→ π1(S1, 1) ∼= Z . (61)
These facts can be found in [GS] for example.
Now let V ⊂W be an (L(P), φ(P))-special Lagrangian subspace of (W,ω). The closed
curve [0, 1] ∋ t 7→ exp(2πtLk)V = exp(2πt(L + φ(P)))V defines an element ck ∈
π1(L, V ) ∼= Z. According to (60) and (61) the corresponding integer is given by the
winding number of the closed curve
[0, 1] ∋ t 7→ (detJ exp(2πt(L+ φ(P))))2 = e4pit trJ (L+φ(P)) = e4pit trJL = e4piit tr|L| ∈ S1 .
Here trJ is the trace on (W,J), while tr denotes the usual trace on C
n. Since tr |L| is
positive we conclude that ck 6= 0.
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We consider the open subset L0 := {V ′ ∈ L | V ′ ∩ Rn = {0}} ⊂ L. The map Φ 7→
graph(Φ) is a diffeomorphism from the real vector space
{Φ ∈ Hom(iRn,Rn) | L ◦ Φ ∈ End(iRn) is symmetric w.r.t. 〈· , ·〉|iRn}
to L0. Hence L0 is contractible. The non-triviality of ck ∈ π1(L, V ) implies that
{exp(2πtLk)V | t ∈ [0, 1]} 6⊂ L0 ,
thus V is not k-good. ✷
7.3 The main theorem
For a polynomial f in one variable we denote the multiset of those roots of f lying on
the unit circle by νc(f).
Theorem 7.9 Let X be a Cahen-Wallach space of type (p, q). Then X admits a com-
pact quotient if and only if there exist
(a) a polynomial f ∈ Z[x] of degree p+ q of the form (18) having precisely q roots on
the unit circle (counted with multiplicity),
(b) a special constellation P of dimension q with ν(P) = νc(f),
(c) a P-admissible q-tuple k ∈ Zq
such that
X ∼= Xp,q
(
log |ν1|, . . . , log |νp|; 2π(µ(P) + k)
)
, (62)
where ν1, . . . , νp are the roots of f of modulus different from 1.
The assertion remains true if we require that νc(f) contains no roots of unity except 1
and that P is minimal.
Remark 7.10 For q = 0 (real case) the theorem specialises to Thm. 5.2. Let us
discuss the less obvious relation to Thm. 6.6 (imaginary case). Let X be given as
in Thm. 6.6, i.e., X ∼= X0,q(k0, µ′), where k0 ∈ (Z 6=0)d is R-admissible and µ′ =
(µ1, µ1, . . . , µd′ , µd′) ∈ (R∗)2d′ for q = d + 2d′. Then it is not hard to find data f,P, k
satisfying (a), (b), (c) of Thm. 7.9 such that X ∼= X0,q(2π(µ(P) + k)). We just put
f(x) = (x− 1)q and consider the special constellation P = (0| . . . |0|P1| . . . |Pd′), where
Pj =
( 0
2µj
)
, j = 1, . . . , d′, is a block of Type II.a. Then µ(P) = (0, µ′) ∈ Rd × (R∗)2d′
and ν(P) = {1, . . . , 1}
!
= νc(f) ∈ Rq. Furthermore, the q-tuple k := (k0, 0) is P-
admissible by Prop. 7.7. Conversely, suppose that X is given as in Thm. 7.9 by the
data f,P, k. If all roots of a polynomial of the form (18) have modulus 1, then they
are roots of unity. Thus Thm. 7.9 tells us that in the imaginary case it suffices to
consider minimal special constellations P for which ρ(P) is supported at 0, see (56).
Such constellations consist of blocks of Type I and Type II.a, only. Now Prop. 7.7 yields
X = X0,q(2π(µ(P)+k)) ∼= X0,q(k0, µ1+k′1, µ1+k′1, . . . , µd′ +k′d′ , µd′ +k′d′), where k0 is
R-admissible. Consequently, in the imaginary case, Thm. 7.9 specialises to Thm. 6.6.
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Remark 7.11 For the convenience of the reader, let us recall two elementary properties
of polynomials of the form (18). We will frequently use these properties in the remainder
of this section. Let f ∈ Z[x] be an irreducible polynomial of the form (18), f(x) 6= x±1,
and let f have a root on the unit circle. Then the following holds.
(a) The roots of f come in pairs ν, ν−1. In particular, the degree of f is even.
(b) If one of the roots of f is a root of unity, then all roots are roots of unity.
Proof of Thm. 7.9. We assume that we are given data f,P, k satisfying (a), (b), (c).
We decompose f = f0f1, fi ∈ Z[x], where f0 has no roots on the unit circle and all
Q-irreducible factors of f1 do have such a root. We index the roots of f of modulus
different from 1 in a way such that
ℑ(ν2k−1) > 0, ν¯2k−1 = ν2k, k = 1, . . . , s and νl ∈ R∗ for l = 2s+ 1, . . . , p
and such that ν1, . . . , ν2s0 , ν2s+1, . . . , ν2s+r0 , 2s0+ r0 = deg(f0), are the roots of f0. We
consider the Cahen-Wallach space
Xp,q
(
log |ν1|, . . . , log |νp|; 2π(µ(P) + k )
)
.
We want to show that it admits a compact quotient by constructing data V,Λ, t0, ϕ0, h0
as required by Proposition 4.8.
Again we follow the conventions of Example 2.4. There is a splitting
a = Cp ⊕ Cq =: aR ⊕ aI , L = LR ⊕ LI .
Note that LI = 2π(L(P) + Lk). We set
AI := exp(LI + 2πφ(P)) = exp(2π(L(P) + φ(P))) .
We set B := L(P) + φ(P) ∈ sp(aI , ω|aI ). Then Gq(aI)B,iρ(P) ⊂ Gq(aI)AI ,νc(f).
Since k is P-admissible the space Gq(aI)B,iρ(P) contains a k-good subspace. Taking
Corollary 6.3 into account it follows that the space G
k
q (aI)
B,iρ(P) of k-good subspaces
belonging to Gq(aI)
B,iρ(P) is a non-empty open subset of Gq(aI)B,iρ(P). Lemma 7.2
implies that the intersection of G
k
q (aI)
B,iρ(P) with Gq(aI)
B,iρ(P)
reg is non-empty. We
choose an element VI of that intersection. We decompose the vector space VI into
V 0I := kerB ∩ VI and a B-invariant complement V 1I of V 0I . Then the restriction of the
symplectic form ω to V 1I is non-degenerate.
Now we consider aR = C
p. We define a complex linear operator ϕR on aR by a block
diagonal matrix as in the proof of Thm. 5.2, (19) (with n replaced by p). Let V 0R ⊂ aR be
the real subspace spanned by the vectors (1+i)el, l = 1, . . . , 2s0, 2s+1, . . . , 2s+r0. The
space V 0R is totally isotropic, invariant under LR and ϕR, and satisfies V
0
R ∩ a+ = {0}.
The roots νl with the remaining indices (i.e., the roots of f1 outside the unit circle)
come in pairs νl, ν
−1
l . We can therefore group these indices into blocks of the form
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(2k − 1, 2k, 2k′ − 1, 2k′) and (l, l′) such that ν−12k−1 = ν2k′ , ν2k−1 = ν2k, ν2k′−1 = ν2k′ ,
and ν−1l = νl′ , νl ∈ R. Let V 1R ⊂ aR be the real subspace spanned by the vectors
(1 + i)e2k−1, (1 + i)e2k, (1− i)e2k−1 + (1 + i)e2k′ , (1− i)e2k − (1 + i)e2k′−1
and
(1 + i)el, (1− i)el + (1 + i)el′ ,
where the indices k, l run over all blocks. The space V 1R is symplectic, invariant under
LR and ϕR, and satisfies V
1
R ∩ a+ = {0}.
We now set
V := V 0R ⊕ V 1R ⊕ VI , t0 := 1, ϕ0 := ϕR ⊕ exp(2πφ(P)), h0 := 0 (63)
and A := eLϕ0 = e
LRϕR ⊕ AI . It remains to construct an (idz⊕A)-stable lattice Λ in
the nilpotent group z⊕ V .
By construction, A is semisimple. The characteristic polynomial of A|V 0
R
is equal to f0.
By Lemma 5.1 there exists an A-stable lattice Λ0R ⊂ V 0R . We set V 1 := V 1R ⊕ V 1I . Then
V 1 is A-invariant, symplectic and A|V 1 ∈ Sp(V 1, ω|V 1) has characteristic polynomial
f1/(x − 1)q0 , q0 = dimV 0I . By Lemma 7.1 there exists an A-stable lattice Λ1 ⊂ V 1
satisfying ω(Λ1 × Λ1) ⊂ Z. We choose a lattice Λ0I ⊂ V 0I such that ω(Λ0I × Λ0I) ⊂ Z. It
is A-stable since A acts trivially on V 0I .
Since V 0R is isotropic and the spaces V
0
R , V
1 and V 0I are pairwise orthogonal with
respect to ω the A-stable lattice Λ0 := Λ
0
R ⊕ Λ1 ⊕ Λ0I ⊂ V 0R ⊕ V 1 ⊕ V 0I = V satisfies
ω(Λ0 × Λ0) ⊂ Z. Therefore
Λ := 12Z⊕ Λ0 ⊂ z⊕ V
is an (idz⊕A)-stable lattice as desired.
For the opposite direction we assume that a Cahen-Wallach space X of type (p, q)
admits a compact quotient, i.e. there are objects V,Λ, t0, ϕ0, h0 satisfying Conditions
(a) and (b) of Proposition 4.8. We want to find a polynomial f ∈ Z[x] of the form
(18) having precisely q roots on the unit circle, none of them a root of unity different
from 1, a minimal special constellation P such that ν(P) = νc(f), and a P-admissible
q-tuple k such that (62) holds.
There is a splitting a = aR ⊕ aI such that L|aR has real and L|aI has imaginary eigen-
values. By assumption, the operator A := et0Lϕ0 leaves invariant V . We decompose
V = VR ⊕ VI into A-invariant subspaces such that the eigenvalues of A have modulus
different from one on VR and equal to one on VI . Obviously, V∗ := V ∩ a∗, ∗ = R, I.
The closure T in O(aI) of the group generated byAI := A|aI has finitely many connected
components since it is compact. By replacing t0 by kt0 and ϕ0 by ϕ
k
0 (and h0 by h
k
0)
for a certain k ∈ N, if necessary, we can assume that T is connected. In particular, no
root of unity except 1 is an eigenvalue of AI on aI . In the following, it will turn out to
be useful to work with A2 instead of A.
Let f be the characteristic polynomial of A2|V . Then no root of f is a root of
unity different from 1. Moreover, f˜ := (x − 1)f is the characteristic polynomial of
Ad(h0t0ϕ0)
2|z⊕V . The latter operator stabilises the Z-module Λ˜ generated by Λ ⊂ z⊕V .
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Since Λ is a lattice in the 1-connected nilpotent Lie group z⊕ V , the Z-module Λ˜ is a
lattice in z ⊕ V considered as a vector space (see e.g. the remark after Thm. 2.12 in
[Ra]). By Lemma 5.1 the polynomial f˜ is integral of the form (18). Hence the same is
true for f .
The roots ν1, . . . , νr of f that lie outside the unit circle are the eigenvalues of A
2|VR . In
particular, r = p. As in the second part of the proof of Thm. 5.2 we now see that the
eigenvalues of L|aR are precisely
log |ν1|
2t0
, . . . ,
log |νp|
2t0
,− log |ν1|
2t0
, . . . ,− log |νp|
2t0
. (64)
We set T θ := {θaψθa | ψ ∈ T}. Elements of T θ commute with LI := L|aI as well as with
elements of T . Let t and t˜ be the Lie algebras of the tori T and T˜ := TT θ, respectively.
Conjugation by θa defines an involution on t˜. Let t˜ = t+ ⊕ t− be the corresponding
eigenspace decomposition. Since AI ∈ T ⊂ T˜ there exist elements L0 ∈ t−, φ ∈ t+
such that L0 + φ ∈ t and AI = exp(π(L0 + φ)). We have T (VI) ⊂ VI . Hence, VI is an
(L0, φ)-special subspace of aI . By Proposition 7.3 we can identify aI with C
q in a way
such that
L0 = L(P) and φ = φ(P)
for some special constellation P of dimension q satisfying
ν(P) = spec(A2I |VI ) = νc(f) .
The group generated by A2I is dense in T . Therefore P is minimal.
We have
exp(2πL(P)) = AI
(
θaA
−1
I θa
)
= exp(2t0LI) .
Since LI and L(P) are commuting semisimple operators anticommuting with θa this
implies that we can adapt the basis of aI further such that
t0
π
LI = L(P) + Lk (65)
for some k ∈ Zq. The operators L(P) and LI commute with φ(P). Hence so does Lk.
Since
etLkVI ∩ a+ = etLk exp (t(L(P) + φ(P))) VI ∩ a+ = etφ(P)
(
e
tt0
pi
LIVI ∩ a+
)
= {0}
for all t ∈ R the q-tuple k is P-admissible. Now (64) combined with (65) implies (62).
✷
Corollary 7.12 Assume that Xp,q(λ, µ) admits a compact quotient. Then there are
choices of signs such that
p∑
i=1
±λi = 0 and
q∑
j=1
±µj = 0 .
In particular, spaces of type (1, q) or (p, 1) do not admit compact quotients.
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Proof. The equation for λ follows as in the proof of Cor. 5.4, whereas the equation for
µ is a consequence of Prop. 7.6. ✷
Remark 7.13 Let f ∈ Z[x] be a polynomial of the form (18) which has exactly q 6= 1
roots on the unit circle. Suppose that the multiplicity of −1 in νc(f) is even. Then
there exists a special constellation P and a q-tuple k ∈ Zq such that the data f,P, k
satisfy the Conditions (b) and (c) of Thm. 7.9.
This is clear for q = 0. Let us verify the assertion for q > 1. It suffices to find a special
constellation P such that ν(P) = νc(f) and µ(P) has non-vanishing components. Then
k = 0 is P-admissible since according to Thm. 7.3 there exists an (L, φ)-special subspace
V such that spec((L + φ)|V ) = iρ(P). Obviously, V is k-good and Conditions 1. and
2. of Def. 7.5 are satisfied. Let us show that such a special constellation does exist.
We put νc(f)
′ := νc(f) \ {1}! if q is odd and νc(f)′ := νc(f) if q is even. Then
νc(f)
′ = {e±2piiρ1 , . . . , e±2piiρr}
!
for suitable ρ1, . . . , ρr ∈ R∗, where r = [q/2]. We define
P1 =
(ρ1
0
)
if q is even and P1 = (ρ1, 0) if q is odd. Moreover, Pj :=
(ρj
0
)
for j = 2, . . . , d.
Now we set P = (P1| . . . |Pr). Then ν(P) = νc(f) and µ(P) has only non-vanishing
components.
Regarding the construction of Cahen-Wallach spaces of type (2, q), of particular interest
are the irreducible polynomials of degree 2k in Z[x] that have exactly 2k − 2 roots on
the unit circle. Let us denote the set of these polynomials by F2k. Each f ∈ F2k is
reciprocal and the two roots of modulus different from 1 are real, see Rmk. 7.11. If r is
the root of f ∈ F2k of modulus greater than 1, then |r| is called Salem number of degree
2k. This is not the original definition but note that there also exists a polynomial in
F2k that has |r| as a zero. In the following examples we will be especially interested in
F4 and F6. It is not hard to prove that
F4 = {x4 − ax3 + bx− ax+ 1 | 2|a| > |b+ 2|, b 6= 2, b 6= ±a+ 1},
see also [B1]. Salem numbers of degree 6 are studied, e.g., in [B2]. In the Supplement to
[B2] one can find tables listing examples of polynomials contained in F6. For instance,
f(x) = x6 − x4 − x3 − x2 + 1 is in F6.
Example 7.14 (compositions) Suppose we are given two Cahen-Wallach spaces X1,
X2 of type (p1, q1) and (p2, q2) admitting compact quotients. According to Thm. 7.9
these spaces are given by data f1,P1, k1 and f2,P2, k2, respectively. Then f := f1f2
together with the direct sums P := (P1|P2) and k := (k1, k2) satisfy (a), (b), (c)
of Thm. 7.9. Hence, the data f,P, k define a new Cahen-Wallach space X of type
(p1 + p2, q1 + q2) which has compact quotients.
We will say that X is composed of X1 and X2 if there are data fi,Pi, ki, i = 1, 2, such
that Xi is given by fi,Pi, ki and such that X is isometric to the space constructed from
fi,Pi, ki, i = 1, 2, in the above way.
In particular, we can construct examples of Cahen-Wallach spaces of mixed type admit-
ting compact quotients composing examples of purely real and imaginary type. Let us
formulate this in the notation of the Theorems 5.2 and 6.6. Let X1 be a Cahen-Wallach
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space of type (p, 0) and let X2 be one of type (0, q), both with compact quotients.
Then X1 ∼= Xp,0(log |ν1|, . . . , log |νp|) according to Thm. 5.2 and X2 ∼= X0,q(k0, µ′),
where k0 ∈ (Z 6=0)d is R-admissible and µ′ = (µ1, µ1, . . . , µd′ , µd′) ∈ (R∗)2d′ for q =
d+2d′ according to Thm. 6.6. Composing X1 and X2 yields the Cahen-Wallach space
Xp,q(log |ν1|, . . . , log |νp|; 2πk0, 2πµ′), see Rmk. 7.10.
Suppose that X = Xp,q(log |ν1|, . . . , log |νp|; 2π(µ(P) + k) ) is given as in Thm. 7.9.
We claim that X is composed of spaces of real and imaginary type having compact
quotients if f1 := fR := (x− ν1) . . . (x− νp) is in Z[x]. Indeed, under this assumption f
decomposes as f = f1f2 with f2 ∈ Z[x]. Furthermore, we have trivial decompositions
P = (P1|P2) and k = (k1, k2), where P1 and k1 are empty and P2 = P, k2 = k. If we
now define Xi by fi,Pi, ki, i = 1, 2, then X1 has real type, X2 has imaginary type and
X is composed of X1 and X2.
Now we want to show that there are Cahen-Wallach spaces of mixed type admitting
compact quotients that are not composed of spaces of purely real and imaginary type
having compact quotients. Thus Thm. 7.9 really yields more Cahen-Wallach spaces
than we can get by such compositions. Let us study the situation in small dimensions.
Recall that spaces of type (1, q) or (p, 1) do not admit compact quotients. Thus the
smallest type where we can find examples is (p, q) = (2, 2). However, let us start with
type (3, 2), which is even easier.
Example 7.15 (type (3,2)) Each space of type (3, 2) admitting a compact quotient
is isometric to a composed one. Indeed, according to Example 7.14 it suffices to show
that for any polynomial f that satisfies the assumptions of Thm. 7.9, the polynomial
fR = (x − ν1)(x − ν2)(x − ν3) is in Z[x]. If the remaining roots ν4, ν5 of f , i.e., those
on the unit circle, are in {1,−1}, then this is obviously true. If not, fR ∈ Z[x] follows
from Rmk. 7.11 (a).
The next example will show that for given data f,P, k satisfying (a), (b), (c) of
Thm. 7.9, X ∼= Xp,q(log |ν1|, . . . , log |νp|; 2π(µ(P)+k) ) can be isometric to a composed
example even if f is irreducible. In particular, that fR is in Z[x] is not a necessary
condition for being isometric to a composed example. Suppose that fR 6∈ Z[x] but X is
isometric to a composed example X ′. Let f ′,P ′, k′ be the data that are associated with
X ′ according to Example 7.14. Applying the construction in the proof of Thm. 7.9 to
the data f,P, k and the data f ′,P ′, k′ then yield essentially different discrete cocompact
subgroups on X ∼= X ′.
Example 7.16 (type (2,2)) Each Cahen-Wallach space X of type (2, 2) admitting a
compact quotient is isometric to one of the composed ones constructed in Example 7.14.
Indeed, X ∼= X2,2(r, r; s, s) by Cor. 7.12. Let ν, ν−1, |ν| 6= 1, be the roots of an
irreducible quadratic polynomial f0 ∈ Z[x] of the form (18) and choose µ such that
(r, s) and (log |ν|, 2πµ) are proportional. Then X0 = X2,0(log |ν|,− log |ν|) and X1 =
X0,2(µ, µ) have compact quotients and are parametrised according to Thm. 5.2 and
Thm. 6.6, respectively. Hence X ∼= X2,2(r, r; s, s) ∼= X2,2(log |ν|,− log |ν|, 2πµ, 2πµ)
arises by composing X0 and X1 as in Example 7.14. Nonetheless, if f,P, k are the data
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describing X according to Thm 7.9, then f can be irreducible. Indeed, take f ∈ F4,
choose P and k according to Rmk. 7.13 and consider the space X defined by f,P, k.
Example 7.17 (type (2,3)) Here we will get for the first time examples that are
not composed. Each X of type (2, 3) that admits a compact quotient is isometric to
X2,3(log |ν1|, log |ν2|; 2π(µ(P) + k )), where ν1, ν2,P and k are as in Thm. 7.9. We
may assume that P is minimal and that νc(f) contains no roots of unity except 1. If
fR(x) = (x− ν1)(x− ν2) is in Z[x], then Example 7.14 shows that X is composed from
X2,0(log |ν1|, log |ν2|) and X0,3(k).
Suppose now that fR 6∈ Z[x]. Then f(x) = fˆ(x)(x − 1), where fˆ is irreducible and has
two conjugate roots ν3 = ν¯4 on the unit circle and two roots ν1, ν2 with |ν1|, |ν2| 6= 1.
Hence fˆ ∈ F4. We claim that X is not composed provided the four exponentials
conjecture is true. Let us first show that P is of Type IV. Assume not, then P = (0|P1),
where P1 is of Type II. By Prop. 7.7, P1 cannot be of Type II.a since there do not exist
R-admissible 1-tuples k1 ∈ Z 6=0. If P1 is not of Type II.a, then ρ(P) = {0,±ρ} for some
ρ 6= 0. By assumption, G3(C3)L(P)+φ(P),iρ(P) contains a k-good subspace V ⊂ C3.
Since ρ 6= 0, we have dimR ker(L(P) + φ(P))|V = 1. Hence the projection of the real
subspace V ⊂ C3 to the first component is one-dimensional. Since V is k-good, this
contradicts Lemma 6.2. Hence P consists of a block (ρ, 0) of Type IV, which implies
X ∼= X2,3(log |ν1|,− log |ν1|; 2π(ρ + 2k, ρ/2 + k, ρ/2 + k) ) for some k ∈ Z. Assume
that X is composed. We have already seen that composed examples are isometric
to X2,3(log |ν ′|,− log |ν ′|; 2πk′), where ν ′ is the root of a quadratic polynomial over Z
and k′ is R-admissible. Hence there exists an integer k′ 6= 0 such that the vectors
(log |ν1|, ρ/2 + k) and (log |ν ′|, k′) are proportional. Recall that ν1 ∈ R and e2piiρ
are algebraic since they are roots of f . Hence we can apply the four exponentials
conjecture in the form stated before Prop. 5.11 to (λ11, λ12) = (log |ν1|, 2πi(ρ/2 + k))
and (λ21, λ22) = (log |ν ′|, 2πik′). Obviously, λi1 ∈ R and λi2 ∈ iR are independent
over Q for i = 1, 2. Moreover, λ12 and λ22 are independent over Q. Indeed, ρ is
irrational since e2piiρ is a root of f , thus it is not a root of unity. If the conjecture
is true, (log |ν1|, 2πi(ρ/2 + k)) and (log |ν ′|, 2πik′) are linearly independent over C,
which contradicts our assumption. Hence X is not composed of spaces of real and and
imaginary type having compact quotients.
Example 7.18 (type (2,4)) We want to show that there exist examples of Cahen-
Wallach spaces of type (2,4) admitting compact quotients that are not composed of
spaces of real and and imaginary type. Take a polynomial f ∈ F6 and let e±2piiρ1 and
e±2piiρ2 be its roots on the unit circle. Let P consist of the block (ρ1, ρ2) of Type III
and put k = 0. Then ν(P) = νc(f) and the components of µ(P) = (ρ1, ρ1+ρ22 , ρ1+ρ22 , ρ2)
do not vanish since ρ1 6= ±ρ2. Following Rmk. 7.13, f,P, k satisfy the assumptions
of Thm. 7.9. Let X = X2,4(log |ν|,− log |ν|; 2πµ(P)) be the corresponding Cahen-
Wallach space. We claim that X is not composed. Assume that X is isometric to a
composed example. Then X ∼= X2,4(log |νˆ|,− log |νˆ|; 2π(kˆ, µˆ)), where kˆ and µˆ satisfy
the assumptions in Thm. 6.6. In particular, we may assume that (kˆ, µˆ) and µ(P) are
proportional vectors. Since ρ1 6= ±ρ2, µˆ is the empty tuple and kˆ = (k1, . . . , k4). Hence
k4ρ1 = k1ρ2. We want to show that k1 = ±k4, which will give the contradiction. To
do so, we will argue as in Lemma 5.7. By construction, ν1 = e
2piiρ1 and ν2 = e
2piiρ2
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are roots of f . We may assume that k1 and k4 are coprime, thus we find integers m,n
such that nk1 +mk4 = 1. Now we define ν := ν
n
1 ν
m
2 = e
2piiρ, where ρ := nρ1 +mρ2.
Let g ∈ G(f) be such that g(ν1) = ν2 and let l be its order. In the same way as in
the proof of Lemma 5.7 we see that νk1
l
= νk4
l
. This implies ρ(k1
l − k4l) ∈ Z. On the
other hand, ν1 and ν2 are not roots of unity, see Rmk. 7.11 (b). Hence ρ1 and ρ2 are
irrational. Consequently, also ρ is irrational and k1 = ±k4 follows.
8 Properties of compact quotients and their fundamental
groups
8.1 Structural results for fundamental groups
In Sections 4–7 we were mainly concerned with necessary and sufficient conditions on
a Cahen-Wallach space X to admit a compact quotient Y = Γ\X. However, the proofs
of our main results in this direction (Prop. 4.8, Thm. 4.7, Thm. 5.2, Thm. 6.6 and
Thm. 7.9) also contain quite precise information on the possible shape and structure of
Γ, the fundamental group of Y . Indeed, we defined a group SΓ ⊂ G (Def. 4.1) and have
observed in Corollary 4.5 that a conjugate of a finite index subgroup of Γ is a lattice
in SΓ. The above mentioned results then were obtained by finding conditions on and
construction methods for the possible groups SΓ. The purpose of this subsection is to
make a part of this information explicit.
Recall the decomposition G = H ⋊ (R×K). We start with the following observation
Proposition 8.1 Let Y = Γ\X be a compact quotient of a Cahen-Wallach space. If
Γ is not straight (see Def. 4.6), then X is of type (0, 2m) and
SΓ = U ×D
for a subgroup U ⊂ H isomorphic to the Heisenberg group Hm and a one parameter
group D ⊂ ZG(U) projecting surjectively on the R-factor of G. Now we assume that Γ
is straight and that X is of type (p, q). Let a = Cp⊕Cq be as in Example 2.4. Let Γ0 be
a conjugate of a finite index subgroup of Γ such that Γ0 ⊂ SΓ. Then there exist a real p-
dimensional subspace VR ⊂ Cp, a non-Lagrangian real q-dimensional subspace VI ⊂ Cq,
and an element γ0 ∈ Γ0 not belonging to H ⋊K and normalising U := z⊕VR⊕VI such
that
SΓ = U ⋊ 〈γ0〉 .
There exists a power of γ0 that acts unipotently on U if and only if p = 0. In particular,
Γ is virtually nilpotent if and only if p = 0.
Proof. Concerning the non-straight case we have seen in the first part of the proof of
Theorem 4.7 that SΓ = U · ψ(∆), ∆ = R, u ∩ a = ar(ψ(∆)) and that dim u ∩ a = 2m.
Since ar(ψ(∆)) is symplectic, we conclude that U ∼= Hm. It also follows that a generator
X of the Lie algebra of ψ(∆) acts on u by an inner derivation adX ′ for some X ′ ∈ u.
We set D := {exp(t(X −X ′)) | t ∈ R}. Then D ⊂ ZG(U) and SΓ = U ×D.
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For straight Γ we have seen in the proof of Proposition 4.8 that SΓ = (z ⊕ V ) ⋊ 〈γ0〉
for a certain (p + q)-dimensional subspace V ⊂ a. If p = 0, it was observed that for
an appropriate choice of SΓ, i.e. of γ0, the induced action of γ0 on V ∼= (z ⊕ V )/z is
trivial. The decomposition V = VR ⊕ VI was studied in the second part of the proof
of Theorem 7.9. In particular, all eigenvalues of the action of γ0 on VR have modulus
different from one and there exists a special constellation P and a P-admissible tuple
k such that VI ⊂ Cq is (L(P), φ(P))-special and k-good. Now Proposition 7.8 tells us
that VI cannot be Lagrangian. ✷
As a consequence of Proposition 8.1 we state
Proposition 8.2 Let Y = Γ\X be a compact quotient of a Cahen-Wallach space.
Then Γ is not abelian and Γ∩ z is non-trivial. The latter property is equivalent to: The
null-leaves of the fibres (leaves) of the canonical fibration (foliation) of the quotient Y
are compact.
Proof. Let Γ0 be a conjugate of a finite index subgroup of Γ such that Γ0 ⊂ SΓ, and
let U , D, γ0 be as in Proposition 8.1. It suffices to prove the proposition for Γ = Γ0.
We set U˜ := U if Γ is straight and U˜ := U × D otherwise. We consider the lattice
Λ := U˜ ∩ Γ0 ⊂ U˜ . For X of real type, it was shown in the second part of the proof
of Theorem 5.2 that Λ ∩ z 6= 0. Moreover, the element γ0 does not centralise Λ by
Proposition 8.1. If X is not of real type, then we conclude from Proposition 8.1 that
U is not abelian. Being a lattice in a non-abelian 1-connected Lie group, the group
Λ ⊂ Γ0 is non-abelian, too, and the commutator group [Λ,Λ] ⊂ z∩Γ0 is non-trivial. ✷
Eventually, we use Proposition 8.1 to obtain rather strong restrictions for the structure
of Γ as an abstract group. By Hn(Z) we will denote the following integral version of
the Heisenberg group: Let ω be the standard symplectic form on R2n with standard
basis e1, . . . , e2n, and let Hn(ω) = R×R2n be the corresponding Heisenberg group with
multiplication given by (1). Then Hn(Z) ⊂ Hn(ω) is defined as the subgroup generated
by the elements (0, ei), i = 1, . . . , 2n. It is a subgroup of index 2 in
1
2Z× Z2n.
Proposition 8.3 Let Y = Γ\X be a compact quotient of a Cahen-Wallach space of
type (p, q). If p = 0, then there exists an integer r, 1 ≤ r ≤ q+12 , such that Γ has a
finite index subgroup isomorphic to
Hr(Z)× Zq+1−2r .
If, in addition, Γ is not straight, then r = q2 .
If p 6= 0, then either q = 0 and a finite index subgroup of Γ is isomorphic to
Z× (Zp ⋊α Z) , (66)
where α(1) ∈ GL(p,Z) is semisimple and has no eigenvalues on the unit circle, or there
exists an integer r, 1 ≤ r ≤ p+q2 , such that Γ has a finite index subgroup isomorphic to
(Hr(Z)× Zp+q−2r) ⋊α Z , (67)
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where the automorphism α(1) fixes the center of Hr(Z), and the induced element α˜(1) ∈
GL(p+ q,Z) is semisimple and has exactly q eigenvalues on the unit circle.
Proof. We will use repeatedly the fact that every lattice in Hm × Rn has a finite
index subgroup isomorphic as an abstract group to Hm(Z)×Zn. For information about
lattices in Heisenberg groups the reader may consult [T] or [GW].
Let p = 0. Then according to Proposition 8.1 there exists a finite index subgroup
of Γ isomorphic to a lattice Γ0 in U ⋊ 〈γ0〉 (Γ straight) or U × R (otherwise), and
U ∼= Hs × Rq−2s for some 1 ≤ s ≤ q2 (s = q2 in the non-straight case). Moreover, we
may assume that the induced action of γ0 on U/[U,U ] ∼= Rq is trivial. Therefore γ0
acts on U by conjugation by some h0 ∈ a. We define a homomorphism ψ : R→ Aut(U)
that maps t to conjugation by th0. We obtain an embedding U ⋊ 〈γ0〉 →֒ U ⋊ψR, which
sends Γ0 to a lattice in U ⋊ψR. We observe that U ⋊ψR ∼= Hr×Rq+1−2r, r ∈ {s, s+1}.
Thus in both cases Γ0 is a lattice in Hr × Rq+1−2r, r ∈ {s, s + 1}. Now we apply the
above mentioned fact.
We turn to the case p 6= 0. Again, by Proposition 8.1 there exists a finite index
subgroup of Γ isomorphic to a lattice Γ0 in U ⋊ 〈γ0〉. In particular, Γ0 ∼= Λ⋊αZ, where
Λ := Γ0 ∩U is a lattice in U . We have U = z⊕VR⊕VI . It is clear that γ0 acts trivially
on z ⊂ Z(G). Moreover, its induced action on U/z ∼= VR ⊕ VI is semisimple, respects
this decomposition, and its unimodular eigenvalues are exactly those on VI .
Let us first discuss the case of abelian U . By Proposition 8.1 this implies VI = 0, hence
q = 0. Let us denote the linear operator induced by the action of γ0 on U ∼= Rp+1 by
A. It was observed in the second part of the proof of Theorem 5.2 that A is semisimple,
that ker(A− id) = z and that z∩Λ 6= 0 (see also Prop. 8.2 for the latter property). We
conclude that Λ′ := (z ∩ Λ) × (A − id)Λ is a lattice of U contained in Λ. Hence it has
finite index in Λ. Moreover, it is A-stable. We conclude that the finite index subgroup
Λ′ ⋊ 〈γ0〉 ⊂ Γ0 is of the form (66).
It remains to discuss the case of non-abelian U . Thus there is an integer 1 ≤ r ≤ p+q2
such that U ∼= Hr × Rp+q−2r. This isomorphism sends z ⊂ U to the center of Hr.
By our starting remark, the lattice Λ has a finite index subgroup Λ′ isomorphic to
Hr(Z) × Zp+q−2r. Since for any finitely generated group the set of its subgroups of
fixed finite index is finite (see e.g. [H]), we conclude that Λ′ is stable under conjugation
by some power of γk0 of γ0. It follows that Λ
′ ⋊ 〈γk0 〉 is of the form (67). ✷
Note that the eigenvalues of the operators α(1), α˜(1) appearing in the above proposition
are closely related to the parameters of the Cahen-Wallach space X. In fact, let f be
the characteristic polynomial of that operator. Then there exist corresponding data P,
k as in Theorem 7.9 such that the parameters of X are given by (62).
The number r =: r(Y ) (in case (66) we set r(Y ) := 0) is an interesting invariant for
compact quotients that deserves further study. In particular, for quotients of imaginary
type it is the only homotopy invariant of Y (besides dimension) invariant by going
to finite covers. For instance, for a fixed Cahen-Wallach space X of imaginary type
admitting a compact quotient one should try to determine the minimum rX of the
numbers r(Y ), where Y runs over all compact quotients of X. For example, if X =
X0,4(1, 1, 1, 1), then rX = 1. Corollary 6.3 implies that for all rX ≤ r ≤ [(q + 1)/2],
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there always exists a compact quotient Y = Γ\X such that r(Y ) = r.
8.2 Quotients by groups of transvections
As in Section 2, let Gˆ be the transvection group of a Cahen-Wallach space X. In this
subsection we want to decide which of these spaces X admit compact quotients by a
group of transvections Γ ⊂ Gˆ. Geometrically, these quotients are distinguished by their
holonomy group, as the following proposition shows.
Proposition 8.4 The holonomy group of a quotient Y = Γ \ X of a Cahen-Wallach
space is isomorphic to Gˆ+⋊ pK(Γ), where pK : G = Gˆ⋊K → K denotes the projection
to K. In particular, it is connected if and only if it is abelian, and this holds if and
only if Γ is contained in the group of transvections Gˆ of X.
Proof. Let Holy0(Y ) denote the holonomy group of Y at y0 := Γx0, where x0 = eG+ ∈
G/G+. It is well known that the identity component Hol
0
y0(Y ) of Holy0(Y ) is isomorphic
to the holonomy group Holx0(X) of X at x0 and that Gˆ+→Holx0(X), g 7→ dgx0 is an
isomorphism. Moreover, we have a surjective map
π1(Y, y0) −→ Holy0(Y )/Hol0y0(Y ), [σ] 7−→ P (σ−1) ·Hol0y0(Y ),
where P (σ−1) : Tx0X → Tx0X denotes the parallel translation along σ−1. We compose
this map with the isomorphism Γ ∼= π1(Y, y0), which sends γ ∈ Γ to the following
element [σγ ]. We choose a curve σ˜γ : [0, 1]→ X such that σ˜γ(0) = x0 and σ˜γ(1) = γx0
and define σγ := Γ · σ˜γ .
Now we will use a standard fact, which holds for arbitrary semi-Riemannian symmetric
spaces, see e.g. [Nr] or [Ba]. If τ : [0, 1] → X is a curve with τ(0) = x0 and τ(1) = x1,
then there exists a transvection g ∈ Gˆ such that the parallel translation P (τ) : Tx0X →
Tx1X along τ equals dgx0 . Applying this to our curve σ˜γ , we obtain a corresponding
element g ∈ Gˆ. In particular, gG+ = γG+ ∈ X = G/G+, thus g−1γ ∈ G+.
Knowing that the parallel translation along σ˜γ equals dgx0 we now determine the par-
allel translation along the inverse of the projection σγ of σ˜γ to Y . Since X is a covering
of Y we can identify Ty0Y
∼= Tx0X ∼= Tγx0X in the usual way. With this identification
P (σ−1γ ) : Ty0Y → Ty0Y equals
P (σ−1γ ) = (dgx0)
−1 ◦ dγx0 = d(g−1γ)x0 .
Since g−1γ ∈ G+, we have g−1γ ∈ pK(g−1γ) · Gˆ+ = pKγ · Gˆ+. Hence we obtain
Holy0(Y )/Hol
0
y0(Y )
∼= {pKγ | γ ∈ Γ}. The second assertion now follows from the fact
that Hol0y0(Y )
∼= Gˆ+ is abelian and that K ∩ ZG(Gˆ+) is trivial. ✷
We also observe
Proposition 8.5 A compact quotient of a Cahen-Wallach space by transvections is
straight.
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Proof. Assume that Y = Γ\X is a compact quotient that is not straight. Then we have
seen in the first part of the proof of Thm. 4.7 that there exists a non-zero element φ ∈ k
(in fact, φ has the same eigenvalues as L) such that r(SΓ) = r(ψ(R)) = {(t, exp(tφ)) |
t ∈ R} . It follows that pK(Γ) = {exp(tφ) | t ∈ p(Γ)}. Since p(Γ) is dense in R, this
group is non-trivial. ✷
We now formulate a general criterion for the existence of such quotients in the language
of Theorem 7.9.
Lemma 8.6 Let X be a Cahen-Wallach space of type (p, q). Then X admits a compact
quotient by transvections if and only if there exist data (f,P, k) as in Theorem 7.9 such
that (62) holds, which satisfy the following additional conditions:
(i) The roots of f outside the unit circle are real.
(ii) The special constellation P consists of blocks of Type I and Type II.b, only.
As in Theorem 7.9, the assertion remains true if we require that νc(f) contains no roots
of unity except 1 and that P is minimal.
Proof. By Prop. 8.5 quotients by transvections are straight. Therefore the proof of
Prop. 4.8 shows that X admits a compact quotient by transvections if and only if there
are objects V,Λ, t0, ϕ0, h0 satisfying Conditions (a) and (b) of Prop. 4.8 with ϕ0 = 1.
Here we can replace the condition ϕ0 = 1 by ‘ϕ0 has finite order’. We also observe that
Condition (ii) in the lemma is equivalent to φ(P) = 0.
In the proof of Thm. 7.9 we constructed the objects V,Λ, t0, ϕ0, h0 required by Prop. 4.8
from given data (f,P, k), and vice versa. In particular, given (f,P, k) we arrived at
ϕ0 = ϕR ⊕ exp(2πφ(P)), see (63). If (f,P) satisfies (i) and (ii), then ϕ0 is of order
2. The existence of a compact quotient by transvections follows. Vice versa, given
V,Λ, t0, ϕ0, h0 with ϕ0 = 1 the resulting polynomial f is the characteristic polynomial
of a certain power of et0L. Hence f satisfies (i). In addition, we constructed a torus
T˜ ⊂ O(aI) together with a decomposition of its Lie algebra t˜ = t+ ⊕ t− such that
φ(P) ∈ t+. The condition ϕ0 = 1 implies t+ = 0, hence φ(P) = 0. Therefore P satisfies
Condition (ii). ✷
Corollary 8.7 The set of isometry classes of Cahen-Wallach spaces admitting a com-
pact quotients by transvections is countable.
Proof. It is easily checked that the set of triples (f,P, k) satisfying the conditions of
Thm. 7.9 and Lemma 8.6 is countable. ✷
The following more explicit criteria for the existence of compact quotients by transvec-
tions of spaces of real and imaginary type are direct consequences of Lemma 8.6 (in the
imaginary case one should take the second part of Remark 7.10 into account). Alter-
natively, they can be derived by checking the proofs of Theorem 5.2 and Theorem 6.6
for consequences of the additional condition ϕ0 = 1.
69
Proposition 8.8 Let X be an (n+ 2)-dimensional Cahen-Wallach space of real type.
Then X admits a compact quotient by transvections if and only if there exists a poly-
nomial f ∈ Z[x] of degree n of the form (18) with all roots real and different from ±1
such that
X ∼= Xn,0(log |ν1|, log |ν2|, . . . , log |νn|) ,
where ν1, ν2, . . . , νn are the roots of f . ✷
Proposition 8.9 Let X be an (n+2)-dimensional Cahen-Wallach space of imaginary
type. Then X admits a compact quotient by transvections if and only if there exists an
R-admissible n-tuple k = (k1, . . . , kn) ∈ (Z 6=0)n such that X ∼= X0,n(k1, . . . , kn). ✷
Also for spaces of mixed type the criterion provided by Lemma 8.6 can be made
much more explicit. For this we need the following counterpart of the notion of R-
admissibility.
Definition 8.10 Let n be even. An n-tuple k = (k1, . . . , kn) ∈ Zn is called C-admissible
if there exists a k-good complex vector subspace V ⊂ Cn.
For an n-tuple, the condition of C-admissibility is invariant under permutations of the
coordinates and under multiplication with a common factor m ∈ Z6=0. It is also invari-
ant under translation by tuples of the form (k, k, . . . , k). In contrast to R-admissibility,
it is not invariant under independent sign changes of the coordinates.
For ρ ∈ R∗ and d ∈ N, let Pd(ρ) be the special constellation consisting of d copies of
the block
(
ρ
ρ
)
of Type II.b.
Lemma 8.11 (a) A 2d-tuple k = (k1, . . . , k2d) ∈ Z2d is C-admissible if and only if
it is Pd(ρ)-admissible for one (equivalently: for all) ρ ∈ R \ {0,−k1, . . . ,−k2d}.
(b) Let (ρ1, . . . , ρr) ∈ (R\Z)r be such that |ρi| 6= |ρj | for i 6= j. We consider the special
constellation P = (0| . . . |0|Pd1(ρ1)| . . . |Pdr (ρr)) containing precisely d0 blocks of
Type I. Then a d(P)-tuple k is P-admissible if and only if k = (k0, k1, . . . , kr),
where k0 is an R-admissible d0-tuple, and k
i, i = 1, . . . , r, is a C-admissible
2di-tuple.
Proof. Assertion (a) is an immediate consequence of the definitions. It is also clear
that tuples of the form k = (k0, k1, . . . , kr) as in (b) are P-admissible. Let now k be P-
admissible. We can write k = (k0, k1, . . . , kr) for some k0 ∈ Zd0 , ki ∈ Z2di for i > 0. Set
n = d0+2d1+ . . .+2dr, and let V ∈ Gn(Cn)L(P)+φ(P),iρ(P) be a k-good subspace. The
splitting Cn = Cd0⊕C2d1⊕ . . .⊕C2dr coincides with the decomposition into eigenspaces
of (L(P) + φ(P))2. The corresponding eigenvalues are −ρ20,−ρ21, . . . ,−ρ2n with ρ0 = 0.
Let V =
⊕r
i=0 V (ρi) be the eigenspace decomposition of V . Then V (0) ⊂ Cd0 is k0-
good, while for i > 0 the spaces V (ρi) ⊂ C2di are (L(Pdi(ρi)), φ(Pdi (ρi)))-special and
ki-good. It follows that k0 is R-admissible and, taking Assertion (a) into account, that
ki is C-admissible for i = 1, . . . , r. ✷
We have the following analog of Proposition 6.5.
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Proposition 8.12 Let k = (k1, . . . , k2d) ∈ Z2d be C-admissible. Then there exists a
decomposition {1, . . . , 2d} = I ∪ J into two disjoint subsets of cardinality d such that∑
i∈I
ki =
∑
j∈J
kj . (68)
Proof. By Lemma 8.11, (a), the tuple k = (k1, . . . , k2d) ∈ Z2d is Pd(ρ)-admissible for
some ρ 6= 0. By Proposition 7.6 there exists a sign vector κ ∈ {1,−1}2d such that
〈κ, µ(Pd(ρ))〉 = 0 and 〈κ, k〉 = 0. Set I := {i | κi = 1}, and let J be its complement.
Note that µ(Pd(ρ)) = (ρ, ρ, . . . , ρ). It follows that I has cardinality d and that (68)
holds. ✷
It is clear that (k, k) ∈ Z2 is C-admissible for all k ∈ Z. In addition, Example 6.9 shows
that all tuples k ∈ Z4 satisfying (68) for some decomposition of equal cardinality are
C-admissible. Therefore, Condition (68) is equivalent to C-admissiblity for dimensions
2d ≤ 4. In analogy to the question at the end of Subsection 6.1 one may ask whether
this is also true in higher dimensions.
We return to Cahen-Wallach spaces admitting compact quotients by transvections. We
first consider some examples.
Example 8.13 Let h ∈ Z[x] be an irreducible polynomial of the form (18) such that
all its roots outside the unit circle are real. We assume that both types of roots (real
and unimodular ones) occur. Then we can choose positive real numbers λ1, . . . , λr,
µ1, . . . , µs such that the absolute values of the real roots of h are precisely e
±λ1 , . . . , e±λr ,
whereas the roots of h on the unit circle are given by e±iµ1 , . . . , e±iµs (see Remark 7.11,
(a)). Then
X := X2r,2s(λ1, λ1, . . . , λr, λr;µ1, µ1, . . . , µs, µs)
admits a compact quotient by transvections. Indeed, if P := (P1(µ12pi )| . . . |P1(µs2pi )) and
k := 0, then (h,P, k) satisfies the conditions required by Thm. 7.9 and Lemma 8.6 and
X is isometric to the space associated with (h,P, k) by (62).
Example 8.14 Let h, r, s, λi, µj be as in the previous example. Fix d ∈ N, and let
k1, . . . , ks be a collection of s C-admissible 2d-tuples. Let X be the Cahen-Wallach
space
X2dr,2ds(λ1, .., λ1︸ ︷︷ ︸
2d
, . . . , λr, .., λr︸ ︷︷ ︸
2d
;µ1 + 2πk
1
1 , .., µ1 + 2πk
1
2d, . . . , µs + 2πk
s
1, .., µs + 2πk
s
2d) .
It admits a compact quotient by transvections. Again, this follows from Lemma 8.6
by observing that X is isometric to a Cahen-Wallach space associated with some data
(f,P, k). Here we take f = hd, P = (Pd(µ12pi )| . . . |Pd(µs2pi )), k = (k1, . . . , ks). Note that
for d = 1 we get exactly the same spaces as in Example 8.13.
In Example 7.14 we defined the notion of composition of two Cahen-Wallach spaces
X1 and X2 admitting compact quotients resulting in a new Cahen-Wallach space with
compact quotients. This composition depends on the chosen data (f1,P1, k1) and
(f2,P2, k2) determining X1 and X2, respectively. Furthermore, we specialised compo-
sitions to the case, were X1 and X2 are of purely real or imaginary type only using the
parametrisation of X1 and X2 according to Theorems 5.2 and 6.6. Here we want to
consider compositions based on the special data (f,P, k) used in Example 8.14 and to
spaces of real or imaginary type given as in Propositions 8.8 and 8.9. Let us describe
the resulting compositions only using the parameters of X1 and X2. If Xi, i = 1, 2, is of
real or of mixed type, then let (λi;µi) be the parameters of Xi given by Proposition 8.8
(with µi = ∅) and Example 8.14, respectively. If Xi is of imaginary type given as in
Proposition 8.9, then put (λi;µi) := (∅, 2πk). Then the composition of X1 and X2
(with respect to these data) is given by the parameters (λ1, λ2;µ1, µ2).
Compositions can obviously be defined also for a finite number of spaces Xi, i =
1, . . . ,m.
Proposition 8.15 A Cahen-Wallach space admits a compact quotient by transvections
if and only if it is composed of one or more of the following spaces:
• spaces of real type as in Proposition 8.8,
• spaces of imaginary type as in Proposition 8.9,
• spaces of mixed type as in Example 8.14.
Proof. We already know that the spaces listed in the proposition admit compact quo-
tients by transvections. Conditions (i), (ii) of Lemma 8.6 are compatible with compo-
sition. Thus also compositions of spaces in the above list have compact quotients by
transvections. It remains to show that every Cahen-Wallach space X defined by data
(f,P, k) satisfying the conditions of Thm. 7.9 and Lemma 8.6 is composed of spaces in
the above list. We may assume that P is minimal and that the only root of unity among
the zeroes of f is 1 (if there is one). We decompose f = f0(x − 1)d0fd11 . . . fdll , such
that fi ∈ Z[x], the roots of f0 are in R \ {−1, 0, 1}, f1, . . . , fl are irreducible, pairwise
different, and have at least one pair of complex conjugate roots on the unit circle. Now
Lemma 8.6, (ii), together with the minimality condition (56) implies that P is of the
form
P = (0| . . . |0|Pd1(ρ11)| . . . |Pd1(ρ1s1)| . . . |Pdl(ρl1)| . . . |Pdl(ρlsl))
with precisely d0 blocks of Type I and such that the roots of fi on the unit circle
are precisely e±2piiρi1 , . . . , e±2piiρisi . By Lemma 8.11, (b), there exist an R-admissible
d0-tuple k
0 and C-admissible 2di-tuples k
ij such that k = (k0, k
11, . . . , klss). If follows
that (f,P, k) is composed of the following data
• (f0, ∅, ∅),
• ((x− 1)d0 , (0| . . . |0), k0),
•
(
fdii , (Pdi(ρi1)| . . . |Pdi(ρisi)), (ki1, . . . , kisi)
)
, i = 1, . . . , k.
This decomposition defines the desired decomposition of X. ✷
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8.3 Solvmanifolds
A Lorentzian solvmanifold (shortly solvmanifold in the following) is a quotient Γ\S,
where S is a 1-connected solvable Lie group equipped with a left-invariant Lorentzian
metric, and Γ ⊂ S is a discrete subgroup. In this subsection we decide, using Theo-
rem 7.9, which Cahen-Wallach spaces have compact quotients that are solvmanifolds.
Note that such a compact quotient of a Cahen-Wallach space X is necessarily of the
following form: S is a connected solvable subgroup of the group of G ⊂ Iso(X) acting
simply transitively on X and Γ ⊂ S is a lattice. We also get information on the possible
shapes of S and Γ.
The proof of Proposition 8.20 below combined with Proposition 8.18 shows even more:
For a given compact quotient Γ\X we can decide, whether it is finitely covered by a
solvmanifold. Equivalently, we can decide, whether a finite index subgroup Γ0 ⊂ Γ has
a syndetic hull in G, i.e. a connected subgroup S˜ ⊂ G containing Γ0 as a lattice (for
syndetic hulls compare [Wi2, FG]). In view of the following lemma, which could have
been included in Section 4, it is not surprising that syndetic hulls and solvmanifolds
are related.
Lemma 8.16 Let S ⊂ G be a connected subgroup. Then S acts properly and cocom-
pactly on X if and only if there exists a connected solvable cocompact subgroup S1 ⊂ S
acting simply transitively on X.
We omit the proof. In fact, rather than Lemma 8.16 we need an analogous statement
for pairs (S,Γ), where S ⊂ G is connected and Γ ⊂ S is a lattice. Proposition 8.18
below provides such a statement.
A nilmanifold is a solvmanifold Γ\S with S nilpotent.
Proposition 8.17 Every non-straight compact quotient Y = Γ\X of a Cahen-Wallach
space is finitely covered by a nilmanifold.
Proof. From Proposition 8.1 we see that SΓ is connected nilpotent and, using Lemma 4.4,
that it acts simply transitively on X. There is a finite index subgroup Γ0 of a conjugate
of Γ that is a lattice in SΓ. Thus Y is covered by Γ0\SΓ (the conjugation is incorporated
in the covering map). ✷
We now give a construction of certain compact solvmanifolds covered by a given Cahen-
Wallach space X provided the following objects are given:
• Elements φ ∈ k, X ∈ aL+φ. They define a one parameter group ψ : R → G by
ψ(t) := (tX, t, etφ) ∈ H ⋊ (R×K).
• An (L+φ)-invariant subspace V ⊂ a such that a = V ⊕ a+. It defines a subgroup
U := z⊕ V ⊂ H.
• Elements t0 ∈ R \ {0}, u0 ∈ U and a lattice Λ ⊂ U stable under conjugation by
u0ψ(t0).
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We set S := U · ψ(R), Γ := Λ · 〈u0ψ(t0)〉. Then S is connected solvable, Γ ⊂ S is a
lattice and, by Lemma 4.4, the action of S on X is simply transitive. Thus Γ\S is
a compact solvmanifold covered by X. A standard solvmanifold is a solvmanifold
arising in this way.
Proposition 8.18 Let Y = Γ\X be a compact quotient of a Cahen-Wallach space.
Then the following assertions are equivalent:
(i) A finite index subgroup of Γ has a syndetic hull in G.
(ii) Y is finitely covered by a solvmanifold.
If Y is straight, then these assertions are equivalent to
(iii) Y is finitely covered by a standard solvmanifold.
Proof. For non-straight Y the proposition is an immediate consequence of Prop. 8.17.
Let Y be straight. The implications (iii) ⇒ (ii) ⇒ (i) are obvious. We have to prove
(i)⇒ (iii). For that we may assume that Γ ⊂ SΓ and that Γ has a syndetic hull S˜. We
have SΓ = U ⋊ 〈γ0〉 as in Proposition 8.1. In particular, U = z⊕ V for some subspace
V ⊂ a invariant under conjugation by γ0 satisfying a = V ⊕ a+, Λ := U ∩ Γ is a lattice
in U , and Γ = Λ · 〈γ0〉.
The subgroup r(S˜) ⊂ R × K is connected, and K is compact. It follows that there
is a one parameter subgroup C ⊂ r(S˜) containing r(γ0). Let φ ∈ k and t0 6= 0 be
such that C = {(t, etφ) ∈ R × K | t ∈ R} and r(γ0) = (t0, et0φ). The group S˜ acts
properly and cocompactly on X. Therefore S˜ ∩ H acts properly on the typical fibre
H/a+ of the canonical fibration. Let U˜ ⊂ H be the unique connected subgroup of
H such that (S˜ ∩ H)\U˜ is compact (see Lemma 3.9). Then also U˜ acts properly on
H/a+. Since Λ ⊂ S˜ ∩H, we have U ⊂ U˜ . Now Lemma 4.3 implies that U = U˜ . Since
S˜ ∩ H is a normal subgroup of S˜, the group U = U˜ is normalised by S˜. We define
S′ := U(S˜ ∩ r−1(C)). The group S′ contains U and γ0, hence Γ.
We finish the proof by showing that the pair (S′,Γ) is conjugate in G to a pair
(S,Γ′) such that Γ′\S is a standard solvmanifold. We choose X ′ ∈ a such that
C ′ := {exp(t(X ′, 1, φ)) | t ∈ R} ⊂ S′. Then S′ = U ·C ′ and γ0 = u0 exp(t0(X ′, 1, φ)) for
some u0 ∈ U . We find elements X ∈ aL+φ, Y ∈ a such that X ′ = X+(L+φ)(Y ). Now
we view h := Y as an element of H ⊂ G and conjugate by it. In particular, hUh−1 = U ,
Ad(h)(X ′, 1, φ) = ead(Y )(X ′, 1, φ) = (Z +X, 1, φ) for some Z ∈ z. We set S := hS′h−1,
Γ′ := hΓh−1, Λ′ := hΛh−1, γ′0 := hγ0h−1, ψ(t) := exp(t(X, 1, φ)) = (tX, t, etφ). It fol-
lows that S = U ·ψ(R), γ′0 = hu0h−1(t0Z)ψ(t0). We conclude that Γ′\S is the standard
solvmanifold associated with the objects φ,X, V, t0, u
′
0 := hu0h
−1(t0Z),Λ′. ✷
Proposition 8.19 Every compact quotient Y = Γ\X of a Cahen-Wallach space X of
real type is finitely covered by a solvmanifold.
Proof. We may assume that Γ ⊂ SΓ, where SΓ = (z ⊕ V ) · 〈γ0〉 as in Prop. 8.1,
r(γ0) =: (t0, ϕ0) ∈ R×K, t0 6= 0 (compare Prop. 4.8). For spaces of real type, we have
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observed in the second part of the proof of Thm. 5.2 that L(V ) = V . It follows that V
is also invariant under the closure in K of the group generated by ϕ0. Let T ⊂ K be
the identity component of that closure. Then S˜ := (z⊕V )⋊(R×T ) ⊂ G is a connected
subgroup that contains γk0 for some k ∈ N. It follows that S˜ is a syndetic hull for the
finite index subgroup (Γ ∩ (z⊕ V )) · 〈γk0 〉 ⊂ Γ. Now we apply Proposition 8.18. ✷
Proposition 8.20 Let X be a Cahen-Wallach space of type (p, q). Then X covers a
compact solvmanifold if and only if there exist
(a) a polynomial f ∈ Z[x] of degree p+ q of the form (18) having precisely q roots on
the unit circle (counted with multiplicity),
(b) a special constellation P of dimension q containing no blocks of Type I and Type
II.c and satisfying ν(P) = νc(f)
such that
X ∼= Xp,q
(
log |ν1|, . . . , log |νp|; 2πµ(P)
)
, (69)
where ν1, . . . , νp are the roots of f of modulus different from 1.
Proof. Assume that a pair (f,P) satisfying (a) and (b) is given. We consider the
Cahen-Wallach space X = Xp,q
(
log |ν1|, . . . , log |νp|; 2πµ(P)
)
as in (69). As in the
proof of Theorem 7.9 we work with the splitting a = aR ⊕ aI , L = LR ⊕ LI . We have
LI = 2πL(P). The first part of that proof provides, starting from (f,P) and k = 0 (it is
P-admissible), a subspace V = VR⊕VI ⊂ a transversal to a+, an element ϕR ∈ O(aR)∩K
and a lattice Λ ⊂ z⊕V , where VR is invariant under LR and ϕR and VI is invariant under
L(P) + φ(P). Moreover, if we set γ0 := (0, 1, ϕR ⊕ exp(2πφ(P))) ∈ H ⋊ (R ×K) = G,
then Λ is stable under conjugation by γ0. The group Γ := Λ · 〈γ0〉 gives rise to a
compact quotient Y = Γ\X. Let T ⊂ K be the identity component of the closure of
the group generated by ϕR. We set D := {(t, exp(2πtφ(P))) | t ∈ R} ⊂ R×K. Then D
commutes with T , and as in the proof of Prop. 8.19 we see that S˜ := (z⊕V )⋊ (D×T )
is a syndetic hull for a finite index subgroup of Γ. Proposition 8.18 implies that X
covers a compact solvmanifold.
Now we assume that a Cahen-Wallach space X has a compact quotient Y that is a
solvmanifold. If Y is not straight, then X is a group manifold (see Theorem 4.7)
which is of the form (69) (f is a power of x − 1, P consists of blocks of Type II.a,
only). Thus we can assume that Y is straight. By Prop. 8.18 the solvmanifold Y is
finitely covered by a standard solvmanifold Γ\S. Among its defining objects we are
particulary interested in φ, V, t0,Λ = Γ ∩ (z⊕ V ). Proposition 8.2 tells us that Λ ∩ z is
non-trivial. Thus the projection Λ0 of Λ to V is a lattice in V . It is stabilised by the
operator exp(t0(L + φ)). Let f be the characteristic polynomial of the restriction of
that operator to V . By Lemma 5.1 the polynomial f is integral of the form (18). Again
we look at the splitting a = aR ⊕ aI , L = LR ⊕ LI . It induces splittings φ = φR ⊕ φI ,
V = VR⊕ VI . The subspace VI ⊂ aI is (LI , φI)-special. By Proposition 7.3 there exists
a special constellation P with ν(P) = νc(f) such that ( t02piLI , t02piφI) ∼= (L(P), φ(P)).
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Since LI is invertible, the special constellation P does not contain blocks of Type I and
Type II.c. As in the proof of Theorem 7.9 we eventually conclude that (69) holds. ✷
Note that in contrast to Theorem 7.9 and Lemma 8.6 it is essential to allow non-minimal
special constellations P in Proposition 8.20.
Corollary 8.21 Let X ∼= X0,n(α1, . . . , αp, β1, β1, . . . , βq, βq), n = p + 2q, |αi| 6= |αj |
for i 6= j, be a Cahen-Wallach space of imaginary type. Then X covers a compact
solvmanifold if and only if
• p = 0 or
• p > 0, the quotients αi/α1, i = 1, . . . , p, are rational, and Conditions (i), (ii),
(iii) in Proposition 6.17 are satisfied with the additional requirement βj/α1 ∈ Q
for j ∈ Ik, k = 1, . . . , p0, 2p0 + 1, . . . , p.
Proof. One can either specialise Proposition 8.20 to spaces of imaginary type or combine
Proposition 8.18 with Proposition 6.17 using the fact that the subspace V ∩ a1 ⊂ a1
constructed in the classification part of the proof of Theorem 6.6 is (L, φ)-special. ✷
8.4 Moduli spaces in small dimensions
Let Mp,q be the space of isometry classes of Cahen-Wallach spaces of type (p, q) as
in Subsection 2.1, and let Mcp,q be its subspace consisting of classes of spaces having
compact quotients. The main results of this paper, in particular Theorem 7.9, describe
the space Mcp,q. Here we want to use the parametrisation of Mp,q given by (3) to
make this description completely explicit for p, q ≤ 3 and for (p, q) = (0, 4). Moreover,
we also describe the subspaces Mtp,q ⊂ Mcp,q and Msp,q ⊂ Mcp,q of classes of Cahen-
Wallach spaces admitting quotients by transvections and of those covering compact
solvmanifolds, respectively. The results are given in Table 1.
Our starting point (the second column of the table) is to determine the parameters
for the space M0p,q ⊃ Mcp,q of Cahen-Wallach spaces satisfying the trace condition of
Corollary 7.12. It is a manifold with corners of dimension p+q−3 (mixed type), p−2 or
q − 2 (real and imaginary type). In the next column we give the additional conditions
on the parameters that determine Mtp,q ⊂ M0p,q. These conditions are expressed in
terms of certain sets F2, F3 etc. that are defined below. Note that Mtp,q is countable
and dense in M0p,q. The next column describes the subset (Mcp,q \ Mtp,q) ⊂ M0p,q in
the same way. Note that Mcp,q sometimes contains one-dimensional families of Cahen-
Wallach spaces. In the fifth column we list the conditions that determine Msp,q as a
subset of Mcp,q. Thus, in order to read off Msp,q from that column, one first has to
determine Mcp,q using the previous two columns. We see that (p, q) = (3, 3) is the only
type appearing in the table such that Mcp,q is strictly larger than Mtp,q ∪Msp,q.
The sign ‘∅’ says that the corresponding space is empty, whereas the empty condition
is indicated by ‘X’. Recall that for spaces of types (1, q) and (p, 1) we have Mcp,q =
M0p,q = ∅. Therefore these types do not appear in the table.
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Type M0p,q Mtp,q Mcp,q \Mtp,q Msp,q Further information
(0, 2) (1, 1)
X ∅ X
(0, 3) (1, µ, µ + 1)
µ ∈ [1,∞) µ ∈ Q ∅ µ = 1 Example 6.8
(0, 4) (1, µ1, µ2, µ1 + µ2 + κ)
1 ≤ µ1 ≤ µ2, κ ∈ {1,−1} µ1, µ2 ∈ Q µ1 = 1, µ2 /∈ Q, µ1 = 1 or µ1 = µ2 Example 6.9
κ = −1
(2, 0) (1, 1)
X ∅ X
(2, 2) (λ, λ; 1, 1)
λ ∈ (0,∞) λ ∈ F2 ∪ F4 λ /∈ F2 ∪ F4 X Example 7.16
(2, 3) (λ, λ; 1, µ, µ + 1)
λ ∈ (0,∞), µ ∈ [1,∞) λ ∈ F2, µ ∈ Q λ ∈ 2F4 \ F2, µ = 1 µ = 1 Example 7.17
(3, 0) (1, λ, λ+ 1)
λ ∈ [1,∞) λ ∈ F3 λ = 1 X Proposition 5.11
(3, 2) (λ1, λ2, λ1 + λ2; 1, 1)
0 < λ1 ≤ λ2 (λ1, λ2) ∈ F˜3 λ2/λ1 ∈ {1} ∪ F3, X Example 7.15
(λ1, λ2) /∈ F˜3
(3, 3) (λ1, λ2, λ1 + λ2; 1, µ, µ + 1)
0 < λ1 ≤ λ2, µ ∈ [1,∞) (λ1, λ2) ∈ F˜3, λ1 = λ2 ∈ F ′3, µ = 1
µ ∈ Q µ ∈ Q
Table 1: The parameters of low-dimensional Cahen-Wallach spaces with compact quotients
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We now define the relevant sets. They are related to certain integral polynomials of
the form (18) (equivalently to units in certain number fields) of degree 2, 3 and 4.
Sometimes the description will be given in terms of the Q-vector space HK associated
with a number field K (see Definition 5.8).
F2 : =
{
r
pi log(
1
2 (k +
√
k2 − 4)) | r ∈ Q+, 3 ≤ k ∈ N
}
. This set can be structured as
follows (also avoiding repetitions in the list of elements). Let d ≥ 2 be a square
free integer, and let νd > 1 be a unit in Q(
√
d) (e.g. the fundamental one). If
we define Λd :=
{ r
pi log νd | r ∈ Q+
}
=
{
λ ∈ (0,∞) | (πλ,−πλ) ∈ H
Q(
√
d)
}
, then
F2 =
⋃
dΛd. The union is disjoint, and the sets Λd ⊂ (0,∞) are countable, dense
and consist of transcendental numbers.
As it is well known, the fundamental unit νd can be determined as follows: If
d ≡ 1 (4), then νd = 12(k + l
√
d), where the pair (l, k) ∈ N2 is the smallest
solution in lexicographic ordering of one of the equations l2d ∓ 4 = k2 (Pell’s
equation). If d ≡ 2, 3 (4), then νd = k + l
√
d, where (l, k) solves l2d ∓ 1 = k2
instead.
F ′3 : A cubic field is called complex if it has a complex embedding. For a complex
cubic field K we have HK ⊂ R31 = {(λ, λ,−2λ) | λ ∈ R}. We define
ΛK := {λ ∈ (0,∞) | (πλ, πλ,−2πλ) ∈ HK}, and F ′3 :=
⋃
ΛK , where the union
is taken over all complex cubic fields (up to isomorphism). The union is disjoint,
and the sets ΛK ⊂ (0,∞) are countable, dense and consist of transcendental
numbers.
F˜3 : For a real cubic field K we define
Λ˜K := {0 < λ1 < λ2 | a permutation of (πλ1, πλ2,−π(λ1 + λ2)) belongs to
HK} and set F˜3 :=
⋃
Λ˜K , where the union is taken over all real cubic fields (up
to isomorphism). The union is disjoint, and the sets Λ˜K are countable, dense
in the corresponding region of R2 and consist of elements with transcendental
coordinates.
F3 : For a real cubic field K let ΛK be as in Proposition 5.11. We have
ΛK = {λ2/λ1 | (λ1, λ2) ∈ Λ˜K}. We set F3 := ⋃ΛK , where the union is taken over
all real cubic fields (up to isomorphism). The sets ΛK ⊂ (1,∞) are countable,
dense and consist of transcendental numbers. The union is disjoint provided the
four exponentials conjecture is true, see Prop. 5.11.
F4 : Let s be a Salem number of degree 4, see the paragraph preceeding Example 7.14.
We choose ρ ∈ R such that e2piiρ is a Galois conjugate of s. Then we define
Λs :=
{
log s
2π|ρ+ r| | r ∈ Q
}
. The set does not depend on the choice of ρ. Moreover,
Λs = Λsk . We set F4 :=
⋃
Λs, where the union is taken over all Salem numbers of
degree of 4 (up to taking powers). The sets Λs ⊂ (0,∞) are countable, dense and
consist of transcendental numbers. If the four exponentials conjecture is true,
then the above union is disjoint and F2 ∩ 2F4 = ∅, cf. Example 7.17.
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