Single-molecule analysis often involves a compromise when our desire to quantify space/time heterogeneity is challenged by innately low signal-to-noise conditions. Only when these counterbalancing principles are optimized can we acquire access to equilibrium and nonequilibrium details that are unobtainable by ensemble methods. Single-molecule Förster resonance energy transfer (smFRET) measurements explore conformations and dynamics of biomolecules unresolvable in the ensemble state distribution.^[@ref1]−[@ref5]^ In smFRET experiments, single molecules visit different structural or conformation states and generate piecewise constant signals.^[@ref1],[@ref2]^ Identifying states and step transitions between states is important to understand the stationary state distribution of the system and the dynamics among different states and to make testable mechanistic predictions. However, it is often challenging to identify states and transitions due to noise sources during the measurements.

Established state determination methods for smFRET data are designed to extract the heterogeneity of the system buried within the mitigating fluctuations due to noise and include the Watkins and Yang change-point method,^[@ref6],[@ref70]^ hidden Markov model-based FRET time trajectory analysis program (HaMMy)^[@ref7]−[@ref9]^ combined with wavelet denoising,^[@ref10],[@ref11]^ and variational Bayesian inference for smFRET time series (vbFRET).^[@ref12]^ The Watkins and Yang change-point method uses few user inputs but is designed for continuous photon-by-photon traces^[@ref6]^ and thus is not practical for binned data. Although collecting time-tagged photon-by-photon data is similar, and in most cases preferable to collecting binned photon data, time-tagged collection systems require more complicated and expensive pulsed excitation sources and hardware to resolve photon arrival times on single-photon counting detectors. In addition, for many other detectors used in single-molecule experiments, the collection frequencies required for single-photon collection are often faster than their temporal resolution. Thus, continuous wave excitation sources and binned photon data collection are widely used experimental simplifications of the more accurate, but expensive, time-tagged methods. Several of the most widely used single-molecule data processing algorithms (e.g., HaMMy^[@ref7]^ and vbFRET^[@ref12]^) were specifically designed to analyze binned data because of its ubiquity and relative ease of acquisition. Both HaMMy and vbFRET assume that the data can be represented as a hidden Markov chain. HaMMy requires the user to decide the optimum number of states,^[@ref7]^ which is a challenge if a priori knowledge of the underlying states is unavailable. vbFRET automatically determines the optimum number of states based on maximum evidence inference,^[@ref12]^ but for noisy data (i.e., noise levels larger than the separation of states) or data with fast dynamics (i.e., with mean lifetimes within an order of magnitude larger than the sampling time) the method identifies redundant states due to noise- or binning-induced artifacts (Figure [3](#fig3){ref-type="fig"}). Thus, the optimum solution for state determination remains an open question, especially for binned data.

All of these methods assume that smFRET data are generated by dynamics among several FRET states. This state distribution is usually sparse (meaning that the FRET states can be represented by several delta functions), even though experimental smFRET efficiency traces usually have a broad distribution due to noise. In this work, we introduce a step transition and state identification (STaSI) method to analyze smFRET data and recover the underlying sparse state distribution. STaSI is particularly designed for smFRET data, but, in principle, STaSI is useful for any piecewise constant signals. STaSI applies an equation we have derived for piecewise constant signals based on the minimum description length (MDL) principle^[@ref13],[@ref14]^ as the objective functionwhere MDL*= F + G*, and *F* measures the goodness of fit using the *L*^1^ norm and *G* measures the complexity of the fitting model. Compared with other information criteria, the MDL principle accounts for the detailed parameter complexity of the model^[@ref13],[@ref14]^where σ is the overall noise level; *y*(*t*~*i*~) and *y*~fit~(*t*~*i*~) are the real data and fit value at time *t*~*i*~, respectively; *N* is the total number of data points of the trace; *k* is the number of states; *N*~tp~ is the number of transition positions; *V* is the domain size (= *y*~max~*-- y*~min~) for all *y*; *n*~*i*~ is the number of data points assigned to state *i*, and *T*~*j*~ is the difference of the fitting values before and after the transition position *j*. Here we derived *G* for smFRET data to consider the sparseness of the states and the transitions among these states; the full derivation is provided in the [Supporting Information](#notes-3){ref-type="notes"}. MDL reaches a minimum when the increase in the complexity of the model (*G*) using an additional state equals the decrease in the fitting error (*F*) as measured by the *L*^1^ norm. Overall, the MDL equation accounts for the balance between simplicity and accuracy and guarantees the minimized solution to be the sparsest approximation.^[@ref15],[@ref16]^

![Demonstration of STaSI using a simulated three-state FRET efficiency trace with added Gaussian noise. (a) Recursive process to detect step transitions using the Student's *t* test. The step transition identified in each recursion is highlighted by the black arrows. The number of segments is indicated in the upper-left corners. (b) The iterative method to group the identified segments into states begins from the final result of step detection process and continues until only a single state remains. The merged segments from five to four states and from four to three states are highlighted by the black arrows. The number of assumed states is indicated in the upper-left corners. (c) The calculated MDL value for each state set. Clearly, the three-state set is the optimum number of states, with the global minimum MDL value. (d) The determined three-state fit (red) compared with true states (blue).](jz-2014-01435p_0001){#fig1}

The solution domain for the MDL objective function is first reduced by searching for the optimum solution for each number of states. The Student's *t* test with unequal sample size and global noise level is applied to detect all of the step transitions^[@ref17]^ and breaks down the trace into multiple segments. The recursive process in Figure [1](#fig1){ref-type="fig"}a applies the Student's *t* test on each segment until no further transition points are found. Similar to the change-point method,^[@ref6],[@ref70]^ we then group these segments recursively up to one state to find the best grouping strategy for every possible number of states. In each grouping iteration, the most similar two states are grouped into one state (Figure [1](#fig1){ref-type="fig"}b). More details and the related equations on step transition and state grouping are explained in the [Supporting Information](#notes-3){ref-type="notes"}. The MDL value of the best solution under each number of states is calculated (Figure [1](#fig1){ref-type="fig"}c), and the number of states corresponding to the global minimum MDL value is considered the optimum fitting model (Figure [1](#fig1){ref-type="fig"}d). In short, this strategy first calculates the best fitting for different number of states, and the minimum MDL determines the optimum number of states. While we do not have undeniable proof that the final analysis reaches the global minimum MDL value, our performance tests (Figure [2](#fig2){ref-type="fig"} and [3](#fig3){ref-type="fig"}) provide strong evidence of such. Moreover, this preselection scenario dramatically reduces the complexity of the algorithm from a computationally impossible nondeterministic polynomial-time hard (NP-hard)^[@ref18]^ classification to one in which the computational time scales with *N*^2^ ([Supporting Information](#notes-3){ref-type="notes"} Figure S4).

![Comparison between the *L*^1^ norm and the *L*^2^ norm for data with different noise levels and mean lifetime of the states. The horizontal axis labels the four different noise levels, and the vertical axis labels the five different mean lifetimes of the states. The simulation uses five FRET states: 0.2, 0.25, 0.35, 0.5, and 0.7; a sampling time of 1 ms; and a binning time of 10 ms. Under each condition, 100 simulations are repeated. The different colors represent the success rates of correctly identifying the number of states. (a) Using the *L*^1^ norm analyzing raw data. (b) Using the *L*^2^ norm analyzing raw data. (c) Using the *L*^1^ norm analyzing binned data. (d) Using the *L*^2^ norm analyzing binned data.](jz-2014-01435p_0002){#fig2}

Using the *L*^1^ norm to measure *F*, the goodness of fit, is important to find the sparsest approximation of the real solution^[@ref15],[@ref16]^ and is robust to high noise levels, non-Gaussian noise, and binning artifacts,^[@ref19]^ as shown in Figure [2](#fig2){ref-type="fig"}. While *F* is usually measured by the *L*^2^ norm (squared error),^[@ref14]^ our simulations show that under the typical noisy conditions of single-molecule measurements the *L*^2^ norm generates many redundant states (Figure [2](#fig2){ref-type="fig"} and [Supporting Information](#notes-3){ref-type="notes"} Figures S1--S3). Using the *L*^1^ norm, STaSI identifies the correct number of states successfully (success rate \>70%) for noise level smaller than 0.12 and mean lifetime of the states longer than 0.05 s (Figure [2](#fig2){ref-type="fig"}a). Using the *L*^2^ norm, STaSI only finds the correct number of states when the noise level is smaller than 0.06 and the mean-lifetime is longer than 0.25 s (Figure [2](#fig2){ref-type="fig"}b). For the *L*^1^ norm, binning improves the success rate of finding the correct number of states for noisy data with mean-lifetimes longer than 0.25 s (Figure [2](#fig2){ref-type="fig"}c). For the *L*^2^ norm, STaSI fails to find the correct number of states using binned data (Figure [2](#fig2){ref-type="fig"}d). Overall, by using the *L*^1^ norm, STaSI can successfully recover the state distribution under broad noise and mean-lifetime conditions. Similar results of using the *L*^2^ and *L*^1^ norm have been reported in other applications.^[@ref19]^ Therefore, for our desired application to single-molecule data, we use the *L*^1^ norm to quantify *F*.

![Performance of STaSI using simulated five FRET states traces with fast dynamics. Only the first 200 (out of about 15 000) bin time (corresponding to 2000 sampling time for raw data in panel a) data points are shown for illustration. (a) Simulated raw data analyzed by STaSI and vbFRET. (b) Corresponding histograms of the STaSI fit, vbFRET fit, and the true states for raw data. (c) Simulated ten-point binned data analyzed by STaSI and vbFRET. (d) Corresponding histograms of the STaSI fit, vbFRET fit, and the true states for binned data.](jz-2014-01435p_0003){#fig3}

The STaSI method can correctly analyze noisy smFRET data containing fast dynamics (i.e., when the interstate transition time is within ∼10 × the collection bin time). The signal-to-noise ratio can usually be improved through binning, but in the presence of fast dynamics, binning introduces artifact states in between these real states and limits the temporal resolution of single-molecule FRET. In Figure [3](#fig3){ref-type="fig"}, STaSI identifies all of the states for both the noisy raw data (with 12% state assignment error, 8% state distribution error, and 0.008 absolute efficiency deviation) and the binned data (with 20% state assignment error, 9% state distribution error, and 0.013 absolute efficiency deviation). In comparison, vbFRET identifies four false states and fails to identify one state due to the influence of the noise for the raw data (Figure [3](#fig3){ref-type="fig"}a,b). For binned data, vbFRET identifies six artifact states in between the real states (Figure [3](#fig3){ref-type="fig"}c,d). This test demonstrates that STaSI provides a solution to interpret noisy data with fast dynamics, improving the experimental temporal resolution. The relatively large error for binned data is due to the presence of fast dynamics where multiple states are averaged in a single bin time. The binned data are preferred for data with relatively slower dynamics and a large noise level (Figure [2](#fig2){ref-type="fig"}c). This improved performance of STaSI is mainly due to the MDL equation we derived for the piecewise constant signals.

Because STaSI is parameter-free in terms of both the analysis and the collection method, the analysis is not limited to smFRET data. STaSI can be directly applied with other piecewise constant signals such as those that occur in imaging,^[@ref20]^ optical tweezers,^[@ref21]^ or scanning probe analyses. Methods based on the hidden Markov chain like HaMMy and vbFRET can be extended to apply the MDL principle to search for the optimum number of states. Tuning the noise level parameter in the Student's *t* test can make the method more sensitive to smaller transitions or allow it to only capture relatively large transitions. Overall, STaSI is a good example of applying different information theory techniques for robust single-molecule data analysis.

In summary, we have designed STaSI to analyze the states and interstate step transitions of piecewise constant signals. STaSI combines the Student's *t* test and a new derivation of the MDL equation to optimize the analysis for piecewise constant signals. This method fills the gap of change-point detection with discontinuous binned data, especially in the single-molecule field, and improves the state determination for noisy data or data with fast dynamics. STaSI saves effort and time to identify the transition positions manually and decreases user biases when analyzing complicated data. In the future, we plan to apply this algorithm to other situations such as single-molecule instantaneous displacements in heterogeneous environments,^[@ref22]^ engineered surface association and dissociation,^[@ref20]^ and aggregation of conjugated polymers.^[@ref23]^ The performance of STaSI under different assumptions will be explored in detail using simulated FRET traces under different models from molecular dynamic levels.^[@ref24]^

Derivation of function *G* in the MDL expression for piecewise constant signals, the Student's *t* test to detect step transitions, states grouping algorithm, calculating the noise level using the Haar wavelet transform, comparison between the *L*^1^ norm and the *L*^2^ norm, speed comparison, identifying short-lived state segments, and FRET trajectory simulation. This material is available free of charge via the Internet at <http://pubs.acs.org>.
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