Abstract-This paper introduces two statistical outlier detection approaches by classes. Experiments on binary and multi-class classification problems reveal that the partial removal of outliers improves significantly one or two performance measures for C4.S and I-nearest neighbour classifiers. Also, a taxonomy of problems according to the amount of outliers is proposed.
INTRODUCTION
Data mining is a growing area of computer science with important challenges. Among the major issues, we underline the mining methodology [1] covering topics like i) mining knowledge in multidimensional space, e.g. looking for interesting patterns or ii) handling uncertainty, noise, or incompleteness of data. Data often contain noise, errors or exceptions. Errors and noise may confuse the data mining process, leading to the derivation of erroneous patterns.
Data pre-processing or data preparation [2] comprises those techniques concerned with analyzing raw data such as data cleaning. The importance of data preparation is due to several aspects. Two of them are especially relevant: a) real world data are impure (incomplete, noisy and inconsistent) which can disguise useful patterns. Noisy data are those containing errors or outliers; b) quality data yields high quality patterns. In relation to this topic we can purify data: correcting errors or removing outliers.
Data cleaning, outlier detection and removal are examples of techniques that need to be addressed within the data mining process [1] . A good number of tasks or functionalities can be used to specify the knowledge to be found in data mining such as classification, regression, clustering and outlier detection. This paper focuses on noise handle by means of outlier detection in classification problems. In relation to noise, we specifically have considered outliers included in the original data set instead of adding artificial noise to the problem that is a very common practice in order to evaluate the robustness of a classifier at hand. Hereinafter, the terms outlier and noise are used in an interchangeably way.
The routines for data cleaning attempt to fill in missing values, smooth out noise while identifying outliers, and correct inconsistencies in the data. Although most mining methods have some procedures for dealing with noisy data, they are not always robust. Outlier detection, also known as 978-1-4799-5937-2114/$31.00 ©2014 IEEE 281 anomaly detection, is the process of finding data objects with behaviours that are very different from expectation. Such objects are called outliers or anomalies. This paper goals to evaluate the outlier effect in classification problems and to shed light on the controversial issue about the outlier removal. For this purpose, two statistical outlier detection methods are proposed.
II.

RELATED WORK
Several definitions of outlier have been presented in the data mining literature. We have selected two of them: i) an outlier is defined as a data point which is very different from the rest of the data based on some measure [3] and ii) an outlier is a case that does not follow the same model as the rest of the data and appears as though it comes from a different probability distribution [4] .
As such, an outlier does not only include erroneous data but also surprisingly correct data. The detection of outlier is a procedure that selects k samples that are considerably dissimilar, exceptional, or inconsistent with respect to the remaining data [5] .
There are controversial approaches to outlier dropping. On one hand, it is claimed that if outliers are removed completely, information lost may happen [1]; we include some citations: a) "Eliminating instances which contain attribute noise is not a good idea, because many other attributes of the instance may still contain valuable information" [4] ; b) in a medical domain, Klawikowski et al. [6] "found that the removal of outliers did not significantly change the overall error distribution, accuracy, ... ". On the other hand, there are works that showed successful results with their deletion such as [7] and [8] .
According to the output, outlier detection methods can be categorized into labelling and scoring techniques. Labelling methods partition the data into two non-overlapping sets (outliers and non-outliers) and scoring methods offer a ranking list by assigning to each datum a factor reflecting its degree of outlierness [9] .
Outliers can be classified into three categories [1], namely global outliers, contextual (or conditional) outliers, and collective outliers. A data object is a global outlier if it deviates significantly from the rest of the data set. An object is a contextual outlier if it deviates significantly with respect to a specific context of the object. A subset of data objects forms a collective outlier if the objects as a whole deviate significantly from the entire data set.
Other criterion divides outlier detection methods based on assumptions about outliers versus the rest of the data. According to the assumptions made, we can categorize outlier detection methods into four types: statistical methods, proximity-based methods, clustering-based methods and classification-based methods. The three fust kinds are described deeply in [1] . Statistical methods (also known as model-based methods) make assumptions of data normality. They assume that normal data objects are generated by a statistical model, and that data not following the model are outliers. Proximity-based methods assume that an object is an outlier if the nearest neighbours of the object are far away in feature space, that is, the proximity of the object to its neighbours significantly deviates from the proximity of most of the other objects to their neighbours in the same data set. Clustering-based methods assume that the normal data objects belong to large and dense clusters, whereas outliers belong to small or sparse clusters, or do not belong to any clusters. Classification-based methods are those that rely on one or more preliminary classifiers built as references for deciding which data instances are incorrectly classified and should be removed [10] ; some papers falling into this category are [8] and [11] .
This paper is in the line of the fust category and this is the reason to add more details next. In general, statistical methods for outlier detection [1] can be divided into two major categories: parametric methods and non-parametric methods, according to how the models are specified and learned. A parametric method assumes that the normal data objects are generated by a parametric distribution. A nonparametric method does not assume an a priori statistical model. Instead, a nonparametric method tries to determine the model from the input data. The former includes representative procedures like those based on inter-quartile range or parametric distributions. The latter is covered by techniques like histograms or kernel density estimation.
III. PROPOSED METHODS
Often, outlier detection methods consider instances from different classes in the same data set. According to the defmition, statistical methods assume that normal data objects are generated by a statistical model. This paper proposes a statistical outlier detection method to determine the outliers based on inter-quartile range (lQR) by classes. The idea is to divide the training set in as many partitions as classes are in the problem. An instance is considered an outlier if at least the value of one attribute is an exceptional value with relation to the values of the remaining instances in the same class. The previous sentence leads us to introduce a new kind of outlier that we have named intra-class outlier. On one hand, it might be considered as a special type of contextual outlier, however the former is based in the instances of the same class and latter takes into account the context as a part of the problem that is affected by contextual and behavioural attributes. On the other hand, also an intra-class outlier may be considered a particular type of a global outlier where a restricted data set composed by the instances of the same class is included. In our opinion, the term intra-class outlier could result simpler and contains important ideas about the scope. Once we have collected the outliers for each class then we combine all of them in the outlier set. Getting the outliers by classes might be very useful for the experts in order to study them according with the current interest. The outright removal of outliers is an unclear question as the literature reported.
Mathematically, the IQR is the difference between the third (Q3) and the fust quartiles (Ql). An outlier may be defined as a point that is: a) a number of times the standard deviations out of Ql and Q3, or in other way b) a certain number of IQR times out of Q 1 and Q3 (a typical value for this number is l.5 in the case of box-plots [1]). We have restricted the condition to points that are three times the IQR out from Ql and Q3. Thus, the current proposal will consider as outlier any instance I with a Xi value for the attribute X which fulfils the following expression:
In order to complete a deeper study, we have proposed two approaches. The first one removes completely by classes all the outliers from the training set while the test set remains unchanged; we have given to it the name of OUTLIERoutF, which stands for Outlier out Fully. The second one, called OUTLIERoutP (it means Outlier out Partially), divides the outlier set containing the outlier from all classes, once the outlier detection method has been executed for each class, in two random stratified halves; alternatively, in each trial one half is added to the training set and the classification algorithm is evaluated with the model obtained with the extended training set -that is, the original training set plus the instances on a half of the outlier set-using the unseen instances of the test set. Figs. 1 The idea of applying outlier detection by classes has been proposed in some previous works. For instance, Laurikkala et al. [12] identified outliers in an informal way via box-plots for two medical problems. They concluded that the benefit obtained by excluding outliers is data set dependent.
IY . TAXONOMY OF DATA SETS ACCORDING TO THE OUTLIER AMOUNT
Generally speaking, it is more likely non-outlier instances than outlier ones. Zhu and Wu [4] carried out experimentation on a good number of problems and due to most of the datasets do not contain noise they add it in an artificial way by manual mechanisms. It is a fact that the research in outlier detection is not new; however, the taxonomy of problems depending on the instances composition with regard to the quantity of outliers has never been addressed, to the best of our knowledge. The OPTra depends on the problem and the cross validation procedure; it should be averaged between the values of the different training sets. It justifies that the levels include a wide range. The information about the outlier amount may be very interesting to be specified in any general-purpose research on data mining because outliers can hinder the performance. The outlier percentage in the test set (OPTst) is unknown, but we should bear in mind that if an outlier happened in the scope of a particular problem with the current data, it may occur again in the future or at a certain time period. It is obvious, that data sets without outliers have no place in the previous taxonomy.
V.
EXPERIMENTAL SETTING
The experimentation is carried out with ten binary and multi-class classification problems from the University of California at Irvine [13] with different outlier levels. The experimental design follows a 4-fold stratified cross validation. Table I summ arizes the properties of the different data sets with special emphasis to the last column that represent the outlier level of the problem according to the taxonomy proposed in the previous section. Most of them belong to level II. All data sets have been minimally pre processed, that is, the missing values have been replaced by the mode in the case of nominal variables or by the mean for continuous variables, taking into account the full data set. Authors would like to express that no outlier has been artificially added into the problems. Three well-known machine learning algorithms, namely C4.5 [14] , I-nearest neighbour (l-NN) [15] and SVM (Support Vector Machines) [16] , have been tested with the original data sets, with the data sets after the application of OUTLIERoutF and once OUTLIERoutP has been carried out. We have used the implementations of the three aforementioned classifiers provided in WEKA tool [17] with the default parameters that are those recommended by the own authors of the algorithms when the corresponding code was released. The reported performance measures are the accuracy and the Roc obtained on the test set, whose values are averaged between all the executions in a single repetition since the classification algorithms are deterministic. Tables II, III In relation to C4.5 classifier, there are significant differences for both measures in favour of OUTLIERoutP. For the INN classifier, the significant improvements are for Roc via OUTLIERoutP at a = 0.10. With regards to SVM classifier, there are not significant differences in any case.
VI. RESULTS AND STATISTICAL ANALYSIS
The best performance of OUTLIERoutP, in the mentioned situations, is supported by the fact that at least some instances with outliers should be trained in order to be able to generalize instances containing potential outliers.
From a descriptive point of view and bearing in mind the data sets in outlier level II -the level with the majority of problem instances-, OUTLIERoutP outperforms OUTLIERoutF in 4 or 5 out of 5 data sets, depending on the performance measure, with C4.5 classifier.
VII. CONCLUSIONS
Two statistical outlier detection methods by classes were proposed. Experiments on ten binary and multi-class classification problems shed light on that the outright removal of outliers did not reach significant improvements with no classifier. However, the partial drop of outliers overcame significantly the results with the original data sets for some classifiers (C4.5 and INN) according to one or both performance measures. Results showed that SVM is a robust classifier and the outlier effect is not a special problem. In addition, a taxonomy of problems according to the amount of outliers was introduced based on four levels, from I to IV. The classification performance of C4.5 improved in an outstanding way by the partial removal of outliers in the training set. 
