This paper proposes a data-driven distributionally robust shortest path (DRSP) model where the distribution of travel time of each arc in the transportation network can only be observed through a finite training dataset. To resolve the ambiguity of the probability distribution, the DRSP model aims to find an optimal path to minimize the worst-case α-reliable mean-excess travel time (METT) within a Wasserstein ball, which is centered at the empirical distribution over the training dataset and the radius quantifies the level of confidence in the empirical distribution. Under mild conditions, we show that the proposed DRSP model can be equivalently reformulated as a mixed 0-1 convex program, e.g., 0-1 linear program (LP) or 0-1 second-order cone program (SOCP) both of which can be efficiently solved by the existing optimization techniques. Compared with other robust approaches, the optimal path is able to well handle uncertainty both in travel time and its distribution. Moreover, we test our data-driven DRSP model on synthetic and real road networks, respectively. The experimental results validate that the DRSP model can achieve good out-ofsample performance.
Introduction
The shortest path problem is one of the most fundamental problems in the transportation network and has broad applications, see e.g. Baxter et al. (2014) ; Cao et al. (2016) ; Tilk et al. (2017) . To obtain an optimal path, the travel time in each arc of the network is essential. Due to different weather conditions, path capacity, traffic control and etc, travel time is usually subject to a large variability, which may greatly affect the selection of an optimal path. In fact, travelers are not only concerned with the nominal travel time of each path but also its reliability (Bertsekas & Tsitsiklis, 1991; Fosgerau & Engelson, 2011; Nikolova & Stier-Moses, 2014 ).
In the literature, stochastic shortest path (SSP) models have been proposed to handle the random uncertainty in travel time. These models require an exact distribution of travel time for finding optimal paths under different criteria such as effective travel time (Lo & Tung, 2003) , percentile travel time (Frank, 1969) and mean-excess travel time (Chen & Zhou, 2010) . In practice, it is difficult to obtain the exact distribution since it may be time-varying and can only be estimated through a finite training dataset (Masson & Denoeux, 2006) . Thus, a natural method is to approximate the SSP model via the sample-average approximation (SAA) method (Shapiro & Homem-de Mello, 1998; Verweij et al., 2003) , where the true distribution is approximated by the discrete empirical distribution over the training dataset. This method is only applicable to situations where the distribution is time-invariant and a large number of good training samples can be generated cheaply. When the size of training dataset is small, the empirical distribution may significantly deviate from the true distribution and the SAA method tends to exhibit poor out-ofsample performance. From this perspective, the SAA method is not always reliable.
An alternative approach is to apply the distributionally robust optimization technique to the shortest path problem (Cheng et al., 2013; Shahabi et al., 2015; Yang & Zhou, 2017; Zhang et al., 2018) , leading to a distributionally robust shortest path (DRSP) model. The DRSP model assumes that the true distribution belongs to an ambiguity set of probability distributions, over which an optimal path in the worst-case sense, e.g., the worst-case α-reliable mean-excess travel time (METT) (Zhang et al., 2018) , is to be found. This approach proves to be effective to handle uncertainty when only limited information on the true distribution is available (Scarf, 1957) . However, it is NP-hard to solve for most of the DRSP models (Yu & Yang, 1998) and only a few DRSP models are tractable (Esfahani & Kuhn, 2018) , depending on how the ambiguity set is constructed.
In general, the ambiguity set should be large enough to include the true distribution with high probability but can not be too "large" to avoid very conservative decisions. Moreover, the associated DRSP model needs to be as tractable as possible. The moment-based ambiguity set is one of the most celebrated sets, which is composed of distributions that satisfy specific moment constraints (Delage & Ye, 2010) . In Cheng et al. (2013) ; Zhang et al. (2018) , the DRSP model has been developed recently where the ambiguity set is a set of distributions with the exactly known first and second moments. Observe that this may lead to poor decisions if incorrect moments are used in the ambiguity set.
In fact, it is often the case that we are still unable to obtain exact moment information with a finite training dataset.
Thus, one inevitably needs to further introduce the uncertainty in the moment, which may render the DRSP models intractable. To resolve it, a metric-based ambiguity set has been developed in Erdogan & Iyengar (2006) ; Hu & Hong (2012) ; Jiang & Guan (2016) ; Pflug & Wozabal (2007); Wozabal (2012) .
In this paper, we propose a novel data-driven DRSP model with the metric-based ambiguity set for the unknown distribution of travel time, which is defined as a ball centered at an empirical distribution over the finite training dataset and the ball radius is designed based on our confidence in such an empirical distribution. For example, the higher the quality of the training dataset, the smaller the ball radius. This allows us to fully utilize the training dataset in a flexible way to handle the level of uncertainty. In particular, we further incorporate the support set information into our DRSP model. That is, travel time is restricted to an interval which is also constructed by using the training dataset.
Noting that the empirical distribution is discrete and the true distribution of travel time is continuous, we adopt the Wasserstein metric (Kantorovich & Rubinshtein, 1958) to quantify the distance between any two distributions, which is different from the Kullaback-Leibler divergence (Hu & Hong, 2012; Jiang & Guan, 2016) and the Prokhorov metric (Erdogan & Iyengar, 2006) . Furthermore, our model aims to minimize the worst-case METT criteria. Compared with the data-driven robust approach in Chassein et al. (2019) where travel time is constrained to a deterministic uncertainty set, our model is able to handle the uncertainty not only in travel time but also its distribution. Although the worst-case METT is difficult to calculate for general ambiguity sets, we show that this criteria over the Wasserstein ball can be reformulated as a tractable problem, and under a mild condition the proposed DRSP model is equivalent to a finite mixed 0-1 convex program, e.g., 0-1 linear program (LP) or 0-1 second-order cone program (SOCP) both of which are solvable via existing optimization techniques (Bonami et al., 2012) .
Observe that the measure concentration theorem in Bolley et al. (2007); Fournier & Guillin (2015) dictates that the Wasserstein ball can include the true distribution with high confidence even when the training dataset is finite. Thus, our DRSP model provides a high confidence bound on the out-of-sample performance of optimal paths. Furthermore, compared to the model in Zhang et al. (2018) where distributions in the ambiguity set are with constant first and second moments, our DRSP model based on the Wasserstein ambiguity set is more suitable for the problem especially where the exact distribution is slowly time-varying. In addition, if the radius is selected carefully, our DRSP model can asymptotically converge to the SSP model with METT as the size of the training dataset increases to infinity (Esfahani & Kuhn, 2018) .
Overall the main contributions of this paper is summarized as follows:
(1) We propose a novel data-driven DRSP model which aims to find an optimal path to minimize the worst-case METT within a Wasserstein ball. The proposed model is able to well hedge against the uncertainty both in travel time and its distribution.
(2) We prove that our model can be equivalently reformulated as a mixed 0-1 convex problem, e.g., 0-1 LP or 0-1 SOCP, which can be solved via existing optimization techniques.
(3) We construct a dataset for real road networks by capturing travel time from a live traffic data interface and test our model. Experimental results validate that our model can achieve excellent out-of-sample performance.
A preliminary version of this work is given in Wang et al. (2019) , which only introduces the DRSP model over the Wasserstein ambiguity set and considers the case where travel time is assumed to belong to R.
The rest of the paper is organized as follows. Section II we propose the DRSP model which aims to minimize the worst-case METT within a Wasserstein ball. In Section III, we prove that under a mild condition, the proposed DRSP model can be reformulated as a finite convex problem such as 0-1 LP problem or 0-1 SOCP problem. In Section IV, we provide some numerical simulation examples based on synthetic as well as real road networks to reveal the out-of-sample performance of our model. This paper is concluded in Section V.
Problem Formulation

The Shortest Path Problem and Reliability Criteria
Consider a directed, connected network G = (N, A) with the nodes set N and the arcs set A, where |N| = m and |A| = n. Let ξ i j denote the travel time on each arc (i, j) in A and ξ ξ ξ = {ξ i j : (i, j) ∈ A} be the stacked vector of travel time over all arcs. For any S ⊆ N, let A(S ) be the set of arcs with both ends in S . A directed path is a sequence of arcs which connect a sequence of vertices and are directed in the same direction. Let p = {p i j : (i, j) ∈ A} represent a directed path from the origin node o to the destination node d, where p i j is a binary decision variable and p i j equals to one if and only if arc (i, j) is on the path from node o to node d.
The standard shortest path problem aims to find an optimal path such that the sum of the travel time along the path is minimized (Ahuja, 2017), i.e., minimize The standard shortest path problem considers the network with a known vector of travel time, i.e., the constant vector ξ ξ ξ is assumed to be exactly given. In practice, travel time variability is unavoidable due to uncertain factors, e.g. traffic jams and weather conditions. Obviously, this vector has a significant impact on finding an optimal path for travelers. For example, consider a simple network with only three nodes and three arcs in Figure 1 . The traveler aims to find an optimal path p * from 1 to 3 under the random travel time ξ i j . Suppose that a traveler observes ξ 13 = 3.5, arc from node a to node b. However, travel time vector may change to ξ 13 = 2.5, ξ 12 = 2, ξ 23 = 1.2 and then the optimal choice is reset as 1 → 3. Thus, the optimal path in the above is not always reliable if the uncertainty in travel time is neglected.
To quantify the reliability of a path, different criteria have been proposed, see e.g., effective travel time (ETT) (Lo & Tung, 2003) , percentile travel time (PTT) (Lo & Tung, 2003) and mean-excess travel time (METT) (Chen & Zhou, 2010) . Under the assumption that ξ ξ ξ is a random vector with a distribution function F, the α-reliable METT of a path and the corresponding SSP models are given as follows.
Definition 1. The α-reliable METT of path p is defined as
where [x] + = max{x, 0} for any x ∈ R and F is the true distribution of the random vector of travel time ξ ξ ξ.
The associated SSP model is defined as
where P is the set of feasible paths from the original node o to the destination node d satisfying the constraints in
The METT is one of the most important criteria to evaluate the path reliability, and coincides with the conditional Value-at-Risk (Rockafellar et al., 2000) . It is able to simultaneously address the questions "how much time do I need to allow" and "how bad should I expect from the worse cases?" (Chen & Zhou, 2010) . However, solving the SSP model in (6) requires the exact distribution function F.
Data-driven Robust Shortest Path Problem
Usually, the true distribution F in (6) is unavailable and can only be partially observed through a finite training
where ξ ξ ξ k is an independent sample of the random vector of travel time. In this case, a natural idea is to adopt the sample-average approximation (SAA) method. Specifically, F is approximated by an empirical distribution F N over the finite training dataset, i.e.,
where 1 A is the indicator of event A. Then the SSP model in (6) is approximately solved by
By Glivenko-Cantelli theorem (Cantelli, 1933; Glivenko, 1933) , the empirical distribution F N converges uniformly to the true distribution F with probability one as N tends to infinity. This implies that the solution to the SAA model in (7) converges to that of the SSP model in (6). That is, the SAA method is applicable only for the case where the true distribution F can be well approximated by using the training dataset.
When the size of the training dataset is small and/or the sample ξ ξ ξ k is of low quality, the empirical distribution F N may deviate far from the true distribution F. More importantly, the distribution F may not be constant and is time-varying. Then, an optimal path of the SAA model in (7) may exhibit poor out-of-sample performance and is not always reliable.
As in Esfahani & Kuhn (2018) for the continuous optimization problem, we adopt a data-driven robust approach to hedge against the path unreliability from the uncertainty of travel time and its distribution. The key idea is that the true distribution F is expected to "close" to the empirical distribution F N with high probability. In particular, we believe that F should belong to an ambiguity set F N that is centered at the empirical distribution F N and its radius represents our confidence in F N . The higher the confidence of F N , the smaller the ambiguity set F N . Then, we are interested in the following DRSP model over the ambiguity set F N , i.e.,
where the METT of path p under the worst-case distribution F characterizes its reliability
Ambiguity Set via Wasserstein Metric
The remaining problem in the DRSP model (8) is how to construct the ambiguity set F N . Since the true distribution F is usually continuous and the empirical distribution F N is discrete, we adopt the Wasserstein metric d W (F N , F) (Kantorovich & Rubinshtein, 1958) to evaluate their distance, leading to a Wasserstein ball
where M(Ξ) is the set of all probability distributions supported on Ξ, i.e., F N contains all distributions that are within the N -Wasserstein distance from the empirical distribution F N , in which the metric d W is defined as follows.
where
p represents an arbitrary l p -norm on R n .
Though d W satisfies the axioms of a metric, it may take the infinity value and thus is not a real distance. Therefore, we need the following assumption (Ambrosio & Gigli, 2013) , under which d W is actually a metric.
Assumption 1. The following inequality holds for any distribution F ∈ M(Ξ):
Assumption 1 requires the first moment of the distribution F to be finite, which does not sacrifice too much modeling power. Once ξ ξ ξ k is given, F is more likely to concentrate on training samples.
To the best of our knowledge, we are the first to adopt the Wasserstein ambiguity set in the DRSP model. Alternative metric-based ambiguity sets have also been adopted in distributionally robust optimizations, see e.g., KullbackLeibler set in Hu & Hong (2012) ; Jiang & Guan (2016) , and Prokhorov set in (Erdogan & Iyengar, 2006) . However, the Kullback-Leibler metric is unable to evaluate the distance between a continuous distribution and a discrete one.
In particular, it enforces the F N be a set of discrete distributions when N is small. Moreover, the Prokhorov metric might lead to an unsolvable shortest path model.
The set F N constructed by the Wasserstein metric can include the true distribution with a high probability and consequently, the DRSP model can exhibit powerful out-of-sample performance when the radius N is chosen carefully (Esfahani & Kuhn, 2018) . Moreover, the worst-case METT within this set is computationally tractable and the proposed DRSP model can be reformulated as a mixed 0-1 program which is solvable via optimization techniques.
In the sequel, we solve the DRSP model over the Wasserstein ball in (10) by reformulating it as a mixed 0-1 convex program.
Solving the Worst-case Problem
The primal worst-case METT (9) with the set F N given in (10) contains an infinite number of constraints, which seems to be intractable. In this section, we prove that it can be equivalently transformed to a finite tractable problem and consequently the DRSP model (8) can be reformulated as a mixed 0-1 convex program such as 0-1 LP or 0-1 SOCP, see Table 1 The mixed 0-1 convex program is solvable via e.g. the Outer Approximation Decomposition algorithm (Duran & Grossmann, 1986) , the branch-and-bound method (Gupta & Ravindran, 1985) and the Extended Cutting Plane method (Westerlund & Pettersson, 1995) . We refer the reader to Bonami et al. (2012) .
The DRSP Model Without Support Set Information
In this subsection, the support set of travel time is assumed to be R n . We derive equivalent formulations for the worst-case METT (9) and the proposed DRSP model (8) over the set F N in (10).
Theorem 1. Suppose that Assumption 1 holds. For a given path p, the worst-case METT (9) over the Wasserstein ball in (10) is equivalent to a finite LP problem
where · q is the dual of l p -norm, and q satisfies that 1/p + 1/q = 1.
Moreover, the DRSP model (8) can be equivalently reformulated as the following problem
subject to p ∈ P, (12) and (13)
To prove Theorem 1, a lemma is needed.
Lemma 1. For any w ∈ R n , it holds that
Proof. According to Lemma 1 in Zhang et al. (2017) , the maximum of max{w T x : x p = t} equals t w q . Then we obtain sup
which implies (15). Now, we are ready to prove Theorem 1.
For any feasible path p ∈ P, the worst-case expectation in (9) within the ambiguity set F N (10) can be formulated as the following conic linear program
We introduce a Lagrangian function of (16) and obtain
It follows that the Lagrange dual function can be represented as
Consequently, the problem (16) admits an equivalent program
Consider the primal problem (16) and its dual problem (19). Obviously, due to the existence of the strictly feasible solution K = F N × F N to (16), the Slater condition for their strong duality holds when N > 0 (Shapiro, 2001) . If N = 0, the Wasserstein ambiguity set F N reduces to a singleton {F N } and the worst-case expectation (16) changes to a sample average problem
. Indeed, any feasible solution to the dual problem (19) satisfies that
with ξ ξ ξ = ξ ξ ξ i and s i ≥ 0 with ξ ξ ξ ξ ξ ξ i when λ tends to infinity. Accordingly, problem (19) converges to the sample average problem
That is, there is no duality gap between (16) and (19) when λ increases to infinity. Thus, it is sufficient to solve the dual problem (19).
By decomposing h(p, ξ ξ ξ i , t) into {0} and {ξ ξ ξ T p − t}, the constraint in (19c) amounts to
sup
The inequality (21) implies that s i ≥ 0 since λ ≥ 0 and ξ ξ ξ i ∈ Ξ. For simplicity, we denote ∆u i = ξ ξ ξ − ξ ξ ξ i and re-express the left-hand side of (20) as
The second equality holds due to Lemma 1. Then the worst-case expectation (16) can be reformulated as a finite
Thus, the worst-case METT (9) is equivalent to minimize t,s,λ
Combining (23) with the primal DRSP model, we reformulate (8) as a mixed 0-1 convex problem minimize p,t,s,λ
which completes the proof.
Theorem 1 transforms the worst-case METT (9) to a finite LP problem, which implies that the DRSP model (8) is a finite mixed 0-1 convex program. Note that the program in this paper is a discrete problem which is more difficult to solve than the continuous optimization program in Esfahani & Kuhn (2018) .
Furthermore, different l p -norms lead to different equivalent problems of the proposed DRSP model. For example, when we adopt l 1 -norm or l 2 -norm, the DRSP model equals a 0-1 LP or 0-1 SOCP problem, see Table 1 for details.
The DRSP Model With Support Set Information
The travel time is always finite and thus its support set information should not be neglected. In this subsection, we incorporate the information by assuming that the travel time ξ 
Consequently, the DRSP problem (8) is re-expressed as
subject to p ∈ P, (24b), (24c) and (24d).
Proof. The strong duality still holds for the inner worst-case expectation in (9), which allows us to reformulate problem (9) as minimize t,s,λ
The constraint in (26b) can be represented as:
where the inequality in (28) implies that s i ≥ 0.
Note that Lemma 1 cannot be applied directly in (27) as in Section 3.1. We utilize the Lagrange dual function to solve this problem. For brevity, we denote ∆u i = ξ ξ ξ − ξ ξ ξ i and express the Lagrangian function of sup ξ ξ ξ∈Ξ ξ ξ ξ
Then, the Lagrange dual function of (29) is given by
The third equality holds due to Lemma 1. Consequently, the maximum of the primal program sup ξ ξ ξ∈Ξ ξ ξ ξ T p − t − λ ξ ξ ξ − ξ ξ ξ i p in (27) is equal to the minimum of its dual program, i.e.,
where the strong duality holds as the uncertainty set is non-empty. Substituting (30) into the constraint in (26b), we obtain a program equivalent to the worst-case METT (9) that
Combine the primal DRSP model with this expression, (8) eventually is given by
We also summarize equivalent forms of the worst-case METT and proposed DRSP model with support set [a, b] for different l p -norms in Table 1 . Although the model in this subsection is more complicated, it might provide better out-of-sample performance.
Asymptotic consistency
We observe that if the radius N converges to zero at a certain rate and the true distribution F satisfies a lighttailed distribution assumption, our DRSP model over the Wasserstein ball converges to the original SSP model as N increases to infinity.
Assumption 2. For the true distribution F, there exists c > 1 such that the following holds
Since for a given t, the h(p, ξ ξ ξ, t) is upper semi-continuous in ξ ξ ξ, and there exists an L ≥ 0 that the inequality h(p, ξ ξ ξ, t) ≤ L(1 + ξ ξ ξ p ) holds for all p ∈ P and ξ ξ ξ ∈ Ξ, which satisfies the condition in Theorem 3.6 in Esfahani & Kuhn (2018) and leads to asymptotic consistency of our DRSP model.
So far we have established that the Wasserstein ambiguity set F N in program (8) allows us to reformulate the infinite dimension problem as a finite problem. In the next section, we shall design experiments to test the performance of our model.
Experiments
Numerical experiments are included to validate the performance of the DRSP in this section. For brevity, we take l 2 -norm to measure the distance between two points and thus transform the DRSP model to a mixed 0-1 SOCP problem. All experiments are implemented on a 64 bit PC with an Intel Core i5-7500 CPU at 3.4GHz and 8 GB RAM.
Cplex 12.6 and Mosek are used to solve the mixed 0-1 SOCP problem.
Robust Shortest Path Problem Optimization
We firstly perform experiments based on a simple network to reveal the impact of different parameters on our DRSP model. The network G = (N, A) consists of six nodes and eight arcs as shown in Figure 2 . Travel time of each arc is captured by the random vector ξ ξ ξ = {ξ i j : (i, j) ∈ A}. Reliable paths from the origin node 1 to the destination node 6 are found by solving our DRSP model. Numbers on arcs correspond to the mean µ i j of the travel time ξ i j . We assume that ξ i j of different arcs is independent across the network and follows a Gaussian distribution N(µ i j ,
µ i j
) satisfying Assumption 1. By this construction, either the arc with smaller expected travel time or the path with more arcs results in a higher risk. We generate N random samples for each ξ i j respectively to construct our training dataset.
We test the impacts of the significance level α, Wasserstein radius N and size of training dataset N on the performance of our DRSP model respectively. Table 2 shows the parameters in different experiments. We also compare the out-of-sample performance of our model with the sample-average approximation method. 
Performance of the DRSP Model Without Support Set Information
At first, we neglect the support set information and evaluate the performance of our DRSP model.
Impact of the Significance Level
In this experiment, we investigate impact of the significance level α and set parameters according to the second row of Table 2 . Figure 3 Experimental results show that the minima under the training dataset of different sizes all decrease and converge to stable values as α increases, which is consistent with the fact that when α = 1, the α-reliable worst-case METT of a path is equal to its mean travel time cost. These results indicate that a larger significance level α leads to a less loss of optimal solutions and less reliability of this path simultaneously. Thus, the significance level is required to be carefully selected to balance the travel time cost and the reliability of the optimal path.
Impact of the Wasserstein Radius
Now we conduct experiments to test the impact of the Wasserstein radius N on the robustness of our DRSP model.
We evaluate the out-of-sample performance which examines the cost of the model under new samples to measure the robustness of our model. The parameters α, N and N are selected as in the third row of Table 2 .
The out-of-sample performance
of any path p * can be computed analytically as F in our experiments is designed as a normal distribution. Table 3 summarizes the optimal solutions of the proposed DRSP problem under different Wasserstein radii in a single experiment using a training dataset with 300 samples. Results illustrate that too large or too small radius will both degrade the out-of-sample performance. Hence, we need to adjust the radius to fully utilize the training dataset to handle uncertainty.
Radius
Optimal Path Out of Sample Performance To eliminate the contingency in the single simulation, 200 independent experiments are repeated respectively and the averaged out-of-sample performance is shown in Figure 4 .
Experimental results coincide with our previous analysis on the single experiment. That is, the performance improves up until the Wasserstein radius equals a certain value, but then deteriorates as the radius increases. Moreover, we find that a larger dataset tends to obtain its optimal out-of-sample performance at a smaller radius. As a result, the Wasserstein radius of our DRSP model should be selected based on the size of the training set to obtain reliable paths with high out-of-sample performance. Noting that the proposed DRSP model reduces to an SAA problem when the radius N is equal to zero. Table 4 compares the out-of-sample performance of the SAA method and our DRSP model with the optimal radius. Obviously, our DRSP model in a particular radius can provide better out-of-sample performance than that of the SAA method. 
Impact of the Sample Size
We design experiments on the training dataset of different sizes in this subsection to analyze the impact of the sizes. Parameters in these experiments are set as the fourth row in Table 2 . The averaged out-of-sample performance over 200 independent experiments are presented in Figure 5 . Results reveal that the out-of-performance improves as the size of the training dataset increases, which is consistent with the case in the SAA method, since the discrete empirical distribution F N weakly converges to the true distribution as N increases, which leads to a higher probability of the true distribution F included in ambiguity set F N .
Performance of the DRSP Model With Support Set Information
This section we consider the DRSP model within the Wasserstein ball whose distributions support at set Ξ = [a, b], which is defined in Section 3.2. We test the impact of the significance level α, radius N and the sample size N on our proposed DRSP model with bounded travel time. All parameters are set as Table 2 .
4.3.1. Impact of the Significance Level Figure 6 illustrates the averaged minimum of different significance level α over 200 independent simulation runs.
Results agree with the conclusion in Section 4.2.1, that is, a larger significance level α results in a higher cost of optimal paths.
Impact of the Wasserstein Radius
We then test the impact of radius N . Results in a single experiment with 300 training samples are presented in Table 5 . Similar to the conclusion in Section 4.2.3, the model with bounded travel time also tends to choose a lower risk path when the radius increases. its minimum at a certain point and then deteriorates as the radius increases. Furthermore, the bounded model can obtain the best out-of-sample performance faster than the one without the support set information. The comparison of the out-of-sample performance between the SAA method and our bounded DRSP model is illustrated in Table 6 . We notice that our DRSP model based on bounded travel time exhibits better performance then the SAA method and the model without the support set information. 
Real Road Network Experiments
Now we evaluate the quality of our DRSP model over the Wasserstein ball (10) on a real road network. In this experiment α equals 0.3 and our DRSP model is solved to find robust paths under different radii N ∈ {0, 0.001, 0.005, 0.01 , 0.05, 0.1, 0.2, . . . , 0.8, 0.9, 1}.
We construct a dataset of travel time from Tsinghua University to Beijing Capital International Airport captured from the AMAP which provides a live traffic data interface 1 . Firstly we select twenty-one paths which individuals usually take from Tsinghua University to Beijing Capital International Airport, which is illustrated in Figure 9 . We set Tsinghua University as the origin node and Beijing Capital International Airport as the destination node, and select several way-points on each path as nodes in the graph. Then a simplified network of the map is provided in Figure 10 . We collect travel time of each arc along paths shown in Figure 10 and update it every 10 minutes over a week spanning Sunday morning, January 06, 2019 to Sunday morning, January 13, 2019. We have collected 24·6·7 = 1008 observations where each data point contains travel time for all arcs.
Since the true distribution F of the travel time is unknown, it is impractical to compute the out-of-sample performance (31) analytically. Thus, we randomly choose 300 observations from the dataset as training samples and the rest of the data as test samples to evaluate the out-of-sample performance of the proposed DRSP model. That is, we approximate F with the uniform distribution on test samples and utilize the SAA method to approximate (31).
where ξ ξ ξ i is the ith test sample and N T is the number of test samples.
Optimal paths of our model under different Wasserstein radii are provided in Tables 7 and 8 respectively. The support set of the DRSP model in Table 7 is R n while in Table 8 It should be noticed that we do not consider transportation expenses such as tolls for high-speed and bridge maintenance of roads, thus the optimal path may charge more than other roads. Moreover, the time spent on waiting for the traffic light is ignored. shown in Figure 11 (a) respectively. As in Section 4.2 and 4.3, the results based on the real road network also improve up until the Wasserstein radius increases to a certain value. These results illustrate that our model is applicable to the shortest path problem of the real road network as well.
Conclusion
We propose a data-driven DRSP model for finding optimal paths to minimize the worst-case METT within the Wasserstein ball. We prove that our DRSP model can be reformulated as a finite convex problem such as 0-1 LP problem or 0-1 SOCP problem, which can be solved efficiently via modern convex optimization algorithms. Experimental results on both synthetic and real road networks validate that the proposed DRSP model provides better out-of-sample performance than the SAA method when the Wasserstein ball is in a carefully selected radius. Future work includes deriving more efficient methods to solve the proposed DRSP model since our model is a scenario problem, which may be time-consuming when the size of the training dataset is large.
