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Abstract
We generalize the connection between 2t physics and noncommutative ge-
ometry. In particular, we apply our formalism to a target spacetime of sig-
nature (2+2). Specifically, we compute an algebra of a generalized SL(2, R)-
Hamiltonian constraint, showing that it satisfies a kind of algebra associated
with the noncommutative group U⋆(1, 1). We also comment about a possible
connection between our formalism and nonsymmetric gravitational theory.
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1
It is known that noncommutative field theory of 2t physics [1-2] relies
on a fundamental gauge symmetry principle based on the noncommutative
group U⋆(1, 1) [3]. This approach originates from the observation that a world-
line theory admits a Lie algebra sl⋆(2, R) gauge symmetry acting on phase
space (q, p) [4]. Local considerations of the general canonical transformations
lead to the embedding of the corresponding noncommutative algebra sl⋆(2, R)
into a bigger 4 parameter algebra u⋆(1, 1). However, it turns out that this
noncommutative phase space symmetry is based on the usual noncommutative
relation between q and p rather than on the full noncommutative phase space
that includes the noncommutative configuration space of the q’s (and p’s)
themselves. In this work we prove that it makes sense to consider this more
general noncommutative phase space in 2t physics. We focus on the signature
2 + 2 for at least two physical reasons; (1) it is the minimal possibility in 2t
physics and (2) it is an exceptional signature [5]. In principle, however, our
calculations also correspond to the more general case of 2 + d dimensions.
Let us start recalling the traditional transition from a classical to a quan-
tum mechanical system. One may begin with the action
S[q] =
∫ tf
ti
dtL(q, q˙), (1)
where the Lagrangian L is a function of the qi-coordinates and the correspond-
ing velocities q˙i ≡ dqi/dt, with i, j = 1, . . . , n. One then defines the canonical
momentum pi conjugate to q
i as follows;
pi ≡
∂L
∂q˙i
, (2)
and rewrites the action in the form
S[q, p] =
∫ tf
ti
dt(q˙ipi −H(q, p)), (3)
where H = H(q, p) is the canonical Hamiltonian,
H(q, p) ≡ q˙ipi − L. (4)
The transition to quantum mechanics is made by promoting the Hamiltonian
H as an operator Hˆ via the nonvanishing commutator
[qˆ, pˆ] = −i, (5)
with ~ = 1, and by writing the quantum formula
2
Hˆ | Ψ >= 0, (6)
which determines the physical states | Ψ > (see Refs. [6]-[8] for details). Here,
[Aˆ, Bˆ] = AˆBˆ − BˆAˆ denotes a commutator for any arbitrary operators Aˆ and
Bˆ.
Recently, a new possibility to analyze the above program has emerged [9].
The key point for this new approach is the realization that since in the action
(3) there is a hidden invariance SL(2, R) ≈ Sp(2, R) ≈ SU(1, 1) one may work
in a unified canonical phase space of coordinates and momenta. Let us recall
how this hidden invariance emerges [4]. Consider first the change of notation
qi1 ≡ q
i, (7)
and
qi2 ≡ p
i. (8)
Thus, by introducing the object qia with a = 1, 2 we see that these two formulae
can be unified. The next step is to rewrite (3) in terms of qia rather than in
terms of qi and pi. One find that up to a total derivative the action (3) becomes
[4] (see also Ref. [9])
S =
∫ tf
ti
dt
(
1
2
εabq˙iaq
j
bδij −H(q
i
a)
)
. (9)
Here, the symbol δij denotes a Kronecker delta and ε
ab = −εba, with ε12 = 1,
is the antisymmetric SL(2, R) invariant density. From this expression one
observes that while the SL(2, R)-symmetry is hidden in (3) now it is manifest
in the first term of (9). Thus, it is natural to require the same SL(2, R)-
symmetry for the Hamiltonian H(qia).
Consider the usual Hamiltonian for a free nonrelativistic point particle
H =
pipjδij
2m
, (10)
with i = {1, 2, 3}. According to the notation (7)-(8) this becomes
H =
qi2q
j
2δij
2m
. (11)
This Hamiltonian is not, of course, SL(2, R)-invariant. Adding a potential
V (q) to H does not modify this conclusion. Thus, a Hamiltonian of the form
H =
pipjδij
2m
+ V (q) does not admit a SL(2, R)-invariant formulation. It turns
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out that the same conclusion can be obtained when one considers the rela-
tivistic Hamiltonian constraint H = pipi +m
2 = 0, where in this case i runs
from 0 to 3.
The simplest example of SL(2, R)-invariant Hamiltonian seems to be
H =
1
2
λabqiaq
j
bηij , (12)
which can be understood as the Hamiltonian associated with a relativistic har-
monic oscillator in phase space. Here, we assume that λab = λba is a Lagrange
multiplier and ηij = diag(−1,−1, 1, 1). (Notice that we are considering the
special case of 2 + 2 signature. The reason for this is that the symmetry of
SL(2, R) requires necessarily two times and two times with two space coor-
dinates provide an exceptional signature [5]. However, most our calculations
below can be easily generalized to 2 + d dimensions.) Indeed, the Hamilto-
nian (12) is a total Hamiltonian according to the terminology of the Dirac’s
constraint hamiltonian systems formalism [10] (see also Refs. [6]-[8]). Let us
write (12) in the form
H =
1
2
λabQab, (13)
where
Qab = q
i
aq
j
bηij (14)
can be identified as the constraint of the physical system. Observe that the
constraint Qab ≈ 0 is symmetric in the indices a and b, that is, Qab = Qba.
(Here the symbol ”≈” means weakly equal to zero [6]-[8].) Moreover, Qab is a
first class constraint and this can be verified as follows. First note that using
the definitions (7) and (8) we can write the usual Poisson bracket, for arbitrary
functions f(q.p) and g(q, p) of the canonical variables q and p,
{f, g} =
∂f
∂qi
∂g
∂pi
−
∂f
∂pi
∂g
∂qi
, (15)
in the form
{f, g} = εabη
ij ∂f
∂qia
∂g
∂qjb
. (16)
Thus, from (16) one discovers that
{qia, q
j
b} = εabη
ij. (17)
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Now, using the formula (17) it is straightforward to compute {Qab, Qcd}. Ex-
plicitly, we find
{Qab, Qcd} = {q
i
aq
j
bηij , q
k
c q
l
dηkl}
= ({qia, q
k
c }q
j
bq
l
d + {q
i
a, q
l
d}q
j
bq
k
c + {q
j
b , q
k
c }q
i
aq
l
d + {q
j
b , q
l
d}q
i
aq
k
c )ηijηkl
= (εacη
ikqjbq
l
d + εadη
ilqjbq
k
c + εbcη
jkqiaq
l
d + εbdη
jlqiaq
k
c )ηijηkl.
(18)
This implies the algebra,
{Qab, Qcd} = εacQbd + εadQbc + εbcQad + εbdQac. (19)
Thus, since we are assuming Qab ≈ 0, one sees that {Qab, Qcd} ≈ 0 which
means that Qab is a first class constraint. It turns out that Qab can be also
understood as the gauge generator of the SL(2, R)-symmetry which is in fact
determined by the algebra (19) (see Ref. [11])
At the quantum level we promote Qab as an operator Qˆab and write
[Qˆab, Qˆcd] = −i(εacQˆbd + εadQˆbc + εbcQˆad + εbdQˆac) (20)
and
Qˆab | Ψ >= 0. (21)
Explicitly, the nonvanishing brackets of the algebra (20) can decomposed in
the form
[Qˆ11, Qˆ22] = −4iQˆ12, (22)
[Qˆ11, Qˆ12] = −2iQˆ11, (23)
and
[Qˆ22, Qˆ12] = +2iQˆ22. (24)
By writing Jˆ3 = −
1
2
Qˆ12, Jˆ1 =
1
4
(Qˆ11 + Qˆ22) and Jˆ2 =
1
4
(Qˆ11 − Qˆ22) one finds
the result
[Jˆ1, Jˆ2] = −iJˆ3 (25)
[Jˆ1, Jˆ3] = iJˆ2, (26)
and
[Jˆ2, Jˆ3] = iJˆ1, (27)
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which can be obtained from the algebra
[JˆAB, JˆCD] = i(ηAC JˆBD − ηADJˆBC + ηBDJˆAC − ηBC JˆAD), (28)
where ηAB = (−1, 1, 1), JˆAB = −JˆBA and Jˆ
A = 1
2
ǫABC JˆBC , with ǫ
123 = 1 and
ǫ123 = −1. This is one way to see that SL(2, R) is in fact the covering group
of SO(1, 2).
We would like now to generalize (17) in the form
{qia, q
j
b} = εabη
ij + gabΩ
ij . (29)
Here, Ωij is skew-simplectic form which can be chosen as
Ωij =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 . (30)
By convenience in (29) we choose ηij = diag(−1, 1 − 1, 1) rather than ηij =
diag(−1,−1, 1, 1) and gab = diag(θ, φ). Here θ and φ are two constant param-
eters. Note that ηij corresponds to a flat signature . The reason for this choice
for ηij , among other things, is because using the signature (1+1)+ (1+1) in-
stead of (2+2) some calculations are simplified. It is important to mention that
the expression (30) differs from the usual simplectic structure
(
0 δij
−δij 0
)
by a change of bases. So, one can also think on (30) as a consequence of the
Darboux theorem.
One can prove that
Ωij =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 . (31)
In particular, using (30) and (31) we find the result ΩijΩklηjl = −η
ik.
The generalization (29) motivates us to modify also the Hamiltonian con-
straint (13) as follows
H =
1
2
ΛabΣab, (32)
where Λab are new Lagrange multipliers no necessary symmetric in the indices
a and b and
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Σab = q
i
aq
j
b(ηij + iξΩij). (33)
Here, ξ is another constant parameter. Of course, the constraint Σab reduces
to Qab when ξ → 0. We have
{Σab,Σcd} = {q
i
aq
j
bγij , q
k
c q
l
dγkl}
= ({qia, q
k
c }q
j
bq
l
d + {q
i
a, q
l
d}q
j
bq
k
c + {q
j
b , q
k
c }q
i
aq
l
d + {q
j
b , q
l
d}q
i
aq
k
c )γijγkl
= ((εacη
ik + gacΩ
ik)qjbq
l
d + (εadη
il ++gadΩ
il)qjbq
k
c
+(εbcη
jk ++gbcΩ
jk)qiaq
l
d + (εbdη
jl + gbdΩ
jl)qiaq
k
c )(ηij + iξΩij)(ηkl + iξΩkl),
(34)
where we used the definition
γij = ηij + iξΩij, (35)
which can be understood as an Hermitian metric since γ†ij = γij. After some
straightforward algebra we get
{Σab,Σcd} = (1 + ξ
2)εacMbd + (1− ξ
2)εadMbc + (1− ξ
2)εbcMad
+(1 + ξ2)εbdMac + 2iξεadScb + 2iξεbcSad + (1 + ξ
2)gacSbd + (1− ξ
2)gadSbc
+(1 + ξ2)gbdSac + (1− ξ
2)gbcSad − 2iξgadMbc + 2iξgbcMad.
(36)
Here, we define Mab = q
i
aq
j
bηij = Mba and Sab = q
i
aq
j
bΩij = −Sba. In other
words we have
Σab = Mab + iξSab. (37)
Since in two dimensions we can always write
Sab = κεab, (38)
with κ = 1
2
εabqiaq
j
bΩij , we find that (36) is simplified in the form
{Σab,Σcd} = (1 + ξ
2)εacMbd + (1− ξ
2)εadMbc + (1− ξ
2)εbcMad
+(1 + ξ2)εbdMac + (1 + ξ
2)gacSbd + (1− ξ
2)gadSbc
+(1− ξ2)gbcSad + (1 + ξ
2)gbdSac − 2iξgadMbc + 2iξgbcMad.
(39)
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It is not difficult to see that if the parameter ξ and the quantity κ vanish then
(39) is reduced to (19). Thus, the expression (39) provides a generalization
of the algebra sl(2, R). In fact, (39) seems to correspond to the algebra asso-
ciated with the noncommutative group U⋆(1, 1). One way to understand this
conclusion it is by observing that using (38) the expression (37) can be written
as
Σab = Mab + iω0εab, (40)
with ω0 = ξκ. It turns out that according to reference [1] these are precisely
the algebra generators associated with the noncommutative group U⋆(1, 1) (see
Ref. [3] for details). However, in the way the expression (39) it is written, it is
not clear whether it is a closed algebra. In order to clarify this point we shall
use the property that in two dimensions it is always possible to choose a basis
such that
Mab = ρgab, (41)
where ρ 6= 0 is an arbitrary function of the coordinates qia. Using this choice
for Mab one finds that the last two terms of (39) vanish. Thus, one discovers
that (39) can be reduced in the form
{Σab,Σcd} = (ρ+ κ)[(1 + ξ
2)(εacgbd + εbdgac) + (1− ξ
2)(εadgbc + εbcgad). (42)
Now, from (40) and (41) one sees that Σab = ρgab + iω0εab. This implies that
(42) can be written as
{Σab,Σcd} =
(ρ+ κ)
ρ
[(1+ ξ2)(εacΣbd+εbdΣca)+(1−ξ
2)(εadΣbc+εbcΣda) (43)
or
{Σab,Σcd} = C
ef
abcdΣef , (44)
where
Cefabcd =
(ρ+ κ)
ρ
[(1+ ξ2)(εacδ
e
bδ
f
d + εbdδ
e
cδ
f
a )+ (1− ξ
2)(εadδ
e
bδ
f
c + εbcδ
e
dδ
f
a )]. (45)
Thus, we have shown that the algebra (39) can be written in the closed form
(44), with Cefabcd playing the role of the structure ”constants”. Of course, since
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we are assuming Σab ≈ 0, from (40) one sees that {Σab,Σcd} ≈ 0 which means
that Σab is a first class constraint.
Let us make some final analysis. First, consider the most general prescrip-
tion of the canonical variables qia,
{qia, q
j
b} = θ
ij
ab, (46)
which can be obtained from the generalized bracket
{f, g} = θijab
∂f
∂qia
∂g
∂qjb
. (47)
Since we can always decompose any matrix Bij = B(ij)+B[ij] in its symmetric
B(ij) and antisymmetric B[ij] parts, one finds that (47) can also be written as
{f, g} = (θ
(ij)
(ab) + θ
(ij)
[ab] + θ
[ij]
(ab) + θ
[ij]
[ab])
∂f
∂qia
∂g
∂qjb
. (48)
It is not difficult to realize that if we want that the bracket {f, g} determines
a simplectic structure we must set θ
(ij)
(ab) = 0 and θ
[ij]
[ab] = 0. Therefore, (48) can
be reduced to
{f, g} = (θ
(ij)
[ab] + θ
[ij]
(ab))
∂f
∂qia
∂g
∂qjb
. (49)
This can be simplified further by considering that in two dimensions we can
always write θ
(ij)
[ab] = εabη
ij where we assumed a flat ”spacetime” ηij (Of course,
in a more general case one can assume a curved metric gij.) Similarly, in two
dimensions we can write θ
[ij]
(ab) = gabΩ
ij , where gab = gba is a two dimensional
metric and Ωij = −Ωji. In order to distinguish between q’s and p’s we choose
a basis such that gab = diag(θ, φ), but in principle in two dimensions one can
always find a basis such that gab → σδab, where σ is a constant conformal
factor. Thus, we have proved that the most general meaningful simplectic
structure is provided by the bracket
{f, g} = (εabη
ij + gabΩ
ij)
∂f
∂qia
∂g
∂qjb
. (50)
It turns out that this expression leads precisely to our generalized bracket (29).
Notice that the above calculation is true for any even spacetime dimension. In
terms of qi and pj one finds that the algebra (29) becomes
{qi, pj} = ηij , (51)
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{qi, qj} = θΩij , (52)
and
{pi, pj} = φΩij . (53)
(See Refs. [12] and [13] for an alternative construction.) We still need to
justify that the quantities θ and φ can be chosen as a constant parameters.
Let us first introduce new canonical variables q˜ia such that
qai = a
b
aij q˜
j
b , (54)
where qai = ηijq
j
a and a
b
aij = gaca
cb
ij . Writing a
ab
ij = g
ab
ij + A
ab
ij with g
ab
ij =
1
2
(aabij + a
ba
ij ) and A
ab
ij =
1
2
(aabij − a
ba
ij ) we see that one can always write (54) as
qai = g
b
aij q˜
j
b + A
b
aij q˜
j
b . (55)
We require that the new variables q˜ia satisfy the usual canonical algebra
{q˜ia, q˜
j
b} = εabη
ij, (56)
or
{q˜i, p˜j} = ηij , (57)
{q˜i, q˜j} = 0, (58)
and
{p˜i, p˜j} = 0, (59)
where we used the corresponding definitions (7) and (8) for q˜ia. The authors of
Ref. [14] have shown that a meaningful result can be obtained if gabij = g
ab
ji and
Aabij = −A
ab
ji , that is, if g
ab
ij is symmetric in both kind of indices a, b and i, j,
and Aabij is antisymmetric in both kind of indices a, b and i, j. Moreover, these
authors show that one can assume g11ij = αηij, g
2
2ij = βηij, while g
2
1ij = g
1
2ij = 0.
Here, α and β are, in principle, two different constant parameters. In addition,
one can take Aabij = ςε
abΩij , with ς = (αβ − 1)
1/2. Thus, these results can be
summarized by writing (55) in the form
qi = αq˜i − ςΩij p˜j (60)
and
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pi = βp˜i + ςΩij q˜j. (61)
Solving q˜i and p˜i in terms of q
i and pj one finds [15]
q˜i =
1
ρ
(βqi + ςΩijpj) (62)
and
p˜i =
1
ρ
(αpi − ςΩijqj). (63)
Here, ρ = 2αβ − 1.
Using (57)-(61) we obtain
{qi, pj} = ηij , (64)
{qi, qj} = 2αςΩij (65)
and
{pi, pj} = 2βςΩij . (66)
By comparing (64)-(66) with (51)-(53) we see that one must set θ = 2ας =
2α(αβ − 1)1/2 and φ = 2βς = 2β(αβ − 1)1/2. Thus, one discovers that these
results not only prove that it makes sense to choose θ and φ as a constant
parameters but also assure that due to (57)-(59) any three arbitrary functions
f(q˜ia), g(q˜
i
a) and h(q˜
i
a) satisfy automatically the Jacobi identity. In turn, this
implies that the variables Σab must also satisfy the Jacobi identity.
Another possible consequence of our formalism is that we can develop non-
commutative field theory by defining the noncommutative Moyal start product
as follows
(F ⋆ G)(qia) = exp(θ
ij
ab
∂
∂qia
∂
∂q˜jb
)F (qia)G(q˜
i
a) |qia=q˜ia, (67)
with θijab = εabη
ij + gabΩ
ij . Consequently, one can define the star commutator
between any two field F (qia) and G(q
i
a) as
[F,G]⋆ = F ⋆ G−G ⋆ F. (68)
In particular, it may be interesting for further research to apply this construc-
tion to the cases of gravity [16]–[18], self-dual gravity [19] and area-preserving
diffeomorphisms in gauge theory on a non-commutative plane [20].
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It seems also interesting to generalize the constraint Hamiltonian (32) to
a curved spacetime as follows
H =
1
2
Λabqibq
j
b(gij(q
k
c ) + iAij(q
k
c )). (69)
Here gij(q
k
c ) = gji(q
k
c ) is a curved spacetime metric and Aij = −Aji is anti-
symmetric gauge field. This generalizes the metric (35) in the form
ϕij(q
k
c ) = gij(q
k
c ) + iAij(q
k
c ), (70)
which is also a Hermitian metric. It turns out that this kind of metric is the
main mathematical object in nonsymmetric gravitational theories (see Refs.
[21]-[23] and references therein). But of course our metric refers to the phase
space rather to the configuration space itself. At this respect it is worth men-
tioning that in Ref. [24] it is provided evidence for a position and momentum
dependent metric in 2t physics.
Moreover, it turns out interesting to write (70) in the alternative vielbeins
form
ϕij(q
k
c ) = e
(m)
i (q
k
c )e
(n)
j (q
k
c )η(mn) + if
(m)
i (q
k
c )f
(n)
j (q
k
c )Ω(mn), (71)
with gij = e
(m)
i (q
k
c )e
(n)
j (q
k
c )η(mn) and Aij = f
(m)
i (q
k
c )f
(n)
j (q
k
c )Ω(mn). This way
to write (70) it suggests to consider a star product deformation E
(m)
i ⋆ E
(m)
i ,
where we have introduced the complex vielbien field E
(m)
i = e
(m)
i + if
(m)
i . This
should lead of course to an infinite number of corrections to (70). Moreover, we
should mention that the Moyal product in curved phase space [25] has already
been studied by a number of authors, including Fedosov [26] and Kontsevich
[27] (see also Ref. [28]). However, it seems that the particular case of 2+2
dimensions has not been considered. In any case the metric (70) seems to
determine a bridge between our formalism and nonsymmetric gravitational
theory, which we expect to explore in more detail in the coming future.
The present work it might be also relevant in connection with the Ref. [29]
where there is a region with two-times in U⋆(1, 1)× U⋆(1, 1) noncommutative
gauge theory formulation of 3D gravity.
It has been established [30] a connection between 2t physics and ori-
ented matroid theory [31] (for a connection between oriented matroid theory
and other scenarios in high energy physics see Refs. [32]-[33] and references
therein). Since the 2 + 2 signature is linked to brane physics [34] which in
turn it is connected to oriented matroids [35-36] it may also be physically in-
teresting for further directions to investigate the relation between the present
formalism and all these scenarios in the context of oriented matroid theory.
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We should mention a number of interesting topics that may be related to
the present formalism. It is known that in the Yang’s algebra the coordinates
and the momenta are also not commuting [37]-[39]. The relevant group in
this case is the conformal group SO(2, 4) which has also an important status
in 2t physics (see Refs. [1], [2] and [4]). Another direction for extensions of
our calculations is the possibility to include in the discussion the quantum
group concept. At this respect the work by Majid [40] may be of special
help since as this author emphasize ”Lie groups are the simplest Riemann
manifolds and quantum groups are the simplest noncommutative spaces”. So,
quantum groups are deeply connected with noncommutative geometry and in
this direction the Refs. [41] and [42] may be specially useful. Finally, bi-
Hamiltonian structure for integrable models (see Refs [43]-[45] and references
there in) may require also two times and one wonders whether our formalism
may also find an important application in such a subject.
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