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Introduction
The higher-level q-deformed Fock spaces form an important family of integrable representations of the quantum group U q ( sl n ). The Fock representation F q [s l ] depends on a parameter s l = (s 1 , . . . , s l ) ∈ Z l called multi-charge. It was introduced in [JMMO] in order to compute the crystal graph of the integrable irreducible representation of U q ( sl n ) with highest weight Λ s 1 + · · · + Λ s l .
The canonical basis of a Fock space is a lower global crystal basis in the sense of [Kas1] that enjoys nice properties. It was constructed for l = 1 in [LT1, LT2] and for l ≥ 1 by Uglov [U] . This construction relies on 1. an embedding of U q ( sl n )-modules: F q [s l ] ֒→ Λ s which is a bijection if (and only if) l = 1. Here Λ s is the space of semi-infinite q-deformed wedge products of charge s = s 1 + · · · + s l (see [U] ).
2. the definition of a -involution of Λ s compatible with the embedding above. The canonical basis is then the unique -invariant basis of F q [s l ] satisfying a certain congruence property modulo the Z[q]-lattice spanned by l-multi-partitions.
In [U] , Uglov provides an algorithm for computing the canonical basis based on the straightening of non-ordered q-wedge products. Unfortunately, in particular when s 1 ≫ · · · ≫ s l , the number of q-wedge products (of 2 factors) to be straightened becomes too large for this algorithm being used for practical computations. The goal of this paper is to derive a faster algorithm, which does not require straightening q-wedge products. First, we compute a -invariant basis of Λ s . The vectors of this basis are obtained by letting act the generators of the quantum groups U q ( sl n ) and U p ( sl l ) (with p = −q −1 ) and a Heisenberg algebra H to the vacuum vector (see Thm. 3.11) . Then, we compute the intersection of this basis with a given weight subspace V of F q [s l ] (see Prop. 3.16) . We thus get the transition matrix T (q) between the standard basis and a -invariant Notation. Let N (resp. N * ) denote the set of nonnegative (resp. positive) integers, and for a, b ∈ R denote by [[a; b] ] the discrete interval [a; b] ∩ Z. For X ⊂ R, a ∈ R, N ∈ N * , put (1) X N (a) := {(x 1 , . . . , x N ) ∈ X N | x 1 + · · · + x N = a}.
Throughout this article, we fix 3 integers n, l ≥ 1 and s ∈ Z. Let Π denote the set of all integer partitions. If (W, S) is a Coxeter system, denote by ℓ : W → N the length function on W .
Higher-level q-deformed Fock spaces
In this section, we recall briefly the definition of the higher-level Fock spaces and their canonical bases. These objects were introduced by [U] , to which we refer the reader for more details. We follow here the notation from [Y2] .
2.1
The quantum algebras U q ( sl n ) and U p ( sl l )
In this section, we assume that n ≥ 2 and l ≥ 2. Let sl n be the Kac-Moody algebra of type A
n−1 defined over the field Q [Kac] . Let Λ 0 , . . . , Λ n−1 be the fundamental weights, α 0 , . . . , α n−1 be the simple roots and δ := α 0 + · · · + α n−1 be the null root. It will be convenient to extend the index set of the fundamental weights by setting Λ i := Λ i mod n for all i ∈ Z. The space n−1 i=0 Q Λ i ⊕ Q δ = n−1 i=0 Q α i ⊕ Q Λ 0 is equipped with a non-degenerate bilinear symmetric form (. , .) defined by (2) (α i , α j ) = a i,j , (Λ 0 , α i ) = δ i,0 , (Λ 0 , Λ 0 ) = 0 (0 ≤ i, j ≤ n − 1), where (a i,j ) 0≤i,j≤n−1 is the Cartan matrix of sl n . Let U q ( sl n ) be the q-deformed universal enveloping algebra of sl n (see e.g. [KMS, U] ). This is an algebra over Q(q) with generators e i , f i , t ±1 i (0 ≤ i ≤ n − 1) and ∂; the relations will be omitted. The subalgebra of U q ( sl n ) generated by e i , f i , t ±1 i (0 ≤ i ≤ n − 1) will be denoted by U ′ q ( sl n ). If M is a U q ( sl n )-module, denote by P(M ) the set of weights of M and let M w denote the subspace of M of weight w. Let (3) wt(x) := w denote the weight of x ∈ M w . The Weyl group of sl n (or U q ( sl n )) is (4) W n = σ 0 , . . . , σ n−1 ∼ = S n , where σ i (0 ≤ i ≤ n − 1) is the orthogonal reflection that fixes pointwise the hyperplane orthogonal to α i .
We also introduce the algebra U p ( sl l ) with (5) p := −q −1 .
In order to distinguish the elements related to U q ( sl n ) from those related to U p ( sl l ), we put dots over the latter. For example,ė i ,ḟ i ,ṫ ±1 i (0 ≤ i ≤ l − 1) and∂ are the generators,α i (0 ≤ i ≤ l − 1) are the simple roots,Ẇ l = σ 0 , . . . ,σ l−1 is the Weyl group of U p ( sl l ) and so on.
The space Λ s
Following [U] , let (6) Λ s = Λ s [n, l] be the space of (semi-infinite) q-wedge products of charge s (this space is denoted by Λ s+ ∞ 2 in [U] ). This vector space has a natural basis formed by the ordered q-wedge products; this basis is called standard. A non-ordered q-wedge product can be expressed as a linear combination of ordered q-wedge products by using the straightening relations given in [U, Prop. 3 .16] (we do not need these relations in this article). Recall the notation Z l (s) and Z n (s) from (1) . Following [U, §4.1] or [Y2, §2.2.1], we shall use in the sequel the following indexations of the standard basis:
Following [JMMO, FLOTW, U] , the vector space Λ s can be made into an integrable representation of level l of the quantum algebra U q ( sl n ). The action of U q ( sl n ) can be described in a nice way in terms of addable/removable i-nodes of l-multi-partitions; see [U, ]. Note that these formulas do no involve the straightening of q-wedge products; they are therefore handy to use for computations. In a completely similar way, Λ s can be made into an integrable representation of level n of the quantum algebra U p ( sl l ). This action can be described using the indexation by n-multi-partitions; see [U, ]. The vectors of the standard basis of Λ s are weight vectors for the actions of U q ( sl n ) and U p ( sl l ). In order to recall the expression of the weights, let us introduce the following notation. For
the number of nodes with residue i (modulo n) that are contained in the Young diagram of λ l (note that the definition of residues involves the multi-charge s l ). For
where for 1 ≤ b ≤ n, s b mod n denotes the integer in [[0; n − 1] ] that is congruent to s b modulo n.
Proposition 2.1 ([U])
With the notation above, we have
For m ∈ Z * , Uglov defined an endomorphism B m of Λ s (see [U, Eq. (25) & Sect. 4.3] or [Y2, Def. 2.2] ). His definition is obtained by taking the limit r → ∞ in the action of the center of the Hecke algebra of S r on q-wedge products of r factors. However, by [U] the operators B m do not commute, but they span a Heisenberg algebra
Note that the q-wedge products involved in the definition of B m are in general not ordered. Therefore, the computation of the action of H often requires straightening many q-wedge products.
We now recall some results concerning the actions of
Higher-level q-deformed Fock spaces
denote the higher-level (q-deformed) Fock spaces [U] . By [U] , the subspace F q [s l ] ⊂ Λ s is stable under the actions of U q ( sl n ) and H (but not under the action of U p ( sl l )) and the subspace
The next result shows that the Fock spaces are sums of certain weight subspaces of Λ s . The proof follows easily from Proposition 2.1.
Proposition 2.4 ([U])
(i) Let s n ∈ Z n (s). Let (a 0 , . . . , a n−1 ) := θ n,l (s n ) and w :=
We now compare some weight subspaces of the Fock spaces. The proof again follows from Proposition 2.1.
Proposition 2.5 Let s l ∈ Z l (s) and w be a weight of F q [s l ]. Then there exists a unique pair (s n ,ẇ) such that s n ∈ Z n (s),ẇ is a weight of
More precisely, write w = dδ + n−1 i=0 a i Λ i (with a 0 , . . . , a n−1 , d ∈ Z), s l = (s 1 , . . . , s l ) and put
Example 2.6 Take n = 3, l = 2, s l = (1, 0) and w = −2Λ 0 + Λ 1 + 3Λ 2 − 2δ. Then by (9), we have wt (1, 1) , (1) , s l = w, so w is a weight of F q [s l ]. By Proposition 2.5, we have Moreover, using (9) and (11), we see that for all |λ l ,
• ẇ , we have N 0 (λ l ; s l ; n) = 2, N 1 (λ l ; s l ; n) = 1, N 2 (λ l ; s l ; n) = 0 and N 0 (λ n ; s n ; l) = N 1 (λ n ; s n ; l) = 0 (this shows a posteriori that dim(F q [s l ] w ) = 1). ⋄ 2.4 Action of the Weyl groups W n andẆ l
The Weyl group W n acts on the weight lattice
Moreover, it is easy to see that W n acts faithfully on Z n (s) by
and the set A n,l (s) defined by (14) is a fundamental domain for this action. In a similar way, one can define two actions of the Weyl groupẆ l of U p ( sl l ), one on the weight lattice l−1 i=0 ZΛ i ⊕ Zδ and one on Z l (s).
The lower crystal basis
Let s l ∈ Z l (s). Following [Kas1] , let A ⊂ Q(q) be the ring of rational functions which are
In the sequel, if s l ∈ Z l (s) is fixed, we shall write more briefly λ l for the element in B[s l ] indexed by the corresponding multi-partition. By [JMMO] , [FLOTW] , [U] , the pair ( We now recall the definition of the involution σ i of B[s l ] (we sometimes view σ i as a bijection of Π l ). First, let us introduce a piece of notation that will be used in the sequel.
and define similarly Π n (s n ;ẇ) for 
is the multi-partition obtained by adding to λ l all its addable i-nodes, and there are
Proof. See [Y2, Prop. 3.5 ].
Uglov's canonical bases of the Fock spaces
Following [U] , the space Λ s can be endowed with an involution . Instead of recalling the definition of this involution, we give its main properties. They turn out to characterize it completely; see Remark 3.12.
Proposition 2.10 ( [U] ) There exists an involution of Λ s such that:
(ii) (Unitriangularity property.) For all λ ∈ Π, we have
where ⊳ stands for the dominance ordering on partitions.
(iii) For all λ ∈ Π, we have wt(|λ, s ) = wt(|λ, s ) andẇt(|λ, s ) =ẇt(|λ, s ).
By [U] , this involution can be computed by straightening non-ordered q-wedge products. However, the number of q-wedge products of 2 factors to be straightened is in general too large for practical computations. We shall derive in Section 3 another more efficient algorithm that does not require straightening q-wedge products.
By Propositions 2.10 (iii) and 2.4, the higher-level Fock spaces are stable under the involution . The involution induced on these spaces will still be denoted by . Let
, and let
denote the matrix of the involution of F q [s l ] with respect to the standard basis. Since the weight subspaces of F q [s l ] are stable under the involution , (9) implies that a λ l ,µ l ; s l (q) is zero unless |λ l | = |µ l |, where |λ l | (resp. |µ l |) denotes the number of boxes contained in the Young diagram of λ l (resp. µ l ). By Proposition 2.10 (ii), the matrix A s l (q) is unitriangular. As a consequence, one can define, by a classical argument, canonical bases as follows.
Then there exists a unique basis
and denote by
the transition matrices between the standard and the canonical bases of
We shall give some (parts of the) canonical bases of different Fock spaces in Section 4. By [U] , the entries of ∆ + s l (q) (resp. ∆ − s l (q)) are Kazhdan-Lusztig polynomials of parabolic submodules of affine Hecke algebras of type A, so by [KT] , these polynomials are in N[q] (resp. N[p]). Moreover, both canonical bases of F q [s l ] are dual to each other with respect to a certain bilinear form, which gives an inversion formula for Kazhdan-Lusztig polynomials; see [U, Thm. 5.15] . By [U] , the basis
In this section, we use the following notation.
* In this article, we always identify the multi-partition
i } denote the border of λ l , that is the vertical strip made of the rightmost nodes of λ l . 
Let v l ∈ X l,n , λ l ∈ Π l and 0 ≤ k ≤ n − 1. Let X k be the set of all removable k-nodes γ in λ l such that for every (k − 1)-node β in ∂λ l , we have j(γ) > j(β). Here in the definition of i-nodes (i = k or k − 1), the residues are taken with respect to the multi-charge v l .
Example 3.2 Take n = 4, l = 2, v l = (3, 1) and λ l = ((4, 2), (4, 1)). Then we have
⋄ Jacon proved the following result.
is nonempty. Moreover, the multi-partition obtained from λ l by removing all the nodes in X k (for k as above) is in Π l (v l )
• .
Thanks to this proposition, one can define recursively a Jacon element
] be the minimal integer given by Proposition 3.3 and let X k be corresponding set of removable k-nodes. Then
• , so by induction, we can define
Note that F (λ l ) is a product of divided powers of the f k 's. ⋄ Example 3.5 Take n = 4, l = 2, v l = (3, 1) ∈ X l,n and λ l = ((4, 2), (4, 1)). One can check, e.g. by computing the crystal graph of
3 .
⋄
Jacon proved the following result.
where a : Π l → Z denotes Lusztig's a-value [BK, J1] .
We do not use this a-value in the sequel, but only the unitriangularity property of this theorem, which implies the following.
• , let F (λ l ) be the Jacon element associated to λ l and v l . Then
• }. By Theorem 3.6, the transition matrix between the standard basis of M q [v l ] w and B w is unitriangular with respect to a certain ordering given by the a-value, which shows that B w is a basis
. The result follows.
Recall that the operators B m , m > 0 (resp. m < 0) pairwise commute. For any partition λ = (λ 1 , . . . , λ r ), put
(by convention, B ∅ is the identity operator), and define in a similar way B −λ .
Proof. Let Sym denote the Q(q)-vector space of symmetric functions and let {p λ | λ ∈ Π} be the basis formed by the power sums [Mac] . Let us recall the action of H on Sym. For k < 0 let
, where γ k ∈ Z(H) ∼ = Q(q) is the scalar such that [B k , B −k ] = γ k . One easily checks that there exists a homomorphism of algebras H → End(Sym) that maps B k on b k (k ∈ Z * ). This makes Sym into a simple H-module. Note that the vector v := |∅ l , s l ∈ F q [s l ] is a singular vector for the action of H, that is, v = 0 and B k .v = 0 for all k > 0. By a classical result (see e.g. [Kac, Lemma 9.13 a)]), the linear map:
is an isomorphism of H-modules. Since {p λ | λ ∈ Π} is a basis of Sym, the result follows.
A -invariant basis B of Λ s
We need a lemma on bimodules, whose proof is left to the reader. Lemma 3.9 Let A be Q(q)-algebra with unity, and
Assume that V is an integrable U -module and there exists a highest weight vector (for the action of
Recall Notation 3.1 and the definition of the Jacon elements in U ′ q ( sl n ). In a similar way, define a Jacon elementḞ (
Lemma 3.10 Keep the notation above. Let r l ∈ A l,n (s). By [U] , there exists a unique
.|∅ l , r l and let v n be the unique multi-charge in X n,l such that
is a basis of the vector space
Proof.
All the equalities come from the fact that the actions of U ′ q ( sl n ), U ′ p ( sl l ) and H pairwise commute. By Corollary 3.7 and Proposition 3.8,
is a basis of H.|∅ l , r l , and
We now conclude with Lemma 3.9.
We are now ready to state the following:
Theorem 3.11 With notation of Lemma 3.10, the set
is a basis of Λ s that is -invariant.
Proof. The fact that B is a basis of Λ s comes from Lemma 3.10 and Theorem 2.3. Let r l ∈ Z l (s). By (9), the subspace of F q [r l ] of weight wt(|∅ l , r l ) is one-dimensional. Therefore, by Proposition 2.10 (ii), the vector |∅ l , r l is -invariant. Proposition 2.10 (iv) then implies that every vector in B is -invariant.
Remark 3.12 The proof that B is a basis of Λ s does not use the involution . Since every vector in B is fixed by the involution , this determines this involution completely. ⋄
Computation of
Let s l ∈ Z l (s) and v be a weight of F q [s l ]. Let B be the -invariant basis of Λ s given by Theorem 3.11. The goal of this section is to compute the list of vectors of B that lie in F q [s l ] v . Since the weights of the operators F (λ l ), B −µ andḞ (λ n ) from Theorem 3.11 are known, it is enough to determine whether the sum of these weights and the weight of |∅ l , r l is equal to v. This raises no theoretical problem but requires, in view of practical computations, to introduce some cumbersome notation.
Define a partial ordering on P :=
Definition 3.13 We say that the weight w ∈ P is admissible (with respect to
(ii) Let (r n ,ẇ) ∈ Z n (s) ×Ṗ(Λ s ) be the unique pair such that
We then require r n to be in A n,l (s). ⋄ Notation 3.14 Let w be an admissible weight with respect to
• ẇ will be denoted by r n (w),ẇ(w) . Let r l (w) ∈ A l,n (s) be such that |∅ l , r l (w) = |∅ n , r n (w) • . Recall the notation X l,n and X n,l from (29). Then there exists a unique v l (w) ∈ X l,n (resp. v n (w) ∈ X n,l ) such that
Example 3.15 Take n = 3, l = 2, s l = (3, 6) and v = 2Λ 0 −4δ = wt(|∅ l , s l )−(α 0 +α 1 +α 2 ).
The following array gives the list of the admissible weights w with respect to F q [s l ] v and the corresponding N (w),ẇ(w), r n (w), v n (w), r l (w) and v l (w). 
where we put w ′ (w, µ) := v − w + |µ|δ + wt(|∅ l , r l (w) ).
* Proof of inclusion ⊃. Let x := F (λ l )Ḟ (λ n )B −µ .|∅ l , r l (w) with w admissible and λ l , µ and λ n as in the right hand-side of the statement of this proposition. We must show that
.|∅ l , r l (w) = w ′ (w, µ) and the operator B −µ has weight −|µ|δ, we have
By assumption, we haveẇt(y) =ẇ(w), whence
This implies wt(y) = w and wt(x) = v. Moreover, since the actions of U ′ q ( sl n ), U ′ p ( sl l ) and H pairwise commute, we have
* Proof of inclusion ⊂. Let x ∈ B. With notation from Theorem 3.11, let r n ∈ A n,l (s),
Since x = 0, the vector y :=Ḟ (λ n ).|∅ n , r n • =Ḟ (λ n ).|∅ l , r l is nonzero, so it is a weight vector of the U q ( sl n )-module Λ s . Let us now show that w := wt(y) is an admissible weight. Let t l ∈ Z l (s) be such that y ∈ F q [t l ]. Then we have
where for 0 ≤ i ≤ n − 1 we put n i := N i (λ l ; v l ; n). Moreover, since x ∈ F q [s l ] v and the spaces F q [a l ], a l ∈ Z l (s) are in direct sum, we must have t l = s l and ( * ) :
In particular, we have y ∈ F q [s l ] w and v ≤ w. By Proposition 2.5, there exists a unique pair (
Since the F p [a n ] • , a n ∈ Z n (s) are in direct sum, we must have s n = r n ∈ A n,l (s). As a consequence, w is an admissible weight. One easily checks thatẇ =ẇ(w), r n = r n (w), v n = v n (w), r l = r l (w) and v l = v l (w). By ( * ) we have w − v = n−1 i=0 N i α i with N i := n i + |µ| (0 ≤ i ≤ n − 1). Since the n i 's are nonnegative integers, we must have
, we haveẇt Ḟ (λ n ).|∅ n , r n (w) • =ẇ(w). Finally, we have v = wt(x) = wt F (λ l ).|∅ l , r l (w) + wt(y) − wt |∅ n , r n (w)
• − |µ|δ and wt(y) = w, which implies wt F (λ l ).|∅ l , r l (w) = w ′ (w, µ).
Let us now explain how we can apply Proposition 3.16. Let w be an admissible weight with respect to F q [s l ] v . We compute the list of the multi-partitions λ n ∈ Π n (v n (w), l)
• such thatẇt Ḟ (λ n ).|∅ n , r n (w) • =ẇ(w) as follows. The proof of Proposition 3.16 shows that y :=Ḟ (λ n ).|∅ n , r n (w) • ∈ F p [r n (w)] • ẇ(w) and y = 0, soẇ(w) is a weight of F p [r n (w)] • . By (11), there exist N 0 , . . . , N l−1 ∈ N such that (32)ẇ(w) =ẇt(|∅ n , r n (w)
Moreover, by definition of the Jacon elements and (11), the weight ofḞ (λ n ).|∅ n , r n (w)
N i (λ n ; v n (w); l)α i . As a consequence, the multi-partitions λ n we are looking for are the vertices of the crystal graph of
In a similar way, we compute the list of the multi-partitions λ l ∈ Π l (v l (w), n)
• satisfying the condition wt F (λ l ).|∅ l , r l (w) = w ′ (w, µ) (µ ∈ Π, |µ| ≤ N (w)).
We now give an example for Proposition 3.16.
Example 3.17 Take n = 3, l = 2, s l = (3, 6) and v = 2Λ 0 −4δ = wt(|∅ l , s l )−(α 0 +α 1 +α 2 ). We compute the basis B of F q [s l ] v given by Proposition 3.16. By Example 3.15, the admissible weights are 2Λ 0 − 3δ, (2Λ 0 − 3δ) − α 0 and (2Λ 0 − 3δ) − (α 0 + α 1 + α 2 ). * Contribution of w := 2Λ 0 − 3δ. Example 3.15 givesẇ(w) =ẇt(|∅ n , r n (w) • ) − 3α 1 , v n (w) = (1, 1, 1), r l (w) = (6, 3) and v l (w) = (0, 0). By computing the first 4 layers of the crystal graph of U p ( sl l ).|∅ n , v n (w) • , we see that the only multi-partition λ n in Π n (v n (w), l)
• such thatẇt Ḟ (λ n ).|∅ n , r n (w) • =ẇ(w) is λ n := (1), (1), (1) . The corresponding Jacon element isḞ (λ n ) =ḟ
1 . Moreover, since N (w) = 1, the only contributing partitions µ are µ = ∅ and µ = (1). Take µ = ∅. With notation from Proposition 3.16, we have
so we compute the first 3 layers of the crystal graph of U q ( sl n ).|∅ l , r l (w) . Doing this, we see that the only multi-partitions λ l ∈ Π l (v l (w), n)
• satisfying the condition wt F (λ l ).|∅ l , r l (w) = w ′ (w, µ) are ∅, (3) and ∅, (2, 1) . The corresponding Jacon elements are f 2 f 1 f 0 and f 1 f 2 f 0 . We therefore get 2 vectors of B, namely (6, 3) and v 2 :=ḟ
Taking w = 2Λ 0 − 3δ, µ = (1) gives another vector of B:
1 B −1 .|∅ l , (6, 3) .
* Contribution of the other admissible weights. In the same way, we get 3 other vectors of B:
1ḟ 0 f 1 f 2 .|∅ l , (5, 4) and v 6 :=ḟ
By Proposition 3.16, we therefore have
Action of the Heisenberg algebra H on the vectors
In this section, we explain how to compute the action of H on the vectors |∅ l , s l (s l ∈ Z l (s)) without using the straightening relations. Using the action of U ′ p ( sl l ), we can restrict ourselves to the case where s l = (s 1 , . . . , s l ) is dominant, that is s 1 ≫ · · · ≫ s l (see Definition 3.21). By a theorem of Uglov (see Theorem 3.22), this case can in turn be reduced to the level-one case. When l = 1, Leclerc and Thibon [LT2] have given a combinatorial formula for the action of H, which avoids the straightening of q-wedge products in this case.
The case l = 1
We now recall the result of Leclerc and Thibon mentioned above. To this aim, we introduce the horizontal ribbon strips.
Definition 3.18 ([LT2] , §4.1) Let θ be a skew diagram. Denote by θ↓ the horizontal strip made of the bottom nodes of the columns of θ. We say that θ is a horizontal N -ribbon strip of weight k if it can be tiled by k ribbons of length N whose origins lie in θ↓. One can check that if such a tiling exists, it is unique. In this case, the spin of θ, denoted by spin(θ), is the sum of the heights of the ribbons in the tiling of θ. ⋄
Still following [LT2]
, we define operators of Λ s as follows. Let λ, µ ∈ Π and N , m ∈ N * . If λ ⊂ µ and µ \ λ is a horizontal N -ribbon strip of weight m, put L
Before stating the result of Leclerc and Thibon, let us give some extra notation. Let λ ∈ Π. Recall the notation B λ and B −λ from (31), and define in a similar way U λ , V λ ∈ End(Λ s ). Let {h λ | λ ∈ Π} denote the set of complete symmetric functions and {p λ | λ ∈ Π} denote the set of power sums [Mac] . Either set is a basis of the space of symmetric functions. Let (α λ,µ ) λ,µ∈Π denote the transition matrix between both bases, namely the matrix defined by
The entries α λ,µ can be computed recursively, e.g. using Newton formula (see [Mac, (2.11) ]): 
Example 3.20 Take l = 1, n = 2, k = −2 and s ∈ Z. By Theorem 3.19 and (35), we have
as one can check using the straightening relations. ⋄
The dominant case
We shall now see that by a result of [U] (see Theorem 3.22), it is possible to compute the action of B m (m ∈ Z * ) on certain vectors of the standard basis of Λ s by reducing to the case l = 1. In this case, we can apply subsequently Theorem 3.19 and therefore avoid using the straightening relations. Before stating Theorem 3.22, let us introduce the following definition and notation.
Definition 3.21 ([U])
Let M ∈ N * , λ l ∈ Π l and s l = (s 1 , . . . , s l ) ∈ Z l . We say that the pair (λ l , s l ) is M -dominant if for all 1 ≤ i ≤ l − 1, we have 1] denotes the space of q-wedge products of charge s in which we take l = 1. If x is an operator of Λ s [n, 1] that acts on the standard basis by
in other words, x[b] acts as x on the b-th component and trivially on the other components. 
Example 3.23 Take n = 2, l = 2, m = −2, λ l = ∅ l and s l = (2, −2). By Theorem 3.22 and Example 3.20, we have (1, 1, 1, 1) ), s l , as one can check using the straightening relations. ⋄
Action of
Let λ = (λ 1 , . . . , λ r ) ∈ Π and s l ∈ Z l (s). Recall that we put B −λ := B −λ 1 · · · B −λr ∈ H. We derive here a method for computing B −λ .|∅ l , s l without using the straightening relations.
We proceed in four steps. The first two steps use some results that we prove in this section.
1. We find t l ∈Ẇ l .s l such that t l is n|λ|-dominant; see Lemma 3.24.
2. We findu ∈ U ′ p ( sl l ) (more precisely,u is a monomial in the Chevalley generators of
3. We claim that we can compute B −λ .|∅ l , t l by repeated applications of Theorem 3.22. Assume that r = 2, i.e. λ = (λ 1 , λ 2 ) has only 2 parts (the general case follows by induction on r). By Theorem 3.22, B −λ 1 .|∅ l , t l is a linear combination of vectors of the form |µ l , t l with µ l ∈ Π l . Let µ l ∈ Π l be such that |µ l , t l appears in this linear combination. Put w := wt(|∅ l , t l ). Since B −λ 1 .Λ s w ⊂ Λ s w − λ 1 δ , Equation (9) implies that |µ l | = nλ 1 , so (µ l , t l ) is nλ 2 -dominant. We can therefore apply Theorem 3.22 to compute B −λ 2 .|µ l , t l , which proves the claim.
Since the actions of U
. Finally, we compute the action ofu on B −λ .|∅ l , t l by using the indexation of the standard basis of Λ s by n-multi-partitions.
We now state and prove Lemma 3.24 and Proposition 3.26. We give an example of application at the end of this section.
Lemma 3.24 Let s l ∈ Z l (s) and M ∈ N * . Then there exists an nM -dominant multi-charge t l that isẆ l -conjugated to s l .
from Definition 2.8. In a similar way, one defines for 0 ≤ i ≤ l − 1 and λ n ∈ Π n an n-multi-partitionσ i (λ n ).
Lemma 3.25 Let r l ∈ A l,n (s). Let r n be the unique multi-charge in A n,l (s) such that
Then for all 1 ≤ j ≤ r,ẇt |λ
• , and we have
Proof.
We proceed by induction on r. If r = 0, the equality |λ
n , r n • = |∅ l ,σ.r l is obvious and (11) in Prop. 2.1 shows that for all
n , r n • and i := i r . By induction, we have u = |∅ l , t l . We must show that x = y andẇ +α i is not a weight of F p [r n ] • . We claim that x and y lie in F p [r n ] • σ i .ẇ . The claim for y follows by the definition of
• . Now we show easily thatẇt(x) =σ i .ẇt(u) =ẇt(y), whence the claim for x. Putẇ ∅ :=ẇt |∅ n , r n • . By (11), the weight subspace
As a consequence, x and y are vectors of the standard basis of a one-dimensional subspace of Λ s , whence x = y. Let us now show thatẇ +α i is not a weight of F p [r n ] • . Puṫ
By (10), we have (ẇt(x),α i ) = s i − s i+1 , where we put s 0 := s l + n if i = 0. We thus haveφ i −ε i = s i − s i+1 . Since ℓ(σ) = ℓ(τ ) + 1, a classical result about Coxeter groups (see e.g. [D, Lemma 2.1 (iii) ]) shows that s i+1 > s i (even if i = 0). As a consequence,
The following result is a refinement of [U, Cor. 4.9] .
Proposition 3.26 Let r l ∈ A l,n (s) and s l = (s 1 , . . . , s l ) ∈Ẇ l .r l . Then there exist integers k 1 , . . . , k r ∈ N, i 1 , . . . , i r ∈ [[0; l − 1]] (which can be explicitly calculated) such that
Proof. Letσ ∈Ẇ l be the element of minimal length such that s l = (s 1 , . . . , s l ) =σ.r l . We argue by induction on the length r ofσ. If r = 0, we have s l = r l and there is nothing to prove. Assume now that r > 0. We compute a reduced expressioṅ σ :=σ ir · · ·σ i 1 ofσ as follows. Since r > 0, we have s l / ∈ A l,n (s), so by (14) there exists i r ∈ [[0; l − 1]] such that s ir < s ir+1 (here we put, as usual, s 0 := n + s l ). Letτ :=σ irσ . By [D, Lemma 2.1 (iii) ], we have ℓ(τ ) < ℓ(σ). By induction we get a reduced expressionτ =σ i r−1 · · ·σ i 1 ofτ , soσ =σ ir · · ·σ i 1 is a reduced expression ofσ. Now let r n ∈ A n,l (s) be such that |∅ n , r n • = |∅ l , r l . By Lemma 3.25, we have |∅ l , s l = |σ ir . . .σ i 1 (∅ n ), r n • . Let
By Proposition 2.9, we have
and the proof of the other equality is similar.
Example 3.27 Take s = 0, n = 2, l = 3, λ = (1) and s l = (1, −1, 0). We apply the method derived in this section for computing B −λ .|∅ l , s l . Note that s l is not n|λ|-dominant, so we cannot directly apply Theorem 3.22. The computation is done in four steps.
1. Following the proof of Lemma 3.24, put t l := (3, 1, −4). Then t l is n|λ|-dominant anḋ W l -conjugated to s l .
2. As in the proof of Proposition 3.26, we computeu ∈ U ′ p ( sl l ) such that |∅ l , s l =u.|∅ l , t l . The element in A l,n (s) that isẆ l -conjugated to s l is r l := (1, 0, −1). The following array shows the computation of a reduced expression ofσ, whereσ ∈Ẇ l is the element of minimal length such that s l =σ.r l . Each line contains a multi-charge a l = (a 1 , . . . , a l ) and an integer i ∈ [[0; l − 1]] such that a i < a i+1 (if it exists). The multi-charge on the next line isσ i .a l .
(3, 1, −4) i = 0 (−2, 1,
We get s l =σ ir · · ·σ i 1 .r l with r = 5 and (i r , . . . , i 1 ) = (0, 1, 2, 0, 1). The element r n ∈ A n,l (s) such that |∅ l , r l = |∅ n , r n • is r n := (1, −1). We compute recursively the n-multi-partitions λ
The proof of Proposition 3.26 shows that for 1 ≤ j ≤ r, k j is the number of addable i j -nodes of
n is obtained from λ (j−1) n by adding these nodes. The computation of the integers k j (1 ≤ j ≤ r) is displayed in the following array. 1, 1) , (1) (1) 0ė (3) 2ė (3) 1ė (5) 0 .|∅ l , t l .
In the same way we get
2 .|∅ l , r l . As a consequence, we have |∅ l , s l =u.|∅ l , t l witḣ u =ḟ (1) 2ė (1) 1ė (1) 0ė (3) 2ė (3) 1ė (5) 0 .
3. By Theorem 3.22, we have
4. We only have to applyu to get
as one can check using the straightening relations. ⋄ 
End of the algorithm
Thus this lemma gives an algorithm for computing the involution of F q [s l ] w . Once this is known, the computation of the canonical bases can be performed in a classical way by solving unitriangular systems (see e.g. [L, Proof of Thm. 7.1] ).
Examples
In this section, we give some transition matrices of the canonical bases of some weight subspaces of higher-level Fock spaces. We first give, for k ∈ Z, the matrices
. These matrices should be read by columns, for example we have
Let N k denote the number of nonzero entries in ∆ k (q). Mark by a * the rows indexed by the multi-partitions in Π l (s
As a consequence, the corresponding columns give the expression (in the standard basis) of the vectors of the lower global crystal basis of the irre-
Using Uglov's algorithm, we were able to compute the matrices ∆ k (q) only for |k| ≤ 1, because otherwise the number of factors of the q-wedge products to be straightened was too large. With our algorithm we computed the matrices ∆ k (q) for |k| 20. The matrix ∆ 0 (q) was already published in [U] . Note that for a given k ≥ 1, the matrices ∆ k (q) and ∆ −k (q) are equal up to a permutation of the rows and the columns; if k ≥ 2, this is a special case of [Y2, Prop. 5.5] . Moreover, note that for all k ≥ 1 (case of the dominant multi-charges), the matrices ∆ k (q) are equal (up to a permutation of the rows and the columns). This property was observed and proved (for k ≥ 6) in [Y2, Thm 5.2] . This result supports in turn a conjecture for computing the q-decomposition matrices of some cyclotomic v-Schur algebras (see Section 1 and [Y1] ). In this conjecture, the assumption of dominance is necessary. Indeed, note that in our example we have N k = N 0 for k = 0, which shows that ∆ k (1) (k = 0) cannot be obtained from ∆ 0 (1) by a mere permutation of rows and columns. * The matrices ∆ k (q) for k ≤ −1 
4) * ∅, (3, 1) (4), ∅ (3, 1), ∅ ∅, (2, 2) * (2), (2) (1), (2, 1) (1, 1), (2) ∅, (2, 1, 1) (2), (1, 1) (2, 1), (1) (1, 1), (1, 1) ∅, (1, 1, 1, 1) (2, 2), ∅ (2, 1, 1), ∅ (1, 1, 1, 1), ∅ , N 0 = 86 * The matrices ∆ k (q) for k ≥ 1 
, ∅ * (3, 1), ∅ (2, 2), ∅ (2, 1, 1), ∅ * (2, 1), (1) (2), (2) (2), (1, 1) (1, 1, 1, 1), ∅ (1, 1), (2) (1, 1), (1, 1) (1), (2, 1) ∅, (4) ∅, (3, 1) ∅, (2, 2) ∅, (2, 1, 1) ∅, (1, 1, 1, 1) , N k = 87
We now give the matrix ∆(q) = ∆ + λ l ,µ l ; s l (q) λ l , µ l ∈Π l (s l ; w) for n = l = 2, s l = (0, 0) and w = wt(|∅ l , s l ) − (7α 0 + 4α 1 ). It would be very hard to compute it using Uglov's algorithm. Indeed, the partitions λ such that |λ, 0 ∈ F q [s l ] w all satisfy |λ| = 25, so applying Uglov's algorithm requires the straightening of q-wedge products with at least 25 factors. Moreover, since dim(F q [s l ] w ) = 28, the matrix ∆(q) here is too large to be displayed on a single page. We thus write it as ∆(q) = ∆ (1,1) (q) 0 ∆ (2,1) (q) ∆ (2,2) (q) ,
where ∆ (1,1) (q), ∆ (2,1) (q) and ∆ (2,2) (q) are (14 × 14)-matrices. 
