In this paper we present relevant results for the texturing of 3D urban facade models by exploiting the fusion of terrestrial multi-source data acquired by a Mobile Mapping System (MMS) and image inpainting. Current 3D urban facade models are often textured by using images that contain parts of urban objects that belong to the street. These urban objects represent in this case occlusions since they are located between the acquisition system and the facades. We show the potential use of georeferenced images and 3D point clouds that are acquired at street level by the MMS in generating occlusion-free facade textures. We describe a methodology for reconstructing quasi-real textures of facades that are highly occluded by wide frontal objects.
INTRODUCTION AND PROBLEM STATEMENT
Nowadays, we observe active developments of Mobile Mapping Systems equipped with direct georeferencing devices. These MMSs allow the acquisition of multi-source raw data at street level and provide novel perspectives for enhancing the quality of the terrestrial urban model at wide scale.
In the literature, some research has been conducted for the generation of facade models from terrestrial data. Notably, a classic facade representation is given by georeferenced quadrilaterals (e.g., [1] , [2] ). Here, our work deals with the generation of facade textures adapted at this frequent level of representation (planar models). More precisely, our interest is focused on the texturing of occluded facades since it constitutes a major challenge for producing complete virtual 3D facade models. This problem is particularly visible in the urban environment given the quantity, the density and the consistency of the street objects. Figure 1 (a) depicts a worm's-eye view that has been used in the occlusion-free texture computation. This image illustrates the problem complexity in case of direct facade texturing.
Indeed, the facade models often are textured by a mapping with frontal or oblique views of buildings (e.g., [3] ). However, these images can be strongly occluded as shown in Figure 1 (a). In order to automate the generation of occlusionfree facade texture we must first address the following questions: How can we detect facade occlusions in street images? How can we identify occluded facade image regions and reconstruct a complete occlusion-free texture? (result shown in Figure 1(b) ). In the next section, we propose a methodology for answering parts of these open questions.
PROPOSED APPROACH AND RESULTS
(a) Mobile Mapping System equipped with data positioning instruments and embedded acquisition devices used at street level in on-drive mode.
(b) 2D laser range sensor (two cylinders) and omnidirectional optical cameras (octagonal black box) are activated here. The proposed methodology employs data fusion and is in part inspired by [4] . Here, georeferenced terrestrial laser data have been acquired by a MMS in conjunction with a set of calibrated and georeferenced multi-view facade images (see Figure 2 ). The key idea is to exploit the set of optical images acquired by the MMS in order to produce image transfer that is not affected by occluding objects. Since the view point of the MMS will change due to vehicle motion, one can hope that the occluded parts of a given facade in a set of images will be visible in another set. Inpainting techniques can be applied from the set of images for filling the texture in persistent occluded regions, e.g., non-visible facade regions. 
Detecting Occuding Objets of Urban Street Facades
The occluding objects that are observed in the images of facades can be detected in the laser data at facade level. This is achieved by identifying that the laser beam is intersected by intermediary occluding objects (e.g. vegetation, street lights) located between the point of acquisition and the previously estimated facade planes. As noted in Section 1, the facade planes are estimated using the method described in [2] . The missing facade laser parts can be qualified as laser shadows and this effect is strongly visible in case of occluding trees since they clearly cause elliptic holes in the facade point cloud (see Figure 3(a) ).
Since the facade plane can be estimated as mentioned earlier, the set of 3D points located in a neighbourhood defined by the facade plane and the vehicle trajectory is retained. In certain cases, the retained set of points could also contain points of the ground according to the sensor orientation. The points of ground can be detected and removed by examining their altitude since the bottom delimitation of the facade is assumed to be known. Also, accumulation maps such as described in [2] can be used to identify the presence of the occluding objects. Here, the sensor has been specifically oriented in order to avoid the acquisition of ground points. If the quantity of retained points in the predefined neighbourhood is sufficiently high, then the points are extracted and labelled as occluding points. A result of the occluding point extraction is shown in Figure 3 (b). The next task is to detect the occluding objects in the set of optical images. A set of facade images has been associated to each facade according to a visibility criterion based on the size of the image intersection with the projected 3D facade quadrilaterals (which are georeferenced). The detected 3D points that occlude the facade are projected onto the respective set of facade images that have been matched to the facade plane (zoom samples shown Figures 4(a) and 4(b) ). We recall that the acquired images are calibrated and all image and laser data are georeferenced. The 3D points are used to generate binary images (masks) with a size identical to the original acquired images (1920 × 1080). For each of these associated binary images (scattered single points) we apply the morphological operations described below. 
Generating Masks Hiding the Occluding Objects

Amplifying Covering of Occlusions and Filling Gaps
A morphological dilation is applied onto each projected point in the binary images. The dilation of the binary image B by the structuring element (i.e., kernel) K d can be defined by (1):
where dilation of B by K d can then be understood as the set of points x covered by K d when the center of K d (noted K dx ) moves inside objects of B.
Here, K d is a large circular Kernel (radius of 50 pixels) that operates onto the totality of the binary image-scattered single points.
Adjusting the Masks to the Occlusion Size
A morphological erosion is then applied to the dilated images with a small circular Kernel in order to reduce the amplified size of the masks at the contours. The eroding of the binary image B by the structuring element (i.e., kernel) K e can be defined by (2):
where the erosion of B by K e can then be understood as the locus of points reached by the center x of K e (noted K ex ) when K e moves inside B. Here, K e is a small disk (radius of 20 pixels) that operates onto the totality of the previous dilated binary image.
Two examples of the resulting binary masks are shown in Figures 4(c) and 4(d).
Reducing the Edge Effect Caused by the Kernel Patterns
Finally, a smoothing is applied to the contours of the masks in order to reduce the artificial visual effect caused by the accumulation of circular Kernel patterns. In this way, the rendering of a mosaicing with facade images by subtracting the masks, i.e. reconstructed textures will be not overly affected at the multiple recovered junctions (see results in Figures 5(a)  and 5(b) ). The benefit of applying this post-processing step can be seen in Figure 1(b) . Here although the boundaries due to the mask are visible, their appearance is not affected by the kernel's shape.
Then, ortho-image of facade images (with masks) are generated. Finally, a raw mosaicing is achieved by overlapping all the processed facade images excluding the masked regions due to occluding objects ( Figure 6) 1 
Enhancing Rendering of the Reconstructed Texture
As it can be seen in Figure 6 it happens that the recovered texture is incomplete in cases of strong occlusion. In this section, we describe the steps we apply to improve the rendering of this reconstructed texture in order to generate a texture more suitable for visualization. In particular, our interest is essentially focused on remaining occluded texture regions.
Resynthesizing Major Remaining Occluded Parts
Inpainting techniques can be semi-manually employed in order to process a subset of textures in cases of extreme occlusion. In particular, techniques such as resynthesizing can be directly applied for the removal of external objects in critical parts of the reconstructed facade texture. Here, we have used GIMP 2 (GNU Image Manipulation Program) with the Resynthesizer 3 (plug-in developed as a part of [6] ). This operation requires delineating targeted regions and filling them by using a powerful transfer method based on the remaining surrounding texture. This practical method is a variant of the best-fit methods described in [7] and [8] . Results of resynthesizing are illustrated in Figures 7(a) and 7(b) . of global adjustment of the color levels by applying an Automatic White Balance (AWB) functionality of GIMP onto the Figure 8(a) . Facade true colors are recovered with success. This functionality can also be applied manually by picking master colors.
Adjusting Color Levels of the Resynthesized Texture
We point out the fact that these semi-manual stages represent minimal interventions and the texture finally produced is quasi-real. Furthermore, we have currently avoided rendering improvements based on the image blurring or image blending in real facade texture parts in spite of remaining imperfections. Indeed, our interest lies in the preservation of the radiometric richness for pixel intensities located in the recovered real facade texture regions (e.g., for image-based postcomputations or for zooming).
CONCLUSION AND FUTURE WORKS
Initially, the methodology fuses laser raw data and multi-view images and exploits fundamental image processing techniques for masking facade occlusions. Although a raw mosaicing is applied, we observe in Figure 1(b) that the employed technique is able to substantially extend the conventional workflow of occluded texturing (e.g., [3] ). The obtained results have been produced from a real set of multi-source urban street data. Furthermore, complex facade textures automatically generated by computer vision techniques are then semimanually inpainted by using some computer graphics techniques. The aesthetic quality of the produced final textures is enhanced for the facade visualization in case of strong occlusions or missing facade regions. Future work will be to improve the mask geometry (occlusion covering) and the texture radiometry (local equalization of the mask images) as well as to optimize the number of images employed in the mosaicing method. Also we intend to apply standard mosaicing algorithms (e.g., [9] ) to improve the inter-patch alignment and hence the overall photo-realism of the output. Other investigations can also be led towards automating stages for texture inpainting.
