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COMPACT OPERATORS ON VECTOR–VALUED BERGMAN SPACE
VIA THE BEREZIN TRANSFORM
ROBERT S. RAHM†
Abstract. In this paper, we characterise compactness of finite sums of finite products of
Toeplitz operators acting on the Cd-valued weighted Bergman Space, denoted Apα(B
n,Cd).
The main result shows that a finite sum of finite product of Toeplitz operators acting on
Apα(B
n,Cd) is compact if and only if its Berezin transform vanishes on the boundary of the
ball.
1. Introduction and Statement of Main Results
1.1. Definition of the Spaces Lpα(B
n;Cd) and Apα(B
n;Cd). Let Bn denote the open unit
ball in Cn. For d ∈ N, a function, f , defined on Bn and taking values in Cd (that is, f is
vector-valued) is said to be measurable if z 7→ 〈f(z), e〉
Cd
is measurable for every e ∈ Cd.
Since Cd is finite dimensional, this is the same as requiring that f be measurable in each
coordinate. For a vector, v ∈ Cd, let ‖v‖2 denote the usual euclidean norm on C
d. That is
‖v‖22 := 〈v, v〉Cd, where, of course, 〈, 〉Cd is the standard inner product on C
d. For α > −1,
let
dvα(z) := cα(1− |z|
2)αdV (z)
where dV is volume measure on Bn and cα is a constant such that
∫
Bn
dvα(z) = 1. Define
L2α(B
n;Cd) to be the set of all measurable functions on Bn taking values in Cd such that
‖f‖2L2α(Bn;Cd) :=
∫
Bn
〈f(z), f(z)〉
Cd
dvα(z) =
∫
Bn
‖f(z)‖22 dvα(z) <∞.
It should be noted that L2α(B
n;Cd) is a Hilbert Space with inner product:
〈f, g〉L2α(Bn;Cd) :=
∫
Bn
〈f(z), g(z)〉
Cd
dvα(z).
It is obvious that this is an inner product and that ‖f‖2L2α(Bn;Cd) = 〈f, f〉L2α(Bn;Cd).
Similarly, a function f : Bn → Cd is said to be holomorphic if z 7→ 〈f(z), e〉
Cd
is a
holomorphic function for every e ∈ Cd. (Similarly, this is the same as requiring that f be
holomorphic in each coordinate.) Define A2α(B
n;Cd) to be the set of holomorhic functions
on Bn that are also in L2α(B
n;Cd). Additionally, define L(A2α(B
n;Cd)) be the set of bounded
linear operators from A2α(B
n;Cd) to A2α(B
n;Cd).
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1.2. Background for the Scalar–Valued Case. For the moment, let d = 1. Recall the
reproducing kernel:
K(α)z (w) = K
(α)(z, w) :=
1
(1− zw)n+1+α
.
That is, if f ∈ A2α(B
n;C) there holds:
f(z) = 〈f,Kz〉A2α(Bn;C) =
∫
Bn
f(w)
(1− zw)n+1+α
dvα(w).
Recall also the normalized reproducing kernels, k
(2,α)
z , normalized so that
∥∥∥k(2,α)z ∥∥∥
L2α(B
n;C)
= 1.
A simple calculation shows:
k(2,α)z (w) = k
(2,α)(z, w) :=
∥∥K(α)z ∥∥−1L2α(Bn;C)K(α)z (w) = (1− |z|2)
n+1+α
2
(1− zw)n+1+α
.
The reproducing kernels allow us to explicitly write the orthogonal projection, Pα, from
Lα2 (B
n;C) to A2α(B
n;C):
(Pαf)(z) =
〈
f,K(α)z
〉
L2α(B
n;C)
.
Let ϕ ∈ L∞(Bn). The Toeplitz operator with symbol ϕ is defined to be:
Tϕ := PαMϕ,
where Mϕ is the multiplication operator. So there holds: (Tϕf)(z) =
〈
ϕf,K
(α)
z
〉
L2α(B
n;C)
.
Recall that the Berezin Transform of T , denoted T˜ , is a function on Bn defined by the
formula: T˜ (λ) =
〈
Tk
(2,α)
λ , k
(2,α)
λ
〉
A2α(B
n;C)
.
1.3. Generalization to Vector–Valued Case. Now, we consider d ∈ N and d > 1. The
preceding discussion can be carried over with only a few modifications. First, the reproducing
kernels remain the same, but the function f is now Cd–valued and the integrals must be
interpreted as a vector–valued integrals (that is, integrate in each coordinate). To make this
more precise, if f is a Cd-valued function on Bn, and {ek}
d
k=1 is the standard orthonormal
basis for Cd, define: ∫
Bn
f(z)dvα(z) :=
d∑
k=1
∫
Bn
〈f(z), ek〉Cd dvα(z)ek.
Let L∞Md denote the set of d×d matrix–valued functions such that the function z 7→ ‖ϕ(z)‖
is an L∞ function. Note that it is not particularly important which matrix norm is used
– since Cd is finite dimensional all norms are equivalent. The second change is that our
symbols are now matrix–valued functions in L∞
Md
.
Define the Toeplitz algebra, denoted by Tp,α, to be the SOT closure of finite sums of finite
products of Toeplitz operators with L∞Md symbols.
Finally, we change the way that we define the Berezin transform of an operator. The
Berezin transform will be a matrix–valued function, acting on Cd, given by the following
relation (see also [1]):
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〈
T˜ (z)e, h
〉
Cd
= 〈T (kze), kzh〉A2α (1.1)
for e, h ∈ Cd.
We are now ready to state the main theorem of the paper, but first we need to introduce
an auxiliary operator.
Definition 1.1. Let Uz be defined by: (Uzf) = (f ◦ ϕz)k
(2,α)
z . That is,
(Uzf)(w) = (f ◦ ϕz)(w)k
(2,α)
z (w).
Definition 1.2. For T ∈ L(Lpα) set Tz = UzTUz.
Theorem 1.3. Let T be an operator in L(A2α) which can be written as
T =
m∑
j=1
mj∏
k=1
Tuj,k ,
where uj,k ∈ L
∞
Md . Then the following are equivalent:
(1) T is compact;
(2)
〈
T˜ (z)e, h
〉
Cd
→ 0 as z → ∂Bn e, h ∈ Cd with ‖e‖2 = ‖h‖2 = 1;
(3) Tze→ 0 weakly as z → ∂B
n, where e ∈ Cd;
(4) ‖Tze‖Lpα → 0 as z → ∂B
n for any p > 1.
Our main interest is the equivalence between (1) and (2) above, but it is easier to prove
their equivalence by proving that all four statements in Theorem 1.3 are equivilant.
1.4. Discussion of the Theorem. By now, there are many results that relate the com-
pactness of an operator to its Berezin transform. For example, if T ∈ L(A20(B;C)) can be
written as a finite sum of finite products of Toeplitz operators, Axler and Zheng prove in [2]
that T is compact if and only if its Berezin transform vanishes on the boundary of B. (Recall
that (A20(B;C)) is the standard unwieghted Bergman space on the unit ball in C). This was
improved independently by Raimondo who extended the result to the spaces A20(B
n;C) in
[11] and Engliˇs who extended the results in great generality to Bergman spaces on bounded
symmetric domains in [4].
There are also several results along these lines for more general operators than those that
can be written as finite sums of finite products of Toeplitz operators. In [5] Engliˇs proves
that any compact operator is in the operator–norm topology closure of the set of finite sums
of finite products of Toeplitz operators (this is called the Toeplitz algebra.) In [13], Sua´rez
proves that an operator, T , in L(Ap0(B
n;C)) is compact if and only if it is in the Toeplitz
algebra and its Berezin transform vanishes on ∂Bn. This was extended to the weighted
Bergman spaces (Apα(B
n;C)) in [7] By Sua´rez, Mitkovski, and Wick. Mitkovski and Wick
achieve similar results for Bergman spaces on the polydisc in [8] and they extend these results
to bounded symmetric domains in [9].
It is interesting to note that the hypothesis that T is a finite sum of finite products of
Toeplitz operators is used only in Lemma 3.4 to obtain an easy estimate. (This is also true
for proofs of several of the results mentioned above. See, for example, the proofs in [2] and
[11].) In particular, it is shown that:
sup
‖e‖2=1
sup
z∈Bn
‖Tze‖Apα <∞. (1.2)
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Therefore, instead of requiring that T be a finite sum of finite products of Toeplitz operators,
we can require that T satisfy (1.2). Specifically, as a corollary of the proof of Theorem 1.3,
the following holds:
Corollary 1.4. Let T be an operator in L(A2α) that satisfies (1.2). Then the following are
equivalent:
(1) T is compact;
(2)
〈
T˜ (z)e, h
〉
Cd
→ 0 as z → ∂Bn e, h ∈ Cd with ‖e‖2 = ‖h‖2 = 1;
(3) Tze→ 0 weakly as z → ∂B
n, where e ∈ Cd;
(4) ‖Tze‖Lpα → 0 as z → ∂B
n for any p > 1.
This is not a new observation. Indeed, in [6], the authors prove a similar result.
2. Preliminaries
We first fix notation that will last for the rest of the paper. The vectors {ei}, etc. will
denote the standard orthonormal basis vectors in Cd. The letter e will always denote a unit
vector in Cd. For vectors in Cd, ‖·‖p will denote the l
p norm on Cd. If M is a d× d matrix,
‖M‖ will denote any convenient matrix norm. Since all norms of matrices are equivalent
in finite dimensions, the exact norm used does not matter for quantitative considerations.
Additionally, M(i,j) will denote the (i, j) entry of M . Finally, to lighten notation, fix an
integer d > 1, an integer n ≥ 1 and a real α > −1. Because of this, we will usually suppress
these constants in our notation. For example, the reproducing kernels will be written as Kz
instead of K
(α)
z and k
(2,α)
z is simply kz. Furthermore, we will write L
2
α and A
2
α instead of
L2α(B
n;Cd) and A2α(B
n;Cd). (We keep the α in the notation for the spaces because this is
customary).
2.1. Well-Known Results and Extensions to the Present Case. We will discuss sev-
eral well-known results about the standard Bergman Spaces, Apα(B
n;C) and state and prove
their generalizations to the present vector-valued Bergman Spaces, Apα.
Let ϕz be the automorphisms of the ball that interchange z and 0. The automorphisms
are used to define the following metrics:
ρ(z, w) := |ϕz(w)| and β(z, w) :=
1
2
log
1 + ρ(z, w)
1− ρ(z, w)
.
These metrics are invariant under the maps ϕz. Let D(z, r) be the ball in the β metric
centered at z with raduis r. Recall the following identity:
1− |ϕz(w)|
2 =
(1− |z|2)(1− |w|2)
|1− zw|2
The following change of variables formula is in [16, Prop 1.13]:∫
Bn
f(w)dvα(w) =
∫
Bn
(f ◦ ϕz)(w) |kz(w)|
2 dvα(w). (2.1)
Straight-forward computations reveal:
kz(ϕz(w))kz(w) ≡ 1. (2.2)
The following propositions appear in [16].
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Proposition 2.1. If a ∈ Bn and z ∈ D(a, r), there exists a constant depending only on r
such that 1− |a|2 ≃ 1− |z|2 ≃ |1− 〈a, z〉|.
Proposition 2.2. Suppose r > 0, p > 0, and α > −1. Then there exists a positive constant
that depends only on α and r such that
|f(λ)|p .
1
(1− |λ|2)n+1+α
∫
D(λ,r)
|f(w)|p dvα(w)
for all holomorphic f : Bn → C and all λ ∈ Bn.
The following vector-valued analogue will be used:
Proposition 2.3. Suppose r > 0, p ≥ 1, and α > −1. Then there exists a positive constant
that depends only on α, r, and d such that
sup
z∈D(λ,r)
‖f(z)‖pp .
1
(1− |λ|2)n+1+α
∫
D(λ,2r)
‖f(w)‖pp dvα(w)
for all holomorphic f : Bn → Cd and all λ ∈ Bn
Proof. Let q be conjugate exponent to p. Then
sup
z∈D(λ,r)
‖f(z)‖pp = sup
z∈D(λ,r)
sup
‖e‖q=1
|〈e, f(z)〉
Cd
|p .
By definition, 〈e, f(z)〉Cd is holomorphic for all e ∈ C
d. By Proposition 2.2 and Proposition
2.1, for e ∈ Cd and z ∈ D(λ, r) there holds:
|〈e, f(z)〉Cd|
p .
1
(1− |z|2)n+1+α
∫
D(z,r)
|〈e, f(w)〉Cd|
pdvα(w)
.
1
(1− |z|2)n+1+α
∫
D(z,r)
‖f(w)‖ppdvα(w)
≃
1
(1− |λ|2)n+1+α
∫
D(z,r)
‖f(w)‖ppdvα(w)
≤
C
(1− |λ|2)n+1+α
∫
D(λ,2r)
‖f(w)‖ppdvα(w).
Which completes the proof. 
The next lemma is in [16]:
Lemma 2.4. For z ∈ Bn, s real and t > −1, let
Fs,t(z) :=
∫
Bn
(1− |w|2)t
|1− wz|s
dv(w).
Then Fs,t is bounded if s < n+1+t and grows as (1−|z|
2)n+1+t−s when |z| → 1 if s > n+1+t.
The next lemma is the version of Schur’s Test that we will use. Note that it is essentially
the same as the “usual” Schur’s Test. The proof is omitted.
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Lemma 2.5. Suppose (X, µ) is a measure space, 1 < p <∞, and q conjugate exponent to p.
Let T be an integral operator with (matrix-valued) kernel M(x, y) and let f be vector–valued.
That is,
(Tf)(x) =
∫
X
M(x, y)f(y)dµ(y).
If there is a C1 and a C2 and a positive function h such that the following is true:∫
X
‖M(x, y)‖h(y)qdµ(y) ≤ C1h(x)
q
for almost every x ∈ X, and∫
X
‖M(x, y)‖h(x)pdµ(x) ≤ C2h(y)
p
for almost every y ∈ X then T : Lp(X, µ) → Lp(X, µ) is bounded with norm at most
C
1/q
1 C
1/p
2 .
There is also a vector–valued test to determine an operator’s membership in the Hilbert-
Schmidt Class.
Definition 2.6. The matrix–valued function, M(z, w), is in L2(Bn × Bn, dvα × dvα) if
‖M‖2L2(Bn×Bn,dvα×dvα) :=
∫
Bn
∫
Bn
‖M(z, w)‖2 dvα(w)dvα(z) <∞.
Lemma 2.7 (Vector–Valued Hilbert Schmidt Test). A linear operator T ∈ L(L2α) is Hilbert-
Schmidt if there is a matrix-valued function M in L2(Bn × Bn, dvα × dvα) such that
(Tf)(z) =
∫
Bn
M(z, w)f(w)dvα(w).
Proof. LetM∗(z, w) be the adjoint of the matrixM(z, w). Let {ϕn} be an orthonormal basis
for L2α, let e ∈ C
d with ‖e‖2 = 1 and let Mz(w) = M(z, w). Then there holds:
‖M∗z e‖
2
L2α
=
+∞∑
n=1
∣∣∣〈M∗z e, ϕn〉A2α∣∣∣2
=
+∞∑
n=1
∣∣∣∣∫
Bn
〈M∗z (w)e, ϕn(w)〉Cd dvα(w)
∣∣∣∣2
=
+∞∑
n=1
∣∣∣∣∫
Bn
〈e,Mz(w)ϕn(w)〉Cd dvα(w)
∣∣∣∣2
=
+∞∑
n=1
∣∣∣∣〈e, ∫
Bn
Mz(w)ϕn(w)dvα(w)
〉
Cd
∣∣∣∣2
=
+∞∑
n=1
|〈e, (Tϕn)(z)〉Cd |
2 .
Using this computation, there holds:
+∞∑
n=1
‖Tϕn‖
2
L2α
=
+∞∑
n=1
∫
Bn
‖(Tϕn)(z)‖
2
2dvα(z)
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=
d∑
i=1
∫
Bn
+∞∑
n=1
|〈ei, (Tϕn)(z)〉Cd |
2 dvα(z)
=
d∑
i=1
∫
Bn
‖M∗z ei‖
2
L2α
dvα(z)
=
d∑
i=1
∫
Bn
∫
Bn
‖M∗(z, w)ei‖
2
2dvα(w)dvα(z)
≤
d∑
i=1
∫
Bn
∫
Bn
‖M(z, w)‖2dvα(w)dvα(z)
= d <∞.
Therefore, T is a Hilbert-Schmidt Operator. 
Lemma 2.8. For any z ∈ Bn, the operator Uz is self-adjoint, idempotent, and isometric on
A2α.
Proof. We first show idempotency: For f ∈ A2α,
U2z f = Uz(Uzf)
= ((Uzf) ◦ ϕz)(kz)
= ((f ◦ ϕz)(kz ◦ ϕz)(kz)
= (f ◦ ϕz ◦ ϕz)(kz ◦ ϕz)(kz) (2.3)
= f1
= f.
The equality in (2.3) follows from (2.2). Next we show isometry:
‖Uzf‖
2
A2α
=
∫
Bn
‖(Uzf)(w)‖
2
Cd
dvα(w)
=
∫
Bn
d∑
k=1
|〈(Uzf)(w), ek〉Cd|
2 dvα(w)
=
d∑
k=1
∫
Bn
|〈(f ◦ ϕz)(w)kz(w), ek〉Cd|
2 dvα(w)
=
d∑
k=1
∫
Bn
|〈((f ◦ ϕz)(w), ek〉Cd|
2 |kz(w)|
2 dvα(w)
=
d∑
k=1
∫
Bn
|〈f(w), ek〉Cd |
2 dvα(w) (2.4)
= ‖f‖2A2α,
where (2.4) is due to the change of variables formula (2.1). To show that Uz is self-adjoint,
we note the two previous conditions imply that:
〈Uzf, g〉A2α = 〈(UzUz)f, Uzg〉A2α = 〈f, Uzg〉A2α .
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
3. Basic Lemmas
We begin by investigating the relationship between the Berezin Transform and the maps
ϕz.
Lemma 3.1. If T ∈ L(L2α) and z ∈ B
n, then T˜ ◦ ϕz = T˜z.
Proof. Suppose that T ∈ L(L2α) and z, w ∈ C
n, then there holds
Uz(Kwe) = (kz(w))(K
(α)
ϕ(w))e.
Indeed, if f is in L2α then there holds, for ‖e‖ ∈ C
d:
〈f, Uz(Kwe)〉A2α = 〈Uzf,Kwe〉A2α
= 〈(Uzf)(w), e〉Cd
= 〈(f ◦ ϕz)(w)× kz(w), e〉Cd
=
〈
(f ◦ ϕz)(w), kz(w)e
〉
Cd
=
〈
f, kz(w)Kϕz(w)e
〉
A2α
,
which implies the claim. By writing this equality as:
Uz(Kwe) =
∥∥Kϕz(w)∥∥A2α ∥∥Kϕz(w)∥∥−1A2α (UzKwe)
=
∥∥Kϕz(w)∥∥A2α kz(w)(∥∥Kϕz(w)∥∥−1A2α Kϕz(w)) e.
It follows that
Uz(Kwe) =
(
‖Kw‖
−1
A2α
∥∥Kϕz(w)∥∥A2α Kz(w)) (kϕz(w)) e. (3.1)
Since Uz is an isometry, the A
2
α norm of Kw = ‖Kw‖A2α kw is equal to the A
2
α norm of the
extreme right side of of (3.1). Computing this norm and using the fact that 〈kwe, kwe〉A2α =〈
kϕz(w)e, kϕz(w)e
〉
A2α
= 1, gives:
‖Kw‖
−1
A2α
∥∥Kϕz(w)∥∥A2α ∣∣∣Kz(w)∣∣∣ = ‖Kw‖A2α .
Therefore there holds:
‖Kw‖
−1
A2α
∥∥Kϕz(w)∥∥A2α ∣∣∣kz(w)∣∣∣ = 1. (3.2)
We use this fact to make the following computation, for ‖e1‖2 = ‖e2‖2 = 1:〈
T˜ ◦ ϕz(w)e1, e2
〉
Cd
=
〈
T˜ (ϕz(w))e1, e2
〉
Cd
=
〈
T (kϕz(w)e1), kϕz(w)e2
〉
A2α
=
(
‖Kw‖
−1
A2α
∥∥Kϕz(w)∥∥A2α |Kz(w)|)−2 〈TUz(Kwe1), Uz(Kwe2)〉A2α
=
(
‖Kw‖
−2
A2α
∥∥Kϕz(w)∥∥A2α |Kw(z)|)−2 〈TUz(kwe1), Uz(kwe2)〉A2α
=
(
‖Kw‖
−1
A2α
∥∥Kϕz(w)∥∥A2α |kw(z)|)−2 〈TUz(kwe1), Uz(kwe2)〉A2α
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= 〈TUz(kwe1), Uz(kwe2)〉A2α (3.3)
= 〈UzTUz(kwe1), kwe2〉A2α
= 〈Tz(kwe1), kwe2〉A2α
=
〈
T˜ze1, e2
〉
Cd
.
In the equality in (3.3) we used (3.2). This shows that T˜ ◦ ϕz = T˜z as maps on C
d. 
Lemma 3.2. For every u ∈ L∞Md and for every z ∈ B
n, there holds:
UzTuUz = Tu◦ϕz
.
Proof. Since Uz is idempotent, it is enough to prove that TuUz = UzTu◦ϕz . To this end, we
compute TuUz. Let f be in A
2
α and e ∈ C
d, then:
〈TuUzf, kwe〉A2α = 〈Tu ((f ◦ ϕz) kz) , kwe〉A2α
= 〈PMu ((f ◦ ϕz) kz) , kwe〉A2α
= 〈u (f ◦ ϕz) kz, kwe〉A2α
=
∫
Bn
〈u(η) (f ◦ ϕz) (η)kz(η), kw(η)e〉Cd dvα(η).
Now, we calculate UzTu◦ϕz . For e ∈ C
d:
〈UzTu◦ϕzf, kwe〉A2α = 〈Tu◦ϕzf, Uz (kwe)〉A2α
= 〈PMu◦ϕzf, Uz (kwe)〉A2α
= 〈(u ◦ ϕz) f, (kw ◦ ϕz) kze〉A2α
=
∫
Bn
〈(u ◦ ϕz) (η) f (η) , kz (η) (kw ◦ ϕz) (η) e〉Cd dvα (η) =: A.
Make the substitution η = ϕz (ξ). Then there holds, for e ∈ C
d, using Lemma 2.1, and
the fact that kz ◦ ϕz(ξ)kz(ξ) ≡ 1,
A =
∫
Bn
〈u(ξ)(f ◦ ϕz)(ξ), (kz ◦ ϕz)(ξ)kw(ξ)e〉Cd |kz(ξ)|
2 dvα(ξ)
=
∫
Bn
〈
u(ξ)(f ◦ ϕz)(ξ), (kz ◦ ϕz)(ξ)kz(ξ)kw(ξ)kz(ξ)e
〉
Cd
dvα(ξ)
=
∫
Bn
〈
u(ξ)(f ◦ ϕz)(ξ), kw(ξ)kz(ξ)e
〉
Cd
dvα(ξ)
=
∫
Bn
〈kz(ξ)u(ξ)(f ◦ ϕz)(ξ), kw(ξ)e〉Cd dvα(ξ).
This gives, 〈TuUzf, kwe〉A2α = 〈UzTu◦ϕzf, kwe〉A2α for every w ∈ B
n and e ∈ Cd. This completes
the proof. 
Before going on, we introduce a new operator on A2α: (URf)(w) = f(−w). Let
Jc,t(z) =
∫
Bn
(1− |w|)tdvα(w)
|1− zw|n+1+t+c
.
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By Lemma 2.4, for c < 0 and t > −1, the function Jc,t is bounded on B
n. We will state
a proposition that will be use in conjunction with Schur’s Test later on. The proof can be
easily deduced from the proof in [11] and is omitted.
Lemma 3.3. Given p ∈ R with 0 < p− 1 < (n+ 1)−1, and T ∈ L(A2α) and e ∈ C
d, then∫
Bn
‖URTUR(Kze)(w)‖2 ‖Kw‖
ǫ
A2α
dvα(w) ≤ ‖Kz‖
ǫ
A2α
(
sup
z∈Bn
‖T−ze‖Aqα
)
sup
z∈Bn
|Ja,b(z)|
1/p∫
Bn
‖URTUR(Kze)(w)‖2‖Kw‖
ǫ
A2α
dvα(z) ≤ ‖Kz‖
ǫ
A2α
(
sup
w∈Bn
‖T−we‖Aqα
)
sup
w∈Bn
|Ja,b(w)|
1/p
where: 2(p − 1)/p < ǫ < 2/(n + 1)2, a = (p − 1)(n + 1) − (n + 1)ǫp/2 and b = −(n +
1)ǫp/2 and p−1 + q−1 = 1. Moreover, the quantity,
sup
z∈Bn
|Ja,b(z)|
1/p
is finite.
Lemma 3.4. Let T be an operator in L(A2α) which can be written as T =
∑m
j=1Π
mj
k=1Tuj,k ,
where uj,k ∈ L
∞
Md . Then, for every 1 < p <∞, sup‖e‖2=1 supz∈Bn ‖Tze‖Apα <∞.
Proof. We can assume that T = Πmk=1Tuj . Using Lemma 3.2, we have that Tz = Π
m
k=1Tuj◦ϕz .
Since Pα is bounded from L
α
p → A
α
p , we have ‖Pαf‖Aαp . ‖f‖Lpα. Therefore, since ‖u◦ϕz‖∞ =
‖u‖∞, we have ‖Tu◦ϕzf‖L2α . ‖u‖∞‖f‖L2α. This implies that ‖Tze‖Lpα ≤ Π
m
k=1‖Tuk◦ϕze‖Lpα .
Πmk=1‖uk‖∞. Since the right hand side of this estimate is independent of z (the implied
constant depends only on p), we are done. 
4. The Main Theorem
For convenience, we remind the reader of the main theorem.
Theorem 4.1. Let T be an operator in L(A2α) which can be written as
T =
m∑
j=1
mj∏
k=1
Tuj,k ,
where uj,k ∈ L
∞
Md . Then the following are equivalent:
(1) T is compact;
(2)
〈
T˜ (z)e, h
〉
Cd
→ 0 as z → ∂Bn e, h ∈ Cd with ‖e‖2 = ‖h‖2 = 1;
(3) Tze→ 0 weakly as z → ∂B
n;
(4) ‖Tze‖Lpα → 0 as z → ∂B
n for any p > 1.
Proof. (1) =⇒ (2). First, suppose that T is compact. Observe that kze → 0 weakly in L
2
α
as z → ∂Bn. Indeed, if f ∈ L2α then∣∣∣〈f, kze〉A2α∣∣∣ ≤ d∑
k=1
∣∣∣〈e, ek〉Cd∣∣∣ ∣∣∣〈f, kzek〉A2α∣∣∣
which goes to zero as z → ∂Bn. (Here we used the fact that kz → 0 weakly as z → ∂B
n
in L2α(B
n;C)). Since T is compact, a well-known result about compact operators implies
that Tkze → 0 strongly, that is ‖Tkze‖A2α → 0 as z → ∂B
n. Then by the Cauchy-Schwarz
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inequality, there holds
∣∣∣∣〈T˜ (z)e, h〉
A2α
∣∣∣∣ = ∣∣∣〈Tkze, kzh〉A2α∣∣∣ ≤ ‖Tkze‖A2α → 0 as z → ∂Bn. This
gives (2). 
Proof. (2) =⇒ (3). If {fk} is a countable orthonormal basis for A
2
α(B
n;C) and {ei} is an
orthonormal basis for Cd, then {fkei}k,i is a countable orthonormal basis for A
2
α(B
n;Cd).
Let β = (β1, . . . , βn) be a multi-index and define pβ(λ) = λ
β = (λβ11 , . . . , λ
βn
n ). Since this
is an orthonormal basis for A2α(B
n;Cd) (up to a normalization constant which does not
matter to us) it is enough to show that 〈Tze, pβh〉A2α → 0 as z → B
n for every β ∈ Nn
and for every ‖h‖2 = 1. We begin by observing that
〈
T˜ (ϕz(λ))e, h
〉
Cd
=
〈
T˜z(λ)e, h
〉
Cd
=
〈Tz(kλe), kλh〉A2α . Expanding kλ in the orthonormal basis {pβ} we next observe that
kλ = (1− |λ|
2)(n+1+α)/2
∑
β∈Nn
(λβpβ)/γβ.
Combining these two observations, we deduce that〈
(T˜ ◦ ϕz)(λ)e, h
〉
Cd
= 〈Tz(kλe), kλh〉A2α
=
〈
(Tz)(1− |λ|
2)(n+1+α)/2
∑
β∈Nn
(λβpβe)/γβ,
∑
τ∈Nn
(λτplh)/γτ
〉
A2α
= (1− |λ|2)n+1+α
∑
β,τ∈Nn
〈
Tz
λβpβe
γβ
,
λτpτh
γτ
〉
A2α
= (1− |λ|2)n+1+α
∑
β,τ∈Nn
〈Tz(pβe), (pτh)〉A2α
γβγτ
λβλτ .
Now, we multiply both sides of this equation by pη(λ)
kλ(λ)
and integrate over rBn in the variable
λ:∫
rBn
〈
T˜ (ϕz(λ))
pη(λ)
kλ(λ)
e, h
〉
Cd
dvα(λ) =
∑
β,τ∈Nn
〈Tz(pβe), (pτh)〉A2α
γβγτ
∫
rBn
pη+β(λ)pτ (λ)dvα(λ).
Computing the integral on the right hand side, and re-writing the left hand side gives:∫
rBn
pη(λ)(kλ)
−1(λ)
〈
(T˜ ◦ ϕz)(λ)e, h
〉
Cd
dvα(λ) = r
2|η|+2
∑
β∈Nn
〈Tz(pβe), pη+βh〉A2α
γβ
r2|β|.
Now, since (2) holds, the left hand side goes to zero as z → ∂Bn for fixed 0 < r <∞. Divide
both sides by r2|η|+2. This means the right hand side becomes:
〈Tze, pηh〉Aα
2
γ0
+
∑
β∈Nn\0
〈Tz(pβe), pη+βh〉Aα
2
γβ
r2|β|.
Thus, we conclude that for fixed r ∈ (0, 1) we have
〈Tze, pηh〉Aα
2
γ0
+
∑
β∈Nn\0
〈Tz(pβe), pη+βh〉Aα
2
γβ
r2|β| → 0.
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as z → ∂Bn. Easy estimates also give:∣∣∣∣∣∣
∑
β∈Nn\0
〈Tz(pβe), pη+βh〉Aα
2
γβ
r2|β|
∣∣∣∣∣∣ ≤ ‖T‖
 n∑
|β|=1
r2|β| +
∑
|β|>n
r2|β|
 .
Observe two things. First, the quantity
〈Tze, pηh〉Aα
2
γ0
is independent of r, and second the quantity:
‖T‖L(Lpα)
 n∑
|β|=1
r2|β| +
∑
|β|>n
r2|β|

is the exact same quantity as in the proof the corresponding theorem in [11], where it is
proven that for r small enough, this quantity can be made smaller than ǫ and thus
lim sup
z→∂Bn
∣∣∣〈Tze, pηh〉A2α∣∣∣ < ǫ.
Since this is true for every ǫ we conclude that
∣∣∣〈Tze, pηh〉A2α∣∣∣ → 0 as z → ∂Bn. Since η and
h are arbitrary, our claim has been proven. 
Proof. (3) =⇒ (4) We need to show that if Tze→ 0 weakly as z → ∂B
n, then ‖Tze‖Lpα → 0
as z → ∂Bn for any 1 < p <∞. If r ∈ (0, 1), there holds:
‖Tze‖L2α =
∫
Bn\rBn
〈(Tze)(w), (Tze)(w)〉Cd dvα(w) +
∫
rBn
〈(Tze)(w), (Tze)(w)〉Cd dvα(w)
≤ ν(Bn \ rBn)1/2‖Tze‖L4α +
∫
rBn
〈(Tze)(w), (Tze)(w)〉Cd dvα(w).
Choose r close enough to 1 so that the first term on the right hand side smaller than any
δ > 0 (this is possible since ‖Tze‖L4α is bounded independent of z, by Lemma 3.4). Now,
a sequence of holomorphic functions which converges weakly to zero also converges to zero
in norm on compact sets. Thus, the second term on the right hand side goes to zero as
z → ∂Bn. This proves our claim for the case p = 2. We now assume that p ∈ (2,∞). We
have that:
‖Tze‖L2α ≤ ‖Tze‖
1/p
L2α
‖Tze‖
(p−1)/p
L2p−pα
.
Again, since ‖Tz‖A2p−pα is bounded independent of z and since ‖Tz‖L2α converges to zero as
z → ∂Bn we have proven the claim for the case p ∈ (2,∞). If p ∈ (1, 2) we have that
‖Tze‖Lpα . ‖Tze‖L2α. This completes the proof. 
Proof. (4) =⇒ (1) Suppose that ‖Tze‖Lqα → 0 as z → ∂B
n for every q ∈ (1,∞). Since UR is
bounded and invertible, we have that T is compact if and only if URTUR =: TR is compact.
So, we will show that TR is compact. To do this, we will show that TR is an integral operator
with matrix–valued kernel M(z, w) given by the following relation
〈M(z, w)ei, ej〉Cd = 〈(TRKzej)(w), ei〉Cd .
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We then study radial truncations of the kernel, use Lemma 2.7 to prove the truncations
induce compact operators, and then make a limiting argument to show that TR is compact.
Let e ∈ Cd. First, there holds:
(T ∗RKwe)(z) =
∫
Bn
(T ∗RKwe)(λ)(Kz(λ))dvα(λ)
=
∫
Bn
d∑
i=1
〈
(T ∗RKwe)(λ)(Kz(λ)), ei
〉
Cd
eidvα(λ)
=
d∑
i=1
∫
Bn
〈(T ∗RKwe)(λ), Kz(λ)(ei)〉Cd dvα(λ)ei
=
d∑
i=1
〈(T ∗RKwe), Kzei〉A2α ei
=
d∑
i=1
〈Kwe, (TRKzei)〉A2α ei
=
d∑
i=1
〈(TRKzei), Kwe〉A2αei
=
d∑
i=1
〈(TRKzei)(w), e〉Cdei
=
d∑
i=1
〈e, (TRKzei)(w)〉Cd ei.
By uniqueness of expansion in orthonormal bases, this implies that:
〈(T ∗RKwe)(z), ei〉Cd = 〈e, (TRKzei)(w)〉Cd .
This computation yields:
〈(TRf)(w), e〉Cd = 〈TRf,Kwe〉A2α
= 〈f, (T ∗RKwe)〉A2α
=
∫
Bn
〈f(z), (T ∗RKwe)(z)〉Cd dvα(z)
=
∫
Bn
d∑
j=1
〈f(z), ej〉Cd 〈ej , (T
∗
RKwe)(z)〉Cd dvα(z)
=
∫
Bn
d∑
j=1
〈f(z), ej〉Cd 〈(TRKzej)(w), e〉Cd dvα(z).
Finally, this computation gives:
(TRf)(w) =
d∑
i=1
〈(TRf)(w), ei〉Cd ei
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=
d∑
i=1
d∑
j=1
∫
Bn
〈f(z), ej〉Cd 〈(TRKzej)(w), ei〉Cd dvα(z)ei.
This shows us that TR is an integral operator, with matrix–valued kernel M(z, w) given by
the following relation
〈M(z, w)ei, ej〉Cd = 〈(TRKzej)(w), ei〉Cd .
That is,
(TRf)(w) =
∫
Bn
M(z, w)f(z)dvα(z).
We now define the truncations of this operator. For t ∈ (0, 1), we define the operator (TR)[t]
on A2α by: (
(TR)[t] f
)
(w) =
∫
tBn
M(z, w)f(z)dvα(z).
So that (TR)[t] is an integral operator with kernel given by: M[t](z, w) = 1tBn(z)M(z, w) Let
‖ · ‖F denote the Frobenius norm of a d× d matrix. We make the following estimation:
‖M(z, w)‖2F =
d∑
i=1
d∑
k=1
| 〈M(z, w)ek, ei〉Cd |
2
=
d∑
i=1
d∑
k=1
| 〈(TRKzei)(w), ek〉Cd |
2
≤ d
d∑
i=1
‖(TRKzei)(w)‖
2
2.
This gives for any t ∈ [0, 1):∫
Bn
∫
Bn
‖M[t](z, w)‖
2
Fdvα(z)dvα(w) =
∫
Bn
∫
tBn
‖M(z, w)‖2Fdvα(z)dvα(w)
≤
∫
Bn
∫
tBn
d
d∑
k=1
‖(TRKzek)(w)‖
2
2dvα(z)dvα(w)
≤ d
d∑
k=1
∫
tBn
∫
Bn
‖(TRKzek)(w)‖
2
2dvα(w)dvα(z)
= d
d∑
k=1
∫
tBn
‖TR(Kzek)‖
2
A2α
dvα(z)
≤ d
d∑
k=1
∫
tBn
‖TR‖
2‖Kzek‖
2
A2α
dvα(z)
≤ d2‖TR‖
2
∫
tBn
‖Kz‖
2
A2α
dvα(z)
<∞.
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Thus, by Lemma 2.7 (TR)[t] is Hilbert-Schmidt, and therefore compact. So, to show that TR
is compact, all we need to prove is that:
lim
t→1−
‖TR − (TR)[t]‖L(L2α) = 0.
Note that TR − (TR)[t] is an integral operator with kernel given by 1Bn\tBn(z)M(z, w). We
will use Schur’s Test and Lemma 3.3 to estimate the norm of this operator. For Schur’s test,
choose ‖Kz‖
ǫ/2
A2α
as our test function. If we choose p such that 0 < (p− 1) < (n+ 1)−1 and q
as conjugate exponent, and ǫ ∈ (2(p− 1)p−1, 2(n+ 1)−1p−1) then we can apply Lemma 3.3.
Also, let G(t, w) = 1Bn\tBn(w). Then∫
Bn
‖G(t, w)M(z, w)‖‖Kw‖
ǫ
A2α
dvα(w) ≃
∫
Bn
|G(t, w)|
d∑
i,j=1
∣∣〈M(z, w)ei, ej〉Cd∣∣ ‖Kw‖ǫA2αdvα(w)
≤ d
d∑
i=1
∫
Bn
|G(t, w)|‖(TRKzei)(w)‖Cd‖Kw‖
ǫ
A2α
dvα(w)
≤
d∑
i=1
‖Kz‖
ǫ
A2α
(
sup
z∈Bn
‖T−zei‖Aqα
)
sup
z∈Bn
|Ja,b(z)|
1/p
= ‖Kz‖
ǫ
A2α
d∑
i=1
(
sup
z∈Bn
‖T−zei‖Aqα
)
sup
z∈Bn
|Ja,b(z)|
1/p
and∫
Bn
‖G(t, z)M(z, w)‖‖Kz‖
ǫ
A2α
dvα(z) ≃
∫
Bn
|G(t, z)|
d∑
i,j=1
∣∣〈M(z, w)ei, ej〉Cd∣∣ ‖Kz‖ǫA2αdvα(z)
=
∫
Bn
|G(t, z)|
d∑
i,j=1
∣∣∣〈ej , (TRKzei)(w)〉
Cd
∣∣∣ ‖Kz‖ǫA2αdvα(z)
≤ d
d∑
i=1
∫
Bn
|G(t, z)|‖(TRKzei)(w)‖Cd‖Kz‖
ǫ
A2α
dvα(z)
≤
d∑
i=1
‖Kw‖
ǫ
A2α
(
sup
z∈Bn
‖T ∗−zei‖Aqα
)
sup
w∈Bn
|Ja,b(w)|
1/p
= ‖Kw‖
ǫ
A2α
d∑
i=1
(
sup
z∈Bn
‖T ∗−zei‖Aqα
)
sup
w∈Bn
|Ja,b(w)|
1/p.
If we choose a, b as in Lemma 3.3, we have that supw∈Bn |Ja,b(w)|
1/p <∞ and our hypotheses
on ‖T−ze‖A2α, an application of Schur’s test gives that limt→1−1 ‖TR− (TR)[t]‖L(L2α) = 0. This
gives that TR is compact, and therefore, T is compact. 
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