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ABSTRACT 
This paper generalizes a stability property concerning the state matrix of a 
balanced realization established by Pernebo and Silverman. It is shown that stability is 
preserved under a general projection of the state matrix provided that the Hankel 
singular values of the realization are distinct. A necessary and sufficient condition for 
the case with nondistinct Hankel singular values is also established. © Elsevier 
Science Inc., 1997 
1. INTRODUCTION 
In the last fifteen years or so, there has been a constant interest in the 
area of model reduction. In particular, the balanced realization approach, and 
its variations, have received much attention (see for example [1-8] and 
references therein). Balanced realizations have played an important role in 
the developments of the optimal Hankel-norm approximation theory [9-11]. 
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More importantly, a priori error bounds exist when balanced realizations are 
used for model reduction [1, 9, 12, 13]. The idea of balancing a realization was 
first formulated by Moore [14] based on the controllability and observability 
measures of asymptotically stable systems. In the context of model reduction, 
a state-space r presentation f a system is first transformed to one which has 
equal and diagonal controllability and observability Gramians, then the least 
controllable/observable states are truncated. This so-called balanced trunca- 
tion retains the most controllable/observable part of the original system as 
the reduced-order model. As far as stability is concerned, Peruebo and 
Silverman [2] have established that the reduced-order model is asymptotically 
stable when the original system has distinct Hankel singular values. More 
precisely, if (A, B, C) is a minimal balanced realization of a p-input, q-out- 
put system with distinct Hankel singular values where A ~ C "x", B ~ C nxq, 
and C ~ C pxn, then its rth-order (r < n) truncated realization is given by 
( Ar, Br, Cr) , with 
Ar~(Ir 0)A(~), Br=(Ir 0)B, Cr~C(Io) 
where I r is the r × r unit matrix. The state matrix A r is guaranteed to be a 
stability matrix. (A stability matrix is defined to be a matrix of which all 
eigenvalues have negative real parts [15].) For systems with Hankel singular 
values having multiplicities greater than one, they have shown that the 
nonuniqueness of the balanced representations ensures the existence of some 
balanced truncated reduced-order models that are asymptotically stable. 
For a given realization (A, B, C) with stability matrix A, not necessarily 
balanced, a more general model reduction scheme can be obtained by means 
of a projection (rather than a truncation) with the reduced-order model given 
by 
Ap = PtAP, Np = PtB, Cp = CP 
where P is the projection matrix with full row rank and P* is the pseudoin- 
verse of P. This scheme, and many others which utilize a similar projection 
idea, is generally categorized under the method of aggregation [16, 17]. All 
model reduction methods based on retaining the dominant eigenvalues can 
be regarded as aggregation methods [18]. Moreover, the balanced truncation 
may also be viewed as a special class of projections performed in a balanced 
state space [19]. Many methods have been proposed for the determination f 
a projection matrix P such that the L z model reduction error is a minimum 
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[20-23]. A major difficulty encountered when designing an iterative scheme 
for the optimal solution P is that Ap may not necessarily be a stability matrix 
for some iterates. This problem motivates us to consider the stability property 
of A under a general projection given by 
/:'tAp. 
In this paper, we will show that the stability result of [2] can be extended to 
the case of projections of balanced realizations with distinct Hankel singular 
values. In the case of nondistinct Hankel singular values, we will establish a
necessary and sufficient condition for the projection to be asymptotically 
stable. Apart from the generalization of balanced truncation to a general 
balanced projection, the importance of these results also lies in the fact that 
they provide a parametrization f a large class of admissible reduced-order 
realizations in terms of P. This latter property will be useful in minimization 
algorithms for model reduction under a variety of criteria. However, the 
theoretical nd numerical aspects of this model-reduction application, which 
deserves an exposition of its own, will not be addressed in the present 
analysis. 
The paper is organized as follows. Basic definitions and background 
results are introduced in Section 2. Some general stability results required for 
later developments are established in Section 3. The generalization of the 
stability results concerning balanced realizations with distinct Hankel singular 
values is given in Section 4. The case with nondistinct Hankel singular values 
is treated in Section 5. Some concluding remarks are given in Section 6. 
2. DEFINITIONS AND BACKGROUND RESULTS 
In this paper, we will use ,P2'(.) and ~4/(') to denote the range space and 
the null space of ('), respectively. M* denotes the conjugate transpose of a 
matrix M, and M-* denotes (M*) -1. 
Consider a p-input, q-output linear time-invariant system of order n 
defined by 
=Xx(t) 
y(t) (2) 
where 2~ ~ C n x n, ~ ~ C n x q, ~- E C p X n. The triple ( A, B, C) is referred to 
as a realization of the system described by (1), (2). A system with realization 
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( ~ B, C') is said to be asymptotically stable if the spectrum of A is a subset 
of the open left-half plane (LHP). In this case, A is a stability matrix. 
A realization (A, B, C) of an asymptotically stable ~stem_has controllabil- 
ity Gramian fi = P* and observability Gramian Q = Q* satisfying the 
Lyapunov equations 
AP + PA* + BB* =0,  (3) 
A*Q+QA+C*C = O. (4) 
The pair (A, B) [(A, C)] is said to be controllable [observable] if P [Q] is 
positive definite. The Hankel singular values of (A, B, C) are given by 
o ' ~ = ~  >~0, i= l , . . . ,n ,  
with Ai(') denoting the ith eigenvalue of ('). They are ordered according to 
O-1 >f 0-2 ~ --.  >~ O--n ~ O. 
Furthermore, (A, B, C) is minimal if o- i > 0 for i = 1,.. . ,  n, or equiva- 
lently, if (A, B) is controllable and (A, C) is observable. 
A similarity transformation T applied to the realization (A, B, C) yields 
( A, B, C) = (T-1AT, T - IB ,  CT),  
with the controllability_and observability Gramians transformed as P := 
T- l i fT -* and Q := T*QT respectively. If(A, B, C) is minimal, there always 
exists T (see [9]) such that P and Q are both equal to 
X = diag( O'1, 0" 2 . . . . .  O'n) 
where o-1 >I o'2 >1 "'" >/ o-,, > 0. In this case, (3) and (4) become 
AE + "2,A* + BB* = O, 
A*~ + ~,A + C*C = O. 
The transformation matrix T is called the balancing transformation of the 
realization ( A, B, C ). 
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Ar~(lr O)A( Ir )0 ' Rr~(tr O)R ' Cr~C( Ir 
The controllability and observability Gramians of the reduced-order model 
( A r, B~, C~) are given by [9, 2] 
~r~( Ir O)~(Io) 
Let P be a matrix with n rows and of full column rank. Consider a QR 
decomposition of P giving 
P= UR and P* =R-1U* ,  
where U satisfies U*U = I and R is nonsingular. Hence, we have 
P*AP = R- ' (U*at : )R .  
This shows that PtAP and U*AU have the same set of eigenvalues, and 
therefore we can use U*AU as an equivalent expression for PtAP as far as 
stability is concerned. For ease of analytical manipulation, we will henceforth 
consider only U*AU, with the knowledge that any stability result established 
for U*AU will be applicable to PtAP as well. In the sequel, since our results 
do not require the unitary property of U (that is, U*U = I), we will relax this 
condition on U and state our results for a "generalized" projection U*AU 
based on any full-column-rank matrix U. 
3. GENERAL STABILITY RESULTS 
We first establish in the following proposition a result concerning the 
stability property of U*AU where U has full column rank given by rank U = r. 
PROPOSITION 1. Let A ~ C n×", and (A, B, C) be a minimal balanced 
realization of an asymptotically stable system with controllability /observabil- 
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A~,+'ZA*+BB* = 0, (5) 
A*~,+~A+C*C = 0. (6) 
For any U ~ C "×r (r < n) such that rank U = r, 
U*AU 
has eigenvalues in the closed LHP. Furthermore, if 
~(v)  n~(A + A*) = {0}, 
then U*AU has eigenvalues in the open LHP. 
Proof. From (5) and (6), we have 
( A + A*)E + E( A + A*) + ( BB* + C 'C)  =0.  (7) 
According to Glover [9, Theorem 3.3(2)] and Pernebo and Silverman [2, 
Theorem 3.1], we have 
A +A* = -M<~O 
for some Hermitian matrix M = M*. Let U ~ C "x(" - r )  be such that (U U) 
is nonsingular. Then 
() () U* U* U* A(~ ~)+ ~, A*(V ~)=-8 ,  M(v ~)~o 
and hence 
U*AU + U*A*U = -U*MU <~ O. 
/ / E= >0 
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From Glover [9, Theorem 3.3(2)], the matrix U*AU has no eigenvalues in 
the open right-half plane (RHP). 
Furthermore, if ~(U)  f3M/(A + A*) = {0}, then U*MU becomes non- 
singular and we have 
U*AU + U*A*U = - U*MU < O. 
Hence, U*AU is a stability matrix. 
REMARK 1. Write (7) as 
(A  +A*)X  + X(A +A*)  +HH*  = 0 
where HH* =- BB* + C*C. I f  A + A* is not a stability matrix, then (A + 
A*, H)  is not necessarily controllable. This can be seen from the following 
example. Suppose 
Here A is a stability matrix and (A, B, C) is a balanced realization, for which 
= 12 is a unit matrix. In this case, 
a+a.:(O 0) .:(0) 
0 -4  ' 2 ' 
which shows that A + A* is not a stability matrix and (A + A*, H)  is not 
controllable. Notice that, in general, if U is chosen such that U*(A  + A*)U 
is nonsingular (that is, U*AU is a stability matrix), we must have 
rank U ~< rank( A + A*). 
COROLLARY 1. With the notation given in Proposition 1, i f  
,///'( A + A*) = {0), 
then U*AU is a stability matrix for  any U such that rank U = r. 
Proof. SinceM/(A + A*) = (0} implies that ~(U)  f~M/(A + A*) = {0}, 
the result follows immediately from Proposition 1. • 
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REMARK 2. Another usef,1 way to state the last part of Proposition 1 is 
in terms of its contrapositive. That is, If U*AU has eigenvalue(s) on the 
imaginary axis, then ~a~(U) AJF( A + A*) ~ {0}. 
REMARK 3. The converse of the last part of Proposition 1 is in general 
not true. I f  ~4/(A + A*) is nontrivial, there may exist U such that ~(U)  n 
~4/(A + A*) 4= {0} and U*AU has eigenvalue(s) on the imaginary axis. Con- 
sider 
(10 ) 0) 
A = 0 -2  - , B =C*  = 0 2 , 
0 1 0 0 
which is a minimal balanced realization of an asymptotically stable system. 
The Gramians are equal to 
E= o 1 . 
0 0 
In this case, 
-2  0 0) 
A +A*  = 0 -4  0 
0 0 0 
with eigenvector matrix given by the unit matrix. The null space of A + A* is 
the space 
s ,  
Let 
(00) 
Ul= 0 1 • 
1 0 
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Obviously ~(U 1) (qM/(A + A*) ~ {0}. The matrix U*AU 1 is given by 
0 1), 
U*AU1 = ( -1  -2  
which is a stability matrix. 
On the other hand, if we let 
U2= 
then ~(U 2) ¢qM/(A + A*) 4: {0}. However, in this case we have 
(0 
= 0 - ' 
which is not a stability matrix. 
Based on the above observation, we see that if 
,9~(U) A.///'( A + A*) 4: {0}, 
then U*AU may or may not be a stability matrix. 
It is now apparent that the null space and the definiteness of A + A* play 
a crucial role in determining the stability of U*AU. The next lemma provides 
a characterization for the definiteness of A + A*. 
LEMMA 1 [2, Lemma 3.1]. For X = X* > 0 and F, G satisfying 
FX + XF* + GG* =0,  
(F, G) is controllable if and only if F is a stability matrix. 
An application of Lemma 1 (with F = A + A*, G = H, and X = ~) to 
(7) shows that A + A* is negative definite if and only if the pair ( A + A*, H)  
is controllable. It has already been shown by an example in Remark 1 that in 
general A + A* is not necessarily negative definite. The next two lemmas 
provide some useful results in the case when A + A* is not negative definite. 
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LEMMA2. Let A ~ C"×". I f  A + A* ~ O withJl/(A + A*) ~ {O}, then 
there exists V ~ C "×r with rankV = r > 0 such that the following state- 
ments are true and are equivalent: 
(i) V*AV is skew-Hermitian; 
(ii) V*AV has all its eigenvalues lying on the intaginary axis; 
(iii) 2 (V)  ~ ~4/( A + A*). 
Proof. (i) ¢* (iii): Since A + A* is Hermitian, its eigenveetors can be 
chosen to be orthogonal to each other. Let V be a subset of the eigenvectors 
corresponding to the zero eigenvalues. Therefore, ,9~(V) c= A/(A + A*) and 
v*(a  +a*)v= o v*av  = -v*a*v= - (v*av)* .  
In other words, V*AV is skew-Hermitian. 
(i) ~ (ii): can be found in any standard textbook on matrix theory. 
(ii) ~ (i): Suppose V*AV has eigenvalues on the imaginary axis only; 
then a Schur decomposition of V*AV gives 
W *V *AV3V = Z, W unitary, 
where Z is upper triangular with the diagonal entries given by the eigenval- 
ues of V *AV, all of which lie on the imaginary, axis. Since A + A* ~ 0, we 
have 
W*V*(  A + A*)VW = Z + Z* ~< 0. 
Since Z + Z* is Hermitian with a zero diagonal, it is negative semidefinite if 
and only if Z + Z* = 0. This can be deduced from the fact that all the 
eigenvalues of the Hermitian matrix Z + Z* must be either negative or zero. 
Since the sum of all the eigenvalues is equal to trace(Z + Z* )= 0, this 
implies that all the eigenvalues are equal to zero, A Hermitian matrix with 
only zero eigenvalues must be the zero matrix. As a result, we have 
w*v*(A+a*)vw=o v* (a+a*)v=o.  
Hence V*AV is skew-Hermitian. 
LEMMA 3. With the notation given in Proposition 1, if ~=A/ (A  + A*) 
then 
~.~= ~c Jr(B*) n~¢(c). 
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Proof. First notice that the relationship is trivially satisfied if 7/contains 
only the zero vector (when A + A* < 0). 
From now on, we assume that dim 7/> 0. For the left equality property, 
if v ~ 7/, we have (A + A*)v = 0 and v*(A + A*) = 0. By (7), 
v*( A + A*)~,v + v*'Z( A + A*)v + v*( BB* + C*C)v = O, 
which implies 
v*(BB* + C*C)v = O. 
As BB + C*C is Hermitian, we have (BB* + C*C)v = 0. Therefore, 
( A + A*)Ev + E( A + A*)v 
+(BB* + C*C)v = 0 ~ (A  + A*)S~v = O. 
Hence Ev ~ 7/, which implies that 2£7/~ 7//". Since Y,7/= {Yv Iv ~ 7/} 
and E is square invertible, it follows that dim 2~7/= dim 7/. As a conse- 
quence, ~7/= 7/. 
The fight inclusion property is straightforward, since BB*>~ 0 and 
C*C >1 O, which together with (BB* + C*C)v = 0 imply that v must be 
contained in Aft B*) and ~C) .  • 
4. BALANCED REALIZATIONS WITH DISTINCT HANKEL 
SINGULAR VALUES 
It has been shown in [2] that for a balanced realization (A, B, C) with 
distinct Hankel singular values, any balanced truncation yields an asymptoti- 
cally stable reduced-order model. We will show (in Theorem 2 below) that 
this result can be extended to the case of a balanced projection. 
THEOREM 1. With the notation given in Proposition 1, if ~ has distinct 
diagonal values, then A + A* < O. 
Proof. Suppose A + A* ~< 0 such that T-=M/( A + A*) has dimension 
greater than zero. From Lemma 3, we have that 7 / i s  a Z-invariant subspace. 
Hence, ~" contains an eigenvector f ~ (see [24] for instance). Because 5", is 
diagonal with distinct diagonal values, an eigenvector corresponding to the 
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ith eigenvalue ~ of E is given by v = e i ~ 7/" where e i is a vector with only 
one nonzero element in the ith position for some integer 1 ~< i ~< n. Now 
consider 
A'Y-, + Y-,A + C*C = 0 
A*Y.,e i + EAe  i + C*Cei  = 0 
A*o'~e i + Y.,(-A*e~) + 0 = 0 
(~ I  - ~, )A*e i  = O. 
This implies that 
A*e i = 0 or A*e i = kei, 
where k is some nonzero constant. By assumption, A is a stability matrix, 
that is, A*e i --/: O. Therefore, we must have 
A*c i = ke i, 
where k is an eigenvalue of A* and e i is the corresponding eigenvector. By 
Lemma 3, B*e i = 0, and this implies that (A*, B*) is unobservable by the 
PBH test [25]. In other words, (A, B)  is uncontrollable. This contradicts the 
assumption that (A ,  B, C )  is a minimal realization. Hence A + A* is negative 
definite. • 
REMARK 4. The converse of the statement given in Theorem 1 is not 
true in general. An example is as follows: Let 
0 t . 0) 
0 - ' 0 2 " 
Notice that (A, B,C)  is a balanced realization with E = 12 as the unique 
solution of (5) and (6), that is, all the Hankel singular values are equal. While 
does not have distinct diagonal values, we can still have A + A*= 
-4 I  2 < 0. 
Theorem 1 enables a sufficient condition for the stability of U*AU to be 
stated as follows. 
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THEOREM 2. With the notation given in Proposition 1, if ~ has distinct 
diagonal values, then U*AU is a stability matrix for any U of fuU column 
rank. 
Proof. If X has distinct diagonal values, then by Theorem 1, we have 
A+A*  <0.  
It follows that M/(A + A*) = {0}. By Corollary 1, U*AU is a stability matrix. 
Theorem 2 is a direct extension of the well-known result given in [2]. 
5. BALANCED REALIZATIONS WITH REPEATED HANKEL 
SINGULAR VALUES 
Consider a balanced realization truncated conformally with a partitioning 
of X = diag(X 1, ~2)- If ~1 and ~2 have common diagonal element(s), the 
stability of the truncated system is not guaranteed apart from knowing that 
the unstable modes are on the imaginary axis and that they are uncontrollable 
and/or unobservable (see [9, Theorem 3.4 and remark on Theorem 4.2]). It 
is thus in general not true that U*AU is a stability matrix when the Hankel 
singular values are not distinct. 
In this section we will first explore the structure of M/( A + A*) when a 
system has equal Hankel singular values. A necessary and sufficient condition 
will then be derived for U*AU to be a stability matrix. 
PROPOSITION 2. Let ( A, B, C) be a minimal balanced realization of an 
asymptotically stable system with the controllability and observability Grami- 
ans equal to ~ = or I n for some cr > O. Suppose B ~ C n X q and C ~ C p x 
Then (A, B, C) satisfies 
1 
A +A*  + - -BB*  = 0 
O" 
with C = WB* such that W*W = Iq when p >~ q, or B = C*W such that 
Vv'W* = Ip  when p <~ q. Furthermore,~(A + A*) =~4/(B*) =M/(C). 
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Proof. The Lyapunov equations (5) and (6) reduce to A + A*+ 
(1/cr)BB* = 0 and A* + A + (1/~r)C*C = 0 respectively, and hence 
BB* =C*C.  When p >~q, there exists W~ C p×q with W*W=Iq  such 
that C = WB* and C*C = BW*WB* = BB*. Similarly when p ~< q, there 
exists W~ C p×q with WVV*= Ip such that B = C*W and BB*= 
C*WW *C = C*C. 
From the Lyapunov equations A + A* + (1/o')BB* = 0 and A* + 
A + (1/tr)C*C = O, itis easily seen that M/( A + A*) =./F(B*) =M/(C). • 
REMARK 5. The realization described in Proposition 2 is closely related 
to the so-called inner/co-inner/all-pass systems. Specifically, (A, B, C) in 
Proposition 2 can be made inner, co-inner, or all-pass by suitably choosing a 
feedthrough term D such that the output equation (2) becomes y( t )= 
Cx(t) + Du(t) when p >/q, p < q, or p = q respectively (see [261 and [9, 
Theorem 5.1(1)]). 
We can now provide a theorem giving a characterization f the existence 
of U such that U*AU has eigenvalue(s) on the imaginary axis for a balanced 
realization ( A, B, C). 
THEOREM 3. Let (A, B, C) be a minimal balanced realization of an 
asymptotically stable system with controllability and observability Gramian 
both given by 
X = 
~rl Im i 
~r2 I,n 2 
>0,  
where the ~r~'s are distinct with multiplicities m~ >1 1, such that 
AY+'ZA*+BB*  = O, 
A*• + EA +C*C = O. 
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Suppose 
A = 
All A12 ... All 
A21 Az2 ... A2I 
All Al2 . . .  All 
B = (i B2 
l 
C = (C l C2 "'" Cl) 
are partitioned conformally with the diagonal subblocks of ~. Then there 
exists U with full column rank such that U*AU has eigenvalue(s) on the 
imaginary axis if and only if 
Jl~( Aii + A,*) =-~4V( B*) =#F'(C,) * {0} 
for some m~ > 1, 1 <~ i <<. l. 
Proof. From the ith block of the Lyapunov equations, we have 
1 
A.+ Aii + --B~B* = O, 
1 
Ai* + A i i+- -C*C  i = O. 
It is obvious from these equations that -/Y( A ii + Ai*) =-4/( B* ) =.4/(C i). 
~:  Suppose there exists i, 1 ~< i ~< l, such that A/(A, + A~*) 4: {0}. 
8¢ Choose U i with full column rank such that .P2(U~) __c ~(A i i  + Aii). Let 
o 
o 
Then, U*(A + A*)]~U + U*~,(A + A*)U + U*(BB* + C*C)U = 0 im- 
plies that 
U*(A+A*)U=O 
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Hence 9/~(U) ~ M/(A + A*). By Lemma 2, U*AU has eigenvalue(s) on the 
imaginary axis. 
=* : Suppose U*AU has eigenvalue(s) on the imaginary axis; then from 
Proposition 1 we have 
n r( A + A*) ,  {0}. 
That is, W'=M/(A + A*)4= {0}. From Lemma 3, we have that W" is X- 
invariant and W'~ d//(B *) N~//(C). The X-invariant property of T implies 
that .~ contains an eigenvector f X. Suppose v ~ 7 / i s  an eigenvector f 
corresponding to the eigenvalue o" i with multiplicity m~. That is, 
~l)  = O"/I). 
If m i = 1, then we can use an argument similar to that given in the proof of 
Theorem 1 to show that the pair (A, B) is uncontrollable, which violates the 
basic assumption of the minimality of (A ,  B ,C) .  Indeed, in the case of 
m i = 1, we must  havedla(A i i  + Ai*) =A/(B* )  =M/(Ci) = {0}, otherwise con- 
tradicting the stability assumption of Aii. Hence, m i > 1. 
Since Xv = ¢riv, the structure of v is given by 
0 I 
01 
v = v i i ,  v i E C m,×l, v i ~ O. 
0 
• i 
:1 
0 ) 
As v ~M/(A + A*), this implies that 
v, ex(  A, + a,*) --Jr(B*) ---x(c,). 
Now v i # 0 leads toM/ (A ,  + Ai*) ==-.A/(B*) =d//(C i) ~ {0}. Hence the result 
follows. • 
The following proposition provides a necessary and sufficient condition 
characterizing the stability property of U*AU in terms of a partitioning of U. 
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THEOREM 4. With the notation given in Proposition 1, let U with 
rank U = r be of the forvn 
v = (v  w)  
with V ~ C "xk, ~ql(V) c= .,~V(A + A*), and W ~ C nX(r-k), ~(W)  NJF(A + 
A*) = {0} for some 1 <~ k < r. Then 
is a stability matrix if and only if 
is controllable. 
U*AU 
(V*AV, V*AW) 
Proof. Notice that V*V ~ C kxk, W*W ~ C (r-k)×(r-k) are invertible 
matrices. We have 
U*( A + A*)U= t W, (  A + A,)V W*( A + A*)W] 
(o o ) 
= W*(  A + A*)W 
Since ~q~'(W) (3~(A + A*) = {0}, we have W*(A + A*)W < 0, and there 
exists an invertible R such that RR* = -W*(A  + A*)W. As a result, 
U*AU + U*A*U + (OR)(O R*) =0 
From Lemma 1, we have that U*AU is a stability matrix if and only if 
(( V*AV V*AW t 
is controllable [notiee that the (2, 1) element is - (V*AW)*  = -W*A*V = 
W*AV ]. The above pair is controllable if and only if there does not exist 
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V *AV 
v* - (V*aW)*  
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v, wt (o) ""*AW" = hv*, v* = O. R W ] 
The latter condition is satisfied if and only if v* has the form 
v* = (~3" 0) with ~3 #:0. 
Hence the pair is controllable if and only if there does not exist 17 :~ 0 such 
that 
( V*AV V*AW) = h(~* O) 
(~* O) - (v*aw)*  w*aw 
or equivalently, there does not exist 13 ~ 0 such that 
,~* (v*av)  = h~*, ~*v*aw = o, 
which is equivalent to the controllability of the pair 
(V *AV, V *AW). 
Hence the result follows. • 
REMAnK 6. The following example illustrates a possible use of Theorem 
4. Consider the balanced realization given in Remark 3. Suppose the system 
is to be projected using 
U = (V W) ,  
where W can be freely chosen but V is fixed to be 
V = ear (  A + A*).  
In order for U*AU to be a stability matrix, Theorem 4 requires that the pair 
(V *AV, V *AW) be controllable. Since V *AV = 0, the pair is controllable if
and only if 
V*AW= (0 10)W~O.  
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Hence any choice of W with a nonzero element in the (2, 1) position will 
render U*AU a stability matrix. 
6. CONCLUDING REMARKS 
We have shown that for balanced realizations with distinct Hankel singu- 
lar values, any full-rank projection is guaranteed to produce an asymptotically 
stable reduced-order model. In the case of nondistinct Hankel singular 
values, U*AU may have imaginary-axis eigenvalues if ~aP(U) ~.///(A + A*) is 
nontrivial. We have exposed the relationship between the structure of the 
null space of A + A* and the repeated Hankel singular values. The necessary 
and sufficient condition established in Theorem 4 shows that even in the case 
of repeated Hankel singular values, U*AU is generically a stability matrix. 
The stability results given in this paper will be useful when one considers 
model reduction by projecting balanced realizations. This lies in the fact that, 
under the condition of distinct Hankel singular values, our results have made 
available aparametrization f a large class of asymptotically stable lower-order 
models for model reduction procedures based on optimization. The 
parametrization provides a means for incorporating a stability condition into 
aggregation methods for model reduction. Applications of the parametrization 
to various kinds of model reduction by aggregation will be reported in other 
papers. 
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