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ABSTRACT
REPRESENTATION OF REWARD AND RISK IN THE BRAIN’S MOTOR SYSTEM:
STUDIES IN ADOLESCENTS AND ADULTS
MAY 2021
XINGJIE CHEN, B.S., CENTRAL CHINA NORMAL UNIVERSITY
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Youngbin Kwak
In the neuroscience of economic decision making, the brain’s motor system has been
ascribed a role in implementing choice actions. However, recent work has revealed canonical
motor signals much in advance of choice action, possibly indicating their role in evaluation of
decision options. In the current dissertation, we applied multimodal neuroimaging combining EEG
and fMRI and used a novel paradigm that temporally separated the evaluation phase from the
action phase of a decision-making process to investigate the mechanisms through which the motor
control system contributes to decision making. Additionally, we further examined the
developmental changes during the two phases of decision making.
In Chapter 2, we examined trial-to-trial covariations of concurrently recorded EEG and
fMRI to determine whether or not the motor system communicates with the valuation system while
evaluating decision options. The results demonstrated the engagement of cortical motor signal
(sensorimotor beta desynchronization) during evaluation of decision options, replicating our
previous study. This neural signal recruited the cortico-basal ganglia-thalamic circuitry of motor
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control as identified from EEG-fMRI covariation. Furthermore, the identified brain regions from
the motor control circuitry showed evidence of encoding reward and risk information. Importantly,
the engagement of motor system happened without involving the valuation system, as shown by
no evidence of direct communication.
In Chapter 3, we examined the differences in behavioral sensitivity to reward and risk
information from early adolescents to adulthood with 97 participants aged 10-27 yrs and further
determined what mental process drives these developmental changes by comparing the neural
signals along the decision-making cascade, specifically the sensorimotor beta during evaluation
and action phases, and mediofrontal theta during action phase. Behaviorally, the influence of risk
and reward were more prominent in younger age, which decreased with age. At the neural level,
evaluation-phase sensorimotor beta showed significant dissociation of reward and risk levels only
in adults (aged 21 and above) but not in younger age (10-20 yrs), suggesting the less efficiency in
distinguishing and encoding the related reward or risk information in adolescents compared to
adults. The mediofrontal theta and the strength of RT-theta correlation in action phase, which
reflected adaptive cognitive control, showed an inverted-U developmental pattern with the peak
around early adulthood. Collectively, these results suggest that decreased sensitivity to reward and
risk information across age may result from adaptive cognitive control that develops with age.
Taken together, the current investigations demonstrate the unique contribution of motor
system in decision making and extend the prior literature about neural developmental changes in
different stages over decision making process.
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CHAPTER 1
LITERATURE REVIEW
1.1 General Overview
Decision making, the psychological process of choosing a course of action among several
possible alternative options, is a fundamental human behavior that has been studied by different
disciplines from psychology to economics. Many psychological and economic theories about
decision making are within the framework of value maximization such that when facing a decisionmaking problem, people will estimate the values of the options and select the one with the greatest
value.
Neurobiology of economic decision making has traditionally focused on the neural
substrates of value computation during the evaluation of decision options (Kable & Glimcher,
2009; D. J. Levy & Glimcher, 2012; Padoa-Schioppa, 2011; Platt & Plassmann, 2014). The
literature suggests that the abstract representation of value resides in the valuation system including
ventral striatum, ventromedial prefrontal cortex (vmPFC) and ventral tegmental area (VTA), while
the brain’s motor control system implements choice actions, which happens as a downstream
process happening only after the evaluation of options is complete (Padoa-Schioppa, 2011).
However, recent studies have demonstrated that the motor system also plays a critical role
in decision making and is involved much earlier. The motor system is involved when people are
evaluating the options, which is in advance of the execution of the selected action (Cisek, 2006,
2007; Cisek & Pastor-Bernier, 2014; Freedman & Assad, 2011; Friston, 2010; Gold & Shadlen,
2007). Studies focused on neural signals of motor control indicated that before executing the
selected action, the activity of the signal was modulated by the decision variables such as the
1

amount of reward and the associated risk, which may reflect the motivation to one action over the
other (i.e., Alamia, Zénon, VanRullen, Duque, & Derosiere, 2019; Chen & Kwak, in prep.; Chen,
McCarthy, & Kwak, 2019; Donner, Siegel, Fries, & Engel, 2009; Gould, Nobre, Wyart, &
Rushworth, 2012). These results indicated that the motor control system, which is traditionally
thought to happen as a downstream process of value computations, may be involved much earlier
and play a critical role in higher level cognitive process such as decision evaluation.
It is well known that the motor control system is within the cortico-basal ganglia-thalamic
network. Importantly, the motor control system and valuation system are functionally and
physiologically connected with each other and both are modulated by the neurotransmitter
dopamine (Assadi, Yücel, & Pantelis, 2009). Several studies using functional magnetic resonance
imaging (fMRI) have shown concurrent involvement of the valuation system and motor control
system during decision-making tasks (Bijleveld et al., 2014; Gläscher, Hampton, & O'Doherty,
2009; K. Li, Guo, Nie, Li, & Liu, 2009; Wunderlich, Rangel, & Doherty, 2009). However, it is not
clear whether the motor control system communicates with the valuation system or it
independently plays a role when evaluating the decisions. No studies to date have directly
investigated the interaction between the valuation and motor control system during decision
making. Some MRI studies reported the involvement of motor system. However, due to the limited
temporal resolution, it is not clear about the temporal domain of when motor system is involved
and the results were usually interpreted as the downstream process for motor execution (Bijleveld
et al., 2014; Gläscher et al., 2009). The mechanisms through which the motor control system
contributes to decision making is still not clear. It is critical to understand the specific role of motor
control system during decision making by applying research approaches that address both temporal
and spatial domain of the brain activity in order to better elucidate the nature of the mental process
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Additionally, decision making is an important topic in developmental psychology,
especially with regards to the behavioral changes associated with the brain development during
adolescence. Adolescence is a crucial transition period and previous work has identified
adolescence as a time of increased risk-taking (Braams, van Duijvenvoorde, Peper, & Crone, 2015;
Duell et al., 2018; Steinberg, 2008). Survey data and real-life accounts concur that adolescents
suffer greater risk-taking behaviors, such as speed driving, drug abuse, unprotected sex, which
threatens their physical and mental health (Defoe, Dubas, Figner, & van Aken, 2015).
The investigation of adolescent risk taking has been significantly advanced by the use of
cognitive neuroscience techniques in pediatric populations. This can be confirmed by the amount
of review papers published recently on this topic (Casey, Galván, & Somerville, 2016; Crone, van
Duijvenvoorde, & Peper, 2016; Luna & Wright, 2016; Meisel, Fosco, Hawk, & Colder, 2019;
Shulman et al., 2016; A. C. van Duijvenvoorde, Peters, Braams, & Crone, 2016), which also
manifest as high interest in theoretical efforts to conceptualize adolescent decision making. For
instance, the Imbalance theory emphasizes the imbalanced brain development between the overactivated affective-motivational system and the immature cognitive control system (Carver,
Johnson, & Joormann, 2009; Casey, 2015; Shulman et al., 2016; Steinberg, 2008), and the Fuzzy
Trace Theory focuses on developmental changes in the representation of reward and risk during
adolescence (Reyna, 2012; Reyna & Adam, 2003; Reyna & Ellis, 1994; Reyna & Farley, 2006).
Within these theoretical frameworks, many developmental studies of risky decision
making employed experimental tasks that can capture the characters of risk taking in real-life such
as the Stoplight driving task, the Balloon Analogue Risk Task (BART) (Lejuez et al., 2007;
Steinberg, 2008), or the situations where sufficient cognitive control is required such as the antisaccade, stop signal and go/no-go tasks (Casey et al., 1997; Logan, Schachar, & Tannock, 1997;
3

Luna et al., 2001). While these tasks captured the naturalistic characteristics of risky decision
making, many of these studies only focused on the overall brain responses during certain aspects
of decision making without acknowledging distinct mental processes involved in decision making.
Furthermore, these task paradigms cannot quantify the important decision factors such as reward
and risk levels (i.e., BART, Stoplight driving task). Instead, the risk and reward factors were
implicitly manipulated. As a result, it is hard to understand the developmental difference in the
cognitive process and neural mechanism over the mental cascade of decision making.
Moreover, the current understanding of the neural circuitries underlying adolescent brain
development, specifically in relation to the neurobiological models to explain characteristic
adolescent risk-taking behavior, has benefitted greatly from fMRI studies, which provides
excellent spatial resolution, as the brain imaging modality. This allows investigation across the
whole brain, including the subcortical regions. Importantly, however, the level of brain activations
reflected in fMRI does not provide a direct measure of the neural electrical signals that drive the
functioning of neural circuitries. Furthermore, the low temporal resolution of the fMRI BOLD
(Blood Oxygen Level-Dependent) signal does not allow the cascade of information processing
underlying risky decision making to be fully addressed, thereby limiting the interpretation of the
specific neurocognitive process.
The current dissertation aimed to address two important research questions. First, what is
the neural mechanism of motor system’s contribution during decision making? Second, what is
the developmental difference from adolescence to adulthood in the neural signals over the decision
making cascade and how does this explain behavioral difference? In Chapter 2, I am going to apply
simultaneous MRI and Electroencephalography (EEG) with good resolutions in both spatial and
temporal levels to understand the neural dynamic over the cascade of decision making especially
4

about the role of the motor system. In Chapter 3, I am going to apply EEG, which has a good
sensitivity to detect the dynamic change of neural signals, in order to test the developmental
difference across distinct mental processes of decision making.
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1.2 Value-based Decision Making
Value-based decision making is common in nature. When evaluating decisions, it is
important to evaluate the value of the options, which is in general associated with the magnitude
of the reward and the prospect (or probability) of obtaining the reward (Doya, 2008; Glimcher,
2008). A typical example is shown in animal foraging behaviors; the animal puts forth effort
moving around from location to location to retrieve food. In doing so, they explore their
environment to minimize the risk (i.e., the chance of death due to long time foraging or predation
by the predator) and maximize retrieval of foods (Bautista, Tinbergen, & Kacelnik, 2001;
MacArthur & Pianka, 1966). Similarly, choosing a course of action in our daily lives requires
accurate assessment of the associated risk as well as the potential benefits.
Reward and risk level are two important factors for value-based decision making, and both
of them contribute to the estimation of expected utility (Barberis, 2013; Herfeld, 2020; Mishra,
2014). In decision making studies, researchers usually manipulate the magnitude of reward
including both primary reward (i.e., food) and secondary reward (i.e., money), and the risk level
to investigate how people assess this information. It is important to note that the definition of risk
varies in different fields. The economists define the risk as the variability of the possible outcomes
whereas clinical psychologists and professionals in public health or business management often
define the risk as the potential exposure to losses, harms or negative outcomes (Defoe et al., 2015;
Korucuoglu et al., 2019; Schonberg, Fox, & Poldrack, 2011). In my dissertation, the risk is defined
as the probability of getting (or losing) the associated reward, which is a more objective definition
and widely used in the neuroeconomic research (Huettel, Stowe, Gordon, Warner, & Platt, 2006;
I. Levy, Snell, Nelson, Rustichini, & Glimcher, 2010). The probability of getting (or losing) the
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reward and magnitude of the reward information need to be integrated in order to choose options
(see Glimcher, 2008 for a review).
1.2.1 Temporal cascade of decision making
To understand the decision-making behavior, one should acknowledge that it involves
distinct mental processes unfolding one after another in a temporal sequence (Platt & Plassmann,
2014). Specifically, decision making involves the following temporally separated processing
stages including 1) the assessment and formation of preferences amongst possible options
(decision evaluation), 2) the selection and execution of an action (choice execution), and 3) the
experience or evaluation of an outcome (outcome evaluation).
During the decision evaluation stage, people evaluate the decision options in order to
estimate how much value they can expect to derive from the choice of each option. Important
decision factors, such as the reward and risk, are evaluated in this evaluation stage and
intentions/motivations towards one choice over the other are being formed. During the choice
execution stage, people pass the computed valuation of options from the first stage to the motor
system in order to implement a choice. When executing the choice, motor control plays a critical
role such that people need to adjust or inhibit their choice action when signals from the context
indicate conflicts or that the intended action is not proper. During the last outcome evaluation stage,
people will have the hedonic experience associated with the outcome, which is usually determined
by the valence and the intensity of the decision outcome. This stage is important for evaluation
and updating of the information in order to apply adaptive behaviors. The participants are faced
with the outcome/feedback of their actions or responses and present reactions to positive or
negative outcomes.
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1.2.2 Valuation network of decision making
Neurobiology of economic decision making has traditionally focused on the neural
substrates of value computation during the evaluation of decision options (Kable & Glimcher,
2009; D. J. Levy & Glimcher, 2012; Padoa-Schioppa, 2011; Platt & Plassmann, 2014). Decision
making involves the subjective representation of the values that integrate the costs (i.e., risk, delay)
and benefits. Bartra et al. (2013) reviewed 206 neural imaging studies on decision-making and
identified a “valuation system” in vmPFC and ventral striatum, which carries a domain-general
subjective value signal and potentially contributes to value-based decision making. BOLD
response in vmPFC and ventral striatum are associated with expected value (Knutson, Taylor,
Kaufman, Peterson, & Glover, 2005; McCabe, Rolls, & Redoute, 2007), and are scaled with the
magnitude or probability of anticipated rewards (Bartra et al., 2013; Grabenhorst & Rolls, 2011;
Kable & Glimcher, 2009; Knutson & Cooper, 2005; D. J. Levy & Glimcher, 2012; Montague &
Berns, 2002; O’Doherty, 2004; J. Peters & Büchel, 2010). Additionally, mesolimbic dopamine
system plays an important role in reward processing. Ventral tegmental area (VTA), the major
source of dopamine in the brain, is the central part of the mesolimbic dopamine system and is a
critical component of the reward circuitry (Krebs, Heipertz, Schuetze, & Duzel, 2011). Dopamine
neurons in VTA respond to reward outcomes and predictive reward cues (Bayer & Glimcher, 2005;
Schultz, 2006; Schultz, Dayan, & Montague, 1997) and the activity of the neurons in VTA scales
with the expected reward value of the options (J. Y. Cohen, Haesler, Vong, Lowell, & Uchida,
2012). Throughout the current dissertation, when mentioning the valuation network/system, I
mainly refer to vmPFC, ventral striatum and VTA.
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1.3 Motor Control in Decision Making and Sensorimotor Beta Oscillation
Neurobiology of economic decision making assumes that the reward and probability
influence decision making which are processed in the valuation system while the brain’s motor
control system only implements choice actions, as a downstream process happening only after the
evaluation of options is complete (Padoa-Schioppa, 2011). However, the motor cortex is also
found to be critical in some higher-level cognitive control of actions such as learning, planning
and controlling behaviors, which indicates a broader role of the motor network perhaps in decision
making as well (see review Graziano, 2006).
1.3.1 Motor control in decision making
Researchers originating from the neurobiology of motor control suggest that motor control
could be conceptualized as a decision-making process (Wolpert & Landy, 2012). The execution
of an action happens based on a competition amongst different alternative actions happening
within the cortical motor system. Specifically, according to the theoretical framework of
“affordance competition hypothesis”, multiple alternative actions are represented in the brain’s
motor system much in advance of when a chosen action is being implemented (Cisek, 2006, 2007;
Cisek & Pastor-Bernier, 2014; Freedman & Assad, 2011; Friston, 2010; Gold & Shadlen, 2007).
This theory has been supported by neurophysiological studies in humans and animals. Several
studies found involvement of sensorimotor neural activity while evaluating decision options
(Derosiere et al., 2018; Gluth, Rieskamp, & Büchel, 2013; Ramkumar, Dekleva, Cooler, Miller,
& Kording, 2016; Thura & Cisek, 2014) and modulation of corticospinal excitability by the
relevant decision information (i.e., reward) (Galaro, Celnik, & Chib, 2019; Klein-Flügge &
Bestmann, 2012). Studies have also shown that disrupting motor cortex activity results in changes
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in decision making behavior (Derosiere, Vassiliadis, Demaret, Zénon, & Duque, 2017; Derosiere,
Zénon, Alamia, & Duque, 2017; Zénon et al., 2015).
While these studies demonstrate the involvement of motor system in decision making,
many of them focused on the motor activity right before the response instead of specifically
investigating the neural activity in motor system in each of the decision-making process such as
decision evaluation and execution of choice selection. The contribution of motor system should
thus be better investigated across the entire temporal cascade of decision making. In the following
section, it will introduce a well-studied motor signal, the brain oscillatory activity within the beta
band frequency (15-30 Hz) using EEG, and review the studies using this signal to study the
contribution of motor control system in decision making.
1.3.2 Sensorimotor beta oscillation in motor control and decision making
Neural oscillation is a rhythmic or repetitive neural activity in the central nervous system.
Neural oscillations in beta frequency band (15-30 Hz) is widely observed in basal ganglia and
cortical motor regions (Brittain & Brown, 2014), which traditionally is well studied in motor
control and thought to relate with retaining of ongoing motor activities (Engel & Fries, 2010). The
so-called sensorimotor beta oscillations are primarily observed over the sensorimotor cortex from
the scalp by EEG. Sensorimotor beta oscillation is known to integrate sensory and motor
information within the primary and secondary motor cortex and encode movement parameters that
modulate the initiation and inhibition of movement (Engel & Fries, 2010; Jenkinson & Brown,
2011; Kilavik, Zaepffel, Brovelli, MacKay, & Riehle, 2013). It is established that decrease in
synchronous beta oscillations or beta desynchronization arising from the motor system initiates
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movements, while increase in beta oscillations, or beta synchronization suppresses movements
(Kuhn et al., 2004; Picazio et al., 2014; Swann et al., 2011, 2009; Tan et al., 2015).
More recently, studies found that the beta oscillation may reflect some long distance
communications among brain networks (Spitzer & Haegens, 2017), and is involved with highlevel cognitive process such as evaluating decisions and guiding the potential action selection. For
example, one study investigated how reward level influenced people’s motivation for making
motor efforts (Meyniel & Pessiglione, 2014). Participants were asked to apply grip force in order
to gain rewards and were allowed to adjust their own force allocation by having a break or applying
greater force in order to gain as many rewards as possible. Their results showed that effort onset
could be predicted by beta desynchronization during the previous break time. Furthermore, the
incentive reward led to a greater physical effort put forth, and such effect was also reflected in the
magnitude of beta desynchronization (Meyniel & Pessiglione, 2014). These results suggest that
one’s level of motivation or intention towards an action could be reflected by the beta oscillation.
Studies using decision-making paradigms demonstrated that the level of beta oscillations,
particularly the desynchronization of beta observed from cortical motor regions, were modulated
by the cue information about the potential actions before executing the selected action. For
example, the power of beta oscillation decreased significantly followed by an effective cue
predicting required response compared to an ineffective cue, which indicate the role of the beta
signal in predicting the upcoming motor response (van Wijk, Daffertshofer, Roach, & Praamstra,
2009). Similarly, the magnitude of probability for the upcoming action can modulate the power
of beta oscillation from the primary motor regions and premotor cortex before the manual response
such that with high probability, the associated beta desynchronization is stronger (Alamia et al.,
2019; Donner et al., 2009; Gould et al., 2012).
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In two of the studies from our research team, we found that the beta oscillatory power from
the sensorimotor regions was modulated by both the reward and risk (defined as probability to get
the reward) associated with the choices when a cue was being displayed (evaluation phase) (Chen
& Kwak, in prep.; Chen et al., 2019). Specifically, greater beta desynchronizations were found
with larger reward and lower risk, reflecting greater motivation towards an action. The engagement
of beta oscillations was interpreted as the evidence for encoding of the reward and risk information
happening in the motor system (Chen & Kwak, in prep.; Deecke, 1996; Delorme & Makeig, 2004;
Frank et al., 2015; Legon, Dionne, & Staines, 2013).
The studies discussed above demonstrate a unique contribution of the motor system
(measured as sensorimotor beta activity) in valuation during decision making. We proposed the
idea that the involvement of the motor system may be akin to the role of value computation in the
valuation system. Based on this idea, we propose two competing hypotheses about the way motor
system contributes during decision making. One possible hypothesis is that evaluation of options
is mainly undertaken by the valuation system and the motor system becomes involved by receiving
the value signal via communication with the valuation system, which is in line with
neurobiological theories of value-based decision making. An alternative hypothesis is that the
motor system does not communicate with the valuation system and that its involvement in the
evaluation process happens independently, which is in line with the theories grounded in
neurobiology of motor control. Detailed logics of these two hypotheses will be discussed below.
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1.4 Motor Control and Valuation Network in Decision Making
1.4.1 Motor control network
The neural circuitry of motor control has been well-defined in the cortico-basal gangliathalamic network (Freeze, Kravitz, Hammack, Berke, & Kreitzer, 2013; Kravitz, Tye, & Kreitzer,
2012). It is important to acknowledge the regulatory function of the nuclei within basal ganglia
onto the cortical motor cortex. The intrinsic circuitry of the basal ganglia, including the dorsal
striatum (caudate and putamen), subthalamic nucleus (STN), internal globus pallidus (GPi) and
external globus pallidus (GPe), maintains the direct and indirect pathway to inhibit or excite
thalamus, which sends inhibitory output to motor cortex (Graybiel, 2000), resulting in motor
initiation or inhibition. Specifically, the direct pathway goes from striatum to GPi to thalamus and
inhibits the thalamic output to motor cortex, thus resulting in initiation of movement (Freeze et al.,
2013) (Figure 1.1A). The indirect pathway is responsible for the inhibition of movement.
Specifically, the striatum sends inhibitory signals to inhibit the activation of GPe. As a result, GPe
has less control of STN and makes STN more excited. Then GPi becomes more active and inhibits
the thalamus. The final result of this indirect pathway is a decreased activity of the cortical motor
neurons and consequential suppression of the extemporaneous movement.
Researchers have recently proposed a third pathway, the hyper-direct pathway of motor
control. Instead of going through the striatum, hyper-direct pathway originates from the right
prefrontal region and directly connects to STN (Aron et al., 2007; Chikazoe, 2010). When
inhibitory commands are sent from cortex to STN, it activates the thalamus, which inhibits the
motor cortex. Hyper-direct pathway is fast, and reactively cancels out a readily-made motor
command from the motor cortex. Neuroimaging studies found the co-activation of the right inferior
frontal cortex (rIFC) and STN and their activations were stronger with inhibitions that were
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initiated faster (Aron & Poldrack, 2006). The integrated performance of the hyper-direct pathway
has also been shown with evidence from studies involving direct neural stimulation. Swann et al.
(2011) showed that deep brain stimulation of the STN can improve the performance in stop-signal
task in patients with Parkinson disease and increase the activation of rIFC as well. More recently,
simultaneous fMRI and EEG data suggested that the decision threshold in a reward-based task is
adjusted as a function of communication from dorsomedial frontal cortex (measured by pre-SMA
BOLD and mediofrontal theta activity) to STN (Frank et al., 2015). These results gave evidence
for the direct connection between the frontal region and STN as the hyper-direct pathway.
As part of the cortico-basal ganglia-thalamic loops, the basal ganglia is connected to a large
part of the cortex including motor cortex, prefrontal cortex as well as the anterior cingulate/medial
orbitofrontal cortices (Alexander, DeLong, & Strick, 1986; Middleton & Strick, 2000). The
striatum, the input of basal ganglia, receives multiple candidate behaviors from cortex and
integrates cognitive, motivational, and emotional information to perform a critical organizational
task by “gating” the most appropriate action while inhibiting the improper competing actions
(Freeze et al., 2013; Kravitz et al., 2012). The prefrontal cortex–basal ganglia loop via the
dorsomedial striatum (caudate nucleus in primates) has been associated with goal-directed
behaviors, and the selection of actions that lead to desired outcomes, while the sensorimotor
cortex–basal ganglia loop that includes the dorsolateral striatum (putamen in primates) may be
essential in habitual behaviors that ruled by stimulus-triggered actions (Baladron & Hamker, 2020).
Nowadays, more and more evidence demonstrates that the prefrontal cortex-basal ganglia loop can
regulate the sensorimotor loop and control the motor output (Dezfouli & Balleine, 2012, 2013;
Korb, Jiang, King, & Egner, 2017; Yin, 2014, 2016). Moreover, studies with invasive recording
methods in clinical population found that stimulating these subcortical basal ganglia nuclei such
14

as STN could change the activity at the cortical motor regions (Ceballos-Baumann et al., 1999;
Haslinger, Kalteis, Boecker, Alesch, & Ceballos-Baumann, 2005; Q. Li et al., 2012). In decision
making with multiple rewarded actions, the activity of STN can modulate the decision threshold
based on the response conflict, and prevent impulsive choice (Doll & Frank, 2009). Thus, it is
possible that the beta oscillations recorded at the sensorimotor regions at the scalp are influenced
by the activity in these subcortical regions.
At the cortical level, it is also important to note the contribution of the motor system along
different levels of cortical hierarchy. The motor system has a hierarchical organization, with the
primary motor area responsible for the lower level specification of kinematic properties of an
action, and the secondary motor area (i.e., supplementary motor area, premotor cortex) responsible
for the higher level engagement in movement goal and planning (Grafton & de C. Hamilton, 2007;
Haruno, Wolpert, & Kawato, 2003; Uithol, van Rooij, Bekkering, & Haselager, 2012). MRI
studies reported that activation of the secondary motor region such as pre-supplementary motor
area (pre-SMA), supplementary motor area (SMA), premotor cortex can be modulated by decision
variables such as reward amount, probability or uncertainty to get the reward, and conflict that
were manipulated in the decision making task (Abe & Hanakawa, 2009; Forstmann et al., 2008;
Frank et al., 2015; Goñi et al., 2011). Furthermore, motor system is part of another hierarchical
organization within the prefrontal cortex (Badre & Nee, 2018). Several studies have demonstrated
evidence for prefrontal cortex taking proactive control of downstream sensorimotor regions, in
anticipation of decision conflict during action selection (Derosiere et al., 2018; van Driel, Swart,
Egner, Ridderinkhof, & Cohen, 2015; van Noordt, Desjardins, & Segalowitz, 2015) as well as
taking reactive control of the readily specified motor commands (Cavanagh, Zambrano-Vazquez,
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& Allen, 2012; Zavala, Zaghloul, & Brown, 2015). Thus, the sensorimotor beta oscillation may
also relate with the activity at the secondary motor regions and the frontal motor control regions.
1.4.2 Connection between motor control and reward circuitry
Motor control and reward processing are highly interconnected. Both systems are largely
modulated by the dopaminergic input from the midbrain to basal ganglia nuclei (Wickens, 1990).
For example, the dopamine neurons in VTA and substantia nigra (SN) send their axons to the
striatum. Such dopaminergic nigrostriatal projections affect motor initiation and inhibition
synergistically by exciting the cells in the direct pathway (motor initiation) and inhibiting cells in
the indirect pathway (motor inhibition). Doll and Frank proposed a model proposing how the
phasic dopamine signals work on both the direct and indirect pathway and drive the action
selection downstream (Doll & Frank, 2009). Anatomically, the striatum contains three main nuclei
including caudate, putamen and the ventral striatum (i.e., nucleus accumbens). Ventral striatum is
one of the key parts of the valuation system and plays an important role in reward processing and
reinforcement learning (Burke, Brünger, Kahnt, Park, & Tobler, 2013; Haber, 2003; Rolls, 2000;
Schultz, 1997). It receives large inputs from the limbic and prefrontal cortex and is identified as a
convergent zone that functions as a neural hub for the integration of affective and executive
information (B. Larsen, Verstynen, Yeh, & Luna, 2017). Importantly, ventral striatum is also the
major target output region of the midbrain dopamine system, receiving direct projections from
SNc and VTA (O'Reilly, Frank, Hazy, & Watz, 2007). Taken together, the nuclei within the basal
ganglia are functionally and physiologically connected with each other and function together for
the integration of affective and executive information to influence behavior.
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Additionally, some important subcortical structures within the reward circuitry also
directly or indirectly connected with the cortical motor regions. For example, ventral striatum was
found to connect with motor cortex (Haber, 2003; Knutson, Fong, Adams, Varner, & Hommer,
2001; Schultz, 2000). The VTA dopaminergic neurons also projected directly to primary motor
cortex (Bourdy & Barrot, 2012; Hosp, Pekanovic, Rioult-Pedotti, & Luft, 2011). Therefore, it is
possible that the motor system and the valuation system can communicate with each other and
integrate the value information of the options. Thus, the sensorimotor beta oscillation may reflect
the motivation/intention to a certain action via the communication with the reward value
computation network.
In sum, the cortico-basal ganglia-thalamic motor control system itself (both cortical and
subcortical regions) may encode the decision variables and contribute to the decision making
independently. On the other hand, considering the functional and anatomical connections between
motor control and reward valuation network, it is also possible that the motor system
communicates with the valuation system and work together to evaluate the options. Study reported
in Chapter 2 of my dissertation would test about the interaction of the valuation and motor system
in decision making.
1.5 Decision Making in Adolescents
Adolescence is a transitional period from childhood to adulthood when significant
developmental changes in cognitive, social and affective processes take place (Casey, Jones, &
Hare, 2008; Dahl, 2004; Knutson et al., 2005). The onset of adolescence is characterized by the
start of pubertal maturation in the age between 9-12 years old typically. There is a rapid rise in
gonadal hormones during this period so that adolescents will have a greater sensitivity to anticipate
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and receive reward as well as to react to the exciting or stimulating signals (Blakemore, Burnett,
& Dahl, 2010). It also represents a critical period when regulatory connectivity between higherorder cortical regions and sub-cortical emotional processing circuits such as the mesolimbic
dopamine system is established (Renard, Rushlow, & Laviolette, 2018). Pubertal development
reaches a plateau in mid-adolescence at approximately age 15–16 years (Braams et al., 2015).
There is a huge variance in terms of when it ends, but generally, the end of adolescence is when
individuals achieve social and personal maturity (A. O. Cohen et al., 2016).
During adolescence, the gradual maturation of cognitive control allows adaptive regulation
of attention, emotion and motivational process in service of long-term ‘adult-like’ goals (Crone &
Dahl, 2012). At the same time, enhanced sensitivity to rewards and social contexts can manifest
as increased exploration and motivational behaviors (A. C. van Duijvenvoorde et al., 2016),
particularly those defined as risk taking (Defoe et al., 2015). Both scientific literature and the
nation-wide survey data have confirmed heightened risk-taking behaviors during adolescence,
which becomes a major threat to their mental and physical health (see review Reyna & Farley,
2006).
1.6 Theories on Decision Making during Adolescence
1.6.1 The imbalance theory
In recent years, investigation of adolescent risk taking has been significantly advanced by
use of cognitive neuroscience techniques in pediatric populations. This can be confirmed by the
amount of review papers published recently on this topic (Casey et al., 2016; Crone et al., 2016;
Luna & Wright, 2016; Meisel et al., 2019; Shulman et al., 2016; A. C. van Duijvenvoorde et al.,
2016), which also manifests as high interest in theoretical efforts to conceptualize adolescent
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decision making. One of the main theories that grounds the recent developmental cognitive
neuroscience research is the Imbalance theory, contrasting early maturation of affectivemotivational network, which mainly includes subcortical reward processing brain regions (i.e.,
ventral striatum), with the late maturation of cognitive control network, which mainly includes the
prefrontal areas responsible for executive control (Carver et al., 2009; Casey, 2015; Shulman et
al., 2016; Steinberg, 2008). The theory states that the sensitivity to rewards increases and peaks
during adolescence in a curvilinear pattern, which increases the subjective value of the rewarding
stimuli or environment. But an “imbalance” occurs because at the same time, such that the
adolescent executive control system, which implements the appropriate “brake” mechanism to
control impulses when deemed necessary, is still immature and developing slowly (Casey, Jones,
& Somerville, 2011).
1.6.2 Fuzzy trace theory
An alternative theory in the field is the Fuzzy-trace theory (Reyna & Rivers, 2008), which
explains adolescent risk taking in terms of developmental shifts in modes of reasoning from
“verbatim” to “gist” representations. Use of verbatim process involves accurate quantitative value
calculation and mathematical reasoning (i.e., expected value of choice) while use of gist process
involves categorical reasoning (e.g., some vs. none), intuition and heuristics (Reyna, 2012).
Accordingly, individuals with more risky decision making and sensation seeking showed relatively
greater reliance on “verbatim” or the “fact” of experience such as the exact probabilities (instead
of “gist”) (Reyna et al., 2011; Reyna, Wilhelms, McCormick, & Weldon, 2015). Gist processing
is considered as a more sophisticated and advanced strategy and grows developmentally with age
and expertise (Garavito, Weldon, & Reyna, 2018; Reyna & Brainerd, 2011). Younger people like
children are more likely to take the verbatim processing that they accurately represent the
19

magnitude of the benefit and the risk (i.e. probability) to get the negative outcome. In terms of the
adolescents, their gist processing is more advanced than children but less advanced than adults. In
the meanwhile, adolescents present greater sensitivity to reward. As a result, when adolescents
trade off potential benefits with risks, the greater verbatim process makes the benefits (e.g., having
unprotected sex) outweigh the negative outcomes (e.g., pregnancy) associated with the risks,
which seems very small when based on the exact probabilities.
1.6.3 Neural development during adolescence
Until now, most studies about the neural development of adolescents in decision making
are in line with the Imbalance theory, which focused on the functional activity of the affectivemotivational network (including ventral striatum and vmPFC in decision-making context) and the
cognitive control network within the frontal executive regions (including dorsal ACC, dorsal
lateral PFC). However, empirical studies have mixed findings. In terms of the affectivemotivational network, both increased (Chein, Albert, O’Brien, Uckert, & Steinberg, 2011;
Dreyfuss et al., 2014; Ernst et al., 2005; Galvan et al., 2006; Somerville, Hare, & Casey, 2011)
and decreased (Bjork et al., 2004) activity in vmPFC and ventral striatum were reported in
adolescents when they were in rewarded or emotional context (i.e., anticipating and receiving the
reward or making decisions for options that carry emotional components). Similarly, for the
cognitive control network, adolescents showed both diminished (Chein et al., 2011; Eshel, Nelson,
Blair, Pine, & Ernst, 2007; Qu, Galvan, Fuligni, Lieberman, & Telzer, 2015) and enhanced
(Galvan et al., 2006; Somerville et al., 2011) recruitment of the prefrontal executive control region
compared with adults or no age difference was found (van Leijenhorst, Crone, & Bunge, 2006).
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For the Fuzzy-trace theory, the evidence mainly came from behavioral studies using the
paradigm of framing the same potential outcome of a choice in a positive and negative ways (i.e.,
20% to gain vs. 80% to loss) (Schlottmann & Wilkening, 2011; Strough, Karns, & Schlosnagle,
2011). Fuzzy-trace theory hypothesizes that those who apply the verbatim strategy are less
influenced by how the choices are framed. Indeed, researchers found that compared with adults,
children and adolescents were more sensitive to the objective value of the probability and reward
and were less influenced by the way how the choices were framed (Morsanyi, Chiesi, Primi, &
Szűcs, 2017; Reyna & Ellis, 1994; Reyna & Farley, 2006). In terms of the neural evidence, studies
in adults showed that gist processing is associated with cognitive control network (i.e., dorsal
lateral PFC) while the verbatim processing is associated with the affective-emotional network (i.e.,
vmPFC, insula, amygdala) (Venkatraman, Payne, Bettman, Luce, & Huettel, 2009). These results
were in line with the brain development proposed by the Imbalance theory. However, not much
neural evidence directly investigates how the reward and probability factors are represented in the
brain of adolescent population when making decisions. Rayna et al. believe that the anatomical
development of the brain during adolescence is broadly consistent with the fuzzy trace theory such
that synaptic pruning and myelination can make the connectivity and communication across neural
networks more efficient, which in turn allows more efficient gist processing (Chick & Reyna,
2012). It is established that anatomical developmental is closely related with functional
development, but there is no direct evidence suggesting that the efficiency in neural network is
directly associated with gist processing.
In sum, the current theories explain risk-taking behaviors in adolescents from the general
neural development of the brain instead of the neural processes underlying each cognitive process
involved in decision making. Most of the studies have placed a greater attention on sensitivity to
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rewards rather than on the actual mental processing stream of decision making (Eshel et al., 2007).
The inconsistent results from the neuroimaging studies may be due to differences in age groups,
the context (i.e., peers) (Albert, Chein, & Steinberg, 2013) and the tasks implemented, which
suggest the importance of considering multiple factors when studying adolescent risk taking.
1.7 Developmental Differences across the Decision-Making Cascade
Importantly, to understand adolescent risk taking in a decision-making framework, one
should acknowledge that it involves distinct mental processes unfolding one after another in a
temporal sequence (Platt & Plassmann, 2014). As mentioned before, decision making involves the
following temporally separated processing stages including 1) the assessment and formation of
preferences among possible options (decision evaluation), 2) the selection and execution of an
action (choice execution), and 3) the experience or evaluation of an outcome (outcome evaluation).
Developmental differences can be present in any of these processing stages. Studies using
functional neuroimaging demonstrate evidence of neural imbalance during adolescence while
evaluating rewarding stimuli (Bjork et al., 2004; Bjork, Smith, Chen, & Hommer, 2010; Geier,
Terwilliger, Teslovich, Velanova, & Luna, 2009; Hoogendam, Kahn, Hillegers, van Buuren, &
Vink, 2013; Padmanabhan, Geier, Ordaz, Teslovich, & Luna, 2011) or experiencing choice
outcomes (J. R. Cohen et al., 2010; Galvan et al., 2006; A. C. van Duijvenvoorde et al., 2016; Van
Leijenhorst et al., 2010) as well as when executing a choice action (Chein et al., 2011; Eshel et al.,
2007; Qu et al., 2015), suggesting developmental change at all processing stages.
1.7.1 Decision evaluation
During the evaluation phase, a commonly used paradigm provides a cue before the decision
making. An advantage of using such a paradigm is that it can clearly separate the cue processing
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stage and the action selection stage. For example, Geier et al. (2009) and Padmanabhan et al. (2011)
asked participants to make a saccade response with a reward cue and found that when assessing
the cue, adolescents presented greater activity in the striatal region, suggesting the over-reaction
to the rewarded options. In contrast, studies using the Monetary Incentive Delay (MID) task
(Knutson, Westdorp, Kaiser, & Hommer, 2000), which separates reward anticipation phase when
predictive cue about reward was given and the reward outcome phase when reward outcome was
given as feedback, found that adolescents showed weaker activation in the ventral striatum during
the cue phase when anticipating the reward (Bjork et al., 2004; Bjork et al., 2010; Cao et al., 2019;
Geier et al., 2009; Hoogendam et al., 2013; Kim, Simon, Wood, & Moghaddam, 2016).
Interestingly, they also found a stronger affective activation in ventral striatum and vmPFC during
the outcome phase when experiencing the reward (Bjork et al., 2010; Cao et al., 2019; Geier et al.,
2009; Hoogendam et al., 2013; Kim et al., 2016). Such dissociation of striatal activity between
reward anticipation and consumption in adolescents were interpreted as the immature detection
and appraisal of reward information such that adolescents are not able to effectively link the
meaning of an abstract cue to potential behaviors relevant to the outcome. Currently, literature
mainly focused on the cue with reward information and not much attention is on the risk aspect.
1.7.2 Action selection
During the action selection stage, cognitive control plays an important role. People need to
reactively monitor the context to initiate their action or stop the improper action if conflict is
detected. The neural basis of action selection has been well studied and a set of neural network has
been identified including the dorsolateral PFC, ACC, SMA, and pre-SMA (Botvinick & Cohen,
2014; Eshel et al., 2007; Hauser et al., 2014; Ridderinkhof, van den Wildenberg, Segalowitz, &
Carter, 2004). As these structures are well known to continue developing during adolescence, a
23

great number of studies have been conducted to investigate the developmental changes in action
section using fMRI and EEG measures. The results consistently show that conflict monitoring
increases with age and that a similar developmental pattern is found in the involved brain regions
(Eshel et al., 2007; Fitzgerald et al., 2010; Ladouceur, Dahl, & Carter, 2007; Perkins, Welsh, Stern,
Taylor, & Fitzgerald, 2013). However, of relevance to the influence of the decision variables such
as reward and risk, the findings are not consistent. Van Leijenhorst et al. (2010) found that the
activity of ACC decreased from adolescents to adults when making risky selection, while Eshel et
al. (2007) found that the activity in ACC increases from adolescence to adult when making risky
selections. For the prefrontal regions related with cognitive and inhibitory control (i.e., dorsolateral
PFC, rIFG), some studies found stronger responses in frontal regions in adolescence compared
with adults (Galvan et al., 2006; Somerville et al., 2011), however, others found diminished
recruitment of the frontal executive regions. For instance, Chein et al. (2011) reported less
recruitment of lateral PFC in adolescents compared with adults. One longitudinal study also found
decreased activation in the right ventrolateral PFC with age from 13 to 15 yrs when making risky
decisions (Qu et al., 2015). These inconsistent findings indicate that further studies are needed to
be done on clarifying the neurological mechanism of the action selection during decision making
in adolescents.
1.7.3 Outcome evaluation
With numerous studies focusing on developmental differences in the outcome evaluation
stage, results are relatively consistent; adolescents show stronger reactions to the rewarded
feedback demonstrated as heightened activity in ventral striatum (J. R. Cohen et al., 2010; Crone
et al., 2009; Galvan et al., 2006; Van Leijenhorst et al., 2010). Additionally, two studies focus on
the reactions to positive and negative outcome of learning task under risk (presented with a mixed
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gamble of winning and losing outcomes). They found a stronger striatum-medial PFC connectivity
with age (8 to 22 yrs) (Van Den Bos, Cohen, Kahnt, & Crone, 2012) as well as a stronger OFCmedial PFC connectivity with age (age 7 to 17 yrs) (McCormick & Telzer, 2017). Researchers
believed that such age-related increase in connectivity reflect greater communication between
regions involved in reward processing and action selection (Euston, Gruber, & McNaughton,
2012). In other words, adolescents may show less efficient integration of outcome information
such that they are not so good at taking advantage of the information at the feedback stage to adjust
their future behaviors.
Collectively, recent advances in studies of adolescent risk taking with the use of cognitive
neuroscience techniques suggest that adolescents are different from adults in multiple mental
processes critically involved during value-based decision making. Adolescents present with
different neural responses when expecting or experiencing rewarding stimuli, specifically in the
affective-motivational network including amygdala, ventral striatum and orbitofrontal cortex (i.e.,
Bjork et al., 2004; Bjork et al., 2010; Cao et al., 2019; Chein et al., 2011; Ernst et al., 2005; Galvan
et al., 2006; Geier et al., 2009; Hoogendam et al., 2013; Kim et al., 2016; Somerville et al., 2011).
Adolescents present with diminished or enhanced recruitment of frontal executive regions when
having to execute a choice action in a regulated manner (i.e., Braams et al., 2015; Chein et al.,
2011; Eshel et al., 2007; Galvan et al., 2006; Luna & Sweeney, 2004; Somerville et al., 2011).
Adolescents also use different decision strategies or heuristics (i.e., Klaczynski, 2001; Kwak,
Pearson, & Huettel, 2014; Reyna & Rivers, 2008), with greater reliance on analytic or “verbatim”
processing that may lead to differences in risk assessments.
Within the current literature on neural development during adolescence in decision making,
findings about the decision factors such as reward and risk were not consistent. Secondly, with the
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numerous studies about developmental changes in reward processing across the decision making
stages from decision evaluation to outcome evaluation, only few studies have focused on the neural
representation of risk level especially during the stage when people are evaluating the decisions
(i.e., Eshel et al., 2007; Van Leijenhorst et al., 2010). Moreover, in many studies of adolescent risk
taking using a decision-making paradigm, participants are presented with choice options varying
in the degree of reward and risk level and freely choose amongst them (Blankenstein, Schreuders,
Peper, Crone, & van Duijvenvoorde, 2018; Eshel et al., 2007; A. C. K. van Duijvenvoorde et al.,
2015; Van Leijenhorst et al., 2010). Such decision environment is more naturalistic and reproduces
developmental patterns of real-word risk taking choices. However, the disadvantages of these tasks
are that it is often unclear how the key decision factors are quantified, and it is not easy to separate
out the evaluation from choice selection because choice can be made while the options are present.
Additionally, most previous findings are based on fMRI studies, which has low temporal resolution.
As a result, it is hard to understand the underlying cognitive and neural process over the temporal
cascade of decision making. Critically, prior research has not determined which of processing
stages the manifested developmental differences contribute to the risk-taking behavior.
To address these gaps in the previous literature, study reported in Chapter 3 of my
dissertation aimed to investigate the developmental differences in the evaluation and choice
execution stages during an experimental task that separates out these two decision stages (Chen &
Kwak, in prep). We particularly investigated the neural developmental differences in the decision
evaluation stage and action selection stage, and determined in which processing stage, the
developmental difference in neural signal can explain the characteristic adolescent decisionmaking behavior.
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1.8 The Current Study
There are several gaps in the current literature about the neural basis of decision making
and the neural development during adolescence.
Firstly, it is not clear about the contribution of motor system in decision making. In Chapter
2, the main goal is to better understand the neural basis of the motor system in decision making by
identifying brain regions that contributes to the sensorimotor beta oscillation across the temporal
cascade of decision making. To address the research question, I used simultaneous MRI-EEG
technique and applied the experimental paradigm that have previously identified the sensorimotor
oscillation involved in decision value computation (Chen et al., 2019). An EEG-informed analysis
approach was taken to identify the brain regions with BOLD signals that were covaried with the
sensorimotor beta oscillatory activity.
Secondly, cognitive processes and underlying neural bases that contributes to adolescent
risk taking has not been clarified in the framework of developmental changes over the cascade of
the decision making. In Chapter 3, the main goal is to determine at which of the decision-making
processing stages the developmental differences arise and which of these developmental
differences contributes to the characteristic adolescent behaviors.
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CHAPTER 2
NEURAL DYNAMICS OF VALUE-BASED ACTION SELECTION: A
SIMULTANEOUS EEG-MRI STUDY
2.1 Introduction
Decision making is a process of evaluating the prospect of rewards and risks associated
with options and ultimately choosing the best course of action (Barberis, 2013; Herfeld, 2020;
Mishra, 2014). In an effort to provide mechanistic models of decision making, neurobiologists
have focused on different neural systems that underlie decision processes such as the evaluation
of options and the execution of choice actions. One line of work grounded from the neurobiology
of economic or value-based decision making focuses on the neural substrates of expected utility
or subjective value that reside in the so-called valuation system (Kable & Glimcher, 2009; D. J.
Levy & Glimcher, 2012; Padoa-Schioppa, 2011; Platt & Plassmann, 2014). Valuation system
includes vmPFC, ventral striatum, and VTA, which carries a domain-general subjective value
signal (Bartra et al., 2013; Krebs et al., 2011). Within this theoretical framework, the core aspects
evaluation process is localized within the valuation system, after which the brain’s motor control
system gets involved to implement choice actions (Kable & Glimcher, 2009; Padoa-Schioppa,
2011; Rangel, Camerer, & Montague, 2008; Rangel & Hare, 2010).
A separate line of work originating from the neurobiology of motor control focuses on the
contribution of the brain’s motor system and suggests that its role in decision making goes beyond
simple implementation of actions. Specifically, according to the theoretical framework of
“affordance competition hypothesis,” decision making is a process of competition amongst
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different alternative actions, all of which are represented in the brain’s motor system much in
advance of the implementation of chosen action (Cisek, 2006, 2007; Cisek & Pastor-Bernier, 2014;
Freedman & Assad, 2011; Friston, 2010; Gold & Shadlen, 2007). Based on this theory, motor
system also takes part in evaluation of options, which is now supported by much empirical
evidence. For example, studies have found neural signals reflecting value computations in the
motor cortex (Alamia et al., 2019; Bijleveld et al., 2014; Chen et al., 2019; Gluth et al., 2013; Hare,
Schultz, Camerer, Doherty, & Rangel, 2011; Kapogiannis, Campion, Grafman, & Wassermann,
2008; Pastor-Bernier & Cisek, 2011; Roesch & Olson, 2003; Sul, Jo, Lee, & Jung, 2011;
Wunderlich et al., 2009), modulation of corticospinal excitability by the relevant decision
information (e.g., reward) (Galaro et al., 2019; Klein-Flügge & Bestmann, 2012; Klein, Olivier, &
Duque, 2012), and changes in decision making behavior as a result of disrupting motor cortex
activity (Derosiere, Vassiliadis, et al., 2017; Derosiere, Zénon, et al., 2017; Zénon et al., 2015).
In line with works from both neurobiology of economic decision making and motor control,
several fMRI studies have shown concurrent involvement of the valuation system and the motor
control system during decision making tasks (Bijleveld et al., 2014; Gläscher et al., 2009; X. Li,
Lu, D'Argembeau, Ng, & Bechara, 2010; Wunderlich et al., 2009). What remains uncertain is
whether or not the two brain systems communicate with each other along a decision-making
process. One possible hypothesis is that evaluation of options is mainly undertaken by the
valuation system and that the motor system becomes involved by receiving value signals via
communication with the valuation system, which is in line with neurobiological theories of valuebased decision making. An alternative hypothesis is that the motor system undergoes the
evaluation process independent of the valuation system, which is in line with theories grounded in
neurobiology of motor control
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To test these alternative hypotheses, the current study investigated the direct
communication between the brain’s valuation and motor control system during evaluation of
decision options. To this end, we performed a simultaneous collection of EEG and fMRI data and
examined trial-to-trial covariations of the EEG and BOLD signal during evaluation process. We
selectively focused on the well-identified sensorimotor beta oscillations from the EEG signal as a
representative neural signal of the motor control system. Sensorimotor beta oscillations are widely
observed in the neural circuitry underlying controlled movements, i.e., the cortico-basal ganglia
thalamic loop (Alexander, Crutcher, & DeLong, 1991; Blandini, Nappi, Tassorelli, & Martignoni,
2000; DeLong & Wichmann, 2007; Singh, 2018). This neural signal is known to be responsible
for the retaining of ongoing motor activities (Engel & Fries, 2010), such that the power of beta
oscillations decreases (i.e., desynchronization) when preparing and initiation a new movement
(Pfurtscheller, Graimann, Huggins, Levine, & Schuh, 2003; Zhang, Chen, Bressler, & Ding, 2008),
and increases (i.e., synchronization) when movements should be inhibited (Kühn et al., 2004;
Picazio et al., 2014; Swann et al., 2011; Swann et al., 2009; Tan et al., 2015). Several studies have
shown that cortical sensorimotor beta can be modulated by cues with predictive information about
upcoming actions, with greater desynchronization indicating a greater motivation towards an
action (Alamia et al., 2019; Gould et al., 2012; Meyniel & Pessiglione, 2014; van Wijk et al., 2009).
In line with this idea, we have previously shown modulation of sensorimotor beta oscillations
when presented decision cues with reward and risk information associated with choice options
(Chen et al. 2019; Chen & Kwak in prep.). Greater desynchronization was found for larger reward
amounts and lower risk levels, reflecting a stronger motivation towards an action of choice. Based
on these findings we concluded that the neural signals of motor control actively encode the
decision variables suggesting their engagement in the evaluation of decision options.
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To understand the nature of contribution from the brain's valuation and motor control
system in the evaluation of decision options, we conducted a simultaneous EEG and fMRI data
collection while participants were performing the previously developed value-based Go-NoGo
task (Chen et al. 2019; Chen & Kwak 2017). In this task, participants were presented with a
prospect of a forthcoming Go or NoGo stimulus (i.e., Go-probability) along with a large or small
reward amount that would be awarded based on the speed and accuracy of response. Critically, we
interpreted the neural signals—both EEG and fMRI—observed while being presented with the
decision information (i.e., reward amount and Go-probability) as those involved in the evaluation
process. Using this task paradigm, we first determined the involvement of the valuation system,
i.e., vmPFC, ventral striatum and VTA, from the BOLD signal prior during evaluation process in
order to replicate fMRI studies and confirm their contribution within our task environment (Hsu,
Bhatt, Adolphs, Tranel, & Camerer, 2005; I. Levy, Snell, Nelson, Rustichini, & Glimcher, 2009;
Preuschoff, Bossaerts, & Quartz, 2006). To test our main hypothesis, we determined whether or
not the previously identified sensorimotor beta signal from EEG oscillations correlated with
BOLD signal from the valuation system. Additionally, we tested for the covariation between EEG
sensorimotor beta and BOLD signal from the well-defined cortico-basal ganglia thalamic circuitry
of motor control (Baladron & Hamker, 2020; Freeze et al., 2013; Kravitz et al., 2012). If motor
system does communicate with valuation system in its contribution during evaluation process, a
significant covariation with sensorimotor beta will be observed in the valuation network as well as
the motor control network. If motor system’s involvement during evaluation phase is independent
of valuation system, covariation will be selectively observed in the motor control network. Lastly,
we studied the engagement of motor inhibition network (Aron et al. 2007; Chikazoe 2010) when
participants were faced with a NoGo stimulus in fMRI data and determined whether the
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engagement of the motor control network is modulated by the evaluation-phase sensorimotor beta
signal. If the evaluation-phase beta reflects the degree of motivational drive towards a response as
suggested by our previous study (Chen et al. 2019), the signal would have direct modulatory effect
on the brain activity for motor inhibition; a greater motivation towards a response would place a
greater load for motor inhibition when presented with a NoGo stimulus. Testing these ideas will
collectively delineate the mechanisms and functional implications of motor system in decisionmaking processes.
2.2 Method
2.2.1 Participants
Thirty right-handed young adults (7 males, 21.16 ± 2.87 yrs), without a history of
psychiatric and neurological disorders or alcohol/drug dependence, were recruited from the
University of Massachusetts, Amherst. After screening for MRI eligibility, all participants signed
a written informed consent, approved by the UMass Amherst Institutional Review Board. After
completion of experiment, participants received course credits or monetary compensation of $45,
based on their preference. In addition to the flat rate of course credit/money for participation itself,
we also granted a bonus ranging between $1 to $5 based on the reward points they earned
throughout the Value-Based Go-NoGo task.
2.2.2 Stimuli, task, and procedure
Participants performed the Value-Based Go-NoGo task (Chen & Kwak, 2017; Chen et al.,
2019) inside the MRI scanner. The task consisted of two stages – baseline stage followed by task
stage. During the baseline stage, participants performed a typical Go-NoGo task with 18 NoGo
trials in a total of 90 trials (fMRI run 1, screens 3-5 in Figure 2.1A). Participants were asked to
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press the response button with their right index finger to a “Go” signal (i.e., a geometric shape in
blue) and withhold their response to a “NoGo” signal (i.e., a geometric shape in gray). The
response time (RT) to the Go stimulus in this baseline stage was used to set the RT categories for
determining the actual reward amount on each trial of the task stage. There were five RT categories
based on the lognormal distribution of RTs (from fast to slow) in the baseline stage: Category 1:
RT < μ – 1.5σ; Category 2: μ – 1.5σ ≤ RT < μ - σ; Category 3: μ - σ ≤ RT < μ; Category 4: μ ≤ RT
< μ + σ; Category 5: RT ≥ μ + σ; μ and σ refer to the mean and standard deviation of lognormal
distribution, respectively. The baseline stage lasted 385.2 seconds.
During the task stage (Figure 2.1A), participants were first presented with a decision cue
(1.5 secs). The cue consisted of reward points at stake - either 120 (large reward) or 6 (small reward)
- and a probability of the Go stimulus described in a pie chart (Go-probability: 25%, 50% or 75%).
The period of this decision cue, based on which the values of Go vs. NoGo options were evaluated,
was referred as the evaluation phase. Following the decision cue, a fixation cross was presented
(jittered; either 1.8 or 3.6 secs). After fixation, a “Go” or “NoGo” signal appeared (0.2 sec), which
was determined by the Go-probability, followed by a blank screen (0.8 sec). The period from the
onset of the Go/NoGo stimulus until the offset of the blank screen, during which a response was
made, is referred to as the action phase. To ensure that participants were not making any premature
motor responses during evaluation phase or fixation, trials were automatically aborted when button
press was made prior to action phase. Following the blank screen, a feedback screen (1 sec) was
presented indicating the reward points earned. A fixation cue was displayed during inter-trial
intervals (jittered; either 1.3 or 3.1 secs). For the purpose of minimizing the impact of MR-related
noise on EEG signal of our interest, an additional jitter was added to the fixation/blank screens
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before and after the decision cue and the Go/NoGo stimulus to de-correlate the cue onsets and
offsets with TR. The jitter before and after each stimulus summed up to 0.3 sec.
The reward points earned for each trial were determined by the speed and accuracy of the
response made in that trial. Correct “Go” responses was rewarded based on the RT using the predefined RT categories. For trials that met the RT category 1, 2, 3, 4 and 5, participants earned
100%, 50%, 25%, 12.5% and 0% of the total reward points at stake (either 120 or 6), respectively.
Successful inhibition to a NoGo stimulus did not result in any reward (i.e. 0 point). However, a
failure to inhibit a response (i.e. false alarm) resulted in loss of the total points at stake (i.e. resulting
in -120 or -6). A decision to Go entails a risk of resulting in negative points and thus, Goprobability is a metric based on which participants can assess the risk of negative outcomes
associated with a Go decision.
There were six fMRI runs (fMRI run 2 – run 7) with 240 trials in total (40 trials/run) in the
task stage. Within a run, each of the six decision cues were chunked into a semi-block with 4-12
trials that consisted of the same cue. The order of semi-blocks was randomized within each run.
Inclusion of the semi-blocks was to make the processing of reward and Go-probability information
easier for the participants, by repeating the same decision cue several times. This way, we allowed
participants to actively process and evaluate the reward and Go-probability information and to use
it for their response. Each of the six cues were presented 40 times throughout the experiment. After
each run, participants were shown accumulated amount of points they have earned up until then.
Each run lasted for 354.6 secs. Before going inside the scanner, participants had 10 practice trials
of both the baseline and task stages.
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2.2.3 fMRI data acquisition and preprocessing
MRI data were acquired using a Siemens Magnetom Skyra 3T MRI scanner housed in the
Human Magnetic Resonance Center at the University of Massachusetts Amherst. Functional
images were obtained using a GRE-EPI sequence (TR: 1800 ms, TE: 30 ms, FOV: 210 × 210 mm,
44 slices, thickness: 3 mm, flip angle: 60°, AC-PC orientation). The T1-wighted anatomical MR
images were obtained after run 1, using MP-RAGE sequence (TR: 1800 ms, TE: 2.13 ms, slice
thickness: 1 mm, FOV: 256 mm × 256 mm, flip angle: 9°).
Data were pre-processed and analyzed using SPM8 (Wellcome Department of Imaging
Neuroscience, London, UK). Only brain images in the task stage (fMRI runs 2–7) were analyzed.
Preprocessing of data included the following steps. First, functional images were slice-time
corrected and realigned to the first volume acquired in fMRI run 2, and the structural scan was coregistered to the mean functional image of the time series. Then the structural images were
normalized to the Montreal Neurological Institute (MNI) stereotactic space with a 3 x 3 x 3 mm
resolution. Finally, normalized functional images were spatially smoothed with an 8-mm FWHM
Gaussian kernel. If not indicated otherwise, SPM8 default parameters were used. All participants’
head motions were within 3 mm and 3 degrees. Motion parameters were also included in the firstlevel GLM as covariates of no interest.
2.2.4 Concurrent EEG acquisition and preprocessing
The electroencephalogram (EEG) was concurrently acquired during the MRI scan session
using a 32-channel MRI-compatible Brain Vision system (BC-MR-32, EasyCap, GmbH) with
SyncBox (Brain Products). The electrocardiogram (ECG) was monitored with an electrode placed
on the upper back of participants. All channel impedances were kept below 5 kΩ. The EEG was
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amplified with a BrainAmp system (Brain Products GmbH, Gilching, Germany). All signals were
recorded with a band-pass filter of 0.016-250 Hz and digitized at 5000 Hz, referenced to the vertex
(FCz) during recording. Removal of the MR gradient artifact and cardioballistic artifact from
ballistocardiogram (BCG) were performed using an average template-subtraction method (Allen
et al. 2000) via Brain Vision Analyzer 2 (Brain Products GmbH, RRID: SCR_009443). EEG was
then low-pass filtered at 100 Hz and down sampled to 1000 Hz.
After the removal of MRI scanning related artifacts, EEG data were exported for
subsequent analysis in MATLAB using the EEGLAB software package (Delorme & Makeig 2004)
and custom scripts. The data were re-referenced to the average of mastoid channels and were highpass filtered at 0.1 Hz. The focus of EEG analysis was on the evaluation phase during which
decision cues were being presented. We created epochs spanning from -800 to 3200 ms around the
decision cue onset which included the first 1700 ms of the subsequent fixation screen as well.
For each participant, we implemented a procedure for artifact removal based on an
independent component analysis (ICA) approach (Delorme et al. 2012; Makeig et al. 2004; Onton
& Makeig 2006) that has been known to greatly diminish the contribution of ocular/biophysical
artifacts. Single trials were also visually inspected to exclude epochs with excessively noisy EEG
or muscle artifacts. On average, 95.79% of the decision cue-locked epoch were included in the
final analysis.
2.2.5 Time-frequency analysis of EEG
Our central research question was addressed by estimating the sensorimotor beta rhythm
(15-30 Hz) from the EEG channel C3 in the left hemisphere (contralateral to right hand used for
response, see Figure 2.3 for channel location). C3 has been widely used to study sensorimotor
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beta rhythm from the primary motor cortex (Deiber et al., 2012; Gonzalez-Rosa et al., 2015;
Jackson, Cole, Voytek, & Swann, 2019; López-Larraz, Montesano, Gil-Agudo, Minguez, &
Oliviero, 2015; Picazio et al., 2014; Tan et al., 2015). The oscillatory power of neural signal was
calculated by means of Fast Fourier Transformation (FFT) using the newtimef function in
EEGLAB. The mean event-related (log) spectral perturbation (ERSP) was computed with respect
to the preceding 800 ms before the decision cue. After the FFT, the epochs covered from -544
ms to 2439 ms around the decision cue onset. The ERSPs were averaged across the beta
frequency range (15-30 Hz).
2.2.6 fMRI data analysis
Three General Linear Models (GLM) were estimated in order to determine 1) task-related
brain activations (standard MRI analysis), 2) covariation between evaluation-phase sensorimotor
beta and evaluation-phase BOLD signal, and 3) covariation between evaluation-phase
sensorimotor beta and action-phase BOLD signal. All fMRI analysis was conducted using regionsof-interest (ROIs) to test a priori hypotheses. All fMRI analyses were conducted in predetermined
ROIs based on our a priori hypotheses. For anatomical structures that are relatively large and well
identified such as the cortical motor regions, thalamus, caudate and putamen, we used anatomical
masks adapted from standardized templates (details were displayed below for specific analysis of
task-related activation and the EEG-MRI covariation). For relatively smaller basal ganglia
structures and functional ROIs that we defined based on the literature, we created spherical ROIs
centered on the MNI coordinates based on previous literature. The list of spherical ROIs as well
as the MNI coordinates and their relative sizes in radius are provided in Table 2.1. The sizes of the
spherical ROIs were adjusted based on the respective size of the structure. Small volume correction
was applied for the analyses using anatomic masks, with an extent threshold of k > 25 contiguous
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voxels and cluster-level pFWE-corr < .05. Bonferroni correction was applied for the analysis using
spherical ROIs. In addition to the ROI analyses, an exploratory whole-brain analysis was
performed as described in Table 2.3-2.5.
Task-related brain activations
Brain activations associated with experimental variables in the evaluation phase and the
action phase were determined by a GLM constructed to model the onsets of the decision cues and
the onset of Go/NoGo stimuli with correct response with a duration of 0 sec as the main regressors
of interest. Three parametric regressors were added to the decision cue regressor to account for the
main effect of reward (large vs. small reward: [1, -1]), main effect of Go-probability (75% vs. 50%
vs. 25%: [1, 0, -1]) and the interaction between the two factors (large_75% vs. small_75%,
large_50%, small_50%, large_25%, small_25%: [1, -1, 0, 0, -1, ]). Additionally, the following
were included as regressors of no interest: onset of reward outcomes with the magnitude of rewards
earned as feedback added as a parametric regressor, onset of Go and NoGo stimuli with incorrect
responses, and six head motion parameters.
In the second-level analysis, we determined brain activations associated with the evaluation
phase by testing the parametric regressors for the main effect of reward, the main effect of Goprobability, and the reward by Go-probability interaction. Three functional regions of interest
(ROIs) from the valuation network, the ventral striatum, vmPFC, and VTA adopted from previous
studies (Bartra et al., 2013; Murty et al., 2014), were chosen to test for their involvement during
the evaluation phase. Brain activations associated with the action phase were evaluated by testing
for the involvement of motor inhibition network using the contrast, correct NoGo - correct Go. In
action phase, particularly when participants were faced with a NoGo stimulus, the preparatory
process towards a motor response generated based on the decision cues should be cancelled. This
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abrupt cancellation is expected to involve the reactive motor inhibition network including the rIFG
and STN (Aron 2011; Aron et al. 2007). Spherical ROIs were created, centered around the MNI
coordinates (Table 2.1) for rIFG (Criaud & Boulinguez, 2013) and STN (Vaillancourt, Yu, Mayka,
& Corcos, 2007) taken from prior studies of reactive inhibition and motor control.
Covariation between evaluation phase EEG and BOLD
The main focus of our study was to gain a deeper understanding of how the brain’s motor
system, as reflected in the sensorimotor beta signal, contributes during evaluation phase. In
particular, we examined whether motor system communicated with valuation system or it
independently contributed to the encoding of decision variables. To this end, we determined brain
networks associated with sensorimotor beta signal via beta-BOLD covariation, and tested whether
or not the beta signal covaried with the valuation network.
The GLM for beta-BOLD covariation was constructed by adding normalized single-trial
beta power as a parametric modulator to the decision cue regressor in the GLM for task-related
brain activations described above. In the second-level analysis, we first tested for covariation
between the beta signal and valuation network using the ROIs of ventral striatum, vmPFC, and
VTA. We then tested for the covariation between the beta signal and the cortico-basal gangliathalamic network involved in motor control. A set of ROIs were created including cortical motor
regions, basal ganglia and thalamus. Basal ganglia ROIs include the caudate and putamen as well
as the external and internal portions of the globus pallidus (GPe and GPi, respectively), STN and
SN. For cortical motor regions, we used Human Motor Area Template (HMAT) (Mayka, Corcos,
Leurgans, & Vaillancourt, 2006), which included pre-SMA, SMA, the dorsal and ventral premotor
cortex, the primary motor and somatosensory cortex. For thalamus, we created the anatomical
mask

from

the WFU PickAtlas toolbox

(http://fmri.wfubmc.edu/cms/software#PickAtlas)
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(Maldjian, Laurienti, Kraft, & Burdette, 2003). For caudate/putamen, the Basal Ganglia Human
Area Template (BGHAT) (Prodoehl, Yu, Little, Abraham, & Vaillancourt, 2008) was used. For
smaller basal ganglia nuclei (i.e., GPi, GPe, STN, SN), spherical ROIs were created using the
center coordinates of each anatomical structure as defined in prior studies with size of the sphere
adjusted based on the respective size of the structure (Table 2.1) (Murty et al. 2014; Vaillancourt
et al. 2007).
Covariation between evaluation-phase EEG and action phase BOLD
While our primary research question was centered on understanding the evaluation phase,
we further tested the relationship between evaluation-phase beta oscillations and brain activation
patterns associated with events in the action phase. This was based on an assumption that the
evaluation-phase beta signal reflects the degree of motivational drive towards a Go response, and
thus would have direct modulatory effect on the brain activity for motor inhibition during the
action phase. For example, a greater motivation to Go, formed based on decision cues during the
evaluation phase, would place a greater load for motor inhibition when presented with a NoGo
stimulus. To test this idea, we performed a covariation between evaluation-phase beta and action
phase BOLD. Signal-trial evaluation-phase beta power was included as parametric modulators
separately to the correct Go and NoGo stimulus regressors in the GLM for task-related brain
activations described earlier. In the second-level analysis, we tested the covariation between
evaluation-phase beta and action-phase BOLD in NoGo trials specifically to test our hypothesis
regarding motor inhibition. The spherical ROIs of STN and rIFG were used to test the involvement
of the reactive motor inhibition network.
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2.3 Results
2.3.1 Behavioral results
The behavioral data analysis focused on comparing the effect of decision cues on
response time (RT) in correct Go trials and false alarm rate in NoGo trials. For RT, to account
for the difference in baseline RT across individuals (Mbaseline = 318.8 ms, SD = 40.35), we
calculated the improved RT defined the baseline-stage RT minus the task-stage RT (as in Chen
& Kwak, in prep.). This improved RT measure reflected the degree to which performance speed
benefitted from the decision cue. A 2 (Reward: small, large) x 3 (Go-probability: 25%, 50%,
75%) repeated measures ANOVA was conducted separately with improved RT and false alarm
rate.
For improved RT, we found a significant main effect of Reward (F(1,29) = 19.12, p < .001,
ηp2 = .40, Msmall = 1.06, SD = 29.85, Mlarge = 13.83, SD = 31.91) (Figure 2.2A) and a significant
main effect of Go-probability (F(2,58) = 68.56, p < .001, ηp2 = .70, M25% = -17.45, SD = 31.59,
M50% = 11.06, SD = 32.21, M75% = 28.73, SD = 33.34). Improved RT was significantly higher in
75% than that in 50% and 25% Go-probability (both ps < .001 with Bonferroni correction). The
difference between 50% and 25% Go-probability was also significant (p < .001 with Bonferroni
correction). The Reward by Go-probability interaction was not significant (F(2,58) = 1.05, p
= .356).
For false alarm rate, we found a significant main effect of Go-probability (F(1,29) = 44.55,
p < .001, ηp2 = .61, M25% = 0.012, SD = 0.012, M50% = 0.073, SD = 0.079, M75% = 0.24, SD = 0.19,
Figure 2.2B). False alarm rate was significantly higher in 75% than in 50% and 25% Goprobability (both ps < .001 with Bonferroni correction). The difference between 50% and 25% Go-
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probability was also significant (p < .001 with Bonferroni correction). The Reward main effect
(F(1,29) = 2.05, p = .163) and the interaction (F(2,58) = 1.49, p =.233) were not significant. In
other words, there was a greater tendency to take risks associated with a speeded Go response
when the reward was larger and the probability of losing was lower (i.e. higher Go-probability).
These results replicated our previous findings suggesting that behavioral adjustments are made
across different types of decision cues. We found a greater tendency to take risks associated with
a speeded Go response when the reward was larger and the probability of losing was lower (i.e.
higher Go-probability) (Chen et al. 2019; Chen & Kwak 2017).
2.3.2 Sensorimotor beta power during evaluation phase
Sensorimotor beta desynchronization within the evaluation phase was estimated by
averaging the beta power computed across all the decision cue conditions at each time point
within an epoch in each participants. Point-by-point one-sample t-tests of the average beta power
across participants showed a significant beta desynchronization (tested against 0) between 208663 ms from the onset of decision cue (all ps < .051, t statics reported based on the average
across the identified time window, t(29) = -5.08, p < .001, Figure 2.3). For the EEG-BOLD
covariation analysis, trial-by-trial beta power was quantified by taking the average across this
time window on each trial.

The time window showing beta desynchronization was determined without correcting for multiple
comparisons across time points, with an aim to keep all data points showing evidence of beta
desynchronization. We took this lenient approach to allow more flexibility in the EEG-fMRI covariation
analysis. The temporal window after applying FDR correction was 225-627 ms which was narrower only
by 53 ms.
1
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2.3.3 Task-related brain activations
From the fMRI data, we first examined how the BOLD activity in the valuation network
modulated by decision variables presented at the evaluation phase. A significant main effect of
Reward was found in the left and right ventral striatum (left: t(29) = 3.35, p = .012, right: t(29) =
5.06, p < .001 after Bonferroni correction) as well as the right VTA (t(29) = 3.35, p =.012 after
Bonferroni correction), while the vmPFC did not show such an effect (t(29) <1 , p > .90) (Figure
2.4A). The right VTA also showed a significant main effect of Go-probability (t(29) = 2.82, p
= .045 after Bonferroni correction) but not the Reward by Go-probability interaction (t(29)= 1.02,
p > .90). Other regions in the valuation networks did not show any main effect of Go-probability
(ts < 2.10, ps > .224) or Reward by Go-probability interaction (ts<1.57, ps > .767). We then
examined the effect of motor inhibition via the contrast of correct NoGo – correct Go in the action
phase. A significant effect of this contrast was found in the rIFG (t(29) = 9.87, p < .001) as well
as the left and right STN (left: t(29) = -6.38, p < .001, right: t(29) = -5.54, p < .001) in NoGo-Go
contrast (Figure 2.4B). Collectively, these results confirm our hypothesis on the involvement of
the brain’s valuation network in the encoding of value information and the reactive motor
inhibition network when a pre-planned action needs to be inhibited.
2.3.4 Covariation between EEG and evaluation-phase BOLD
We tested for the brain regions that showed greater activity with greater beta
desynchronization during evaluation phase. We found no evidence of EEG-BOLD covariation in
the valuation network including vmPFC, ventral striatum and VTA (|t|s < 2.40, ps > .298) (Figure
2.5B), suggesting no direct correlation between the motor signal and valuation network. On the
other hand, we found significant EEG-BOLD covariation within the ROIs of the cortico-basal
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ganglia-thalamic network. In cortical motor ROIs, we found significant covariation in the right
primary motor cortex (M1), the left and right ventral premotor cortex (PMv), the right dorsal
premotor cortex (PMd), pre-SMA (extended across both left and right hemisphere), SMA
(extended across both left and right hemisphere) and the left primary somatosensory cortex (S1)
(Table 2.2, Figure 2.5A). Greater beta desynchronization was associated with greater BOLD
activity in these cortical motor regions. In the thalamus, we found a similar covariation in both the
left and right thalamus (Table 2.2, Figure 2.5A). Within the caudate and putamen, a similar
covariation was found in the left caudate body, the left and right putamen (Table 2.2, Figure 2.5A).
The left putamen cluster was localized on ventral and rostral striatum which was considered as the
associative striatum (François et al. 1994; Guigoni et al. 2005; Levitt et al. 2013) whereas the right
putamen cluster was localized on dorsal and caudal striatum which is considered as the
sensorimotor striatum (François, Yelnik, Percheron, & Fénelon, 1994; Guigoni et al., 2005; Levitt
et al., 2013). Among the spherical ROIs of smaller basal ganglia nuclei, the left STN, the left and
right GPi, and the left SN showed a significant covariation (all ps < .05 after Bonferroni correction,
Figure 2.5B). These results suggest that the sensorimotor beta signal arising from the evaluation
phase does engage neural circuitries of motor control in the cortico-basal ganglia-thalamic network,
but that it does not engage the valuation network.
After confirming the engagement of the cortico-basal ganglia-thalamic pathway, we further
investigated the functional implications of these brain regions in the context of value-based
decision making. More specifically, we determined their contribution in the evaluation of decision
information by testing whether they encoded the reward and risk information. To this end, we
created functional ROIs of the brain regions identified in the covariation analysis and tested for
the main effect of Reward and Go-probability as well as the interaction. For the regions that were
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activated symmetrically in both the left and right hemisphere, only the left side was considered as
the representative dominant hemisphere for a right-hand motor response in right handers (Germann,
Petrides, & Chakravarty, 2019; Haaland & Harrington, 1996). Spherical ROIs were created around
the peak coordinates of the identified clusters with a radius of 10 mm for cortical motor regions, 6
mm for subcortical nuclei (i.e., caudate, putamen and thalamus). The smaller basal ganglia ROIs
(GPe, GPi, STN, SN) were also included in the analysis. We found a significant Reward main
effect in the left SMA, the left pre-SMA, the right M1 and the left thalamus (all ps < .05 after
Bonferroni correction, Figure 2.6A). In the right sensorimotor putamen, the left associative
putamen, the left STN, the left GPe, and the left GPi, we found a significant Go-probability main
effect as well as the Reward main effect (all ps < .05 after Bonferroni correction, Figure 2.6). These
results suggest that the brain regions of the cortico-basal ganglia-thalamic pathway associated with
the motor signal, do contribute to the evaluation of decision options, encoding the reward and risk
information.
2.3.5 Covariation between EEG and action-phase BOLD
We had hypothesized that greater motivational drive reflected in the sensorimotor beta
signal captured from the evaluation phase would be associated with greater engagement of
reactive motor inhibition network. This hypothesis was tested by evaluating the covariation
between the BOLD response in rIFG and STN associated with events in the action phase and the
sensorimotor beta power from the evaluation phase.
A significant covariation was found in rIFG during the NoGo trials (t(29) = -2.77, p
= .030 after Bonferroni correction). Specifically, greater beta desynchronization was associated
with greater rIFG activity associated with NoGo trials. This pattern suggests that a greater

45

motivation towards a motor response requires greater effort for motor inhibition when facing a
NoGo stimulus, which is consistent with the idea that sensorimotor beta in the evaluation phase
reflects motivational drive towards a response.
2.4 Discussion
The literature on neurobiology of decision making has placed a great focus on the so-called
valuation system, including vmPFC, ventral striatum and VTA, where abstract representation of
value resides (Kable & Glimcher 2009; Levy & Glimcher 2012; Padoa-Schioppa 2011; Platt &
Plassmann 2014). Within this theoretical framework, the brain’s motor control system is involved
in implementing choice actions, which is a downstream process happening after evaluation of
decision options based on the value signal (Padoa-Schioppa 2011). Another line of work that stems
from neurobiology of motor control proposes an active engagement of the brain’s motor system in
evaluating the decision options, much in advance of choice implementations (Carroll, McNamee,
Ingram, & Wolpert, 2019; Cisek, 2006, 2007; Cisek & Pastor-Bernier, 2014; Gallivan, Chapman,
Wolpert, & Flanagan, 2018; Selen, Shadlen, & Wolpert, 2012; Shadmehr, Reppert, Summerside,
Yoon, & Ahmed, 2019). What remains to be uncovered is whether the two systems communicate
or the motor control system independently contributes in the evaluation process. The current study
tested these two ideas by determining a covariation of the simultaneously collected EEG and fMRI
signal while participants were evaluating the rewards and risks associated with a motor response.
We focused on the sensorimotor beta oscillations as a neural signal of motor control. This signal,
reflected as the level of desynchronization, was identified between 208-663 ms from the onset of
decision cue.
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Before performing the EEG-fMRI covariation analysis, we tested for the involvement of
the valuation system in the BOLD signal to confirm its contribution during the evaluation process
within the task environment we used by testing the MRI contrasts of task conditions (i.e., Reward
and Go-probability main and interaction effect contrasts). We found a significant involvement of
ventral striatum and VTA but not vmPFC in the encoding of reward and risk (i.e., Go-probability)
levels with greater activation for larger reward and lower risk. In general, these results are in line
with the role of valuation network in the evaluation of decision information (Hsu et al. 2005; Kable
& Glimcher 2009; Kuhnen & Knutson 2005; Levy & Glimcher 2012; Levy et al. 2010; PadoaSchioppa 2011; Platt & Plassmann 2014; Preuschoff et al. 2006). Non-significant involvement of
vmPFC despite the involvement of ventral striatum and VTA seems at odds with the literature
demonstrating significant overlap in the activity of these regions in valuation process (Diekhof,
Kaps, Falkai, & Gruber, 2012; Kable & Glimcher, 2007; Knutson et al., 2005), however careful
investigation of these regions indeed demonstrates dissociable roles of vmPFC compared to others
(Floresco, Onge, Ghods-Sharifi, & Winstanley, 2008; J. Peters & Büchel, 2010; Scott, McGettigan,
& Eisner, 2009; Steiner & Redish, 2012). For example, using electrophysiological approaches in
rats which has high temporal resolution, Stott & Redish (2014) have demonstrated that while
ventral striatum neural activity signaled “a covert representation of reward” during deliberation
before a commitment to decision has reached, vmPFC (i.e., OFC) neural activity only appeared
after committing to a decision. Based on these findings, the role of vmPFC was suggested to be in
the processing of information on a chosen action perhaps to compare the predicted and actual
consequences of behavior and plan future behaviors (Stott & Redish, 2014). In our task,
participants don’t necessarily commit to a decision while they’re still evaluating the reward and
Go-probability information, since they make a response to a Go/NoGo stimulus that only comes
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after the presentation of decision cues. The non-significant involvement of vmPFC may thus be
due to the fact that a commitment of decision hasn’t been reached and therefore the post-decisional
evaluation of the chosen-action cannot be performed.
In the covariation analysis, we determined whether or not the sensorimotor beta signal
communicated with the valuation system. A trial-by-trial covariation with the BOLD signal
showed that despite the significant engagement of the valuation system during the evaluation
process as suggested by the results from the MRI contrasts of task conditions, there was no strong
evidence of direct communication between the valuation system and sensorimotor beta. On the
other hand, the beta signal indeed covaried with BOLD activity in the cortico-basal gangliathalamic circuitry, with greater beta desynchronization indicating stronger intention/motivation
towards a motor response, associated with greater activity in cortical motor areas as well as the
basal ganglia and thalamic nuclei. Furthermore, these brain regions of the cortico-basal gangliathalamic circuitry successfully encoded the reward and risk information as suggested by the
significant reward and Go-probability contrast in several of the identified regions. These results
suggest that the motor system, across the cortico-basal ganglia-thalamic circuitry, does contribute
in the evaluation of decision information as proposed by many studies (Carroll et al. 2019; Cisek
2006, 2007; Cisek & Pastor-Bernier 2014; Gallivan et al. 2018; Selen et al. 2012; Shadmehr et al.
2019), however, its contribution happens independently in the absence of correlating with the
valuation system.
The occurrence of sensorimotor beta activity and the relevance of its covarying BOLD
signal from cortico-basal ganglia-thalamic circuitry in the evaluations of reward and risk
information, suggests that this evaluation-phase beta signal reflects motivational drive towards a
Go response. Based on this idea, we hypothesized that this motor signal should have direct
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modulatory effect on the neural circuitry of motor inhibition during action phase, especially when
faced with a NoGo stimulus. We tested this hypothesis by determining a covariation between
evaluation-phase beta and action-phase BOLD, specifically within the reactive motor inhibition
network, including the rIFG and STN (Aron et al. 2007; Chikazoe 2010). We chose the reactive
inhibition network which imposes a fast, global suppression canceling a readily made motor
command (Aron & Poldrack, 2006; Aron, Robbins, & Poldrack, 2014), as we interpreted the
evaluation-phase beta oscillation to be equivalent to a motor signal generated prior to the action
phase. Confirming our hypothesis, we found a significant covariation in right IFG showing greater
beta desynchronization associated with higher BOLD activity in right IFG in NoGo trials. This is
in line with the idea that a greater motivation towards a Go response places greater inhibitory effort.
These results strengthen our understanding of the evaluation-phase sensorimotor beta signal as a
preparatory motor signal reflecting the incentive values of the presented options.
Our study adds to the mounting literature adopting simultaneous EEG-fMRI to understand
the spatiotemporal dynamics of valuation or decision-making process (Andreou et al. 2017;
Carlson et al. 2011; Castelhano et al. 2014; Fouragnan et al. 2015, 2017; Gherman & Philiastides
2018; Larsen & O’Doherty 2014; Pfabigan et al. 2014; Pisauro et al. 2017; Scheibe et al. 2010).
Several of these studies have identified covariation between EEG signal of reward processing and
BOLD signal in the valuation system (Andreou et al., 2017; Carlson, Foti, Mujica-Parodi, HarmonJones, & Hajcak, 2011; T. Larsen & O'Doherty, 2014; Pfabigan et al., 2014). Unlike our study
however, these studies mostly focused on post-decisional phases where decision outcomes are
being experienced. A few studies have investigated the neural signals prior to choice while choice
options are still being evaluated, similar to our study (Gherman & Philiastides, 2018; Pisauro,
Fouragnan, Retzler, & Philiastides, 2017). One study identified neural signals reflecting
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accumulation of evidence in preference of one option over another and found covariation with the
activation in posterior-medial frontal cortex which lied within the supplementary motor area (SMA)
and posterior mid-cingulate cortex (Pisauro et al. 2017). This brain region has been implicated in
evidence accumulation based on sensory information during perceptual decision making
(Forstmann et al., 2008; Ivanoff, Branning, & Marois, 2008; Wenzlaff, Bauer, Maess, & Heekeren,
2011). Another study by the same research group identified EEG signals reflecting confidence in
choice during perceptual decision making and have identified covariation with the vmPFC
(Gherman & Philiastides 2018). Based on this result, the authors interpreted that decision
confidence serves as an internal measure of performance accuracy, which holds inherent values
and thus engaging valuation process. Our results are more in line with the former study and allows
interpretation of the motor system’s engagement during evaluation in the context of evidence
accumulation, as suggested by perceptual decision-making literature (Filimon, Philiastides, Nelson,
Kloosterman, & Heekeren, 2013; Hanes & Schall, 1996; Liu & Pleskac, 2011; Romo, Hernández,
& Zainos, 2004; Tosoni, Galati, Romani, & Corbetta, 2008). Indeed previous works have
demonstrated a similar integration of information resembling evidence accumulation in valuebased decision making (Krajbich, Armel, & Rangel, 2010; Mormann, Malmaud, Huth, Koch, &
Rangel, 2010; Rangel & Hare, 2010), with a few studies suggesting an involvement of the
valuation network, in particular the vmPFC, in this process (Shenhav, Straccia, Musslick, Cohen,
& Botvinick, 2018; Sokol-Hessner, Hutcherson, Hare, & Rangel, 2012). Our study shows that the
motor system contributes in a similar process, but with no evidence of direct communication with
the valuation system.
Our study addresses an important question about how the motor system contributes to
value-based decision making; however, it is not without limitations. While we found evidence of
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encoding decision information in the BOLD signal within cortico-basal ganglia-thalamic network
of motor control that covaried with EEG sensorimotor beta signal, the effect of decision cue on
the beta signal itself was minimal, which does not replicate our previous study (Chen et al. 2019).
We only found some hint of reward main effect around 500-600 ms from decision cue onset, but
this effect was not significant after correcting for multiple comparisons2. Such weakness in EEG
effects could potentially be due to the fact that the EEG data was collected inside the scanner which
brings in multiple sources of noise that we could not completely correct for. It could also be due
to a fewer number of trials in the current study (240 trials) compared to the previous study (288
trials) that reduces the overall power of these condition effects. Due to this minimal effect of
decision cues on sensorimotor beta, we cannot make strong claims about this signal’s specific
contribution in dissociating the different reward and risk levels. However, our data still allow us
to conclude that this signal does appear during evaluation process and recruit the neural circuitry
of motor control, where evidence of encoding the decision information is found.
In summary, current study demonstrated engagement of cortical motor signal during
evaluation of decision options. This neural signal recruited the cortico-basal ganglia-thalamic
circuitry of motor control, which showed evidence of encoding reward and risk information.
Importantly, the engagement of motor system happened without involving the valuation system,
as shown by no evidence of direct communication. These results suggest a unique contribution of
the motor system in value-based decision making.

To test for the beta signal’s contribution in encoding the reward and Go-probability information, a 2
(Reward: small, large) x 3 (Go-probability: 25%, 50%, 75%) repeated measures ANOVA was conducted
within the temporal window of 208-663 ms via time point by point analysis. A significant reward main
effect was found 522-627 ms after the onset of the cue, showing greater desynchronization with larger
reward (all ps < .05, averaged stats: F(1,29) = 5.52, p = .026, ηp2 = .16). However, such effect was not
significant after correcting for multiple comparisons.
2
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CHAPTER 3
NEURAL DYNAMICS OF VALUE-BASED DECISION MAKING IN ADOLESCENC
AND ADULTS
3.1 Introduction
Risk taking is one of the most prominent characteristics of adolescence (Braams et al., 2015;
Duell et al., 2018; Steinberg, 2008). Major neurobiological models explain adolescence based on
the imbalanced neural development of the cognitive control and affective motivational systems
(Carver et al., 2009; Casey, 2015; Shulman et al., 2016; Steinberg, 2008). Adolescents present
stronger reactions to the rewarding stimuli and underestimate the associated risks (Reyna & Farley,
2006; Reyna & Rivers, 2008). While many studies focus on the general neural development, it is
not clear how they contribute to the discrete cognitive process and the underlying neural
functioning across the temporal cascade of decision-making process. Critically, the commonly
used task paradigms (e.g., BART, Stoplight driving task) to study adolescent decision making do
not effectively separate the different processing stages of the decision making, which makes it
unclear which of processing stages the manifested developmental difference contributes to the
risk-taking behavior. Moreover, many of the risky decision-making tasks do not allow clear
quantification of the important decision factors such as reward and risk. The current study aimed
to investigate the developmental difference in representing the decision factors (i.e., reward, risk)
and to determine at which of the decision-making processing stages the developmental differences
arise and which of these developmental differences contributes to the characteristic adolescent
behaviors.
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We used a newly developed action-selection paradigm that separated out the evaluation
process from choice action (Chen & Kwak, in prep.). Participants were presented with two
alternative choice options, i.e., left vs. right hand button press, each assigned with different levels
of reward and risk. Importantly, response was not allowed while options were being presented and
thus, the neural signals while being presented with the options are closer to a pure evaluation rather
than choice action. Furthermore, responses were made to a target stimulus indicating a left- or
right-hand response, which may or may not have been preferred based on the assigned reward and
risk levels (see task descriptions below for clarifications on reward and risk levels). In such cases,
a proper execution of response requires a resolution of conflict between the preferred and actual
action. Therefore, the neural signals while being presented with the target stimulus may capture
cognitive control during execution of response.
3.1.1 Sensorimotor beta oscillation during evaluation phase
Using the action-selection paradigm, our previous study has identified separable neural
signals involved during evaluation of options and execution of action (Chen & Kwak, in prep.).
To investigate the neural signals directly relevant to the separable processes of evaluation and
response, we relied on the high temporal resolution of EEG and studied the signals precisely timelocked to the presentation of decisions options and response targets. We found that the neural
oscillations in beta frequency (15-30 Hz) from the cortical motor regions encoded the reward and
risk information while evaluating the decision options. The so-called sensorimotor beta oscillation
is traditionally known to integrate sensory and motor information within the primary and
secondary motor cortex and encoding movement parameters modulating the initiation and
inhibition of movement (Brittain & Brown, 2014; Engel & Fries, 2010; Jenkinson & Brown, 2011;
Kilavik et al., 2013). It is established that decrease in synchronous beta band oscillations or beta
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desynchronization arising from the motor system initiates movement, while increase in beta
oscillations suppresses it (Kühn et al., 2004; Picazio et al., 2014; Swann et al., 2011; Tan et al.,
2015). Our results showed greater decrease in beta power (desynchronization) for options with
larger reward and lower risk, reflecting greater motivation towards a response. These results
demonstrate that the cortical motor system is actively evaluating the decision variables, i.e., the
reward and risk information, which is reflected in the way movement goals and plans are specified
for the preferred action (Deecke, 1996; Deiber et al., 2012; Frank et al., 2015; Gregory, George,
& George, 2016; Legon et al., 2013; Leuthold & Jentzsch, 2002).
3.1.2 Theta oscillation during action selection phase
Apart from the sensorimotor beta oscillations during the evaluation process, we found
significant involvement of theta oscillation (4-8 Hz) from the mediofrontal cortex during execution
of responses. The mediofrontal theta oscillation recorded from the brain midline has been wellstudied in the field of cognitive control (Cavanagh & Frank, 2014; Cavanagh & Shackman, 2015;
Cavanagh et al., 2011; Frank et al., 2015) and is considered as one of most robust and replicable
neurophysiological signals associated with response conflict (M. X. Cohen, 2014; Harper, Malone,
& Iacono, 2018). Studies of cognitive control indicated that increased mediofrontal theta power
was associated with conflict monitoring and attentional resistance to distractor interference
(Cavanagh & Frank, 2014; Clayton, Yeung, & Cohen Kadosh, 2015; Haruno et al., 2003; Nigbur,
Ivanova, & Stürmer, 2011). In line with these prior works, we found increase in mediofrontal theta
power when there was a mismatch between the preferred and actual action (Chen & Kwak, in
prep.).
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Based on these prior findings, the current study focused on identifying the developmental
differences in the sensorimotor beta oscillations while evaluating decision options and the
mediofrontal theta oscillations while executing a response. Furthermore, we determined which of
the two signals could better explain the developmental differences in the behaviors. We first
hypothesized that if adolescents show greater risk taking, their behavior will present as greater
preference for larger reward regardless of different risk levels. Secondly, if these behavioral
patterns arise from developmental differences in the evaluation process, the sensorimotor beta
oscillations will reflect a relatively greater preference for larger reward in adolescents compared
to adults regardless of risk levels. Alternatively, if these behavioral patterns arise from
developmental difference during response execution, the mediofrontal theta oscillations of
adolescents will reflect a relatively greater response conflict when executing a small-reward
response regardless of risk levels.
3.2 Method
3.2.1 Participants
Ninety-seven participants (aged 10-27 yrs) participated in this study. The participants were
further divided into four age groups: 10-12 yrs (N=17, 10 males), 13-17 yrs (N=29, 13 males), 1820 yrs (N=25, 12 males) and 21 yrs and above (N=26, 10 males). Participants were recruited from
local schools in western Massachusetts and the University of Massachusetts Amherst campus. All
study participants were right-handed without any history of neurological, psychiatric or
developmental disabilities as confirmed by self-report or parent report. Participants younger than
18 provided assents and the parents, as well as participants older than 18, provided informed
consent under a protocol approved by the University of Massachusetts Institutional Review Board.
Participants received course credits or monetary compensation of $15 for participation after
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completion of experiment. In addition to the flat rate of credit/money for participation itself, we
also granted a bonus money ranging $1 to $5 based on the reward points they earned throughout
the value-based action selection task.
3.2.2 Value-based action-selection task
The experiment consisted of two stages – the baseline followed by the task stage. In the
baseline stage, participants were presented with a left- or right-oriented stimulus (200 ms) (e.g.,
the 3rd screen in Figure 3.1A) and were asked to make a corresponding response, within 1000 ms,
by pressing either the left key (“A” on the standard 101 keyboard) using their left index finger, or
the right key (“L”) key using their right index finger. Trials with response times (RT) longer that
1000 ms were considered as incorrect response. RT from correct responses during the baseline
stage were used to calculate the RT categories for determining rewards in the task stage (as in
Chen et al., 2019). Four RT categories were determined based on the lognormal distribution of
RTs (Category 1: RT < μ – σ; Category 2: μ – σ ≤ RT < μ; Category 3: μ ≤ RT < μ + σ ; Category
4: RT ≥ μ + σ; μ and σ refers to the mean and standard deviation of the lognormal distribution).
The baseline stage lasted approximately five minutes.
In the task stage (Figure 3.1A), participants were first presented with a decision cue (2000
ms), which consisted of the reward points at stake (large: 120 or small: 6) and the probability
associated with the left- and right-oriented stimuli. Probability assignment was indicated by the
area of the red and blue segments in a horizontal bar (Figure 3.1B). Combinations of reward and
probability assignment resulted in three kinds of decision cues: 25% with 6 vs. 75% with 120, 50%
with 6 vs. 50% with 120, and 75% with 6 vs. 25% with 120. To randomize the (left/right) position
of relative reward points across trials, two decision cue sets were used. The two sets varied only
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in terms of the positioning of reward points and were identical in terms of the reward-probability
combinations. The color of the probability bar (i.e., red and blue) indicating the left and right
directions were counterbalanced across subjects to control for color preference.
A variable fixation cross (400-500 ms) was presented after the decision cue, followed by
the target grating stimulus, which was either left- or right-oriented determined by the probability
assignment. Participants were only allowed to make a response after being presented with the
target grating stimulus. A premature response made when still being presented with a decision cue
or a fixation immediately canceled the trial. Similar to the baseline stage, a response was required
using the corresponding finger within 1000 ms. A correct response to the target stimulus was
rewarded based on the RT using the pre-defined RT categories determined from the baseline stage.
For trials that met the Category 1, 2, 3, and 4, the participants earned 100%, 50%, 25%, 0% of the
total number of points assigned to the target stimulus, respectively. An incorrect response resulted
in loss of total points assigned to the side of the key press (i.e. resulted in -120 or -6). For example,
in Figure 3.1A, if a participant made a correct right-hand response to a right-oriented stimulus, a
proportion of 120 points determined by the speed of response was granted. If the participant made
an incorrect right-hand response to a left-oriented stimulus, 120 points assigned to the right-hand
response were lost (i.e., -120 points). Therefore, a decision towards either of the two sides
associated with different reward levels entailed risk of resulting in negative points. The probability
assignment can thus be considered as the risk of negative outcomes associated with a decision.
Earned and lost points were displayed in green and red respectively at the end of each trial (1000
ms), followed by a variable inter-trial interval (400-500 ms). Participants completed six blocks
with 288 trials in total. Within a block, each of the six decision cues was chunked into a semiblock with 4-8 trials that consisted of the same cue. The order of semi-blocks was randomized in
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each block. Inclusion of these semi-blocks was to make the processing of the reward and
probability information easier for the participants, by repeating the same decision cue several times.
This way allowed the participants to actively process and evaluate the reward and probability
information and to use it in their action selection. Each of the six cues were presented 48 trials
throughout the experiment. After each block, participants were shown the accumulated amount of
points they have earned up until then. The task stage lasted approximately 35 mins. Participants
aged 18 and above underwent a longer version of the task with 10 blocks, and the analysis
including all 10 blocks in these participants was reported elsewhere (Chen et al., in prep). For the
purpose of the current developmental comparisons, we only analyzed the first six blocks in these
participants.
3.2.3 EEG recording and analysis
The electroencephalogram (EEG) was continuously recorded using 64 scalp electrodes
embedded in an extended coverage, triangulated equidistant cap (M10, EasyCap, GmbH) using a
low-pass filter of 100 Hz at a sampling rate of 1000 Hz (actiCHamp, Brain Products, GmbH). The
electro-oculogram (EOG) was monitored with electrodes below the left eye and just lateral to the
left and right canthi. In rare cases, channel impedances up to 25 kΩ were tolerated, but in most
cases, they were kept below 15 kΩ. The EEG was amplified with a BrainAmp system (Brain
Products GmbH, Gilching, Germany). All channels were referenced to the vertex (Cz) during
recording.
Offline EEG data were exported to Matlab using the EEGLAB software package (Delorme
& Makeig 2004), and custom scripts. The data were re-referenced to the average of mastoid
channels and were high-pass filtered at 0.1 Hz. We created two epochs – one time-locked to the
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decision cue and the other time-locked to the target stimulus. The first epoch spanned from -500
to 3500 ms of the decision cue onset. The preceding 500 ms before the cue was used as the baseline.
This long epoch included the decision cue period (2000 ms), which was referred to the evaluation
phase, and the fixation period. For the purpose of the current study, we only reported results from
the evaluation phase, disregarding the fixation period. The second epoch spanned from -250 to
1000 ms of the target stimulus onset. This epoch included processing of the target stimulus and
the execution of a motor response, and was referred to the action phase. The 250 ms duration prior
to the stimulus was used as the baseline.
For each participant, we implemented a procedure for artifact removal based on an
independent component analysis (ICA) approach (Delorme & Makeig, 2004; Makeig, Debener,
Onton, & Delorme, 2004; Onton & Makeig, 2006) that has been established previously to obtain
EEG data, which greatly diminished the contribution from ocular/biophysical artifacts. Single
trials were also visually inspected to exclude epochs with excessively noisy EEG or muscle
artifacts. Two participants were excluded from the EEG analysis (1 from the 10-12 yrs group and
1 from the 21 yrs and above group) due to the high rejection rate of noisy trials (> 30% of the total
trials). On average, 98.12% of trials were included for the cue-locked epoch and 98.69% of trials
were included for the stimulus-locked epoch. Then, oscillatory power of neural signal was
calculated by means of Fast Fourier Transformation (FFT) using the newtimef function in
EEGLAB, and the mean event-related (log) spectral perturbation (ERSP) was computed with
respect to the specific pre-stimulus period determined as the baseline.
Analysis of EEG signals focused on the sensorimotor beta and mediofrontal theta
oscillations, which were found to be involved during the evaluation and action phases of the valuebased action selection task in our previous study using a sample of college students (Chen et al.,
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in prep). Following that study, we used five regions of interest (ROI) including the mediofrontal
(FCz, Fz) (Frank et al., 2015; Mas-Herrero, Ripollés, HajiHosseini, Rodríguez-Fornells, & MarcoPallarés, 2015), left (FC3, FC5) and right anterior motor (FC4, FC6) (Deiber et al., 2012; Gregory
et al., 2016), left (C3, C5) and right posterior motor (C4, C6) ROI (Deiber et al., 2012; LópezLarraz et al., 2015; Picazio et al., 2014) (Figure 3.2). Channels for the motor ROIs were analyzed
separately for anterior and posterior motor regions, with an attempt to investigate the neural
signals—the sensorimotor beta oscillations in particular—along different levels of motor hierarchy.
While EEG has limited spatial resolution to map out the accurate neuroanatomical origins, many
studies have interpreted the signals from the motor ROI channels as originating from motor cortical
regions. Moreover, the two anterior channels have often been referred to represent the premotor
(Deiber et al., 2012; Gregory et al., 2016) and the two posterior channels have been referred to
represent the primary motor region (Deiber et al., 2012; López-Larraz et al., 2015; Picazio et al.,
2014). The signal from the mediofrontal ROI was analyzed in both the theta and beta band. As in
our previous study (Chen et al., in prep), the mediofrontal beta oscillations were interpreted as the
sensorimotor signal from the secondary motor areas in the medial wall, such as the presupplementary motor and supplementary motor area in line with other studies (Deecke 1996; Frank
et al. 2015; Legon et al. 2013; Leuthold & Jentzsch 2002). The signals from multiple channels
within each ROI were averaged prior to further analysis. Finally, the ERSP was averaged across
the theta frequency range (4-8 Hz) within the mediofrontal ROI and across the beta frequency
range (15-30 Hz) within each of the motor ROIs.
3.2.4 Statistical analysis
The current study aimed to determine at which of the decision-making processing stages
the developmental differences arise and which of these developmental differences contributes to
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the characteristic adolescent behavior. To this end, we first characterized the developmental
difference in behavior. Then we proceeded with investigating the neural signals at different
processing stages, i.e., the sensorimotor beta oscillations during evaluation phase and mediofrontal
theta oscillations during action phases. For both the behavioral data and neural signals, the analyses
focused on determining the age-group difference in the effect of three decision cues. The three
cues reflect decision scenarios with different levels of risk for choosing the large vs. small reward
option (see Figure 3.1B). For example in Figure 3.1B, the top two cues have the lowest risk for
choosing the large reward, and the bottom two cues have the highest risk for choosing the large
reward. For the purpose of simplicity, the decision cues were referenced in terms of the risk level
towards the large reward (i.e., the Risklarge

reward)

throughout the dissertation. Following this

referencing scheme, the top two cues were considered as the “low-risk” condition and the bottom
two cues were considered as the “high-risk” condition.
As mentioned, there were two sets of decision cues that varied only in terms of right and
left positioning of reward points. In all of our analysis, the factor Set was included to account for
the position of reward points. This factor was not an experimental factor of interest, and thus we
only report the effects associated other experimental factors of our interest.
Behavioral performance
A set of mixed measures ANOVAs were conducted on RT and accuracy. For RT,
considering the difference in baseline performance across individuals, we calculated the improved
RT using the baseline-stage RT minus the task-stage RT. This improved RT measure reflects the
degree to which performance speed was benefitted from the decision cue. Higher values on
improved RT indicated a greater improvement from baseline. Only correct trials were included for
this calculation.
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Developmental difference in the effect of three decision cues was determined by comparing
the performance of trials with the target stimulus assigned with small vs. large reward across the
three risk levels using a 4 (Age group: 10-12, 13-17, 18-20, ≥ 21) x 2 (Reward: small, large) x 3
(Risk: low, medium, high) x 2 (Set: 1, 2) mixed measures ANOVA. The factor Reward indicated
the reward level assigned to the target stimulus and Risk indicated the risk level towards the large
reward. To understand the developmental differences, the interpretation of the ANOVA focused
on the effects associated with the factor Age group. In order to determine the discrete pattern of
developmental differences across our sample, we additionally ran regression of the performance
measures as a function of age. Two performance indexes were calculated to represent the effect of
reward and risk information. First as a measure of reward effect, a difference score between the
two reward levels was calculated (i.e., performance in large - small reward side), which we referred
to as the reward index. Second, as a measure of risk effect, the following behavioral index, which
we refer to as the risk modulation index, was calculated. In our task, each risk level was followed
by either a large- or small-reward stimulus and the effect of risk was presented as its modulation
of the difference across the two reward levels. Thus we computed the performance on the largereward relative to the small-reward stimulus, namely the reward index described above, in each
risk condition separately, and the risk modulation index was calculated as the difference of reward
index in the low and high risk condition (i.e., reward index in low risk – reward index in high risk
condition). Regression analysis was run on these performance indexes as a function of age. Note
that the risk modulation index essentially reflects the degree of Reward by Risk interaction. Thus
the regression analysis was equivalent to the Age group x Reward x Risk three-way interaction,
whereas the regression of reward index on age was equivalent to the Age group x Reward twoway interaction. Therefore, we first performed regression of the risk modulation index and ran the
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regression of the reward index only if the risk modulation index did not show any significant age
effect. If the regression analysis on reward index as well as risk modulation index was not
significant, we further analyzed the average performance across the reward and risk conditions as
a function of age. In the regression analysis, we relied on the overall pattern of the age group
differences to decide the model (i.e., linear or non-linear) that would best fit our data. Analysis
was conducted separately in improved RT and accuracy.
EEG data
After transforming the raw EEG signals from each ROI to the frequency domain, the
following steps were taken in the total sample of ninety participants. Separately in the evaluation
phase and action phase, we identified peaks from the averaged oscillatory power across all
conditions within each frequency range of interest (i.e., 4-8 Hz for theta and 15-30 Hz for beta)
plotted across time. For the anterior and posterior motor ROIs, we also averaged across the two
hemispheres at this first step. Then, to test whether these peaks represent meaningful increase
(synchronization) or decrease (desynchronization) in power, the frequency power was extracted
from a fixed time window (-150 to 150 ms) centered around the peak and the mean power in this
interval was tested against zero using one-sample t-test. The peak was determined from the average
across the total sample. All further analyses were performed on the computed mean frequency
power.
The ANOVA for the anterior and posterior motor ROI signals during the evaluation phase
included four factors: Age group, Reward, Risk, and Set. The Age group factor indicated the four
age groups. The Reward factor indicated the reward amount (small/6 or large/120) on each side of
the screen. For example, under the decision cue showing 25% with 6 on the left and 75% with 120
on the right (as in Figure 3.3A), evaluation of the small reward was hypothesized to be processed
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in the right (i.e., contralateral) hemisphere; therefore, the oscillatory signal from a right motor ROI
was entered into the model. Likewise, evaluation of the large reward was hypothesized to be
processed in the left hemisphere; therefore, the oscillatory signal from a left motor ROI was entered
into the model. Note, however, the use of the terms left/right may add confusion as our hypotheses
did not concern the laterality of brain activity. Thus, we avoided using those terms in the
description of analysis factors and instead controlling for any effects associated with the left/right
positioning and laterality using the Set factor. Designation of the large and small reward sides and
the motor ROIs where the oscillatory signals were extracted from was described in Figure 3.3C.
Finally, the Risk factor indicated Risklarge

reward

being low, medium, or high. The example

mentioned above showcases a “low” risk condition (see Figure 3.3A and Figure 3.1B). The 4 (Age
Group: 10-12, 13-17, 18-20, ≥ 21) x 2 (Reward: small, large) x 3 (Risk: low, medium, high) x 2
(Set: 1, 2) mixed ANOVA tested for the age group differences in the effect of those decision
variables on the oscillatory signals, which was done separately in the anterior and posterior motor
ROIs. The oscillatory signals in the mediofrontal ROI was tested in a 4 (Age Group: 10-12, 13-17,
18-20, ≥ 21) x 3 (Risk: low, medium, high) x 2 (Set: 1, 2) mixed ANOVA. Being on the midline,
this ROI was hypothesized to process the decision information for the two reward sides in a nonseparable manner.
Similar to the evaluation phase, the ANOVA for the action phase included four factors:
Age group, Reward, Risk, and Set. This time, the Reward factor indicated the reward amount that
the target stimulus was assigned to. Take the example shown in Figure 3.3A again. A large reward
condition was when the “right” oriented grating appeared as the target (indicating 120) and
included oscillatory signals from the left (i.e., contralateral) motor ROIs or from the mediofrontal
ROI. A small reward condition was when the “left” oriented grating appeared as the target
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(indicating 6) and included oscillatory signals from the right (i.e., contralateral) motor ROIs or
from the mediofrontal ROI. Designation of the large and small reward stimulus condition and the
motor ROIs where the oscillatory signals were extracted from was described in Figure 3.3C. Note
that for the mediofrontal ROI, which was in the midline, signal was acquired from the same ROI
for both the large and small reward conditions. As in previous models, the age group factor
included the four age groups, the risk factor included Risklarge reward being low, medium, or high,
and the set factor controlled for the position of the reward points.
Similar to the behavioral analysis, the ANOVA for EEG analysis focused on the effects
associated with the Age group to understand the developmental differences. We further performed
regression of EEG data on age, using the neural index of reward and risk effect calculated based
on neural oscillatory power.
Inter-trial correlation between the neural and performance measures
We further tested for the association between the neural signals and the behavior (i.e., RT),
and the developmental differences in the strength of these associations to determine the implication
the neural signals in behaviors as well as its development. To this end, oscillatory power from each
trial was extracted and was correlated with RT within each individual. A non-parametric
Spearman’s rho was used to account for potential outliers and non-linearity likely in trial-level
data. To account for the possibility that the relationship between RT and a neural measure can be
purely influenced by task conditions—different reward and risk levels—we quantified the
correlation within each task condition separately. This analysis resulted in a single correlation rho
value for each condition in each participant. Fisher’s r to z transformation was conducted and
further statistical analyses were performed using those z values. In all trial-level correlations, the
raw RT instead of the improved RT was used.
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3.3 Results
3.3.1 Behavioral results
We first analyzed the general performance of the task based on the total reward points the
participants earned as well as the baseline RT and accuracy. A set of one-way ANOVA was
conducted. The results showed that the total score did not show any significant group difference
in the total score (F(3,93) < 1, p = .833). The group difference was significant in baseline RT
(F(1,93) = 11.85, p < .001, ηp2 = .28, M10-12 = 93.82, SD = 76.52, M13-17 = 424.62, SD = 52.25, M1820 =

398.76, SD = 49.90, M≥ 21 = 398.08, SD = 54.41) but not significant in the baseline accuracy

(F(3, 93)= 1.27, p = .288).
Next, we analyzed the improved RT and accuracy during the second phase of the task. For
improved RT, the 4 (Age group: 10-12, 13-17, 18-20, ≥ 21) x 2 (Reward: small, large) x 3 (Risk:
low, medium, high) x 2 (Set: 1, 2) mixed ANOVA showed a significant main effect of Age group
(F(3, 93) = 2.75, p = .047, ηp2 = .25, M10-12 =76.19, SD = 14.23, M13-17 = 62.09, SD = 6.66, M18-20
= 44.48, SD = 6.04, M≥ 21 = 46.08, SD = 8.17), a main effect of Reward (F(1, 93) = 76.07, p < .001,
ηp2 = .45, M6 = 50.33, SD = 4.31, M120 = 61.13, SD = 4.35), a main effect of Risk (F(2, 186) = 5.66,
p = .004, ηp2 = .06, Mlow = 58.07, SD = 4.50, Mmedium = .56.08, SD = 4.32, Mhigh = 53.04, SD =
4.26), an Age group by Reward interaction (F(3, 93) = 3.77, p = .013, ηp2 = .11, Figure 3.4A) and
a Reward by Risk interaction (F(2, 186) = 188.96, p < .001, ηp2 = .67, Figure 3.4B).
The Age group by Reward interaction indicated that the sensitivity to reward was different
across the age groups, which addressed one of our critical questions about the developmental
differences in the sensitivity to reward. To further investigate how the reward sensitivity differed
across age groups, a follow-up planned one-way ANOVA across the four age groups was
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conducted on the difference across the two reward levels. To this end, we computed the reward
index (i.e., improved RT in large – small reward side), with higher values indicating greater bias
or preference towards the large reward side. The planned one-way ANOVA showed that the 1012 group had a significantly larger reward modulation compared to the 13-17 and 18-20 groups
(both ps < 0.03 with Bonferroni correction, Figure 3.4A). There was no significant difference
between 10-12 and ≥ 21 groups (p = .136). The 13-17, 18-20, and ≥ 21 groups also did not show
any group difference (all ps > 0.9).
To further determine the discrete pattern of developmental differences across our sample,
we ran regression of the performance measures as a function of age. The risk modulation index
was calculated (i.e., reward index in low risk – high risk condition), with higher values indicating
greater influence of different risk levels on large-reward preference. The regression analysis
demonstrated a significant linear decrease in risk modulation index as age increased (F(1, 93) =
9.81, p = .0083, Figure 3.4C&D. These results suggest that the modulatory effect of risk on largereward preference decrease as age increase from early adolescence to adulthood. This suggests
that with age increase, individuals become more resistant to the different risk levels.
Similar analyses were conducted in accuracy. The 4 (Age group: 10-12, 13-17, 18-20, ≥
21) x 2 (Reward: small, high) x 3 (Risk: low, medium, high) x 2 (Set: 1, 2) mixed measures
ANOVA showed a significant main effect of Age group (F(3, 93) = 3.16, p = .028, ηp2 = .09, M1012

=0.84, SD = 0.03, M13-17 = 0.87, SD = 0.02, M18-20 = 0.91, SD = 0.01, M≥ 21 = 0.89, SD = 0.01), a

main effect of Reward (F(1, 93) = 8.88, p = .004, ηp2 = .09, M6 = 0.87, SD = 0.009, M120 = 0.89,
SD = 0.009), a main effect of Risk (F(2, 186) = 25.71, p < .001, ηp2 = .22, Mlow = 0.86, SD = 0.01,

3

This significant linear relationship was identified after excluding the two obvious outliers in the adult
group (age >= 21, see Figure 3.4D). It was a quadratic relationship before removing the outlier (F(2,94) =
3.29, p = .042).
67

Mmedium = 0.90, SD = 0.009, Mhigh = 0.87, SD = 0.01), a Reward by Risk interaction (F(2, 186) =
109.05, p < .001, ηp2 = .54) (Figure 3.5A), and an Age group by Reward by Risk three-way
interaction (F(6, 186) = 2.33, p = .034, ηp2 = .07).
The Age group by Reward by Risk interaction suggested a significant age-group
differences in the sensitivity to risk information associated with large reward. To follow up this
interaction, the risk modulation index was calculated (i.e., reward index in low risk – high risk
condition) and compared across age groups. The results did not show any significant group
differences (i.e., all pair-wise comparisons showed ps > .12 with Bonferroni correction) but
showed a trend of linear decrease across age groups (Figure 3.5B). Regression of risk modulation
index on age confirmed this trend with a significant linear relationship (F(1, 95) = 7.20, p = .009)
(Figure 3.5C). Such linear relationship suggests that, similar to the finding of RT, the modulatory
effect of risk reflected in accuracy shows linear decrease from early adolescence to adulthood,
again suggesting greater resistance to different risk levels with age.
3.3.2 EEG results
Neural signals during evaluation phase
During evaluation phase, we investigated the developmental differences in the engagement
of sensorimotor beta signals across the reward and risk information. We focused on the beta
frequency signals extracted from the mediofrontal, anterior and posterior motor ROIs. We first
determined the significance of beta desynchronization using one-sample t-test on the mean beta
power within a fixed interval in the total sample. We then compared the oscillatory power across
age groups and task conditions to test for the developmental differences.
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In the mediofrontal ROI, beta oscillations showed a significant desynchronization in all the
age groups (10-12: t(15) = -4.56, p < .001, 13-17: t(28) = 5.63, p < .001, 18-20: t(24) = 6.65, p
< .001, ≥ 21: t(24) = 6.73, p < .001, all the participants: t(94) = -10.68, p < .001, Figure 3.6A).
Furthermore, there was a significant developmental difference in the average signal as well as its
modulation by decision cues. The 4 (Age group) x 3 (Risk: low, medium, high) x 2 (Set: 1, 2)
mixed ANOVA showed a significant main effect of Age group (F(3, 93) = 6.92, p < .001, ηp2 = .19,
M10-12 = -0.22, SD = 0.19, M13-17 = -0.30, SD = 0.29, M18-20 = -0.60, SD = 0.45, M≥ 21 = -0.65, SD =
0.49) and a significant Age group by Risk interaction (F(6, 182) = 3.41, p = .003, ηp2 = .11, Figure
3.6B). All other effects were not significant (Fs < 1.6, ps > .22).
The Age group by Risk interaction suggested significant developmental differences in the
effect of risk information on the mediofrontal beta signal. We followed up this interaction by
testing the effect of risk in each age group separately. The results showed that the Risk main effect
was found only in adults aged 21 and above (F(2, 48) = 5.12, p = .010, ηp2 = .18), such that the
beta power in low- (M = -0.74, SD = 0.1) and medium- (M = -0.74, SD = 0.11) risk conditions
were significantly lower than that in the high risk (M = -0.48, SD = 0.12) condition (both ps <0.05
with Bonferoni correction, Figure 3.6B). For the other three age groups, there were no differences
across the three risk levels (all ps > .1). We further tested for the developmental pattern in the
degree of risk effect using regression analysis. To this end, we computed the beta risk index (i.e.,
beta power in low - high risk condition). The lower the value in this index indicates the greater the
level of beta desynchronization in low relative to high risk condition reflecting a greater motivation
towards a response. As indicated by the pattern of age-group differences (Figure 3.6C), regression
of the beta risk index on age showed a significant linear relationship (F(1, 93) = 7.57, p = .007)
(Figure 3.6D).
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Similar to the mediofrontal ROI, both the anterior and posterior motor ROIs showed a
significant beta desynchronization (anterior: 10-12: t(15) = -5.47, p < .001, 13-17: t(28) = 6.57, p
< .001, 18-20: t(24) = 6.03, p < .001, ≥ 21: t(24) = 6.97, p < .001, all the participants: t(94) = 10.96, p < .001, Figure 3.7A; posterior: 10-12: t(15) = -6.59, p < .001, 13-17: t(28) = 6.07, p < .001,
18-20: t(24) = 5.08, p < .001, ≥ 21: t(24) = 6.86, p < .001, all the participants: t(94) = -10.87, p
< .001, Figure 3.7B). However, the ANOVA did not show any significant effects related with the
Reward or Risk in either of the two motor ROIs (all Fs < 1.8, ps > 0.18). There was only a
marginally significant Reward by Risk interaction in anterior motor ROI (F(2, 182) = 2.69, p = .07,
ηp2 = .03). We also found a significant Age group main effect in both the anterior (F(3, 91) = 6.14,
p= .001, ηp2 = .17, M10-12 = -0.23, SD = 0.17, M13-17 = -0.33, SD = 0.27, M18-20 = -0.60, SD = 0.49,
M≥ 21 = -0.66, SD = 0.48) and posterior (F(3, 91) = 3.23, p = .026, ηp2 = .10, M10-12 = -0.30, SD =
0.18, M13-17 = -0.32, SD = 0.28, M18-20 = -0.48, SD = 0.48, M≥ 21 = -0.58, SD = 0.43) motor ROIs
(Figure 3.7C&D). Post-hoc analysis showed that in the anterior motor ROI, the beta power was
significantly lower in the > 21 compared to the 10-12 (p = .005 with Bonferroni correction) and
the 13-17 age group (p = .015, with Bonferroni correction) and in the 18-20 compared to the 1012 age group (p = .027 with Bonferroni correction). For the posterior motor ROI, the post-hoc
analysis did not show any significant pair-wise age group differences.
The main effect of Age group in the anterior and posterior motor ROIs reflected a linear
decrease in beta power with age (Figure 3.7C&D). In line with this pattern, regression of beta
power on age showed a significant linear relationship in both the anterior (F(1, 93) = 17.82, p
< .001) and posterior (F(1, 93) = 8.36, p = .005) motor ROIs (Figure 3.7E&F).
Taken together, we found greater sensorimotor beta desynchronization with age in all ROIs
during the evaluation phase. These results indicate that with age, the engagement of cortical motor
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processing becomes stronger, which may reflect greater use of the reward and risk information
during evaluation phase. The significant age-group difference in the risk effect in the mediofrontal
ROI provide further evidence that the use of decision cues during evaluation phase matures with
age.
Neural signals during action phase
The action phase began with the presentation of the grating stimulus to which a motor
response was being made. As the decision cues create different levels of motivation for action
towards the small and large reward sides, presentation of the target stimuli generates different
levels of response conflict. In our previous study (Chen et al., in prep) we found greater
mediofrontal theta oscillations, when the presented target grating stimulus was in the direction that
participants were less motivated towards based on the decision cue (e.g., left grating stimuli in the
trial depicted in Figure 3.1A.). Furthermore, the theta signal had direct implications to performance
at the trial level. Specifically, the magnitude of theta signal predicted trial-wise response time, and
the strength of the theta-RT relationship varied across task conditions showing stronger
relationship when response conflict was higher. This suggests that the mediofrontal theta
influences motor response in an adaptive manner, such that a greater control on behavior is placed
under a greater conflict. As a way of understanding the development of this cognitive control
mechanism required for the appropriate response, we determined the developmental differences in
the engagement of the mediofrontal theta oscillations during action phase, as well as its
contribution to performance. Similar to the analysis of evaluation phase, we first determined the
significance of theta oscillations using one-sample t-test on the mean theta power within a fixed
interval in the total sample, followed by the comparison across age groups and task conditions.
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Theta oscillations from mediofrontal ROI showed a wide-spread increase in power
(statistics taken from a fixed interval around the peak: t(94) = 17.12, p < .001) replicating our
previous study (Chen et al., in prep) (Figure 3.8A). The 4 (Age group) x 2 (Reward: small, large)
x 3 (Risk: low, medium, large) x 2 (Set: 1, 2) mixed ANOVA showed was a significant main effect
of Risk (F(2, 182) = 3.23, p = .042, ηp2 = .03), and a significant Reward by Risk interaction (F(2,
182) = 14.56, p < .001, ηp2 = .14, Figure 3.8B). No other effects were significant (Fs < 2.4, ps > .08).
The significant Reward by Risk interaction replicated our prior work (Chen et al., in prep)
demonstrating that mediofrontal theta is involved in registering response conflict, which is greater
when people are facing a non-expected or non-favored stimulus.
We further investigated the mediofrontal theta power using regression as a function of age
to address our critical research question about the developmental difference in how reward and
risk information influence the neural signal. Both the theta risk modulation index and the theta
reward index did not show any significant relationship with age. However there was a significant
inverted-U relationship between age and the averaged theta power across all conditions (F(2, 92)
= 5.00, p = .009, Figure 3.8D) as suggested by the pattern of age-group differences (Figure 3.8C).
These results suggest that the engagement of prefrontal cognitive control reaches the peak during
adolescence and early adulthood.
Next, we further determined whether the previously identified relationship between
mediofrontal theta and RT was replicated in the current developmental sample. Based on the
rationale that only the signals prior to response can influence its performance, the theta power
between the onset of the grating stimulus and motor response was quantified, on a trial-by-trial
basis. Specifically, we computed the total power across this interval then divided this total power
by the RT (i.e., the duration of the interval), which effectively estimated the amplitude of theta
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power at a given unit of time. One-sample t test on the averaged z-transformed correlation rho
values across conditions showed a significant positive correlation between theta power and RT
(t(90) = 10.54, p < .001, Cohen’s d = 1.11), suggesting that a greater increase in theta was
associated with slower responses. These results suggested that the mediofrontal theta had a direct
contribution on behavior, replicating our previous study (Chen et al., in prep).
We then tested for the developmental differences in the theta-RT relationship across task
conditions. The 4 (Age Group) x 2 (Reward: small, large) x 3 (Risk: low, medium, high) x 2 (Set:
1, 2) mixed ANOVA on the correlation strength did not show any significant effects related with
Reward, Risk or Age group on the correlation strength (all Fs < 2.2, ps > .05). Despite nonsignificant effects associated with Age group in ANOVA, the regression revealed a significant
inverted-U relationship between age and the average theta-RT correlation strength across all
conditions (F(2,92) = 3.84, p = .025, Figure 3.9B), in line with the pattern of Age group differences
(Figure 3.9A). This inverted-U pattern in theta-RT correlation strength suggests that the prefrontal
control on behavior, reflecting adaptive cognitive control, reaches the peak during adolescence and
early adulthood (around 18-20 yrs old).
3.4 Discussion
Recent advances in studies of adolescent risk taking with the use of cognitive neuroscience
techniques suggest that adolescents are different from adults in multiple mental processes involved
in value-based decision making. Importantly, these widely studied mental processes consist of a
temporal cascade of decision-making stages that begins with the assessment or evaluation of
possible options, followed by the execution of choice selection, and the evaluation of outcome
(Platt & Plassmann, 2014). Using this framework of decision-making processing stages, the
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current study investigated the developmental differences in the evaluation and choice execution
stages during an action-selection paradigm. We determined in which processing stage, the
developmental difference in neural signals explains the characteristic adolescent decision-making
behaviors.
To this end, we first characterized developmental differences in behavior, specifically, how
much the modulation of reward and risk information on decision making varied across age groups.
Regardless of age groups, the different risk levels had significant impact on performance towards
the large and small reward stimulus. When the decision cue indicated a low risk for large reward,
response was faster and more accurate to the large than small reward stimulus. However, when the
decision cue indicated a high risk for large reward, response was faster and more accurate to the
small than large reward stimulus. More importantly, we found developmental differences in the
behavior, showing a decrease in the degree of modulation of reward and risk information with age.
Specifically, we calculated the risk modulation (i.e., reward index in low risk – high risk condition),
with higher values indicating greater influence of risk on large-reward preference, and found that
it decreased as the age increased from early adolescence to adulthood. These results suggest that
the behaviors of younger people such as children and adolescents are more influenced by the
decisions cues in the decision-making task. Such age difference in behavior may relate with the
process in evaluation phase or action phase. It is possible that adolescents evaluate the cues more
reliably and are more seriously considering the risk information for bigger amount of reward,
which is in line with the fuzzy trace theory, suggesting that children and adolescents apply more
verbatim processing of the magnitude and probability of reward (Reyna & Rivers, 2008). On the
other hand, it is also possible that adolescents are more swayed by the cues when having to execute
a response, which is in line with the relatively immature prefrontal system as suggested the
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Imbalance theory. The EEG results would help to understand whether the specific developmental
changes happen in the evaluation phase or the action phase, which would be detailed discussed
below.
The analysis of the neural signals focused on the sensorimotor beta oscillations during the
evaluation phase and mediofrontal theta oscillations during the action phase. During the evaluation
phase, we found significant sensorimotor beta desynchronization in all age groups, suggesting the
presence of cortical motor activity in this period. Importantly, there was a significant age-group
difference, showing greater desynchronization with increasing age in both anterior and posterior
sensorimotor ROIs. Moreover, age-group differences were found in the way that the beta
desynchronization from mediofrontal ROI was modulated by the decision cues. While greater
desynchronization in low risk compared to high risk condition was found in adults beyond 21 years,
no such dissociation across the decision cues were found in younger age groups.
As the first stage of decision-making process, people evaluate the decision options and
estimate how much value they can expect to derive from each option. Important decision factors
such as rewards and risks are evaluated in this decision evaluation stage and people may form
intentions/motivations towards the choices, which can be reflected in sensorimotor beta oscillation
(Alamia et al., 2019; Chen & Kwak, in prep.; Chen et al., 2019; Donner et al., 2009; Gould et al.,
2012). Specifically, more decrease in beta power was associated with larger amount of reward and
less risk, which indicated greater motivation/intention to the action in our previous studies in adults
(Chen et al., 2019, Chen & Kwak, in prep.). Consistent with the previous study, all the four age
groups presented a significant beta desynchronization from the sensorimotor cortex (including
both anterior and posterior motor ROIs) suggesting an active evaluation process. The beta power
was in general less decreased in the two adolescent groups (aged 10-12 and aged 13-17 yrs)
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compared with adults during the cue evaluation phase, and the beta desynchronization was stronger
as age increased. Such age difference did not interact with the reward or risk factors. More
involvement of sensorimotor beta desynchronization in the anterior and posterior motor ROIs may
suggest that during the evaluation stage, unlike adults, younger people such as adolescents may
not form strong preference towards one action over the other.
Such developmental difference was in line with previous studies on reward evaluation in
in adolescence using a MID task. MID task provides a reward cue before the presentation of a
target for a response, which divides the reward processing into the reward anticipation stage while
evaluating the cue and reward outcome stage when reward is being delivered (Knutson, Adams,
Fong, & Hommer, 2001). In contrast to enhanced activity in reward related brain regions when
receiving rewarded outcomes (Ernst et al., 2005; Galvan et al., 2006; van Leijenhorst et al., 2006;
Van Leijenhorst et al., 2010), adolescents showed decreased activation in the reward system such
as ventral striatum when assessing and anticipating the reward before the decision (Cao et al., 2019;
Geier et al., 2009; Hoogendam et al., 2013; Kim et al., 2016). Additionally, one study also reported
decrease in the activation of brain regions related with motor preparation and attention such as
putamen, dorsal caudate and cingulate gyrus when adolescents were anticipating the reward
(Hoogendam et al., 2013). These results were interpreted as the immature detection and appraisal
of the information prior to the final decision or choice selection. Our results were consistent with
such idea that during the evaluation phase when the reward and risk information was being
delivering, adolescents showed less processing of the decision cues.
In terms of the modulation effect of reward and risk, we did not find any age difference in
the anterior and posterior motor ROIs. Instead, we found a significant age effect in the
mediofrontal ROI, specifically, the risk modulation index of beta oscillation. The mediofrontal
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beta power was modulated by the different risk levels in adults (age > 21 yrs), such that there was
greater decrease in mediofrontal beta power along with lower risk level, suggesting a stronger
motivation for an action. Since the mediofrontal ROI is not lateralized, it doesn’t indicate which
direction is more preferred. Instead, the difference across risk levels indicates overall motivation
towards making a movement. Such modulation effect was not significant in adolescents (age < 18
yrs) and young adults (18-20 yrs old). The linear increase in this risk modulation index with age
also confirmed this group difference.
Until now, only few studies have identified the involvement of beta oscillation over the
mediofrontal regions during decision making. With limited spatial resolution, it is hard to make
inference about the anatomical origin of this neural signal. But it is important to note that the
mediofrontal ROI has been discussed as reflecting neural signals from the secondary motor areas
including the premotor area, pre-SMA, and SMA in the medial wall of the frontal cortex (Grafton
& de C. Hamilton, 2007; Haruno et al., 2003; Uithol et al., 2012). Furthermore, neuroimaging
studies have shown that posterior segments of the ACC and dorsomedial prefrontal cortex, which
is equivalent to the above-mentioned secondary motor areas in the medial wall, instantiate
comparisons of action values by integrating the context information (Kolling, Behrens, Mars, &
Rushworth, 2012; Shenhav, Botvinick, & Cohen, 2013). Such computations may involve
communications between these areas and vmPFC valuation system (Beckmann, Johansen-Berg,
& Rushworth, 2009). Polania et al., (2014) have reported beta desynchronization over the frontocentral regions during value-based decision making (Polanía, Krajbich, Grueschow, & Ruff, 2014),
and proposed that such beta oscillation may reflect valuation of the actions to be taken, which may
be happening within ACC and dmPFC (Kolling et al., 2012; Shenhav et al., 2013). The other study
reporting the beta desynchronization recorded by Electrocorticography (ECoG) suggested that the
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decrease of beta power in SMA was closely related with making motor plans and preparation, and
such process happened earlier than the activity in the posterior primary region suggesting a higherorder function in motor control (Ohara et al., 2000). Therefore, we believed that the risk
modulation effect observed in the beta oscillation recorded from the mediofrontal ROI may reflect
the nature of the evaluative process involving in higher-level motor processing, such as linking the
cue information with the movement goals and laying out movement plans for all of the choice
alternatives (Chen & Kwak, in prep.).
The lack of risk modulation effect in mediofrontal beta oscillation during adolescence may
suggest that adolescents were not able to efficiently distinguish the risk information associated
during the evaluation phase and such ability develops as age increase. Furthermore, literature on
brain development found that establishing the cue-outcome mappings is associated with
connectivity between the frontal regions and striatum (Shohamy, 2011). During adolescence, the
frontal cortex is still under development (Konrad, Firk, & Uhlhaas, 2013; Steinberg, 2005). Both
structural and functional connections between the fontal cortex and striatum are not established in
early adolescence (Garske, Lawyer, Peterson, & Illig, 2013; Klingberg, Vaidya, Gabrieli, Moseley,
& Hedehus, 1999). The age difference in the beta activity from the mediofrontal ROI may
indirectly support the ongoing development of the prefrontal regions during adolescence, which is
directly associated with the immature cue information assessment (Somerville & Casey, 2010;
Steinberg, 2007).
In addition to the sensorimotor beta oscillations, we found an interesting developmental
pattern in the involvement of mediofrontal theta oscillation during the action phase when
participants were making responses. Theta oscillation is critical in goal-directed behaviors by
providing proactive and reactive cognitive control (Cavanagh & Frank, 2014; Cavanagh et al.,
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2012; Cooper et al., 2019; van Driel et al., 2015). Regardless of age, we found significant effects
of decision cues on mediofrontal theta in the action phase, which is consistent with our previous
study in adults (Chen & Kwak, in prep.). Across all age groups, we found marked increase in theta
power after a stimulus and theta power was higher when the target appeared in the side that the
participants were less motivated towards based on the decision cue. Such consistent modulation
effect of risk and reward on mediofrontal theta oscillation across all the age groups may suggest
the similar mental process in adolescents and adults when making actions based on prior cues.
Although adolescents and adults showed similar pattern for the effect of decision cues, we
found an interesting developmental pattern from adolescence to adulthood in the averaged theta
power across all the cue conditions. The averaged theta power from mediofrontal ROI showed an
inverted-U shape from early adolescence to adulthood. Specifically, the theta power increased with
age and reached the peak in late adolescence and early adulthood (18-20 yrs). It decreased beyond
this age. Additionally, we found a significant trial-by-trial theta power and response time
correlation, which indicated the direct contribution of mediofrontal PFC theta in performance. This
was consistent with previous literature using perceptual decision making paradigms and reporting
the correlation between mediofrontal theta oscillation and task performance (i.e., decision
threshold or response time) (Cavanagh et al., 2011; M. Cohen & Cavanagh, 2011; Delorme,
Westerfield, & Makeig, 2007). To determine whether developmental differences exist in the effect
that control mechanism from mediofrontal theta has on behavior, we compared the strength of
theta-RT correlation across age. Correlation strength showed an inverted-U shape such that it
increased with age and reached the peak in early adulthood. These results further support the idea
that greater control on behavior is required during adolescence compared to adulthood.
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The pattern of developmental differences in mediofrontal theta as well as the strength of
theta-RT correlation could be interpreted as an evidence of greater sufficiency in adaptive
cognitive control during late adolescence through early adulthood. Theta oscillation recorded from
the frontal midline has been thought to serve as temporal templates for coordinating neuronal
populations involved in cognitive control, and implementing adaptive control in the context of
conflict and uncertainty about actions and outcomes (Cavanagh, Cohen, & Allen, 2009; Narayanan,
Cavanagh, Frank, & Laubach, 2013; Reinhart, Zhu, Park, & Woodman, 2015). Nigbur et al. (2011)
reported that the theta power increased as cognitive control needs increased, and considered
mediofrontal theta to signal the need for increased control. Thus the mediofrontal theta may be
working as an alarm for the increased control to help facilitate the integration of information from
the input such as the context, reward, memory and so on (Cavanagh & Frank, 2014). Adolescents
have strong needs for exploration, forming new relationships, increasing intimacy, and rapid
adjustment to changing social environments. Such increases in reward-driven and motivational
behaviors are adaptive in nature (Shulman et al., 2016). When selecting the action associated with
gaining reward, adolescents showed stronger activation in their affective motivational system with
an inverted-U shape pattern (Crone et al., 2009; Ernst et al., 2005; Smith, Chein, & Steinberg,
2013; Steinberg, 2005; Van Leijenhorst et al., 2010; Weissman et al., 2015). As a result, greater
cognitive control may be required in order to implement the right choice. Therefore, we interpret
the stronger involvement of mediofrontal theta oscillation during the action phase as the sign of
making decisions in a more adaptive way in late adolescence and early adulthood such that they
realize the necessity of implementing more cognitive control in such a challenging context and
winning more reward.
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It is important to note that we found the peak in early adulthood (aged 18-20 yrs) which
was a little later than the peak around 15-17 yrs in the current theory about the developmental
trajectory in affective motivational system (Casey et al., 2008; Mills, Goddings, Clasen, Giedd, &
Blakemore, 2014; Smith et al., 2013; Steinberg, 2005, 2010; Strang, Chein, & Steinberg, 2013).
Considering the fact that development of the cognitive control exhibits roundly linear trajectory
and that the prolonged development of long-range cortical connectivity does not stabilize until the
20s (Dosenbach et al., 2010; Fair et al., 2009), we believe that such inverted-U shape pattern with
a shifted peak around 18-20 yrs in the mediofrontal theta may also reflect such cognitive control
capacity development as well as the great necessity in the motivational situations (A. O. Cohen et
al., 2016). This inverted U pattern of development in medial PFC activity showing slight decrease
after the peak around 18-20 yrs suggests that medial PFC development enters a new phase beyond
20 yrs. Confirming this idea, both the average mediofrontal theta activity and the strength of RTtheta correlation showed a decreasing pattern beyond 21 yrs. Given that 21 yrs and above showed
the greatest modulation from decision cues in evaluation-phase sensorimotor beta, yet they showed
the least cue effects in behaviors, we speculate that medial PFC reaches a completely different
level of functioning in this oldest age group compared to the other age groups. For example, medial
PFC at this age may function more efficiently with less engagement compared to younger age,
such that it can reach higher performance (i.e., being less swayed by the decision cues) when
executing the required response, despite greater bias while evaluating the decision cues. Several
studies support this speculation as shown by Peters et al. (S. Peters, Van Duijvenvoorde,
Koolschijn, & Crone, 2016) that the activity of PFC showed a quadratic developmental trajectory
with the peak around late adolescents and early adulthood in a feedback learning task that required
more cognitive control and divergent thinking (Kleibeuker, De Dreu, & Crone, 2013). Moreover,
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it was also found that adolescents (11-20 yrs) recruit PFC more strongly than adults (21-30 yrs) in
decision making especially when the outcome offered large reward (Teslovich et al., 2014),
suggesting that adolescents may engage PFC more in a context of high motivation.
Based on the results of sensorimotor beta during the evaluation phase and mediofrontal
theta during the action phase, we propose that the performance difference across age was not driven
by difference in the evaluation of reward and risk information. Behaviorally, the modulation by
reward and risk information was greater in the younger age groups (aged 10-17 yrs), showing
decrease with age for both response time and accuracy. However, the evaluation-phase
sensorimotor beta oscillations showed greater modulation with increasing age, which is an
opposite pattern of developmental differences from the behavior. On the other hand, action-phase
mediofrontal theta oscillation showed greater average power—regardless of decision cues—with
age, although no age-group difference was found in the degree of modulation by decision cues.
Importantly, a similar developmental pattern was found with the RT-theta correlation strength.
The steady increase in the two theta measures with age until early adulthood are consistent with
the well-identified developmental pattern of the prefrontal cortex showing steady growth until
early adulthood (Casey et al., 2008; Mills et al., 2014; Steinberg, 2010; Strang et al., 2013). The
modulation effects of decision cue on behaviors showed a similar developmental pattern that there
was reduced influence by the reward and risk information with age. Based on these interpretations
of results, we believe that the development of mediofrontal activity in the action phase may have
a significant contribution in how the behavioral characteristics of risk taking develops as presented
in our task.
Despite these interesting findings, the results should be considered in light of several
limitations. First, due to the limited spatial resolution of EEG, it is hard to make inference on the
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precise anatomical localization of the neural signals observed in the current study. Being aware of
this limitation, we chose electrodes for the ROIs very carefully based on prior literature studying
the beta oscillation in the motor control system as well as theta oscillation about conflict control
recorded from midline or mediofrontal region. Second, our study had a cross-sectional design
comparing the across different age groups, which makes it difficult to distinguish the timeinvariant unobserved individual differences (i.e., cohort effect) from developmental effect. Future
studies with longitudinal design are needed in order to better address the developmental pattern by
excluding such time-invariant unobserved individual differences. Third, previous studies
demonstrated that social contexts (i.e., peers, parents, community) play critical roles in the
developmental of neural circuitries as well as risk-taking behaviors (Albert et al., 2013; Duckworth
& Steinberg, 2015; Steinberg et al., 2018). The current study did not take these factors into
considerations when investigating developmental differences. Future studies should further
consider how these factors from the social context that influence to the development of brain
oscillation patterns during risky decision making.
In summary, the current study has demonstrated developmental differences in how the
reward and risk information modulate neural signals and behavior during risky decision making.
Behaviorally, the modulation by risk happened more prominently in younger age, which leveled
out towards adulthood. To determine what mental process drives these developmental changes in
behavior, we compared the neural signal during evaluation and action phase along the decisionmaking cascade. Evidence of sensorimotor beta during the evaluation phase suggest that
adolescents are not able to effectively distinguish and encode the related reward or risk information.
The beta signal that we interpret as motor preparation in alignment with the reward and risk level
did not distinguish the decision cues in younger age while it did in our older age group, which
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presents an opposite developmental pattern from the behavior. On the other hand, mediofrontal
theta during the action phase showed an inverted-U shape pattern of development, showing steady
increase with age until early adulthood which drop afterwards. Importantly, this action-phase theta
signal predicted RT at the trial level and the strength of RT-theta correlation, which we interpret
as reflecting the efficiency of cognitive control over behavior, also showed a similar
developmental pattern. Decrease in the influence of reward and risk information across age may
result from adaptive cognitive control that develops with age.
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CHAPTER 4
GENERAL DISCUSSION
With the development of advanced technology, multimodal neuroscience techniques are
increasingly used in psychology and neuroscience research, as they overcome the limitations of
individual modalities and can benefit the understanding of neural mechanisms of people’s
behaviors with more comprehensive information of the neural activity. In the current dissertation,
one unique contribution was that multi-modal neuroscience approach was used. The simultaneous
MRI-EEG technique help to understand the human brain function in which the spatial and temporal
resolutions are both satisfactory.
In Chapter 2, we focused on the contribution of motor system in decision making and
investigated the neural mechanism at different stages of action selection. Although prior literature
also found evidence supporting the critical role of motor system in higher level process of decision
making, most of the studies still focused on the neurobiological signals in clinical population or
non-human primate (i.e., Roesch & Olson, 2003; Sul et al., 2011), which make it hard to generate
the conclusion to the general population. For studies with healthy samples, most of them used the
EEG with limited spatial resolution to understand the activity in brain regions beyond the cortical
activity (i.e., Alamia et al., 2019; Chen et al., 2019; Meyniel & Pessiglione, 2014). In the studies
using MRI, although motor system was reported, due to the limited temporal resolution of MRI, it
was hard to distinguish the temporal stages of the decision making and draw any inference about
the role of motor system. As a result, many studies just interpreted the involvement of motor
system as the lower-level motor execution process (Bijleveld et al., 2014; Gläscher et al., 2009).
In the current study, with the high temporal resolution of EEG, we found that the motor system is
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actually involved in decision making much earlier than expected and contribute to the value
evaluation independent of the valuation network during the evaluation phase of decision making.
With the help of MRI, we further identified that the beta oscillation recorded at the primary motor
cortex was associated with the BOLD responses within the cortico-basal ganglia thalamic motor
control loop (Alexander et al., 1991; Blandini et al., 2000; DeLong & Wichmann, 2007; Singh,
2018), including the subcortical regions in the basal ganglia as well as the secondary motor cortex.
More importantly, the activation of these brain regions within the motor system were found to be
modulated by risk and reward information during the evaluation phase, and beta oscillation did not
correlate with the valuation system that is typically reported to process risk and reward information
in decision making. These results suggest that the motor system, across the cortico-basal gangliathalamic circuitry, does contribute in the evaluation of decision information as proposed by many
studies (Carroll et al. 2019; Cisek 2006, 2007; Cisek & Pastor-Bernier 2014; Gallivan et al. 2018;
Selen et al. 2012; Shadmehr et al. 2019). However, its contribution happens in the absence of
direct communication with the valuation system (see detailed discussion in Chapter 2).
Critically, these results further contribute to the theoretical discourses on “embodied
cognition”, which suggests that cognitive processes are deeply rooted in our bodily interactions
with the world, most critically for the purpose of action (Cisek & Pastor-Bernier, 2014; Garbarini
& Adenzato, 2004; Wilson, 2002). Contribution of the motor system in non-motor, cognitive
processes has now been identified in many other domains, such as during procedural memory
(Arce, Novick, Mandelblat-Cerf, & Vaadia, 2010; Krakauer & Shadmehr, 2006), semantic
processing (Kiefer & Pulvermüller, 2012; Longcamp, Tanskanen, & Hari, 2006; Scott et al., 2009),
numerical cognition (Park, Li, & Brannon, 2014; Tschentscher, Hauk, Fischer, & Pulvermüller,
2012), attentional mechanisms (Johansen-Berg & Matthews, 2002; Stefan, Wycislo, & Classen,
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2004) and decision making (Cisek & Pastor-Bernier, 2014; Shadmehr, Huang, & Ahmed, 2016;
Shadmehr et al., 2019). Our results provide additional support for the contribution of motor system
in cognitive processes, in particular during value-based decision making.
In the second study, we also investigated the neural development of decision making in
adolescence, which is an important transitional period characterized by heightened risk taking. As
mentioned in earlier chapters, most studies about neural mechanism of risk taking during
adolescence focused on the structural and functional brain development using MRI. With an
excellent spatial resolution, MRI studies allow investigation across the whole brain including
subcortical regions. However, the low temporal resolution of MRI BOLD signal limits the
understanding of the temporal cascade of information processing underlying risky decision making,
which does not allow to determining which processing stage contributes to the developmental
differences in risk taking behaviors, thereby limits the interpretation of the developmental changes
in the specific neurocognitive process. To address the identified issues with current brain imaging
studies, we turn to human electrophysiological studies using EEG. EEG has been relatively
neglected in the field of adolescent brain development, due to their low spatial resolution not
allowing investigation of the subcortical regions such as the striatum and amygdala, which undergo
significant developmental changes during adolescence. However, there have been some studies
investigating

the

dynamics

and

development

of

cortical

neural

circuitries

using

electrophysiological approaches. These studies focus on the properties of neural electrical signals
and their changes across development, as well as their implications in maturation of cognitive
abilities.
Synchronized neural oscillations in different frequency bands are known to be the
fundamental mechanisms of temporally coordinated activity of the neural circuitries that allow
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diverse aspects of cognitive functioning (Buzsáki & Draguhn, 2004; Sauseng & Klimesch, 2008).
Based on animal studies, neural oscillatory activities reflect physiological changes happening at
the level of neurotransmitters such as GABA, glutamate and dopamine, which effect neuronal
excitability (Uhlhaas, Roux, Rodriguez, Rotarska-Jagiela, & Singer, 2010). Additionally,
structural changes in gray and white matter such as elimination of active synapses or increases in
myelination can also contribute to the neural oscillatory signal (Segalowitz, Santesso, & Jetha,
2010; Whitford et al., 2007). Developmental changes in neural oscillations would thus reflect
shaping and reorganization of brain networks as a result of neuronal and synaptic changes within
the neural circuitries. Research focused on neural oscillations can significantly contribute to the
understanding of neurocognitive development during adolescence. For example, we can
investigate the functioning of specific neural circuitries involved in cognitive control and affective
motivational process across development with a much finer temporal resolution. In this way, we
can address questions pertaining to the difference in timing of specific processes, such as whether
the control mechanism takes places earlier with age.
In the current dissertation, we take advantage of the findings about sensorimotor beta
oscillations identified in adults with both MRI and EEG, as a biomarker for encoding the reward
and risk variables during the evaluation phase of decision making. With the high temporal
resolution, it allows us to resolve the dynamic flow of information from one region to another
within brain circuitries (Başar, Başar-Eroglu, Karakaş, & Schürmann, 2001; Bowyer, 2016). Such
approaches of mapping the neurocognitive process to the temporal domain can greatly advance
our understanding of the way information is processed dynamically across time during risky
decision making. In Chapter 3, the results of our study showed that during the evaluation phase,
participants at different ages show significant beta desynchronization but the level of decrease in
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beta power increased with age, which indicate the general less involvement of beta
desynchronization in younger people. These results may reflect the inadequate motor preparations
and plans towards a certain action in alignment with the different decision cues in adolescents.
Critically, there was an age dissociation in beta desynchronization in the secondary motor area
(i.e., mediofrontal ROI) such that as age increased, the ability to distinguish the risk level for larger
reward increased. These results suggest an overall less involvement of motor plan, which reflect
the immature detection and appraisal of decision cues in adolescents.
Based on the results from the simultaneous MRI-EEG study (Chapter 2), the sensorimotor
beta oscillation is related with BOLD activity in the basal ganglia, which plays a key role in
maintaining future goals, regulating and guiding motor selections (Chen & Kwak, in prep.; Deecke,
1996; Delorme & Makeig, 2004; Frank et al., 2015; Legon et al., 2013). Moreover, beta oscillation
was also related with the BOLD activity from the secondary motor regions such as SMA and
premotor cortex, which were reported in reward processing (Abe & Hanakawa, 2009; Forstmann
et al., 2008; Frank et al., 2015; Goñi et al., 2011). Interestingly, the sensorimotor beta oscillation
does not directly correlate with the activity in valuation network. These results have demonstrated
the important role of motor system when evaluating decision cues in decision-making process and
developmental changes happen in these signals over the decision making process.
Developmental differences in neural signals were also determined during action phase and
we focused on the mediofrontal theta oscillation, which is widely reported in the literature to reflect
adaptive cognitive control in decision making. The results showed an inverted-U shape
developmental pattern of the involvement of the mediofrontal theta oscillation from early
adolescence to adulthood with the peak at the late adolescence and early adulthood. Benefiting
from the multi-modal neuroscience approach, the generation of mediofrontal theta oscillation has
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been reported to relate with the activity medial frontal regions. For example, in cognitive control
tasks with recordings from EEG and magnetoencephalography (MEG), the source localization
analysis suggested that the midline frontal theta oscillation was generated from medial frontal
cortex, including the anterior cingulate and pre-supplementary motor area (M. X. Cohen & Donner,
2013; Dippel, Mückschel, Ziemssen, & Beste, 2017; Hanslmayr et al., 2007; Makeig, Delorme, et
al., 2004; McDermott, Wiesman, Proskovec, Heinrichs-Graham, & Wilson, 2017; Töllner et al.,
2017). Moreover, with simultaneous EEG-fMRI, activations in mediofrontal regions was
associated with theta activity during conflict monitoring (Debener et al., 2005). Based on these
results, we believe that the increased involvement of mediofrontal theta oscillation in the action
phase from early adolescents (starting around 10 yrs), which reached the peak around late
adolescence and early adulthood (18-20 yrs), may reflect the critical development of mediofrontal
cortex in the process of resolving conflict in decision-making process. It is important to note that
we identified an inverted-U pattern of development in medial PFC activity showing increase trend
from early adolescents to early adulthood and then the trend slightly decrease after the peak around
18-20 yrs. For the increasing pattern from early adolescents to early adulthood, we believe that
this reflect development of adaptive cognitive control (Cavanagh et al., 2009; Narayanan et al.,
2013; Reinhart et al., 2015). As age increase, people can adjust their cognitive effort based on need
depending on the decision cue information they have processed before. Especially, during the
evaluation phase, the mediofrontal beta desynchronization, people are more efficient in processing
the decision information and make motor plans accordingly. Moreover, adolescents have strong
needs for exploration, forming new relationships, increasing intimacy, and rapid adjustment to
changing social environments (Casey et al., 2008; Mills et al., 2014; Smith et al., 2013; Steinberg,
2005, 2010; Strang et al., 2013). When selecting the action associated with gaining reward,
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adolescents showed peak activation in their affective motivational system with age range around
15-20 yrs old (A. O. Cohen et al., 2016; Crone et al., 2009; Ernst et al., 2005; Smith et al., 2013;
Steinberg, 2005; Van Leijenhorst et al., 2010; Weissman et al., 2015). As a result, more cognitive
control will be implemented in order to reactively correct the improper action plans made earlier.
These results are also in line with findings from MRI studies of brain development, suggesting
continued development of medial frontal regions such as vmPFC, ACC, SMA and pre-SMA
throughout adolescence (Eshel et al., 2007; Fitzgerald et al., 2010; Ladouceur et al., 2007; Perkins
et al., 2013).
However, as people entered the adulthood (aged 21 yrs and above), they showed a
decreasing pattern which is inconsistent with our prediction. Specifically, people at 21 yrs and
above showed the greatest modulation from decision cues in evaluation-phase sensorimotor beta,
but they showed the least cue effects in behaviors. We speculate that medial PFC reaches a
completely different level of functioning in this oldest age group compared to the other age groups.
Their cognitive control became mature enough such that they don’t need to engage their prefrontal
cortex so much and can be more effectively using the recourse to achieve the similar performance.
Since the age range in the current sample is 21- 27 yrs old, future studies with wider age range are
needed to better understand the developmental pattern in adulthood.
One of the greatest advantages of human electrophysiological investigations such as EEG
is their high temporal resolution. The studies of neural oscillations reviewed in previous sections
present changes of direct neural activity happening at the level of milliseconds. This allows us to
resolve the dynamic flow of information from one region to another within brain circuitries
(Bowyer, 2016). Several simultaneous EEG-fMRI studies demonstrated the cortical neural
electrical signals associated with the neural activity in subcortical regions of reward and
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motivational processing (Frank et al., 2015; Green et al., 2017; Mas-Herrero et al., 2015). Results
from these studies suggest that some scalp EEG signatures can be interpreted as the cortical
reflection of the affective motivational system. From a developmental perspective, studies also
adopted the combined use of EEG and fMRI in adolescents to investigate the spatial mapping of
the electrical signals that change during development (Hauser et al., 2014; Lüchinger, Michels,
Martin, & Brandeis, 2011; Whitford et al., 2007).
Despite significant advantages of applying multimodal neuroscience approach, it is
important to note that current analysis of simultaneous MRI-EEG is using the EEG-informed
analysis approach, which is a correlation analysis. Considering the nature of signals from scalp
recordings as being a summation of neural activity from multiple brain regions, one should make
only cautious interpretations about their implications on understanding a specific neural system.
Future research should ideally place more focus on task designs and methodologies that allow for
identification of the neural electrical signals that are involved during multiple stages of decision
making. New approaches would contribute towards generating novel models and theories based
on the richness of the electrophysiological information, which adds a temporal dimension to the
current understanding of the neurobiology of decision making.
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Table 2.1: Locations of ROIs
Region
Ventral striatum
vmPFC
GPi
GPe
STN
SN
VTA
rIFG

x
-6
6
-2
-21
20
-17
17
-12
12
-10.1
11.3
-2.7
4.1
-10

Peak MNI
coordinates
y
8
-8
40
-2
-2
-2
-2
-13
-13
-18.9
-18.7
-15.9
-15.9
-10

Radius
(mm)
z
-4
-6
-8
-9
-9
-1
-1
-8
-8
-11.6
-11.7
-13.9
-13.9
2
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6
6
10
6
6
6
6
6
6
3
3
3
3
10

reference

(Bartra et al., 2013)
(Bartra et al., 2013)
(Vaillancourt et al., 2007)
(Vaillancourt et al., 2007)
(Vaillancourt et al., 2007)
(Murty et al., 2014)
(Murty et al., 2014)
(Criaud & Boulinguez, 2013)

Table 2.2: MRI-EEG covariation during evaluation phase
Anatomical label

HMAT mask
M1
SMA
PMv
S1
pre-SMA

Hemisphere

R
L
R
R
L
L
R
R
L

Brodmann
area

6
6

Peak MNI
coordinates
x
y
z

14
-16
4
56
-42
-4
8
34
-60

9
40
6

-22
-8
-8
16
-36
22
22
14
10

60
58
60
28
52
54
58
62
28

T

6.41
4.7
3.84
4.68
4.57
4.49
3.77
4.48
4.29

Cluster
size
(voxels)

Cluster p
(FEWcorrected)

443
267

< .001
.003

390
191
122

< .001
.01
.04

PMd
6
118
.043
PMv
9
225
.006
Thalamus mask
Ventral Lateral
Nucleus
R
\
18 -14 4
6.29
215
.001
Mammillary Body
R
\
14 -22
4
4.68
Pulvinar
R
\
18 -32
2
4.21
Pulvinar
L
\
-18 -32
4
4.96
165
.002
Mammillary Body
L
\
-12 -18
2
4.62
Putamen-caudate mask
Caudate Body
L
\
-14
2
14
4.58
77
.017
Putamen
R
\
28
-4
-2
4.35
98
.011
Putamen
L
\
-28 12
-2
4.25
85
.015
Note. Threshold p < .001 (uncorrected), cluster size > 25, cluster p < .05 (FEW corrected). L =
left; R = right; MNI = Montreal Neurological Institute
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Table 2.3: Significant Brain Activations during evaluation phase (whole brain analysis)
Anatomical label

Hemisphere

Brodman
n
area

Peak MNI
coordinates
x
y
z

T

Cluster
size
(voxels)

High - Low reward
Declive
R
\
10 -86 -12 7.7
95
Subthalamic Nucleus
L
\
10 -14 -6 7.68
22
Lateral Globus Pallidus
L
\
-16 4
-2 7.31
81
Putamen
L
\
-24 10 -6 6.29
Culmen
R
\
24 -44 -22 6.92
114
Thalamus
L
\
-6 -22 -2 6.83
17
Putamen
R
\
26 14
0
6.8
43
Superior Frontal Gyrus
L
6
-16 2
68 6.21
8
Culmen
L
\
-28 -46 -24 6.06
6
75% - 25% probability
Putamen
R
\
22
8
-2 7.93
123
Putamen
L
\
-20 10 -4 7.67
262
75% (high- low) – 25% (high - low)
none
Note. Threshold p < .05 with voxel-wise FWE correction. L = left; R = right; MNI = Montreal
Neurological Institute.
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Table 2.4: Significant Brain Activations during action phase (whole brain analysis)
Anatomical label

Hemispher
e

Brodman
n
area

Peak MNI
coordinates
x
y
z

T

Cluster
size
(voxels)

Action phase
Inhibition (Nogo-Go)
Medial Frontal Gyrus
R
6
2
10 50 15.64
4421
Cingulate Gyrus
R
32
8
14 50 14.68
Precentral Gyrus
R
6
44
4
34 14.71
3009
Insula
R
13
36 18
4
14.3
Claustrum
L
\
-32 14
6 12.78
4104
Precentral Gyrus
L
4
-50 -8 48 12.07
Cerebellar Tonsil
L
\
-36 -54 -34 12.77
1645
Fusiform Gyrus
L
37
-42 -66 6 11.99
Nodule
L
\
12 -70 -26 11.61
4719
Thalamus
L
\
8 -12 12 11.26
243
Thalamus
L
\
24 -36 0
10.5
181
Middle Temporal Gyrus
L
37
44 -64 8
8.83
271
Precuneus
L
7
16 -34 52 9.91
141
Cingulate Gyrus
R
31
14 -22 46 8.51
Inferior Parietal Lobule
L
40
-34 -50 52
9.1
146
Middle Frontal Gyrus
R
9
36 40 32 9.02
147
Superior Temporal Gyrus
R
22
52 -26 -6
8.97
58
Fusiform Gyrus
R
37
48 -48 -20 8.92
35
Superior Frontal Gyrus
L
9
-32 44 28 8.73
103
Inferior Parietal Lobule
L
40
-58 -30 24
8.7
140
Superior Temporal Gyrus
L
13
-52 -42 20 8.09
Thalamus
L
\
-14 -20 -4
8.4
21
Inferior Parietal Lobule
R
40
62 -40 26 8.33
99
Parahippocampal Gyrus
R
30
-20 -40 -2
8.14
17
Cuneus
L
17
-18 -96 10 8.13
15
Inferior Parietal Lobule
L
40
-48 -40 48 7.86
10
Initiation (Go-Nogo)
Superior Frontal Gyrus
L
8
-12 50 40 6.34
8
Note. For Nogo-Go contrast: Threshold p < .001 with voxel-wise FWE correction. For Go-Nogo
contrast: Threshold p < .05 with voxel-wise FWE correction. L = left; R = right; MNI = Montreal
Neurological Institute.
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Table 2.5: MRI-EEG covariation during evaluation phase (whole brain analysis)
Anatomical label

Hemisphere

Brodmann
area

Peak MNI
coordinates
x
y
z

T

Cluster
size
(voxels)
443
1005

Cluster p
(FEWcorrected)

Medial Frontal Gyrus
R
6
14 -22 60 6.41
.001
Thalamus
R
\
18 -14
4
6.29
< .001
Inferior Frontal Gyrus
R
13
38
28
2
5.05
Uvula
L
\
-12 -70 -26 6.08
4811
< .001
Uvula
R
\
12 -74 -28 5.91
Lingual Gyrus
R
17
24 -86
4
5.74
Middle Occipital Gyrus
L
18
-24 -88
-4
5.98
1042
< .001
Cuneus
L
17
-20 -94 12 4.84
Inferior Occipital Gyrus
L
17
-16 -96
-4
4.52
Superior Parietal Lobule
R
7
30 -54 44 5.51
1377
< .001
Superior Parietal Lobule
L
7
-28 -64 52 5.46
3015
< .001
Inferior Parietal Lobule
L
40
-48 -48 42 5.19
Thalamus
L
\
-24 -32
2
5.01
408
.002
Middle Frontal Gyrus
R
9
56
30
24 4.85
1406
< .001
Superior Frontal Gyrus
R
8
40
26
50 4.82
Putamen
L
\
-20
-2
16 4.84
514
< .001
Caudate Body
L
\
-12
6
14 4.55
Lateral Globus Pallidus
L
\
-20
-4
-2
4.49
Medial Frontal Gyrus
L
6
-16
-8
58
4.7
267
.014
Superior Frontal Gyrus
L
6
-4
22
54 4.49
237
.023
Superior Frontal Gyrus
R
6
6
26
56 4.31
Precentral Gyrus
L
9
-44 26
38 4.48
344
.004
Inferior Frontal Gyrus
L
9
-60 10
28 4.29
226
.027
Note. Threshold p < .001 (uncorrected), cluster size > 25, cluster p < .05 (FEW corrected). L =
left; R = right; MNI = Montreal Neurological Institute
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Figure 1.1: Direct pathway and indirect path in the cortico-basal ganglia-thalamic network (simplified)
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Figure 2.1: Example trial sequence of the Value-Based Go-NoGo task (A). Baseline stage of the task only
consists of the forth to sixth screen on the displayed sequence, during which they make a go response with
right index finger to a Go stimulus (i.e., blue geometric shape) and inhibit response to a NoGo stimulus
(i.e., grey geometric shape). The task stage starts from the presentation of decision cues, followed by a Go
or NoGo stimulus and ends with the presentation of the reward feedback. Six decision cues presented during
evaluation phase (B).
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Figure 2.2: Performance on the Value-Based Go-NoGo task. Mean improved response time (RT) (A) and
false alarm rate (B) across Reward and Go-probability conditions. Error bars indicate standard errors.
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Figure 2.3: Time-frequency spectrogram of the average sensorimotor beta from all conditions from channel
C3. Beta power showed significant decrease between 208-663 ms from the onset of decision cue.
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Figure 2.4: ROI analysis of task related brain activations within the valuation network during evaluation
phase (A) and the reactive motor inhibition network during action phase (B). rIFG = right inferior frontal
gyrus, STN = subthalamic nucleus, VS = ventral striatum.
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Figure 2.5: Covariation between sensorimotor beta oscillations and BOLD signal during evaluation phase.
Covariation within the cortical motor, caudate/putamen and thalamic masks (A). SMA = supplementary
motor area, PMd = dorsal premotor cortex, PMv = ventral premotor cortex, M1 = primary motor cortex, S1
= primary somatosensory, CAUD = caudate, PUT = putamen, THAL = thalamus. ROI analysis of
covariation within the valuation network and smaller basal ganglia nuclei (B). vmPFC = ventral medial
prefrontal cortex, VS = ventral striatum, VTA = ventral tegmental area, GPe = external globus pallidus,
GPi = internal globus pallidus, STN = subthalamic nucleus, SN = substantia nigra.
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Figure 2.6: ROI analysis of reward and Go-probability effects in the cortico-basal-ganglia-thalamic
pathway during evaluation phase. Main effects of reward (large vs. small reward: [1, -1]) (A) and Goprobability (75% vs. 50% vs. 25%: [1, 0, -1]) (B). ROIs were defined based on the results of covariation
between evaluation-phase sensorimotor beta and BOLD. SMA = supplementary motor area, PMd = dorsal
premotor cortex, PMv = ventral premotor cortex, M1 = primary motor cortex, S1 = primary somatosensory,
CAUD = caudate, PUT = putamen, THAL = thalamus, vmPFC = ventral medial prefrontal cortex, VS =
ventral striatum, VTA = ventral tegmental area, GPe = external globus pallidus, GPi = internal globus
pallidus, STN = subthalamic nucleus, SN = substantia nigra.
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Figure 3.1: Example trial sequence of the value-based action-selection task (A). Baseline stage of the task
only consists of the second to fourth screen on the displayed sequence, during which they make a left- and
right-hand response to the left and right grating stimulus. The task stage starts from the presentation of the
decision cues and ends with the presentation of the reward feedback. Six decision cues presented during
evaluation phase (B). Two set of three different cues varying in the level of risk towards the large-reward
side. The top two cues create the lowest risk towards the large-reward side, whereas the bottom two cues
create the highest risk towards the large-reward side.
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Figure 3.2: Regions of interests (ROIs) used in the analysis EEG signal. Mediofrontal (purple), anterior
motor (left: orange, right: light blue) and posterior motor (left: red, right: blue) ROIs were used the analysis
of the theta and beta oscillations.
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Figure 3.3: Designation of the small and large reward sides in the decision cue and target stimulus and the
motor ROIs where the oscillatory signals were extracted from.
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Figure 3.4: Improved RT from the small and large reward side across the three decision cues varying in the
level of risk. Risk level is defined in reference to the large-reward side. Reward by Age group interaction
(A). Reward by Risk interaction (B). Risk modulation index across the four age groups (C). Linear decrease
in risk modulation index as age increased (the two data points in the blue circle were considered as outliers)
(D).
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Figure 3.5: Accuracy from the small and large reward side across the three decision cues varying in the
level of risk. Risk level is defined in reference to the large-reward side. Reward by Risk interaction (A).
Risk modulation index across the four age groups (B). Linear decrease in risk modulation index as age
increased (C).
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Figure 3.6: Neural signals during the evaluation phase. Time-frequency spectrogram of the average
sensorimotor beta from all conditions from mediofrontal ROI (A). Average beta (15-30 Hz) power from
mediofrontal ROI (peak: 744 ms) across the task conditions during the evaluation phase (-150 to 150 ms
interval around the peak) (B). The risk modulation index of beta power in mediofrontal ROI across the four
age groups (C). Linear decrease of risk modulation index of beta power in mediofrontal ROI from
adolescence to adulthood (D). The rectangle on the time-frequency spectrogram indicate the interval the
neural signals were averaged across. Error bars indicate standard errors.
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Figure 3.7: Neural signals during the evaluation phase. Time-frequency spectrogram of the average
sensorimotor beta from all conditions from anterior (A) and posterior motor ROIs (B). Average beta (1530 Hz) power from anterior (peak: 744 ms) (C) and posterior (peak: 735 ms) (D) motor ROIs across four
age groups during evaluation (-150 to 150 ms interval around the peak) phase. Linear decrease of beta
power of anterior (E) and posterior (F) motor ROIs from adolescence to adulthood. The rectangle on the
time-frequency spectrogram indicate the interval the neural signals were averaged across. Error bars
indicate standard errors.
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Figure 3.8: Mediofrontal theta oscillation during action phase. Time-frequency spectrogram of the average
mediofrontal theta signal from all conditions (A). Average theta (4-8 Hz) power (100-600 ms) across the
task conditions (B). Averaged theta (4-8 Hz) power (100-600 ms) across four age groups (C). Quadratic
relationship between theta power and age (D). The rectangle on the time-frequency spectrogram indicate
the interval the neural signals were averaged across. Error bars indicate standard errors.
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Figure 3.9: Trial-wise correlation strength between mediofrontal theta and RT across the four age groups
(A) and quadratic relationship from adolescence to adulthood (B).
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