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In C. R. Acad. Sci. Paris 299 (1984), 173-176, we discussed purely imaginary 
powers A”‘( -cc < y < too) of linear operators A in Hilbert spaces. Here we utilize 
the results to consider the various problems: generation of cosine families in Hilbert 
spaces, coincidence of the definition domains of the fractional powers of operators, 
differentiability of the functions of the form A( )” (0 i 0 < 1) where A( ) is an 
operator valued function defined on an interval [0, T], and so forth. (’ 1987 
Academc Press. Inc. 
1. INTROIXJCTION 
Let A be a densely defined, closed linear operator of type (w, M) 
(0 <o < rc, A43 1) acting in a Hilbert space X, the inverse A ~’ being 
bounded on X. In the preceding Note [20] we discussed the following 
condition on the fractional power of A in its many aspects: 
Condition (P). The hoiomorphic function A -’ defined on {z; Re z > 0) 
with values in Y(X) can be extended to a strongly continuous function on 
{z; Re z >, 0) with values in .9(X). 
In particular, the estimates (2.2) and (2.3) announced in Section 2 of this 
paper have been shown to be equivalent to this condition. In the present 
paper we make use of these (2.2) and (2.3) to prove various results for 
linear operators in X which we need in the study of abstract ev,oiution 
equations. 
The first result is concerned with the cosine family. The theory of the 
cosine family has been originated indpendently by Da Prato-Giusti 121, by 
Fattorini [3,4], and by Sova [ 163. They proved by different methods the 
fundamental generation theorem: a closed linear operator A in a Banach 
space X is the generator of a cosine family on X if and only if its resolvent 
satisfies 
II 
-$1(1.2-A) -’ 
I! 
Mn! 
vn rrx,‘(ReA-6)“+1’ 
Re1>6, n=O, I,2 ,.... (1.1) 
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Afterward Kisynski [lo] clarified abstract aspects of the cosine family by 
noticing that ( : A) is th e g enerator of a semigroup on a product space x g 
if A is the generator of a cosine family on X, where E is a certain subspace 
of X (In [lo] E was defined by means of the cosine family, but recently 
Watanabe [17] characterized the space E in terms of A. (cf. also 
Hoppe [S])). However, it is even now very hard to examine whether a 
given operator A satisfies the condition (1.1) or not. We have no con- 
venient criterion for (1.1) as for the Hille-Yosida condition in the 
semigroup theory. Only in a few cases that A is a positive definite self- 
adjoint operator, or A is the realization in ‘%(O, 1) of a second order 
ordinary differential operator, one can verify the condition (1.1) by a direct 
calculation. In this paper (Sect. 3) we are concerned with the case that A is 
an operator satisfying the Condition (P). A simple criterion for (1.1) is 
introduced in this case. Our criterion contains the fractional power A’ 
(0 < 8 < l/2) of A and is really very useful when its domain is a priori 
known. 
Second, we prove a coincidence theorem of definition domains of frac- 
tional powers. Let A be a linear operator in a Hilbert space X which 
satisfies the Condition (P). The domains of the fractional powers 9(Ae) 
(0 d 0 < 1) are assumed to be known. Let B be another linear operator in X 
similarly satisfying the Condition (P). When can we use the knowledge of 
9(A”) to determine the domain 9(B”) (0 < 0 < 1 )? The answer is very sim- 
ple when 9(A) = 9(B); in fact, by virtue of the Kato-Heinz inequality we 
conclude immediately that &@(A’) = 9(BH) for any 0 < 0 d 1. On the con- 
trary, circumstances change completely when G@(A) # g(B). The profound 
results of holomorphic functions fall out of use. In this paper (Sect. 4) we 
intend to give some sufficient condition for B in order that there exists a 
number O<cc < 1 such that 9(A”)=9(B”) for 068<c( but possibly 
9(AB) # 9(B”) for CI < 8 < 1. Our result, the conditions (4.1) and (4.2) 
then appears to be of new type as sufficient conditions for the coincidence 
of the domains of the fractional powers of operators. 
The third is to generalize our previous result in [19]. On an interval 
[0, T] consider a function of the form A( . )“, where 0 < 0 < 1 and where, 
for each 0 < t d T, A(t) is a densely defined, closed linear operator acting in 
a Hilbert space X. Let the domain LS(A(t)‘) of the fractional power A(t)’ 
be independent of t: 9(A(t)“) E X, (the domain G@(A(t)) itself is allowed to 
vary with t). We are concerned with regularity of the function A(. )’ as a 
function of t with values in 2(X,, X). Such regularity is very important in 
the study of abstract evolution equations. In fact, as is sketched briefly in 
the Appendix, if A( . )lj2 (and A(. )*‘I2 accordingly as the case) is strongly 
differentiable, then we can reduce the evolution equation with a coefficient 
operator A(. ) to another one easier to handle in which the domain of the 
coefficient operator is independent of t. In [ 191 we discussed the case 
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where A(t) is the self-adjoint operator in X associated with a symmetric 
sesquilinear form defined on a Hilbert space Vc X. In this paper (Sect. 5) 
we seek natural generalization of [ 191 to the case where, for each t, A(t) is 
an operator merely satisfying the Condition (P). 
By assembling all these results we consider in the final Section 6 the 
Cauchy problems for partial differential equations. 
2. PRELIMINARY 
We first describe the notations we use in this paper. By X we always 
denote a Hilbert space, its scalar product (resp. norm) is denoted by ( .; ) 
(resp. 11 . II). For 0 < w < rc and A4 >, 1, y( X; M, o) denotes the space of all 
densely defined, closed linear operators of type (0, M) acting in X (for the 
definition of type (w, M), see [24, Chap. 2, Sec. 31). &(A’; M, o) is a sub- 
space of y(X, M, w) consisting of operators the resolvent sets of which 
contain the origin. Let A E &(A’; M, w); for ZE C, A -’ is the fractional 
power of A (for Re z > 0, A -’ is a bounded operator on X). Let Y be 
another Hilbert space. 2(X, Y) is the space of all bounded operators from 
X to Y, its uniform norm is denoted by 11 11 ,,,tX, y). When we equip 
6p(X, Y) with the strong topology, we denote it by gy(X, Y). 2(X, X) 
[resp. ys(X, X)] is abbreviated as Y(X) [resp. q,(X)]. Let [0, T] be an 
interval. For a non negative integer k, %?( [0, 7’1; I”(X, Y)) denotes the 
space of all k times continuously differentiable functions on [0, r] with 
values in the space J$(X, Y). We often omit the nought when k = 0. 
Let us next formulate important consequences of the Condition (P) 
which we use repeatedly in the sequel (for the proof, see [20, Theorem %!I]). 
LEMMA 2.1. Let A E&(X; M, o) satisfy the Condition (P). Then there 
exist constants N, v 3 0 such that 
IlAm-“// gJi(‘(xj d Ne”-“I, -cc <y< +a. (2.1 
Furthermore, for any 0 < 0 < 1, both 
(I m ;12ep’IIA’-H(~+A)p’ fll’dtl 
Ii2 
d MAIf II? f E x (2.2 
0 
(1 Y. 
112 
2Hp’llA *‘-‘(ASA*)-’ gll’dl ~wFIlgl/, gEx (2.3) 
0 
hold with some constants M,, M$ determined by N, v and 0 alone. 
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3. COSINE FAMILY 
In this section we prove 
THEOREM 3.1. Let A E&(X; M, u) (O<w <7c) satisfy the Con- 
dition (P). If there exist 0 < tl< 4 and K B 0 such that 
then iA’/* is the generator of a strongly continuous group on X satisfying 
llexp tiA ‘I2 II Yp(Xj 9 es”‘, ---co < t < +a, where 6 = Kn-1M’,2_WM,. 
(3.2) 
Consequently -A is the generator of a cosine family on X. 
Proof: Let fE9(A1j2). By the delinition of A1j2 
(A’/% f)=;l: A-“‘(A1’2f, @+A)-’ A”Zf)dk 
Inserting (2 + A)(1 + A) -’ before A”*f and taking the imaginary parts in 
both hand sides, we obtain that 
Im(A’l*f, f)=i1,” ;1-1’21m(A(;1+A)-1 A’j2f, (l+A)-1 A”*f)dA. 
From (3.1) and (2.2) 
IRe(iA”Zf,f)) <tjom ~-1’211A1/2+r (n+A)-‘fll IIA’-‘(12+A)-‘fll dll 
< Kz-‘M 1/2-aMuIlfIl*. 
In Hilbert spaces this implies the first assertion as well as (3.2). Note that 
~(~2+A)~1=((~-iA1’2)-‘+(~+iA1’2)-1}/2 for any Re,4>6. Since 
+ iA ‘I* satisfy the Hille and Yosida condition, this means that the con- 
dition (1.1) for - A holds; hence the second assertion. 
As an application let us consider L*-realization of a second order elliptic 
differential operator. 
Let Q be a bounded open set of R”, &2 is sufficiently smooth. Let 
A(x; D) = i aO(x) DiDj+ i a,(x) Di+ so(x) 
i,j=l i=l 
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be a partial differential operator in Q and let 
B(x’; D) = i bj(X’) Di + b,(x’) 
i=l 
be a boundary differential operator on &2, the coefficients of A(x; D) and 
B(x’; D) are all sufficiently smooth. We assume that: 
(a) A(x) = {u,(x)) (xE 0) is real symmetric; 
(b) there exists 6 >O such that (A(x) t, <) &6jr12 for all 
( E R”(x E 0). 
Denote by b(x’) (x’EX!) and by v(k) the vector (b,(x’),..., b,(x’)) and 
the outer normal vector (v, (x’),..., v,(x’)), respectively. We further assume 
that: 
(c) Re b(x’) = ,4(x’) v(x’) (X’E dQ); 
(d) Im b(x’) . v(x’) = 0 and Im b(x’) .q(x’) < { (A(x’) v(x’), v(x’)) 
(,4(x’) q(x’), r](x’)) - (,4(x’) v(x’), q(~‘))~}“’ for all q(x’) E R” orthogonal to 
v(x’) (x’ E ai-2). 
Then we can verify: 
THEOREM 3.2. Under the Assumptions (a)-(d), let A be the L2- 
realization of A(x; D) under the boundary condition: B(x’; D) u = 0. Then A 
belongs to F0(L2(Q); M, o) with some O<o < 7c and satisfies alI the 
Hypotheses qf Theorem 3.1. 
Proof It is easy to observe that AE&(L’(Q); M, u). The Con- 
dition (P) has been already verified by [20, Application]. To verify (3.1) 
write the left-hand side in the form 
Im(Au,u)=Im i j $*tidx-Im i 1 V ,:I. 
;,,=I R axi axj 
a..v- -U dx’. 
,,,=, s* I 
Then because of the fact that 9(AB) c H*‘(Q) (0 6 8 < 1) the first integrals 
in Q are estimated by K,IJA”ujl 11 A I”- %[I with whatever 0 < CI < a, where 
K, is a constant. On the other hand, introducing a system of local coor- 
dinates, we observe from (c) and (d) that 
Im i 
i, .j = 1 s au a..v.-fi&= dR q lax, s PR dx’. 
Hence follows the estimation of the second integrals with whatever 
o-ccc<+. 
Remark. Under Assumptions (a)-(c), the L2-realization A is self- 
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adjoint if and only if Im b(x’) = 0. Thus the Assumption (d) means that the 
non self-adjoint part of the operator B(x’; D) is sufficiently small. 
Remark. Assume that (a) and (b) are satisfied. Then from 
Miyatake [13] it is observed that in order that the realization A is the 
generator of a cosine family in L*(Q) it is necessary that the conditions (c) 
and (d) are satisfied. 
4. COINCIDENCE OF THE DOMAINS OF THE FRACTIONAL POWERS 
The purpose of this section is to prove: 
THEOREM 4.1. Let A, BE&(X; M, w) (Ode < n), let A satisfy the 
Condition (P). Let 0 < a, p < 1 and 1 <a + j?. In order that 9(A’) = 9(Be) 
for all 0 < 8 < LY and 9(A*‘) = 9(B*‘) f or all 0 < 6 < fl it is necessary and 
sufficient that both 
IIA~PBAP-llI~~x~<Cp, (4.1) 
IIA1-P(A+B)-l APII~p(xjQCp for all J. > 0 (4.2) 
hold for all 1 - a < p < /I with some constant C,. 
ProofI Necessity. Let 1 - 01 <p -C fl; we have: g(A’-“) = 9(B’-“) and 
9(A*P) = 9(B*P); then (4.1) is an immediate consequence. Similarly, 
writing (2 + B)-’ = BP- ‘B(I + B)-’ BpP, we conclude (4.2). Sufficiency. 
Let 0 < 0 < a. For arbitrary f E X, g E 9(A*‘) consider: 
(B-Of, A*Og) =F ]I A-‘(@.+ B)-‘f, A*eg)dil. 
0 
Since (A + B)- ’ is written in the form 
(~.+B)-l=(l+A)-l+AP(I1+A)~‘D,{l+A’-P(l+B)-lAPD,} 
x A1-P(I+ A)-’ (4.3) 
for any 1-cr<p</? with D,= l-ApPBAPpl, it follows from (4.1) 
and (4.2) that 
IV-“f, A*%)1 
<I(f,g)l+C, fmi--BIIA1~p(~+A)-lfll IIA*(P+e)(l+A*)-l gll d1. 
0 
Take here p < 1 - 8, then from (2.2) and (2.3) 
G { I+ qydw-,-~~ llfll llgll. 
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Hence g(A’) 3 g(B’). In the same way it is verified that g(A*e) 3 a(B*‘) 
for ariy 0 < 6 </I. To complete the proof we have to prove both converse 
inclusion relations. But these will also follow with the same kind of proof 
since we have: 
LEMMA 4.2. Let A satisfy the Condition (P). Let (4.1) and (4.2) hold. 
Then B also satisfies the Condition (P). 
Proof: Let 0 < Re z < p where 1 - c( < p < /?. By definition 
(B-x g)=$Im A-=((A+B)-‘f, g)dA. 
0 
We use the formula (4.3) again. Then from (2.1) (2.2) and (2.3) 
I(B-;f, g)l < {NeY’lmZ’+CpMp~Re~M~eX~lm’~} IIA-R”YII Ilgli, 
hence the Condition (P) (by virtue of [21, Theorem 17.9.11). 
As an example let us consider Hamiltonians with Rollnik potentials. 
Let V be a complex valued function on R3 satisfying the Rollnik 
condition: 
I %I VY)l 
IwIl”=JJR6 lx-ylz dxdyca3. CR) 
Since ~lxi sA I V(x)1 dx < 2/l VII,.4 for all A 2 0, V is in La,(R’) n sP’(R3). 
We begin with verifying: 
LEMMA 4.3. Let + < p < 2. Then V: u + Vu is a bounded operator from 
H2(l-Q)(R3) to He2”(R3). Moreover, for any E > 0 there exists Co(&) such 
that 
II Vull -2p G Wl2(1 -p) + cp(~)l140~ UEH*(‘-~)(R~), (4.4) 
here we denote by II . /Is the norm of the Sobolev space H”(R3). 
Proof Assume first u E Y(R3). Since Vu E Y’(R’), the product ( Vu, u) 
with arbitrary u E Y(R3) is defined. For any c > 0 
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Since for any 4 < p < f there exists C, such that 
I 
4 C 
R3(i+lr--tll)4'1--p',q/4p4i 
for all teR3 and [>O, 
JR3 '",'y:::"'&]"' (/Iu/~~,,-,~,+~~‘~-~~~~u~~~)~(u~~~~. 
Here we use the fact that the Condition (R) implies it/ ~ 1’29[ V] E @(R3) 
[23, Theorem 1.151, then VU is shown to belong to Hmzp(R3). Letting 
[ + co, we conclude (4.4) with a constant CP(s) independent of U. The 
lemma then follows by the density argument. 
We now define the Hamiltonian H by 
9(H)= {ucH’(R3); -AU+ I’u&‘(R3)}, 
Hu= -Au+ Vu+ku, 
(4.5) 
with a sufficiently positive constant k. It is easy to see that H is a densely 
defined linear operator in P(R3). Moreover from (4.4) H belongs to 
F0(H”(R3); 1,7r/2). Our purpose is to compare H with -A, = k - A. 
THEOREM 4.4. For any 0 6 8 < a, 9(HB) = 9( H*“) = H2”(R3). 
ProoJ: Let us verify the conditions (4.1) and (4.2) of Theorem 4.1 taking 
A= -A,, B = H and c( = /I = $. Condition (4.1) is immediate from 
Lemma 4.3. On the other hand, (4.4) shows that for all + < p < a there exists 
A,20 such that Il(A- AJp V(,I-A,)p-‘~lO<y< 1 for all J.>i,; then the 
following formula 
(~+H)-‘=(~-A,)P~‘{l+(&Adk)~P V(~-Ak)p-‘}--l(~-Ak)~p (4.6) 
holds for all A > Ap. Condition (4.2) for 3. > A, is then obvious. That (4.2) 
holds for 0 < 1~ 1, is also verified with the aid of the resolvent equation. 
Remark. We do not know what 9(He) and B(H*$) are for f3 3 a. 
Example 4 constructed in [23, Chap. I, Sect. 61, however, appears to 
suggest hat in general 9(He) coincides with H2’(R3) no longer for 8 > a. 
Remark. We may note that in our argument the Rollnik condition is 
not essential, remember that what we needed in establishing (4.4) is only 
the fact (1+ 1<1)-“‘F[V] 6p(R3) but not the stronger one 
ItI P”2 F[ V] E @(R3) which h as been implied by the Condition (R). 
Therefore all the results in this paper hold actually for more general 
Hamiltonians the potentials of which are in HP1”(R3). 
580/73/l-15 
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5. DIFFERENTIABILITY OF A(. )' 
Let [0, T] be an interval. We consider a function A( . ) on [0, r] with 
values in YO(X; M, CD) (0 Go < n). The main result of this section is to 
prove: 
THEOREM 5.1. Assume the following three conditions: 
(i) A(t) (0 6 t 6 T) satisfies the Condition (P) with the constants N, v 
in (2.1) independent of t. 
(ii) A(. ))’ is a continuously differentiable function with values in 
6ps(X): A( . ))’ E V1( [0, T]: ZJX)). 
(iii) There exist a finite number of 0 < all < 1 (1 <k < 1) and K> 0 
such that 
I(dA(t)-'ldti g)l GK 1 IIA(t)""-'fll IIA(t)* -“kgll, A gEx (5.1) 
k=l 
for any 0 6 t < T. 
Then, for any 0 -C 8 < y = Min { c1 k; 1 d k < 1}, g(A(t)‘) is independent oft. 
Furthermore, set g(A(t)@) E X0 (with norm equivalence), then A(. ))‘is a 
continuously differentiable function with values in gS(X, X,): A( . ))” E 
@(L-O, Tl; %(X X,)1. 
Proof Let 0~ 0 <y. We will prove two things that 9(dA(t)-e/dt) c 
9(A(t)‘) for any 0 <t < T and that A(. )’ dA( . ))‘/dt E V( [0, T]; L$(X)) 
(as may be well known, the first inclusion relation implies the independence 
of the domain g(A(t)“) and the second property the desired differen- 
tiability of the function A( . ))“). For f E X, ge 9(A( t)*“) consider: 
( wf; A(t)*’ g) 
=- 
A(t) *‘+‘(i+A(t)*)-‘g d;l, 
> 
here we used the formula 
BY (5.1) 
I( 
x ]IA(t)*8” (A+ A(t)*)-’ g(l d& 
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where flk = 1 - ak + 8. Then (2.2) and (2.3) yield 
Hence follows the first result. Let now 8 < 8’ < y. Since sup,, < I < T 11,4(t)” 
dA(t)-‘/dtll yp(XI< +a3 from (5.1) Hypothesis (ii) with the. id of the 
moment inequality 
IIA(t)” UJI d CQ, JUII l -*‘8’ IIA(t)“’ ulI”‘o’, z&qA(t)@) 
implies that A(. )” dA( . )-‘/dt~%( [0, T]; ys(X)). It is then observed that 
A( . )” dA( . )-‘/dt J,,( . ) E 99( [0, T]; ys(X)) with the Yosida regularization 
J,(t) = (1 + n-‘A(t))-’ (n = 1, 2,...). But from the independence of 
9(A(t)‘) we obtain that 9J(X)-lim,, cc .I,( t) = I uniformly with respect 
to t, hence the second result. 
We present the following two examples. 
For each 0 < t 6 T, consider a partial differential operator 
A(t, x; D) = c a,(t, x) D” 
lzl Q 2m 
in Q (52 is an open bounded set of R”), and consider m boundary differen- 
tial operators 
B,( t, x’; D) = c b,& t, x’) D”, 16jGm 
IPI <m, 
on XI (%Q is sufficiently smooth), m and mi ( < 2m - 1) are independent 
of t. We assume that: a) the coeffkients are all suffkiently smooth with 
respect to x; b) A(t,x; D) is properly elliptic on .~7 (0 < t < T); 
cl Pi@, x’; D))l<i<m is a normal system on &C2 (0 < t < T); and d) the 
conditions stated in [24, Theorem 3.8.11 are satisfied for 8 = 7~. Under these 
Assumptions, define A(t) as the I,‘-realization of A(t, x; D) under the 
boundary conditions: B,( t, x’; D) u = 0 (1 <j < m). A(t) belongs to 
y0(L2(sZ); M, w) with some O< w < rc. Moreover, according to [20, 
Application], 9(A(t)‘) is independent of t for any 0 < 8 < yB where 
~~=(Min{m,#O; 1 <j<m) + 1/2)/2m. 
Put S(A(t)‘) = He(Q) for 0 < % < yB, then we verify: 
THEOREM 5.2. Assume further that: 
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(e) a, e gg’( [O, T]; 9(Q)), lcll d 2m; and 
(f) bj~Ev'([o, T];g(aQ)), IpI <m,, 1 dj<m. 
Then N . )-’ E @(CO, T]; 93L2(Q), He(Q))) for o -C 6 -C ye. 
Proof: Let us apply the Theorem 5.1. Hypothesis (i) has been aleady 
shown by [20], Hypothesis (ii) is also verified by [24, Lemma 5.3.51. 
Therefor the only thing to be verified here is Hypothesis (iii). Let 
f, ge L*(Q) be arbitrary. According to Green’s formula and to [24, 
Lemma 5.3.51 it is seen that 
(d4W’ldti g) = i, 4 t,x;D)A(t)-‘j-A(t)*-‘gdx 
+,rl I, % t,x’;D)A(t)-‘fC,(t,x’;D)A(t)*-‘gdx’, 
where 
k(t, x; D) = c cYu,(t, x)/&D’, 
1~1 < 2m 
l$(t, x’; D) = 1 8bjB(t, x’)/atDp, 1 <j<m, 
IBI sm, 
Ci(t, x’; D) = 1 c,,(& x’) Dy, 1 <j<m. 
1.;1<2m-m,-1 
Since 9(,4(t)‘) and 9(,4(t)*‘) are contained in H2m”(Q) for any 0 < 0 < 1, 
the first integral in Q is estimated by K,,IIA(t)““-lfll IIA(t)* -‘Ogll with 
whatever (2m - 1/2)/2m < CI~ 6 1 and with a constant K,,. On the other 
hand, we observe, by introducing a system of local coordinates and by 
calculating in a similar way as in the proof of [ 19, Proposition 3.33, that 
the second integrals on dS2 are estimated by K,I/A(t)“~-‘fll I/A(t)*-“gll 
with whatever (mj - 1/2)/2m < txj < (mj + 1/2)/2m. Thus (5.1) holds with 
such a, and aj (j counts from 1 to m excluding one integer such that rnj = 0 
if mj = 0 for some j. Note that bj( t, x’; D) = 0 if mj = 0). 
Remark. To utilize only the elementary theory of the interpolation 
spaces, we have made in Theorem 5.2 the assumption that the boundary 
XJ and the coefficients of A( t, x; D) and Bj( t, x’; D) are sufficiently smooth 
with respect to the spatial variable x. In the case when A(t) is the self- 
adjoint operator in L*(Q) associated with a sesquilinear form, however, the 
similar result still holds under extremely weak assumptions; we refer the 
reader to a deep result due to McIntosh [12]. 
Consider now a function V( . ) on [0, T] which takes values in R (the 
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Banach space of all Rollnik potentials on R3). For each t, Hamiltonian 
H(t) with the potential V(t) is defined by (4.5). As was shown by 
Theorem 4.4, g(H(t)‘) = H2e(R3) for any 0 < 8 < a. We verify: 
THEOREM 5.3. Assume V( . ) E Gf?l( [0, T]; R), then H( . )-’ E U’( [0, T]; 
YS(H”(R3), H2”(R3)))for any 0 < 8 < $ 
ProoJ: Let us apply as above the Theorem 5.1. In the proof of 
Theorem 4.4 we have already shown that H(t) satisfies the Condition (P), 
hence Hypothesis (i). By assumption and by Lemma 4.3, V( . ) E %?I( [0, T]; 
=%H 2”-p)(R3), H-*O(R3))) for any $ < p < X 3. Then it follows from (4.6) 
that 
(A+ H(. ))-’ E%?([O, T]; 9JH-2p(R3), H*” -“‘(R3))) 
for sufficiently positive ;13 ;Ip. From this it is immediate to verify 
Hypotheses (ii) and (iii). Obviously (5.1) holds with a single constant c1 
which can be taken arbitrarily in the interval $ < CI < $. 
6. CAUCHY PROBLEMS 
In this section we consider the Cauchy problems of linear partial dif- 
ferential equations by as usual formulating them as abstract evolution 
equations. Let us observe that owing to the results we obtained in the 
previous sections (especially Theorems 5.2 and 5.3) one can apply the 
extensively studied results on linear abstract evolution equations (cf. 
Theorems A.1 and A.2 in Appendix). 
Consider the Cauchy problem of a hyperbolic equation 
a2U,@f2+A(t, X;D)U=f(f,X) in [0, T] x 12, 
B(t,x’;D)u=O on [0, T] x a52, (HI 
40, xl = uo(x) au(o,xyat=u,(x), in 8, 
where 
A(ty X; D)= i U,(ty X) DiDi+ f ai(ty X) Di+U,(t, X), 
i,j=l i= 1 
n 
B( t, x’; D) = 1 bi( t, x’) Di + b,(r, x’). 
i=l 
Defining A(t) as the L*-realization of A(t, x; D) with the boundary con- 
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dition B(t, x’; D), we regard (H) as an abstract equation (E2) described in 
Appendix. Then we can show: 
THEOREM 6.1. Let for each t all the Assumptions (a)-(d) made in 
Section 3 be satisfied. Assume further that: 
(e) aii, a,, a, E Gf2( [0, T]; 9(Q)); and 
(f) bi, b,Ew*([O, Cl; Q(aQ)b 
Then A(t) satisfies all the Hypotheses (i)-(iv) of Theorem A.2 (in Appendix). 
Proof According to Theorem 3.2, iA(t generates a strongly 
continuous group satisfying (3.2) hence Hypotheses (i) and (ii). 
Hypotheses (iii) was already verified by the Theorem 5.2. Hypothesis (iv) is 
immediate to verify, since from (e) and (f) it follows that 
l/d*(1+ A(t))--‘/at’II,,,I,,,,~ C/(i+ l), I, >, 0. 
Consider next the Cauchy problem of a Schrodinger equation 
au/at+i(-dfV(t,x)+k)u=f(t,x) in [0, T] x R3 
(S) 
40, x) = h(X) in R3, 
where for each t, V(t, x) is a Rollnik potential and k is a sufficiently 
positive constant. Let A(t) = iH(t) (0 6 t < T), where H(t) is the 
Hamiltonian defined by (4.5), then (S) is considered as an abstract problem 
(E, ) in Appendix. 
THEOREM 6.2. Assume that: 
(a) Im V(t, x) < 0 (in the distribution sense), 0 < t < T; and 
(b) V(. )E~~([O, Tl; R). 
Then A(t) satisfies all the Hypotheses (i)-(iv) of Theorem A.l. 
Proof: It is obvious from (a) that Re(A(t) u, u) 20, UE WA(t)); hence 
Hypothesis (i). On the other hand, owing to the Theorem 5.3 (b) implies 
that H(. )-“‘EV’([O, T]; .P”(~(R3), H’(R3))); so is A(. )-‘12= 
i- “‘H( . ))‘I*; and hence Hypothesis (ii). The same is true of 
Hypothesis (iii) since V( ) E V2( [0, T]; R) from (b). Hypothesis (iv) is 
directly verified from the estimate 
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Let 
du/dt+A(t)u=f(t), O,<tGT, 
(E,) 
u(0) = uo, 
be the Cauchy problem of an abstract linear evolution equation of first 
order in a Hilbert space X, We have: 
THEOREM A.l. Let the following conditions be satisfied: 
(i) A(t)EFo(X; 1, n/2)for each t. 
(ii) C3(A(t)“2) ( = V) is independent of t and A( . ) _ ‘I2 E %?‘( [0, T]; 
z&K VI. 
(iii) 9(,4(t)*“*) (E W) is independent oft and A( .)*-“* E Q?‘( [0, T]; 
=zP,(x WI. 
(iv) A( . ))I/’ E g2( [0, T]; gy( V, X)). 
Then there exists a unique euolution operator for (E,) (for the precise 
definition of the evolution operator, see [9, 18, 241). 
Sketch of ProoJ Consider the duality W c X = X* c W*. Then, as was 
shown in [ll], the operator d(t)= {A(t)*1i2}* A(t)‘/’ acting in W* with 
the constant domain I/ is an extension of A(t). Moreover, the strong dif- 
ferentiability of A( . )I” and A(. )*‘I2 implies that ZZ?( . )E%“( [0, T]; 
PS( V, W*)). After this we can follow the similar procedure of proof to [9, 
Theorem 8.11. 
Next, let 
d2u/dt2+A(t) u= f(t), O<t<T, 
(J&) 
40) = uo, du/dt(O) = u,, 
be the Cauchy problem of an abstract linear evolution equation of second 
order in a Hilbert space X. Under the condition that g(A(t)“*)= V is 
independent of t and A( . ) - “2~%“([0, T]; g&X, V)), (E,) is equivalent to 
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in the product space Y = x $, where 
A( t)“2 dA(t)“‘/dtA(t)-I’* 0 
0 > ’ 
B(t)= - 
0 > 0 
Then we have: 
THEOREM A.2. Let the following conditions be satisfied: 
(i) A(t)EFO(X;M,o) (O<o<rt)for each t. 
(ii) ( _+A(t)“*} 0,c , G T is a stable family on X. 
(iii) 9(A(t)“‘) (E V) is independent of t and A(. )-‘I2 E%?‘( [0, T]; 
Z(X J9). 
(iv) A( .)-“‘E%?~([O, T]; g(V)). 
Then there exists a unique evolution operator for ((5,) (or for (E,)). 
Sketch of Proof According to [24, Proposition 4.3.31 and to [24, 
Corollary to Theorem 4.4.21 it suffices to show that (‘2l(t)},, IG T is a 
stable family on Y. Let 0 d t, d . . 6 t, < T. By an elementary calculation 
it is observed that 
fj (A+‘i!qt,))-‘=$ l l 
,=I i( > 1 1 ,fi (A - iA(t,)” ,=I 
+( -: -;)!I (~+iA(tj)l”)l]. 
so that 
!I fj (% +2l(t,))-’ fi (A -iA(tj)‘12)-’ j= I j= 1 
h (A+ iA(tj)” 
112 
j= 1 
Then the desired stability follows from that of *iA(t (Hypothesis (ii)). 
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