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RE´SUME´
De nombreux proble`mes industiels posse`dent des proprie´te´s particulie`res ne´cessitant
le recours aux me´thodes d’optimisation sans de´rive´es qui ont connu un accroissement
d’inte´reˆt au cours des dernie`res anne´es. C’est notamment le cas lorsque les fonctions et
les contraintes de´finissant le proble`me d’optimisation sont non line´aires, non diffe´ren-
tiables, bruite´es ou non de´finies pour certains points du domaine. Les me´thodes de re-
cherche directes tel que GPS et MADS sont des me´thodes sans de´rive´es qui s’inte´ressent a`
re´soudre, sous contraintes, des proble`mes d’optimisation de boıˆtes noires a` simple objec-
tif ou biobjectif, ou` les fonctions correspondent le plus souvent au re´sultat d’un code in-
formatique. Les sorties des boıˆtes noires sont parfois tre`s couˆteuses a` e´valuer et peuvent
e´chouer a` retourner une valeur pour des raisons inconnues. C’est la principale motivation
qui nous incite a` restreindre le nombre d’appels a` la boıˆte noire en utilisant une strate´gie
de fixation de variables qui nous rame`nera a` optimiser dans des sous-espaces. Nous pro-
posons une me´thode qu’on appellera STATS-MADS fonde´e sur l’analyse de sensibilite´
afin de classer les variables d’entre´e selon leur impact sur la sortie. L’optimisation se
fera en alternance entre l’espace des variables d’entre´e et les sous-espaces obtenus en
fixant les variables juge´es moins influentes. La meˆme technique est utilise´e pour s’atta-
quer aux proble`mes de grande dimension qui constituent une des limites des me´thodes
sans de´rive´es.
Nous utilisons la plus re´cente version (3.5.2) du logiciel NOMAD qui est une imple´men-
tation en C++ des algorithmes MADS, principalement l’instanciation ORTHOMADS. A`
la lumie`re des proble`mes tests ayant jusqu’a` 500 variables, nous comparons les re´sultats
de notre me´thode avec MADS et GPS afin de pouvoir conclure a` son efficacite´.
vABSTRACT
Many industial problems have particular features requiring the recourse to derivative-
free optimization methods which have shown increasing interest in recent years. This
is particularly the case when the functions and the constraints defining the optimiza-
tion problem are nonlinear, nondifferentiable, noisy or not defined for some points of
the domain. Direct search methods such as GPS and MADS are derivative-free methods
interested in solving, under constraints, simple or biojectif blackbox problems where
functions are usually the result of a computer code. The outputs of blackboxes may be
very costly to evaluate and may fail to return a value for unknown reasons. This is the
main motivation that drives us to reduce the number of calls to the blackbox by using
a strategy of setting variables leading to optimize in subspaces. We propose a method
which will be called STATS-MADS based on sensitivity analyses to rank the input va-
riables according to their impact on the output. The optimization occurs by alternating
between the whole space of input variables and the subspaces obtained by setting the less
important variables. The same technique is used to tackle large-sized problems which is
one of the limitations of derivative-free methods.
We use the most recent version (3.5.2) of the software NOMAD which is a C ++ im-
plementation of MADS algorithms, mainly the instance ORTHOMADS. We compare the
results of our method with MADS and GPS in order to conclude its effectiveness, based
on test problems with up to 500 variables.
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1CHAPITRE 1
INTRODUCTION
L’optimisation est l’art consistant a` maximiser ou minimiser des fonctions mathe´matiques
souvent sujettes a` des conditions particulie`res. Au 18e`me sie`cle, le mathe´maticien suisse
Leonhard Euler a proclame´ que : ...il n’arrive rien dans le monde qui ne pre´sente
quelque proprie´te´ de maximum ou de minimum. 1 De nos jours, l’optimisation envahit
quasiment tous les domaines et son usage s’ave`re indispensable dans les sciences ap-
plique´es, l’inge´nierie, la me´decine, l’e´conomie, etc.
Lorsque les fonctions re´gissant un syste`me donne´ pre´sentent des irre´gularite´s, l’optimi-
sation devient proble´matique. L’aspect non lisse en mathe´matiques et en optimisation est
de plus en plus fre´quent et de´peint un grand nombre de phe´nome`nes naturels auxquels
on fait face. Plusieurs proble`mes de grande ampleur, dont nous en pre´senterons un, sont
touche´s par cet aspect aussi bien que par d’autres.
Ces proble`mes s’e´crivent sous la forme :
min
x∈Ω⊆Rn
f(x)
ou` : f : X → R ∪ {∞} est la fonction mathe´matique a` minimiser ou fonction objectif,
Ω = {x ∈ X : g(x) ≤ 0} est le domaine re´alisable, g : X → (R ∪ {∞})m sont les
conditions a` respecter ou fonctions de contraintes.
1. Les mathe´matiques, les ide´es et le re´el physique (2006) par Lautman, p. 211 (Google-Livres)
21.1 Mise en contexte
Ce me´moire s’inscrit dans le cadre d’optimisation non lisse de boıˆtes noires. Ces dispo-
sitifs sont caracte´rise´s par un fonctionnement interne dissimule´ qui correspond, dans la
plupart des cas, a` un code informatique. Une boıˆte noire rec¸oit une ou plusieurs entre´es
et retourne une ou plusieurs sorties et peut eˆtre repre´sente´e she´matiquement par la figure
1.1.
Figure 1.1 Sche´ma simplifie´ d’une boıˆte noire
Les sorties sont les fonctions objectif ou de contraintes qu’on de´signe par fonctions de
la boıˆte noire. On s’inte´resse au cas mono-objectif (contraint ou non) pour lequel on
cherche a` minimiser une seule fonction. En effet, maximiser f revient a` minimiser −f .
Mise a` part leur caracte`re dissimule´, les boıˆtes noires peuvent se caracte´riser par :
– Des fonctions dont l’expression analytique n’est pas fournie et pouvant eˆtre disconti-
nues, non diffe´rentiables et non convexes ;
– La pre´sence possible de bruit qui ajoute de l’incertitude et de la rugosite´ ce qui per-
turbe les sorties ;
– Des e´checs d’e´valuation de fonctions sans motif (corruption duˆe au bruit ou pour des
raisons inconnues) dont le couˆt est souvent e´gal au couˆt de l’e´valuation ;
– La multi-modalite´ : la pre´sence de plusieurs optima locaux ;
– Un temps d’e´valuation lourd qui peut varier de quelques minutes a` quelques semaines ;
– Un espace me´moire important pour stocker les informations transmises (les sorties).
L’optimisation de boıˆtes noires est la taˆche consistant a` manipuler les entre´es et lire les
3sorties successivement jusqu’a` l’obtention e´ventuelle d’une bonne solution et ce, sans
aucune connaissance de l’inte´rieur de la boıˆte.
Un algorithme d’optimisation, par exemple MADS (Audet et Dennis, Jr., 2006) ou GPS
(Torczon, 1997), est une automatisation de cette taˆche. A` partir d’un point initial x0 ∈ X ,
on tente de trouver un nouveau candidat re´duisant la fonction objectif f et respectant la
contrainte g(x) ≤ 0 (fig.1.2). Si c’est le cas, alors ce point devient le nouveau point a`
ame´liorer et les nouvelles valeurs de sortie sont retourne´es a` l’algorithme d’optimisation,
afin qu’il de´cide de retenir ou non un nouveau candidat. Les entre´es envoye´es a` la boıˆte
noire sont produites suivant une strate´gie de recherche spe´cifique a` chaque algorithme.
Figure 1.2 Principe d’un algorithme d’optimisation de boıˆtes noires pour un proble`me
de dimension k a` une seule contrainte
1.2 Motivations et spe´cifications
La mode´lisation de proble`mes peut aboutir a` des mode`les de grande dimension pour les-
quels les algorithmes d’optimisation deviennent impuissants, voire inope´rants. En effet,
l’explosion dimensionnelle est e´troitement lie´e a` l’inefficacite´ algorithmique : plus le vo-
lume de l’espace de recherche est grand, plus l’exploration de celui-ci devient difficile.
Certains logiciels d’optimisation sont explicitement de´conseille´s au dela` d’un certain
4nombre de variables d’entre´e. Il est donc crucial de trouver une manie`re pour manier
cette situation.
Une strate´gie de fixation de variables s’est re´ve´le´e prometteuse en mode paralle`le (Audet
et al., 2008c) et une autre en mode se´quentiel (Booker et al., 1998), en utilisant respecti-
vement une me´thode ale´atoire et une me´thode statistique afin de de´terminer les variables
a` fixer. Cette approche a permis, dans les deux cas, une descente locale plus rapide (e´tant
donne´ que l’exploration de l’espace de recherche est meilleure) et par conse´quent une
re´duction du nombre d’appels a` la boıˆte noire. Dans le pre´sent document, on s’inte´resse,
d’une part, a` la re´duction du nombre d’e´valuations des boıˆtes noires, inde´pendemment
de la dimension de l’espace et d’autre part, a` ge´rer le proble`me de la grande dimension-
nalite´. Nous nous inspirons de l’ide´e de la technique pre´sente´e dans (Booker et al., 1998)
qui repose sur une approche statistique qui a permis de filtrer 11 variables pre´ponde´rantes
parmi 31 afin de de´velopper une me´thode faisant recours aux outils de la statistique pour
l’identification de variables importantes. Nous nous sommes alors confronte´s a` deux dif-
ficulte´s majeures, a` savoir : comment identifier les variables influentes (ce qui revient a`
identifier celles qui ne le sont pas) et quelle proportion fixer ?
La principale particularite´ de la technique que nous e´voquons par rapport a` celle men-
tionne´e est qu’on fait appel a` la me´thode statistique d’une manie`re ite´rative, ce qui per-
met d’appliquer l’algorithme d’optimisation sur des sous-espaces de variables d’entre´e
diffe´rents.
Le principe de la technique est le suivant : on part d’un ensemble de variables d’entre´e
(espace complet), on lance l’algorithme d’optimisation sur cet ensemble. Par la suite, on
cherche un sous-ensemble de variables importantes a` l’aide de la me´thode statistique sur
lequel on relance l’algorithme et ainsi de suite.
Les donne´es a` partir desquelles on effectuera une analyse statistique sont regroupe´es
dans un fichier historique qui recense toutes les solutions visite´es par l’algorithme d’op-
timisation ainsi que les sorties de la boıˆte noire correspondantes. Dans le cadre de ce
travail nous avons choisi d’imple´menter la me´thode statistique en C++ sur le logiciel
5NOMAD (Le Digabel, 2011), pour laquelle l’identification de variables pre´ponde´rantes
se fait en un temps de calcul raisonnable tout en tenant compte des caracte´ristiques des
fonctions de la boıˆte noire.
1.3 Plan du me´moire
Les propos de ce me´moire sont e´tale´s sur sept chapitres organise´s de la manie`re sui-
vante. Les deux premiers chapitres comportent deux revues de la litte´rature. L’une porte
sur les me´thodes d’analyse de sensibilite´. Nous tenterons a` travers celle-ci de trouver une
me´thode statistique ade´quate permettant de classer les variables d’entre´e, afin d’identi-
fier les variables importantes. L’autre revue concerne les me´thodes directes pour l’op-
timisation non lisse. On y retrouve le cadre the´orique des algorithmes de recherche di-
recte qui nous inte´ressent. Ainsi, nous serons en mesure d’inte´grer l’aspect statistique a`
l’optimisation. Par la suite, nous pre´senterons une me´thode statistique, conforme a` nos
spe´cifications, dont nous de´crirons les diffe´rents ingre´dients. Le chapitre cinq pre´sente
la structure algorithmique de notre me´thode ainsi que les extensions qui en de´rivent.
Le chapitre six est consacre´ aux tests des boıˆtes noires et aux re´sultats nume´riques des
diffe´rentes strate´gies qui sont pre´sente´es plus toˆt. Des profils de performance nous seront
utiles pour apporter un jugement sur l’efficacite´ de chacune des strate´gies. Le me´moire
se conclut au septie`me chapitre dans lequel nous re´capitulerons toutes les de´marches et
re´sultats importants.
6CHAPITRE 2
REVUE DE LA LITTE´RATURE : ME´THODES DIRECTES ET
OPTIMISATION NON LISSE
Nous pre´sentons d’abord le cadre ge´ne´ral de notre projet en abordant le the`me de l’opti-
misation non lisse et les me´thodes qui y sont de´die´es. Apre`s avoir situe´ les me´thodes de
recherche directe dans leur contexte historique, nous en exposons quelques notions fon-
damentales. Finalement, nous de´taillons les algorithmes de recherche directe qui nous
inte´ressent pour la suite de ce me´moire, principalement pour des fins de comparaison.
2.1 Optimisation sans de´rive´es
L’optimisation sans de´rive´es (OSD) regroupe l’ensemble des me´thodes typiquement de´-
signe´es pour re´soudre des proble`mes d’optimisation, ou` l’estimation des de´rive´es (par
exemple par diffe´rences finies (Dennis et Schnabel, 1996) ou par les techniques de diffe´-
rentiation automatique (Gilbert, 1992) est soit tre`s couˆteuse, soit impre´cise ou meˆme
impossible, e´tant donne´ les caracte´ristiques des fonctions de la boıˆte noire.
Les techniques d’OSD sont divise´es en plusieurs cate´gories. On peut en citer les me´-
taheuristiques (le recuit simule´ (Kirkpatrick et al., 1983), les algorithmes reposant sur
une strate´gie e´volutionnnaire (Jebalia, 2008), les me´thodes base´es sur des ope´rations sur
un simplexe (Nelder et Mead, 1965), les me´thodes directes directionnelles (par motifs
(Torczon, 1997), par treillis adaptifs (Audet et Dennis, Jr., 2006), multidirectionnelles
(Dennis, Jr. et Torczon, 1991), utilisant les directions conjugue´es (Rosenbrock, 1960)
ainsi que les me´thodes mode´lisant la fonction objectif (fonctions de substitution) soit
par construction de surface de re´ponse (Jones et al., 1998), soit en utilisant les fonctions
7de base radiale (Bjo¨rkman et Holmstro¨m, 2000) ou par interpolation dans une re´gion
de confiance (Powell, 2004), (Berghen, 2004), (Conn et al., 1998), (Conn et al., 2006),
(Conn et Toint, 1996).
En l’occurence, nous nous inte´ressons particulie`rement aux me´thodes directes auxquelles
nous consacrons la section suivante.
2.2 Me´thodes de recherche directe
Les me´thodes de recherche directe, connues aussi sous le nom de  me´thodes d’ordre
ze´ro  (vu qu’elles ne font pas de calcul de de´rive´es) (Lewis et al., 2000), constituent une
classe de l’OSD pour laquelle la retenue ou le rejet d’une solution courante repose uni-
quement sur des comparaisons algorithmiques des valeurs de la fonction objectif. Une
caracte´risation de´taille´e de ces me´thodes est donne´e dans (Trosset, 1997). Les me´thodes
directes ont surgi vers les anne´es 1950 comme e´tant des heuristiques (dont les plus po-
pulaires sont : (Hooke et Jeeves, 1961) et (Nelder et Mead, 1965)) et ont e´te´ e´carte´es
vers le de´but des anne´es 1970 en faveur de recherches fertiles sur les me´thodes newto-
niennes (Dennis, Jr. et Schnabel, 1983) . Elles ont connu un regain d’inte´reˆt au de´but des
anne´es 1990 avec l’apparition des premiers re´sultats de convergence dans un contexte de
programmation paralle`le (Torczon, 1991). De`s lors, leur utilisation s’est ave´re´e efficace
a` re´soudre des proble`mes d’optimisation complexes avec des proprie´te´s de convergence
rigoureuses.
2.3 Ensembles ge´ne´rateurs et bases positives
Les ensembles ge´ne´rateurs et les bases positives sont des notions importantes pour les
algorithmes de recherche directe. Un ensemble ge´ne´rateur [d1 . . . dl] est un ensemble de
8vecteurs engendrant positivement l’espace Rn :
{v ∈ Rn : v = α1d1 + . . .+ αldl, αi ≥ 0 : i = 1, . . . , l} = Rn.
La the´orie des bases positives a e´te´ initialement introduite dans (Davis, 1954). Une base
positive de Rn est un ensemble de vecteurs non-nuls inde´pendant (c-a`-d de rang maxi-
mal pour lequel aucun vecteur ne peut s’e´crire sous forme de combinaison line´aire des
autres vecteurs) qui engendre Rn par des combinaisons line´raires positives (Conn et al.,
2009). La cardinalite´ d’une base positive varie entre n + 1 (dans ce cas elle est appele´e
base positive minimale) et 2n (base positive maximale). Le lecteur inte´resse´ pourra se
re´fe´rer a` (Audet, 2011) pour une preuve sur la cardinalite´ maximale d’une base positive.
Sous forme matricielle, une base positive maximale de Rn correspond a` :
D⊕ = [In − In] = [e1 . . . en − e1 . . . − en], ou` {e1, e2, . . . , en} est la base canonique
de Rn.
La principale motivation sur laquelle repose l’utilisation des ensembles ge´ne´rateurs po-
sitifs pour certains algorithmes directionnels (Lewis et Torczon, 1996) est base´e sur un
the´ore`me qui stipule qu’un ensemble ge´ne´rateur [d1 . . . dl] engendre Rn positivement si
et seulement si pour tout vecteur v ∈ Rn non-nul, il existe un indice dans {1, . . . , l}, tel
que v>di > 0. En choisissant v = −∇f(x) (lorsque ∇f(x) existe et est non-nul), alors
∇f(x)>di < 0. Par conse´quent, il existe au moins un indice i ∈ {1, . . . , l} tel que di est
une direction de descente (formant un angle aigu avec v tel que le montre la figure 2.1).
9Figure 2.1 (1) est une base positive minimale de R2 , (2) est un ensemble ge´ne´rateur
positif mais pas une base positive, (3) est une base positive maximale. d1 et d2 sont des
directions de descente pour (1) et (3), d3 et d4 le sont pour (2), lorsque v = −∇f(x).
Dans les trois sections qui suivent, nous allons exposer les algorithmes CS, GPS et
MADS. CS est l’anceˆtre de GPS et en est un cas particulier. De meˆme, l’algorithme
MADS est une ge´ne´ralisation de GPS. Il est donc ine´vitable de passer au travers de l’un
des deux, d’autant plus que nous souhaiterons comparer notre me´thode a` GPS et MADS
a` la suite de ce me´moire.
2.4 Algorithme de recherche par coordonne´es (CS : Coordinate Search ou Com-
pass Search )
La recherche par coordonne´es (Fermi et Metropolis, 1952) est la me´thode directe direc-
tionnelle la plus simple utilisant la base D⊕ pour la ge´ne´ration de directions d’explora-
tion.
On conside`re le cas non contraint pour lequel on s’inte´resse a` minimiser une fonction
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objectif f sur Rn sans aucune contrainte :
min
x∈Rn
f(x)
ou` : f : Rn → R ∪ {∞}. On assigne la valeur infinie a` f lorsque l’e´valuation e´choue.
CS est une me´thode ite´rative, on de´note par k le compteur du nombre d’ite´rations. On
e´met l’hypothe`se qu’on peut fournir un point initial x0 tel que f(x0) < ∞ et on de´finit
l’ensemble des points de la sonde (le cadre) par :
Pk = {xk + ∆kd : d ∈ D⊕}.
xk : est l’ite´re´ courant qui repre´sente le meilleur point a` date et est aussi appele´ centre
de sonde.
∆k : est le pas conside´re´ a` l’ite´ration k qui sera de´signe´ plus tard par parame`tre de taille
du treillis.
Algorithme 1 : L’algorithme de recherche par coordonne´es
1 : Initialisation : k ← 0, x0 ∈ Rn tel que f(x0) <∞ et ∆0 > 0
2 : Sonde locale ou POLL : E´valuer la fonction objectif aux points t de la sonde Pk. Si
on trouve un point tel que f(t) < f(xk), alors : xk+1 ← t et l’e´tape de sonde est
de´clare´e comme re´ussie. Sinon, xk+1 ← xk.
3 : Mise a` jour des parame`tres :
• Si l’e´tape de sonde est re´ussie, ∆k+1 ← ∆k, sinon ∆k+1 ← ∆k/2 et xk+1 ← xk.
• k ← k + 1 et retourner a` 2 si aucune condition de terminaison n’est satisfaite.
Les conditions de terminaison sont le plus souvent une tole´rance sur la taille du treillis
(c-a`-d qu’on doit ve´rifier que ∆k < ∆tol) ou un nombre maximum d’e´valuations de la
fonction objectif.
Un algorithme CS de base consiste a` e´valuer 2n directions autour du centre de sonde
courant (xk). Si un point t appartenant a` Pk est une ame´lioration de la solution courante,
alors celui-ci devient le centre du cadre et le pas ∆k demeure inchange´, sinon ce pa-
rame`tre est re´duit a` la moitie´.
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D’autres strate´gies pourront eˆtre utilise´es pour optimiser CS dont une e´valuation dyna-
mique du voisinage de xk commenc¸ant par une direction juge´e prometteuse pour laquelle
il y a eu un succe`s a` une ite´ration ulte´rieure ainsi que l’e´valuation opportuniste des points
d’essais qui arreˆter la recherche locale lorsqu’un meilleur point est trouve´ (on passe ainsi
directement a` l’e´tape 3 de l’algorithme 1).
Limites de CS :
Des exemples de la litte´rature ((Abramson, 2002), (Kolda et al., 2003)) ont montre´ l’in-
efficacite´ de cette me´thode. D’une part, elle conside`re un nombre limite´ de directions
(toujours les meˆmes 2n directions) ce qui limite conside´rablement l’espace de recherche,
d’autre part elle est tre`s sensible aux fonctions non lisses.
2.5 Algorithme de recherche par motifs (GPS : Generalized Pattern Search)
Les me´thodes directes de recherche par motif ont e´te´ introduites par (Torczon, 1997)
pour la re´solution de proble`mes de programmation non line´aire sans contraintes et e´ten-
dues dans le cas des proble`mes a` contraintes de bornes (Lewis et Torczon, 1999), a`
contraintes ge´ne´rales line´aires (Lewis et Torczon, 2000) et non line´aires (Lewis et Torc-
zon, 2002). La me´thode ge´ne´ralise´e de recherche par motif telle que de´crite dans (Lewis
et Torczon, 1996) ge´ne`re, a` chaque ite´ration, une se´quence finie d’ite´re´s sur un maillage
avoisinant la solution courante, construite a` partir d’une combinaison line´aire positive
de vecteurs d’un ensemble ge´ne´rateur positif. La fonction objectif est alors e´value´e aux
diffe´rents points de la se´quence dans le but de trouver un ite´re´ ame´liorant la solution ac-
tuelle. Si c’est le cas, alors le maillage est agrandi et l’ite´re´ est retenu sinon le maillage
est contracte´ et une nouvelle se´quence est ge´ne´re´e.
12
Nous pre´sentons l’algorithme GPS de (Torczon, 1997) tel qu’il a e´te´ e´voque´ dans (Audet
et Dennis, Jr., 2003). La gestion des contraintes sera aborde´e a` la suite de ce chapitre.
Le parame`tre de la taille du treillis doit respecter la re`gle suivante :
∆k+1 = τ
ωk∆k, (2.1)
ou` τ ∈ Q et ωk ∈ Z compris entre ω+ ≥ 0 et ω− ≤ −1 tel que :
ωk ∈
 {0, 1, . . . , ω+} si l’ite´ration est re´ussie{ω−, 1 + ω−, . . . ,−1} sinon. (2.2)
Dans NOMAD, les valeurs par de´faut sont : τ = 2, ω+ = 0 et ω− = −1.
D repre´sente l’ensemble des directions et doit eˆtre de la forme D = GZ avec G ∈ Rn×n
une matrice non singulie`re et Z ∈ Zn×nD , selon (Audet, 2004).
Dk ⊆ D : repre´sente un ensemble ge´ne´rateur positif de directions a` l’ite´ration k. Le
treillis (ou le maillage) est une discre´tisation spaciale de Rn incluant tous les points
d’essais possibles et est de´fini par :
Mk =
{
x+ ∆kDz : z ∈ N|D|, x ∈ Vk
}
.
Vk est l’ensemble des points ou` la fonction objectif a e´te´ e´value´e au de´but de l’ite´ration
k.
Pk = {xk + ∆kd : d ∈ Dk} ⊆Mk.
GPS introduit une e´tape de recherche qui n’apparaıˆt pas dans CS : c’est la recherche
globale ou SEARCH. La recherche globale est optionnelle et flexible et peut eˆtre op-
portuniste (un succe`s termine imme´diatement cette e´tape) ou exhausive (l’ensemble des
points de Sk est e´value´). Elle permet d’exploiter les connaissances du proble`me en visant
un nombre fini de points d’essai prometteurs. Elle consent a` l’utilisation de diffe´rentes
strate´gies de recherche tels que les me´taheuristiques de recherche a` voisinage variable
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(Audet et al., 2008a), les mode`les de substitution ((Booker et al., 1999), (Conn et Le Di-
gabel, 2011)) et l’e´chantillonnage par hypercube latin (Tang, 1993), afin de mieux explo-
rer l’espace de recherche. L’incorporation de cette e´tape qualifie les me´thodes directes
directionnelles tels que MADS et GPS de me´thodes hybrides qui associent des techniques
autre que directionnelles afin de guider l’optimisation.
Algorithme 2 : L’algorithme de recherche par motif GPS
1 : Initialisation : k ← 0, x0 ∈ Ω tel que f(x0) <∞, ∆0 > 0, τ , ω− et ω+.
2 : Recherche globale ou SEARCH : E´valuer f sur Sk un sous ensemble fini de Mk en
utilisant une strate´gie pre´de´termine´e afin de trouver t ∈ Sk tel que f(t) < f(xk).
3 : Sonde locale ou POLL : Si la recherche globale n’est pas un succe`s, conside´rer
Dk ⊆ D et e´valuer f aux points de Pk ⊂Mk.
4 : Mise a` jour des parame`tres :
• S’il existe t ∈ Tk = Sk
⋃
Pk tel que f(t) < f(xk) (ite´ration re´ussie) alors xk+1 ← t,
sinon xk+1 ← xk (ite´ration e´choue´e).
• Mettre a` jour ωk selon (2.2) et ∆k+1 selon (2.1).
• k ← k + 1 et retourner a` 2 si aucune condition de terminaison n’est satisfaite.
A` l’ite´ration k, l’ensemble des points d’essai de´finit Tk. Si f(t) < f(xk), pour tout
t ∈ Tk, alors y est un point ame´liorant du treillis. Si f(xk) ≤ f(y), pour tous les y ∈ Pk,
alors xk est un optimum local du treillis.
On peut remarquer que l’algorithme CS est bel et bien un cas particulier de GPS, si on
prendD = D⊕, ω+ = 0, ω− = −1 et τ = 2 pour l’algorithme 2 en excluant la recherche
globale (Tk = Pk).
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Limites de GPS :
On retrouve des exemples pathologiques pour GPS dans la litte´rature qui sont duˆs a` un
nombre fini de directions de sonde qui me`ne soit a` de faibles re´sultats de convergence
(Audet, 2004), soit a` la non-optimalite´ des re´sultats (Kolda et al., 2003).
2.6 Algorithme de recherche par treillis adaptifs (MADS : Mesh Adaptive Direct
Search)
L’algorithme MADS constitue une ge´ne´ralisation de GPS dont une premie`re imple´menta-
tion est propose´e dans (Audet et Dennis, Jr., 2006) avec diffe´rentes possibilite´s de choix
de directions. Il est destine´ a` ame´liorer GPS en offrant une exploration plus efficace
de l’espace et des re´sultats de convergence robustes. Ainsi, il permet d’en combler les
lacunes observe´es dans (Audet, 2004). Nous nous situons de´sormais dans le cadre des
proble`mes contraints (ou` les contraintes peuvent eˆtre non line´aires). Plus pre´cise´ment,
nous nous inte´ressons a` ceux de la forme :
min
x∈Ω
f(x)
ou` Ω = {x ∈ X : gj(x) ≤ 0, j ∈ J = {1, 2, . . . ,m}} , f, gj : X → R ∪ {∞}, X et Ω
e´tant des sous-ensembles de Rn.
Ω est le domaine re´alisable pour lequel on ne pose aucune hypothe`se de line´arite´, de
convexite´, etc. Il est de´fini a` travers X qui repre´sente l’ensemble des contraintes non
relaxables ou inviolables. f et gj sont des fonctions de boıˆtes noires qui portent les
caracte´ristiques mentionne´es en introduction. Les gj sont des contraintes relaxables ou
violables qui procurent une mesure de la violation subie. D’autres contraintes qualifie´es
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de cache´es font en sorte que la boıˆte noire peut e´chouer a` retourner une valeur (par
exemple dans le cas ou` la re´solution d’un syste`me d’e´quations diffe´rentielles n’a aucune
solution ou simplement pour des raisons inconnues propres a` la boıˆte noire) ce qui se
traduit formellement par une valeur de retour infinie.
A` la diffe´rence de GPS qui ne conside`re qu’un seul parame`tre ∆k du treillis, l’algorithme
MADS apporte une le´ge`re modification a` celui-ci, il devient alors ∆mk afin de le distinguer
du parame`tre de taille de cadre ∆pk.
Figure 2.2 Les cadres de GPS (gauche) et MADS (droite) en gras, Pk = {p1, p2, p3, p4},
figure tire´e de (Abramson et Audet, 2006)
La figure 2.2 illustre la distinction entre GPS et MADS ainsi que le roˆle de ∆mk et ∆
p
k.
Dans la partie gauche de la figure, la taille du cadre ∆pk est la meˆme pour GPS et MADS.
Pour MADS, la taille du treillis ∆mk est beaucoup plus faible que la taille du cadre ∆
p
k.
Par conse´quent, il pre´sente plusieurs possibilite´s de constructions de points de sonde, ce
qui constitue sa contribution majeure a` ge´ne´rer un ensemble de directions dense.
Compte tenu du parame`tre ∆mk , les expressions de Mk et Pk deviennent :
Mk =
{
xk + ∆
m
k Dz : z ∈ N|D|, x ∈ Vk
}
,
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Pk = {xk + ∆mk d : d ∈ Dk} ⊆Mk.
La distinction entre GPS et MADS est que dans MADS, Dk n’est pas contraint a` eˆtre un
sous-ensemble de D.
Pour tout d ∈ Dk (d 6= 0), une direction de sonde :
– Il existe u ∈ N|Dk| tel que d = Du ;
– La distance entre le centre du cadre xk et un point du cadre t ∈ Pk est borne´e par un
multiple de ∆pk : ∆
m
k ‖d‖ ≤ ∆pk max {‖d′‖ : d′ ∈ D} ;
– Les limites des ensembles Dk normalise´s (Dk =
{
d
‖d‖ : d ∈ Dk
}
), tels que de´finis
dans (Price et Coope, 2003), sont des ensembles ge´ne´rateurs positifs.
Les parame`tres ∆mk et ∆
p
k doivent ve´rifier les conditions suivantes :
∆mk ≤ ∆pk, pour tout k, (2.3)
et
lim
k∈K
∆mk = 0⇔ lim
k∈K
∆pk = 0, pour tout ensemble fini d’indices K. (2.4)
Mise a` part les diffe´rences mentionne´es, un algorithme MADS correspond a` l’algorithme
2 de la section pre´ce´dente.
Gestion des contraintes :
Chaque contrainte est ge´re´e en utilisant l’une des trois approches suivantes : la barrie`re
extreˆme (EB pour Extreme Barrier), la barrie`re progressive (PB pour Progressive Bar-
rier) et la barrie`re progressive a` extreˆme (PEB pour Progressive to Extreme Barrier) qui
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est une combinaison des deux approches pre´ce´dentes .
La barrie`re extreˆme (applique´e sur MADS dans (Audet et Dennis, Jr., 2006)) consiste a`
conside´rer la fonction fΩ suivante qui reje`te automatiquement tous les points d’essai t
qui ne font pas partie du domaine re´alisable ce qui revient a` conside´rer le proble`me sans
contraintes (Ω = Rn) :
fΩ(t) =
 f(t) si t ∈ Ω,∞ sinon.
Cette approche peut permettre de re´duire le nombre d’e´valuations de la fonction objectif
(qui est couˆteuse) en excluant l’ensemble des solutions non re´alisables.
La barrie`re progressive est issue de la me´thode du filtre (Fletcher et Leyffer, 2002) qui
a e´te´ utilise´e avec GPS (Audet et Dennis, Jr., 2004) pour les proble`mes a` contraintes
ge´ne´rales et adapte´e pour MADS dans (Audet et Dennis, Jr., 2009). Elle consiste a` intro-
duire une fonction non ne´gative h qui mesure la violation des contraintes :
h : Rn → R ∪ {∞} .
h(t) :=

∞ si t 6∈ X ,∑
j∈J
(max(gj(t), 0))
2 sinon.
Il re´sulte de la de´finition de h que :
– t ∈ Ω⇔ h(t) = 0 ;
– Si 0 < h(t) <∞ alors t ∈ X\Ω.
Cette approche tole`re les points d’essais qui violent les contraintes relaxables. Plus
pre´cise´ment, a` chaque ite´ration k, les points d’essai dont la mesure de la violation
n’exce`de pas un certain seuil hmaxk (qui de´croıˆt tout au long de l’ite´ration) sont e´value´s.
Les autres points sont simplement e´carte´s. Le proble`me d’optimisation contraint est ainsi
perc¸u comme un proble`me biobjectif minimisant a` la fois f et h avec une priorite´ ac-
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corde´e a` la re´duction de h, afin d’obtenir des solutions re´alisables.
La barrie`re progressive a` extreˆme (Audet et al., 2010b) traite initialement les contraintes
relaxables par la barrie`re progressive et passe a` la barrie`re extreˆme de`s que ces contraintes
deviennent satisfaites. En effet, si le sondage autour d’un centre de cadre non re´alisable
ge´ne`re un point ve´rifiant une contrainte viole´e par le centre de sonde locale, alors celle-ci
est de´sormais traite´e avec la barrie`re extreˆme.
Un avantage important de PB et PEB est qu’ils ne requie`rent pas de point initial re´alisable,
ce qui est inte´ressant de point de vue pratique pour les proble`mes industriels, ou` il n’est
pas toujours faisable d’en fournir un.
Convergence de MADS :
L’analyse convergence de MADS ainsi que toutes ses instanciations repose sur le calcul
non lisse de Clarke (Clarke, 1983) et est pre´sente´e de manie`re hie´rarchique, de´pendam-
ment des hypothe`ses pose´es sur f et Ω et la fac¸on avec laquelle on ge`re les contraintes.
Ainsi, pour chaque strate´gie EB, PB et PEB, on retrouve une analyse de convergence
respectivement dans (Audet et Dennis, Jr., 2006), (Audet et Dennis, Jr., 2009) et (Audet
et al., 2010b). Les de´finitions sur lesquelles les re´sultats suivants reposent sont en an-
nexe.
On se place dans le cas ge´ne´ral d’un proble`me contraint. On suppose que l’on peut
fournir un point initial dans X mais pas ne´cessairement dans Ω et que tous les ite´re´s
appartiennent a` un ensemble compact.
Les conditions (2.3) et (2.4) impliquent le re´sulat suivant et assurent la convergence de
MADS :
lim
k→+∞
inf ∆pk = lim
k→+∞
inf ∆mk = 0.
(Audet et Dennis, Jr., 2003) ont prouve´ l’existence d’une sous-suite raffinante (de´finition
I.2) d’optima locaux {xk}k∈K qui converge. Notons xˆ le point limite de cette sous-suite.
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Compte tenu de la gestion des contraintes, xˆ peut eˆtre la limite d’une sous-suite de
centres de cadres re´alisables ou non.
Dans le premier cas, il a e´te´ montre´ dans les articles cite´s que :
– Si aucune hypothe`se n’est e´mise sur f , alors xˆ est le point limite d’une sous-suite d’op-
tima locaux devenant infiniment fins. De plus, si f est semi-continue infe´rieurement
pre`s de xˆ, alors f(xˆ) ≤ lim
k
f(xk) ;
– Si f est Lipschitz pre`s de xˆ (de´finition I.1) alors les de´rive´es ge´ne´ralise´es de Clarke
(de´finition I.3) f ◦(xˆ, d) ≥ 0,∀d ∈ THΩ (xˆ) (de´finition I.4). Si THΩ (xˆ) est non vide, alors
f
◦
(xˆ, d) ≥ 0,∀d ∈ TClΩ (xˆ) (de´finition I.5), c-a`-d xˆ est un point Clarke-stationnaire ;
– Si f et Ω sont re´guliers pre`s de xˆ (de´finition I.7), alors f ◦(xˆ, d) ≥ 0,∀d ∈ TBΩ (xˆ)
(de´finition I.6), c’est a` dire, xˆ est Bouligand-stationnaire ;
– Si f est strictement diffe´renciable pre`s de xˆ et Ω re´gulier, alors xˆ est Bouligand-KKT-
stationnaire.
Sous de plus amples hypothe`ses, (Abramson et Audet, 2006) ont e´tabli des re´sultats
de convergence de deuxie`me ordre : si f est deux fois strictement diffe´rentiable, Ω est
convexe et∇2f(xˆ) est non singulier, alors xˆ est un minimum local strict.
Dans le deuxie`me cas (le cas ou` les ite´re´s sont non re´alisables), les re´sultats de conver-
gence tiennent pour le proble`me suivant :
min
x∈X
h(x)
Dans le cas ou` xˆ ∈ Ω , sous l’hypothe`se supple´mentaire suivante selon laquelle on peut
garantir qu’il n’y a pas de direction de descente dans le coˆne hypertangent :
∀d ∈ THΩ (xˆ) 6= ∅, il existe  > 0 pour lequel h◦(x; d) < 0 pour tout x ∈ X ∩ B(xˆ) qui
ve´rifie h(x) > 0, ou` B(xˆ) est la boule de centre xˆ et de rayon .
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2.7 De LTMADS a` ORTHOMADS
LTMADS est la premie`re instance de MADS propose´e dans (Audet et Dennis, Jr., 2006)
et en est une imple´mentation stochastique. L’appellation LTMADS de´rive de lower tri-
angular matrix ou` le choix des directions se fait a` partir d’une matrice triangulaire
infe´rieure dont on permute ale´atoirement les lignes et les colonnes afin de diversifier
les re´sultats.
Les parame`tres de cette premie`re imple´mentation correspondent a` :
D = Z = [In − In], τ = 4, ω+ = 1, ω− = −1,∆m0 = ∆p0 = 1.
Deux possibilite´s de comple´tion d’une base positive sont propose´es : n + 1 et 2n direc-
tions de sonde.
L’ensemble des directions de sonde normalise´es ge´ne´re´es par LTMADS est dense dans
la boule unite´ avec une probabilite´ 1. Cela garantit sous certaines hypothe`ses la conver-
gence de cette instance de MADS (Audet et al., 2008b) ce qui implique sa validite´.
ORTHOMADS est une instance de MADS introduite dans (Abramson et al., 2009) dont
l’e´mergence repose sur deux principaux motifs : le premier e´tant la possibilite´ de re-
produire les re´sultats d’une expe´rience, e´tant donne´ que l’algorithme utilise la suite
quasi-ale´atoire de Halton (Halton, 1960) pour ge´ne´rer des directions de´terministes or-
thogonales, le deuxie`me est lie´ au fait que ORTHOMADS permet d’e´viter les angles
assez grands entre les directions de sonde a` une ite´ration donne´e (donc les re´gions
non explore´es), ce qui constitue un inconve´nient de LTMADS. Des tests provenant de
proble`mes tire´s de la litte´rature ont montre´ la dominance de cette instance sur la pre´ce´-
dente pour une seule utilisation (ce qui correspond au cas des boıˆtes noires ou` l’on re´duit
le nombre d’appels). ORTHOMADS est de´terministe, cependant un parame`tre de la suite
de Halton permet de varier les re´sultats a` chaque utilisation. Ce parame`tre correspond au
ne`me nombre premier pour le logiciel NOMAD, ou` n est la dimension du proble`me.
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Nous gardons un inte´reˆt particulier pour cette instance et nous y serons de retour dans un
chapitre prochain, e´tant donne´ que c’est l’instance par de´faut de NOMAD qu’on utili-
sera pour de´velopper notre algorithme. Notons que le meˆme re´sultat de convergence que
LTMADS est assure´, sans terme de probabilite´, puisque ORTHOMADS est de´terministe.
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CHAPITRE 3
REVUE DE LA LITTE´RATURE : ME´THODES D’ANALYSE DE SENSIBILITE´
Dans le pre´sent chapitre, nous donnons un aperc¸u sur les me´thodes d’analyse de sen-
sibilite´ (AS) dont l’objectif principal concorde avec le noˆtre. Nous taˆchons de trouver,
parmi celles-ci, une me´thode conforme aux spe´cifications mentionne´es au chapitre 1.
Nous introduisons aussi les concepts statistiques en analyse de la variance (ANOVA) qui
nous seront utiles au chapitre suivant.
3.1 Introduction a` l’analyse de sensibilite´
L’e´tude de l’incidence des variables d’entre´e sur la variable de sortie pour l’identification
des variables influentes nous ame`ne a` l’AS de la sortie par rapport a` chacune des entre´es.
L’AS peut eˆtre de´finie comme e´tant l’e´tude de l’impact de la variation des entre´es sur la
variation de la sortie.
On conside`re un mode`le mathe´matique de simulation ou de pre´diction de´crivant un pro-
cessus donne´ (chimique, physique, biologique, financier, etc.) et retournant une sortie Y
qu’on supposera unidimensionnelle :
Y = f(X1, X2, . . . , Xk). (3.1)
Sauf indication contraire, pour la suite de ce chapitre, X1, X2, ..Xk sont des variables
inde´pendantes et k est le nombre de variables d’entre´e.
La fonction f peut eˆtre tre`s complexe, lorsque par exemple, son e´valuation requiert la
re´solution d’un syste`me d’e´quations diffe´rentielles. En pratique, f est calcule´e par un
code informatique.
23
Selon (Saltelli et al., 2000) l’AS permet de :
→ De´terminer si le mode`le de´crit bien le processus qu’il repre´sente ;
→ Identifier les facteurs qui contribuent a` la variabilite´ de la sortie et qui requie`rent plus
d’inte´reˆt afin d’ame´liorer le mode`le ;
→ De´terminer les parame`tres non significatifs qui peuvent eˆtre e´limine´s du mode`le ;
→ De´tecter s’il y a des interactions entre certaines variables d’entre´e ou un groupe de
variables ;
Dans le cas ou` on ne peut pas e´mettre d’hypothe`ses sur le mode`le et ou` la mode´lisation
du processus n’est pas l’objectif vise´ de l’AS, (Saltelli et al., 2004) rapportent d’autres
e´le´ments qui correspondent mieux a` ce contexte :
→ Hie´rarchisation des facteurs (Factors Prioritisation) : identification du facteur le plus
influent qui prend la grande part de variance de la sortie ainsi que ceux qui en prennent
de moins en moins, ce qui permet de classer les facteurs ;
→ Fixation de facteurs (Factors Fixing) : identification du facteur ou du groupe de fac-
teurs qu’on peut fixer, car ils n’influencent pas la variance de la sortie ;
→ Re´duction de la variance (Variance Cutting) : re´duction de la variance au dessous
d’un seuil donne´ en fixant simultane´ment le moins de facteurs possible. Ceci est utile
surtout en analyse de risque ;
→ Cartographie de la sortie (Factors Mapping) : lorsque la sortie Y est re´partie selon
des re´gions de diffe´rentes caracte´ristiques (par exemple acceptable ou non), alors on
de´termine le facteur qui est a` l’origine de cette re´partition.
On s’inte´resse, dans cette revue de la litte´rature, aux me´thodes qualitatives et quantita-
tives d’AS qui tentent de de´terminer les variables influentes ou de hie´rarchiser les va-
riables d’entre´e en fonction de leur importance sur la sortie. Par conse´quent, les mesures
de sensibilite´ qui permettent d’e´tudier la relation entre l’entre´e et la sortie (line´arite´, mo-
notonie, etc.) tel que le coefficient de de´termination ou de corre´lation (de Pearson) ne
feront pas l’objet de notre e´tude. Pour cela, on se limitera aux me´thodes locales, aux
me´thodes de criblage et aux me´thodes globales base´es sur la de´composition de la va-
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riance et la re´gression line´aire.
3.2 Me´thodes locales
Les me´thodes locales donnent, tel que leur nom l’indique, une information sur l’impact
de la variation d’une variable d’entre´e a` un niveau local, c’est a` dire, lorsque celle-ci
prend une valeur nominale donne´e x0. Cela revient a` e´valuer les k de´rive´es partielles
δY
δXi
|X=x0 du mode`le (3.1) ou a` les estimer en utilisant, par exemple, la de´rivation au-
tomatique de codes. Ces quantite´es sont des coefficients de sensibilite´ (Saltelli et al.,
2000) repre´sentant une estimation line´aire du nombre d’unite´s de variation de Y suite a`
une variation d’une unite´ de Xi.
Afin d’eˆtre inde´pendant de l’unite´ de grandeur, ces coefficients peuvent eˆtre normalise´s
en conside´rant la variance des Xi et celle de Y :
Sˆi =
V (Xi)
V (Y )
δY
δXi
|X=x0 .
Le classement des variables se fait alors en fonction des coefficients normalise´s. Les fac-
teurs les plus influents ont un coefficient plus e´leve´. La principale limite de ces me´thodes
est le caracte`re local de l’e´tude. Le classement de variables obtenu est convenable seule-
ment si le mode`le est line´aire ou quasi-line´aire.
3.3 Me´thodes de criblage
Les me´thodes de criblage (screening) sont des me´thodes e´conomiques en temps de cal-
cul qui visent a` identifier qualitativement les variables d’entre´es importantes pour les
mode`les de grande dimension (des centaines d’entre´es) difficiles a` explorer. Dans la
suite de cette section, on se limitera aux me´thodes de criblage permettant l’identification
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d’un petit nombre de variables d’entre´e d’un mode`le. On y retrouve les designs OAT
(One At a Time), la me´thode de Morris (Morris, 1991), les designs de (Cotter, 1979) et
de (Andres et Hajas, 1993) et bien d’autres.
Les designs OAT sont des me´thodes de criblage typiques et simples qui consistent a`
e´tudier l’influence de la variation d’une variable d’entre´e donne´e a` la fois. Chaque va-
riable prend deux ou trois modalite´s. A` deux modalite´s, k + 1 e´valuations sont requises
(Iooss, 2011). Quoique les me´thodes OAT soient locales et ne tiennent pas compte des
interactions, (Morris, 1991) a propose´ une me´thode globale, couvrant tout l’espace des
variables d’entre´es, qui repose sur un design OAT permettant de de´terminer les facteurs
non influents ou les facteurs ayant un effet line´aire ou additif ou bien ceux dont l’effet
est non line´aire ou avec interactions. L’ide´e de base de cette me´thode est une analyse sta-
tistique d’un e´chantillon d’effets e´le´mentaires (de´rive´es partielles) des variables afin de
mesurer l’importance relative des entre´es. Cela consiste a` calculer plusieurs re´alisations
di d’un facteur a` la fois :
di =
1
∆
(f(x1, . . . , xi−1, xi + ∆, xi+1, . . . , xk)− f(x1, . . . , xk)),
ou` ∆ 6= 0 ∈ R.
Une moyenne e´leve´e des di indique que le facteur xi a une grande influence sur la varia-
bilite´ de la sortie, tandis qu’une variance e´leve´e renseigne sur une non-line´arite´ ou une
corre´lation avec les autres facteurs, sans pour autant pouvoir le trancher.
(Cotter, 1979) a pre´sente´ un design syste´matique factoriel re´plique´ ne´cessitant 2k + 2
e´valuations. Cependant, celui-ci n’est pas assez pre´cis et ne de´tecte pas les facteurs im-
portants dont les effets s’annulent mutuellement. (Andres et Hajas, 1993) ont de´veloppe´
un design factoriel fractionnaire ite´ratif permettant d’estimer les effets principaux et les
effets quadratiques avec un nombre faible d’e´valuations (par rapport au nombre de fac-
teurs), en faisant des regroupements de facteurs. Une autre technique de criblage par
groupe a e´te´ propose´e par (Bettonvil et Kleijnen, 1997). Enfin, (Saltelli et al., 2008) ont
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de´crit une me´thode de criblage (Elementary Effets method) ayant la flexibilite´ d’un de-
sign OAT qui permet de surmonter quelques limites mentionne´es et peut eˆtre e´tendue
dans le cas de groupement de facteurs, lorsque cela est ne´cessaire.
3.4 Me´thodes globales
Les me´thodes globales tiennent compte de tout l’espace de variation de la sortie afin de
quantifier la part de la variance relative a` chacune des entre´es. Deux proprie´te´s per-
mettent de caracte´riser les me´thodes globales selon (Saltelli et al., 2000) : la forme
et le domaine de la densite´ de probabilite´ de la fonction de sortie ainsi que l’e´tude
de la sensibilite´ d’une variable Xi en faisant varier toutes les autres variables. Nous
de´crivons ici quelques me´thodes base´es sur la de´compostion de la variance de la sortie
et la re´gression line´aire. D’autres me´thodes base´es, entres autres, sur les tests statistiques
et les me´tamode`les sont expose´es dans (Iooss, 2011).
3.4.1 Me´thodes base´es sur la variance
L’inte´reˆt des me´thodes d’AS base´es sur la variance re´side dans leur inde´pendance du
mode`le et leur capacite´ de capturer la variance des facteurs d’entre´e ainsi que les effets
d’interactions. Le seul inconve´nient est le couˆt de l’estimation. Parmi les me´thodes d’AS
base´es sur la variance, les me´thodes de Sobol et FAST sont les plus connues.
Me´thode de Sobol
(Sobol, 2001) a e´tabli, sous certaines hypothe`ses, a` partir d’une de´composition connue
sous le nom de HDMR (pour High Dimensional Model Representation), les mesures de
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sensibilite´ suivantes :
Si1...is =
Di1...is
D
, 1 ≤ i1 < . . . < is ≤ k, (3.2)
ou`
D =
k∑
s=1
k∑
i1<...<is
Di1...is , (3.3)
D et Di1...is sont des constantes appele´es variances.
Les Si sont appele´s indices de sensibilite´ d’ordre un de Sobol correspondant au facteur
Xi et permettant de quantifier son effet (effet principal) sur la sortie.
De meˆme, l’indice de sensibilite´ d’ordre deux Sij permet de quantifier l’effet de l’inter-
action entre les facteurs Xi et Xj et ainsi de suite. A` partir de (3.3), on peut de´duire que
la somme de tous les indices de tous les ordres est e´gale a` 1 :
k∑
s=1
k∑
i1<...<is
Si1...is = 1.
On de´finit e´galement l’indice de sensibilite´ total du facteur Xi par :
STi = 1− S−i, (3.4)
ou` S−i est la somme de tous les termes Si1...is n’incluant pas l’indice i.
The´ore`me de la variance conditionnelle :
La variance de la sortie V (Y ) peut eˆtre aussi de´compose´e en utilisant les variances
conditionnelles a` Xj et X−j (X−j de´signe tous facteurs sauf celui d’indice j). Cette
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de´composition est valable dans tous les cas, inde´pendemment de l’orthogonalite´ des
entre´es (Saltelli et al., 2004) :
V (Y ) = V (E(Y |Xj)) + E(V (Y |Xj)),
et
V (Y ) = V (E(Y |X−j)) + E(V (Y |X−j)),
ou` V (E(Y |Xj)) est la variance de l’espe´rance de Y conditionnellement a`Xj , etE(V (Y |Xj))
est l’espe´rance de la variance Y conditionnellement a` Xj .
En normalisant les deux de´compositions, on obtient :
1 =
V (E(Y |Xj))
V (Y )
+
E(V (Y |Xj))
V (Y )
,
et
1 =
V (E(Y |X−j))
V (Y )
+
E(V (Y |X−j))
V (Y )
.
Il est alors de´montre´ dans (Saltelli et al., 2000) que l’indice de sensibilite´ du premier
ordre de Sobol, ainsi que celui d’ordre total, traduisant tous les deux l’influence de Xi
sur Y , peuvent s’e´crire sous la forme :
Si =
V (E(Y |Xi))
V (Y )
=
Di
D
, (3.5)
STi =
V (E(Y |X−i))
V (Y )
=
D−i
D
. (3.6)
Il est e´galement de´montre´ dans (Saltelli et al., 2000) que l’indice de sensibilite´ d’ordre
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deux traduisant l’influence de deux variables Xi et Xj sur Y peut s’e´crire sous la forme :
Sij =
V (E(Y |Xi, Xj))− V (E(Y |Xi))− V (E(Y |Xj))
V (Y )
=
Dij
D
. (3.7)
Les indices d’ordre supe´rieur sont de´finis de fac¸on similaire.
Estimation des indices de Sobol :
Nous pre´sentons une me´thode d’estimation des indices de sensibilite´ de Sobol attribuable
a` (Saltelli, 2002) qui constitue une ame´lioration de la me´thode originale de (Sobol, 1990)
qui requiert N × 2k e´valuations, e´tant donne´ le mode`le (3.1) et un e´chantillon de taille
N .
L’indice de sensibilite´ d’ordre un est estime´ par :
Sˆj =
Uˆj − Eˆ2(Y )
V (Y )
.
L’e´valuation de cette quantite´ ne´cessite la ge´ne´ration de deux e´chantillons de matrice de
meˆme taille :
M1 =

x
(1)
1 x
(1)
2 · · · x(1)k
x
(2)
1 x
(2)
2 · · · x(2)k
...
...
...
x
(N)
1 x
(N)
2 · · · x(N)k
 ,
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et
M2 =

x
(1′)
1 x
(1′)
2 · · · x(1
′)
k
x
(2′)
1 x
(2′)
2 · · · x(2
′)
k
...
...
...
x
(N ′)
1 x
(N ′)
2 · · · x(N
′)
k
 .
La moyenne des observations E(Y ) est calcule´e a` partir de M1 ou M2 (ou les deux),
tandis que, pour estimer Uj , on de´finit une troisie`me matrice Nj obtenue a` partir de M1,
ou` toutes les colonnes sauf celle de la variable Xj sont re´-e´chantillonne´es.
Nj =

x
(1′)
1 x
(1′)
2 · · · x(1)j · · · x(1
′)
k
x
(2′)
1 x
(2′)
2 · · · x(2)j · · · x(2
′)
k
...
...
...
...
x
(N ′)
1 x
(N ′)
21 · · · x(N)j · · · x(N
′)
k
 .
Les estimations de E(Y ) et Uj sont donne´es par :
Eˆ(Y ) =
1
N
N∑
r=1
f(x
(r)
1 , x
(r)
2 , . . . , x
(r)
k ),
Uˆj =
1
N − 1
N∑
r=1
f(x
(r)
1 , x
(r)
2 , . . . , x
(r)
k )f(x
(r′)
1 , x
(r′)
2 , . . . , x
(r′)
(j−1), x
(r)
j , x
(r′)
(j+1), . . . , x
(r′)
k ).
Le couˆt associe´ permettant l’estimation des indices de sensibilite´ de premier ordre est de
N × (k + 1) e´valuations de f .
Enfin, l’indice de sensibilite´ total est estime´ par :
SˆTj = 1− Uˆ−j − Eˆ
2(Y )
Vˆ (Y )
,
ou` :
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Uˆ−j =
1
N − 1
N∑
r=1
f(x
(r)
1 , x
(r)
2 , . . . , x
(r)
k )f(x
(r)
1 , x
(r)
2 , . . . , x
(r)
(j−1), x
(r′)
j , x
(r)
(j+1), . . . , x
(r)
k ).
Un couˆt supple´mentaire de Nk est duˆ a` l’estimation des indices totaux. Une extension
de cette me´thode permet d’obtenir tous les indices d’ordre un, d’ordre deux et totaux au
couˆt de N × (k + 2) e´valuations.
Me´thode de FAST
FAST, l’acronyme de Fourier Amplitude Sensitivity Test, est une me´thode qui a e´te´
de´veloppe´e par (Cukier et al., 1973), (Cukier et al., 1978), (Cukier et al., 1975) et (Schai-
bly et Shuler, 1973) dans un contexte d’AS et d’incertitude.
De´finissons d’abord le moment d’ordre r de Y du mode`le (3.1) (Chan et al., 1997) :
E(Y r) =
∫
Ωk
f r(x1, x2, . . . , xk)p(x1, x2, . . . , xk)dx. (3.8)
ou` Ωk est l’espace de variation des k variables d’entre´e et p est la densite´ de probabilite´
de X = (X1, . . . , Xk).
La me´thode de FAST repose principalement sur la conversion de l’inte´grale k-dimension-
nelle en x (3.8) en une inte´grale unidimensionnelle en s en utilisant la transformation
suivante : xi = Gi(sin(ωi)), pour i = 1, 2, . . . , k.
En utilisant les proprie´te´s des se´ries de Fourier, la variance de la sortie peut eˆtre ap-
proche´e par :
Vˆ (Y ) =
1
2pi
∫ pi
−pi
f 2(s)ds− [E(Y )]2.
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ou` : f(s) = f(G1(sin(ω1s)), . . . , Gk(sin(ωks))) et E(Y ) = 12pi
∫ pi
−pi f(s)ds.
Un bon choix deGi serait, par exemple : xi = 12 +
1
pi
arcsin(sinωis)(Saltelli et al., 2000).
Rappelons que les coefficients de Fourier sont de´finis par :
Aj =
1
2pi
∫ pi
−pi
f(s) cos(js)ds,
Bj =
1
2pi
∫ pi
−pi
f(s) sin(js)ds.
Une approximation de V (Y ) serait :
Vˆ (Y ) '
∞∑
j=−∞
(A2j +B
2
j )− (A20 +B20) ' 2
k∑
j=1
(A2j +B
2
j ).
Alors, la contribution du facteur Xi a` la sortie Y peut eˆtre approche´e par :
Vˆωi(Y ) = 2
M∑
j=1
(A2jωi +B
2
jωi
),
ou` M est l’harmonique maximal, en ge´ne´ral 4 ou 6.
Les indices de sensibilite´ de FAST sont donc estime´s par :
Sˆi =
Vˆωi(Y )
Vˆ (Y )
=
M∑
j=1
(A2jωi +B
2
jωi
)
k∑
j=1
(A2j +B
2
j )
.
Afin de pouvoir classer les variables d’entre´e en utilisant la me´thode de FAST, il faut
de´finir ωi etGi et calculerAj etBj en e´valuant la fonction mode`le en un nombre suffisant
de points.
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3.4.2 Me´thodes base´es sur la re´gression line´aire multiple
Si le mode`le est line´aire, les coefficients de re´gression peuvent servir d’estimateurs quan-
titatifs de sensibilite´. Un mode`le de re´gression line´aire est donne´ par :
Yi = β0 +
k∑
j=1
βjXij + i, i = 1, 2, . . . , N. (3.9)
Xij repre´sente l’observation i de la variable Xj .
LesXij sont des donne´es obtenues a` l’aide d’une strate´gie d’e´chantillonnage (e´chantillon
de dimension N ).
Les Yi repre´sentent les sorties correspondantes aux e´chantillons (Xi1, . . . , Xij, . . . , Xik),
i ∈ {1, . . . , N}. Les βj sont les coefficients de re´gression, des constantes a` de´terminer
par la me´thode des moindres carre´s et les i sont des termes d’erreur.
Sous l’hypothe`se d’inde´pendance des variables d’entre´es Xj et en supposant aussi que
celles-ci sont inde´pendantes des i, la variance du mode`le (3.9) peut eˆtre de´compose´e
comme suit :
V =
k∑
j=1
Vj + Ve.
Vj la part de la variance explique´e par la variableXj et la variance totale V sont estime´es
dans (Xu et Gertner, 2008) par :
Vˆj = βˆ
2
jV (Xj) =
1
N − 1 βˆ
2
j
N∑
i=1
(Xij − X¯j)2
Vˆ = V (Y ) =
1
N − 1
N∑
i=1
(Yi − Y¯ )2.
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La sensibilite´ relative a` la variable Xj est alors donne´e par :
Sj =
Vˆj
Vˆ
.
Cet indice de sensibilite´ est connu sous le nom de SRC pour (Standardized Regression
Coefficient). Il est compris entre 0 et 1 et permet le classement de variables.
Si le mode`le n’est pas line´aire mais monotone, alors un autre indicateur peut eˆtre utilise´.
Il s’agit de l’indicateur SRRC pour Standardized Rank Regression Coefficient, base´ sur
la transformation des rangs. Cette dernie`re consiste a` attribuer la valeur 1 a` la plus pe-
tite valeur de sortie, 2 a` celle qui lui est directement supe´rieure et ainsi de suite jusqu’a`
attribuer N a` la plus grande valeur. On applique le meˆme principe avec les k variables
d’entre´e. Le SRRC se calcule, alors, de la meˆme fac¸on que SRC, en conside´rant les vec-
teurs rangs. Notons que les βj correspondent dans ce cas a` βRj : coefficients de re´gression
associe´s aux rangs.
Le SRRC a e´te´ utilise´, en guise d’exemple, dans (Allard et al., 2011), avec deux autres
me´thodes (FAST et polynoˆmes locaux (Da-Veiga, 2005)) pour l’identification des gran-
deurs qui influencent les parame`tres d’un mode`le de simulation incendie. Le classement
des variables importantes trouve´ est le meˆme pour ces trois me´thodes. D’autres indica-
teurs de sensibilite´ sont employe´s avec diffe´rentes techniques d’e´chantillonnage sur des
proble`mes tests line´aires, monotones et non monotones dans (Helton et Davis, 2002).
Nous n’allons pas utiliser directement une des me´thodes d’AS e´voque´es dans le cadre de
cette revue de la litte´rature pour des raisons que nous expliquerons au chapitre 4. Celui-
ci pre´sentera une me´thode base´e sur la de´composition de l’ANOVA qui sera en mesure
d’estimer les indices d’ordre un et d’ordre supe´rieur que nous avons de´finis plus toˆt.
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CHAPITRE 4
ME´THODOLOGIE STATISTIQUE
Ce chapitre est consacre´ a` l’introduction d’une me´thode statistique susceptible d’e´tablir
une certaine hie´rarchie des variables d’entre´e. Nous pre´sentons une me´thodologie base´e
sur l’ANOVA ge´ne´ralise´e au cas de plusieurs facteurs qui donnera une mesure de sen-
sibilite´ a` chacune des variables d’entre´e relativement a` la sortie. Nous nous servons
e´galement de l’ANOVA factorielle afin de de´tecter les interactions, pour le calcul des
indices d’ordre supe´rieur. Finalement, l’estimation des quantite´s D, Di et Dij de´finies
au chapitre pre´ce´dent permettra d’approximer les indices de sensibilite´ totaux.
4.1 Choix de la me´thode statistique
Au chapitre pre´ce´dent, nous avons observe´ un certain nombre de me´thodes d’AS pour la
classification de variables. Le choix de la me´thode ade´quate repose essentiellement sur
les spe´cifications du projet rencontre´s en introduction. (De Rocquigny et al., 2008) ont
aborde´ les crite`res d’un bon choix de me´thode. Ceux-ci peuvent se re´sumer ainsi :
– Les proprie´te´s du mode`le : line´aire ou non line´aire, monotone ou non monotone (ce
qui pourrait eˆtre inconnu a priori), le temps CPU ;
– Les caracte´ristiques des variables d’entre´e du mode`le : nombre, inde´pendance ou
corre´lation, pre´sence de variables discre`tes ;
– L’objectif de l’e´tude et les particulatite´s de la me´thode potentielle : qualitative ou
quantitative, locale ou globale, etc.
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Figure 4.1 Arbre de de´cision pour le choix de la me´thode d’AS approprie´e, figure tire´e
de (De Rocquigny et al., 2008)
La figure 4.1 illustre les crite`res mentionne´s et permet de nous orienter vers les me´thodes
de criblage ou les me´thodes base´es sur l’ANOVA par groupes (puisqu’on ne peut e´mettre
d’hypothe`se sur le mode`le et que le couˆt CPU de la me´thode que nous utiliserons doit
eˆtre faible). Cependant, compte tenu des spe´cifications du projet, ceci n’est pas pos-
sible soit parce qu’on ne peut pas ve´rifier certaines hypothe`ses, par exemple les entre´es
inde´pendantes (FAST et Sobol), soit parce que la taille de l’e´chantillon requise est consi-
de´rablement grande (d’apre`s (Jacques, 2005), un e´chantillon de taille 10000 est suffisant
pour une bonne estimation des indices de sensibilite´ de Sobol), ou encore parce que la
technique de calcul ne peut eˆtre applique´e dans le cadre de l’optimisation des boıˆtes
noires : on parle surtout des e´chantillons ge´ne´re´s en fixant les valeurs d’une entre´e tout
en variant les autres. Rappelons qu’un e´chantillon correspond dans notre cas a` l’en-
semble des solutions visite´es par l’algorithme MADS ainsi que les valeurs de retour
correspondantes (les sorties de la boıˆte noire) recense´s dans un fichier historique, si on
lance celui-ci sur un nombre d’e´valutions donne´ (qui doit eˆtre le plus petit possible, car
le couˆt des e´valuations est important). C’est a` partir de cet e´chantillon de´terministe que
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nous sommes cense´s effectuer une AS.
Compte tenu de ce qui pre´ce`de, il apparaıˆt que les me´thodes d’AS rencontre´es aupara-
vant ne sont pas directement applicables dans notre contexte.
4.2 Calcul des indices de sensibilite´ d’ordre un
Le calcul des indices de sensibilite´ des variables d’entre´e permet d’e´tudier l’impact de
celles-ci sur Y = f(X1, X2, ..., Xk). Dans notre cas, Y est la sortie d’une boıˆte noire, le
re´sultat d’un code informatique. Rappelons la de´finition de l’indice de sensibilite´ Si de
la variable Xi quantifiant l’effet de cette dernie`re sur Y (formule (3.5)) :
Si =
V (E(Y |Xi))
V (Y )
=
Di
D
.
Nous pre´senterons, un peu plus loin dans cette section, une fac¸on d’estimer cette quantite´
en ayant recours a` l’ANOVA.
4.2.1 Analyse de la variance a` un facteur
Le principal objectif de l’ANOVA a` un facteur X (one-way ANOVA) sur une variable Y
est d’e´valuer l’effet du facteur en comparant les moyennes de Y obtenues selon les mo-
dalite´s de X . La comparaison se fait en examinant la variance des dites moyennes. Cette
variance que l’on qualifie de  variabilite´ inter traitements , constitue une estimation
plausible du nume´rateur Di de (3.4). On peut donc envisager d’estimer les indices de
sensibilite´ en utilisant la de´composition de la variance donne´e par l’e´galite´ fondamen-
tale des mode`les de l’ANOVA. Afin d’illustrer la me´thode, conside´rons dans un premier
temps le mode`le de l’ANOVA a` un facteur. Les donne´es a` exploiter proviennent d’une
e´tude expe´rimentale ge´ne´ralement planifie´e (exemple : un plan d’expe´rience). Celles-ci
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peuvent eˆtre regroupe´es comme suit :
Tableau 4.1 Donne´es relatives a` l’ANOVA a` un facteur
Facteur X
modalite´ 1 .. .. modalite´ i .. .. modalite´ p
y11 yi1 yp1
. .
. .
y1j yij ypj
. .
. .
y1n1 yini ypnp
y¯1 .. .. y¯i .. .. y¯p
Le facteur X est le seul facteur controˆle´. Il pre´sente p modalite´s telles que la ie`me,
i = 1, . . . , p, comporte ni re´pe´titions. Ce nombre de re´pe´titions peut donc varier d’une
modalite´ a` une autre. Les valeurs de la sortie correspondantes sont pre´sente´es dans le
tableau 4.1, ou` yij est la j e`me valeur de Y obtenue selon la modalite´ i et y¯i est la moyenne
des valeurs de Y selon la modalite´ i.
D’apre`s le tableau 4.1, on conside`re :
y¯i =
1
ni
ni∑
j=1
yij, et y¯ = 1N
p∑
i=1
ni∑
j=1
yij , avec N =
p∑
i=1
ni.
E´quation fondamentale de l’ANOVA :
L’ANOVA permet d’expliquer la variance totale d’un e´chantillon en fonction de la va-
riance due aux facteurs et celle due a` l’interaction. L’e´quation fondamentale de l’ANOVA
39
(EFAV) de´compose la variation totale en plusieurs sources de variation.
Dans le cas du mode`le a` un seul facteur, l’EFAV est :
p∑
i=1
ni∑
j=1
(yij − y¯)2︸ ︷︷ ︸
SStotale
=
p∑
i=1
ni(y¯i − y¯)2︸ ︷︷ ︸
SSinter
+
p∑
i=1
ni∑
j=1
(yij − y¯i)2︸ ︷︷ ︸
SSintra
(4.1)
ou` :
SStotale est la somme des carre´s des e´carts totaux ou variation totale. En la divisant par
N , on obtient une estimation de la variance V (Y ) de Y ,
SSinter est la somme des carre´s des e´carts lie´s aux effets du facteur A ou variation inter-
modalite´s. Cette somme, divise´e par N , constitue une estimation de la variance condi-
tionnelle V (E(Y |X)), X e´tant le facteur (ou la variable) pre´sente´e au tableau 4.1,
SSintra est la somme des carre´s des e´carts re´siduels ou variation intra-modalite´s.
Preuve :
On a
yij = y¯ + (y¯i − y¯) + (yij − y¯i),
et
(yij − y¯) = (y¯i − y¯) + (yij − y¯i).
En e´levant les e´carts au carre´ :
(yij − y¯)2 = (y¯i − y¯)2 + (yij − y¯i)2 + 2(y¯i − y¯)(yij − y¯i).
En faisant la somme sur tous les j :
ni∑
j=1
(yij − y¯)2 = ni(y¯i − y¯)2 +
ni∑
j=1
(yij − y¯i)2 + 2(y¯i − y¯)
ni∑
j=1
(yij − y¯i).
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Or 2(y¯i − y¯)
ni∑
j=1
(yij − y¯i) = 0, car
ni∑
j=1
(yij − y¯i) = 0.
En faisant la somme des p modalite´s, on obtient l’e´galite´ (4.1).
L’EFAV est vraie de`s qu’on dispose de donne´es sous la forme du tableau 4.1, inde´pen-
damment des conditions usuelles exige´es dans un mode`le d’ANOVA (normalite´, etc). Des
indicateurs d’importance pourront eˆtre issus de cette e´galite´, comme on peut le voir a` la
suite de cette section.
Rapport de corre´lation
Le rapport de corre´lation η2 est une mesure du lien entre deux variables X et Y . X peut
eˆtre qualitative ou quantitative.
Pour un facteurX , selon (McKay, 1997), l’expression the´orique de η2 est sous la forme :
η2 =
V (E(Y |X))
V (Y )
.
Ce qui correspond a` l’indice de sensibilite´ d’ordre un (e´quation (3.4)) pour le facteur X .
(McKay, 1997) a donne´ une estimation empirique de η2 base´e sur l’ANOVA, en fonction
des composantes de l’EFAV.
ηˆ2 =
SSinter
SStotale
.
Compte tenu de l’EFAV, ηˆ2 varie entre 0 et 1. Plus il est proche de 1, plus l’influence de
X sur Y est importante.
Nous obtenons ainsi une mesure d’importance qui nous permettra de classer les variables
en fonction de leur impact. Cependant, comme nous traitons des proble`mes a` plusieurs
entre´es, une ge´ne´ralisation est ne´cessaire.
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4.2.2 Ge´ne´ralisation de l’ANOVA a` un facteur
On se place dans le cas ge´ne´ral de plusieurs facteurs, c’est a` dire Y = f(X1, X2, ..., Xk).
Aucune hypothe`se sur les entre´es n’est soumise (inde´pendance, loi de probabilite´, etc).
Alors, on de´finit l’indice de sensibilite´ Si de la variable Xi, i ∈ {1, .., k} par :
Si =
V (E(Y |Xi))
V (Y )
= η2i . (4.2)
Le tableau 4.1 est simplement e´tendu au cas de k facteurs a` diffe´rentes modalite´s dont
on manipule uniquement les valeurs de retour. En effet, on peut remarquer que dans le
cas des boıˆtes noires, pour chaque facteur Xi, l’ensemble des donne´es peut eˆtre mis sous
la forme du tableau 4.1. L’ensemble des indices du premier ordre de´finis par (4.2) peut
alors eˆtre estime´ par :
Sˆi = ηˆ
2
i , i = 1, . . . , k.
Pour les indices d’ordre supe´rieur, on conside`re les interactions d’un mode`le d’ANOVA
factoriel.
4.3 Calcul des indices de sensibilite´ d’ordre deux
Rappelons que l’indice Sij d’ordre deux repre´sente la contribution due a` l’interaction
entre les variables Xi et Xj (formule (3.7)) :
Sij =
V (E(Y |Xi, Xj))− V (E(Y |Xi))− V (E(Y |Xj))
V (Y )
=
Dij
D
.
A` la section suivante, on se propose d’estimer ces indices en se basant sur l’ANOVA
factorielle.
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4.3.1 Analyse de variance factorielle
On parle de l’ANOVA factorielle lorsque deux facteurs ou plus sont implique´s et que
toutes les modalite´s de tous les facteurs sont utilise´s (c-a`-d les mesures de Y sont obte-
nues pour toutes les combinaisons des modalite´s des facteurs). Le but est d’e´tudier l’ef-
fet des interactions, en plus des effets principaux. A` titre d’illustration, nous prs´entons
le principe du calcul des interactions et des effets principaux dans le cas simple d’un
mode`le d’ANOVA a` deux facteurs A et B, avec le meˆme nombre d’observations pour
chaque combinaison de modalite´s. Le facteur A apparaıˆt sous p modalite´s et B apparaıˆt
sous q modalite´s, comme le montre le tableau ci-dessous.
Tableau 4.2 Arrangement des donne´es pour un design factoriel a` deux facteurs
PPPPPPPPPPPPP
Facteur A
Facteur B
1 2 . . . q
1 y111, y112 y121, y122 . . . y1q1, y1q2
...,y11n ..., y12n ..., y1qn
2 y211, y212 y221, y222 . . . y2q1, y2q2
...,y21n ..., y22n ..., y2qn
. . . .
. . . .
. . . .
p yp11, yp12 yp21, yp22 . . . ypq1, ypq2
...,yp1n ..., yp2n ..., ypqn
Il est de´montre´ que l’EFAV dans le cas de deux facteurs A et B (Montgomery, 2001)
est :
SStotale = SSA + SSB + SSAB + SSE. (4.3)
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ou` :
SSA est la somme des carre´s dus au facteur A. Cette somme e´quivaut a` SSinter de (4.1),
avec A comme seul facteur,
SSB est la somme des carre´s dus au facteur B. Cette somme e´quivaut a` SSinter de (4.1),
avec B comme seul facteur,
SSAB est la somme des carre´s des e´carts lie´s a` l’interaction entre A et B,
SSE est la somme des carre´s re´siduelle. Cette somme est similaire a` SSintra de (4.1).
SSAB et SStotale sont donne´es respectivement par :
SSAB = n
p∑
i=1
q∑
j=1
(y¯ij. − y¯i.. − y¯.j. + y¯...)2,
SStotale =
p∑
i=1
q∑
j=1
n∑
k=1
(yijk − y¯...)2,
ou` :
y... =
p∑
i=1
q∑
j=1
n∑
k=1
yijk, y¯... =
y...
n
,
yi.. =
q∑
j=1
n∑
k=1
yijk, y¯i.. =
yi..
qn
,
y.j. =
p∑
i=1
n∑
k=1
yijk, y¯.j. =
y.j.
pn
,
yij. =
n∑
k=1
yijk et y¯ij. =
yij.
n
.
On peut donc envisager d’estimer l’indice de sensibilite´ d’ordre 2, Sij par :
Sˆij =
SSAB
SStotale
.
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4.3.2 Ge´ne´ralisation de l’ANOVA factorielle
Dans le contexte des boıˆtes noires ou` l’expe´rience n’est pas planifie´e, n n’est pas ne´ces-
sairement partout le meˆme. On de´finit alors nlm, pour l ∈ {1, .., p} et m ∈ {1, .., q},
comme le nombre de valeurs Y obtenues pour la cellule correspondant a` la modalite´ l
du facteur A et la modalite´ m du facteur B. Dans ce contexte, les modalite´s des facteurs
sont les diffe´rentes valeurs observe´es de ceux-ci et les valeurs de Y dans la cellule sont
celles observe´es lorsque le premier facteur (A) vaut l et le deuxie`me (B) vaut m. Ce
nombre de valeurs, note´ nlm, n’est donc pas identique pour toutes les combinaisons de
modalite´s des facteurs.
On peut montrer, dans ce cas, que la somme des carre´s due a` l’interaction (Montgomery,
2001) est :
SAB =
p∑
i=1
q∑
j=1
nij(y¯ij. − y¯i.. − y¯.j. + y¯...)2.
L’indice de sensibilite´ SAB peut donc eˆtre estime´ dans ce contexte par :
SˆAB =
SSAB
SStotale
=
p∑
i=1
q∑
j=1
nij(y¯ij. − y¯i.. − y¯.j. + y¯...)2
p∑
i=1
q∑
j=1
nij∑
k=1
(yijk − y¯...)2
. (4.4)
La formule (4.4) et le fait que SˆAB = SˆBA seront employe´s afin d’approximer les in-
dices de sensibilite´ d’ordre 2 de´finis plus haut ainsi que les indices totaux de la section
suivante.
Remarque : Il est possible d’e´crire l’e´quation (4.1) pour un nombre quelconque de fac-
teurs et d’obtenir ainsi les sommes de carre´s des interactions de tout ordre. Ce qui permet
d’estimer les indices de sensibilite´ de diffe´rents ordres et les indices totaux.
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4.4 Indices de sensibilite´ totaux
Par de´finition, l’indice de sensibilite´ total d’une variable Xi est la somme de son indice
de premier ordre et de tous les indices d’ordre supe´rieur ou` figure cette variable. C’est
une autre fac¸on de calculer cet indice dont la logique diffe`re de l’e´quation (3.4) du
chapitre pre´ce´dent, ou` on proce`de par soustraction.
Par exemple, si le proble`me est de dimension k = 3, l’indice total de la variable X1 est :
ST1 = S1 + S12 + S13 + S123.
E´tant donne´ le temps de calcul important au dela` des indices d’ordre deux, on approxime
les indices totaux en faisant la somme de l’indice d’ordre un de la variable Xi en utili-
sant l’e´quation (4.2) et tous les indices d’ordre deux contenant l’indice i en utilisant
l’e´quation (4.4).
L’indice total pour cet exemple se re´duit a` :
ST1 = S1 + S12 + S13.
Exemple :
On conside`re le proble`me-test BROWNAL (Gould et al., 2003), pour k = 3 variables et
5 e´valuations de la sortie, alors on obtient de fichier historique suivant :
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x1 x2 x3 f(x1, x2, x3)
0.5 0.5 0.5 8.765625
1.5 0.5 -1.5 17.515625
1.5 0.5 0.5 1.360625
3.5 0.5 0.5 17.015625
4.5 0.5 0.5 40.015625
Le calcul des indices d’ordre un et d’ordre supe´rieur donne les valeurs suivantes :
Indices de premier ordre :
Sˆ1 = 0.8454909083,
Sˆ2 = 0,
Sˆ3 = 0.0004911682562.
Le calcul des indices d’ordre un montre que la variable X1 est pre´ponde´rante.
Indices de deuxie`me ordre :
Sˆ12 = 0,
Sˆ13 = 0.141226193,
Sˆ23 = 0.
Le calcul des indices d’ordre deux montre que les interactions entre les variables X1, X2
et X2, X3 est nulle.
Indices totaux :
SˆT1 = 0.986717101,
SˆT2 = 0,
SˆT3 = 0.141717361.
Le classement des variables selon les indices totaux approxime´s est le meˆme que celui
d’ordre un. On peut donc pre´voir des re´sultats similaires de ces deux me´thodes.
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4.5 Application
On conside`re maintenant un exemple acade´mique. Celui-ci est extrait du guide d’utili-
sateur de NOMAD (Le Digabel, 2009) afin de calculer les indices de sensibilite´ d’ordre
un selon la formule (4.2). La taille de l’e´chantillon est 100 (nombre d’e´valuations) et
k = 5.
min
x∈R5
f(x) = x5
sujet a` 
c1(x) =
5∑
i=1
(xi − 1)2 − 25 ≤ 0
c2(x) = 25−
5∑
i=1
(xi + 1)
2 ≤ 0
xi ≥ −6 i = 1, 2, ..., 5
x1 ≤ 5
x2 ≤ 6
x3 ≤ 7.
Il est trivial que x5 est la variable la plus importante, de meˆme pour tout xi, tel que
f(x) = xi. Le tableau 4.5 montre que l’indice relatif a` cette variable est e´gal a` 1. Le
classement des autres variables ne peut pas eˆtre juge´ pour l’instant. Nous ne calculons
pas les indices de sensibilite´ d’ordre deux pour cet exemple, puisque nous ne pouvons
pas ve´rifier l’exactitude de nos re´sultats.
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Tableau 4.3 Indices de sensibilite´ d’ordre un pour f(x) = xi ,i ∈ {1, 2, 3, 4, 5}
f(x) x1 x2 x3 x4 x5
S1 1 0.067 0.234 0.202 0.186
S2 0.1726 1 0.166 0.214 0.223
Formule (4.2) S3 0.2529 0.209 1 0.133 0.2104
S4 0.2312 0.1126 0.2540 1 0.2880
S5 0.2918 0.1805 0.2830 0.3625 1
Les meˆmes formules seront utilise´es aux chapitres 5 et 6 pour le classement des variables
en fonction de leur influence sur la sortie. Plusieurs strate´gies seront pre´sente´es au cours
du chapitre 5 et teste´es au chapitre 6, ou` le classement des variables se fait en fonction
des indices d’ordre un ou des indices totaux.
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CHAPITRE 5
IMPLE´MENTATION CONCEPTUELLE DE STATS-MADS
STATS-MADS est le nom que nous avons donne´ a` l’algorithme qui applique la me´thode
statistique vue au chapitre pre´ce´dent sur les donne´es de l’algorithme MADS (dont on
e´value les sorties) e´voque´ au chapitre 2, permettant ainsi l’optimisation alterne´e entre
des sous-espaces de variables et l’espace complet. Dans ce chapitre, nous pre´sentons
une manie`re de concevoir cet algorithme. Dans un premier lieu, nous introduisons une
instantiation STATS-MADS basique dont la structure ge´ne´rale est construite en fonction
des proble`mes tests. Celui-ci ne fait intervenir que les indices de sensibilite´ d’ordre un
pour le classement de variables. Dans un deuxie`me lieu, nous tentons d’incorporer les
indices d’ordre deux pour en e´valuer la porte´e sur la pre´cision du classement de variables.
Nous pre´sentons e´galement diffe´rentes variantes du STATS-MADS basique.
Note : Afin de ne pas confondre le compteur d’ite´rations k avec le nombre de variables
du proble`me d’optimisation, ce dernier sera note´ n.
5.1 Le logiciel NOMAD
NOMAD (pour Nonlinear Optimization with the MADS Algorithm) ((Le Digabel, 2011),
(Le Digabel, 2009), (Abramson et al., 2012)) est une imple´mentation C++ de l’ensemble
des algorithmes MADS (Audet et Dennis, Jr., 2006). Il est conc¸u ide´alement pour la
re´solution de proble`mes d’optimisation sous contraintes de boıˆtes noires sous la forme
suivante rencontre´e auparavant :
min
x∈Ω
f(x)
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ou` : Ω = {x ∈ X : cj(x) ≤ 0, j ∈ J} ⊂ Rn, f, cj : X → R ∪ {∞}, pour tout j ∈ J =
{1, 2, . . . ,m} et X est un sous-ensemble de Rn.
GPS ((Torczon, 1997), (Audet et Dennis, Jr., 2003)) fut la premie`re imple´mentation dans
NOMAD. Il en constitue maintenant une option. ((Le Digabel, 2011), (Le Digabel,
2009)) de´crivent toutes les fonctionnalite´s de NOMAD, les extensions de MADS ainsi
que la proce´dure d’installation et les diffe´rents modes. Il existe aussi deux imple´menta-
tions MATLAB de MADS, l’une est appele´e NOMADm (Abramson, 2004), l’autre est
disponible dans les outils GADS de MATLAB (MathWorks, 2005).
Parame`tres par de´faut de NOMAD
Nous nous inte´ressons aux parame`tres les plus importants de NOMAD dans les condi-
tions standards. Comme nous comptons traiter nos proble`mes avec la barrie`re progres-
sive PB ((Audet et Dennis, Jr., 2009)), nous exposons les parame`tres qui lui sont relie´s.
– L’instance ORTHOMADS : tel que mentionne´ au chapitre 2, ORTHOMADS (Abramson
et al., 2009) est l’algorithme par de´faut de NOMAD. ORTHOMADS ge´ne`re au plus
2n+2 directions d’exploration a` chaque ite´ration, utilisant une approche opportuniste
selon laquelle la sonde s’ache`ve de`s qu’un point d’essai ame´liorant est trouve´.
– PB : trois parame`tres interce`dent dans le cas de PB :
• H MAX 0 : c’est la valeur initiale de h max telle que si pour un point d’essai t
h(t) > h max, alors t est rejete´. Sa valeur est fixe´e a` 1E+20.
•H MIN : c’est la valeur de h min pour laquelle t est conside´re´ re´alisable si h(t) ≤
h min = 0.
• H NORM : elle permet de calculer h(x) et correspond a` la norme 2.
– Le parame`tre de taille initiale du treillis ∆m0 : c’est un vecteur de n e´le´ments. Pour des
raisons de mise a` l’e´chelle, les diffe´rentes variables n’ont pas ne´cessairement la meˆme
taille. Si cette quantite´ n’est pas introduite par l’utilisateur, alors la valeur par de´faut
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est utilise´e et est relative aux bornes selon 5.1.
∆m0 =

(Ub−Lb)
10
si Lb ≤ x ≤ Ub, x ∈ X
max {|x0|, 1} , sinon.
(5.1)
– La recherche spe´culative : dans le but de promouvoir une direction de succe`s d d’une
ite´ration ante´rieure k − 1, MADS e´value un point tk du treillis (tk = xk−1 + 4∆mk d)
au cours de l’e´tape de recherche. Si ∆mk < 1, alors le point e´value´ est : tk = xk−1 +
∆mk d. Cette condition garantit l’appartenance de tk au treillis courant d’apre`s (Audet
et Dennis, Jr., 2006).
5.2 Principe de STATS-MADS
L’ide´e de base de STATS-MADS est d’amorcer des processus d’optimisation dans des
sous-espaces diffe´rents, a` partir de l’espace ple´nier de variables. Cette technique est
de´crite de fac¸on tre`s ge´ne´rale par l’algorithme 3, ou` Jk repre´sente le sous-ensemble
d’indices de variables libres a` l’ite´ration k. Cependant, la me´thode adopte´e au chapitre 4
permettant le classement des variables exige qu’on alterne entre l’espace de n variables
et celui de dimension |Jk|. En effet, si a` l’ite´ration k on fixe |J¯k| variables (Jk et J¯k
forment une partition de I = {1, 2, .., n}), alors les indices de sensibilite´ relatifs a` ceux-
ci sont nuls, e´tant donne´ que V (E(Y |Xs)) = 0, pour tout s ∈ J¯k.
Par conse´quent, selon la logique de l’algorithme 3, on fixera toujours les meˆmes variables
(d’indice de sensibilite´ nul), ce qui correspond a` une des variantes de STATS-MADS dont
on discutera plus loin.
52
Algorithme 3 : Principe global de STATS-MADS
1 : Initialisation : I = {1, 2, .., n}, n variables d’entre´e, k ← 0 ;
2 : Lancer MADS sur les variables de I ;
3 : Trouver Jk ⊂ I par une analyse statistique ;
4 : Lancer MADS sur Jk ;
5 : Retourner a` 3 avec k ← k + 1.
5.3 Les ingre´dients de STATS-MADS
Nous allons maintenant de´tailler les composants de STATS-MADS. Nous conside´rons les
notations supple´mentaires ci-dessous qui y sont spe´cifiques.
Terminologie spe´cifique a` STATS-MADS
Par souci de simplification, les appellations MADS et ORTHOMADS seront de´sormais
confondues. Afin d’alle´ger l’e´criture, un MADS-RUN de´signe un appel a` NOMAD pour
l’exe´cution de l’algorithme MADS. On conside`re les parame`tres par de´faut de NOMAD
(version de de´veloppement 3.5.2), a` l’exception des mode`les quadratiques (e´tape de re-
cherche) qui sont rendus inactifs (notons qu’ils le sont de´ja` pour les proble`mes de dimen-
sion supe´rieure a` 50) et de la ge´ne´ration de points a` l’exte´rieur des bornes infe´rieures et
supe´rieures (parame`tre : SNAP TO BOUNDS) qui devient permise. Ces exceptions sont
justifie´es par une meilleure optimisation perc¸ue a` la phase des tests qui affecte la gestion
de la taille du cadre et du treillis.
Un MADS-RESCUE de´signe un recours a` MADS-RUN, dans le cas ou` la strate´gie de
fixation de variables aboutit a` un e´tat de stagnation. Par stagnation, on entend que le
programme est coı¨nce´ a` un minimum local. Dans MADS-RESCUE, toutes les variables
sont relaˆche´es et MADS-RUN est lance´ avec un nombre d’e´valuations e´gal a` un entier
M , founi par l’utilisateur. Ce nombre doit eˆtre suffisamment grand afin de permettre,
le cas e´che´ant, de franchir un minimum local. A` chaque recours a` MADS-RESCUE, le
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nombre d’e´valuations est multiplie´ par une constante τ (M ← τM , τ > 1). En effet,
chaque recours signifie que, s’embarquer dans un sous espace, n’est pas un processus
optimisant. Il est plus inte´ressant, dans ce cas-ci, d’augmenter le nombre d’e´valuations
dans l’espace de l’ensemble des variables. La figure 5.1 illustre la descente locale du
proble`me BROWNAL (Gould et al., 2003), pour un nombre de variables e´gal a` 20 et un
pourcentage de fixation e´gal a` 80%. La figure montre un comportement similaire sur les
774 premie`res e´valuations. Pour les e´valuations suivantes, le MADS-RESCUE fuit l’e´tat
de stagnation en lanc¸ant un grand nombre d’e´valuations (M ) sur l’espace complet, d’ou`
l’inte´reˆt de cette approche de secours.
Figure 5.1 Utilite´ du processus MADS-RESCUE
On de´finit alors trois processus pour STATS-MADS :
• P1 : MADS-RUN avec variables relaˆche´es : espace complet.
• P2 : MADS-RUN avec variables fixes : sous-espace.
• P3 : MADS-RESCUE : espace complet.
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Lors de l’exe´cution de STATS-MADS, on est force´ment implique´ dans un des trois pro-
cessus mentionne´s, commenc¸ant toujours par P1 ensuite P2 sans eˆtre deux fois de suite
implique´ dans un espace ou dans un sous-espace (voir l’algorithme 4).
Algorithme STATS-MADS basique
Rendu ici, on est en mesure de pre´senter les principales e´tapes de STATS-MADS. Celui-
ci optimise en alternance dans des espaces et des sous-espaces. Le passage d’un espace
a` un sous-espace se fait au moyen d’une proce´dure de fixation de variables base´e sur
le calcul des indices de sensibilite´ d’ordre un (algorithme 5). Le passage inverse est
conditionne´ par le succe`s ou l’e´chec du processus P2. Dans l’affirmative, on retourne au
processus P1, sinon on fait recours a` P3.
Algorithme 4 : Algorithme STATS-MADS de haut niveau
1 : Effectuer un MADS-RUN sur l’espace complet ;
2 : Fixer un pourcentage de variables les moins influentes (voir algorithme 5) ;
3 : Effectuer un MADS-RUN sur le sous-espace de variables importantes ;
4 : Tester si le processus en sous-espace est un succe`s. Si oui, aller a` 5, sinon aller a` 6 ;
5 : Relaˆcher les variables fixes et refaire un MADS-RUN sur l’espace complet, retourner
a` l’e´tape 2 ;
6 : Lancer un MADS-RESCUE et retourner a` l’e´tape 2.
L’algorithme 4 peut eˆtre repre´sente´ par la figure 5.2 faisant intervenir les crite`res d’arreˆt
de chacun des processus. En effet, les e´tapes 5 et 6 de cet algorithme sont des proces-
sus travaillant dans des espaces complets (P1 et P3 respectivement). La seule diffe´rence
figure au niveau des crite`res de terminaison que nous de´taillerons plus loin dans ce cha-
pitre.
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Algorithme 5 : Fixation des variables les moins influentes
1 : Charger la cache et re´cupe´rer les donne´es ;
2 : Calculer les indices de sensibilite´ de premier ordre de toutes les variables ;
3 : Trier les indices par ordre croissant ;
4 : Fixer le pourcentage de variables spe´cifie´ en conside´rant la partie entie`re plafond.
A` l’e´tape 4 de l’algorithme 5, le nombre de variables a` fixer est calcule´ a` partir d’un
pourcentage identifie´ par l’utilisateur et est arrondi a` l’entier qui lui est imme´diatement
supe´rieur ou e´gal. Les variables les moins infuentes sont fixe´es, tout au long de P2, a` la
valeur de la dernie`re solution obtenue et sont relaˆche´es au de´but du processus suivant.
Notations supple´mentaires
Passons maintenant aux de´tails plus techniques. De´finissons alors les parame`tres sui-
vants :
– npeval : est le nombre d’e´valuations  pre´vu  de f (identifie´ par l’utilisateur) pour un
MADS-RUN (les processus P1 et P2) ;
– nmaxeval : est le nombre maximum d’e´valuations de f pour un processus Pi, i ∈ {1, 2, 3}.
Il ve´rifie les ine´galite´s suivantes qui seront explique´es a` la sous-section Pseudo-code ;
nmaxeval ≤ npeval, pour P1 et P2. (5.2)
nmaxeval ≤M × τ j, j ∈ {0, 1, 2 . . .} , pour P3. (5.3)
Le compteur j est e´gal a` ze´ro la premie`re fois qu’on fonce vers P3 et s’incre´mente a`
chaque retour.
– ∆mc : est la taille du treillis courante obtenue au bout d’au plus n
max
eval e´valuations.
– ∆pc : est la taille de cadre courante obtenue au bout d’au plus n
max
eval e´valuations.
– ntoteval : est le nombre d’e´valutions global qui constitue le budget des e´valuations dont
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on dispose ;
– ncumuleval est le nombre d’e´valuations de tous les processus calcule´ d’une manie`re cumu-
lative. ntoteval en est une borne supe´rieure.
– x0 : est la solution initiale du proble`me. Pour des exemples acade´miques, celle-ci est
choisie arbitrairement et est fixe´e afin de faciliter la comparaison des algorithmes. En
industrie, elle est souvent produite par les inge´nieurs travaillant sur ces proble`mes ;
– xˆc : est la meilleure solution re´alisable courante ;
– xˆp : est la meilleure solution re´alisable du processus pre´ce´dent ;
– Le pourcentage de fixation sera simplement appele´ pourcentage.
Nous utilisons ces notations afin de de´crire le fonctionnement des processus a` l’algo-
rithme 6, qui repre´sente une imple´mentation non formelle de STATS-MADS. Certaines
conditions ge`rent le passage d’un processus a` un autre. Elles sont liste´es au paragraphe
suivant.
Crite`res d’arreˆt
Trois crite`res de terminaison interviennent dans le cas de STATS-MADS :
→ Crite`re 1 : Une limite sur le nombre total d’e´valuations de f (locale : nmaxeval et glo-
bale : ntoteval) ;
→ Crite`re 2 : Une tole´rance sur la taille du treillis : au bout d’un certain nombre
d’e´valuations, la taille du treillis devient plus petite que la pre´cision de NOMAD ;
→ Crite`re 3 : Un nombre maximum ne d’ite´rations e´choue´es (fixe´ par l’utilisateur).
Tous les processus peuvent eˆtre interrompus par les deux premiers crite`res. Cependant,
seulement les processus P2 et P3 le sont pour le troisie`me, tel que le montre la figure 5.2.
Le processus P2 est qualifie´ de succe`s (voir figure 5.2), s’il n’a pas e´te´ suspendu par un
des crite`res 2 ou 3, autrement dit, si exactement nmaxeval e´valuations sont accomplies, ou si
la meilleure solution re´alisable courante xˆc obtenue est diffe´rente de celle du processus
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pre´ce´dent xˆp.
MADS-RUN (P1)
Crite`res d’arreˆt : 1 et 2
R
et
ou
r
Fixation de variables (P2)
Crite`res d’arreˆt : 1, 2 et 3
Succe`s
R
et
ou
r
MADS-RESCUE (P3)
Crite`res d’arreˆt : 1, 2 et 3
Non
Oui
1
Figure 5.2 Organigramme repre´sentant le fonctionnement ge´ne´ral de STATS-MADS
5.3.1 Pseudo-code
L’algorithme 6 suivant de´crit le pseudo-code de STATS-MADS.
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Algorithme 6 : Pseudo-code du programme principal
Entre´es : cache initiale obtenue a` partir d’un MADS-RUN sur le proble`me entre´ par l’utilisateur, ∆mc ,∆pc .
Sorties : selon les spe´cifications de l’utilisateur.
Initialisation : x0 ← xˆc;
∆m0 ← ∆mc ; ∆p0 ← ∆pc ;
ncumuleval ← taille courante de la cache ; fixation← vrai;
rescue← faux ; i← 0;
De´but d’un processus;
tant que (ncumuleval < ntoteval) faire
si rescue=faux alors
nmaxeval = min
{
ntoteval − ncumuleval , npeval
}
;
si fixation = vrai alors
Appeler la fonction qui fixe le pourcentage pre´cise´ de variables ;
sinon
Relaˆcher toutes les variables ;
fin
Fixer le nombre d’e´checs conse´cutifs ;
sinon
nmaxeval = min
{
ntoteval − ncumuleval ,M × τi
}
;
Fixer le nombre d’e´checs conse´cutifs;
i← i+ 1 ;
rescue← faux ;
fin
MADS-RUN ;
si fixation = faux alors
∆m0 ← ∆mc ;
∆p0 ← ∆pc ;
fin
si ((fixation = vrai) et (taille courante de la cache < nmaxeval ou xˆc = xˆp)) alors
rescue← vrai ;
fin
fixation←!fixation
Mise a` jour du nombre d’e´valuations total et du point initial;
x0 ← xˆc ; ncumuleval ← ncumuleval + taille courante de la cache;
fin
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Explication du pseudo-code
L’utilisateur doit au pre´alable de´finir sa boıˆte noire avant que l’algorithme 6 ne soit
exe´cute´. On entend par de´finition de la boıˆte noire la de´claration de la fonction objec-
tif, des contraintes, du point initial, etc. La proce´dure de´taille´e est de´crite dans le guide
d’utilisateur de NOMAD (Le Digabel, 2009) a` sa quatrie`me section.
Tous les parame`tres de la boıˆte noire sont ressaisis par la suite d’une manie`re indirecte,
e´tant donne´ la non accessibilite´, au niveau du code source, a` celle-ci. Par la suite, un
MADS-RUN permettra d’obtenir la premie`re cache a` partir de laquelle une analyse de
sensibilite´ sera effectue´e (la fonction qui fixe les variables est ainsi appele´e).
La variable ncumuleval est mise a` jour a` chaque fois qu’un processus est exe´cute´. Pour ce
faire, on lui assigne la taille de la cache courante (taille courante de la cache) a` l’e´tape
de l’initialisation ainsi qu’a` la fin de chaque processus. Les variables fixation et rescue
sont boole´ennes. La valeur logique  vrai  est affecte´e a` fixation a` l’initialisation
afin d’activer le processus P2. Cependant P3 n’est de´clenche´ que lorsque rescue rec¸oit
 vrai (c’est l’e´tat de stagnation dont les conditions ont e´te´ explique´es plus toˆt). La res-
saisie de xˆc est ne´cessaire a` la fin de chacun des processus, car c’est le centre du cadre
du processus suivant (le nouveau x0). Par contre, celle de la taille du cadre et du treillis
n’est faite que pour les espaces complets (a` la fin de P1 et P3), comme suit :
A` l’e´tape 1 de l’algorithme 4, les parame`tres ∆m0 et ∆
p
0 sont les valeurs par de´faut de NO-
MAD. Ensuite, aux e´tapes 3, 5 et 6, les valeurs initiales de ces parame`tres sont choisies
comme e´tant e´gales a` leurs valeurs finales obtenues a` la conclusion du dernier processus
ayant travaille´ sur l’espace complet.
Avant de lancer NOMAD avec un processus donne´, il est crucial de ve´rifier si on ne
de´passe ntoteval e´valuations. Pour cela n
max
eval est ajuste´ en fonction de n
cumul
eval et n
p
eval pour
P1 et P2 et ncumuleval etM×τ j pour P3 (voir algorithme 6). C’est ce qui explique les condi-
tions (5.2) et (5.3).
Ayant de´fini sa boıˆte noire, l’utilisateur peut appeler l’algorithme STATS-MADS directe-
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ment en spe´cifiant les parame`tres ci-dessous :
STATS-MADS (npeval, pourcentage, n
tot
eval, M , τ , ne).
Note : Pour des fins de simplification, npeval est le meˆme pour les processus P1 et P2 (P3
est caracte´rise´ par M et τ ).
5.4 Analyse de la convergence de STATS-MADS
Tout comme dans les analyses de convergence de MADS, on examine le comportement
lorsque le compteur d’ite´rations k tend vers l’infini. On suppose qu’il n’y ait pas de
crite`re d’arreˆt global (ntoteval) et que STATS-MADS est lance´ sur un ensemble fini de sous-
espaces de dimensions |Jq|, q ∈ {1, 2, . . . , p}, ou` Jq ⊂ I = {1, 2, .., n}, alors si P2 est
un succe`s, l’optimisation se fait dans un sous-espace jusqu’a` ce qu’elle soit interrompue
par le crite`re 1 (nmaxeval = n
p
eval). Dans le cas contraire, elle le sera par les crite`res 2 ou
3 (ne). La gestion de la taille du treillis assure que le programme ne s’ache`ve pas dans
un sous-espace (ou` il peut exister une direction au point limite pour laquelle la de´rive´e
de Clarke est ne´gative). L’optimisation dans l’espace de n variables (P1 et P3) est alors
incontournable. Par conse´quent, on est ramene´ a` l’algorithme MADS (Audet et Dennis,
Jr., 2006) classique duquel on he´rite les principaux re´sultats de convergence.
5.5 Extensions de STATS-MADS
Nous proposons des variantes du STATS-MADS basique (algorithme 4) dont le but est
de diversifier les techniques et d’identifier, plus tard, la meilleure strate´gie.
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Un STATS-MADS non ite´ratif
STATS-MADS est un algorithme ite´ratif qui passe d’un espace a` un sous-espace. Dans le
cas d’un STATS-MADS non ite´ratif, la fixation de variables ne se fait qu’une seule fois
(un seul P2). Le processus P3 est alors absent. L’algorithme passe de P1 a` P2 et revient a`
P1 jusqu’a` ce qu’un crite`re de terminaison soit de´clenche´.
Un STATS-MADS homoge`ne
Dans le cas d’un STATS-MADS homoge`ne, les sous-espaces de variables sont identiques.
Tous les processus sont pre´sents. L’algorithme 5 n’est appele´ qu’une seule fois dans
l’algorithme 4. On suppose, pour cette strate´gie, qu’il existe un seul groupe de variables
importantes a` travers lequel on lance plusieurs processus P2 optimisants.
Me´thode des indices totaux
Cette me´thode consiste a` effectuer une modification au calcul des indices de sensibilite´.
Nous utilisons les indices de sensibilite´ totaux afin de trier les variables. Ceux-ci sont
approxime´s en faisant la somme de l’indice d’ordre un et tous les indices d’ordre deux
relatifs a` la variable concerne´e (chapitre 4). L’algorithme 4 demeure intact . Le seul
changement se situe au niveau de l’e´tape 2 de l’algorithme 5, puisque la formule du
calcul des indices englobe dore´navant les indices d’ordre supe´rieur.
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Me´thode de la frontie`re
Il s’agit d’un STATS-MADS basique avec une strate´gie de fixation de variables diffe´rente.
En effet, nous ne nous contentons pas du tri croissant des indices de sensibilite´ d’ordre
un. Nous proce´dons par une ve´rification qui concerne les variables qui se situent de part
et d’autre de la frontie`re entre les variables a` fixer et les variables qui ne le seront pas.
Le nombre de celles-ci n’est pas constant, vu que le pourcentage de fixation est a` pre´sent
variable.
L’algorithme 5 devient :
Algorithme 7 : Fixation des variables selon la me´thode de la frontie`re
1 : Charger la cache et re´cupe´rer les donne´es ;
2 : Calculer les indices de sensibilite´ de premier ordre de toutes les variables ;
3 : Trier les indices par ordre croissant ;
4 : De´terminer le nombre 2α de variables pour lesquels on calculera les indices totaux :
α = dmin{n1,n2}
4
e, ou` n1 est le nombre de variables a` fixer et n2 = n− n1 ;
5 : Fixer les n1 − α variables correspondant aux plus faibles valeurs du tri de l’e´tape 4 ;
6 : Trier de nouveau les indices calcule´s a` l’e´tape 4 et en fixer la moitie´.
Exemple : Si n = 10 et pourcentage = 30, alors n1 = 3 et α = 1.
A` l’e´tape 5, on fixe n1−α = 2 variables. A` l’e´tape 6, on trie deux variables et on fixe la
plus petite.
Pour clore ce chapitre, notons que nous testons l’ensemble des strate´gies pre´sente´es au
cours du chapitre suivant. Les re´sultats des tests pourront trancher quant a` l’efficacite´ du
STATS-MADS basique ainsi que ses extensions.
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CHAPITRE 6
TESTS ET RE´SULTATS NUME´RIQUES
Ce chapitre vise a` pre´senter l’ensemble des re´sultats de notre recherche. D’abord, nous
appliquons notre algorithme sur un ensemble de proble`mes tests issus de la litte´rature
afin de pouvoir tirer des recommandations. Ensuite, nous exposons les re´sultats des
diffe´rentes extensions de STATS-MADS rencontre´es au chapitre 5. Enfin, nous testons
notre me´thode sur un proble`me test re´pute´ difficile, ayant les caracte´ristiques d’une boıˆte
noire. Nous adoptons toutes les notations du chapitre pre´ce´dent. L’algorithme STATS-
MADS basique sera de´signe´ par STATS-MADS.
6.1 Profils de performance
Afin de comparer les diffe´rents algorithmes (MADS, GPS et STATS-MADS), nous nous
servons de l’outil pre´sente´ dans (Dolan et More´, 2002). Un profil de performance y
est de´fini comme e´tant une fonction cumulative d’une performance me´trique permettant
d’e´valuer le record d’un algorithme.
On conside`re un ensemble de proble`mes tests P de cardinal np et un ensemble d’algo-
rithmes A. La performance de l’algorithme a ∈ A est e´value´e, dans notre cas, en fonc-
tion de la valeur de la fonction objectif f ∗a obtenue au bout d’un total de n
tot
eval e´valuations.
Cette valeur est conside´re´e comme la valeur optimale produite par l’algorithme a.
Pour p ∈ P donne´, on pose f ∗p,a, la meilleure des valeurs de la fonction objectif des
algorithmes compare´s.
f ∗p,a = min
a∈A
f ∗a .
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La valeur f ∗p,a peut eˆtre positive ou ne´gative de´pendamment du proble`me en question.
On caracte´rise le succe`s ou l’e´chec de a ∈ A par la fonction de score rp,a ci-dessous :
rp,a =
 1 si f ∗a ≤ f ∗p,a + α|f ∗p,a|,0 sinon.
ou` α est un scalaire positif.
La performance ρ d’un algorithme a est alors de´finie par :
ρa(α) =
1
np
∑
p∈P
rp,a.
ρa : R+ 7−→ [0, 100] est une fonction non de´croissante dont la valeur a` l’origine
repre´sente le pourcentage qu’un algorithme a l’emporte sur tous les autres algorithmes
pour l’ensemble des proble`mes teste´s et dont la valeur en α > 0 permet de quantifier
l’e´cart relatif a` la valeur optimale f ∗p,a.
6.2 Tests exploratoires
Nous proce´dons par des tests exploratoires, e´tant donne´ que nous ne disposons d’aucune
information, a priori, sur l’efficacite´ de l’approche statistique. Aucun plan de tests n’est
donc e´tabli.
Dans cette section, nous nous inte´ressons a` un ensemble diversifie´ de proble`mes (lisses
ou non, contraints ou non, borne´s ou non) dont la taille varie entre 10 et 500. Ces
proble`mes proviennent de (Luksˇan et Vlcˇek, 2000), (Gould et al., 2003), (Audet et al.,
2008c) et (Audet et Dennis, Jr., 2009). Leurs caracte´ristiques sont recense´es dans (Conn
et Le Digabel, 2011). Tous les points de de´part sont donne´s. Notons que certains proble`-
mes sont de taille ajustable.
La premie`re gamme de tests comporte un total de 76 proble`mes re´partis comme suit :
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– 13 de dimension n = 10 ;
– 11 de dimension n = 20 ;
– 14 de dimension n = 50 ;
– 14 de dimension n = 100 ;
– 24 de dimension n = 250 et n = 500.
Sauf indication contraire, tous les tests ont e´te´ lance´s avec les parame`tres suivants :
ntoteval = 100n, n
p
eval = 10n, ne = 3, M = 1000 et τ = 4.
Nous accordons plus de flexibilite´ au parame`tre pourcentage en faisant varier celui-
ci entre 10 et 90, avec un e´cart de 10. Par souci de clarte´, nous ne pre´sentons que les
pourcentages 10, 50 et 90. De ce fait, il nous sera possible de visualiser le comportement
de STATS-MADS losqu’on fixe les valeurs extreˆmes des pourcentages ainsi que leur
me´diane . Les profils de performance obtenus sont donne´s par les figures 6.1, 6.2, 6.3,
6.4 et 6.5.
Figure 6.1 Profils de performance dans le cas ou` n = 10 (base´s sur 13 proble`mes)
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Figure 6.2 Profils de performance dans le cas ou` n = 20 (base´s sur 11 proble`mes)
Figure 6.3 Profils de performance dans le cas ou` n = 50 (base´s sur 14 proble`mes)
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Figure 6.4 Profils de performance dans le cas ou` n = 100 (base´s sur 14 proble`mes)
Figure 6.5 Profils de performance dans le cas ou` n = 250 et n = 500 (base´s sur 24
proble`mes)
A` la figure 6.1, l’algorithme GPS surpasse le´ge`rements les autres algorithmes. 38.46%
des proble`mes ont une valeur e´gale a` f ∗p,a. STATS-MADS(10%) et STATS-MADS(90%)
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viennent en deuxie`me et troisie`me position respectivement avec 30.77% et 23.08%.
Une diffe´rence plus marque´e apparaıˆt en augmentant la taille n des proble`mes. En effet,
a` la figure 6.2, c’est STATSMADS (50%) qui de´tient le meilleur pourcentage (63.64%)
suivi par GPS (27.27%) et MADS.
A` la figure 6.3, les trois algorithmes STATSMADS (50%), STATSMADS (10%) et STATS-
MADS (90%) occupent les trois premiers rangs. MADS donne le meˆme re´sultat que
STATSMADS (90%) .
Les figures 6.3 et 6.5 de´crivent une meilleure performance de STATSMADS (90%) avec
un taux de succe`s respectivement de 50% et 83.33% et un plafonnement a` une valeur
λ < 2.
Afin de diversifier les re´sultats, nous reprenons l’ensemble des tests avec une strate´gie
de recherche par hypercube latin (Tang, 1993) non opportuniste avec les parame`tres
p1 = 100n et pi = 0, ou` p1 est le nombre initial de points d’essai ge´ne´re´s a` la premie`re
ite´ration et pi est le nombre de points ge´ne´re´s pour les ite´rations i ≥ 2. Nous obtenons
des re´sultats similaires a` ceux de MADS par de´faut dont ceux de dimension n ≥ 100
sont illustre´s par les figures 6.6 et 6.7.
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Figure 6.6 Profils de performance dans le cas ou` n = 100 (base´s sur 13 proble`mes), en
utilisant une strate´gie de recherche par hypercube latin
Figure 6.7 Profils de performance dans le cas ou` n = 250 et n = 500 (base´s sur 24
proble`mes), en utilisant une strate´gie de recherche par hypercube latin
70
Premie`res observations
Les premiers tests montrent une pre´ponde´rance des re´sultats des proble`mes de grande
dimension, en particulier ceux de dimension n ≥ 250 avec un pourcentage e´leve´ de va-
riables fixes (90%). La figure 6.8 met en comparaison tous les pourcentages de fixation.
Elle justifie bien le choix du pourcentage le plus grand (90%) pour les prochains tests.
Figure 6.8 Profils de performance illustrants l’importance du choix du pourcentage de
fixation pour les proble`mes de dimension n ≥ 250 (24 proble`mes)
L’approche paraıˆt donc prometteuse pour les proble`mes de grande taille pour lesquels
on fixe 90% des variables. Par conse´quent, il serait avantageux de focaliser notre inte´reˆt
futur sur ce genre de proble`mes.
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6.3 Cas de proble`mes de dimension n ≥ 250
Nous exe´cutons l’algorithme STATSMADS sur un ensemble de 12 proble`mes tests, en fai-
sant varier le nombre de variables entre 250 et 500 avec un pas de 50 et un pourcentage
de fixation de 90, pour chaque proble`me. Nous obtenons ainsi 72 instances.
Par la suite, nous comparons, pour chaque instance, les valeurs optimales des fonc-
tions objectifs f ∗ obtenues, au bout de 100n e´valuations, de MADS, GPS et STATS-
MADS, afin que nous puissions e´valuer la performance de ce dernier. Les tableaux 6.1
et 6.2 contiennent les valeurs de f ∗ de ces trois algorithmes. La figure 6.9 illustre une
pre´dominance de STATS-MADS avec un taux de succe`s supe´rieur a` 80%.
Figure 6.9 Profils de performance dans le cas ou` 250 ≤ n ≤ 500 pour un ensemble de
72 proble`mes
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Tableau 6.1 Valeurs de f ∗ des trois algorithmes pour 250 ≤ n ≤ 500
Instances f∗STATS−MADS f
∗
MADS f
∗
GPS
250 -0.19936809634 -0.25493364 -0.0902993563
300 -0.2307452576 -0.1446767202 -0.03622130354
BROWNAL (Gould et al., 2003) 350 -0.1103741744 -0.1713176654 -0.08238105208
400 -0.1162654853 -0.06964743625 -0.03207357373
450 -0.201875977 -0.1848964899 -0.07618140015
500 -0.2213701537 -0.2112503316 -0.0734738041
250 -40.60107422 -25 -15.46875
300 -41.44921875 -23 -15.46875
DISK (Audet et Dennis, Jr., 2009) 350 -45.23608398 -24.75 -15.46875
400 -46.59765625 -22.25 -15.46875
450 -47.71875 -25 -15.46875
500 -48.3125 -22.5 -15.46875
250 3.267577877 35.40279223 179.9226579
300 14.5199942 26.35565427 291.5228721
L1HILB (Luksˇan et Vlcˇek, 2000) 350 8.385443251 42.09084886 280.2502033
400 4.801882716 9.129353313 292.3849055
450 4.922063162 31.44026852 398.9932892
500 19.19563522 51.65515457 406.6776583
250 0.3916285213 0.6677316341 1.049903488
300 0.02628767687 0.3269626037 1.049542869
MXHILB (Luksˇan et Vlcˇek, 2000) 350 0.1609717999 0.1104218969 1.045602413
400 0.1442806643 0.4665952251 1.045602413
450 0.05815580861 0.3369307988 1.044279711
500 0.6171264908 0.7641535173 1.044279711
250 20036.82686 27020 27020
300 28753.31755 40090 40090
TRIDIA (Gould et al., 2003) 350 39713.16614 55245 55490
400 53334.99353 73107.5 73390
450 68659.40625 93470 93790
500 86456.10938 116690 116690
250 -0.1993680963 -0.25493364 -0.0902993563
300 -0.2307452576 -0.2308798643 -0.08608107767
G2 (Audet et al., 2008c) 350 -0.1103741744 -0.1713176654 -0.08238105208
400 -0.1162654853 -0.1861061239 -0.07887860951
450 -0.201875977 -0.1848964899 -0.07618140015
500 -0.2213701537 -0.2112503316 -0.0734738041
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Tableau 6.2 Valeurs de f ∗ des trois algorithmes pour 250 ≤ n ≤ 500
Instances f∗Stats−Mads f
∗
Mads f
∗
Gps
250 4.473253553e+12 2.710362038e+13 2.710362038e+13
300 1.412192327e+13 8.116802254e+13 8.116802254e+13
350 2.60770444e+13 2.049837836e+14 2.049837836e+14
PENALTY1 (Gould et al., 2003) 400 4.541033039e+13 4.569066885e+14 4.569066885e+14
450 1.053690702e+14 9.264901525e+14 9.264901525e+14
500 1.761233361e+14 1.743373614e+15 1.743373614e+15
250 6.901666504e+17 9.446161685e+17 7.364529608e+17
300 9.6129904e+21 1.043471597e+22 2.281953086e+22
PENALTY2 (Gould et al., 2003) 350 3.488646225e+26 4.582948854e+26 5.035068934e+26
400 4.101084456e+30 1.10904776e+31 1.10904776e+31
450 1.962295841e+35 2.442840255e+35 2.442840255e+35
500 5.380713729e+39 5.380713732e+39 5.380713732e+39
250 4709.022736 8671 8671
300 5795.649361 11226 11346
POWELLSG (Gould et al., 2003) 350 6732.021459 13686 13806
400 7815.960503 16361 16481
450 8679.669678 18821 18941
500 11763.25 21616 21616
250 68.71318309 1627 1627
300 212.3480566 2093 2093
SROSENBER (Gould et al., 2003) 350 895.3375 2559 2559
400 554.6213281 3044 3044
450 681.3408203 3510 3510
500 1536.1425 3995 3995
250 279349251 271826933.6 416172313.7
300 262187878 268078344.3 875516350.3
VARDIM (Gould et al., 2003) 350 4538393945 4528031116 1587463555
400 4216304234 4206089786 2805595827
450 4481006087 4488557510 4510159695
500 4168725343 4023653988 6801558858
250 875267.9686 994535 978611.8
300 825991.7653 1228107.8 1223013.4
WOODS (Gould et al., 2003) 350 1342458.848 1469240.6 1443128.6
400 1520770 1706763 1692624.6
450 1720014.8 1943946.2 1917834.2
500 1944169.8 2162820.2 2162235.8
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6.4 Extensions de STATS-MADS : re´sultats
Dans cette section, nous exposons les re´sultats des variantes de STATS-MADS que nous
avons rencontre´ au chapitre 5.
STATS-MADS non ite´ratif et STATS-MADS homoge`ne
Les re´sultats de STATS-MADS non ite´ratif et de STATS-MADS homoge`ne sont fonde´s
sur l’ensemble des 72 proble`mes (tableaux 6.1 et 6.2).
Figure 6.10 Comparaison de STATS-MADS non ite´ratif et STATS-MADS basique, base´e
sur 72 proble`mes
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Figure 6.11 Comparaison de STATS-MADS homoge`ne et STATS-MADS basique, base´e
sur 72 proble`mes
Les profils de performance repre´sente´s par les figures 6.10 et 6.11 montrent que l’algo-
rithme STATS-MADS est beaucoup plus performant que STATS-MADS homoge`ne (ou` on
fixe toujours les meˆmes variables) et STATS-MADS non ite´ratif (ou` on passe une seule
fois a` un sous-espace). Dans 90% des cas, il re´ussit a` atteindre la valeur optimale f ∗.
Ces approches ne semblent donc pas eˆtre rentables en termes d’optimisation du nombre
d’e´valuations.
Me´thodes de la frontie`re et des indices totaux
Nous testons les me´thodes de la frontie`re et des indices totaux pour les proble`mes de
petite dimension : n = 10 et n = 20, car ces deux approches sont tre`s gourmandes
en temps de calcul pour n > 20. Nous obtenons les figures 6.12, 6.13, 6.14 et 6.15.
Nous souhaitons comparer la figure 6.1 aux figures 6.12 et 6.14 et la figure 6.2 a` 6.13
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et 6.15 (ayant les meˆmes dimensions et base´s sur le meˆme nombre de proble`mes). Pour
n = 10, la me´thode des indices totaux favorise la fixation de 50% de variables et met
GPS en deuxie`me rang, alors qu’elle garde STATS-MADS (90%) en troisie`me rang. Il
est clair que le classement des variables n’est pas le meˆme que STATS-MADS, mais le
pourcentage de succe`s n’est toujours pas satisfaisant (infe´rieur a` 50%). Pour n = 20, on
obtient exactement le meˆme classement d’algorithmes. Cependant, STATS-MADS (50%)
obtient un taux de succe`s infe´rieur a` 63.64% de la figure 6.2.
Figure 6.12 Profils de performance pour n = 10 en utilisant la me´thode des indices
totaux
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Figure 6.13 Profils de performance pour n = 20 en utilisant la me´thode des indices
totaux
Pour n = 10 (figure 6.14), la me´thode de la frontie`re met en premier rang l’algorithme
STATS-MADS (50%) avec un pourcentage de succe`s faible (38.46%), a` e´galite´ avec GPS
et permute le classement de STATS-MADS (10%) et STATS-MADS (50%). Pour n = 20
(figure 6.15), le classement est le meˆme pour les deux premie`res positions. Tout comme
la me´thode des indices totaux, nous percevons que STATS-MADS (50%) obtient un pour-
centage infe´rieur (45.45%) a` celui obtenu avec STATS-MADS basique (63.64%).
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Figure 6.14 Profils de performance pour n = 10 en utilisant la me´thode de la frontie`re
Figure 6.15 Profils de performance pour n = 20 en utilisant la me´thode de la frontie`re
Il convient de ce qui pre´ce`de qu’on ne peut rien conclure par rapport aux deux me´thodes
pre´ce´dentes (une ame´lioration pour n = 10 en contre partie d’une de´te´rioration pour
n = 20). Le gain est a` peine perceptible en petite dimension. Le temps de calcul devient
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e´norme si on passe a` des dimensions plus importantes. Notons qu’une le´ge`re pre´fe´rence
est accorde´e a` la me´thode de la frontie`re, e´tant donne´ que le calcul des indices totaux est
limite´ a` un certain nombre de variables.
6.5 Autres re´sultats
Nous effectuons d’autres tests sur l’ensemble des 72 proble`mes de dimension 250 ≤
n ≤ 500 avec STATS-MADS. Nous rapportons les observations suivantes.
Comparaison avec une me´thode ale´atoire
Nous comparons STATS-MADS avec une me´thode pour laquelle on fixe ale´atoirement
les variables dans les sous-espaces, comme dans PSD-MADS (Audet et al., 2008c). Mise
a` part la technique de fixation, cette me´thode est identique a` STATS-MADS. Afin de ne
pas fixer les meˆmes variables, une graine ale´atoire initialisant un ge´ne´rateur de nombres
pseudo-ale´atoires est utilise´e. La figure 6.16 re´ve`le l’utilite´ de l’approche statistique a`
de´terminer les variables susceptibles d’acce´le´rer le processus d’optimisation.
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Figure 6.16 Profils de performance dans le cas ou` 250 ≤ n ≤ 500 pour un ensemble de
72 proble`mes avec la me´thode ale´atoire
Retour sur MADS-RESCUE
Nous avons remarque´, en phase de tests, que le recours au processus de secours MADS-
RESCUE est beaucoup moins fre´quent en grande dimension. Nous avons alors relance´
les tests en exculant le MADS-RESCUE. Rappelons qu’il s’agit du processus note´ P3.
L’alternance est alors limite´e a` P1 et P2. La figure 6.17 illustre ce comportement. Les
re´sultats montrent que 66.67% de proble`mes passent sans MADS-RESCUE en compa-
raison avec 61.11% . Les valeurs sont assez proches. 22.22% des proble`mes donnent
exactement le meˆme re´sultat avec les deux strate´gies. Il pourrait eˆtre alors judicieux de
pre´coniser l’e´limination de ce processus en grande dimension (n ≥ 250). Cela peut eˆtre
aussi inte´ressant du point de vue optimisation de parame`tres, ou` il y aura deux parame`tres
de moins (M et τ ) a` de´finir.
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Figure 6.17 Comparaison entre STATS-MADS basique et STATS-MADS sans MADS-
RESCUE
6.6 MOPTA08
Le proble`me test MOPTA08 ((Jones, 2008), (Anjos, 2009)) est un proble`me d’optimisa-
tion tre`s complexe construit a` partir d’un proble`me re´el de General Motors qui consiste
a` la minimisation de la masse d’un ve´hicule motorise´ sujette a` des contraintes de perfor-
mance. Il comporte n = 124 variables et 68 contraintes d’ine´galite´ et a comme principal
but la re´duction de la fonction objectif en dessous de 228, a` partir d’une valeur initiale
e´gale a` environ 251 en un nombre d’e´valuations infe´rieur a` 1800 ce qui correspond a` peu
pre`s a` 15 fois le nombre de variables. Cette re´duction permettra d’optimiser le temps des
simulations (une simulation prend approximativement 20 minutes). Afin d’atteindre cet
objectif, plusieurs me´thodes ont e´te´ utilise´es. Celles-ci sont recense´es et compare´es dans
(Langoue¨t, 2011) et (Regis, 2011). Une recherche plus re´cente sur ce sujet est e´voque´e
dans (Regis et Shoemaker, 2012).
L’algorithme MADS est loin d’aboutir a` cet objectif. En effet, au bout de 1860 e´valuations,
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on obtient une valeur de fonction objectif aux alentours de 242 (dans les conditions stan-
dards). Le but de notre travail n’est pas de s’acharner a` re´soudre ce proble`me particulier,
mais de mesurer l’impact de STATS-MADS par rapport a` MADS.
Bien qu’il ne soit pas pertinent d’e´tudier ce proble`me de point de vue industriel, nous
en exploitons les caracte´ristiques (complexite´, nombre de variables, etc.) afin de tester
l’algorithme STATS-MADS, conc¸u pour ce genre de proble`mes. Nous nous limitons a`
la comparaison de ce dernier avec MADS et GPS, tel e´tait le cas des proble`mes tests
pre´ce´dents. Les parame`tres de STATS-MADS ci-dessous ont e´te´ de´termine´s en fonction
des tests :
– npeval = 20n pour P1, n
p
eval = 10n pour P2 ;
– ntoteval = 100n ;
– M = 1000 ;
– τ = 4 ;
– ne = 1 ;
– pourcentage = 90 : le choix de ce parame`tre est base´ sur les recommandations
pre´ce´dentes.
Les profils de performance obtenus sont donne´s par les figures 6.18 et 6.19. Pour la
premie`re, le crite`re d’arreˆt est un budget sur le nombre d’e´valuations e´gal a` 100n. Pour
la deuxie`me, on lance chaque algorithme sur un nombre inde´termine´ d’e´valuations, alors
celui-ci s’arreˆte lorsque la taille du treillis devient plus petite que la pre´cision de NO-
MAD. C’est ce qui explique que les trois algorithmes ne s’ache`vent pas au bout du
meˆme nombre d’e´valuations.
Les deux figures montrent, qu’avec les parame`tres choisis, la descente locale est le´ge`-
rement plus rapide dans le cas de STATS-MADS que MADS et GPS. Le gain en nombre
d’e´valuations, aussi petit soit-il, se traduit dans le milieu industriel par des gains de temps
importants, e´tant donne´ le couˆt des simulations.
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Figure 6.18 Profils de performance pour MOPTA08 : le crite`re d’arreˆt est 100n
e´valuations
Figure 6.19 Profils de performance pour MOPTA08 : aucun crite`re d’arreˆt n’est donne´
Le chapitre suivant sera synthe´tique. Nous y discuterons les re´sultats obtenus. Nous y
de´criverons e´galement les limites et les perspectives de recherche possibles de notre
algorithme.
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CHAPITRE 7
CONCLUSION
7.1 Synthe`se des travaux
Un algorithme appele´ STATS-MADS a e´te´ de´veloppe´ et imple´mente´ en C++ sous NO-
MAD dont les principales finalite´s sont la re´duction du nombre d’appels aux boıˆtes
noires, des dispositifs a` e´valuations couˆteuses et la gestion des proble`mes de grande
dimension. Afin d’accomplir cette taˆche, plusieurs e´tapes ont e´te´ effectue´es. D’abord,
une me´thode qui de´rive de l’AS a e´te´ adopte´e en fonction des spe´cifications du pro-
jet, permettant l’estimation des indices de sensibilite´ d’ordre un base´ sur une e´galite´ de
l’ANOVA a` un facteur et ceux d’ordre deux base´ sur l’ANOVA factorielle. L’approxi-
mation des indices totaux a e´te´ alors possible en fonction des estimations pre´ce´dentes.
Ensuite, la structure ge´ne´rale de l’algorithme a e´te´ e´tablie et ses diffe´rents ingre´dients
ont e´te´ de´finis. L’algorithme STATS-MADS re´sultant est une technique optimisant en al-
ternance dans des sous-espaces distincts de variables et l’espace complet. Le passage
d’un espace a` un sous espace se fait au moyen d’une strate´gie de fixation de variables les
moins influentes identifie´es par l’AS. STATS-MADS est guide´ par trois processus dont
deux correspondent a` l’algorithme MADS classique duquel il he´rite les proprie´te´s de
convergence. Des variantes de STATS-MADS ont e´galement e´te´ propose´es. Enfin, l’algo-
rithme ainsi que ses extensions ont e´te´ teste´s sur un ensemble de proble`mes nume´riques
issus de la litte´rature et compare´s a` MADS et GPS.
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7.2 Discussion ge´ne´rale
Nous avons propose´ une manie`re de concevoir STATS-MADS et nous en avons teste´ di-
verses extensions. Nous sommes arrive´s a` la conclusion que STATS-MADS basique n’in-
flue pas le temps de calcul et est le plus performant et le plus apte a` atteindre notre ob-
jectif principal. En outre, l’accomplissement de celui-ci est mieux distingue´ de celui de
MADS au fur et a` mesure que la taille du proble`me augmente. Notre me´thode s’est ave´re´e
plus efficace pour traiter les proble`mes de grande dimension, plus pre´cise´ment ceux dont
la dimension est supe´rieure ou e´gale a` 250. Ceci est favorable pour les proble`mes indus-
triels pour lesquels l’explosion dimensionnelle empeˆche l’utilisation de certains logiciels
d’optimisation.
Nous ne pouvons trancher sur l’efficacite´ de notre me´thode pour les plus faibles dimen-
sions, e´tant donne´ que nous avons porte´ nos jugements sur la base d’un nombre insuffi-
sant de proble`mes teste´s.
La limitation principale de STATS-MADS est sa sensibilite´ au choix des parame`tres.
Nous recommandons au lecteur inte´resse´ l’usage des parame`tres de´finis a` la phase des
tests.
7.3 Perspectives de recherche
Deux perspectives de recherche peuvent eˆtre envisage´es. D’une part, d’apre`s (Audet et
Orban, 2006) et (Audet et al., 2010a) et (Dang, 2012), il est possible d’optimiser les
parame`tres d’un algorithme conc¸u a` re´soudre des proble`mes d’optimisation. En effet,
le choix de nos parame`tres n’a e´te´ fonde´ que sur les proble`mes tests. Il est certain que
l’utilisation d’une strate´gie algorithmique serait plus prometteuse.
D’autre part, il serait avantageux d’inte´ger notre me´thode statistique dans PSD-MADS
(Audet et al., 2008c), ou` on cherche a` re´soudre des proble`mes de grande dimension en
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lanc¸ant des processus paralle`les contenant des sous-ensembles de variables. Pour chaque
processus, le choix des variables a` fixer est ale´atoire. Nous avons pu constater, lors des
tests, l’inte´reˆt de l’approche statistique par rapport a` l’approche ale´atoire.
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ANNEXE I
COMPLE´MENTS AU CHAPITRE 2
De´finition I.1. Une fonction f est dite Lipschitz en un point t s’il existe un scalaire K tel que
pour tout y suffisamment proche de t :
|f(t)− f(y)| ≤ K‖t− y‖.
De´finition I.2. Une sous-suite d’optima locaux {xk}k∈K du treillis est dite raffinante si
{
∆pk
}
k∈K
tend vers 0.
De´finition I.3. Si f est Lipschitz pre`s de xˆ ∈ Rn, alors la de´rive´e ge´ne´ralise´e de Clarke en xˆ
dans la direction d ∈ Rn est :
f
◦
(xˆ, d) = lim
y→xˆ,t↓0
sup
f(y + td)− f(y)
t
.
De´finition I.4. Un vecteur v ∈ Rn est dit hypertangeant au domaine Ω ⊂ Rn au point x ∈ Ω,
s’il existe un scalaire  > 0 tel que : y + tw ∈ Ω, ∀y ∈ Ω ∪ B(v), ∀w ∈ B(v) et ∀0 < t < ,
ou` : B(x) est la boule de rayon  centre´e en x. L’ensemble THΩ (x) des vecteurs tangents est
appele´ coˆne hypertangent en x.
De´finition I.5. Un vecteur v ∈ Rn est dit Clarke-tangeant au domaine ferme´ Ω ⊂ Rn au
point x ∈ Ω, si pour toute se´quence {yk} ∈ Ω convergeant vers x et si pour toute se´quence
{tk} > 0 ∈ R convergeant vers 0, il existe une se´quence de vecteurs {wk} convergeant vers v
telle que yk + tkwk ∈ Ω. L’ensemble TClΩ (x) des vecteurs Clarke-tangeants est appele´ coˆne de
Clarke en x.
De´finition I.6. Un vecteur v ∈ Rn est dit contigent au domaine ferme´ Ω ⊂ Rn au point x ∈ Ω,
s’il existe une se´quence {yk} ∈ Ω convergeant vers x et s’il existe une se´quence {λk} > 0 ∈ R
telle que v = lim
k
λk(yk − x). L’ensemble TBΩ (x) des vecteurs contingents est appele´ coˆne de
Bouligand en x.
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De´finition I.7. Un ensemble est dit re´gulier en x lorsque TClΩ (x) = T
B
Ω (x).
