Models for the estimate of Customer Satisfaction
Customer Satisfaction (CS) addresses the analysis of the consumers' satisfaction towards products or services offered; in the evaluation of services, the conceptual models proposed for the indirect estimate of the CS go back to the theory of the gaps between ideal and perceived service (product), separately for 5 fundamental dimensions (Servqual, Parasuman et al. 1991) or to perceived quality, (Serperf, Cronin et al., 1992) .
These approaches do not conceive the CS as multidimensional construct underlying a set of manifest variables and do not estimate its scores in a statistical model that describes the causal links of CS with other structural dimensions.
Other methodologies, based on linear, monotone (Kruskal, 1965) or Rasch-logistic regression, (Wright and Masters, 1982) , use the overall perceived satisfaction as proxy of CS.
In the American Customer Satisfaction Index (ACSI, Anderson Fornell, 2000) , an adaptation of the Swedish Customer Satisfaction Barometer (CSB, Fornell, 1992) , CS is estimated as a latent variable (LV) by means of structural equations models (SEM); the choice of manifest variables (MV's) for each LV is based on well-established theories and approaches in customer behaviour; Fig.1 depicts the LV's of the ACSI model (structural equations) and the MV's associated to the Customer Satisfaction factorial block: y 1 (disconfirmation of expectations), y 2 (distance from ideal service), y 3 (overall satisfaction).
"take in Figure 1"
A general structural model appears in the following equations:
(1) η = ηB + ΞΓ + E (2) Y = ηΛ y + ∆ ; V = ΞΛ v + U where Y (n,q), V (n,p) are matrix containing q and p manifest variables measured on n observations; Ξ (n,t), η (n,r) are the t exogenous and r endogenous latent variables; E (n,r) are the errors in equations; ∆ (n,q), U (n,t), are the errors in variables, B is the regression matrix of η onto η's, Γ of η onto ξ's, Λ y of Y onto η's and Λ v of V onto ξ's ; all the random variables have zero mean and finite variance, B is a low matrix with zero on the main diagonal, (Y, V, H) are identically distributed and (Ξ,E,∆,U) are identically and independently distributed.
The standard methodology of SEM, based on the Bentler's (1992) 
definition of LV ("a variable in a structural equation model is a latent variable if the equations can't be manipulated so as to express the variable as a function of manifest variables") involves
the dual problem of indeterminacy of the latent scores (Vittadini, 1989) and the supposed multivariate normality of MV's or, in presence of MV's measured on ordinal scale, the normality of LV's underlying (Joreskog Sorbom, 1988) .
The indeterminacy of latent scores does not allow for an estimation of the CS for each client or, said alternatively, there exist infinite sets of CS scores from the observed correlations matrix.
To achieve unique scores of LV's Schonemann and Staiger (1976) proposed a fixed form of factor analysis (extended to structural models by Haagen Vittadini, 1991) termed Regression Component Decomposition (RCD) and in the structural equation models framework Wold (1982) and later Tenenhaus (1995) proposed a methodology called PLS.
PLS operates in two separate steps: in the first, PLS estimates the scores of LV's, in the second, the structural parameters B, Γ, Λ y , Λ v in equations (1) and (2) by single or multiple regression.
Because PLS and RCD conceive an LV as a linear combination of manifest variables (refuting the Bentler's definition) they propose an approach far removed from the classical covariance structure models (Everitt, 1988) , obtaining unique scores of the LV, but presenting the following drawbacks: a) the arbitrariness of optimum criteria to achieve latent scores; a criticism of PLS (Garthwaite, 1994) is that there seems to be no well-defined modelling problem for which it provides the optimal solution; PLS does not follow an overall optimum criteria in the two estimation steps (causal parameters and LV scores); b) the causal parameters (structural for PLS, factorial for RCD) are not achieved in a statistical model but in a system of regression between linear combination of MV's (LV's) estimated without errors; c) PLS does not take into account the simultaneous correlations between indicators for each LV's incurring in biased estimates, inefficient standard errors (Fitzmaurice Laird, 1997 ); d) the logic inconsistency to achieve latent scores; in previous works (Lovaglio, 2001; Vittadini Lovaglio, 2001 ) the logic inconsistency of PLS was shown because the scores of LV's are achieved and defined by means of arbitrary criteria: going back to 
Estimate of the Latent Scores in Formative and Reflexive Blocks
A situation well known in literature is a single factorial block where an LV is linked to its MV's in a reflexive block Y (n×q) and a formative block X, (n×p) where a block is said to be formative if the manifest variables (x i ), cause the latent variables (η) whereas the block is reflexive (MacCallum Browne, 1993 and Edwards Bagozzi, 2000) if the latent variables cause manifest variables (y i ) as shown in Figure 2 .
"Take in Figure 2"
In a similar framework the Reduced Rank Regression (Tso, 1981) Model (4) allows specifying the rank of η and the contemporaneous correlations among y i by means of errors matrix Σ (q×q); finally it extends the Mimic model (Joreskog Goldberger, 1975) and furnishes a set of fitting diagnostics to measure the explained variance of the j-th LV η j from the i-th indicator (y i ) and/or from its entire block variables Y.
Methodology for the Extension to the ACSI Model
The major drawback of the model proposed so far lies in the lack of variables X for each Factor Analysis inter batteries (Tucker, 1958) ; with η in a reflective block and ξ i in a formative blocks (Fig.2 ) from the reduced form, because η is endogenous as regards to ξ i , the scores of η are achieved as linear combination of ξ 1 ξ 2 previously estimated (ξ 1 * , ξ 2 * )
as "weighted aggregate of their manifest indicators" (V i ); this is equivalent (Tenenhaus, 1995) to a Redundancy Analysis between the predictor MV's blocks (V 1 ,V 2 ) and the
In a recent paper Vittadini and Lovaglio (2001) For a formal proof, suppose that in the j-th structural equation there are t exogenous LV ξ i (n×1) summarized in the matrix Ξ (n×t); following the PLS criterion, we define each exogenous ξ i as linear combination of its MV's :
.V t ) of dimension (n×p) with p =Σ i p i and Π=
(π 1 ,.. π t ) is the weights matrix (p×t) to be estimated.
The measurement and structural models for the j-th endogenous LV η j (n×r j ), having exogenous LV's ξ i , are respectively:
where Y j (n×q j ) contains the MV's for η j , Λ j (r j ×q j ) is the factor loadings matrix of η j , Γ j (t×r j ) is the regression coefficients of η j on Ξ, ∆ j (n×q j ), E j (n×r j ) are the errors in equations, and the errors in variables, respectively.
In Bollen Davis (1994) some rules are given which are helpful in examining the identification of previous models: if E(η′η) has no zero elements and if the scaling rule and the two-indicator rule (Bollen, 1989) are satisfied, the parameter matrices Λ j , E(η′η),
identified (Bollen Davis, 1994) .
Substituting the (7) in the (6) and the (5) in the (7) we have
where ∆ j * = E j Λ j + ∆ j and Π*= Π Γ j .
Bollen Davis (1994) shows under the former hypotheses the elements of matrix Π* are identified if it is satisfied the rank condition:
where ⊗ is the Kronecker product, I an identity matrix, r the dimension of η, R a matrix that allows a set of constraints to be specified on Π*: R vec Π*′ = s (Faliva, 1987) .
From (8) and (5) we found the criteria to assign the weights Π in (5) Equations (9) and (6) Using the Reduced Rank Regression we simultaneously estimate in the j-th equation the scores of ξ i as an exact function of its MV's V i (as in PLS step) and those of η j in a statistical model, without defining it as exact combinations of its MV's (y i ).
Finally the causal relationships of the Path Analysis (equation 1) are estimated using the scores of LV's previously achieved.
The Specification of gaps
The regression models applied to the estimate of CS that specifying among the predictors the duplicated items for ideal and perceived dimensions do not discriminate against the importance of a k-th item as added value of the quality attribute (p kj ) net to expectations (e kj ), but only the importance of the perceived or expected item for each j-th dimension.
Instead, because the aim of the model is to analyse the real incidence of the gaps (perceived Vs ideal service) in terms of satisfaction and to enable the service distributors to know what expectations to guarantee to satisfy the customer, the gaps are specified in the model directly as covariate z kj = γ i (p kj -e kj ) j =1,,..J k =1,..K j .
In the survey the clients are asked to give a 1-7 rank to the question "How much the quality of the k-item is in line with your expectations?" for every specified items to the following answer scale: After this specification, applying the same criteria in the ACSI model the scores of all endogenous LV (η 0 , η 1 , η 2 ) can be estimated (simultaneously with the loadings matrix) specifying opportunely for each LV the MV's as causes and indicators (as shown in Table   I ).
"Take in Table I Miller, 1975) and standard errors for weights (Π) and causal parameters (Γ j ) are also available to construct t-critical ratios and test the statistical significance of individual parameters.
The fit between the theoretical structure imposed by the Redundancy model and the data can be examined and tested by the chi-squared statistics (nF 0 ) where F 0 is the minimum of the log-likelihood function under assumed multivariate normality of (V,Y), and n the unit in the sample.
Properties of the methodology
The The approach is nonparametric, enabling the errors to be structured in y j for each block of MV and the specification of dimension (rank r) for each LV. Finally it generalises Redundancy Analysis (RA), proposed in PLS Path modelling (Tenenhaus, 1995) .
Ordinal data
In the assessment of the performance of the services, the scale of measure used is by necessity of the ordinal type, therefore involving the problem of comparability. This problem is often neglected in the application of the techniques of multidimensional data analysis where often it is dealt like a quantitative scale.
Actually, the ordinal scales of assessment, during the processing phase, are transformed in linear numerical interval scales, but this operation inserts an arbitrary metric: it is assumed that the distance in the scales of every subject is homogenous; biasing elements (often "not numerical") then interfere in the interviewed user and unfortunately we cannot estimate the entity of the bias from the real value of the information.
The strategy often used, based on pre-coding to obtain quantitative scales, are the Thurstone (1927) precoding or the logit-Rasch transformation (Wright Masters, 1982) .
The model (4) has been extended to categorical and/or mixed manifest variables (Lovaglio, 2001) in an Alternating Least Squares with Optimal Scaling framework (Alsos, Gifi, 1990) , in the simple hypothesis of null contemporaneous correlations, Var(U)=I q ⊗I n for equation 3. 
An application
Structural model in Fig.1 (with manifest variables included in Table I ) is applied to assess the students' satisfaction of a real estate agency located in Bologna (Italy) for 2002.
The agency, that operates in house-to-let market, enters into a annual contract with University students in September and at the end of July conducts a survey, to evaluate
Customer Satisfaction for items linked to the distributed service, in terms of both the perceived and expected quality.
The survey delivered to a sample of 499 clients also gathers information about sex, age, Faculty, parents' economic status and number of exams passed; to evaluate CS the questionnaire is specified in a way that respondents are asked to give a rank on a 1-k scale (1="completely disagree" k="completely agree") to a certain number of statements concerning the following latent variables: Customer Satisfaction, Perceived value, Perceived quality, Expectations (k=7), Complaints and Loyalty (k=5).
There are 12 indicators overall related to the Perceived-Expected Servqual dimensions, 2
to Perceived Value, 3 to Customer Satisfaction, 2 to Complaints and 3 to Loyalty (for details see Table I ).
The statements about Perceived quality and Expectations, including the fundamental Servqual dimensions, are directly specified in the survey as gap, coherently with the question: "How much is the quality of the k-item in line with your expectations?"
Model (3) is applied to simultaneously estimate the students' satisfaction as a latent variable of dimension one (rank=1) with the following parameters: the causal coefficients The analysis results (High section of Table II) shows that the percentage variability of the 3 dependent variables is about 100% (average R-Square), meaning that for the explanation of overall satisfaction, the confirmation of expectation and the distance from the ideal product, no other factors exist other than those already considered for the construction of CS.
"take in Table II" The low section of Table II shows which variables, ranked in decreasing order by t stat, are identified as significant determinants in that they maximize the Redundancy index.
The model rejects, due to their significance (p>0.01), the following items which states:
"For the price I pay the quality of the service is good", "My apartment has a good localization" and "I met real friends in the apartment".
The coefficients shown in Table II concur to construct a ranking between the indicators to assess the clients perceived importance (net to expectations) for each items; this allows an evaluation to establish which dimensions are fundamental to achieve best scores in customer satisfaction or, in other words, what expectations the distributor has to enhance these attributes in order to satisfy the customer.
With reference to the variables that determine CS, the following aspects in particular, should be considered:
1. the weight that every item has (column 'estimate') allows for the comparison between the predictive power of various items regarding the three CS indicators;
2. the sign that the coefficients of each individual item has: the variables with a positive sign demonstrating a satisfaction surplus provided by these elements, e.g. if a person is satisfied by the Reliability aspect then the overall satisfaction, the confirmation of expectations and the "vicinity" to the ideal product also increases; this differs completely for a variable with a negative sign (e.g. even if a person is not satisfied by any singular item, relative to ones expectations, this does not challenge the overall satisfaction, the confirmation of expectations and the vicinity to ideal product): the "cure" for these aspects should not interest the company in question, but great attention should be paid to the items which are significant with positive coefficients (if the gap is not overwhelmed the CS decreases).
The more significant variables are related to the relationship established with the agency (Reliability, Sense of security, Efficiency) and the structural dimensions related to the apartment (Condition, Assortment of Apartments); a fair price (fixing the quality of the service) is a particularly important factor of satisfaction, whereas the item "double room Vs single room" (dummy variable) is strongly tied to CS, but with an inverse sign demonstrating that when people are in double room the CS decreases regarding to people that are in single room.
The elements related to the inter-personnel interaction between the tenants of the apartment don't seem to play an important role, because either certain aspects result non The causal links (C matrix in model 3) between CS and its indicators (disconfirmation of expectations, distance from ideal service and overall satisfaction) allow for evaluation of how much those indicators depend on CS, whilst also highlighting how much the share of the indicator variability is explained by CS. Table III shows evidence of strong significance for all indicators in particular for overall satisfaction and Confirmation of expectation (positive coefficients), for Distance from ideal service the sign is negative, confirming the expectations.
"take in Table III" CS explains, in particular, a great part of the overall satisfaction and disconfirmation of expectations, shortening the distance from the ideal product, confirming the fact that CS is a multidimensional concept not necessarily coinciding with the overall satisfaction. Table III 
