The aim of optical tomography is to reconstruct the optical properties inside a physical body, e.g. a neonatal head, by illuminating it with near-infrared light and measuring the outward flux of photons on the object boundary. Because a brain consists of strongly scattering tissue with imbedded cavities filled by weakly scattering cerebrospinal fluid, propagation of near-infrared photons in the human head can be treated by combining the diffusion approximation of the radiative transfer equation with geometrical optics to obtain the radiositydiffusion forward model of optical tomography. At the moment, a disadvantage with the radiosity-diffusion model is that the locations of the transparent cavities must be known in advance in order to be able to reconstruct the physiologically interesting quantities, i.e., the absorption and the scatter in the strongly scattering brain tissue. In this work we show that the boundary measurement map of optical tomography is Fréchet differentiable with respect to the shape of a strongly convex nonscattering region. Using this result, we introduce a numerical algorithm for approximating an unknown nonscattering cavity by a ball if the background diffuse optical properties of the object are known. The functionality of the method is demonstrated through twodimensional numerical experiments.
Introduction
In optical absorption and scattering tomography (OAST) a physical body is illuminated with a flux of near-infrared (NIR) photons, and the outcoming flux is measured on the surface of the body. The idea is to reconstruct the optical properties, such as absorption and scatter, inside the body by using the measured pairs of input and output fluxes. OAST has a few possible clinical applications, the most important of which are, arguably, screening for breast cancer and the development of a cerebral imaging modality for mapping the structure and function in newborn infants, and possibly adults as well. For more medical and instrumental details we refer to the articles [1, 2, 4, 12, 15] .
In a strongly scattering medium, e.g. brain tissue, propagation of NIR photons can be modelled to a good extent by the diffusion approximation of the radiative transfer equation (RTE) [2] . Since the diffusion approximation is not valid in weakly scattering regions [3, 10] , e.g. cavities that are filled with nearly nonscattering cerebrospinal fluid, some other approximation of the RTE is also needed when building up the forward model of OAST for the human head. By integrating the diffusion approximation with geometrical optics, one obtains the radiosity-diffusion forward model [18, 26] which takes into account the effect of the weakly scattering regions.
As noted in [12] , a disadvantage with the current implementation of the radiosity-diffusion model is that the boundaries of the nonscattering cavities must be known in advance when solving the actual inverse problem of OAST, i.e., reconstructing the absorption and the scatter in the strongly scattering tissue. If an anatomical magnetic resonance image is available, it is possible to segment the head into diffusive and nonscattering regions and proceed by reconstructing the optical properties in the diffusive region within the framework of the radiosity-diffusion model [12] . However, if there is no such a priori information on the locations of the nonscattering cavities, the natural way to solve the inverse problem of OAST is to locate the cavities and reconstruct the optical properties of the diffusive region simultaneously. In this work we tackle a preliminary simplified version of this inverse problem. We assume that the absorption and the scatter in the diffusive region of the examined body are known and try to locate the nonscattering regions through boundary measurements. Note that in [20] the factorization method of Kirsch [22] is applied to this same problem and [6] contains related considerations, as well.
Our plan is to show that the measurement map of OAST is Fréchet differentiable with respect to the shape of a strongly convex nonscattering cavity. Using this result we will introduce a Newton-type output least-squares algorithm for approximating the unknown nonscattering region by a ball if the background optical properties of the examined object are known. The techniques used when proving the differentiability result stem from [16, 21, 25] , where Fréchet derivatives are considered within inverse scattering theory. On the other hand, a similar reconstruction algorithm for finding region boundaries in OAST can be found in [23] .
This paper is organized as follows. In section 2 we introduce the radiosity-diffusion model and consider the smoothness of the forward solution. Section 3 introduces and proves the Fréchet differentiability result. In section 4 we build our Newton-type reconstruction algorithm and test it numerically in two dimensions with simulated data. Section 5 contains concluding remarks.
Forward model of OAST
Propagation of electromagnetic radiation in a medium is governed by Maxwell's equations. In particular, this holds for the case of our interest, namely, NIR light travelling through some biological tissue. However, since the radiation within a strongly scattering medium is completely incoherent and the wavelength of NIR light is small compared to the characteristic distances of human tissue, the exact models are totally useless. Therefore, we model light propagation by using approximations of the radiative transfer equation (RTE), also known as the Boltzmann equation. If the behaviour of the light in the strongly scattering brain tissue is modelled by the diffusion approximation of the RTE [4] and it is assumed that the light propagates with no scattering through the cavities filled by cerebrospinal fluid, one arrives at the so-called radiosity-diffusion forward model of OAST [4, 10, 11, 18] .
Radiosity-diffusion forward problem
Let us introduce the time-harmonic radiosity-diffusion forward problem of OAST in a bounded domain ⊂ R n , n = 2, 3, consisting of a nonscattering open region D, with D ⊂ , and a strongly scattering region \D. In this section all boundaries are assumed to be of the class C 2 unless stated otherwise. Suppose that the time-harmonic flux in (x) e −iωt is conducted through the object boundary ∂ . According to the radiosity-diffusion model [18, 26] , the time-harmonic amplitude of the photon density satisfies the elliptic boundary value problem
where ν denotes the unit normal pointing out of the strongly scattering region \D. Let us introduce the coefficients in (2.1). The matrix valued function K : \D → C n×n is the symmetric diffusion tensor and µ : \D → C is the generalized absorption coefficient. Under physically reasonable conditions (cf [18] ), they satisfy the estimates
where c K , c µ , C K , C µ are positive constants. Furthermore, γ is a positive dimensiondependent constant, γ 2 = 1/π and γ 3 = 1/4, and
is a linear operator. Here G : 4) with the weakly singular kernel
where µ 0 , with Re(µ 0 ) > 0, is the constant generalized absorption in the nonscattering region D and v : ∂D × ∂D → {0, 1} is a visibility function, i.e.,
In [18, 19] , it has been shown that
where L(L 2 (∂D)) denotes the space of bounded linear operators from L 2 (∂D) to itself. In
is invertible and so G is well defined. Take note that the properties of the radiosity operator G have been considered in, e.g., [13, 24] , as well.
The following theorem states the unique solvability of the radiosity-diffusion forward problem (2.1).
Theorem 2.1. Assume that (2.2) is satisfied. Then the time-harmonic radiosity-diffusion forward problem has a unique weak solution
Proof. For proof we refer to [18] .
When considering the inverse problem of optical tomography, we assume that the linear boundary operator mapping the inward flux on ∂ to the outward flux on ∂ , namely [18] ,
is known. It follows from (2.7) and the trace theorem that ϒ is bounded from L 2 (∂ ) to itself. In this work we try to determine the location and the size of the nonscattering region D from the knowledge of ϒ if the optical parameters K, µ and µ 0 are known. To reach our goal, we aim at differentiating the measurement map ϒ with respect to the shape of a strongly convex nonscattering region.
Regularity results for convex nonscattering regions
In this subsection we show that the solution of (2.1) is smooth away from the outer boundary ∂ if the nonscattering region D is smooth and convex. We begin by demonstrating that under such circumstances G smoothens by (at least) one Sobolev index. Note that the smoothing properties of the radiosity operator G for convex regions have also been considered in [24] . 
Proof. Due to the interior regularity results for elliptic boundary value problems [9] , (2.7) and the trace theorem, we have
for any s ∈ R. Furthermore, from (2.1) and (2.7), proposition 2.2, corollary 2.3 and the trace theorem it follows that
As a consequence, using the well-posedness of the problem [9] , 11) we obtain that 12) which proves the claim for s 2. By using (2.12) instead of (2.7) in the last estimate of (2.10), one sees that also
whereby (2.8) for s 3 is a consequence of (2.9) and the well-posedness of (2.11). Repeating this argument again and again, it is straightforward to see that (2.8) holds for any s ∈ R. In particular, ϕ| 0 \D is smooth.
Fréchet derivative of the measurement map
In this section we assume that the smooth nonscattering region D is strongly convex, i.e., the normal curvature is uniformly positive everywhere on ∂D over all tangential directions. We make this convexity assumption in order to avoid differentiation of the irregular visibility function (2.5).
and introduce the perturbed boundary
In addition, we denote by h n = ν · h the normal component of h and by B d the origin-centred ball of radius d > 0 in the topology of C 2 (∂D; R n ), i.e., 
as h goes to zero;
in a neighbourhood of ∂ and the extended mapping
Eφ[h] : x → x + E[h](x) is a C 2 -diffeomorphism from \D onto \D h .
Proof. According to the collar theorem, there exists an open neighbourhood
(a) By using local coordinates and the Banach space version of the implicit function theorem, one can show that
is a C 2 diffeomorphism from ∂D to itself for every h ∈ B d when d > 0 is small enough. Furthermore, the mapping F : B d × ∂D → ∂D and its inverse with respect to the second variable 
As a composition of continuously differentiable maps, R is also continuously differentiable. In local coordinates it is easy to check that at the origin the derivative of R is given by the linear map
from which (3.1) follows. (c) An extension operator with the desired properties can be constructed by forcing h to zero in a suitable way within the collar U. Since a similar result was used already in [16] , we skip the details here.
If there is no possibility of a mix-up, in what follows we will abuse the notation by denoting the extensions E[h] and Eφ[h] by the original symbols h and φ[h], respectively. Furthermore, the inverse of φ[h] will be denoted by ψ[h]
, and we will always implicitly choose d > 0 so small that the results of proposition 3.1 are valid.
The main result
The boundary operator ϒ may be considered as a map from
where
is the unique solution of (2.1) with ∂D replaced by ∂D h . To make this definition unambiguous, we assume that the absorption coefficient µ and the diffusion tensor K are defined everywhere in . In other words, we suppose we know what the diffuse optical parameters inside D would be if D was strongly scattering. It is apparent that ϒ is nonlinear in the first variable and linear in the second one. The following theorem considers Fréchet differentiability of ϒ with respect to the first variable.
Theorem 3.2. Assume that K and µ are smooth, and D is strongly convex and has a smooth boundary. Then the operator
is Fréchet differentiable with respect to the first variable at the origin. In other words, there exists a bounded bilinear operator ϒ :
In the following, we will prove theorem 3.2 in three dimensions, which is the more challenging case. The two-dimensional result can be obtained by following a similar line of reasoning.
The derivative ϒ considered in theorem 3.2 can, actually, be written out explicitly. To begin with, consider the kernel
where Grad denotes the surface gradient [8] and H is the mean curvature of ∂D (cf [17] ). In this work we adopt the convention that the curvature is positive if the surface turns towards the unit normal pointing into D; in particular, H > 0 since ∂D is strongly convex. The (bi)linear integral operator corresponding to g is defined by 4) and, furthermore,
In section 3.2 we will show that both of these operators are bounded from L 2 (∂D) to itself. The following corollary defines ϒ :
with the help of the elliptic boundary value problem:
where ϕ is the solution of (2.1) and F :
Here the lower index t denotes the tangential component of a vector field and Div is the surface divergence [8] .
Corollary 3.3. Under the assumptions of theorem 3.2, the Fréchet derivative
is the weak solution of (3.6) .
The rest of this section is devoted to proving theorem 3.2 and corollary 3.3; at the same time we will show that the definitions preceding corollary 3.3 are unambiguous. First, we will demonstrate that the Fréchet differentiability of ϒ can be proved by only considering normal perturbations, i.e., h = h n ν. Next, we will show that G can be interpreted as the Fréchet derivative of G with respect to normal perturbations by using the techniques stemming from [25] . Finally, we will present the proofs of theorem 3.2 and corollary 3.3 by modifying the line of reasoning introduced in [16, 21] .
Tangential perturbations
Inspired by the standard notation of differential geometry, we define the tangent and normal bundles of the smooth boundary ∂D by
respectively. Clearly, C 2 (∂D; R n ) = T ∂D ⊕ N∂D and proposition 3.1 tells us that the perturbations in N∂D modify ∂D more efficiently than the perturbation in T ∂D. In fact, it is enough to know the derivative ϒ [h] for h ∈ N∂D only.
Lemma 3.4. Assume that there exists a bounded bilinear operator
Proof. The bilinearity and boundedness of the extended operator follow trivially from the properties of the original operator. Moreover, for an arbitrary h ∈ B d we may estimate in the norm of L(L 2 (∂ )) as follows:
where we used proposition 3.1. Hence, from proposition 3.1 we deduce that 1
which vanishes as h goes to zero due to the continuity of R : C 2 (∂D; R n ) → C 2 (∂D; R) and the original assumption on ϒ . This completes the proof. Lemma 3.4 allows us to consider Fréchet differentiability of ϒ and the associated integral operators with respect to normal perturbations only. It is obvious that ϒ defined in corollary 3.3 satisfies (3.7). Hence, if we prove (3.2) for h in N∂D, theorem 3.2 and corollary 3.3 follow from lemma 3.4. To shorten our notation, we will denote the intersection B d ∩ N∂D by NB d in the following.
Fréchet derivative of G and related results

Any bounded linear map
In this subsection we will consider the Fréchet differentiability of the integral operators G and G introduced in section 2.1.
By making the change of variables corresponding to φ[h], the pullback integral operator
is the Jacobian of φ[h] with respect to the surface integral. Since ∂D h is convex for every h ∈ NB d , (3.10) does not contain any visibility terms. Moreover, it holds that (cf lemma 1 in [25] and [7, 18] 
First, we examine the Fréchet differentiability of the kernelg with respect to a perturbation of the inclusion boundary.
is given by (3.3) .
Proof. In this proof we utilize the apparent similarity betweeng and the kernel of the perturbed acoustic double-layer integral operator given in formula (21) of [25] . The two kernels have very similar functional form with the exception thatg has a milder singularity on the diagonal of ∂D × ∂D. Following the line of reasoning used in the proof of lemma 1 in [25] , one sees that the map
for every r ∈ NB d . Furthermore (cf lemma 1 in [25] ),
Hence, due to the triangle inequality and the first degree version of theorem 1 in [25] , it holds that
for any h ∈ NB d and x, y ∈ ∂D, x = y. Now it is evident that g [0, h] satisfies (3.11) since
as h goes to zero due to (3.12) for r = 0, (3.14) and Lebesgue's dominated convergence theorem.
We still need to show thatg Suppose that x, y ∈ ∂D, x = y, are fixed and let us write asymptotic expansions for different terms in (3.10). First of all, since 15) it follows from the binomial theorem that 1 (3.16) and from the properties of the exponent function that
Moreover, by using the material in [17] and the fact that h t = 0, we deduce that 19) where the latter equality follows by applying the binomial theorem to the denominator.
Here and in what follows, we use the abuse of notation
. By writing the second term on the second line of (3.19) as a linear combination of the orthonormal tangent vectors and using the properties of the scalar triple product, we deduce that
Since h = h n ν ∈ N∂D and an inner product between the unit vector ν and its derivative equals zero, we obtain the presentation (cf [8] )
After substituting (3.15), (3.16), (3.17), (3.18) and (3.20) in (3.10), it is straightforward (but laborious) to deduce that g [·](x, y) : N∂D → C, defined by (3.3), satisfies (3.12) for r = 0 and any fixed x, y ∈ ∂D, x = y. Hence, the proof is complete.
Note that the special case that g [h], defined by (3.3), satisfies (3.13) for r = 0 can be verified through an easy calculation in local coordinates. Indeed, it can be reasoned that (cf [7, 18, 25] )
from which the claim readily follows. By using lemma 3.5, it is now easy to show that G is the Fréchet differentiable at the origin with respect to normal perturbations.
Theorem 3.6. The integral operator
G[h] : L 2 (∂D h ) → L 2 (∂D h ), h ∈ NB d ,
is Fréchet differentiable at the origin and its bounded bilinear derivative
G : N∂D×L 2 (∂D) → L 2 (
∂D) is given by (3.4).
Proof. To begin with, let us consider the properties of G . The bilinearity of G :
∂D) follows straight away from the linearity of the map h → g [h] and (3.4). Furthermore, the boundedness of G is a consequence of (3.13) for r = 0:
where the first estimate follows from the Schwarz inequality.
satisfies the general conditions set on Fréchet derivatives.
Next we will show that G is the Fréchet derivative of G in the sense of (3.9). By using the Schwarz inequality one more time, we see that
and so the claim follows from lemma 3.5. given  by (3.5) .
Corollary 3.7. The operator
is Fréchet differentiable at the origin and its bounded bilinear derivative
G : N∂D × L 2 (∂D) → L 2 (∂D) isProof. Since G : N∂D × L 2 (∂D) → L 2 (
∂D) is bilinear and bounded and (I
is linear and bounded, it is clear that the operator defined by (3.5), namely,
, is bilinear and bounded. Let h be an arbitrary element of NB d . We aim to show that
, it is easy to check that the bounded inverse
exists and is given by the rule
In particular, the right-hand side of (3.21) is well defined. Let ∈ L 2 (∂D) be arbitrary and denote
=G[h] , whereG is defined in accordance with (3.8). Composing this identity from the right-hand side with ψ[h], applying (I − G[h]) from the left-hand side and, finally, composing the obtained identity from the right-hand side with φ[h], we see that
which proves (3.21).
To finish the proof, we concentrate on the actual differentiation result. Using theorem 2 of [25] , we deduce that
In consequence, it follows from the product rule that
On the other hand, due to (2.6), we have
Together with (3.21) and (3.22) , this proves the claim.
Since
, the operators G and G can also be considered as bilinear and bounded operators from
Proof of the differentiability results
, be the solution of (2.1) with ∂D being replaced by ∂D h .
Since the measurement map
it is obvious that theorem 3.2 and corollary 3.3 can be proved by showing that
is the solution of (3.6). Moreover, due to lemma 3.4, we need to prove (3.23) only for normal perturbations, and so we will assume for the rest of this section that h ∈ NB d unless stated otherwise. (To be quite precise, these statements hold only if it is also shown that the operator introduced in corollary (3.3) satisfies the continuity and bilinearity conditions set on Fréchet derivatives. This defect will be addressed in lemma 3.9 below.)
The main idea is to replace the norm · L 2 (∂ ) in (3.23) by the stronger norm · H 1 ( \D) and then use the bounded sesquilinear form induced by the original problem (2.1) to prove the convergence (cf [16, 21] 
). However, since the domain of the definition of ϕ[h] is
\D h = \D, we must first make a change of variables. We define the pullback operator 
According to [18] , the sesquilinear form
.
Note that c > 0 can be chosen independently of h ∈ NB d . This can be seen by dropping out the last two terms of Re(B[h](u, u)), which are positive [18] , and using (2.2). By making the change of variables y = φ[h](x) in (3.24) and following the line of reasoning introduced in [16, 21] , one sees thatφ[h] ∈ H 1 ( \D) is the unique solution of 26) where the pullback sesquilinear form is given bỹ
Here J φ [h] is the Jacobian of φ[h],Ĵ φ [h] is the Jacobian of φ[h] with respect to the surface integral and the bounded linear pullback
is defined in accordance with (3.8) .
Equations (3.24) and (3.26) indicate that
In what follows, we will prove (3.23) by using (3.27) and the fact that
When considering this convergence result, the following three formulae for h ∈ NB d will be essential [16, 17, 21] :
where we used the shorthand notation ∂µ ∂h = h · ∇µ; for K this is understood elementwise, i.e.,
∂K ∂h jk
= h · ∇K jk . The error terms of (3.28) satisfy the estimates 2 and k, l = 1, . . . , n.
Lemma 3.8. The solution of (3.26) satisfies the estimates
Proof. Since B[h]
:
Furthermore, due to the trace theorem and since Pb[h] :
The first part of the claim follows by combining the three estimates above.
With the help of (3.27), we deduce that
and using the coercivity of
3.28), corollary 3.7, the Schwarz inequality and the trace theorem, we obtain the estimate
Now the second part of the assertion follows from the first part after dividing the above inequality by φ
Our plan is to tackle (3.23) using similar means as in the proof of the preceding lemma. To begin with, we need to make sure that the solution ϕ [h] ∈ H 1 ( \D) of (3.6) is well defined and depends bilinearly and boundedly
Lemma 3.9. Problem (3.6) has a unique solution that depends bilinearly on
and satisfies the estimate
In particular, the derivative operator ϒ : introduced in  corollary 3.3, is well defined, bilinear and bounded. Proof. Since the left-hand side of (3.6) has the same functional form as that of (2.1), it is easy to see that the variational formulation of (3.6) is to find ϕ [h] ∈ H 1 ( \D) that satisfies (cf [18] )
Due to the coercivity and boundedness of B[0] :
follows from the LaxMilgram lemma [9] if it is shown that the right-hand side of (3.31) defines a bounded antilinear functional from H 1 ( \D) to C. Because the right-hand side of (3.31) is obviously antilinear in v, we can concentrate on the boundedness issues. By using the Schwarz inequality and the trace theorem, we see that
Furthermore, due to the boundedness of G :
, it follows that (3.33) where the latter inequality is a consequence of the trace theorem and theorem 2.4. Combining (3.32) and (3.33), the boundedness of the functional on the right-hand side of (3.31) is accomplished. Hence, (3.6) has a unique solution in
. Because the right-hand side of (3.6) depends linearly on both h and in , also the unique solution of (3.6) does so. Therefore, the only thing we still need to prove is (3.30), from which the boundedness of ϒ : 
Combining this with (3.32) and dividing by ϕ [h] H 1 ( \D) , the claim follows from (3.33).
Now we have gathered enough information to present the proof of theorem 3.2 and corollary 3.3.
Proof of theorem 3.2 and corollary 3.3. Due to lemma 3.4, we only need to consider perturbations that belong to N∂D. For each ϕ [h], h ∈ N∂D, we define an auxiliary function (3.31 ) and using the inner boundary condition of (2.1), it follows that
and Q is the first term of B[0], i.e., the term of B[0] that involves the integral over \D.
Let us assume for a while that v ∈ C ∞ ( \D). By using the standard divergence theorem and the properties of the surface divergence [8] , and baring in mind that h = h n ν, we have
where we used also (2.1) and the identity h| ∂ = 0. On the other hand, due to the symmetry of K,
Adding the above equalities and using the divergence theorem on the boundary integrals, we deduce that
Finally, by applying basic differential calculus to the last two rows of the above identity, one sees that
C is known to be continuous and the right-hand side of (3.34) defines a bounded functional from H 1 ( \D) to C, it follows from the density of the imbedding C ∞ ( \D) ⊂ H 1 ( \D) [9] that (3.34) holds, in fact, for any v ∈ H 1 ( \D). By substituting (3.28) in (3.29) and subtracting (3.34), it follows that
for all v ∈ H 1 ( \D). As a consequence, through the use of the triangle and Schwarz inequalities, the properties of the error terms in (3.28), corollary 3.7, lemma 3.8 and the trace theorem, we get the estimate
where ε(h) vanishes as h converges to zero in N∂D.
from which (3.23) follows since
Numerical experiments
In this section we use theorem 3.2 to build a Newton-type output least-squares algorithm for finding a convex approximation for an unknown, and possibly nonconvex, nonscattering region if the background optical properties are known. In subsection 4.1 we introduce our numerical algorithm. Subsection 4.2 takes a closer look at the variational formulation of (3.6) and briefly considers how it can be solved using the finite element method (FEM). The two-dimensional reconstruction results are presented in subsection 4.3.
Algorithm
∂ ) the measurement map corresponding to the examined object contaminated by the nonscattering region B p,R ⊂ , i.e., by a nonscattering ball of radius R > 0 centred at p ∈ . The measurement map corresponding to the unknown nonscattering cavity is denoted by ϒ 0 . As it is assumed that the background optical parameters K and µ, as well as the absorption of the nonscattering medium µ 0 , are known, ϒ(p, R) can be computed and ϒ 0 can, in principle, be measured.
Let us consider the Fourier coefficients of the measurement data, i.e.,
and define an error functional by
It is natural to assume that E(p, R) is small if B p,R is a good approximation of the unknown nonscattering cavity, and so our aim is to minimize E(p, R). In order to be able to tackle this minimization problem using a Newton-type scheme, we need to know the derivatives ofwhere ϕ is the solution of (2.1) with the inward flux f j . If we assume that K is a constant scalar and µ 0 is real, and take into account that the mean curvature of a sphere of radius R is 1/R, the right-hand side of (4.3) can be written as follows:
where we used the self-adjointness of G when µ 0 ∈ R + [20] .
In the numerical studies of section 4.3 all optical parameters are assumed to be real constants, and so we are allowed to use the formulation (4.4) for the right-hand side of (4.3). As a consequence, the function ϕ [h], and thereby the derivative ϒ [h](p, R)f j , can be approximated in the way described in [3, 20] by using FEM with piecewise linear elements; the operator G [h] causes a little extra work but it can be approximated essentially in the same way as G. Note that there exist a number of articles that consider the proper numerical treatment of the radiosity operator G (see, e.g., [5, 14] and the references therein).
To finish this subsection, take note that the sesquilinear form on the left-hand side of (4.
3) also appears on the left-hand side of (3.24) when h = 0. As a consequence, we need to sample only one FEM system matrix for each iteration of algorithm 4.1. This makes our method more attractive from the computational point of view (cf [21] ).
Results
In this subsection we evaluate the performance of the proposed method with two numerical experiments. In the first experiment the unknown nonscattering inclusion is kite-shaped, and in the second one we have two circular cavities located close to each other. In both cases we use the constant optical parameters K = 0.05, µ = 0.5 and µ 0 = 0.05, and the examined object is a two-dimensional unit disc that could model a neonatal head of diameter 25 mm [2] . As the L 2 -orthonormal input patterns we choose {f l } were simulated with FEM using piecewise linear basis functions and approximately thirty thousand nodal points (cf [20] ). The approximate data {ϒ(p, R)f l } 9 l=1 and their derivatives were computed in the same way but with only about six thousand nodal points for each iteration of algorithm 4.1. When considering noisy measurements, we added Gaussian random noise of standard deviation 3 × 10 −3 times the maximum element of α and for the noisy ones λ = 2×10 −4 . As figures 1 and 2 illustrate, the algorithm seems to converge fairly well towards the unknown nonscattering cavity with both initial guesses even if the measurements are contaminated with some noise. In both experiments the final iterate carries information on the location and, to some extent, on the size of the nonscattering region. On the down side, the algorithm does not provide any information on the shape of the nonscattering cavities as expected.
Conclusions
We have shown that within the framework of the radiosity-diffusion model the boundary measurement map of OAST is Fréchet differentiable with respect to the shape of a strongly convex nonscattering region. Using this differentiability result, we have built a Newtontype output least-squares method for approximating an unknown nonscattering cavity with a ball. Through two-dimensional numerical studies, we have demonstrated that the algorithm provides information on the location and the size of the unknown cavity.
In this work we considered only the situation where the optical properties of the diffusive region surrounding the cavities are known in advance. However, in practice one is ultimately interested in locating absorbing inhomogeneities in the strongly scattering tissue. In consequence, to make our algorithm more useful for the further development of OAST, the possibility of reconstructing the transparent regions and the diffuse optical properties simultaneously should be considered. This observation and the testing of the proposed method in three dimensions and with measured data provide interesting subjects for future studies.
