Two approximations, derived from continuous expansions of Riemann-Liouville fractional derivatives into series involving integer order derivatives, are studied. Using those series, one can formally transform any problem that contains fractional derivatives into a classical problem in which only derivatives of integer order are present. Corresponding approximations provide useful numerical tools to compute fractional derivatives of functions. Application of such approximations to fractional differential equations and fractional problems of the calculus of variations are discussed. Illustrative examples show the advantages and disadvantages of each approximation.
Introduction
Fractional calculus is the study of integrals and derivatives of arbitrary real or complex order. Although the origin of fractional calculus goes back to the end of the seventeenth century, the main contributions have been made during the last few decades [31, 32] . Namely it has proven to be a useful tool when applied to engineering and optimal control problems (see, e.g., [12, 19, 29] ). There are several different definitions of fractional derivatives in the literature, such as Grünwald-Letnikov, Caputo, etc. Here we consider Riemann-Liouville fractional derivatives. Definition 1.1 (cf. [16] ). Let x(·) be an absolutely continuous function in [a, b] and 0 < α < 1. Then,
• the left Riemann-Liouville fractional derivative of order α, a D α t , is given by
• the right Riemann-Liouville fractional derivative of order α, t D α b , is given by
Due to the growing number of applications of fractional calculus in science and engineering (see, e.g., [8, 9, 33] ), numerical methods are being developed to provide tools for solving such problems. Using the Grünwald-Letnikov approach, it is convenient to approximate the fractional differentiation operator, D α , by generalized finite differences. In [24] some problems have been solved by this approximation. In [10] a predictor-corrector method is presented that converts an initial value problem into an equivalent Volterra integral equation, while [17] shows the use of numerical methods to solve such integral equations. A good survey on numerical methods for fractional differential equations can be found in [13] .
A new numerical scheme to solve fractional differential equations has been recently introduced in [7] and [15] , making an adaptation to cover fractional optimal control problems. The scheme is based on an expansion formula for the Riemann-Liouville fractional derivative. Here we introduce a generalized version of that expansion and, together with a different expansion formula that has been used to approximate the fractional Euler-Lagrange equation in [5] , we perform an investigation of the advantages and disadvantages of approximating fractional derivatives by these expansions. The approximations transform fractional derivatives into finite sums containing only derivatives of integer order. We show the efficiency of such approximations to evaluate fractional derivatives of a given function in closed form. Moreover, we discuss the possibility of evaluating fractional derivatives of discrete tabular data. The application to fractional differential equations and the calculus of variations is also developed through some concrete examples. In each case we try to analyze problems for which the analytic solution is available. This approach gives us the ability of measuring the accuracy of each method. To this end, we need to measure how close we get to exact solutions. We use the 2-norm and define the error function E[x(·),x(·)] by
, where x(·) is defined on [a, b] . The results of the paper give interesting numerical procedures when applied to fractional problems of the calculus of variations.
Expansion formulas to approximate fractional derivatives
In this section two approximations for the left Riemann-Liouville derivative are presented. Both approximate the fractional derivatives by finite sums including only derivatives of integer order and are based on continuous expansions for the left Riemann-Liouville derivative.
Approximation by a sum of integer order derivatives
The right-hand side of (1) is expandable in a power series involving integer order derivatives [5, 28] . For any real analytic function x(·) in (c, d) we can give the following expansion formula:
The condition B b−a (t) ⊂ (c, d) comes from the Taylor expansion of x(t − τ ) at t, for τ ∈ (a, t) and t ∈ (a, b). The proof of this statement that can be found in [28] uses a similar expansion for fractional integrals. Here we outline a direct proof due to our requirements in Section 2.3. Since x(t) is analytic, it can be expanded as a convergent power series, i.e.,
Termwise integration, followed by differentiation and simplification, leads to
n−α and finally to expansion formula (2) . From the computational point of view, one can take only a finite number of terms in (2) and use the approximation
Approximation using moments of a function
The following lemma gives the departure point to another expansion. For a proof see [9] .
Lemma 2.1 (Lemma 2.12 of [9] ). Let x(·) ∈ AC[a, b] and 0 < α < 1. Then the left Riemann-
Let V p (x(·)), p ∈ N, denote the (p − 2)th moment of a function x(·) ∈ AC 2 [a, b] (cf. [7] ):
Following [7] , it is easy to show that, by successive integrating by parts, (5) is reduced to
Using the binomial theorem we conclude that
Further integration by parts and simplification in (8) gives
where V p (t) is defined by (6) and
The moments V p (t), p = 2, 3, . . ., are regarded as the solutions to the following system of differential equations:
For numerical purposes, only a finite number of terms in the series (9) are used. We approximate the fractional derivative as
where A(α, N ) and B(α, N ) are given by
Remark 2.2. Our approximation (11) is different from the one presented in [7] : since the infinite series ∞ p=1
However, regarding the fact that we use a finite sum, in practice one has
Therefore, and similarly to [11, 27] , we keep here the approximation in the form (11) . The value of B(α, N ) for some values of N and for different choices of α is given in Table 1 shows that even for a large N , when α tends to one, B(α, N ) cannot be ignored. In Figure 1 we plot B(α, N ) as a function of N for different values of α. In Section 3 we compare both approximations with some examples. We also refer to [6, 26] , where such type of expansion formulas are studied.
A similar argument gives the expansion formula for t D α b , the right Riemann-Liouville fractional derivative. We propose the following approximation:
where
Here A(α, N ) and B(α, N ) are the same as (12) and (13) , respectively. Formula (9) consists of two parts: an infinite series and two terms including the first derivative and the function itself. It can be generalized to contain derivatives of higher-order.
Proof. Successive integrating by parts in (5) gives
Using the binomial theorem, we expand the integral term as
Splitting the sum into p = 0 and p = 1 . . . ∞, and integrating by parts the last integral, we get
The rest of the proof follows a similar routine, i.e., by splitting the sum into two parts, the first term and the rest, and integrating by parts the last integral until x(·) appears in the integrand.
Remark 2.4. The series that appear in A(α, i) are convergent for all i ∈ {1, . . . , n − 1}. Fix an i and observe that
converges by Theorem 2.1.1 of [2] . In practice we only use finite sums and for A(α, i) we can easily compute the truncation error. Although this is a partial error, it gives a good intuition of why this approximation works well. Using the fact that
In Table 2 we give some values for this error, with α = 0.5 and different values for i and N − n.
P P P P P P P P P Table 2 : Truncation errors of A(α, i, N ) for α = 0.5.
Remark 2.5. Using Euler's reflection formula, one can define B(α, p) of Theorem 2.3 as
For numerical purposes, only finite sums are taken to approximate fractional derivatives. Therefore, for a fixed n ∈ N and N ≥ n, one has
Similarly, we can deduce an expansion formula for the right fractional derivative.
Proof. Analogous to the proof of Theorem 2.3.
Error estimation
This section is devoted to the study of the error caused by choosing a finite number of terms in the expansions. For the expansion (2), we separate the error term in (3) and rewrite it as
The first term in (17) gives (4) directly and the second term is the error caused by truncation. The next step is to give a local upper bound for this error, E tr (t). The series
is the remainder of the Taylor expansion of x(τ ) and thus bounded by
For approximation (11), we observe that the integrand in (7) can be expanded, by the binomial theorem, as
Substituting (18) into (7), we get
At this point, we apply the techniques of [7] to the first three terms with finite sums. Then, we receive (11) with an extra term of truncation error:
|ẍ(τ )|, we conclude that
In the general case, the error is given by the following result.
Theorem 2.7. If we approximate the left Riemann-Liouville fractional derivative by the finite sum (16), then the error E tr (·) is bounded by
From (19) we see that if the test function grows very fast or the point t is far from a, then the value of N should also increase in order to have a good approximation. Clearly, if we increase the value of n, then we need also to increase the value of N to control the error.
Numerical evaluation of fractional derivatives
In [24] a numerical method to evaluate fractional derivatives is given based on the Grünwald-Letnikov definition of fractional derivatives. It uses the fact that for a large class of functions, the Riemann-Liouville and the Grünwald-Letnikov definitions are equivalent. We claim that the approximations discussed so far provide a good tool to compute numerically the fractional derivatives of given functions. For functions whose higher-order derivatives are easily available, we can freely choose between approximations (4) or (11) . But in the case that difficulties arise in computing higher-order derivatives, we choose the approximation (11) 
where E α,β is the two parameter Mittag-Leffler function [24] . Figure 2 shows the results using approximation (4). As we can see, the third approximations are reasonably accurate for both cases. using approximation (11) . In this case, given a function x(·), we can compute V p by definition or integrate the system (10) analytically or by any numerical integrator. As it is clear from Figure 3 , one can get better results by using larger values of N . Comparing Figures 2 and  3 , we find out that the approximation (4) shows a faster convergence. Observe that both functions are analytic and it is easy to compute higher-order derivatives. The approximation (4) fails for non-analytic functions as stated in [7] .
Remark 3.1. A closer look to (4) and (11) reveals that in both cases the approximations are not computable at a and b for the left and right fractional derivatives, respectively. At these points we assume that it is possible to extend them continuously to the closed interval [a, b]. In what follows, we show that by omitting the first derivative from the expansion, as done in [7] , one may loose a considerable accuracy in computation. Once again, we compute the fractional derivatives of x(t) = t 4 and x(t) = e 2t , but this time we use the approximation given by (14) . Figure 4 summarizes the results. Our expansion gives a more realistic approximation using quite small N , 3 in this case. To show how the appearance of higher-order derivatives (11) proposed here and approximation (14) of [7] in generalization (15) gives better results, we evaluate fractional derivatives of x(t) = t 4 and x(t) = e 2t for different values of n. We consider n = 1, 2, 3, N = 6 for x(t) = t 4 ( Figure 5(a) ) and N = 4 for x(t) = e 2t ( Figure 5(b) ).
Fractional derivatives of tabular data
In many applications (see Section 5), the function itself is not accessible in a closed form, but as a tabular data for discrete values of the independent variable. Thus, we cannot use the definition to compute the fractional derivative directly. Our approximation (11) , that uses the function and its first derivative to evaluate the fractional derivative, seems to be a good candidate in those cases. Suppose that we know the values of x(t i ) on n + 1 distinct points in a given interval [a, b], i.e., for t i , i = 0, 1, . . . , n, with t 0 = a and t n = b. According to formula (11), the value of the fractional derivative of x(·) at each point t i is given approximately by
The values of x(t i ), i = 0, 1, . . . , n, are given. A good approximation forẋ(t i ) can be obtained using the forward, centered, or backward difference approximation of the first-order derivative [30] . For V p (t i ) one can either use the definition and compute the integral numerically, i.e.,
or it is possible to solve (10) as an initial value problem. All required computations are straightforward and only need to be implemented with the desired accuracy. The only thing to take care is the way of choosing a good order, N , in the formula (11) . Because no value of N , guaranteeing the error to be smaller than a certain preassigned number, is known a priori, we start with some prescribed value for N and increase it step by step. In each step we compare, using an appropriate norm, the result with the one of previous step. For instance, one can use the Euclidean norm ( a D α t ) new − ( a D α t ) old 2 and terminate the procedure when it's value is smaller than a predefined ǫ. For illustrative purposes, we compute the fractional derivatives of order α = 0.5 for tabular data extracted from x(t) = t 4 and x(t) = e 2t . The results are given in Figure 6 .
Numerical solution to fractional differential equations
The classical theory of ordinary differential equations is a well developed field with many tools available for numerical purposes. Using the approximations (4) and (11), one can transform a fractional ordinary differential equation into a classical ODE.
We should mention here that, using (4), derivatives of higher-order appear in the resulting ODE, while we only have a limited number of initial or boundary conditions available. In this case the value of N , the order of approximation, should be equal to the number of given conditions. If we choose a larger N , we will encounter lack of initial or boundary conditions. This problem is not present in the case in which we use the approximation (11), because the initial values for the auxiliary variables V p , p = 2, 3, . . ., are known and we don't need any extra information. Consider, as an example, the following initial value problem:
We know that 0 D 0.5
. Therefore, the analytic solution for system (20) is x(t) = t 2 . Because only one initial condition is available, we can only expand the fractional derivative up to the first derivative in (4). One has 1.5642 t −0.5 x(t) + 0.5642 t 0.5ẋ (t) = t 2 + 1.5045 t 1.5 ,
This is a classical initial value problem and can be easily treated numerically. The solution is drawn in Figure 7 (a). As expected, the result is not satisfactory. Let us now use the approximation given by (11) . The system in (20) becomes
We solve this initial value problem for N = 7. The Matlab ode45 built-in function is used to integrate system (22) . The solution is given in Figure 7 (b) and shows a better approximation when compared with (21). 
Nevertheless, we can use (11) directly without any trouble. Figure 8 shows that at least for a moderate accurate method, like the Matlab routine ode45, taking B(α, N ) = 0 into account gives a better approximation.
Application to the fractional calculus of variations
The fractional calculus of variations consists in the study of dynamic optimization problems in which the objective functional or constraints depend on derivatives and/or integrals of non-integer order. This is a recent and promising research subject, under strong current research (see, e.g., [14, 20, 21] and references therein). Here we show how to use expansions to transform a fractional problem into a classical one, where we can benefit from the vast number of techniques available in the field. Consider the following fractional variational problem including a left Riemann-Liouville fractional derivative, a D α t , of order α ∈ (0, 1):
One can deduce fractional necessary optimality equations to problem (23) of Euler-Lagrange type [22, 23] : if x(·) is a solution to problem (23), then it satisfies the fractional Euler- [7] Lagrange equation
There are a few attempts in the literature to present analytic solutions to fractional variational problems. Simple problems have been treated in [1] ; some other examples are presented in [4] . In this work we use the two expansions discussed in Section 2 to reduce a fractional problem to a problem with derivatives of integer order. In order to illustrate the usefulness of our ideas in the area of the calculus of variations, we need to consider problems (23) with a known exact solution. Examples 5.1 and 5.2 below are suitable for our purposes, since the analytic solutions can be easily obtained. Knowing the exact solutions, we compare the effectiveness of different approximation methods.
Example 5.1. Let α ∈ (0, 1). Consider the following minimization problem:
In this case the Euler-Lagrange equation (24) gives
which subject to the given boundary conditions has solution
The Lagrangian in Example 5.1 is linear with respect to the fractional derivative. This linearity makes the fractional Euler-Lagrange equation easy to solve. In a slightly different situation, e.g. Example 5.2, there is no well-known methods to solve the Euler-Lagrange equation (24) . 
to be minimized subject to the boundary conditions x(0) = 0 and x(1) = 1 Γ(α+1) . Since the integrand in (27) is non-negative, the functional attains its minimum when 0 D α t x(t) = 1, i.e., for x(t) = t α Γ(α+1) .
Numerical solutions to Example 5.1
We use two different approaches.
Expansion to integer orders
Using approximation (4) for the fractional derivative in (25), we get the approximated problem
which is a classical higher-order problem of the calculus of variations that depends on derivatives up to order N . The corresponding necessary optimality condition is a well-known result.
Theorem 5.3 (cf., e.g., [18] ). Suppose that
with given boundary conditions
Then x(·) satisfies the Euler-Lagrange equation
In general (29) is an ODE of order 2N , depending on the order N of the approximation we choose, and the method leaves 2N − 2 parameters unknown. In our example, however, the Lagrangian in (28) is linear with respect to all derivatives of order higher than two. The resulting Euler-Lagrange equation is the second order ODE that has solution
n Γ(n + 1 − α)C(n, α) t. Figure 9 shows the analytic solution together with several approximations. It reveals that by increasing N , approximate solutions do not converge to the analytic one. The reason is the fact that the solution (26) to Example 5.1 is not an analytic function. We conclude that (4) may not be a good choice to approximate fractional variational problems. In contrast, as we shall see, the approximation (11) introduced in this paper leads to good results.
Expansion through the moments of a function
If we use (11) to approximate the optimization problem (25), we havẽ
Problem (30) is constrained with a set of ordinary differential equations and is natural to look to it as an optimal control problem [25] . For that we introduce the control variable u(t) =ẋ(t). Then, using the Lagrange multipliers λ 1 , λ 2 , . . . , λ N , and the Hamiltonian system, one can reduce (30) to the study of the two point boundary value problem
with boundary conditions
where x(0) = 0 and x(1) = 1 are given. We have V p (0) = 0, p = 2, 3, . . . , N , due to (10) and λ p (1) = 0, p = 2, 3, . . . , N , because V p is free at final time for p = 2, 3, . . . , N [25] . In general, the Hamiltonian system is a nonlinear, hard to solve, two point boundary value problem that needs special numerical methods. In this case, however, (31) is a non-coupled system of ordinary differential equations and is easily solved to give Figure 10 shows the graph of x(·) for different values of N .
Numerical solutions to Example 5.2
Similarly to Example 5.1, it turns out that expansion (4) does not provide a good method while (11) leads to good results.
Expansion to integer orders
Using (4) as an approximation for the fractional derivative in (27) gives
.
The Euler-Lagrange equation (29) gives a 2N order ODE. For N ≥ 2 this approach is inappropriate since the two given boundary conditions x(0) = 0 and x(1) = 1 Γ(α+1) are not enough to determine the 2N constants of integration.
Expansion through the moments of a function
Let us approximate Example 5.2 using (11). The resulting minimization problem has the following form: 
The solution to system (33)-(34), with N = 2, is shown in Figure 11 . 
Conclusion
During the last three decades, several numerical methods have been developed in the field of fractional calculus. Some of their advantages, disadvantages, and improvements, are given in [3] . Based on two continuous expansion formulas (2) and (9) for the left Riemann-Liouville fractional derivative, we studied two approximations (4) and (11) and their applications in the computation of fractional derivatives. Despite the fact that the approximation (4) encounters some difficulties from the presence of higher-order derivatives, it exhibits better results regarding convergence. Approximation (11) can also be generalized to include higher-order derivatives in the form of (15) . The possibility of using (11) to compute fractional derivatives for a set of tabular data was discussed. Fractional differential equations are also treated successfully. In this case the lack of initial conditions makes (4) less useful. In contrast, one can freely increase N , the order of approximation (11) , and find better approximations. Comparing with (14) , our modification provides better results. We finished by discussing the solution of fractional variational problems using the introduced approximations. Similar methods can also be applied to fractional optimal control problems.
For fractional variational problems, the proposed expansions may be used at two different stages during the solution procedure. The first approach, the one considered in Sections 5.1 and 5.2, consists in a direct approximation of the problem, and then treating it as a classical problem, using standard methods to solve it. The second approach would be to apply the fractional Euler-Lagrange equation and then to use the approximations in order to obtain a classical differential equation. However, the Euler-Lagrange equations (24) involve right Riemann-Liouville derivatives, which introduces undesirable difficulties.
