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Captulo 
Motivacin y objetivos de la tesis
El potencial de la metodologa de Control Predictivo Basado en Modelos MBPC para
controlar procesos industriales resulta cada vez ms signi
cativo sin ms que analizar el
n	mero y tipo de procesos industriales en que se vienen empleando  lo cual resulta ya
de por s un elemento motivador de aquellos investigadores que pretendan trasladar sus
experiencias en la medida de lo posible al mbito industrial
Un elemento fundamental y al mismo tiempo limitante de la metodologa de MBPC
lo constituye la Optimizacin de ndices o funciones de costo puesto que a medida que la
complejidad del problema de MBPC crece modelos no lineales restricciones de entrada y
salida estabilidad problemas de tiempo real etc se va a requerir en general algoritmos
de optimizacin que garanticen el mnimo global en un tiempo acotado
Esta Tesis Doctoral se fundamenta principalmente en la exploracin de ese factor
limitante con el 
n de establecer nuevos mtodos de diseo para MBPC basados en herra
mientas de optimizacin que permitan abordar problemas difciles como son entre otros
la presencia de ptimos locales en las funciones de coste
En ese contexto la Tesis Doctoral presenta las metodologas Heursticas de Simulated
Annealing y Algoritmos Genticos como candidatas a la resolucin de ese tipo de proble
mas en MBPC procurando la mejor adaptacin de estas tcnicas al MBPC y la mejora del
ajuste de sus parmetros para la obtencin de mejores prestaciones sin olvidar su coste
computacional
La Tesis Doctoral tambin presenta ciertas formulaciones o alternativas de otros ele
mentos de la metodologa de MBPC como son la formulacin de los ndices de costo y
de los modelos de prediccin incluyendo las restricciones las cuales son tratadas por los
mtodos de optimizacin propuestos en la tesis de una manera natural y sin presentar las
restricciones de los mtodos tradicionales

  Captulo  Motivacin y objetivos de la tesis
Se presenta a continuacin un resumen del Estado del Arte sobre CPBM que termina
con la descripcin de las principales lneas de investigacin que se siguen actualmente
tratando de situar a la presente Tesis dentro de ellas Tambin se presenta un resumen
del Estado del Arte sobre Optimizacin con la pretensin de describir hasta donde son
capaces de llegar las tcnicas conocidas y por qu
Finaliza este captulo con el planteamiento de los objetivos espec
cos que se pretenden
conseguir en la presente Tesis
 Control predictivo basado en modelo MBPC
El control predictivo basado en modelos ms que un controlador concreto es una meto
dologa para el clculo de las acciones de control Se trata adems de una metodologa
comprensible en cierta forma trata de reproducir la forma de actuar que tendra un
operador experto en el control de un determinado proceso
Los pasos que seguira un operador experto para conseguir controlar un proceso seran
 El operador conoce bien el proceso y por tanto sera capaz de predecir con mayor
o menor exactitud cual ser la evolucin dinmica de las variables de un proceso si
le aplica unas acciones de control determinadas
 El mismo operador puede adems decidir si esa evolucin es adecuada en compara
cin a los objetivos que se ha marcado Es capaz por tanto de valorar las distintas
combinaciones de las acciones de control en funcin del grado de cumplimiento de
unas especi
caciones
 Con todo esto podra decidir cual es la mejor combinacin de acciones de control
dentro de un conjunto de posibilidades El resultado 
nal es que este operador es
capaz de obtener cual debe ser la combinacin de acciones de control que hay que
aplicar al proceso todo ello basado en los conocimientos que tiene del proceso y la
informacin del estado pasado y actual del mismo
 Para conseguir una mayor calidad en el control este mismo operador repetira to
dos los clculos cada vez que disponga de informacin actualizada bien sean nuevas
medidas del estado del proceso bien conocimientos actualizados acerca del compor
tamiento del proceso informacin nueva del modelo
Este ejemplo nos da a entender que los primeros controles realizados manualmente por
operadores que conocan bien el proceso se podan haber englobado en el rea del control
 Control predictivo basado en modelo MBPC   
predictivo basado en modelos En de
nitiva se trata de una metodologa muy intuitiva
para abordar el control de un proceso y esto ha inuido en su difusin a nivel industrial
Para concretar se entiende que pertenecen a la familia de los controladores MBPC
aquellos que comparten las siguientes caractersticas
  Se hace uso explcito de un modelo del proceso en el clculo de predicciones de la
evolucin dinmica del proceso
  La ley de control conjunto de acciones de control en un horizonte de tiempo se
obtiene de la minimizacin de una cierta funcin de coste en la que intervienen las
predicciones La funcin de coste es la encargada de 
jar el comportamiento que se
pretende conseguir especi
caciones
  Se aplica el concepto de horizonte mvil receding horizon en cada periodo de
muestreo se calcula la ley de control incorporando nuevas medidas de la evolucin
dinmica del proceso pero slo se aplica la primera accin de dicha ley
El anlisis de esta metodologa de control muestra que sea cual sea la implementacin
que se realice cualquier control predictivo basado en modelos se puede entender como un
problema de optimizacin en cada periodo de muestreo horizonte mvil que consta de
tres elementos fundamentales 
gura 
  Un predictor en el que se utilizan los modelos y que es el encargado de calcular
predicciones de la evolucin dinmica del proceso  yt N jt     yt Njt a
partir de la informacin dinmica que se tiene hasta ese instante medidas de las
variables del proceso hasta el instante actual t y una ley de control postulada
 ut     utN a lo largo del horizonte de prediccin  N  N
  Una funcin de coste que asigna un valor coste Ju a cada prediccin y por
tanto a cada ley de control postulada Este valor trata de mostrar el grado de cum
plimiento de las especi
caciones estticas y dinmicas as como incluir las posibles
restricciones de funcionamiento
  Un optimizador que debe encontrar la ley de control que ofrece un mejor valor
de la funcin de coste Generalmente en este proceso de b	squeda el optimizador
realiza postulados de la ley de control e iterativamente trata de acercarse a la ley
de control ptima u   ut     utN
Combinando distintas variaciones de estos tres elementos fundamentales se pueden obtener
un gran n	mero de controladores que formaran parte de la familia de los controladores
predictivos En la bibliografa se pueden encontrar distintos trabajos que recogen una gran
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Figura  Elementos fundamentales de un control predictivo
 Control predictivo basado en modelo MBPC  

parte de los controladores predictivos que se han desarrollado tanto a nivel industrial como
a nivel terico     
Para poder plantear cualquier tipo de mejora se debe pasar por un primer paso de
anlisis de estos tres elementos fundamentales
 Predictor
Este elemento del control predictivo es el que se encarga de calcular las predicciones de la
evolucin dinmica de las variables que se quieren controlar y debe utilizar para ello un
modelo En general este modelo consta de dos componentes 
gura 
Figura  Estructura general de un modelo
  Modelo del proceso que relaciona todas las variables de entrada que se pueden
manipular con las variables de salida que se quieren controlar
  Modelo de perturbaciones que se puede dividir en dos partes Una que incluye la
relacin entre variables de entrada que se pueden medir pero no manipular con las
salidas modelo de perturbaciones identi
cable y otra parte que trata de describir
la parte de la salida medida que no es explicada por el resto de modelos modelo de
perturbaciones no identi
cable
Estos modelos se combinan a travs de una funcin f para producir un modelo de las
variables de salida
Para modelar cada uno de estos componentes existen varias posibilidades
  Respuesta ante un impulso
  Respuesta ante un escaln
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  Funcin de transferencia
  Representacin en espacio de estados
  Modelos de Volterra
  Modelos mediante redes neuronales
  Modelos fuzzy
Las diferencias entre los distintos tipos de modelos son conocidas y son objeto de campos
de estudio en los que se describe cmo se obtienen que tipo de procesos pueden modelar
cules son sus limitaciones y cmo se utilizan para realizar predicciones de la evolucin
dinmica de las variables de un proceso En  se puede encontrar una descripcin del
modelado mediante respuesta impulsional funcin de transferencia y representacin en
espacio de estados su utilizacin en control predictivo se puede ver en  Un ejemplo
de utilizacin en control predictivo de modelos de Volterra se puede encontrar en 
Las redes neuronales son en algunos casos una alternativa para el modelado de sistemas
no lineales  ejemplos de utilizacin en control predictivo se pueden ver en  
y  En cuanto a los modelos con tcnicas fuzzy se puede ver en  el modelado
identi
cacin y control aunque no son aplicaciones de control predictivo
Evidentemente la calidad de la prediccin debera ser el factor que marque el tipo
de tcnica de modelado que se debe utilizar al menos a nivel terico Es natural pensar
que a mayor calidad en las predicciones ms posibilidades se tienen de obtener un control
adecuado En las aplicaciones prcticas aparecen otros factores como los econmicos que
pueden determinar ms all de las cuestiones tericas el tipo de modelo seleccionado
Cualquiera de las tcnicas de modelado mencionadas puede ser utilizada para predecir
el efecto sobre las variables de salida de las variables manipulables modelo del proceso
Esto es as puesto que cualquiera de las acciones de control que se postule en el proceso de
localizacin del ptimo puede aplicarse posteriormente al proceso Por tanto la calidad
de la prediccin slo depende de la calidad del modelo
No parece tan evidente utilizar estos modelos para predecir el efecto de las variables no
manipulables medibles o no Cuando se tienen variables no manipulables no se puede
saber con certeza que valores van a tomar en el futuro y por tanto en el horizonte de
prediccin intervalo de tiempo en el que se quiere realizar la prediccin El modelo
puede ser muy exacto pero el problema es que se desconoce el valor futuro de estas
variables y por tanto las predicciones pueden ser malas En estos casos se debe al menos
conocer alguna de sus propiedades estadsticas que nos permita realizar una estimacin
por ejemplo la media Si estas variables son medibles se pueden utilizar las medidas
para realizar unas estimaciones de mayor calidad por ejemplo evaluar la tendencia y
extrapolar La calidad de la prediccin en estos casos depende tanto de la calidad
 Control predictivo basado en modelo MBPC  	
del modelo como de la calidad de las estimaciones que se realizan de las variables no
manipulables
Para tratar de compensar la dinmica no modelada parte no identi
cable del modelo
se aaden al modelo elementos arti
ciales en su estructura para tratar de incrementar la
calidad del control un ejemplo clsico consiste en utilizar modelos CARMA o CARIMA
con polinomios de 
ltrado T z   para mejorar la robustez
 Funcin de coste
El objetivo de esta funcin es plasmar en una formulacin matemtica una medida cuan
titativa del funcionamiento de un sistema En la teora de control aparecen distintos
indicadores que tratan de describir la evolucin dinmica del proceso en general se pue
den englobar en dos grandes grupos
a Parmetros descriptivos de la evolucin temporal de la variable controlada error
en rgimen permanente valor 
nal tiempo de establecimiento sobreoscilacin fre
cuencia de las oscilaciones tiempo de subida etc
b Medidas de la desviacin de la variable de salida respecto de la referencia error
et  rt  yt Generalmente se han utilizado integrales de una funcin del
error siendo los ms extendidos en su uso IAE integral del valor absoluto del
error ICE integral del error al cuadrado ITAE integral del producto del tiempo
por el valor absoluto del error ITEC integral del producto del tiempo por el error


























f rt yt tdt 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Entre estas opciones parece claro que es ms directo e inteligible para evaluar cmo
funciona un sistema utilizar parmetros del primer grupo las medidas de tipo integral no
reejan directamente cmo funciona el sistema Slo con el valor del ndice un operador es
incapaz de saber con cierto grado de exactitud como est funcionando el sistema A esto se
une que es ms usual que las especi
caciones de funcionamiento se suelen plantear en estos
trminos por ejemplo es normal tener restricciones del tipo tiempo de establecimiento y
sobreoscilacin menores que unos valores determinados
Por otra parte con los indicadores de tipo integral se pueden incorporar en la evalua
cin del funcionamiento otro tipo de elementos como por ejemplo el valor de la accin de
control o ponderaciones de las distintas variables Generalmente se utilizan para integrar
en el ndice la evaluacin de costes econmicos
En general se deduce que no existe una formulacin universal que sea vlida para todos
los problemas de control cada tipo de indicadores tiene sus ventajas e inconvenientes
El ndice de funcionamiento ms adecuado para un problema concreto depende de los
objetivos que se impongan y de las herramientas disponibles
Una alternativa que trata de combinar los dos tipos de indicadores es la de establecer
unas trayectorias de referencia en un ndice de tipo integral En lugar de utilizar una
referencia de tipo escaln rt se 
ltra mediante una funcin de transferencia P s
que cumpla con los objetivos del tipo tiempo de establecimiento sobreoscilacin y r
gimen permanente y se utiliza esta respuesta wt como referencia en un ndice de
funcionamiento de tipo integral





f wt yt ut tdt
La traduccin al entorno de un control predictivo es directa el ndice de coste debe de
alguna forma imponer el funcionamiento deseado del proceso utilizando estos indicadores
de funcionamiento Sin embargo el problema se complica ms todava puesto que el
control predictivo introduce nuevas caractersticas y variables en el ndice para posibilitar
su aplicacin al control en lnea se debe conseguir que el volumen de los clculos a realizar
sea razonable
Una caracterstica com	n en las funciones de coste es que operan con seales discre
tas aparecen adems parmetros adicionales del ndice que se deben ajustar Se puede




f wt k yt kjt ut k k k Nu t  Je 
 Control predictivo basado en modelo MBPC  
  Horizonte de prediccin  N  N intervalo de tiempo en el que se realiza la pre
diccin debe ser 
nito para que sea posible su aplicacin al control en lnea Un
horizonte de prediccin in
nito o demasiado grande hace que los clculos de las pre
dicciones no se puedan realizar en lnea salvo que exista una formulacin analtica
  Horizonte de control Nu intervalo del horizonte de prediccin en el que se permiten
variaciones de la variable manipulada Este parmetro se utiliza para simpli
car
el problema de optimizacin si se reduce el n	mero de variaciones se reduce el
n	mero de variables en el problema Cuando se limita el horizonte de control cabe
la posibilidad de realizar distintas estructuraciones de las leyes de control a lo largo
del horizonte de prediccin inuye en las prestaciones Por tanto junto con el
parmetro Nu se debe establecer una estructura de la ley de control
  Ponderaciones entre los trminos de los errores k y los de las acciones de control
k En el caso multivariable adems ponderaciones entre distintas variables
Las ponderaciones se utilizan para conseguir distintos efectos en el comportamiento
de bucle cerrado por ejemplo que tenga ms importancia las acciones de control
o que tengan menos inuencia en el ndice los valores de predicciones muy alejadas
o ponderar ms determinadas variables en detrimento de otras etc
  Puede aparecer un adems un conjunto de restricciones adicionales sobre variables de
entrada salida e internas Estas restricciones pueden ser debidas tanto a limitaciones
fsicas del proceso como a especi
caciones de funcionamiento
  Factores adicionales como el coste terminal para asegurar estabilidad Je  

 Optimizador
Finalmente el control predictivo basado en modelos no es ms ni menos que un problema
de optimizacin El objetivo de este elemento est claro debe conseguir la combinacin de
acciones de control que optimiza la funcin de coste La solucin ideal es la que resultara
de la optimizacin analtica fuera de lnea que implica que se dispone de una expresin
matemtica que da el ptimo en funcin de las medidas hasta el instante t Esto se puede
conseguir cuando el modelo es lineal y la funcin de coste cuadrtica sin restricciones En
estos casos el problema de optimizacin se resuelve fuera de lnea
Fuera de este contexto es decir con problemas no lineales bien sea por los modelos
utilizados bien por la aparicin de restricciones etc el control predictivo se convierte en
un problema de optimizacin en cada periodo de muestreo con el consiguiente incremento
de complejidad que slo se justi
ca si se consiguen mejores prestaciones en el control
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En principio este elemento del control predictivo no aparece como un elemento clave
para la consecucin de unas buenas prestaciones ms bien queda como una herramienta en
segundo plano Parece ms directa la inuencia del modelo utilizado mayor exactitud en
el modelo implicamejores predicciones y por tanto un control ms exacto Tambin parece
ms importante la funcin de coste sin una funcin de coste que valore adecuadamente
las predicciones no se va a conseguir un control correcto
Sin embargo la herramienta de optimizacin cobra ms protagonismo cuando se pre
tende aplicar el control predictivo en lnea Por muy bueno que sea el modelo o muy
acertada la funcin de coste el cuello de botella es la tcnica de optimizacin Una
seleccin o ajuste inadecuado de esta tcnica puede provocar en algunos pro
blemas de control una prdida notable de las prestaciones del control puesto
que no se localiza correctamente el ptimo Por tanto la herramienta de optimiza
cin debe poseer unas caractersticas mnimas que no perturben las prestaciones que se
obtienen por la utilizacin de un modelo y una funcin de coste determinados
Puesto que el modelo restricciones y funciones de coste pueden presentar en principio
cualquier forma el optimizador deber adaptarse a cada problema en concreto
  Necesidad de soluciones a funciones y restricciones no convexas que implican la
presencia de ptimos locales
  Que no imponga ninguna condicin al problema por ejemplo que no exija la deriva
bilidad de la funcin de coste la funcin de coste puede presentar discontinuidades
o no linealidades duras
  Coste computacional bajo Esta es una caracterstica imprescindible para su apli
cacin a una amplia gama de procesos
Desafortunadamente parece que no existe el optimizador ideal ninguna de las tcnicas
que se han desarrollado hasta el momento presenta todas las caractersticas anteriores
simultneamente  Por tanto la aplicacin del control predictivo con altas prestaciones
requiere de una etapa de anlisis y adaptacin de varias tcnicas de optimizacin hasta
conseguir la ms adecuada para el problema en cuestin
 Evolucin del MBPC
Los conceptos tericos iniciales que podan asociarse al control predictivo se basan en los
trabajos realizados en control ptimo Utilizando un modelo discreto lineal en espacio de
estados se calcula la ley de control de minimizando una funcin cuadrtica de los estados
 Evolucin del MBPC  
y las acciones de control regulador LQR Se obtiene un controlador que consiste en una
realimentacin del estado   La optimizacin se realiza fuera de lnea
Esta tcnica tuvo relativamente poco impacto en la tecnologa del control de procesos
debido a que no contemplaba las no linealidades de los proceso las restricciones de fun
cionamiento incertidumbres en el modelo y slo se dispona de un ndice cuadrtico para
medir las prestaciones nicamente poda aplicarse en reas donde se podan conseguir
modelos muy exactos por ejemplo la industria aerospacial
La industria contribuy decisivamente en el desarrollo de un control ptimo aplicable
apareciendo los primeros controles predictivos basados en modelos Se podan utilizar
cualquier tipo de modelo y las restricciones de funcionamiento se podan tener en cuenta en
la formulacin La optimizacin se realizaba en cada periodo de muestreo y se utilizaban
horizontes de prediccin 
nitos Slo se aplica la primera accin de control y se actualiza
la informacin con nuevas medidas
Las primeras implementaciones a nivel industrial de estos algoritmos se desarrollaron
en paralelo IDCOM y el DMC
  IDCOM  que es el nombre del software desarrollado a partir del algoritmo
conocido comoModel Algorithmic Control MAC tambin referenciado comoModel
Predictive Heuristic Control MPHC Sus caractersticas ms importantes son
 Modelo lineal por respuesta impulsional
 Funcin de coste con un ndice cuadrtico y horizonte de prediccin 
nito
 No hace uso del concepto de horizonte de control
 Especi
caciones mediante trayectoria de referencia generadas mediante un sis
tema de primer orden
 Se incluye un modelo de perturbaciones
nt kjt  ant k  jt    ayt yut donde 	  a  
 Restricciones en la entrada y la salida incluidas en la formulacin
 Optimizacin mediante un algoritmo iterativo
  DMC Dynamic Matrix Control  sus principales caractersticas son
 Modelo lineal por respuesta a un escaln
 Funcin de coste con un ndice cuadrtico de los errores futuros y puede incluir
trminos referentes a las acciones de control
 Horizonte de prediccin 
nito
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 Utiliza un horizonte de control
 Especi
caciones se 
ja tratando de seguir un referencia de tipo escaln
 Se incluye un modelo de perturbaciones
nt kjt  yt yut
 La accin de control ptima se obtiene como la solucin de un problema de
mnimos cuadrados
A partir de estas dos metodologas se han ido desarrollando con el tiempo distintas
alternativas tanto a nivel industrial como a nivel terico entre las que caben destacar
  QDMC  Basado en el DMC incluye explcitamente las restricciones en las
entradas y salidas del proceso Utiliza programacin cuadrtica QP para la mini
mizacin del ndice
  IDCOMM  tambin referenciado como HIECON Hierarchical constraint con
trol Esta basado en el IDCOM presentando cambios en la funcin objetivo y en la
priorizacin de las restricciones Utiliza dos funciones objetivo primero se optimiza
la que eval	a los errores de prediccin y si quedan grados de libertad se optimiza
respecto a las acciones de control Para simpli
car el proceso se utiliza horizonte de
control  slo se permite un cambio en la variable manipulada
  GPC Generalized Predictive Control  
 Utiliza modelos basados en funciones de transferencia incluyendo modelo de
perturbaciones modelo CARIMA
 El ndice es cuadrtico e incluye un trmino de errores de prediccin y otro de
acciones de control
 Utiliza los conceptos de horizonte de prediccin y control
 La optimizacin es analtica por tanto se puede calcular un regulador lineal
fuera de lnea Permite implementar un control adaptativo
Este controlador predictivo engloba muchos de los 	ltimos avances en el campo de
control predictivo al menos para procesos lineales      y  Se
pueden tratar algunos tipos de restricciones     y se ha planteado
el control predictivo adaptativo  Algunas de sus aplicaciones industriales se
pueden encontrar en    
	 Optimizacin  
En el campo industrial las distintas implementaciones que existen actualmente comparten
las ideas de los que se han descrito En         y 
se pueden encontrar descripciones ms o menos detalladas del estado actual del control
predictivo tanto a nivel tecnolgico como a nivel terico El n	mero de aplicaciones de
este tipo de control crece cada da algunas de estas se detallan en     y

Los 	ltimos avances en esta tecnologa apuntan a un control predictivo que podra
tener entre otras las siguientes caractersticas
  Utilizacin de modelos en espacio de estados permiten trabajar con modelos ines
tables multivariables y no lineal con una formulacin compacta En este campo se
debe investigar nuevas representaciones de proceso no lineales y como identi
carlos
a partir de los datos experimentales Hasta el momento la alternativa ms extendida
es la de obtener estos modelos no lineales en espacio de estado a partir de principios
fundamentales
  De los 	ltimos avances para asegurar la estabilidad    y  se intuye la
utilizacin de horizontes de prediccin casiin
nitos
  Aparecen nuevos ndices de funcionamiento ndices multiobjetivos estructuracin
de la ley de control inclusin de restricciones etc   y  En de
nitiva
formas ms adecuadas de plantear el problema de control
  Utilizacin de otras tcnicas de optimizacin para hacer frente a los nuevos pro
blemas de optimizacin que se plantean con los modelos no lineales restricciones
de funcionamiento y nuevos ndices problemas no convexos yo discontinuidades a
resolver en tiempo real      
 Optimizacin
Puesto que parte de esta tesis se centrar en la exploracin de tcnicas de Optimizacin
Heurstica y Monte Carlo para la resolucin de problemas de control predictivo basado
en modelos es conveniente presentar un resumen del estado del arte sobre mtodos de
Optimizacin poniendo de mani
esto hasta donde puede llegar cada tcnica y donde
estn indicadas o no El anlisis del potencial de alguna de estas tcnicas y el conjunto de
problemas complejos que pueden presentarse en un CPBM sern la base del planteamiento
en el que se fundamentarn los objetivos de la tesis en un punto posterior
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 Mtodos de optimizacin cl	sica
Un problema de optimizacin   en concreto un problema de minimizacin  se puede
formular
Dada una funcin fx 
 Rn  R
Encontrar x  Rn mnimo de la funcin fx tal que
f 
 fx  fx  x  Rn
f es lo que se conoce como el valor mnimo de la funcin fx
f 
 minffx 
 x  Rng
En algunos casos el inters se centra en encontrar f  en otros sin embargo el objetivo
es encontrar x Generalmente en las aplicaciones de control predictivo de procesos en las
que se van a utilizar el optimizador se busca x
Tal y como se ha formulado se trata de un problema sin restricciones se busca el
ptimo en x  Rn pero en general un problema de optimizacin puede venir acompaado







que generan el subespacio
X  fx 
 x  Rn gix  	 i  m  hjx  	 j  mg
O bien de forma ms compacta
X  fx 
 x  Rn gx  	 hx  	g
Donde
  gx  g x gx     gmxT
  hx  h x hx     hm xT
 Un problema de maximizacin se puede convertir en uno de minimizacin simplemente cambiando el
signo de la funcin
	 Optimizacin 

Si las restricciones son del tipo hjx  	 se pueden convertir a hjx  hjx  	
Por tanto el problema de minimizacin ms general se puede formular como sigue
Dada una funcin fx 
 Rn  R
Encontrar x tal que
fx 
 minffx 
 x  Xg
Denicin  
xo  Rn es un mnimo local de fx si
  	 tal que kx xok   fxo  fx
Denicin 
xo  Rn es un mnimo global de fx si
fxo  fx x  Rn
Optimizacin sin restricciones
Se puede demostrar  que un mnimo de una funcin en un problema de minimizacin
sin restricciones cumple el siguiente teorema
Teorema  
Si
fx es dos veces diferenciable en el punto x
rfx  	 Condicin necesaria
rfx de	nida positiva Condicin suciente

 x es un m
nimo de fx
Donde
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Los puntos que cumplen la condicin necesaria se denominan puntos estacionarios
pueden ser mnimos si cumplen la condicin necesaria mximos o puntos de silla
A partir del teorema  la solucin de un problema de minimizacin sin restricciones
se formula









 Evaluar la condicin rfx es de	nida positiva en los puntos anteriores para
conocer cuales son m
nimos
 Evaluar fx en los puntos de los m
nimos para localizar el m
nimo global
Optimizacin con restricciones de tipo igualdad
Para resolver un problema de minimizacin que presenta restricciones de igualdad
minffx 
 x  Xg
X  fx 
 x  Rn gix  	 i  m g 
Existen dos alternativas 
 Mtodo del Jacobiano
Este mtodo se basa en el clculo del gradiente restringido de la funcin fx
denominado rcfx y que es el gradiente de fx en los puntos que satisfacen las
restricciones
El mtodo se desarrolla dividiendo x en variables dependientes y  y      ym
e independientes z  z      zn m
x  y z




































   g x
ym












  Matriz de control













   g x
zn m












  La relacin entre las variaciones de las variables dependientes respecto de las




A partir de la derivada restringida aplicando condicin necesaria del teorema  y
las ecuaciones de las restricciones se calcula el punto estacionario xo resolviendo
el sistema de ecuaciones
rcfx  	
gx  	
Para evaluar si se trata de un mnimo condicin de su






En general es necesario utilizar la expresin  en los clculos de esta matriz
Este mtodo presenta di
cultades por la necesidad de invertir una matriz J   lo
cual es siempre costoso y en ocasiones puede presentar problemas numricos
 Mtodo de los multiplicadores de Lagrange
 Captulo  Motivacin y objetivos de la tesis
Se puede demostrar  que el problema de minimizacin con restricciones 




Lx   fx  gx 
 x   Rnm
Donde
  gx  g x gx     gmxT
           m son los multiplicadores de Lagrange Los multiplicado
res de Lagrange se interpretan como coe	cientes de sensibilidad eval	an las
variaciones de f respecto de las variaciones de g ver  Tambin se pue
de interpretar de forma geomtrica se trata de los coe
cientes que permiten
cancelar vectores gradientes ver 
  	f
	g
A este problema sin restricciones se le puede aplicar el teorema  para el clculo del




 rfx  rgx  	
	Lx 
	
 gx  	
Donde rgx  rg xrgx    rgmxT 
Para determinar si se trata de un mnimo hay que veri
car la condicin su
ciente
del teorema 
Optimizacin con restricciones de tipo desigualdad
Si el problema presenta adems restricciones que son desigualdades hjx  	
minffx 
 x  Xg
X  fx 
 x  Rn gix  	 i  m  hjx  	 j  mg 
Se pueden utilizar dos alternativas
 Mtodo de las restricciones activas
Este mtodo consiste en
	 Optimizacin 
a Resolver el problema teniendo en cuenta 	nicamente las restricciones de tipo
igualdad
minffx 
 x  Xg
X  fx 
 x  Rn gix  	 i  m g
por ejemplo utilizando multiplicadores de Lagrange se calcula xo mnimo de
la funcin
b Con la solucin obtenida evaluar si se satisfacen las restricciones de tipo de
sigualdad Si no se satisface alguna de ellas se nombran como restricciones
activas
hjxo  	 Restricciones activas
hkxo  	 k 	 j  Restricciones inactivas
c Se vuelve a resolver el problema de optimizacin incorporando las restricciones
de desigualdad activas como si fuesen restricciones de tipo igualdad
Si hax son las restricciones activas
minfLx  
  fx  gx  
haxg
d Con la nueva solucin se vuelve al paso b hasta que se cumplan todas las
restricciones simultaneamente
Este mtodo no asegura la obtencin del mnimo salvo que se eval	en todas las
combinaciones de restricciones de tipo desigualdad como si fuesen de tipo igualdad
lo cual incrementa exponencialmente los tiempos de clculo ver 
 Variables de holgura y condiciones de KuhnTucker
Las restricciones de tipo desigualdad se pueden convertir en restricciones de tipo
igualdad utilizando variables de holgura sj
hjx  	  hjx  sj  	
En general para un conjunto de restricciones de tipo desigualdad
hx  	  hx  SsT  	
Donde
  hx  h x hx     hm xT
  s  s  s     sm 
  S  diagfsg
 Captulo  Motivacin y objetivos de la tesis
En el caso ms general en que aparecen los dos tipos de restricciones se puede con
vertir el problema con restricciones en uno sin restricciones mediante la utilizacin
de multiplicadores de Lagrange y variables de holgura El problema
minffx 
 x  Xg
X  fx 




Lx   s  fx  gx  hx  SsT  
 x   s  Rnmm 
En este caso el sistemas de ecuaciones a resolver para la localizacin del punto
estacionario es 
	Lx   s
	x
 rfx  rgx  rhx  	
	Lx   s
	
 gx  	
	Lx   s
	
 hx  SsT  	
	Lx   s
	s
 SV eT  	
Donde
  V  diagfg
  e        
La resolucin de este sistema de ecuaciones slo establece la condicin necesaria para
veri
car si se trata de un mnimo se debera evaluar la condicin de su
ciencia En
el caso en que la solucin del sistema de ecuaciones cumpla   	 funcin objetivo
fx y el espacio de soluciones delimitado por las restricciones sean convexos
se garantiza que la solucin obtenida es un mnimo condiciones de optimalidad de
KuhnTucker ver 
	 Optimizacin 
En resumen la optimizacin de una funcin sin restricciones se resuelve aplicando
el teorema  a partir de rfx  	 sistema de ecuaciones se obtienen los posibles
mnimos puntos estacionarios y veri
cando que rfx es de
nida positiva para
esos puntos se asegura que se trata de los mnimos
Cuando el problema presenta restricciones de tipo igualdad el mtodo del Ja
cobiano permite obtener un sistema de ecuaciones del que se obtienen puntos que
cumplen la condicin necesaria rcfx  	 y la condicin su
ciente a partir de
rcfx El mtodo de los multiplicadores de Lagrange lo convierten en un problema
sin restricciones al que se le puede aplicar el teorema 
Si aparecen restricciones de tipo desigualdad se dispone de dos alternativas el
mtodo de las restricciones activas o la utilizacin de variables de holgura en am
bos casos se utilizan los multiplicadores de Lagrange para obtener un problema sin
restricciones
En todos los casos presentados la obtencin de un mnimo pasa por plantear y resolver
un sistema de ecuaciones que en general ser no lineal y donde la totalidad o parte de
los coe
cientes del sistema deben ser obtenidos a partir de las derivadas de primera y
segunda especie de las funciones implicadas que pueden ser difcil o imposible de obtener
Es necesario adems la inversin de una matriz lo cual es siempre di
cultoso y costoso
en tiempo
En algunas situaciones particulares como los conocidos problemas de programacin
lineal LP y cuadrtica QP con funcin a minimizar lineal y cuadrtica respectivamente
y restricciones lineales en ambos casos se pueden encontrar soluciones directas  Sin
embargo no es as en el caso de programacin no lineal NLP donde tanto las funciones
como las restricciones pueden ser no lineales
En estos casos se requiere de soluciones iterativas que plantean muchas de ellas una
direccin de b	squeda y un tamao del paso en cada iteracin as como una condicin de

nalizacin que asegure las condiciones de su
ciencia En el punto siguiente se describirn
estos mtodos
 Mtodos de optimizacin iterativos
Como se acaba de decir un problema de minimizacin que no tiene una solucin analtica
fcil de encontrar puede ser resuelto mediante algoritmos iterativos Estos algoritmos
presentan la estructura general que se muestra en la 
gura 
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Figura  Diagrama de ujo global de un algoritmo de optimizacin iterativo
Si estos algoritmos consiguen una solucin el problema radica en reconocer si se trata
del mnimo global o simplemente se trata de un mnimo local inuyendo en el criterio
de 
nalizacin y por tanto en la calidad de la solucin y el coste computacional Con
mtodos iterativos la obtencin del mnimo global slo esta resuelto en el caso en que la
funcin y la regin de las restricciones sea convexa
Denicin 

Una funcin Lx x  Rn es Convexa si
x  x Rn    	 
Lx    x  Lx    Lx
Una funcin convexa diferenciable tiene las siguientes propiedades
 x h  Rn  Lx h Lx  rLxTh
 rLx es de	nida positiva
 Lx slo presenta un m
nimo
Esta caracterstica es la que se utiliza en las condiciones de KuhnTucker la solucin del sistema




Minimizacin de problemas de una variable
Es importante destacar estas tcnicas puesto que muchos de los mtodos de minimizacin
multivariables necesitan de la resolucin de problemas auxiliares que son univariables
obtencin de la longitud del paso en la direccin de mejora En las tcnicas que se
enumeran a continuacin se supone que la funcin es unimodal El problema unimodal se
formula
minffx 
 x  Rg
o bien si existe restriccin
minffx 
 x   a bg
 Mtodos de reduccin de intervalos Asumiendo que la funcin es unimodal se
puede asegurar que el mnimo se encuentra en un intervalo  xk xk    	
que cumple
fxk   fxk  fxk 
Estos mtodos empiezan por una fase de acotamiento inicial una posibilidad es
la que se presenta en  Los pasos siguientes consisten en ir reduciendo este
intervalo inicial sucesivamente Para ello existe distintas posibilidades entre las
ms utilizadas
a Reduccin de la mitad del intervalo en cada paso Interval halving
b Reduccin del intervalo mediante Golden Ratio
c Utilizacin del los n	meros de Fibonacci para la reduccin del intervalo
 Mtodo de las aproximaciones polinomiales En cada iteracin se aproxima
la funcin en el entorno de un punto a una funcin polinomial y se calcula el mnimo
de esta funcin En este caso tambin aparecen varios mtodos
a Aproximacin cuadrtica de Powell Para que converja el mtodo es necesario
que la funcin sea convexa
b Aproximacin c	bica de Davidon Este mtodo es ms e
ciente que el de
Powell salvo que se tengan que calcular las derivadas de forma discreta
Minimizacin de problemas multivariables sin restricciones
Las posibilidades ms comunes para resolver el problema son
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 Mtodo del gradiente El mtodo consiste en localizar en cada iteracin un
punto xk con un valor de la funcin menor que el punto de la iteracin anterior
siempre en la direccin contraria del gradiente El criterio de 
nalizacin se basa en
rfx  	 condicin necesaria para un mnimo
En de
nitiva el mtodo se basa en la frmula recursiva
xk   xk  rkrfxk
Donde el valor de rk se obtiene de la resolucin del problema de minimizacin de
univariable
minfhr  fxk  rrfxk 
 r  Rg
Este algoritmo se ralentiza seg	n se aproxima al mnimo y no puede resolver pro
blemas con valles estrechos
 Mtodo de Newton Este mtodo se obtiene a partir del desarrollo de Taylor de
la funcin a minimizar En el entorno de un punto xk
fx  fxk rfxkx xkT  

x xkrfxkx xkT  ojjx xkjj
Despreciando los trminos de orden  y superior se obtiene una aproximacin cua
drtica de fx en el entorno del punto xk
fkx  fxk rfxkx xkT  

x xkrfxkx xkT
Para obtener el punto estacionario de esta funcin se calcula el gradiente y se iguala
a cero
rfkx  rfxk  x xkrfxk  	
El mnimo si se cumple la condicin su
ciente Hessiano de
nido positivo se puede
obtener analticamente
xmin  xk rfxkrfxk  
De esta expresin se deriva directamente la frmula recursiva para la localizacin
del mnimo de una funcin
xk   xk rfxkrfxk  
Para mejorar el acercamiento al mnimo existe una alternativa conocida comoM
todo de Newton modicado Esta modi
cacin utiliza una frmula recursiva
similar pero con un parmetro adicional que se obtiene de la resolucin de un pro
blema de minimizacin univariable




Donde el valor de rk se obtiene de la resolucin de
min

hr  fxk  rrfxkrfxk   
 r  R

Para los mtodos de Newton se debe realizar la inversin de una matriz adems
se debe garantizar que rfx sea de
nida positiva en caso contrario el mtodo
diverge
 Mtodo QuasiNewton Se trata del mtodo de Newton donde elH  k  rfxk  




La matriz de correccin Uk se obtiene como funcin del gradiente existiendo varias
alternativas 
  DFP DavidonFletcherPowell
  BFGS Broyden Fletcher Goldfarb y Shanno
 Mtodos de bsqueda directa El mtodo es originalmente debido a Nelder
and Mead Downhill Simplex Method y 	nicamente requiere evaluaciones de la
funcin a minimizar y no sus derivadas La idea general que subyace en este grupo
de mtodos es la de partir de un entorno en el que se puede asegurar que est el
mnimo e iterativamente reducir el tamao de dicho entorno   Los mtodos
de reduccin de intervalos de una variable forman parte de esta familia de mtodos
de b	squeda directa
Estos mtodos no son muy e
cientes en cuanto al n	mero de evaluaciones de la
funcin a minimizar 
Minimizacin de problemas multivariables con restricciones
 Mtodo de Simplex Este mtodo resuelve problemas de programacin lineal
min

fx  cxT 




 x  Rn x  	 gx  AxT  bT  	
c  Rn  b  Rm  A  Rnm
Este algoritmo explora los vrtices dentro de la zona de restricciones se pasa de un
vrtice a otro que haga menor la funcin objetivo de manera que iterativamente se
llega al mnimo
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 Mtodos de funciones de penalizacin y de barrera tambin conocidos como
mtodos de punto exterior e interior respectivamente
Esta tcnica se basa en transformar en cada iteracin el problema de minimizacin
con restricciones en uno sin restricciones mediante la incorporacin de funciones de
penalizacin El problema
minffx 
 x  Xg
X  fx 
 x  Rn gix  	 i  mg
Se transforma en
minfx r  fx  P x r 
 x  Rng
Si se utilizan funciones de penalizacin las ms comunes son





P x r  r
mX
i 
jgixjs s  	
Si gix es una restriccin de tipo desigualdad se debe reconvertir en otra restriccin
que cumple
gix  	 gix 

	 gix  	
gix gix  	

 	
Es decir si un punto x cumple la restriccin gix  	 no introduce penalizacin
P x r  	 en la funcin a minimizar en caso contrario modi
ca la funcin a
minimizar en el valor P x r  	
Para localizar el mnimo se parte de un punto x y un valor inicial de r De la
resolucin del problema de minimizacin sin restricciones se obtiene xk que ser
junto con un nuevo valor de rk el punto inicial para la resolucin del siguiente pro
blema sin restricciones El algoritmo se debe detener cuando xk no vare demasiado
en iteraciones sucesivas El que toma rk se de
ne antes de lanzar el algoritmo y
debe cumplir




Si las restricciones son de tipo desigualdad gix  	 se pueden utilizar funciones
de barrera las ms comunes son














En estos casos para localizar el mnimo el punto inicial x debe ser un punto interior
a la zona de restricciones nunca se debe tomar un punto en la frontera Se garantiza
que la solucin del nuevo problema de optimizacin es tambin un punto interior
puesto que en las proximidades de las fronteras x r toma valores muy elevados el
problema equivale a la resolucin de un problema sin restricciones Los valores de rk
en cada iteracin se toman de la misma forma que en las funciones de penalizacin
 SQP programacin cuadrtica secuencial Bajo esta denominacin se encuen
tran un conjunto de tcnicas que resuelven el problema de minimizacin no lineal
aproximndolo en cada iteracin a un problema de programacin cuadrtica QP
El problema inicial
minffx 
 x  Xg
X  fx 
 x  Rn gix  	 i  m  hjx  	 j  mg
Se resuelve mediante una frmula iterativa la forma ms com	n es
xk   xk  kdk
  Para obtener la direccin de mejora dk se hace una aproximacin cuadrtica
de la funcin y lineal de las restricciones en el punto xk convirtindose en cada
iteracin k en un problema QP
min

fkd  rfxkdT   dHdT 






 d  Rn
rgixkdT  gixk  	 i  m 
rhjxkdT  hjxk  	 j  m


Donde H es el Hesiano del Lagrangiano
  El valor de H se obtiene recursivamente como en los mtodos QuasiNewton
  El valor de la longitud del paso k se obtiene de una minimizacin unidimen
sional de forma similar al mtodo de Newton modi
cado
Existen otras alternativas bajo la denominacin de SQP que incorporan la tcnica
de punto interior en cualquier caso se basan en realizar aproximaciones cuadrticas
de la funcin y lineal de las restricciones problema QP en cada iteracin 
 Mtodos de optimizacin heursticos
Las tcnicas que se han mostrado hasta el momento presentan limitaciones que para algu
nos problemas son determinantes Por ejemplo los mtodos basados en aproximaciones

 Captulo  Motivacin y objetivos de la tesis
cuadrticas requieren para una convergencia adecuada y asegurar la localizacin del m
nimo global que la funcin sea convexa y el espacio de soluciones sea un conjunto convexo
pues de lo contrario aparecen mnimos locales Por otro lado salvo los mtodos de b	s
queda directa que son menos e
cientes los mtodos descritos requieren que la funcin
y las restricciones sean derivables que no presente discontinuidades Por tanto existe
un rango de problemas donde los mtodos descritos hasta el momento no alcanzan una
solucin satisfactoria
Para este tipo de problemas conocidos como problemas de optimizacin global se
presentan varias alternativas que se pueden enmarcar en el grupo de la optimizacin
heurstica Este tipo de mtodos ha abierto un campo muy amplio de investigacin
dada la enorme importancia que tienen la localizacin de ptimos en todas las reas
cient
cas y la complejidad cada vez mayor de los problemas que se pretenden abordar
La lista de mtodos es enorme existen incluso mtodos espec
cos o particularizaciones
para problemas concretos ver     Dos de los ms relevantes y que se
analizarn con detalle en esta tesis son Simulated Annealing se enmarca en los mtodos
de Monte Carlo para optimizacin y Algoritmos Genticos
Mtodos de Monte Carlo
Los mtodos Monte Carlo aplicados al rea de optimizacin estn asociados a la utiliza
cin de n	meros aleatorios en la inspeccin del espacio de b	squeda para determinar el
ptimo global En  aparecen documentados algunos de estos mtodos que se resumen
a continuacin
  Bsqueda aleatoria no adaptativa Nonadaptative random search algorithm
Se trata del algoritmo ms simple e intuitivo de los que componen esta familia de
mtodos Consiste en
 Generar una conjunto x      xN de N puntos de forma aleatoria distribuidos
uniformemente se pueden utilizar otros tipos de distribuciones si hay conoci
miento a priori de la zona donde se puede encontrar el mnimo en el espacio
de b	squeda X
 Calcular yi  fxi i       N
 La estimacin de min ffx 
 x  Xg se obtiene de
miny      yN
  Algoritmo de arranque mltiple Multistart algorithm Consiste en
 Generar un conjunto x      xN de N puntos de forma aleatoria se pueden
utilizar varios tipos de funciones de distribucin en el espacio de b	squeda X
	 Optimizacin 

 Se toman estos puntos como puntos iniciales para N ejecuciones de un algorit
mo de optimizacin local se puede usar por ejemplo el mtodo del gradiente
obtenindose de cada ejecucin un ptimo x      x

N
 Calcular yi  fxi i       N
 La estimacin de min ffx 
 x  Xg se obtiene de
miny      yN
  Bsqueda aleatoria adaptativa Adaptative random search algorithm En esta
familia de mtodos de tipo Monte Carlo entran varios algoritmos iterativos El que
describe de forma general este conjunto de algoritmos podra ser el de Matyas 
ver 
 Se parte de un punto xi  X y se calcula el valor de la funcin fxi
 Se genera un incremento xi aleatoriamente mediante una distribucin deter
minada densidad de probabilidad Dx de media nula
 Se debe asegurar que xi xi  X si no se vuelve al paso anterior
 Se salta al siguiente punto
xi  

xi xi  Si fxi xi  fxi
xi  En los dems casos
 Se vuelve al paso  si no se cumple el criterio de 
nalizacin que se haya
establecido
La convergencia al optimo global est asegurada cuando i
 Por ejemplo para
la funcin fx de la 
gura  si se parte de un punto x  y x  se toma de una
distribucin con una funcin de densidad Dx La probabilidad de obtener un
punto con fx  fx  es la suma de las reas sombreadas A y B La probabilidad
de que este punto corresponda a un punto del intervalo  x  xad es el rea sombreada
A La probabilidad de que este punto corresponda a un punto del intervalo  xbi x
b
d es
el rea sombreada b Mientras no se llega al punto x existe probabilidad positiva de
obtener un punto cada vez ms cercano incluso cuando el algoritmo llega al mnimo
local x  la probabilidad de encontrar x

 sigue siendo positiva
  Simulated Annealing Se trata de un algoritmo de b	squeda aleatoria adaptativa
ms evolucionado y so
sticado Este algoritmo se basa en una analoga con prin
cipios de la termodinmica o mejor la mecnica estadstica concretamente en la
forma en que los lquidos se congelan y cristalizan o los metales se enfran y templan
anneal
Las diferencias con el algoritmo de b	squeda aleatoria adaptativa descrito anterior
mente son bsicamente dos
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Figura  Funcin multimodal fx y funcin de densidad de la distribucin Dx
 La distribucin utilizada para obtener x vara con el tiempo concretamente
la desviacin de la distribucin cambia con un parmetro denominado tem
peratura que es el que vara con el tiempo seg	n lo que se denomina ley de
enfriamiento
 La ley de aceptacin permite saltar a puntos con valores de la funcin mayores
con una probabilidad que vara con la temperatura
En de
nitiva el algoritmo de Simulated Annealing bsico sera
 Se parte de un punto xi  X y se calcula el valor de la funcin fxi
 Se genera un incremento xi aleatoriamente mediante una distribucin deter
minada densidad de probabilidad Dx de media nula y desviacin variable
con la temperatura
 Se debe asegurar que xi xi  X si no se vuelve al paso anterior




xi xi  Si fxi xi  fxi
xi xi  Si fxi xi  fxi
con una probabilidad variable seg	n la temperatura
xi  En los dems casos
 Se vuelve al paso  si no se cumple el criterio de 
nalizacin que se haya
establecido y se cambia la temperatura seg	n una ley de enfriamiento
En el captulo siguiente se trata con ms detalle este algoritmo puesto que se mues
tra como una alternativa atractiva para la resolucin de problemas de minimizacin
	 Optimizacin 

complicados mnimos locales discontinuidades etc y 	nicamente requiere la fun
cin objetivo no se utilizan sus derivadas
Algoritmos genticos
Los Algoritmos Genticos GA    son tcnicas de optimizacin basadas en simu
lar los fenmenos que se dan en la evolucin de las especies adaptndolos a un problema
de optimizacin En de
nitiva estos algoritmos tratan de replicar unas leyes de seleccin
natural que van a afectar a una poblacin hasta conseguir individuos mejor adaptados a
su entorno
La poblacin sobre la que opera el GA no es ms que un conjunto de puntos del espacio
de b	squeda posibles soluciones al problema de optimizacin Lo que se denomina
individuo es un punto del espacio de b	squeda cada uno de los individuos diferentes
que pueden existir en una poblacin debe tener asociado un cromosoma diferente un
cdigo que lo identi
ca es decir debe existir un tipo de codi
cacin para el espacio de
soluciones Dos individuos iguales tienen el mismo cromosoma El grado de adaptacin
al entorno y por tanto las posibilidades de supervivencia de un individuo vienen dados
por la funcin objetivo funcin que se quiere optimizar Dicho de otro modo la funcin
objetivo no es ms que el entorno en el que tiene que sobrevivir un individuo el valor que
toma dicha funcin para un individuo concreto marcar sus posibilidades de supervivencia
y reproduccin
Partiendo de una poblacin inicial se van modi
cando estos individuos evolucin
mediante la aplicacin de operadores genticos
  Seleccin Seleccionar de los individuos de la poblacin que formarn parte de la
siguiente generacin Los mejor adaptados tienen ms probabilidades de seguir en
la siguiente generacin
  Cruce Operacin con la que se generan nuevos tipos de individuos cromosomas
diferentes mediante la combinacin de los cromosomas de dos individuos Con este
operador se buscan tener individuos todava mejor adaptados
  Mutacin A partir de un individuo se genera otro diferente mediante la variacin
aleatoria de alguna de las partes del cromosoma Este operador permite encontrar
cromosomas con buenas cualidades que no existan en la poblacin y que no se
podan encontrar mediante cruces
El algoritmo consiste bsicamente en
 Generar una poblacin inicial
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 Evaluar la funcin a minimizar para los individuos de la poblacin y veri
car si esta
poblacin cumple con el criterio de 
nalizacin que se ha establecido
 Generar una nueva poblacin mediante la aplicacin de los operadores genticos
Seleccin Cruce y Mutacin
 Volver al paso 
Estas tcnicas heursticas han permitido resolver una gran cantidad de problemas
de optimizacin en todos los campos cient
cos y tcnicos al igual que el algoritmo de
Simulated Annealing se trata de una alternativa que resuelve problemas complejos y que
slo requiere de la funcin a minimizar no necesita sus derivadas Estos algoritmos
estn sufriendo una evolucin continua para conseguir cada vez mejores prestaciones
parece pues que se trata de una opcin atractiva para su aplicacin al MBPC y por ello
se analizarn con ms detalle en el captulo siguiente
	 Objetivos de la tesis
Como ya se ha mostrado existe una gama muy estudiada de algoritmos de optimizacin
cuando tanto la funcin que se quiere minimizar como el espacio de b	squeda son convexos
y las funciones son continuas La pregunta que se plantea es si pueden existir problemas
no convexos yo con discontinuidades en control predictivo donde estas tcnicas resultan
ine
cientes o imposibles de aplicar En este sentido se plantean algunos ejemplos
  Cuando se incorporan al modelo no linealidades tales como histresis zonas muertas
etc se obtienen funciones a minimizar como la que se muestra en la 
gura 
cambian en cada periodo de muestreo Se observan discontinuidades importantes
en el ejemplo estas discontinuidades son debidas al efecto de histresis y la funcin
a minimizar no es convexa no cumple la de
nicin 
  Algunos modelos no lineales yo ndices de coste diferentes al cuadrtico dan lugar
a funciones a minimizar no convexas Este es el caso del control climtico de cultivo
de un invernadero como se ve en la 
gura  tampoco cumple la de
nicin 
Evidentemente la complejidad que incorporan al problema de optimizacin el plan
teamiento con modelos no lineales o nuevos ndices de coste slo esta justi
cada si se
consiguen mejores prestaciones que con planteamientos aproximados pero ms simples de
Este problema se trata con detalle en un captulo de esta tesis






























































Figura  Funcin objetivo resultante en un problema MBPC del control climtico de un
invernadero
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tratar por ejemplo obteniendo modelos aproximados lineales con funciones de coste cua
drticas etc En cualquier caso se trata de abrir las puertas a la resolucin de problemas
ms complejos que se presentan en aplicaciones reales
Con estas ideas este trabajo trata de contribuir al desarrollo del MBPC mediante la
utilizacin de dos tcnicas de optimizacin heurstica algoritmos genticos GA y simu
lated annealing SA ya que pueden resolver problemas de minimizacin ms complejos
que las tcnicas clsicas
Los objetivos que se plantean se enumeran a continuacin y conforman la estructura
de los siguientes captulos de la tesis
 Mostrar el potencial de las tcnicas de optimizacin heurstica GA y
SA y sus limitaciones
a Evaluar las caractersticas de las versiones actuales de los algoritmos de este
tipo
b Proponer mejoras en los algoritmos con el objetivo de disminuir el coste com
putacional sin perder calidad en la solucin
c Obtener una metodologa para ajustar los parmetros caractersticos de los
algoritmos asociados a estas tcnicas facilitando su aplicacin al MBPC
 Adaptar estas tcnicas de optimizacin al problema del MBPC para dis
poner de un controlador con una estructura lo ms exible posible
El objetivo es poder incluir fcilmente no linealidades y restricciones de funciona
miento en todos los elementos del predictor modelo del proceso y modelos de per
turbaciones cambiar la funcin de coste o cambiar el optimizador En de
nitiva
permitir aprovechar mejor todo el potencial que presenta el MBPC
 Mostrar qu aporta al MBPC la utilizacin de optimizacin heurstica
a Facilidad para interpretar y resolver nuevos ndices de coste que reejen mejor
los objetivos de control
b Mejoras en el comportamiento del control predictivo con optimizacin heurs
tica ante modelos que presentan no linealidades en los actuadores detallando
las ms usuales como son las saturaciones zonas muertas backlash e histresis
c Aplicabilidad de este tipo de control a modelos no lineales por ejemplo con
representacin en espacio de estados y las mejoras que aporta
 Extender la aplicacin del control predictivo con optimizacin heurstica
a sistemas MIMO no lineales

 Objetivos de la tesis 

 Plantear un ejemplo de aplicacin con un proceso MIMO no lineal Se
tratar de controlar el clima de un invernadero para la produccin de rosas
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Captulo 
Tcnicas de optimizacin heurstica
Como ya se ha mencionado uno de los elementos bsicos del MBPC es el optimizador Es
sobre este elemento donde recae la responsabilidad de obtener el ptimo de una funcin
en la que se incluye la informacin disponible del proceso y la forma en que se alcanzan
las especi
caciones de control Por ello tal y como se ha visto en el captulo anterior
disponer de unas tcnicas de optimizacin adecuadas permitira abordar problemas de
control complejos pudiendo alcanzar adems buenas prestaciones
Se deben tener en cuenta dos aspectos generales en la seleccin de la tcnica de opti
mizacin por una parte el tipo de funcin que se quiere optimizar y por otra parte los
recursos que consume el optimizador
  En principio para su aplicacin al control de procesos interesa que el optimizador
pueda obtener el mnimo de todo tipo de funciones o al menos de una gran variedad
En el caso del MBPC si se dispone de un modelo no lineal del proceso yo con
restricciones saturaciones zonas muertas etc puede ser conveniente su inclusin
en la funcin objetivo para incrementar las prestaciones del control y en ese caso esa
funcin puede resultar compleja a la hora de localizar el mnimo Incluso disponiendo
de modelos lineales puede ser que el ndice de coste requiera de una formulacin no
lineal para obtener una mejora en la calidad del control pero con ello se incrementa
la complejidad de la funcin a minimizar Las caractersticas de estas funciones
determinarn en parte el tipo de tcnica de minimizacin adecuada
  Desde el punto de vista de la implementacin de un sistema de control con alguna
herramienta de optimizacin interesa que no consuma excesivos recursos tiempo
memoria cpu etc Las limitaciones en cuanto a los recursos vendr impuesta por
el problema de control concreto Periodos de muestreo elevados yo procesadores
muy rpidos facilitarn la aplicacin de tcnicas de optimizacin ms so
sticadas

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Como ya se ha mencionado en el captulo anterior las tcnicas de optimizacin heurs
ticas son la alternativa a los mtodos clsicos cuando el problema se complica En este
conjunto de tcnicas de optimizacin heurstica podemos encontrar una amplia y variada
gama de mtodos    De todas ellas caben destacar los mtodos de Simulated
Annealing SA y Algoritmos Genticos GA por su amplia utilizacin en casi todos los
campos cient
cos y tecnolgicos Se trata por tanto de dos metodologas que presentan
un estado de desarrollo elevado Estas tcnicas adems pueden resolver problemas con
variables reales frente a otras tcnicas heursticas que actualmente se restringen a proble
mas de optimizacin combinatoria Son pues dos alternativas posibles para su aplicacin
al MBPC que aunque no son las 	nicas actualmente parecen las ms desarrollas
En este captulo se realiza un anlisis de todos los elementos que componen estas dos
tcnicas de optimizacin heurstica Simulated Annealing y Algoritmos Genticos
 En el caso del algoritmo de Simulated Annealing adems del anlisis de sus com
ponentes se propone una nueva alternativa ASA en la que se cambia la fase de
agitacin trmica se seleccionan todos los nuevos estados simultneamente y se toma
el que presente menor energa para continuar el algoritmo Esta nueva propuesta
muestra menor coste y mayor calidad que los algoritmos de Simulated Annealing
clsico y rpido
 En el caso de los Algoritmos Genticos se realiza un anlisis de dos codi
caciones
diferentes binaria y real y varios operadores genticos englobados en tres grupos
operadores de seleccin reproduccin y mutacin todo ello para cada una de las
codi
caciones Con toda esta informacin se llega a un conocimiento imprescindible
para plantear unas combinaciones de operadores genticos adecuadas que consigan
una buena relacin calidadcoste computacional Todo ello con vistas a su aplicacin
a un entorno de control predictivo en tiempo real
Estas tcnicas de optimizacin tienen un coste computacional no despreciable que se debe
tener en cuenta si se quiere aplicar al control de un proceso En ese sentido todas las mo
di
caciones de estos algoritmos y conocimientos acerca del ajuste de sus parmetros que
permitan disminuir el coste manteniendo la calidad de la solucin facilitan su aplicacin
al control Debido a la envergadura de esta tarea la evaluacin de estos algoritmos se
realizar en el captulo siguiente
 Simulated Annealing SA 
 Simulated Annealing SA
El algoritmo de Simulated Annealing  es otra de las tcnicas de optimizacin heu
rstica que permite resolver problemas de optimizacin complicados con varios ptimos
funciones no derivables funciones con restricciones etc
Este algoritmo se basa en una analoga con principios de la termodinmica o mejor
la mecnica estadstica concretamente en la forma en que los lquidos se congelan y cris
talizan o los metales se enfran y templan anneal Con altas temperaturas las molculas
se mueven libremente unas respecto de otras agitacin trmica y consiguen alcanzar su
posicin de mnima energa para una temperatura dada Si se enfra el lquido lentamen
te se va perdiendo gradualmente la movilidad trmica pero las molculas van alcanzando
posiciones de mnima energa sucesivamente El proceso acaba cuando se alcanza una
temperatura su
cientemente baja y solidi
ca con lo que se obtiene una cristalizacin de
mnima energa Si el proceso de enfriamiento es muy rpido se llega a cristales amorfos
de estados energticos mayores
La esencia del proceso est en un enfriamiento muy lento que de tiempo a alcanzar
estados de mnima energa
En que consiste la analoga
  La funcin de coste fx correspondera a la funcin de energa eval	a el estado
energtico
  Cada punto del espacio de b	squeda x corresponde a una de las posibles posiciones
de las molculas
Se parte de una temperatura inicial elevada Ti  To y un valor inicial del espacio de
b	squeda xi  xo corresponde a una posicin de la molcula 
El movimiento debido a la agitacin trmica debe resultar en un recorrido por distintos
puntos del espacio de b	squeda de una forma aleatoria Por ejemplo se simula tomando un
punto aleatorio del espacio de b	squeda xi  este salto a un nuevo punto se realiza con
una determinada distribucin Existen algoritmos de Simulated Annealing que utilizan
distintos tipos de distribuciones como se ver ms adelante
Este nuevo punto tendr un valor de la funcin objetivo estado energtico de la
molcula
Se toma este punto como nuevo punto de partida si el valor de la funcin objetivo es
menor que el anterior las molculas deben tender a posiciones de ms baja energa Si el
 Los subndices i corresponden a instante de tiempo o iteracin en que se encuentra el algoritmo
Los subndices o corresponden al instante inicial
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valor de la funcin objetivo es mayor se toma como punto de partida con una determinada
probabilidad que va a depender de la temperatura en ese instante en los movimientos
provocados por la agitacin trmica algunas de las molculas pueden pasar a estados
energticos superiores y del valor del incremento en la funcin de coste fxi fxi
Existen distintas alternativas para determinar la probabilidad de aceptacin dando lugar
a distintas formas del algoritmo
Por 	ltimo el algoritmo debe establecer una ley de disminucin para el parmetro Ti
esto correspondera a la ley de enfriamiento
La 
gura  representa de forma esquemtica la estructura general de un algoritmo
de Simulated Annealing
En la bibliografa se describen diferentes implementaciones de los algoritmos de Simu
lated Annealing SA clsico y SA rpido que se diferencian en tres aspectos
  La funcin de distribucin utilizada en la agitacin trmica
  La ley de aceptacin de un nuevo punto cuando presenta un estado energtico peor
un valor de la funcin objetivo peor
  En el tipo de ley de enfriamiento
 Funciones de distribucin
Su utilidad es recorrer el espacio de b	squeda durante el proceso de agitacin trmica
Una caracterstica necesaria es que la distribucin sea lo ms extensa posible para que
se puedan salvar los mnimos locales En este sentido se puede utilizar una distribucin
uniforme sobre el espacio de b	squeda
Aunque es importante esta capacidad de exploracin no lo es menos que el algoritmo
converja y para ello se requiere que la distribucin explore de manera exhaustiva las zonas
cercanas al punto del que se parte Esto permite que el algoritmo se vaya acercando con
mayor precisin al ptimo Utilizando una distribucin normal se puede conseguir este
efecto sin perder la posibilidad de explorar todo el espacio de b	squeda La funcin de















 Simulated Annealing SA 
Figura  Diagrama de ujo de un algoritmo de Simulated Annealing
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Figura  Funcin de densidad normal y de Cauchy con varianza 
Esta distribucin es similar a la normal 
gura  pero tiene una mayor probabilidad de
explorar puntos alejados por tanto comparte dos cualidades la exploracin exhaustiva
del entorno cercano y una exploracin de puntos alejados
Estos efectos se pueden observar mejor en la 
gura  Muestra como se distribuyen
 puntos con una distribucin uniforme normal y de Cauchy respectivamente en un
espacio bidimensional El punto central de las distribuciones es el 	 	 y la varianza para
las distribuciones normal y de Cauchy es   	
En algunos algoritmos de Simulated Annealing se vara la varianza de la distribucin
en el tiempo o la temperatura de manera que se favorece la convergencia Las expresiones





Otro aspecto a tener en cuenta cuando se genera un n	mero aleatorio con alguna de
las distribuciones descritas es la posibilidad de que se salga del espacio de b	squeda Se
debe plantear alg	n mecanismo para reinsertar el punto en la zona de b	squeda Para
ellos existen varias posibilidades
 Ignorar los puntos que se salen y generar otro
 Llevar los puntos que se salen al lmite de la zona de b	squeda ms cercana

























Figura  	 puntos generados con distribucin uniforme
 normal y Cauchy en un espacio
bidimensional
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 Eliminar las zonas exteriores hacer que cada extremo de la zona toque al extremo
opuesto Cuando un punto se sale de la zona se reinserta por el extremo opuesto
En la 
gura  se presenta un ejemplo de las dos 	ltimas variantes descritas para
espacios bidimensionales Se generan  puntos con una distribucin normal de varianza
   el punto central de la distribucin est marcado con un crculo El espacio de
b	squeda es       Con el tercer mtodo se observa una mayor exploracin de
zonas muy alejadas del punto central 
gura B de esta forma se utilizan los puntos
que se salen para incrementar la capacidad de exploracin Con el segundo mtodo ver

gura A los puntos que se salen del intervalo de b	squeda se usan para explorar los



















Figura  A Lleva los puntos a los lmites de la zona de bsqueda B Eliminacin de
las zonas exteriores
 los puntos que se salen del espacio de bsqueda se reinsertan por el otro
extremo
 Simulated Annealing SA 	

 Leyes de aceptacin
El siguiente punto a tratar es la estructura de las leyes de aceptacin de los nuevos puntos
que se recorren durante la agitacin trmica Una caracterstica general de todas las
implementaciones de SA es que si el valor de la funcin objetivo es mejor que el del punto
anteriormente aceptado se pasa a ese valor Esto permitemejorar gradualmente el valor de
la solucin En cuanto a los puntos que presentan un valor peor se debe establecer alg	n
mecanismo para su aceptacin Si no se aceptasen valores peores el algoritmo correra el
peligro de converger casi siempre a un ptimo local Por tanto esta caracterstica de
aceptacin marcar enormemente la capacidad de superar ptimos locales
Una ley de aceptacin que se utiliza en muchos casos es la que corresponde a la





La probabilidad de aceptacin Pa de un nuevo punto xi  depende de la temperatura
en ese instante Ti y la diferencia del valor de la funcin objetivo entre el punto actual
fxi y el nuevo punto fxi  Valores muy elevados de la temperatura incrementan la












  Pa  
Para esta ley de aceptacin la probabilidad Pa se mueve en el intervalo  	 



















  Pa  	
Se reduce el rango de variacin de la probabilidad de aceptacin al intervalo Pa   	 	
se trata de un criterio de aceptacin ms conservador
Bsicamente estas dos leyes de aceptacin tienen una forma similar aunque a distinta
escala esto se ve mejor en la 
gura  Cabe la posibilidad de disear leyes de aceptacin











































Figura  Probabilidad de aceptacin en funcin de la temperatura Ti y el incremento de
la funcin de coste fxi   fxi a Ley de aceptacin Pa  e 
fxi fxi
Ti  B Ley de





 Simulated Annealing SA 		
diferentes funciones de las variables Ti y fi  que den un valor en el intervalo  	 
Estas leyes pueden perseguir diferentes objetivos por ejemplo disminuir la probabilidad
de aceptacin si fi  es muy pequea o reducir el coste computacional diseando leyes
que no incluyan exponenciales ni operaciones costosas
 Curva de enfriamiento
El siguiente aspecto importante en la implementacin de un SA es la curva de enfria
miento es decir cmo se decrementa la temperatura con el tiempo La evolucin de la
temperatura afecta tanto a la varianza de la distribucin durante la agitacin trmica
como a la probabilidad de aceptacin de nuevos puntos
Curvas de enfriamiento comunes en la bibliografa   son
T t 
To






T t  To
t  	     
To es la temperatura inicial y t el tiempo transcurrido Para una evolucin discreta en
el tiempo las expresiones se pueden reescribir como i y T corresponden al instante y
periodo de muestreo respectivamente
Ti 
To





iT  	    
La diferencia entre estas curvas de enfriamientos se puede apreciar en la 
gura  La
curva a tiene un enfriamiento inicial muy rpido pero tarda mucho ms que las dems
en enfriarse del todo apenas a rebasado el  de valor 
nal cuando las dems curvas se
sit	an en valores muy bajos inferiores al   Si se utiliza est curva de enfriamiento se
mantiene una alta temperatura lo que inuye en un convergencia ms lenta del algoritmo
aunque esto puede bene
ciar en algunos casos una exploracin ms exhaustiva del espacio
La curva b tiene un comportamiento similar al de a aunque a distinta escala se enfra
muy rpido al principio y mantiene un enfriamiento muy lento al 
nal aunque los valores
son muy inferiores a los de a En cuanto a las curvas c y d tienen enfriamientos
En algunos caso no tiene sentido aceptar valores ligeramente superiores de f xi 
	 Captulo  Tcnicas de optimizacin heurstica



















Figura  Curvas de enfriamiento To   a T t  To logt  b T t 
To
 t  c
T t  To	t d T t  To	t 
 Simulated Annealing SA 	
iniciales ms lentos y durante ms tiempo alcanzado valores muy bajos de temperatura
Una ventaja de estas 	ltimas curvas es que son computacionalmente menos costosas de
calcular

 Algoritmos de Simulated Annealing
En este apartado se presentan tres implementaciones del algoritmo de SA las dos primeras
corresponden a algoritmos usuales en la bibliografa   la tercera es una nueva
alternativa para mejorar tanto los recursos consumidos como la calidad de la solucin
obtenida Estos tres algoritmos son
 CSA Simulated Annealing clsico Para la seleccin de los puntos durante la agi
tacin trmica se utiliza una distribucin normal y la ley de aceptacin corresponde
a la ecuacin  La varianza de la distribucin normal disminuye con el tiempo
seg	n la expresin
t  o  t 
Donde o es la varianza inicial y  es un factor que controla la disminucin de la
varianza con el tiempo La curva de enfriamiento que se utiliza es la correspondiente
a la ecuacin 
 FSA Simulated Annealing Rpido En la agitacin trmica se utiliza una distribu
cin de Cauchy con varianza variable con el tiempo seg	n la ecuacin  La ley
de aceptacin es la de la expresin  y la curva de enfriamiento correspondiente
a 
 ASA Simulated Annealing Alternativo En esta propuesta se vara el proceso en
la fase de agitacin trmica en lugar de generar un punto y evaluar si se acepta
o no cada vez se elige un conjunto de puntos con una distribucin de Cauchy de
los cuales se toma el mejor para evaluar si se acepta o no Esta propuesta trata de
mejorar la convergencia del algoritmo y no incrementa el coste computacional
La ley de aceptacin es la de la expresin  con la varianza dada por la expresin
 La curva de enfriamiento es la correspondiente a  o  se han probado las
dos versiones
Para mostrar las diferencias en el comportamiento de estos algoritmos a continua
cin se analizan los resultados obtenidos con dos problemas de optimizacin el primero
consiste en un problema univariable con mnimos locales y el segundo es una funcin
de dos variables sin mnimos locales funcin de Rosenbrock Hay que destacar que las
conclusiones se restringen a los problemas concretos que se han estudiado aunque estos
aparecen en la bibliografa como funciones vlidas para la comparacin de algoritmos de
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optimizacin   se debera realizar un estudio ms amplio para comprobar si estas
caractersticas se mantienen con otro tipo de problemas En cualquier caso se ve en ambos
ejemplos que el algoritmo propuesto ASA apunta buenas prestaciones aunque quedara
por resolver cmo realizar el ajuste de sus parmetros
Ejemplo de minimizacin de un problema univariable
En este caso se utiliza la funcin que aparece en el artculo Fast simulated annealing 
donde se compara el CSA y FSA La funcin que se utiliza para la comparacin es la
siguiente
fx  x  x  x
La funcin presenta dos mnimos
x  	  fx  
x    fx  		










El espacio de b	squeda en todas las ejecuciones es x   	 	 en la 
gura slo
se muestra el intervalo    zona en que se encuentran el ptimo local y global los
puntos que se salen del espacio de b	squeda se reinsertan suponiendo que no existen zonas
exteriores ver apartado 
En la agitacin trmica se producen  saltos a distintos puntos sucesivamente en los
algoritmos CSA y FSA para el algoritmo ASA se eval	an  puntos para determinar el
mejor de ellos La varianza de las distribuciones sigue la siguiente expresin  con los
siguientes parmetros
o 
Rango del espacio de b	squeda
fstdi
  	
En este caso el rango del espacio de b	squeda es de  y se toma como factor inicial
fstdi   la varianza inicial es de o  	  
La temperatura inicial en todos los algoritmos es de Tini  	 y el parmetro de
temperatura 
nal es Tfin  	 	 poner  provoca problemas numricos
 Simulated Annealing SA 	
Todos los parmetros  fstdi Tini y Tfin se han elegido experimentalmente de
manera que los resultados para el algoritmo CSA sean similares a los que se presentan
en 
La detencin del algoritmo se realiza por temperatura se para el algoritmo cuando
la temperatura sea inferior a un valor determinado este procedimiento exige ajustar una
temperatura de detencin diferente para cada ley de enfriamiento puesto que su evolucin
es diferente Se intenta que la detencin del algoritmo no sea antes de la convergencia del
mismo pero que se realice en un tiempo razonable que no tarde demasiado Con estas
ideas la 
nalizacin de cada algoritmo viene dada por
a Algoritmo CSA Finaliza la ejecucin cuando la temperatura es inferior a Tfin 
	  Tini temperatura 
nal ms un   de la temperatura inicial
b Algoritmo FSA Finaliza la ejecucin cuando la temperatura es inferior a Tfin 
			  Tini temperatura 
nal ms un  de la temperatura inicial
c Algoritmo ASA con la ley de enfriamiento  Finaliza la ejecucin cuando la
temperatura es inferior a Tfin  			  Tini temperatura 
nal ms un  de la
temperatura inicial
d Algoritmo ASA con ley de enfriamiento    	 Finaliza la ejecucin cuando
la temperatura es inferior a Tfin
De los resultados obtenidos ver 
gura se deduce que
a El algoritmo clsico CSA converge de forma muy lenta y con mucha variabilidad in
cluso durante un tiempo se queda atrapado en el mnimo local se trata del algoritmo
que presenta peores prestaciones de los cuatro analizados
b El algoritmo FSA converge bastante rpido al mnimo global con una pequea va
riabilidad No se queda atrapado en ning	n momento en el mnimo local
c El comportamiento del algoritmo ASA que se ve en c es muy similar al del algo
ritmo FSA aunque con una variabilidad ligeramente menor
d El algoritmo que presenta las mejores prestaciones es el ASA que se ve en d que
adems tiene menor coste computacional que el c
 Captulo  Tcnicas de optimizacin heurstica




























Figura  Evolucin del valor de fx despus de cada cambio de temperatura a Algoritmo
CSA b Algoritmo FSA c Algoritmo ASA con la ley de enfriamiento T t  To t  d
Algoritmo ASA con la ley de enfriamiento de la ecuacin T t  Tot
   	
 Simulated Annealing SA  
Ejemplo de minimizacin de un problema con dos variables
Para la comparacin de las distintas variantes de Simulated Annealing en una funcin de
dos variables se utiliza la funcin de Rosenbrock ver anexo B funcin f  con la que se
eval	an distintos algoritmos de optimizacin en  Esta funcin aunque es unimodal
presenta complejidad su
ciente para servir de problema en la evaluaciones de algoritmos
de optimizacin   
La estructura y valor de los parmetros de cada una de las variantes es la misma que
en el problema anterior
































Figura  Evolucin del valor de fx despus de cada cambio de temperatura para la
funcin de Rosenbrock a Algoritmo CSA b Algoritmo FSA c Algoritmo ASA con la
ley de enfriamiento T t  To t  d Algoritmo ASA con la ley de enfriamiento de la ecuacin
T t  Tot
   	
A la vista de los resultados obtenidos ver 
gura  las conclusiones para la funcin
de dos variables funcin de Rosenbrock son similares a las que se han obtenido en el
 Captulo  Tcnicas de optimizacin heurstica
caso de una variable
a El algoritmo clsico CSA converge de forma muy lenta y con mucha variabilidad se
trata del algoritmo que presenta peores prestaciones de los cuatro analizados
b El algoritmo FSA converge mejor al mnimo con una pequea variabilidad
c El comportamiento del algoritmo ASA que se ve en c es muy similar al del algo
ritmo FSA aunque mejora en cuanto a la variabilidad
d El algoritmo que presenta las mejores prestaciones es el ASA que se ve en d




Los Algoritmos Genticos GA    son tcnicas de optimizacin basadas en simu
lar los fenmenos que se dan en la evolucin de las especies adaptndolos a un problema
de optimizacin En de
nitiva estos algoritmos tratan de replicar unas leyes de seleccin
natural que van a afectar una poblacin hasta conseguir individuos mejor adaptados a su
entorno
La poblacin sobre la que opera el GA no es ms que un conjunto de puntos del espacio
de b	squeda posibles soluciones al problema de optimizacin Lo que se denomina
individuo es un punto del espacio de b	squeda cada uno de los individuos diferentes
que pueden existir en una poblacin debe tener asociado un cromosoma diferente un
cdigo que lo identi
ca es decir debe existir un tipo de codi
cacin para el espacio de
soluciones Dos individuos iguales tienen el mismo cromosoma El grado de adaptacin
al entorno y por tanto las posibilidades de supervivencia de un individuo vienen dados
por la funcin objetivo funcin que se quiere optimizar Dicho de otro modo la funcin
objetivo no es ms que el entorno en el que tiene que sobrevivir un individuo el valor que
toma dicha funcin para un individuo concreto marcar sus posibilidades de supervivencia
y reproduccin
Establecidas la codi
cacin estructura de los cromosomas y la funcin objetivo en
torno el mecanismo de evolucin se simula mediante la aplicacin de unas funciones que
se conocen como operadores genticos Partiendo de una poblacin inicial se van modi

cando estos individuos evolucin mediante la aplicacin de operadores genticos los
grupos ms comunes son
  Seleccin Seleccionar los individuos de la poblacin que formarn parte de la
siguiente generacin Esta operacin depende bsicamente del valor de la funcin
objetivo de cada uno de los individuos Los mejor adaptados tienen ms probabi
lidades de seguir en la siguiente generacin es decir se trata de hacer desaparecer
los cromosomas que no presentan buenas cualidades
  Cruce Operacin con la que se generan nuevos tipos de individuos cromosomas
diferentes mediante la combinacin de los cromosomas de dos individuos Con este
operador se buscan nuevos cromosomas que combinen cualidades de los cromosomas
que ya existen con el objeto de tener individuos todava mejores
  Mutacin A partir de un individuo se genera otro diferente mediante la variacin
aleatoria de alguna de las partes del cromosoma Este operador permite encontrar
cromosomas con buenas cualidades que no existan en la poblacin y que no se
podan encontrar mediante cruces
 Captulo  Tcnicas de optimizacin heurstica
El diagrama de ujo de la 
gura  muestra los pasos que se siguen en un algoritmo
gentico La condicin de 
nalizacin para el algoritmo siguiendo criterios de tiempo
transcurrido o calidad de la solucin que se ha encontrado hasta el momento
3.- Obtención de la nueva 






fitness de cada individuo








Figura  Diagrama de ujo bsico de un algoritmo gentico
Las distintas variantes de algoritmos genticos que se pueden dar se diferencian por
  El tipo de codi
cacin utilizada para los cromosomas Las ms comunes son la
codi
cacin binaria y la real
  Los operadores genticos utilizados Dependiendo del tipo de codi
cacin se deben
implementar los operadores genticos de una forma diferente Adems para un
mismo tipo de codi
cacin existen muchas posibilidades para la implementacin de
un mismo operador gentico
Adems de las obras bsicas    en la bibliografa se pueden encontrar varios
textos que recogen parte del estado actual de estas tcnicas as como aspectos concretos
de implementacin      
En lo que sigue se describen detalladamente los dos tipos de codi
cacin mencionados
y un conjunto de operadores genticos para cada una de las codi
caciones
 Algoritmos Genticos GA 	
 Codicacin binaria
Por codi
cacin se entiende la estructura y contenido del cromosoma que se asigna a
una solucin del espacio de b	squeda La codi
cacin binaria consiste en asignar a cada
posible solucin una cadena binaria es decir una cadena de unos y ceros Por ejemplo
el cromosoma de un determinado individuo podra ser la cadena 
Evidentemente cada punto del espacio de soluciones debe quedar representado por
una cadena con diferentes valores El hecho de que los cromosomas sean de longitud

nita limita el n	mero de puntos del espacio de soluciones que pueden ser codi
cado por
ejemplo con un cromosoma de longitud siete slo disponemos de 
 cadenas diferentes
Por ello se deben seleccionar los puntos del espacio a los que se asignar cada cadena Para
realizar esta discretizacin existen distintas posibilidades y la que se utiliza generalmente
es una discretizacin lineal
Ejemplo   Si se quiere codi	car los puntos de un espacio de bsqueda unidimensional
 umin umax      mediante una codi	cacin binaria con cadenas de longitud  y con






     
 d 
Donde la precisin en este caso es d	 
Figura  Discretizacin lineal de un espacio unidimensional
 Captulo  Tcnicas de optimizacin heurstica
Esta codi
cacin se puede extender al caso de espacios multidimensionales sin ms que
asignar una parte del cromosoma a la codi
cacin de cada dimensin Por ejemplo si se
quiere codi
car un espacio tridimensional  u min u max  umin umax   umin umax
con unos cromosomas de longitud  bits se pueden asignar seis bits a cada una de las
dimensiones






En el caso de la codi
cacin binaria y salvo que la funcin de coste se pueda evaluar
a partir del cdigo binario es necesaria una funcin de decodi	cacin que facilite el punto
del espacio de b	squeda que corresponde a una cadena binaria
Cdigo Gray
La codi
cacin ms utilizada es la codi
cacin binaria estndar aunque se pueden emplear
otro tipo de representaciones como por ejemplo la codi
cacin Gray   incluye una
descripcin de este cdigo y algunas aplicaciones Este cdigo representa cada n	mero
con una cadena de unos y ceros cadena binaria pero con una propiedad particular dos
n	meros consecutivos di
eren 	nicamente en un bit Existen diversas formas para esta
codi
cacin pero la que ms se utiliza es la que se conoce como cdigo Gray reejado
Este cdigo se genera partiendo de una cadena con todos los bits a cero y se va cambiando
el bit que se encuentra ms a la derecha y que produzca un nuevo cdigo En la tabla
 se muestra un ejemplo comparndolo con la codi
cacin binaria estndar Se puede
generar una cadena en cdigo Gray BGray a partir de una cadena binaria estndar Best
aplicando los siguiente pasos
 El bit ms signi
cativo de la cadena binaria estndar se mantiene en la cadena
binaria Gray Por ejemplo para una cadena de longitud N 
BGrayN  BestN
 Para los dems bits i  N se aplica una operacin de OR exclusivo
BGrayi  XOR Besti  Besti
Para la operacin inversa se siguen los siguientes pasos
 Para i!N bit ms signi
cativo BestN  BGrayN
 Para los dems bits i  N
Besti  XOR Besti  Bgrayi
 Algoritmos Genticos GA 










Tabla  Comparacin de los cdigos binarios estndar y Gray para la codicacin de enteros
del  al 
Cuando se aplica la codi
cacin binaria Gray en un algoritmo gentico no se aprecia un
comportamiento muy diferente al de la codi
cacin binaria estndar los resultados que
se obtienen son similares 
 Operadores genticos para la codicacin binaria
Una vez de
nida la estructura de los cromosomas y una operacin de decodi
cacin se
debe seleccionar el conjunto de operadores que se aplicarn sobre los individuos de la
poblacin operadores genticos Pero para iniciar el proceso evolutivo es necesaria la
generacin de una poblacin inicial Esta se obtiene normalmente de forma aleatoria
es decir se generan Nind n	mero de individuos cadenas binarias aleatorias cada una
de ellas corresponder al cromosoma de un individuo de la poblacin Pueden aparecer
cadenas binarias idnticas esto signi
ca que se han generados individuos iguales
Operador de seleccin
El primer operador gentico que se aplica es el que selecciona los individuos que van a
componer la siguiente generacin y la cantidad de cada uno de ellos Esta operacin
depende del valor de la funcin de coste de los individuos El operador de seleccin debe
escoger con mayor probabilidad aquellos individuos que presentan un valor de la funcin
Cabe la posibilidad de generar poblaciones iniciales que no sean aleatorias
 Captulo  Tcnicas de optimizacin heurstica
mejor incluyendo adems la posibilidad de que individuos que no son tan buenos tengan
cierta probabilidad de aparecer Esto 	ltimo pretende mantener una cierta diversidad en
cuanto a la informacin que contienen los cromosomas No es bueno que desaparezcan r
pidamente todos los individuos malos puesto que pueden contener parte de la informacin
gentica necesaria parte de un cromosoma para obtener el ptimo
El objetivo que se persigue en los mtodos que se describen es que la cantidad de cada





Donde xi representa un individuo presente en la poblacin de la generacin actual y fxi
representa su valor de la funcin objetivo
Dos mtodos utilizados habitualmente son ver 
gura   
  Mecanismo de la ruleta simple RWS El mecanismo se puede describir como
un smil con una ruleta La parte 
ja de la ruleta esta dividida en porciones que
corresponden a los distintos tipos de cromosomas que existen en la poblacin inicial
Por ejemplo la poblacin antes de la seleccin est compuesta por  individuos de
los cuales slo existen  tipos diferentes cromosomas diferentes Las porciones de
la parte 
ja de la ruleta no son iguales dependen del valor de la funcin objetivo
del individuo al que representan seg	n la expresin  Para obtener todos los
individuos de la nueva poblacin se hace girar la ruleta tantas veces como individuos
se quieran seleccionar
Por ejemplo para obtener una nueva poblacin de  individuos se hace girar 
veces la ruleta el puntero indica el tipo de individuo que se genera en cada lanza
miento
Este mecanismo no asegura que la siguiente generacin que se obtiene mediante la
seleccin cumpla las proporciones de la expresin  puesto que depende de los
lanzamientos que se realicen
  Stochastic Universal Sampling SUS El mecanismo tambin es similar al de
una ruleta las porciones se ajustan de la misma manera que se ha descrito anterior
mente La diferencia es que la parte mvil de la ruleta no tiene un 	nico puntero
sino tantos como individuos se quieren seleccionar para la siguiente generacin Es
tos punteros estn uniformemente situado Haciendo girar una 	nica vez la ruleta
se obtienen todos los individuos de la poblacin
Con este mecanismo si que se asegura que la probabilidad de seleccin de un indi
viduos es el que corresponde a la expresin 
 Algoritmos Genticos GA 
Figura  Representacin grca de los mecanismos de seleccin RWS y SUS Las porciones
de las partes jas de ambas ruletas satisfacen la expresin fxiPNind
j fxj

Para conseguir un adecuado funcionamiento del algoritmo se deben evitar convergen
cias prematuras del mismo es decir que rpidamente toda la poblacin este compuesta
por un 	nico tipo de individuo De no hacerlo se incrementa notablemente el riesgo de
que el algoritmo se bloquee en un ptimo local Este fenmeno ocurre cuando existen
individuos que tienen un valor de la funcin de coste mucho mejor que los dems el ope
rador de seleccin escoger muchos individuos de este tipo para la siguiente generacin
disminuyendo las posibilidades para otros tipos no tan buenos
Una solucin a este problema es modi
car el valor de la funcin objetivo haciendo
que los valores muy buenos y muy malos no lo sean tanto Este efecto se puede conseguir
mediante una operacin previa a la seleccin denominada operacin de Ranking "sta
consistira por ejemplo en ordenar los individuos por orden seg	n el valor de la funcin
de coste y asignar como nuevo valor de la funcin de coste el orden en esa clasi
cacin
Esta operacin se conoce como ranking lineal Evidentemente esta no es la 	nica forma de
reajustar los valores de la funcin de coste se pueden realizar otros tipos de asignaciones
de valores que no sean lineales
La tabla siguiente muestra un ejemplo de ranking lineal para en un problema de
minimizacin
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Individuo Valor funcin Valor funcin de coste








El objetivo de esta operacin es la de mezclar la informacin de los cromosomas con el 
n
de obtener individuos diferentes a los que ya existen Se trata de explorar el espacio de
b	squeda La operacin de cruce no se realiza sobre todos los individuos de la poblacin
cada individuo tiene una probabilidad de ser cruzado probabilidad de cruce Pc Si se
cruzan todos los individuos cada generacin puede resultar totalmente diferente de la
anterior el algoritmo tiene di
cultades para converger
Para la operacin de cruce existen varias posibilidades entre las que estn
  Punto de cruce simple Se selecciona aleatoriamente una posicin por donde se
van a cortar los cromosomas padres para combinarse 
gura 
Figura  Cruce simple en la codicacin binaria
  Cruce multipunto En el cruce multipunto los individuos hijos se obtienen de
cortar los cromosomas de los padres por varios puntos en lugar de por uno slo 
gura
 Esto permite una mayor variedad de cromosomas hijos ms posibilidades de
explorar el espacio de b	squeda
  Cruce uniforme Uno de los problemas que pueden presentar los algoritmos gen
ticos es la convergencia prematura del algoritmo debido bsicamente a una prdida
de diversidad de la poblacin los individuos presentes en la poblacin tienen cro
mosomas muy similares por tanto es difcil que varen mucho los cromosomas de la
 Algoritmos Genticos GA  
Figura  Cruce multipunto en la codicacin binaria
siguiente generacin Con el cruce uniforme se pretende ampliar las posibilidades
de combinacin de los cromosomas padre para generar cromosomas hijos
El cruce uniforme   puede considerarse como una extensin del cruce mul
tipunto En el cruce uniforme los cromosomas hijos se obtienen de la siguiente
forma cada uno de los bits del cromosoma del primer hijo puede obtenerse de un
cromosoma padre u otro dependiendo de una determinada probabilidad  El cro
mosoma del segundo hijo se obtiene de la misma forma pero con una probabilidad
  
En la 
gura  las cadenas origen indican de qu padre se generan cada uno de
los bits de los hijos si el valor es  signi
ca que el bit se toma del padre  P si
el valor es  el bit se toma de P Cada una de las cadenas corresponde al origen de
uno de los hijos y se han generado aleatoriamente con una probabilidad  la primera
cadena corresponde a H y la segunda a H siendo la inversa de H Dependiendo
de la implementacin que se realice H no tiene por que ser complementario en ese
caso se genera con una probabilidad    esta implementacin es un poco ms
costosa computacionalmente se deben generar ms n	meros aleatorios
Para   	 los cromosomas hijos tienen en promedio tanta informacin gentica
de un padre como del otro Si se aumenta o disminuye el valor de  los cromosomas
hijos contienen ms informacin gentica de uno de los padres se va a parecer ms
a ese padre
Operador de mutacin
Variacin aleatoria de los bits del cromosoma de los individuos de la poblacin con una
probabilidad Pm 
gura  Este operador permite incrementar la capacidad de explo
racin del espacio de b	squeda puesto que posibilita la aparicin de informacin gentica
que no existe en la poblacin En este sentido se complementa al operador de cruce
este operador permite que aparezcan cromosomas nuevos pero combinando informacin
gentica que existe en la poblacin El operador de mutacin puede aunque no siempre
hacer aparecer nueva informacin La probabilidad de mutacin debe ser baja puesto
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Figura  Cruce uniforme en la codicacin binaria
que de lo contrario se di
culta la convergencia del algoritmo Si varan aleatoriamente
muchos bits de los cromosomas es muy difcil que los individuos se parezcan cada vez ms
convergencia del algoritmo
Figura  Mutacin en la codicacin binaria
 Codicacin real
Una de las caractersticas de un algoritmo gentico es el tipo de alfabeto que se utiliza
para la codi
cacin de los parmetros de la funcin objetivo Hasta el momento se ha
estudiado la codi
cacin binaria Otra de las posibles codi
caciones que se va a estudiar
a continuacin es la codi
cacin real  Cada parmetro de la funcin objetivo est
representado por un n	mero real por tanto cada cromosoma esta formado por una cadena
de n	meros reales tantos como la dimensin del espacio de b	squeda
Por ejemplo si se quiere codi
car un espacio tridimensional como  u min u max 
 umin umax  umin umax
Cromosoma   z 
u
j 	 z 
u 
j 		 z 
u
La caracterstica fundamental de este tipo de codi
cacin es que no discretiza el espacio
de b	squeda esto se puede considerar como una ventaja salvo que el espacio de b	squeda
sea discreto y por lo tanto esta codi
cacin no se puede aplicar En la codi
cacin binaria
Si no se tiene en cuenta la discretizacin propia del computador que realiza los clculos
 Algoritmos Genticos GA 

existe un n	mero 
nito de punto en el espacio de b	squeda que depende de la longitud
del cromosoma En el caso de la codi
cacin real el espacio es continuo existen in
nitos
puntos en l se pueden alcanzar soluciones con una precisin mayor sin incrementar la
longitud del cromosoma y por lo tanto sin incrementar el coste computacional la longitud
del cromosoma afecta al coste del algoritmo en la codi
cacin binaria

 Operadores genticos para la codicacin real
Al cambiar de codi
cacin se deben modi
car los operadores genticos que van a hacer
evolucionar la poblacin en cada generacin La generacin de la poblacin inicial es
similar a la de la codi
cacin binaria Se genera para cada uno de los parmetros de
cada individuo un n	mero real aleatorio distribucin uniforme dentro del espacio de
b	squeda
Otra ventaja de la codi
cacin real es que la evaluacin de la funcin de coste no
necesita una operacin de decodi
cacin para extraer los valores de los parmetros de la
cadena que forma el cromosoma se utilizan directamente los componentes del cromosoma
Operacin de seleccin
Con el mismo objetivo que en la codi
cacin binaria se realiza una operacin deRanking
previa a la seleccin La operacin de seleccin no vara respecto de la que se describe
en la codi
cacin binaria igual que en ese caso es ms aconsejable utilizar el mtodo de
Stochastic Universal Sampling
Operacin de cruce
Tambin en este caso se de
ne una probabilidad de cruce Pc no tienen por que cruzarse
todos los individuos
Para realizar las operaciones de cruce con codi
cacin real se puede utilizar las opera
ciones que se han de
nido para la codi
cacin binaria siempre que el espacio de b	squeda
sea de dimensin mayor o igual a dos para una dimensin slo se pueden aplicar los ope
radores de cruce por recombinacin que se describen ms adelante
  Cruce punto simple
  Cruce multipunto
  Cruce uniforme
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La forma de realizar estas operaciones es utilizar cada una de las variables del cromosoma
de la codi
cacin real como un bit de la codi
cacin binaria por tanto los cruces se
producirn en las posiciones que separan las variables 
gura 
Figura  Operaciones de cruce en la codicacin real Cruce simple
 multipunto y uniforme
Con la codi
cacin real aparece otro conjunto de posibilidades para realizar la opera
cin de cruce que permiten adems una mayor diversidad en la poblacin resultante si
se compara con los operadores de cruce anteriores Estos operadores de cruce si que se
pueden utilizar para un espacio unidimensional
  Recombinacin lineal Los cromosomas hijos se obtienen realizando una combi
nacin lineal de los cromosomas padre se aplica sobre cada variable del cromosoma
las siguientes operaciones
H    P      P
H    P      P
El valor del parmetro  es el mismo para todas las variables del cromosoma y se
puede elegir en el intervalo  d d Para la recombinacin lineal se utiliza d  	
para la recombinacin lineal extendida un valor usual es d  	
 Algoritmos Genticos GA 	
Si se asigna un valor de d  	 se expande la zona donde pueden aparecer los hijos se
incrementa la propiedad de exploracin del espacio de b	squeda aunque un valor de
d demasiado elevado di
culta la convergencia del algoritmo la poblacin se puede
dispersar demasiado
  Recombinacin intermedia Se realizan las mismas operaciones que en la re
combinacin lineal la 	nica diferencia es que se utiliza un valor diferente de  para
cada una de las variables
El efecto de este tipo de operadores de cruce se puede ver gr
camente 
gura 
para el caso de un espacio de b	squeda bidimensional se muestran donde pueden aparecer
los individuos resultantes del cruce que sean diferentes a los padres En la 
gura  los
cromosomas padres son
Padre P   u P  uP 
Padre P   u P uP
Se puede ver cualitativamente la capacidad de exploracin del espacio de b	squeda de
cada uno de los operadores de cruce Para un espacio bidimensional los cruces por punto
simple multipunto y uniforme son equivalentes en la 
gura slo se muestra uno de ellos
punto simple
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Figura  Efecto de las operaciones de cruce en la codicacin real Cruce simple y
recombinaciones lineal e intermedia extendidas d  	
 Algoritmos Genticos GA 
Operacin de mutacin
Igual que para la codi
cacin binaria el operador de mutacin se encarga de incrementar la
capacidad de exploracin del espacio de b	squeda en concreto trata de hacer que aparezca
en la poblacin informacin gentica que no exista Cuando se utiliza los operadores
de cruce binarios esta operacin de mutacin es imprescindible para que aparezca nueva
informacin gentica pero si los operadores que se utilizan son los de recombinacin puede
que no sea necesaria aunque si recomendable la utilizacin de operacin de mutacin
Los operadores por recombinacin son capaces de generar individuos con informacin
gentica diferente a la de los padres Esta caracterstica puede ser interesante desde el
punto de vista de coste computacional
La forma ms simple de realizar la mutacin de un parmetro en un cromosoma
consiste en aadir un valor aleatorio con una distribucin uniforme a dicho parmetro
manteniendo el parmetro resultante en el espacio de b	squeda Mutacin aleatoria
Se puede plantear otra forma de mutacin Tambin consiste en aadir un valor al
parmetro que se quiere mutar pero teniendo en cuenta que en algunos casos es conve
niente que las mutaciones provoquen variaciones muy pequeas el parmetro mutado se
mantiene cerca del parmetro original para tratar de aumentar la precisin de la solu
cin encontrada y en otras ocasiones interesa justamente lo contrario para explorar nuevas
zonas
El operador mutacin orientada que se describe  provoca con mayor proba
bilidad mutaciones de poco valor aunque tambin ocurren mutaciones con valores altos
V ariablemutada  V ariableRango  
Donde








 con una probabilidad  
m
	 en el resto de los casos
m  	
Se puede conseguir un efecto intermedio si se utiliza un operador de mutacin aleatoria
pero con una distribucin distinta de la uniforme por ejemplo con una distribucin
normal ver 
gura 
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Figura  	 mutaciones del punto 

 en el espacio  	 	 	 	
 con distintos
operadores de mutacin a Mutacin aleatoria con distribucin uniforme
 b Mutacin
orientada
 c Mutacin aleatoria con distribucin normal de varianza 	 
 Algoritmos Genticos GA 
 Ejemplo de evolucin
Cualquiera de las codi
caciones con una combinacin de operadores genticos podra tener
una evolucin seg	n van pasando las generaciones como la que se muestra a continuacin
El problema que se quiere resolver es el de obtener el mximo de la funcin de dos
variables siguiente 
gura 
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 Para los dems valores
El problema se resuelve con un algoritmo gentico con las siguientes caractersticas
Codi
cacin binaria estndar Ranking lineal operador de seleccin SUS cruce por punto
simple con una probabilidad Pc  	 y mutacin aleatoria con una probabilidad Pm 
		
La 
gura  muestra la distribucin de los individuos de la poblacin indicados
mediante crculos para distintas generaciones Adems se muestra la funcin a maximizar
mediante las curvas de nivel de manera que se puede observar de forma cualitativa y
aproximada el valor de la misma observndose que la mayora de los puntos se acercan al
mximo seg	n transcurren las generaciones
















Figura  Representacin grca de fu  u
 u  u   	 	   	 	


































































Figura  Localizacin de los individuos de una poblacin en distintas generaciones para
un problema de maximizacin
Captulo 
Evaluacin de los algoritmos GA y SA
La evaluacin de unos algoritmos de optimizacin heurstica est afectada por numerosos
parmetros 
gura  y por tanto resulta muy costoso realizar una evaluacin exhaustiva
teniendo en cuenta todas las variables Si adems se deben comparar varios algoritmos
entre si el problema de la evaluacin se incrementa enormemente En cualquier caso
siempre se puede realizar una evaluacin parcial acorde con las necesidades es decir
teniendo presente para qu se van a utilizar los algoritmos y conocer los rangos de validez
de esta comparacin
Figura  Evaluacin de algoritmos de optimizacin
Dada la enorme di
cultad que presenta realizar una comparacin objetiva de mtodos
heursticos se recurri a la b	squeda de bibliografa signi
cativa que tratase este tema En
esta b	squeda fue posible encontrar el artculo Designing and reporting on computational

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experiments with heuristic methods  de la revista Journal of Heuristics donde los
autores reconocen esas mismas di
cultades debido fundamentalmente a los problemas de
generalizacin que este tipo de comparacin plantea pero proponen una serie de directrices
que deberan ser tenidas en consideracin cuando se aborda un estudio comparativo de
este tipo Parece que los editores de esta revista dedicada ntegramente a los mtodos
heuristicos consideran que el problema es de la entidad su
ciente como para que el primer
artculo trate de marcar las bases para la comparacin objetiva de mtodos heursticos
En ese artculo se recomienda que para una comparacin ms objetiva es mejor progra
mar todos los algoritmos en un mismo entorno computacional  que comparar los resultados
que aparecen en la bibliografa puesto que normalmente estos resultados presentan una
gran heterogeneidad de los elementos de comparacin Esto no siempre es posible puesto
que requiere que el programador conozca bien todos los algoritmos que se deben progra
mar En este trabajo es posible una comparacin de este tipo entre los algoritmos de
Simulated Annealing y los Algoritmos Genticos puesto que se han estudiado en detalle
La eleccin del entorno computacional ha estado restringida a los componentes dispo
nibles en el laboratorio a	n as el entorno para los test es adecuado y est constituido
por
  Pentium MHz y Mb RAM con sistema operativo Windows 
  La programacin de los algoritmos descritos en las secciones anteriores se ha reali
zado en Matlab  Se podra haber utilizado alg	n lenguaje de alto nivel como
el lenguaje C pero se opt por realizar los programas en Matlab por simpli
car el
proceso de programacin y representaciones gr
cas
Este mismo artculo tambin recomienda en cuanto a las medidas que se deben tomar
para evaluar las prestaciones de cada algoritmo lo siguiente
  Calidad de la solucin Esta slo se puede evaluar si se conoce el mnimo que
se busca es necesario disponer de un conjunto de funciones de test bien conocidas
En este sentido hay que mencionar que cuando se intenta aplicar un algoritmo de
optimizacin al control predictivo pueden aparecer una gran variedad de proble
mas fuertes restricciones varios mnimos mnimos locales prximos a los mnimos
globales mnimos en zonas muy planas etc Se debe tener en cuenta esta variedad
de problemas en los ensayos de evaluacin que se realicen
Se ha elegido un conjunto de siete funciones de test F F F F F F y F
que se describen con detalle ms adelante en el anexo B estas funciones se utilizan
 El entorno computacional incluye la mquina sobre la que se ejecuta el sistema operativo la carga
del sistema el compilador utilizado y la habilidad del programador


como banco de pruebas en trabajos publicados para evaluar las capacidades de un
algoritmo de optimizacin por ejemplo ver  y  Con la eleccin de estas
funciones se trata de recoger una amplia variedad de problemas de optimizacin
Para evaluar la calidad de la solucin que encuentra un algoritmo de optimizacin
se pueden tomar dos tipos de valores
 Evaluar la distancia del valor mnimo encontrado por el algoritmo fxs al
valor mnimo de la funcin fx jfxs fxj
 Evaluar la distancia de la solucin encontrada xs al punto mnimo x La
distancia se obtiene de la norma kxs  xk
  Coste computacional El coste se suele evaluar seg	n la memoria que utiliza el
algoritmo y el tiempo De estas dos medidas la que ms nos interesa es la del tiempo
puesto para poder aplicar el algoritmo en un entorno de tiempo real En todo el
trabajo que se presenta a continuacin cuando se hable de coste computacional
slo se tendr en cuenta el coste en tiempo del algoritmo El problema que aparece
es que es complicado medir 	nicamente el tiempo del algoritmo sin que inuyan
otras tareas que se puedan ejecutar por requerimientos del sistema operativo Para
tratar de detectar posibles errores en estas medidas se utilizan dos indicadores
 Contabilizar el n	mero de operaciones en coma otante FLOPS En este
caso si que es posible medir 	nicamente las operaciones en coma otante del
algoritmo Matlab dispone de unas funciones que facilitan estas medidas El
problema es que algunas de las operaciones que se realizan en el algoritmo no
son de coma otante y por tanto no quedan reejadas Se trata pues de una
medida parcial pero junto con la medida de tiempo da una valoracin razonable
del coste computacional
 Contabilizar el tiempo invertido en el algoritmo Unidades de tiempo Como
ya se ha mencionado esta medida puede estar perturbada por otras operaciones
del sistema y por tanto no conviene que se tome como 	nica medida del coste
computacional
Cada una de estas medidas se puede tomar de diferentes formas sobre el total
del algoritmo midiendo el coste por etapas del algoritmo por funciones etc En
cualquier caso ninguno de estos indicadores tiene validez por separado puesto que
estn altamente inuidos por el entorno computacional Por ejemplo un algoritmo
que este muy dividido en funciones que son llamados por un programa principal
aunque sea ms legible tendr un coste computacional superior a su equivalente
menos fragmentado Adems estas medidas no son comparables entre computadores
Por ello aunque es conveniente tomar dichas medidas puesto que ofrecen rdenes de
La restriccin de memoria es cada vez menos restrictiva debido a los avances tecnolgicos
 Captulo 	 Evaluacin de los algoritmos GA y SA
magnitud es deseable tomar otro tipo de medidas que sean ms objetivas menos
dependiente del entorno computacional
Una solucin generalmente adoptada es la de contar el n	mero de operaciones pro
pias del algoritmo en lugar de FLOPS o unidades de tiempo en este sentido se suele
utilizar el nmero de evaluaciones de la funcin objetivo Este indicador tiene
la ventaja adicional de que facilita la comparacin entre computadores parece por
tanto una medida ms objetiva
  Robustez del algoritmo Por robustez del algoritmo se entiende
 Grado de habilidad para resolver un amplio abanico de problemas
 Grado de inuencia en la resolucin de un problema de las variaciones de
los parmetros de ajuste del algoritmo por ejemplo probabilidades de cruce
mutacin en un algoritmo gentico 
Las medidas que se deben tomar para evaluar la robustez deben ser tanto de calidad
de la solucin como de coste computacional todo ello para distintos valores de los
parmetros de ajuste del algoritmo
Tratando de seguir estas ideas se han realizados dos tandas de ensayos en la primera
se pretende comparar varios de los algoritmos heursticos descritos tratando de obtener
rdenes de magnitud de los costes computacionales y la calidad de la solucin
La segunda tanda de ensayos se ha centrado en el algoritmo que ha dado mejores
resultados en la primera fase y el objetivo en este caso es tratar de establecer la robustez y
sobre todo establecer unas reglas de ajuste de los parmetros del mismo Esta informacin
ser de gran utilidad para la utilizacin posterior de estos algoritmos en un entorno MBPC
 Anlisis comparativo de varios algoritmos
En esta primera fase de los ensayos se realiza un estudio comparativo de distintos algo
ritmos de optimizacin que se han descrito en secciones anteriores Los cinco algoritmos
que se van a estudiar son los que se describen en la tabla  y se nombran con AO
AO AO AO y AO
La seleccin de estos algoritmos se ha realizado por los siguientes criterios
 En cuanto a los algoritmos genticos el primero AO corresponde al estndar y
sirve de comparacin con los dems
	 Anlisis comparativo de varios algoritmos 	
ALGORITMOS GENTICOS
Codi
cacin Ranking Seleccin Cruce mutacin
AO Binaria Lineal Stochastic Punto simple Aleatoria
estndar Universal Prob Pc Prob Pm
Sampling
AO Binaria Lineal Stochastic Uniforme Aleatoria
estndar Universal Prob Pc Prob Pm
Sampling Recomb 
AO Binaria Lineal Stochastic Uniforme NO
estndar Universal Prob Pc
Sampling Recomb 
AO Real Lineal Stochastic Recombinacin Orientada




Agitacin trmica Ley de Curva de
aceptacin enfriamiento
AO  Distribucin normal de un conjunto Boltzman T t  Tt
de puntos
 Se eval	a la ley de aceptacin sobre
el mejor del conjunto
 Puntos fuera del espacio de b	squeda
se llevan al extremo ms cercano
Tabla  Caractersticas de los algoritmos comparados
 Captulo 	 Evaluacin de los algoritmos GA y SA
 En todos los casos se ha empleado un ranking lineal otro tipo de ranking es adecua
do en algunos casos cuando se tiene informacin de la funcin objetivo En esta
comparacin se supone que no se tiene ninguna informacin acerca de la misma se
opta pues por el ranking lineal para evitar convergencias prematuras del algoritmo
 El operador Stochastic Universal Sampling tambin se utiliza en todos los casos
porque presenta mejores cualidades que el de ruleta simple
 Se testea el operador de cruce uniforme con y sin mutacin AO y AO respecti
vamente Se quiere evaluar si el operador de cruce uniforme presenta unas buenas
cualidades de exploracin del espacio de b	squeda evitando el operador de mutacin
est cualidad sera importante para ahorrar tiempos de ejecucin
 El algoritmo gentico con codi
cacin real AO y el simulated annealing AO que
se han seleccionado corresponden a dos posibles implementaciones que se consideran
razonables las estructuras seleccionadas han mostrado un comportamiento correcto
en unas pruebas previas
Adems de seleccionar los algoritmos se deben ajustar los parmetros de cada uno de
ellos La tabla  recoge los parmetros para cada uno de los algoritmos
  En los algoritmos genticos NIND corresponde al n	mero de individuos de la po
blacin En AO corresponde al n	mero de evoluciones a una temperatura n	mero
de valores generados aleatoriamente a la misma temperatura
  MAXGEN es el n	mero mximo de generaciones en los algoritmos genticos y
el n	mero de veces que se cambia de temperatura seg	n la ley de enfriamiento en
AO se mantiene el mismo nombre de esta variable en los dos algoritmos puesto
que tienen un signi
cado similar Estos valores se han asignado de manera que se
mantenga constante el n	mero de evaluaciones de la funcin objetivo respecto de
los algoritmos genticos
  NVAR corresponde en todos los casos a la dimensin del espacio de b	squeda
  Los parmetro Ti y  corresponden a la temperatura inicial de OA y el coe
ciente
de ajuste del rango de la desviacin estndar de la distribucin Normal
  Pm y Pc corresponden a las probabilidades de mutacin y cruce respectivamente en
los algoritmos genticos AO    AO
  El parmetro  es en los casos AO y AO el coe
ciente de recombinacin del
cruce uniforme en el caso AO el coe
ciente de recombinacin lineal del operador
cruce en la codi
cacin real y en el caso AO se trata del coe
ciente de la ley de
enfriamiento
	 Anlisis comparativo de varios algoritmos 
Para ajustar los parmetros de cada uno de los algoritmos se ha partido de un ensayo
inicial con AO y la funcin F Para encontrar una solucin ms o menos adecuada
al algoritmo se le asignaron los parmetros indicados en la tabla  en la 
la AO A
partir de estos valores se han seleccionado los dems manteniendo constante el n	mero de
individuos n	mero mximo de generaciones probabilidades de cruce y mutacin cuando
era necesario en todos los GAs Para el algoritmo de simulated annealing se ha mantenido
el n	mero total de evaluaciones de la funcin objetivo NINDMAXGEN y los dems
parmetros se han ajustado experimentalmente hasta obtener un resultado razonable con
la funcin F
Algoritmo NIND MAXGEN NVAR PRECI Pc Pm 
AO       
AO       
AO       
AO    Real   
Algoritmo NIND MAXGEN NVAR PRECI Ti  
AO    Real   
N	mero de repeticiones de los ensayos por funcin 
Tabla  Tabla de parmetros de los algoritmos
 Captulo 	 Evaluacin de los algoritmos GA y SA
Para poder comparar el coste computacional y la calidad de la solucin de cada uno
de los algoritmos se eval	an los siguientes parmetros
Coste computacional
  Evaluaciones de la funcin objetivo Se ha optado por mantener constante
este valor para todos los ensayos Neval  NIND MAXGEN  		 En el
algoritmo de Simulated Annealing se ajusta la temperatura 
nal en un valor muy
bajo de manera que siempre se produzcan MAXGEN cambios de temperatura
es decir que no acabe el algoritmo antes de evaluar la funcin objetivo el mismo
n	mero de veces que en los algoritmos genticos
  Tiempos de ejecucin Se toman los tiempos totales del algoritmo y en el
caso de los algoritmos genticos adems la media y desviacin estndar de las
generaciones
  Operaciones en coma otantes Se toma el n	mero total y en el caso de los
algoritmos genticos adems la media y desviacin estndar de las generaciones
Calidad de la solucin
  Distancia al mnimo real xo kx  xok x es el punto mnimo encontrado por el
algoritmo
  Distancia al valor mnimo de la funcin jfxfxoj fx es el valor de la funcin
en el punto mnimo encontrado
El anlisis que se realiza compara para cada funcin todos los algoritmos incluyendo
los tiempos y Flops de los  ensayos y la calidad de las soluciones
	 Anlisis comparativo de varios algoritmos 
 Resultados con GA y SA
Funcin F
CALIDAD DE LA SOLUCIN
jx xoj jfx fxoj
Media Desv Media Desv
AO    
AO    
AO    
AO    








seg seg   ops ops  
AO       
AO       
AO       
AO       
AO       
Tabla  Resultados para la funcin F
Las medidas que se muestran en la tabla  corresponden a las medias y desviaciones
estndar sobre los  ensayos realizados con cada algoritmo
De la tabla se concluye que todos los algoritmos genticos analizados presentan una
precisin aceptable la distancia al mnimo es inferior  en todos los caso Cabe
destacar la excelente calidad de AO con una precisin en la distancia al mnimo del
orden de  de media AO presenta las peores soluciones la precisin alrededor de
 de media
Se observa que la funcin con menor coste computacional es la AO con bastante
diferencia sobre los dems algoritmos este resultado es de esperar puesto que en los
 Captulo 	 Evaluacin de los algoritmos GA y SA
algoritmos genticos se deben realizar muchas ms operaciones El siguiente algoritmo
interesante desde este punto de vista es el AO
Para tratar de evaluar el coste propio del algoritmo independiente de la funcin de
coste se puede comparar el coste total tanto de tiempos como de operaciones en coma
otante Ttotal y Ftotal con el coste de evaluar la funcin objetivo  veces NIND 
MAXGEN es F  		 Flops yT  		 segundos Los resultados que se obtienen







Se observa una elevada carga computacional debida al algoritmo El coste temporal es
muy elevado debido a la fragmentacin de los programas Cada algoritmo est compuesto
por varias funciones programadas por separado para que sea ms legible las llamadas a
estas funciones consumen bastante tiempo En cuanto al coste en operaciones en coma
otante los algoritmos genticos con codi
cacin binaria tienen la carga mayor El GA
con codi
cacin real presenta menos carga que los de codi
cacin binaria El mejor
algoritmo en cuanto a los costes computacionales es el Simulated Annealing AO
Esto es en parte debido a que se ha implementado en Matlab y cada bit del cromosoma es considerado
como un n	mero real
	 Anlisis comparativo de varios algoritmos  
Funcin F
CALIDAD DE LA SOLUCIN
jx xoj jfx fxoj
Media Desv Media Desv
AO    
AO    
AO    
AO    








seg seg   ops ops  
AO       
AO       
AO       
AO       
AO       
Tabla  Resultados para la funcin F	
De la tabla  se observa que para la funcin F el algoritmo que encuentra mejor
solucin es AO con una precisin en la distancia al mnimo del orden de  Le
siguen AO y AO con una precisin del orden de  y 
nalmente los peores resultados
se obtienen con AO y AO 
De la tabla se puede concluir que se observan las mismas caractersticas de coste
computacional que se observaban en F AO presenta un coste sensiblemente menor
seguido por AO Coste computacional de evaluar F  veces T  		 seg y
F  		 Flops
 Captulo 	 Evaluacin de los algoritmos GA y SA
Funcin F
CALIDAD DE LA SOLUCIN
jx xoj jfx fxoj
Media Desv Media Desv
AO    
AO    
AO    
AO    








seg seg   ops ops  
AO       
AO       
AO       
AO       
AO       
Tabla  Resultados para la funcin F
Como se ve en la tabla  para la funcin F todos los algoritmos encuentran una
solucin exacta Coste computacional de evaluar F  veces T  		 seg y
F  			 Flops Se observan las mismas caractersticas de coste computacional que se
observaban en F y F El menor coste sigue correspondiendo a AO seguido por AO




CALIDAD DE LA SOLUCIN
jx xoj jfx fxoj
Media Desv Media Desv
AO    
AO    
AO    
AO    








seg seg   ops ops  
AO       
AO       
AO       
AO       
AO       
Tabla  Resultados para la funcin F
Para la funcin F AO encuentra claramente las mejores soluciones y los algoritmos
AO y AO las peores ver tabla  Coste computacional de evaluar F  veces
T   seg y F  	 Flops Para esta funcin el menor coste sigue corres
pondiendo a AO seguido por AO Aunque hay que destacar que las diferencias entre
los algoritmos son mucho menores esto es debido a que el coste computacional de evaluar
la funcin objetivo es muy alto En estos casos el coste computacional del algoritmo ya
no es tan relevante para la eleccin de un algoritmo adecuado
 Captulo 	 Evaluacin de los algoritmos GA y SA
Funcin F
CALIDAD DE LA SOLUCIN
jx xoj jfx fxoj
Media Desv Media Desv
AO    
AO    
AO    
AO    








seg seg   ops ops  
AO       
AO       
AO       
AO       
AO       
Tabla  Resultados para la funcin F
Para la funcin F AO y AO encuentra la soluciones muy buenas los algoritmos AO
y AO encuentran soluciones bastante buenas y 
nalmente AO presenta las soluciones
con menor precisin ver tabla  Coste computacional de evaluar F  veces
T  	 seg F   Flops Los costes computacionales siguen las mismas
pautas que en los casos anteriores AO es el menos costoso seguido de AO
	 Anlisis comparativo de varios algoritmos 	
Funcin F
CALIDAD DE LA SOLUCIN
jx xoj jfx fxoj
Media Desv Media Desv
AO    
AO    
AO    
AO    
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seg   ops ops  
AO       
AO       
AO       
AO       
AO       
Tabla  Resultados para la funcin F
En el caso de la funcin F las mejores soluciones las encuentran los algoritmos gen
ticos con codi
cacin binaria# AO AO y AO El algoritmo gentico con codi
cacin
real AO encuentra soluciones peores y el AO presenta soluciones bastante malas
Coste computacional de evaluar F  veces T  	 seg y F  		 Flops
En cuanto a los costes computacionales se observan comportamientos similares a los que
se ven en las funciones anteriores
 Captulo 	 Evaluacin de los algoritmos GA y SA
Funcin F
CALIDAD DE LA SOLUCIN
jx xoj jfx fxoj
Media Desv Media Desv
AO    
AO    
AO    
AO    
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AO       
AO       
AO       
AO       
AO       
Tabla  Resultados para la funcin F
Para esta funcin el algoritmo AO encuentra las mejores soluciones los dems algo
ritmos genticos AO AO y AO encuentran similares peores que AO tabla 
El algoritmo AO tiene muchas di
cultades para encontrar el mnimo global aunque se
queda en mnimos cercanos
Coste computacional de evaluar F  veces T  	 seg y F  	
Flops Los costes computacionales tienen las mismas caractersticas que en las funciones
anteriores
	 Anlisis comparativo de varios algoritmos 
 Resultados de otros algoritmos comerciales
Para tratar de evaluar con ms garantas los algoritmos estudiados se ha realizado una
comparacin con otros algoritmos comunes en los paquetes de optimizacin comerciales
En concreto se han utilizados los mtodos
  Mtodo QuasiNewton que utiliza para aproximar la matriz Hesiana la frmula
BFGS  No permite manipular restricciones pero se puede aplicar en las
funciones de test puesto que estas no tienen restricciones salvo los lmites del espacio
de b	squeda
  Programacin cuadrtica secuencial SQP utilizando la frmula BFGS para apro
ximar la matriz Hesiana del Lagrangiano  Este mtodo si que incorpora el
tratamiento de restricciones
Estos dos mtodos estn implementados en el Optimization Toolbox de Matlab con las
funciones fminu y constr respectivamente Se ha optado por la implementacin de Matlab
por mantener la homogeneidad de la plataforma de ensayos los algoritmos de Simulated
Annealing y Algoritmos Geneticos han sido programados en Matlab Se podran haber
utilizado las funciones implementadas en NAG Fortran Library  este punto queda
para trabajos posteriores puesto que se tiene previsto trasladar los algoritmos heursticos
a lenguaje C de cara a la implementacin en lnea de MBPC con optimizacin heurstica
Todas las opciones de los algoritmos se han mantenido en los valores por defecto
propuestos excepto el n	mero mximo de evaluaciones de la funcin objetivo que se ha

jado en  este valor es su
ciente en todos los casos para que los algoritmos ensayados
converjan
Ambos algoritmos necesitan un punto inicial este se ha generado aleatoriamente den
tro del espacio de b	squeda
Los test realizados corresponden a  ensayos con cada funcin de prueba Los datos
que se han tomado son la distancia de la solucin encontrada por el algoritmo con el
mnimo Se han tomado tambin el n	mero de evaluaciones de la funcin objetivo el
tiempo total de ejecucin y el n	mero de operaciones en coma otante
En las tablas  y  se observa que como caba esperar ver captulo  estos
algoritmos funcionan bien cuando las funciones son convexas funciones F y F pero en
los dems casos la solucin que obtienen es un mnimo local Para los casos en que en
cuentran el mnimo el coste computacional si que es claramente inferiores a los algoritmos
de Simulated Annealing y Algoritmos Genticos
Parte de esta ventaja puede ser debida a que se trata de un paquete comercial y puede estar mejor
optimizado en su programacin
 Captulo 	 Evaluacin de los algoritmos GA y SA
Algoritmo QuasiNewton
Calidad Coste computacional
jx xoj N	m Eval Tiempo seg Flops
Media Desv Media Desv Media Desv Media Desv
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Tabla  Resultados con el algoritmo QuasiNewton
Algoritmo SQP
Calidad Coste computacional
jx xoj N	m Eval Tiempo seg Flops
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Tabla  Resultados con el algoritmo SQP
	 Anlisis comparativo de varios algoritmos 
 Conclusiones
En la 
gura  se resumen los resultados obtenidos Se clasi
can los algoritmos de
mayor a menor calidad en la solucin encontrada de  a  y de menor a mayor coste
computacional de  a  Se observa que el mejor algoritmo desde el punto de vista
de la calidad es el AO Algoritmo Gentico con codi
cacin real obtiene siempre la
mejor calidad excepto en la funcin F Los algoritmos genticos con codi
cacin binaria
presentan una calidad intermedia y por 	ltimo el algoritmo de Simulated annealing es el
que presenta peores resultados













































Figura  Comparacin de la calidad de la solucin y del coste computacional de los algo
ritmos AO    AO
En cuanto al coste computacional se repiten los mismos resultados para todas la fun
ciones el algoritmo de Simulated Annealing AO tiene un coste sensiblemente menor
que los Algoritmos Genticos En cuanto a estos 	ltimos el de codi
cacin real AO es
el que presenta el menor coste computacional seguido por AO
  Captulo 	 Evaluacin de los algoritmos GA y SA
Algoritmos
AO AO AO AO AO
Media de la calidad para todas las funciones     
Media de coste para todas las funcin     
Relacin calidad coste     
Tabla  Relacin calidadcoste para los algoritmos AO    AO
En resumen el algoritmo AO presenta las mejores prestaciones calidadcoste ver
tabla  siendo un candidato para su aplicacin al control predictivo cuando las fun
ciones a minimizar que aparezcan presenten problemas El algoritmo AO a pesar de
que la calidad de la solucin no es excesivamente buena es competitivo debido a su bajo
coste computacional su campo de aplicacin debe ser en los problemas complejos donde
las restricciones temporales hacen que el algoritmo AO pierda demasiada calidad frente
al algoritmo AO
Evidentemente el diseo de unas reglas de ajuste adecuadas para estos algoritmos
facilitara su aplicacin a la resolucin de problemas de control en general y de control
predictivo en particular cuando las funciones a minimizar sean difciles El apartado
siguiente se centra en el diseo de estas reglas de ajuste para el algoritmo de tipo AO
	 Evaluacin de robustez y ajuste de parmetros de un GA real   
 Evaluacin de robustez y ajuste de parmetros de
un GA real
El algoritmo que se va a evaluar es el Algoritmo Gentico con codi
cacin real con las
siguientes caractersticas
  Operacin de Ranking lineal
  Operador de seleccin Stochastic Universal Sampling
  Operador de cruce Cruce por recombinacin lineal con probabilidad de cruce Pc
y parmetro de recombinacin  se eval	a aleatoriamente para cada uno de los
individuos sometidos al operador
  Operador de mutacin mutacin orientada con probabilidad de mutacin Pm
Corresponde al algoritmo AO del apartado anterior con la variante de que el parmetro
 del operador de cruce no es constante Ya se ha visto que AO presentaba unas pres
taciones muy altas de calidad y razonables en cuanto al coste computacional por tanto
se trata de un buen candidato para su aplicacin al control predictivo En esta seccin
se pretende evaluar la robustez del algoritmo cuando se varan sus parmetros n	mero
de individuos NIND probabilidad de cruce Pc y probabilidad de mutacin Pm Se han
realizado los siguientes ensayos
  N	mero de individuos se vara de  a  con un incremento de 
  Probabilidad de cruce se vara de  a  con un incremento de 
  Probabilidad de mutacin se varia de  a  con un incremento de 
Para cada valor de NIND Pc y Pm se realizan  ensayos
La calidad de la solucin obtenida se eval	a mediante jjx  xojj y el coste com
putacional se mide con el n	mero de evaluaciones de la funcin objetivo
Para estos ensayos no se utiliza la funcin F puesto que se trata de una funcin
con un slo mnimo sin ninguna complicacin y no justi
ca la utilizacin de una tcnica
de optimizacin heurstica Se ha podido ver anteriormente que otros mtodos como el
QuasiNewton o el SQP resuelven el problema con muy buena calidad y bajo coste En
cualquier caso la funcin F posee una caracterstica bsica similar ausencia de mnimo
locales aunque con la di
cultad aadida de que le mnimo global se encuentra en una zona
  Captulo 	 Evaluacin de los algoritmos GA y SA
muy plana Esta funcin tambin es resuelta adecuadamente por los algoritmos Quasi
Newton y el SQP pero se incluye en esta comparacin para analizar el comportamiento
del Algoritmo Gentico real ante problemas con un slo mnimo
Los criterios de 
nalizacin del algoritmo son dos tabla 
 Cuando el  de los individuos de la poblacin estn en un radio 
jado DIST 
alrededor del mejor individuo de esa poblacin xp Se estima que en esas condi
ciones el algoritmo se ha extinguido ha perdido su capacidad de exploracin El
algoritmo se detiene cuando el  de los individuos de la poblacin cumplen
jjx xpjj  DIST
El valor de DIST se asigna dependiendo de la precisin que se desea En este caso
se relaciona con la precisin de un Algoritmo Gentico binario puede servir para
realizar comparaciones En un Algoritmo Gentico binario la precisin viene dada
por el n	mero de bits que se le asignan a cada variable PRECI por ejemplo
con PRECI   se discretiza el espacio de b	squeda en   puntos y por tanto la





Para el criterio de 
nalizacin el valor del radio se 
ja en cada caso seg	n la precisin
DIST  
 Por n	mero mximo de generacionesMAXGEN  		 En caso de que el algorit
mo no se extinga no se cumpla nunca la condicin anterior este criterio evita que
se este ejecutando inde
nidamente
Los datos que se obtienen quedan recogidos en  donde aparecen adems de los datos
unas representaciones gr
cas que muestran las relaciones entre calidad de la solucin
coste computacional y convergencia frente a los parmetros Pc Pm con NIND constante
Pc NIND con Pm constante y Pm NIND con Pc constante estas representaciones
permiten realizar un anlisis cualitativo de las distintas relaciones entre los parmetros
pero es muy complejo extraer conclusiones ms concretas Para posibilitar la realizacin
del anlisis se ha condensado la informacin en tablas Estas reejan las relaciones entre
los tres parmetros que se han estudiado Pc Pm y n	mero de individuos NIND en base
a la calidad de la solucin obtenida criterios de convergencia y coste computacional
Para cada funcin de test se presentan dos tablas apndice C la primera nos da
para cada probabilidad de mutacin y de cruce por una parte el rango de individuos que
	 Evaluacin de robustez y ajuste de parmetros de un GA real  

Funciones de test
F F F F F F
umin      
umax      
r      
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  	   
MAXGEN      
Tabla  Parmetros para los criterios de nalizacin del algoritmo DIST y MAXGEN 
cumple el criterio de calidad de la solucin Ejjxxojj   y por otra parte el rango de
inviduos en que se da una convergencia del algoritmo mayor de un determinado factor Fc
cumpliendo simultneamente el criterio de calidad La segunda tabla ofrece los costes
computacionales medios para los  ensayos correspondientes al lmite inferior media y
limite superior respectivamente de cada uno de los rangos de la primera tabla El coste
computacional se contabiliza en miles de evaluaciones de la funcin objetivo y slo cuenta
el n	mero de evaluaciones de la funcin objetivo hasta que se encuentra la mejor solucin
En el caso de que el algoritmo no converja el coste total del mismo es superior o igual al
coste que se muestre en la tabla correspondiente puesto que se realizan en todos los caso
MAXGEN NIND
El factor  corresponde al que aparece en la tabla  esto puede permitir la com
paracin con un Algoritmo Gentico binario con cromosomas de longitud   PRECI
las funciones son de dos variables Las tablas se han formado a partir de la media de
jjx xojj de los  ensayos que se han realizado para cada Pc Pm y NIND
Para la funcin F no existe ning	n conjunto de parmetros Pc Pm NIND que
satisfaga la condicin Ejjx xojj   Con el 
n de realizar un anlisis del comporta
miento del algoritmo con las condiciones del ensayo se ha relajado la condicin Se ha
considerado como condicin Ejjxxojj  	 si el mejor valor que se obtiene est en ese
entorno un optimizador de tipo Hill climbing encontrara el ptimo global Los ptimos
ms cercanos al ptimo global de la funcin F se encuentran en
x     Fx  			
x    Fx  			
x    Fx  			
x     Fx  			
  Captulo 	 Evaluacin de los algoritmos GA y SA
La distancia entre estos ptimos locales y el ptimos globales es jjx xojj   por
tanto establecer la condicin Ejjxxojj  	 para sta funcin no parece descabellado
para la posterior localizacin del ptimo local de forma rpida
El factor de convergencia Fc se calcula de la siguiente forma Para un ensayo se asigna
a una variable Conv los siguientes valores
  Conv   si el algoritmo ha 
nalizado cuando el  de la poblacin se encuentra
en un entorno establecido criterio de 
nalizacin 
  Conv  	 si el algoritmo 
naliza con el criterio del n	mero mximo de generaciones
criterio de 
nalizacin 
Para obtener Fc se realiza la media de Conv para todos los ensayos realizados en este
caso 
Fc  EConv
La interpretacin de este factor es Fc   indica que el algoritmo converge en el  de
los casos Fc  	 el algoritmo no converge en ning	n caso Fc  	 el algoritmo converge
en el  de los casos etc
En las tablas se muestran los rangos de n	mero de individuos para cada Pm y Pc que
satisfacen
Fc  	
A continuacin se presentan las conclusiones que se obtiene para cada funcin a partir
de la informacin que aparece estas tablas
Funcin F
Para esta funcin el operador de cruce resulta fundamental por debajo de Pc  	 el
algoritmo tiene di
cultades para encontrar soluciones adecuadas sobre toda con valores
de Pm  	 aunque mejora un poco para valores mayores de Pm Con probabilidades de
cruce elevadas el algoritmo encuentra la solucin slo presenta di
cultades en combinacin
con Pm elevadas
La convergencia slo se da para valores de Pm  	 Es ms fcil converger cuanto
ms pequeo es el valor de Pm Se observa que para Pm  	 un n	mero de individuos
elevado impide la convergencia del algoritmo
Se observa que el coste computacional es sensiblemente menor si el algoritmo converge
El coste disminuye en general si la probabilidad de mutacin disminuye o la probabilidad
de cruce aumenta
La zona que presenta unas buenas cualidades de calidadcoste es pues
	 Evaluacin de robustez y ajuste de parmetros de un GA real  	
  	  Pc  
  	  Pm  	
  		  NIND  	
Para este rango de valores el coste est alrededor de  evaluaciones de la funcin
objetivo
En cualquier caso para funciones unimodales como es el caso de la funcin F ver

gura B es mejor utilizar otros algoritmos de optimizacin con menor coste
Funcin F
El algoritmo encuentra el ptimo global en todos los casos excepto para el caso Pc  	
y Pm  	 En casi los casos el rango de individuos es  	 	 slo se reduce el rango
cuando la probabilidad de mutacin es nula o muy baja
En cuanto a la convergencia el algoritmo slo tiene un factor superior a  para
Pc  	 y Pm  		 en de
nitiva probabilidades de cruce y mutacin muy bajas Se
puede generalizar que para este tipo de funciones el algoritmo no converge seg	n el criterio
de convergencia que se ha establecido
El motivo es que la funcin tiene zonas planas ver 
gura B tanto los ptimos
locales como el ptimo global coinciden con zonas y no un punto 	nico punto En este
caso existen muchos individuos con el mismo valor de la funcin y salvo que la zona para
el criterio de 
nalizacin sea de un tamao comparable a la zona que corresponde a los
ptimos es muy difcil que el  de los individuos se concentren en un radio pequeo
Una alternativa para conseguir una convergencia del algoritmo es modi
car el criterio de

nalizacin Se puede establecer que el algoritmo tambin 
nalice cuando por ejemplo
el  de los individuos tengan el mismo valor de la funcin es decir que esos individuos
se encuentran en la misma zona
El coste para esta funcin es muy bajo comparado con el de las dems funciones y
disminuye cuanto mayores son las probabilidades de mutacin y cruce
La zona que presenta unas buenas cualidades de calidadcoste es pues
  	  Pc  
  		  Pm  	
  	  NIND  	
Para este rango de valores el coste est alrededor de  evaluaciones de la funcin
objetivo
  Captulo 	 Evaluacin de los algoritmos GA y SA
Funcin F

El algoritmo encuentra siempre soluciones adecuadas excepto para combinaciones de Pc
y Pm de valores bajos El aumento de la probabilidad de mutacin aumenta el rango
de individuos para los que se encuentra solucin aunque este rango vuelve a disminuir
levemente cuando se dan combinaciones de Pc y Pm de elevado valor
La convergencia depende bsicamente de la probabilidad de mutacin para valores de
Pm  	 el algoritmo converge para un rango bastante amplio de n	mero de individuos
empeorando si el n	mero de individuos es muy elevado para 	  Pm  	 el algoritmo
converge slo para valores muy bajos del n	mero de individuos  o 
El coste computacional en las zonas en que no converge el algoritmo es elevado Cuan
do no converge el algoritmo las combinaciones de probabilidades de mutacin bajas y
probabilidades de cruce muy altas o muy bajas incrementan el coste computacional
La zona que presenta unas buenas cualidades de calidadcoste es pues
  	  Pc  
  	  Pm  	
  	  NIND  	
Para este rango de valores el coste est alrededor de  evaluaciones de la funcin
objetivo
Se observa que para estas funciones con los mnimos en depresiones muy pronunciadas
ver 
gura B el algoritmo no tiene demasiados problemas para encontrar el mnimo
global al menos si el valor en el mnimo global es sensiblemente menor que en los dems
mnimos locales El algoritmo encuentra una solucin adecuada para casi todos los rangos
de valores de Pc y Pm y converge en un amplio rango aunque si Pm es muy baja el n	mero
mnimo de individuos debe se mayor de  para tener ciertas garantas
Funcin F
El algoritmo encuentra una solucin en todos los casos excepto para combinaciones de Pc
y Pm con valores muy bajos en general con un rango de individuos bastante amplio el
lmite superior es siempre  y el inferior varia entre  y  individuos por generacin
Para la convergencia del algoritmo el parmetro signi
cativo es la probabilidad de
mutacin Pm  	 impiden la convergencia del algoritmo Con Pm  		 el algoritmo
	 Evaluacin de robustez y ajuste de parmetros de un GA real  
encuentra la solucin siempre convergiendo Con Pm  	 el n	mero de individuos inuye
en la convergencia a ms individuos menor probabilidad de converger
El coste computacional en las zonas en que no converge el algoritmo es mayor que
cuando converge En general probabilidades de mutacin alta incrementan el coste com
putacional
La zona que presenta unas buenas cualidades de calidadcoste es pues
  	  Pc  
  	  Pm  	
  	  NIND  		
Para este rango de valores el coste est alrededor de  evaluaciones de la funcin
objetivo
Para este tipo de funciones ver 
gura B el algoritmo tampoco tiene problemas
encuentra solucin adecuada para un amplio rango de valores de los parmetros
Funcin F
Para este tipo de funcin el aumento de la probabilidad de cruce tiene un efecto negativo
para Pc  	 el algoritmo no encuentra solucin Este comportamiento que slo ocurre
para esta funcin de test parece debido a que la funcin presenta muchos ptimos locales
y varios de estos ptimos locales tiene un valor de la funcin muy parecido o comparable
al ptimo global pero se encuentra muy alejado del mismo ver 
gura B
En estas circunstancias la operacin de cruce tiene di
cultades para hacer converger el
algoritmo por ejemplo el cruce entre dos individuos muy buenos pero muy alejados uno
en el entorno del ptimo global y otro en el entorno del ptimo local produce individuos
que pierden gran parte de la informacin para alcanzar el ptimo global Por lo tanto
si se producen muchos cruces es muy complicado que los individuos de la poblacin se
parezcan al ptimo global
La probabilidad de mutacin inuye en el rango de individuos en que se encuentra
una solucin un aumento de esta probabilidad provoca una aumento del rango salvo si
se combina con una probabilidad de cruce elevada en este caso Pc  	
En cuanto a la convergencia el comportamiento es similar a las dems funciones un
aumento excesivo de la misma impide la convergencia del algoritmo para Pm  	 no
converge nunca
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El coste computacional en las zonas en que no converge el algoritmo es ligeramente
mayor que cuando converge En general probabilidades de mutacin alta incrementan el
coste computacional
La zona que presenta unas buenas cualidades de calidadcoste es pues
  	  Pc  	
  		  Pm  	
  		  NIND  	
Para este rango de valores el coste est alrededor de  evaluaciones de la funcin
objetivo
Funcin F
Esta funcin tiene muchos ptimos locales pero los que tienen valor parecido al ptimo
global se encuentran cerca del mismo ver 
gura B por tanto no se produce el efecto
que se observaba en la funcin anterior En este caso se encuentran soluciones adecuadas
para valores muy elevados de Pc siendo mejores los resultados si se aumenta Pm aunque
a partir de un valor de  se aprecia un leve empeoramiento
La convergencia se produce como siempre para valores pequeos de Pm
El coste computacional en las zonas en que no converge el algoritmo es mayor que
cuando converge En general probabilidades de mutacin alta incrementan el coste com
putacional
La zona que presenta unas buenas cualidades de calidadcoste es pues
  	  Pc  
  	  Pm  		
  	  NIND  	
Para este rango de valores el coste est alrededor de  evaluaciones de la funcin
objetivo
Para este tipo de funciones en los que existen muchos ptimos locales y todos muy
juntos es conveniente incrementar la capacidad de exploracin del algoritmo Mantener
valores de Pc y Pm altos y es muy aconsejable que el n	mero de individuos de la poblacin
sea elevado aunque esto revierte en un incremento del coste computacional
		 Propuesta de una metodologa de ajuste  
 Propuesta de una metodologa de ajuste
El objetivo de esta evaluacin ha sido conseguir un rango de parmetros Pc Pm y NIND
que proporcione buenas prestaciones tanto en calidad como en coste todo ello para un
rango de funciones los ms amplio posible Del anlisis de las tablas de resultados an
teriores para cada una de las funciones se extraen las conclusiones que se presentan a
continuacin
 Coste computacional
El primer resultado a destacar es que si el algoritmo converge el coste computacional
es menor que si no converge Los tres parmetros estudiados facilitan la convergencia
con
  Una probabilidad de cruce baja
  Una probabilidad de mutacin baja
  Pocos individuos por generacin
De estos parmetros el que se ha destacado por su mayor inuencia es la probabilidad
de mutacin
 Calidad de la solucin Evidentemente no slo hay que asegurar la convergencia
sino la convergencia al ptimo global esto inuye en que es necesaria una correcta
exploracin del espacio de b	squeda para poder obtener una solucin con una calidad
aceptable En este sentido inuyen negativamente en la exploracin del espacio de
b	squeda y por tanto en la calidad de la solucin
  Una probabilidad de cruce baja
  Una probabilidad de mutacin baja
  Pocos individuos por generacin
Esta conclusin se extrae de las tablas anteriores las casillas que estn vacas corres
ponden a combinaciones de los parmetros que no consiguen solucin adecuada En
general se trata pues de los mismos valores que inuyen positivamente en la conver
gencia del algoritmo Una combinacin de parmetros que explora exhaustivamente
el espacio de b	squeda di
culta e incluso imposibilita la convergencia del algoritmo
y viceversa
La validez de las conclusiones que se presentan en este apartado quedan restringidas a funciones de
dos variables y al Algoritmo Gen
ticos descrito
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Por tanto los objetivos de exploracin del espacio de b	squeda y convergencia del algorit
mo son en general incompatibles deben de ponderarse correctamente para alcanzar una
relacin adecuada de estos factores En de
nitiva de lo que se est hablando es de la
relacin entre la calidad de la solucin y el coste
Los dos objetivos se pueden conseguir de forma aceptable mediante un buen ajuste
de los parmetros del algoritmo La tabla  muestra los rangos de los parmetros en
los que se consigue una solucin adecuada con el menor coste para las funciones de test
utilizadas es decir son los rangos para los que se obtiene una buena calidad y el algoritmo
converge coste bajo Adems en la misma tabla se incluye informacin de cada una de
las funciones acerca de las caractersticas del problema de optimizacin que se plantea con
cada funcin Ms adelante se propone una metodologa de ajuste del Algoritmo Gentico
con codi
cacin real descrito en base a la informacin que se muestra en la tabla
Otra caracterstica que se puede derivar del anlisis de las tablas es que el Algoritmo
Gentico con codi
cacin real es bastante robusto esta conclusin se extrae de la ampli
tud de los rangos de valores de parmetros en los que se obtienen soluciones de calidad
Esta caracterstica facilita enormemente el ajuste del algoritmo Adems se pueden am
pliar los rangos que se muestran en la tabla sobre todo los de n	mero de individuos yo
la probabilidad de mutacin pero siempre a cambio de un coste superior Como reco
mendacin general para la mayora de las funciones es peor aumentar excesivamente la
probabilidad de mutacin que el n	mero de individuos o la probabilidad de cruce No es
aconsejable en ning	n caso que la probabilidad de mutacin supere Pm  	
A partir de la tabla  se pueden extraer varias reglas para el ajuste del algoritmo
 Para el caso en el que se conozcan algunas caractersticas de la funcin se puede
tratar de relacionar las caractersticas de dicha funcin con las funciones de test que
se presentan la tabla  indica brevemente las problemticas de cada funcin y
realizar un ajuste de los parmetros seg	n en los intervalos sugeridos por las tablas
ver ejemplo 
 En el caso de que no se tenga ninguna informacin a priori acerca de la funcin a
minimizar el ajuste de los parmetros que se aconseja para este algoritmo es
  Pc  	
  Pm  	
  NIND  	
Este conjunto de parmetros es el que presenta unos resultados razonables para
todas las funciones
		 Propuesta de una metodologa de ajuste    
Tabla  Rango de ajuste aconsejados para los parmetros Pc
 Pm y NIND de un Algorit
mo Gentico con codicacin real
 si se conocen a priori algunas caractersticas del problema
de minimizacin
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Ejemplo 
  Metodologa de ajuste de un GA con codicacin real
Se quiere ajustar un Algoritmo Gentico para obtener el m
nimo de una funcin que
consiste en la funcin de coste de tipo valor absoluto de un control predictivo El proceso
viene modelado por un doble integrador y un backlash y el 
ndice de coste est formado por
el valor absoluto de los errores en el horizonte de prediccin este ejemplo se detalla en
el cap
tulo correspondiente a las no linealidades en los actuadores aqu
 slo se pretende
























Figura  Representacin grca de la funcin a minimizar en el ejemplo Vistas D y
superior
Puesto que se dispone de la funcin a minimizar se pueden realizar varias representa
ciones gr	cas para lo que ser
an distintos instantes de muestreo y disponer de la forma
que puede presentar dicha funcin Un ejemplo de la funcin se muestra en la 	gura  y
a partir de esta representacin se pueden ajustar los parmetros del Algoritmo Gentico
De la representacin gr	ca se observa que la funcin parece unimodal pero puede tener
ciertos problemas en una franja diagonal debido al backlash En principio este problema
se puede relacionar con la funcin de test F funcin de Rosenbrock que tambin es
unimodal y el m
nimo se encuentra en una zona problemtica Para esta funcin unos
valores adecuados de los parmetros del Algoritmo Gentico son tabla 
  	  Pc  
  	  Pm  	
  		  NIND  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Tomando unos valores intermedios en estos rango Pc  	 Pm  		 y NIND  	
Se obtienen los siguientes resultados
  El algoritmo converge en  generaciones estos supone un coste computacional
de  miles de evaluaciones de la funcin objetivo Este valor coincide con las
estimaciones de coste que se presentan en la tabla 
  El algoritmo converge al m
nimo global con una buena calidad error  	  el
valor encontrado es x   	
Tomando unos valores fuera de estos rangos Pc  	 Pm  	 y NIND  	 Se
obtienen los siguientes resultados
  El algoritmo no converge se detiene por la limitacin de generaciones cuando llega
a  generaciones El coste es de  miles de evaluaciones de la funcin objetivo
Este valor es netamente superior al coste cuando el algoritmo converge ver tabla

  La mejor solucin encontrada es x   			 que corresponde a jjx 
xminjj  	 es decir la calidad de la solucin es baja
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	 Conclusiones
Con el estudio que se ha realizado en el captulo anterior se disponen de alternativas con
trastadas para la resolucin de los problemas de optimizacin multimodal no convexa yo
con discontinuidades que puedan aparecen en el MBPC En este captulo se han evaluado
las implementaciones potencialmente mas adecuadas mediante un estudio comparativo
de las mismas seg	n se indica en el artculo Designing and reporting on computational
experiments with heuristic methods del Journal of Heuristics
Concretamente se comparan cinco algoritmos obteniendo rdenes de magnitud tanto
en el coste computacional como en la calidad de la solucin todo ello para un conjun
to de siete funciones de test que tratan de simular un amplio rango de problemas de
optimizacin
De estos ensayos se puede concluir que
 Entre los algoritmos testeados el que presenta mejor relacin calidadcoste es el
algoritmo gentico con codi
cacin real
 El peor algoritmo en cuanto a la calidad obtenida es el de simulated annealing sin
embargo es el de menor coste computacional
 Los algoritmos genticos basados en una codi
cacin binaria consiguen calidades
intermedias entre el de codi
cacin real y el algoritmo de simulated annealing pero
presentan los peores costes computacionales
En el estudio se ha intentado adems indicar el coste propio del algoritmo y el de
evaluacin de la funcin a minimizar Se ve que si esta funcin es muy costosa computa
cionalmente el coste propio del algoritmo tiene menor importancia en el coste total Esta
conclusin puede afectar a la eleccin de un Algoritmo Gentico frente al de Simulated
Annealing La ventaja principal de este 	ltimo es su bajo coste computacional pero esta
cualidad no es tan relevante en problemas en que el coste de la evaluacin de la funcin
a optimizar es alto
A pesar del mayor coste de los Algoritmos Genticos basados en la codi
cacin binaria
estos pueden ser de utilidad en su aplicacin al control de proceso En un entorno de
control digital el conversor DA presenta una cuanti
cacin determinada por ejemplo
 bits si se plantea el problema de optimizacin con la longitud de cada uno de los
parmetros del cromosoma correspondiente a la del conversor DA puede resultar un
problema de optimizacin menos costoso El algoritmo gentico con codi
cacin binaria
puede llegar a ser competitivo en estos caso Este aspecto no ha sido tratado en este
trabajo y puede plantearse en un futuro anlisis
	
 Conclusiones   	
Para completar la comparacin se han efectuado ensayos con las mismas funciones de
test y algoritmos comerciales usuales SQP programacin cuadrtica secuencial y el QN
QuasiNewton La conclusin principal es que estos algoritmos son muy potentes para
los casos unimodales sin problemas de discontinuidades o no convexidad funciones F y
F pero tiene serias di
cultades con las dems funciones Por tanto se aconseja el uso de
estos algoritmos frente a los estudiados 	nicamente en el caso unimodal y si las funciones
no presentan discontinuidades y son convexas
De todo este estudio se destaca que el Algoritmo Gentico con codi
cacin real pre
senta el mejor comportamiento pero quedaba por resolver el problema del ajuste de sus
parmetros y el anlisis de la robustez del mismo En la 	ltima parte del captulo se
tratado con detalle este punto
El estudio eval	a el algoritmo gentico con codi
cacin real propuesto con los siguien
tes parmetros variables N	mero de individuos de la poblacin probabilidad de cruce
y probabilidad de mutacin Para los experimentos se utilizan  funciones de test ya
usadas en los experimentos anteriores Para cada funcin y combinacin de parmetros
n	mero de individuos probabilidad de cruce y de mutacin se realizan los experimentos
necesarios para conseguir un 
abilidad adecuada de los resultados
Se elabora una tabla  con los rangos de ajuste aconsejados para los parmetros Pc
Pm y NIND de un Algoritmo Gentico con codi
cacin real si se conocen a priori algunas
caractersticas del problema de minimizacin y se muestra un ejemplo de utilizacin
   Captulo 	 Evaluacin de los algoritmos GA y SA
Captulo 	
Control predictivo basado en modelos
con optimizacin heurstica
El objetivo fundamental de la propuesta de un MBPC utilizando optimizacin heurstica
es tratar de aprovechar todo el potencial que encierra la propia tcnica MBPC En ese
sentido la inclusin de un optimizador heurstico adecuado evita ciertas limitaciones que
tienen algunas de las implementaciones sobre todo con la aparicin de funciones de coste
multimodales y discontnuas La herramienta posibilita
  Utilizar ndices de coste y estructuraciones de la ley de control no convencionales
que incrementen las prestaciones del controlador
  Utilizar modelos de prediccin ms exactos uso de toda la informacin del proceso
que est disponible incorporando las no linealidades del proceso en el modelo y las
restricciones tanto en las acciones de control como en las variables del proceso
Este captulo se centra en la descripcin de esta propuesta de control predictivo basado
en modelos con alguna tcnica de optimizacin heurstica y mostrar la exibilidad que
aporta para establecer una estructuracin de la ley de control alternativa yo un ndice
de coste diferente En el captulo siguiente se tratar el aspecto referente a la inclusin de
modelos no lineales y las restricciones en las acciones de control y variables del proceso
La estructura general de un control predictivo con optimizacin heurstica se muestra
en la 
gura  Para cada particularizacin de los elementos que componen el controlador
se obtiene una alternativa diferente as variando el modelo de prediccin yo el ndice de
coste se pueden obtener prestaciones diferentes Como optimizador heurstico se puede
utilizar cualquiera de las tcnicas que se han descrito en el captulo anterior

   Captulo 
 MBPC con optimizacin heurstica
Figura  Estructura del control predictivo con tcnica de optimizacin heurstica
La propuesta que se realiza se particulariza al Controlador Predictivo Generalizado
GPC  ya que incluye modelo del proceso y modelo de perturbaciones y el ndice
de coste incorpora gran parte de las posibilidades y avances que se han incluido en las
	ltimas generaciones de control predictivo Como algoritmo de optimizacin heurstica
se describen tanto Simulated Annealing como Algoritmos Genticos con codi
cacin real
y binaria cualquiera de estas tcnicas puede ser aplicada al MBPC variando la relacin
coste computacionalcalidad de la solucin tal y como se ha visto en el captulo anterior
En general la mejor relacin la obtiene el Algoritmo Gentico con codi
cacin real y los
operadores genticos descritos en el captulo anterior Si no existen limitaciones de coste
computacional se puede conseguir ajustar cualquiera de los algoritmos para que den la
misma calidad en la solucin
Esta con
guracin del MBPC permite describir la integracin de una tcnica de op
timizacin heurstica con uno de los tipos de control predictivo ms completo y a partir
de esta implementacin se pueden realizar multitud de variantes y proponer mejoras en
todos los aspectos modelo indice de coste y optimizador
	 GPC con optimizacin heurstica
Siguiendo la estructura general de la 
gura  se debe de
nir el ndice de coste y el
modelo de prediccin que se van a utilizar en este caso

 ndice de coste
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 GPC con optimizacin heurstica   
Donde U   ut ut Nu  T  vector de los incrementos de la accin de
control futuras respecto del cual se debe minimizar el ndice de coste Evidentemente el
ndice depende de varios parmetros como N  N Nu y  pero estos se ajustan antes
de realizar la minimizacin

 Modelo de prediccin
En el esquema de un GPC la prediccin yt  jjt se obtiene a partir de un modelo
CARIMA
Az  yt  Bz  ut   Cz  t 
En general es difcil obtener un modelo adecuado del polinomio Cz   pero se sustituye
por un polinomio de diseo T z   que ajustado adecuadamente incrementa las cualidades
de robustez y atenuacin de posibles perturbaciones 
Az  yt  Bz  ut   T z  t 
Donde
Az      a z
    az
      anaz na
Bz    b  b z
    bz
      anbz nb
T z    t  t z
    tz
      tntz nt
    z  
Representado en forma de diagrama de bloques se tiene la 
gura  El modelo se compo
ne de una parte que corresponde al modelo del proceso y otra al modelo de perturbaciones
Figura  Diagrama de bloques del modelo CARIMA
La formulacin clsica de un GPC yt jjt se obtiene mediante la resolucin de de
terminadas ecuaciones diofnticas Este mtodo que ofrece una formulacin compacta
del regulador est restringido a modelos lineales sin restricciones En los clculos del
regulador se pierde la separacin entre la parte del modelo que corresponde a las pertur
baciones y el resto de elementos Para poder incrementar las posibilidades de aplicacin
  Captulo 
 MBPC con optimizacin heurstica
a otros modelos e ndices de coste es necesario una formulacin ms general del clculo
de las predicciones Una forma lgica de exibilizar la utilizacin de distintos tipos de
modelos es independizar las predicciones del modelo del proceso de las predicciones del
modelo de perturbaciones
Clculo de las predicciones A continuacin se presenta un mtodo alternativo que no
necesita la resolucin de las ecuaciones diofnticas mencionadas Se basa en la resolucin
numrica separando el clculo de la salida del modelo del proceso y la salida del modelo
de perturbaciones Como se ver ms adelante esta alternativa permitir utilizar la
estructura de un GPC en procesos con modelos no lineales 
La prediccin de la salida en el instante t j con la informacin disponible hasta el
instante t yt jjt viene dada por
yt jjt  yut jjt  nt jjt 
Donde yut  jjt se obtiene del modelo del proceso y las acciones de control futuras y
nt jjt se obtiene del modelo de perturbaciones
  Clculo de yut jjt
Si el modelo del proceso es una funcin de transferencia como es el caso en la
formulacin del GPC yut  jjt se obtiene recursivamente mediante la ecuacin
en diferencias  con los datos conocidos hasta en el instante t
Az  yut jjt  Bz  ut j   
Esta prediccin es independiente del modelo de perturbaciones y se puede sustituir
si se considera oportuno por cualquier tipo de modelo no linealidad que genere
yut jjt
  Clculo de nt jjt
nt depende de una seal no medible t pero con propiedades estadsticas esta






car los clculos posteriores se puede reescribir la ecuacin  realizando






 GPC con optimizacin heurstica   
El cambio de variable se interpreta como el resultado de 
ltrar la seal nt con
el 
ltro T z   tanto este 
ltro como T z   son realizables En cualquier
momento se puede realizar el cambio inverso y obtener nt  T z  ntf 
Para obtener la mejor prediccin de nf se parte de la ecuacin en diferencias si
guiente
nf t  Az  nft  t 
Donde
Az      a z
    az
       ana z na 
Az    a z    az       ana z na 
La prediccin para el siguiente instante de tiempo ser
nf t   Az  nf t   t   
Como t  es desconocido pero de media cero la mejor prediccin que se puede
realizar es considerar t   	
nf t jt  Az  nf t jt
 a nf t anft     ana nf t na 
Donde nf t  j j  	 	ltimos valores de nf  se pueden obtener por 
ltrado
utilizando T z   Los valores nt  j no son ms que la diferencia entre los
valores medidos de la salida y los valores que resultan del modelo del proceso
nt j  yt j yut j 
nf t j  nt j
T z  

Hay que recordar que el polinomio T z   es conocido puesto que es 
jado por el
diseador
La prediccin a dos instantes de muestreo vista queda
nf t   Az  nf t   t   
De nuevo puesto que t es desconocido pero de media cero la mejor prediccin
que se puede realizar corresponde a
nft jt  Az  nf t jt  a nf t jt
anf t anf t     ana nf t na   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Donde nf t  j j  	 se obtiene de la misma forma que en la ecuacin  y
nf t jt se ha calculado en la prediccin anterior
Generalizando la prediccin para el instante t j es
nf t jjt  Az  nf t jjt  a nf t j  jt
anft j  jt    aj  nf t jt ajnf t
aj nf t     ana nf t j  na   
A partir de nf t  jjt se obtiene la mejor prediccin de la salida del modelo de
perturbaciones nt jjt
nt jjt  T z  nf t jjt 

 Adaptacin de una tcnica de optimizacin
Una vez se ha establecido el ndice de coste y el mtodo para obtener las predicciones
de la salida el clculo de las acciones de control que minimiza el ndice se reduce a un




U   ut ut      utNu  
Para el caso de un control SISO la dimensin del problema de optimizacin es Nu
En el GPC se puede obtener una solucin analtica a este problema pero si se utilizan
otro tipo de ndices o el modelo de proceso no es lineal generalmente es imposible obtener
una solucin analtica del problema En estos casos la alternativa que se propone es la
aplicacin de una tcnica de optimizacin heurstica como los Algoritmos Genticos o
Simulated Annealing que como se ha mostrado en el captulo anterior permiten abordar
con garantas una amplia gama de problemas
Para resolver el problema de minimizacin del MBPC en cada periodo de muestreo
  La tcnica de Simulated Annealing slo requiere la funcin a minimizar JU y
un ajuste adecuado de los parmetros del optimizador Como adaptacin concreta
del optimizador se puede utilizar como punto de inicial del algoritmo la mejor
solucin obtenida en el instante de muestreo anterior mejor solucin del problema
de optimizacin anterior en lugar de un punto aleatorio Esta adaptacin puede
distorsionar los algoritmos CSA y FSA puesto que utilizan un 	nico punto en cada
evolucin pero no afecta al algoritmo ASA puesto que intervienen varios puntos en
cada evolucin

 GPC con optimizacin heurstica  

  Para el caso de aplicar Algoritmos Genticos tanto con codi
cacin binaria como
real es necesario adems decidir cmo se estructuran los cromosomas
Si se elige un Algoritmo Gentico con codi
cacin binaria se debe decir por una
parte los bits dedicados a cada variable dependiendo de la precisin que se quiere
alcanzar y por otra donde se sit	a cada variable en el cromosoma La opcin elegida
en todos los casos para control SISO es la que se muestra en la 
gura  se sit	an
los parmetros consecutivamente en el cromosoma
Figura  Estructura de los cromosomas en una codicacin binaria N bits por parmetro

L longitud del cromosoma Ejemplo para Nu   y Nu  
Si el Algoritmo Gentico utiliza una codi
cacin real la estructura del cromosoma
es del mismo tipo se sit	an los distintos parmetros consecutivamente  ut ut
     ut Nu   Evidentemente en este caso no hay que elegir el n	mero de
bits para codi
car cada parmetro
Una adaptacin de estos algoritmos que permitemejorar la respuesta del controlador
predictivo consiste en introducir en la poblacin inicial de cada periodo de muestreo
un mnima cantidad de duplicados del mejor individuo del periodo de muestreo
anterior La cantidad de individuos no debe ser muy alta para mantener la diversidad
de la poblacin inicial con uno o dos individuos es su
ciente
En la descripcin del Algoritmo Gentico que se realiz en un captulo anterior la
poblacin inicial es totalmente aleatoria esto es adecuado para la resolucin de un
problema aislado En el caso del MBPC el problema de minizacin en un instante
de muestreo est ms o menos relacionado con el problema del instante de muestreo
anterior El objeto de introducir una pequea cantidad de informacin gentica de
los mejores individuos del problema anterior permite asegurar que el algoritmo pueda
realizar una exploracin de estas zonas adems de la exploracin de otras zonas
sin depender de factores aleatorios Esto mejora sensiblemente el comportamiento
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al menos en rgimen permanente y no empeora el rgimen transitorio Cuando se
trabaja con poblaciones con pocos individuos para conseguir coste computacionales
bajos esta adaptacin mejorar la respuesta tanto en rgimen permanente como
en rgimen transitorio es por tanto una aportacin en la reduccin de los costes
computacionales del algoritmo de optimizacin
En el anexo A se incluye una validacin de esta estructura para el caso de un GPC
clsico modelo lineal con ndice cuadrtico en ese caso no est justi
cada la incorpo
racin de optimizacin heurstica pero se trata de veri
car si la estructura propuesta es
equivalente a la clsica para a partir de ella incorporar las mejoras que se presentarn
en los apartados y captulos siguientes
	 Incremento de las prestaciones por modicacin del
ndice
Se presentan en este apartado dos caractersticas que pueden adaptarse de forma sencilla
al planteamiento MBPC con optimizacin heurstica
  Redistribucin de la accin de control
  ndices de coste distintos del cuadrtico
Se persigue alcanzar mejores prestaciones en el control manteniendo la estructura de
control predictivo

 Redistribucin de la accin de control
En este apartado se introduce una variacin sobre el ndice de minimizacin convencional
que aporta un grado de libertad ms en el ajuste del controlador Como se ver esta
modi
cacin puede permitir incrementar la calidad del control Esta redistribucin no
es exclusiva de una estructura MBPC con optimizacin heurstica pero es ms simple e
intuivo introducirlo si se utiliza un mtodo heurstico en el apartado siguiente se muestra
cmo se puede incorporar en la formulacin analtica de un GPC aunque queda restringido
a procesos lineales y con indice de coste cuadrtico
La modi
cacin que se realiza en la minimizacin del ndice es una redistribucin no
convencional de las acciones de control en el horizonte de prediccin Cuando se realiza
una minimizacin con por ejemplo Nu   el horizonte de control es dos es decir slo
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se permiten dos cambios en la accin de control se supone que las acciones de control




ut   u 
ut   u 
ut   u 
  
A partir del segundo cambio en la accin de control sta se mantiene constante Esto
mismo se puede expresar en forma de incrementos en la accin de control
ut  u  u  
ut   u   u
ut   	
ut   	
  
Otra alternativa es distribuir estas acciones de una forma diferente como ver 
gura 
ut  u
ut   u
ut   u
ut   u 
ut   u 
ut   u 
  
Escrito como incrementos
ut  u  u  
ut   	
ut   	
ut   u   u
ut   	
ut   	
  
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Para distinguir esta distribucin de la accin de la distribucin clsica podemos plantear
la siguiente notacin para el caso de dos cambios en la accin de control la notacin
para la distribucin clsica es Nu   Para las redistribuciones alternativas es necesario
indicar la posicin del segundo cambio en la accin de control esto se puede indicar de
la siguiente forma Nu  xx donde xx es un entero que indica la posicin del segundo
cambio En el ejemplo de la 
gura  Nu   indica que el cambio en la accin de
control se produce en el instante t 
Figura  Redistribucin de la accin de control
Se mantiene la primera accin de control durante ms tiempo Este tipo de redistribu
cin permite dar ms importancia en la minimizacin a la accin de control que realmente
se va a aplicar al proceso es decir la primera con el receding horizon slo se aplica la
primera accin de control Esto es debido a que permite mantener dicha accin de control
durante ms instantes de muestreo y por tanto inuye ms en el ndice
En la 
gura  se compara el efecto del aplicar distintas distribuciones de las acciones
de control El proceso que se ha utilizado es el doble integrador muestreado a  Hz Los
parmetros del controlador predictivo con algoritmo gentico son
  Nu   para C C y C y Nu   para C
  N    N  	
   generaciones con  individuos y  bits por cromosoma codi
cacin binaria
Las redistribuciones aplicadas son
  C 
  u u u u u u u u u u
  C 
  u u u u u u u  u  u  u 
  C 
  u u u u  u  u  u  u  u  u 
  C 
  u u  u  u  u  u  u  u  u  u 



















Figura  Control del doble integrador con distinta redistribucin de la accin de control
  Captulo 
 MBPC con optimizacin heurstica
Cuanto mayor sea el n	mero de u que se permiten es la accin de control que se va
a aplicar realmente puesto que se utiliza un horizonte mvil se observa una respuesta
ms suave acciones de control menos enrgicas Con esta tcnica se puede decir que el
horizonte de control esta entre Nu   y Nu   Evidentemente esta tcnica no est
restringida a Nu   se puede realizar con cualquier valor de Nu   La notacin para
varios cambios de la accin de control puede ser Nu   es decir se produce cambios
en la accin de control en los instantes t  y t 


























Figura  Controlador predictivo gentico con Nu  
 el controlador conoce los cambios
en las referencias futuras Control de seguimiento de trayectorias predeterminadas
Como ejemplo de aplicacin de este ndice se trata de resolver el problema que aparece
en la 
gura  Corresponde al mismo control que el de la 
gura A ver anexo A pero
en este caso el controlador conoce las referencias futuras En el caso de la 
gura A
el controlador supona que las referencias futuras son la misma que en el instante t
Para esta simulacin 
gura  se observan oscilaciones no deseadas cuando vara la
referencia
Para paliar este efecto se propone una modi
cacin del ndice de coste aplicando una
redistribucin diferente de las acciones de control En lugar de permitir variaciones en las

 Incremento de las prestaciones por modicacin del ndice  
dos primeras acciones slo existen dos variaciones puesto que se trabaja con un horizonte
de control de Nu   se posibilita que las variaciones no sean consecutivas Las 
guras
 y  muestran los resultados que se obtienen con redistribuciones como C y C
respectivamente Con esto se obtiene respuestas ms suaves cuanta ms importancia se
da a la accin de control inicial la respuesta se parece ms a un control con Nu   ms
lenta y sobreamortiguada


























Figura  Controlador predictivo gentico con Nu   con el ndice modicado
 redistribu
cin de las acciones de control segn C
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Figura  Controlador predictivo gentico con Nu   con el ndice modicado
 redistribu
cin de las acciones de control segn C

 Incremento de las prestaciones por modicacin del ndice  
 
Adems se puede combinar una redistribucin de la accin de control con la pondera






Este ndice permite ponderar la importancia de cada uno de los errores de prediccin Si
se desea que el error futuro no tenga tanta importancia se pondera con un valor menor
Los resultados obtenidos combinando esta ndice y con una redistribucin de la accin de
control se muestran en la 
gura  La ponderacin utilizada es j  	j   y la redistri
bucin  u u u  u  u  u  u  u  u  u  Con esto se consigue un mejor seguimiento de
la referencia

























Figura  Controlador predictivo gentico con Nu   con el ndice modicado
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 Redistribucin de la accin de control en un GPC lineal
Como se comenta en el apartado anterior la redistribucin de la accin de control fuerza
incrementos de la accin de control nulos en instantes no consecutivos no es ms que una
nueva alternativa de estructuracin de la ley de control
A partir del planteamiento general que se sigue en el desarrollo de un GPC lineal cuyo




 yt ijt wt i 
NuX
j 
j  ut j   
Escrito de forma matricial se tiene
J  Y W TAY W   uTu


















Y minimizando este ndice se obtiene la ley de control a lo largo del horizonte de
prediccin ver 
u  GTAG   GTAW  Uf  FY f  
En este caso para incorporar la redistribucin de la ley de control que se describe en
el apartado anterior se presentan dos alternativas
 Reajuste de los parmetros Nu y j 
La primera y quiz la ms intuitiva consiste en la asignacin de los coe
cientes
de ponderacin de las acciones de control j  
 para los ut  j   que se
quiera forzar cero e incrementar el horizonte de control Nu  Nu   N que se debe

 Incremento de las prestaciones por modicacin del ndice  


interpretar como horizonte de control en el que se producen todos los utj 	
	  
El efecto de esta alternativa se puede analizar con un ejemplo sn prdida de gene
ralidad para el caso N   y N    se trata de permitir dos cambios en la accin
de contro pero forzando ut   	 y por tanto Nu   Para el desarrollo que




 a   a  a a  a a
a  a a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detGTAG   N a  a

  a aa   a a a 
N a a   aaa    aa a 
 N a  a






 N a  aa a a  a a a a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N aa   a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  a a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a   a  a







 N a  k   k  k 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 Por ejemplo si N   y se quiere forzar tres cambios de la accin de control en t t   y t  




 MBPC con optimizacin heurstica
Con lo que se comprueba que se consigue el objetivo de forzar ut  	 gracias
a la 




























CAGTAW  Uf  FY f 
Con esta alternativa la redistribucin de la accin de control se consigue mediante
una asignacin adecuada de los parmentros Nu y j en un GPC clsico
El horizonte de control se debe incrementar para englobar todas las variaciones de
la accin de control y se deben asignar j 
 para forzar incrementos de la accin
de control nulos en dicho horizonte
Desde un punto de vista prctico esta forma de operar tiene inconvenientes pues
requiere trabajar con factores j  
 y esto computacionalmente requiere apro
ximaciones y puede presentar problemas en la inversin de la matriz
 Reconguracin de la matriz G
La otra alternativa para incluir la redistribucin de la accin de control en la for
mulacin analtica del GPC pasa por de
nir una nueva matriz G basada en la
matriz G en la que se excluyen de antemano las columnas j correspondientes a los
utj que se desean anular quedando Nu columnas y se reduce la dimensin
de la matriz  que slo incluye los factores de ponderacin de los incrementos de las
acciones de control que no son nulas a priori
Para el ejemplo anterior N   N    y se trata permitir dos cambios en la accin
de contro pero forzando ut   	 por tanto Nu   Se opera eliminando la
segunda 











GTAG   

a      a 









detGTAG    a  a

  a a 
Entendiendo Nu como el n	mero de variaciones no nulas de la accin de control que se permiten a lo
largo del horizonte de prediccin estas variaciones no tienen por qu
 ser consecutivas






















Esta alternativa disminuye la dimensin de GTAG frente a la alternativa anterior
y por tanto se simpli
ca la inversin de esta matriz
Las diferencias en las dimensiones de las matrices que intervienen en los clculos en













  GTNuNANNW  Uf  FY f N 
Donde
  N  N N 
  Nu   Nu Por ejemplo si Nu   n	mero de cambios de la accin de control a lo















Nu   k    
La segunda alternativa aunque menos intuitiva es menos compleja computacional
mente y no requiere aproximaciones Hay que destacar que estos desarrollos son exclusivos
para sistemas lineales y con un ndice cuadrtico es muchoms intuitiva y fcil de manejar
la redistribucin de la accin de control si se utiliza una tcnica de optimizacin heursti
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 ndices no cuadr	ticos
La utilizacin de un ndice cuadrtico est justi
cado en el desarrollo del GPC convencio
nal puesto que adems de evaluar el error que se produce discrepancia entre la salida
y la referencia a lo largo del horizonte de prediccin evitando que se compensen errores
positivos y negativos resulta ser derivable indispensable para la minimizacin analtica
que se realiza en el GPC lineal
Con la utilizacin de alguna de la tcnicas de optimizacin heurstica descritas para la
minimizacin la derivabilidad del ndice no es un requisito por tanto se pueden buscar
otros ndices en funcin de la evaluacin del error a lo largo del horizonte de prediccin e
incluso plantear ndices que utilicen parmetros diferentes de este error para establecer el
comportamiento en bucle cerrado  De hecho como ya se comentaba en el captulo 
es usual encontrar en la bibliografa distintos tipos de ndices para evaluar las prestaciones
de un sistema de control y cada uno de ellos esta indicado para distintas situaciones y
procesos Por ejemplo
  Seg	n Stephanopoulos 
$   Respecto a cual de los tres criterios ISE IAE o ITAE se debe uti
lizar depende de las caractersticas del sistema a controlar y de los re
querimientos adicionales que impongamos a la respuesta controlada del
proceso    $
$   Si se quiere sobre todo suprimir los errores grandes ISE es mejor que
IAE ya que los errores son elevados al cuadrado y contribuyen ms en la
integral
Para la supresin de errores pequeos IAE es mejor que ISE ya que
cuando se eleva al cuadrado un n	mero pequeo menor que  se convierte
en un n	mero ms pequeo a	n
Para suprimir errores que persisten durante largo tiempo el criterio ITAE
ajustar mejor el controlador ya que la presencia de t grandes ampli
ca
el efecto de los errores incluso pequeos en el valor de la integral    $
  Seg	n Marlin 
$   IAE es una medida apropiada de las prestaciones del control cuando
el efecto sobre las prestaciones es lineal con la magnitud de la desviacin
ISE es apropiado cuando grandes desviaciones causan una mayor degra
dacin de las prestaciones que pequeas desviaciones ITAE penaliza las
desviaciones que persisten durante largo tiempo    $

 Incremento de las prestaciones por modicacin del ndice  

Estos mismos razonamientos se podran trasladar directamente al ndice de coste de un
MBPC en cada periodo de muestreo se minimiza un ndice que eval	a las prestaciones
de las distintas trayectorias de la variable que se controla
La idea de ndices diferentes al cuadrtico tambin aparece en otros campos de control
Astr%m y Wittenmark  plantean la posibilidad de utilizar un ndice que eval	a el valor
absoluto del error para la implementacin de un controlador MRAS como alternativa al
ndice cuadrtico puesto que este introduce distorsiones
En de
nitiva parece que el ndice cuadrtico ha sido de los ms utilizados ms para
facilitar la tarea al optimizador que por la calidad de las prestaciones que pueda conseguir
en el control
En este apartado se muestra que la utilizacin de distintas funciones del error deriva
en un comportamiento diferente en bucle cerrado
Una de las caractersticas del ndice cuadrtico es que distorsiona los errores se ate
n	an ms los errores menores de la unidad frente a los que son superiores a la unidad
Este efecto inuye en la minimizacin por ejemplo si se dan los dos tipos de errores a lo
largo del horizonte de prediccin los ms grandes pueden ser sobrevalorados y quiz no
sea lo adecuado dependiendo de la aplicacin Incluso en el caso en que todos los errores
en el horizonte de prediccin sean menores que la unidad aparece una distorsin cuanto
menor sea el valor su inuencia en el ndice est ms atenuada
Para evitar esta distorsin seg	n el valor del error la alternativa ms clara es la
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Otro tipo de ndice que se puede plantear es el de la raz cuadrada del mdulo del
error El efecto sera el inverso al que se da con el cuadrado En este caso se aten	an
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Aparece pues una gran variedad de posibilidades en la forma de afectar al error y al
trmino de las acciones de control a continuacin 	nicamente se describen algunas de las
caractersticas de las alternativas descritas Para ver las diferencias entre los ndices se
plantea el caso hipottico caso en el que N   en los que los factores de ponderacin de
las acciones de control se ajustan j  	 para simpli
car el anlisis Los ndices quedaran
 
 Captulo 
 MBPC con optimizacin heurstica
de la siguiente forma
C  JC   e   e 
C  JC  je j jej 






Se pueden ver las formas que presentan los distintos ndices en el espacio e  e    
   en la 











































Figura  ndices Je  e en el espacio e  e        C ndice cuadrtico

C ndice con el mdulo del error y C raz cuadrada del mdulo del error
funcin diferente pero esto no implica necesariamente que el resultados de la minimizacin

 Incremento de las prestaciones por modicacin del ndice  

sea diferente Depende de la zona en que se encuentren los errores que intervienen en el
ndice para comprobar este hecho se compara tres puntos diferentes del plano
Punto A  	 	
Punto B  	 		
Punto C  		
Para cada punto se obtienen los siguientes valores de las funciones
Punto A  CA  	  CA  	  CA  	
Punto B  CB  		  CB  	  CB  
Punto C  CC  	  CC  	  CC  
Por tanto la minimizacin para cada funcin y estos tres puntos quedara
Funcin C  CC  CA  CB
Funcin C  CA  CC  CB
Funcin C  CB  CA  CC
Esto mismo se puede ver gr
camente en la 
gura  donde se muestran las curvas de
nivel de valor     y  para las tres funciones adems de la posicin de los
tres puntos
Las pruebas de la 
gura  muestran la diferencia que existe entre los diferentes
tipos de ndices descritos pero no muestran como afectan estas diferencias al control de
un proceso Como ejemplo se muestra el control de un doble integrador muestreado a
 Hz mediante un control predictivo con algoritmo gentico codi
cacin real El hori
zonte de control utilizado es Nu   La simulacin C corresponde al ndice cuadrtico
convencional C corresponde al ndice con el mdulo del error y C al ndice con la raz
cuadrada del mdulo del error
Los resultados de la 
gura  muestran un comportamiento similar de todos los
ndices en los primeros instantes coincide con la zona en que la accin de control est
saturada y cuando el proceso se encuentra en rgimen permanente en esta zona cualquier
control que lleve el sistema al punto de funcionamiento ofrece la misma accin de control
Las diferencias aparecen en la zona intermedia cuando el sistema se est acercando a la
referencia afectando al rgimen transitorio En este ejemplo el ndice C muestra un
mejor comportamiento pero no es difcil demostrar que este resultado sea generalizable
  Captulo 
 MBPC con optimizacin heurstica

















Figura  Puntos A
 B y C
 y curvas de nivel 	
 
 
  y  para las tres funciones
C en verde 
 C en rojo y C en azul

 Incremento de las prestaciones por modicacin del ndice   
En cualquier caso se trata de poner de mani
esto que la utilizacin de una tcnica
de optimizacin heurstica como los Algoritmos Genticos o Simulated Annealing permi
te plantearse el cambio de ndices sin di
cultades en la formulacin y adecundolos a
problemas concretos
En los apartados y captulos siguientes se tiende a utilizar el ndice con el valor absoluto
del error evitando las distorsiones que presentan los dems ndices


















Acciones de control u(t)
Tiempo (segundos)
Figura  Control del doble integrador con diferentes ndices C ndice cuadrtico
 C
ndice con el mdulo del error y C raz cuadrada del mdulo del error
  Captulo 
 MBPC con optimizacin heurstica
	 Conclusiones
En este captulo se ha descrito la utilizacin de tcnicas de optimizacin heurstica al
MBPC La propuesta se ha basado en un GPC por ser un tipo de control predictivo
que recoge muchos de los avances que se han dado en este campo En cualquier caso
las estructura que se plantea abre las posibilidades a otro tipo de modelos y funciones
de coste lo que permite tener un punto de partida sobre el que trabajar para conseguir
mejoras en las prestaciones
La parte 
nal del captulo ha mostrado dos aspectos con los que se pueden variar las
prestaciones del controlador independientemente del modelo del proceso que se utilice
 Redistribucin de la accin de control Se ha descrito un grado de libertad
adicional que se obtiene mediante unas redistribuciones alternativas de las acciones
de control a lo largo del horizonte de prediccin Esta nueva posibilidad permite
por ejemplo conseguir respuestas intermedias entre las conseguidas con Nu   y
Nu   en cuanto a la respuesta transitoria del sistema y agresividad de las acciones
de control
Una caracterstica importante es que el MBPC con optimizacin heurstica permite
estructurar la ley de control con ms libertad sin introducir mayores complicaciones
en la formulacin Este aspecto se muestra comparando la redistribucin de la accin
de control en un MBPC con optimizacin heurstica y en un GPC lineal
 ndices de coste no cuadrticos Se han mostrado las diferencias entre el ndice
cuadrtico clsico y el que se basa en el valor absoluto del error y la raz cuadrada
del valor absoluto del error La conclusin ms destacada es que la utilizacin de una
tcnica de optimizacin heurstica permite incorporar ndices de coste alternativos




MBPC con optimizacin heurstica en
procesos no lineales
En el MBPC las mejoras en las prestaciones pueden aparcer principalmente por dos vas
  Modicacin de los elementos del controlador En este sentido el captulo an
terior mostraba dos aspectos en los que el MBPC con optimizacin heurstica poda
contribuir para mejorar la calidad del control ndices de coste y estructuraciones de
la ley de control alternativos Otro aspecto que puede mejorar las prestaciones en
ciertas aplicaciones es la posibilidad de incorporar de forma simple las restricciones
de funcionamiento sobre las variables del proceso
  Utilizacin de toda la informacin disponible del proceso Esto debe en
tenderse como la posibilidad de utilizar modelos muy elaborados del proceso que
incorporen las no linealidades del proceso sensores y actuadores adems de mo
delos generales de perturbaciones deterministas y estocsticas medibles o no Las
mejoras en las prestaciones pasan por utilizar esta informacin ms exacta del com
portamiento dinmico de todas las partes del sistema e incorporarlas al diseo 
En este captulo se presentan las nuevas alternativas que ofrece el control predictivo
con optimizacin heurstica relacionadas con la utilizacin de modelos no lineales y la
inclusin de restricciones en las variables del proceso La optimizacin heurstica permite
adems combinar toda esta informacin del proceso con ndices de coste y estructuraciones
de la ley de control alternativos lo que permite conseguir buenas prestaciones en problemas
de control difciles
 Esta idea esta presente en muchas reas del control siempre con el objetivo de obtener mejores
prestaciones se pueden ver algunos ejemplos de utilizacin de modelos no lineales en el control en  y


  Captulo  MBPC con optimizacin heurstica en procesos no lineales
Figura  Compensacin de las no linealidades invertibles con controladores lineales
 Introduccin
En muchos problemas prcticos para el diseo del control de un proceso no lineal se
puede aproximar un modelo lineal o localmente linealizado sin perder excesiva calidad
en el control resultante Sin embargo algunos actuadores pueden presentar unas no
linealidades fuertes que pueden tener un efecto dominante en el comportamiento en bucle
cerrado Algunos ejemplos de estas no linealidades fuertes aparecen en    y
entre las ms caractersticas estn
  Saturacin en la amplitud de la accin de control




Este tipo de no linealidades en los actuadores son normalmente conocidas se dispone de
una descripcin matemtica funcin de descripcin up  fdu que permite obtener
la accin de control efectiva sobre el proceso up a partir de la accin de control que
suministrara el controlador u
Los controladores lineales son calculados sin tener en cuenta las no linealidades por
la di
cultad que entraa su inclusin en el diseo a costa de un posible pobre funcio
namiento En estos casos se supone que la accin de control que calcula el controlador
coincide con la accin de control efectiva u  up A efectos prcticos es como si el con
trolador calculase up En algunos casos se podra compensar la no linealidad siempre que
su funcin de descripcin sea invertible es decir que se pueda calcular u a partir de up
u  f  d up 
gura 
 Introduccin  	
Figura  Funcin de descripcin de una saturacin Para punto up  existen innitos u 
 u 
  Para el punto up no existe ningn valor de u Para el punto up hay un nico valor
de u  u
Esta compensacin no siempre es posible en la 
gura  se muestra un ejemplo con
la funcin de descripcin de una saturacin que presenta zonas no invertibles
Cuando una funcin de descripcin no es invertible puede ser debido a
  La aparicin de varios e incluso in
nitos valores de u para cada valor de up Este
problema se puede salvar en algunas ocasiones 
jando un criterio para seleccionar
un valor de u entre las varias posibilidades que aparezcan por ejemplo el criterio
de menor energa
u  minfjf  d upjg
En el ejemplo de la 
gura  para el punto up  se tomara
u   minfjf  d up jg
  Que no exista ningun valor de u para un up determinado En estos casos cualquier
seleccin de un valor de u produce un control que no es ptimo puesto que no se
siguen las indicaciones del controlador en cuanto a up
Si no se tiene en cuenta la no linealidad su efecto aparece como parte de la dinmi
ca no modelada por tanto dependiendo de la robustez del controlador se obtendr un
funcionamiento ms o menos correcto en bucle cerrado En muchas implementaciones
prcticas del controlador se asume que sea cual sea la accin de control que calcula el
algoritmo de control el actuador puede llevarla a cabo sin saturaciones zonas muertas o
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
histresis Esta asuncin puede llevar a un comportamiento no deseado o incluso inestable
del proceso
Por tanto de ser posible sera una buena idea incorporar el conocimiento que a priori
se tiene de la no linealidad del actuador en el diseo del controlador Un ejemplo clsico
en la consideracin de estos efectos es el Antiwindup en los reguladores con accin integral
que permite paliar el efecto negativo que introduce una saturacin en la accin integral
En cualquier caso el Antiwindup en un regulador de tipo PID slo reduce los defectos
que puede producir la saturacin pero el controlador no ofrece las mejores acciones de
control para conseguir las especi
caciones se trata de una solucin subptima puesto que
no tiene en cuenta la saturacin en los clculos de up
Para el caso del MBPC algunas de las no linealidades pueden ser tenidas en cuenta
mediante restricciones en las acciones de control por tanto un MBPC que use una tcnica
de optimizacin que sea capaz de manejar restricciones por ejemplo mediante el mtodo
de los multiplicadores de Lagrange puede incorporar dicho conocimiento  En algunos
casos el problema puede resultar poco manejable en el proceso de optimizacin resultando
costoso computacionalmente o incluso resultar un problema de optimizacin no convexo
En otros casos la no linealidad no es trasladable a un conjunto de restricciones apto para
un optimizador clsico En de
nitiva la inclusin de este tipo de no linealidades fuertes
puede provocar que el problema a minimizar sobrepase las capacidades de un optimizador
clsico con lo cual aparece la alternativa de las tcnicas de optimizacin heursticas
En los siguientes apartados primero se propondrn dos mtodos alternativos para la
inclusin de no linealidades en los actuadores en el MBPC cuando se utiliza un optimizador
heurstico y posteriormente se realizar un anlisis de los resultados que se obtienen para
distintos modelos de procesos combinados con estas no linealidades
Otro de las apartados que se presentan en este captulo estudia la inclusin de res
tricciones en la variable de salida se muestra que el tratamiento es similar a la inclusin
de restricciones en la entrada debidas por ejemplo a no linealidades en los actuadores
La 	ltima parte trata el funcionamiento del MBPC con optimizacin heurstica con
otros tipos de modelos no lineales distintos de saturaciones zonas muertas backlash e
histresis Para ilustrar este caso se realiza el control MBPC de un brazo robot con unin
exible con un modelo no lineal en espacio de estados
 Incorporacin de no linealidades en los actuadores
A la hora de incluir la informacin de las no linealidades de los actuadores se dispone de
dos alternativas la primera es aplicable a todos los tipos de no linealidades de las que
se disponga de un modelo matemtico la segunda slo a aquellas no linealidades que se
 Incorporacin de no linealidades en los actuadores  
Figura  Incorporacin del modelo de la no linealidad en el modelo de prediccin ut es
la accin de control que calcula el controlador y upt es la accin de control efectiva sobre el
proceso
puedan convertir en restricciones en el problema de optimizacin de un MBPC Estas dos
alternativas son
  Inclusin en el modelo de prediccin
  Inclusin como restricciones
 Inclusin en el modelo de prediccin
Este mtodo consiste en
  Incluir la informacin de la no linealidad en el modelo del proceso utilizado para
realizar las predicciones 
gura 
  El ndice de coste est en funcin de las acciones de control u que se va a aplicar
al proceso Ju
  El espacio de b	squeda de soluciones es in
nito las variables ut ut     ut
Nu pueden tomar cualquier valor las restricciones estn incluidas en el modelo
El clculo de la accin de control pasara por la resolucin de un problema de minimizacin
sin restricciones en el que la funcin puede ser tan compleja no convexa discontinuidades
etc que invalida un mtodo de optimizacin clsico
En este caso se pretende que el modelo de prediccin incorpore el conocimiento de la
no linealidad se obtienen por tanto predicciones ms precisas Las 	nicas modi
caciones
que se deben llevar a cabo se realizan sobre el modelo de prediccin siguiendo el esquema
que se muestra en la 
gura 
Las caractersticas de esta alternativa son
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
Figura  Modelo utilizado para las predicciones cuando la no linealidad se tiene en cuenta
como restriccin del problema de optimizacin 		
  Se puede utilizar con cualquier tipo de no linealidad de la que se disponga un modelo
y no est restringida a no linealidades de los actuadores
  No conlleva ninguna modi
cacin sobre el ndice de coste para tener en cuenta las
no linealidades
  Puede producir ndices de coste multimodales con numerosos o in
nitos mnimos
con el mismo valor
 Inclusin como restricciones
Esta alternativa consiste en incluir la informacin en forma de restricciones o ligaduras
en el problema de optimizacin
  El modelo utilizado para realizar las predicciones no tiene en cuenta la no linealidad

gura 
  La informacin de la no linealidad ser incluida en el problema de optimizacin
como un conjunto de restricciones sobre las acciones de control efectivas up 
gura

X  fup 
 up  RNu  gup  	g
El problema de minimizacin se convierte en
minfJup  up  Xg
  Finalmente se debe obtener la accin de control a aplicar u a partir de la solucin
up del problema de optimizacin anterior mediante la inversin de la funcin de
descripcin de la no linealidad
 Incorporacin de no linealidades en los actuadores  
Figura  Ejemplo de dos dimensiones El optimizador debe buscar el mnimo de Jup
entre los valores del conjunto de puntos que satisfacen las restricciones X
El optimizador debe buscar el mnimo de la funcin sin violar ninguna de las restric
ciones Hay que resaltar que no siempre es posible trasladar una no linealidad fuerte a un
conjunto de restricciones por tanto el uso de esta alternativa est limitado a aquellas no
linealidades que puedan ser expresadas como restricciones
Las caractersticas generales de esta alternativas son
  No es necesario modi
car el modelo del proceso ni el de perturbaciones pues es
la funcin de coste la que tiene en cuenta las no linealidades
  No es directamente aplicable a todo tipo de no linealidades es necesario que las no
linealidades sean traducibles a un conjunto de restricciones para conformar el espacio
de b	squeda X y que sea posible obtener una accin de control u a partir de la
solucin del problema de optimizacin up es decir que la funcin de descripcin
de la no linealidad sea invertible o en el caso de que existan muchas soluciones
establecer un criterio adicional para la seleccin de la accin de control
Esta alternativa se puede implementar de dos forma
 Penalizacin del ndice de coste
Penalizando el ndice de coste seg	n el grado de incumplimiento de las restricciones
impuestas por las no linealidades esto afecta a la funcin a minimizar se corrige
con una funcin de penalizacin
Este mtodo convierte un problema con restricciones Jup en uno sin restriccio
nes J up El mtodo consiste en asociar un coste a todas las violaciones de las
restricciones este coste es incluido en la evaluacin del ndice El ndice de coste
que realmente se minimiza es
J up  Jup  rup 




up  funcin de penalizacin 
Adems de las caractersticas generales mencionadas anteriormente esta alternativa
puede provocar
  Funciones a minimizar con fuertes discontinuidades produciendo mnimos ais
lados es decir el mnimo est rodeado de valores de la funcin muy altos
Este efecto puede provocar la convergencia a mnimos locales si no selecciona
y ajusta adecuadamente la tcnica de optimizacin
 Modicacin del espacio de bsqueda
Modi
cando el espacio de b	squeda de manera que no estn incluidas las zonas
que corresponden a acciones de control no permitidas por las no linealidades esto
implica una codi
cacin del espacio de b	squeda ms so
sticada que no siempre es
factible
A primera vista parece que la manera ms sencilla de incluir las restricciones sea la
de no considerar aquellas soluciones que violen las restricciones
  En el transcurso de la optimizacin mediante Simulated Annealing cuando un
punto de los que aparece por agitacin trmica viola las restricciones se ignora
y se repite la operacin hasta que el punto generado no viole las restricciones
  En el caso de un Algoritmo Gentico se tratara de evitar que aparezcan tanto
por cruce como por mutacin puntos que violen las restricciones Esta manera
de proceder puede ser adecuada en algunos casos concretos pero en general
no es aconsejable pues se pierde informacin gentica que en sucesivas gene
raciones nos podra llevar a obtener una solucin ptima
En de
nitiva se realiza una b	squeda en todos el espacio pero se descartan aquellos
puntos que violan las restricciones Esta forma de operar es poco e
ciente en tiempo
se deben crear muchas posibles soluciones que luego se descartan y no intervienen
en la minimizacin y en calidad prdida de informacin gentica
El problema se puede resolver modi
cando el espacio de b	squeda para que no in
cluya puntos que violen las restricciones se minimiza Jup y el espacio de b	squeda
es X En el caso de los Algoritmos Genticos esta alternativa se puede resolver en
la fase de codi
cacin del espacio de b	squeda Se trata de evitar que los puntos
Esta funcin puede tomar por ejemplo valores booleanos que indiquen si se viola o no la restriccin
Se pueden perder cromosomas que a	n correspondiendo a individuos que violan las restricciones
contienen informacin que corresponde al mnimo global
 Incorporacin de no linealidades en los actuadores  	 
que violan las restricciones aparezcan en el espacio de b	squeda lo que se puede
conseguir si a estos puntos no se les asigna ning	n cromosoma de esta forma no
entran en el mecanismo de evolucin y nunca aparecen como soluciones
El ejemplo ms claro de esta alternativa es la saturacin Al codi
car los parmetros
se elige un rango de valores para cada uno de ellos corresponde al espacio de
b	squeda hacindolo coincidir con el rango de valores en que no saturan
Para otros tipos de restricciones la codi
cacin se puede complicar sensiblemen
te se debera buscar una codi
cacin de un espacio discontinuo Un ejemplo de
codi














a1 a2 a3 a4 a5 a6 a7
u(t+1)
Figura  Codicacin continua de parmetros discontinuos
Ejemplo 	  Ejemplo de codi	cacin de zonas discontinuas Se supone que el es
pacio de bsqueda que no viola las restricciones es el que corresponde a la zona
sombreada de la 	gura  Este espacio de bsqueda se obtiene de restricciones de
 	 Captulo  MBPC con optimizacin heurstica en procesos no lineales
tipo desigualdad
Zona ut ut 
	 a  ut  a  b  ut   b 
 a  ut  a b  ut   b 
 a  ut  a b  ut   b 
 a  ut  a
 b  ut   b 
 a  ut  a  b  ut   b
 a  ut  a b  ut   b
 a  ut  a b  ut   b
 a  ut  a
 b  ut   b
Para codi	car slo los individuos que pertenecen a estas regiones el cromosoma po
dr
a tener la estructura que se muestra en la 	gura  consta de tres campos el
primero marca la zona a la que pertenece el punto y los otros dos campos corres
ponden a los valores de ut y ut  respecto de un sistema de referencia propio
de la zona para una misma precisin no son necesarios tantos bits
nz bits nx bits ny bits
Zona u(t) u(t+1)
Cromosoma
Figura  Codicacin de un espacio de bsqueda discontinuo
Adems de las caractersticas generales la modi
cacin del espacio de b	squeda se
caracteriza por
  La disminucin de zonas con mnimos rodeados de individuos con valor de la
funcin objetivo muy altos frente al mtodo de penalizacin En esta ocasin
estos individuos no aparecen en el espacio de b	squeda
  Suelen aparecer discontinuidades en el valor de la funcin objetivo
  La fase de codi
cacin se complica por ejemplo en los Algoritmos Genticos
se debe incluir el marcado de la zona en la estructura del cromosoma
  La codi
cacin de un espacio discontinuo puede introducir distorsiones del
espacio de b	squeda
Por ejemplo si en la discretizacin del espacio de b	squeda el n	mero de puntos
por zona es el mismo esto puede ocurrir cuando se usa el mismo n	mero de bits
por parmetro para cada zona En estos casos bien las zonas grandes pierden
precisin o bien las zonas pequeas tienen una precisin excesiva mayor coste
computacional Estas alteraciones se pueden paliar tratando de que todas las
	 MBPC con OH en procesos con no linealidades en actuadores  	

zonas tengan un tamao similar por ejemplo dividiendo una zona grande en
varias de tamao ms reducido En cualquier caso esta alternativa exige un
cuidado especial en la codi
cacin
 MBPC con optimizacin heurstica en procesos con
no linealidades en actuadores
En este apartado se realiza un anlisis de distintas no linealidades en los actuadores y
de la incorporacin de sus modelos en el control predictivo con optimizacin heurstica
Para conseguir resultados con representatividad su
ciente se utilizan varios procesos cuyas
descripciones se recogen en la tabla  se trata de recoger un abanico importante de
situaciones posibles en la prctica El periodo de muestreo utilizado es de T  	seg
En todos los ensayos se trata de seguir la referencia rt   y la duracin del mismo
es de  periodos de muestreo
Para cada no linealidad en los actuadores se realizan tres ensayos
 Funcin de coste cuadrtica  y MBPC con Algoritmo Gentico con codi
cacin
real
 Funcin de coste cuadrtica  y MBPC con algoritmo SQP










jyt ijt rt ij 
Los ensayos con el ndice cuadrtico se realizan para comparar los resultados entre los
mtodos de optimizacin Algoritmos Genticos y SQP Las simulaciones con el ndice
modular permiten veri
car la exibilidad del MBPC con Algoritmos Genticos en cuanto
a la utilizacin de distintas funciones de coste en este caso se comparan los ndices
modular y cuadrtico Para el ndice modular no se han realizado las simulaciones con el
algoritmo SQP puesto que este algoritmo no est indicado en la optimizacin de este tipo
de funciones
En muchos de los ensayos el problema de optimizacin presenta varias soluciones con
el mismo valor de la funcin a minimizar en estos casos se podra plantear alg	n criterio
para seleccionar alguna de ellas por ejemplo el criterios de mnima energa
 	 Captulo  MBPC con optimizacin heurstica en procesos no lineales
Parmetros de los ensayos








N    N  	 Nu  
Gs
  




N    N  	 Nu  
Gs
 









N    N  	 Nu  
Tabla  Informacin del modelo del proceso y de los parmetros del control predictivo
utilizados en los ensayos con no linealidades en los actuadores
	 MBPC con OH en procesos con no linealidades en actuadores  		
 Saturacin de la accin de control
Se trata de la no linealidad ms com	n aparece en todos los proceso Viene de
nida por






Umax Si ut  Umax
ut Si Umin  ut  Umax
Umin Si ut  Umin

donde
ut accin de control calculada por el regulador que se aplica al ac
tuador
upt accin de control que realmente se aplica al proceso
Umax mxima accin de control que se puede aplicar al proceso
Umin mnima accin de control que se puede aplicar al proceso
Figura  Funcin de descripcin de una saturacin en la accin de control
Esta no linealidad es tambin la ms fcil de incluir en un optimizador heurstico La
forma ms simple es incluir la informacin en la fase de codi
cacin en de
nitiva consiste
en limitar el espacio de b	squeda a la zona de acciones de control posibles
Para los distintos instantes de muestreo la funcin de coste cuadrtica para el proceso
Gs presenta la forma como que se muestra en la 
gura 
La informacin del ajuste del GA y de los parmetros de la no linealidad se muestran
en la tabla 


























































































































































Figura  Representacin grca de las funciones a minimizar en distintos instantes para un
proceso con saturaciones en la accin de control Proceso Gs
 ndice cuadrtico
	 MBPC con OH en procesos con no linealidades en actuadores  	
No linealidad Saturacin en ut
Umin  
Umax  




Tabla  Parmetros con saturacin en ut
Los resultados obtenidos para cada proceso con el ndice cuadrtico utilizando GA y
SQP y modular utilizando GA se muestran en el anexo D en las 
guras D D D
D D D y D Para analizar estos resultados se eval	an los indicadores IAE ICE
ITAE e ITEC que se representan gr
camente en la 
gura 
Como era previsible con el ndice cuadrtico tanto el GA como el SQP llegan a los
mismos resultados La funcin a minimizar no presentan complejidad su
ciente como
para invalidar el uso de un SQP de hecho es ms adecuada su utilizacin puesto que
presenta un menor coste computacional En cuanto a los resultados obtenidos con el
ndice modular se dan resultados diferentes al ndice cuadrtico aunque dependiendo del
tipo de indicador que se eval	a se obtienen mejores o peores resultados frente al ndice
cuadrtico Esto es explicable por la estructura del indicador IAE e ITAE estn basados
en el modulo del error y por tanto era previsible que se obtengan valores menores si el
ndice de coste del MBPC es modular en cuanto a los indicadores ICE e ITEC estn
basados en el cuadrado del error y por tanto se da el caso opuesto
 Saturacin del incremento de la accin de control
Se trata del mismo tipo de no linealidad que en el caso anterior pero esta vez sobre el incre
mento de la accin de control Viene de
nida por la siguiente expresin la representacin
gr
ca es igual que la de la 




Umax Si ut  Umax
ut Si Umin  ut  Umax
Umin Si ut  Umin

En este caso es complicado incluir la informacin de la no linealidad en la fase de
codi
cacin ver modi
cacin del espacio de b	squeda en el apartado  Se van a
presentar los resultados obtenido de las dos alternativas restantes
 	 Captulo  MBPC con optimizacin heurstica en procesos no lineales



























Figura  Valor de los indicadores IAE
 ICE
 ITAE e ITEC para los distintos proceso con
saturacin en la accin de control ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP
en rojo
 ndice modular y GA en azul
	 MBPC con OH en procesos con no linealidades en actuadores  	
  Incorporando la no linealidad en el modelo del proceso ver apartado 
  Se introduce la informacin como una restriccin en el ndice a minimizar es decir
penalizando el ndice cuando se produce una violacin de la restriccin ver apartado

Las caractersticas de las no linealidades que se van a aplicar a todos los proceso y el valor
de los parmetros del Algoritmo Gentico se recogen en la tabla  En todos los casos
que siguen en el captulo se incluye la saturacin en la accin de control puesto que esta
aparece en la prctica en todos los problemas de control como ya se ha descrito en el
apartado anterior la informacin correspondiente a la saturacin de u se tiene en cuenta
en la codi
cacin del espacio de b	squeda









Tabla  Parmetros para la simulacin del control de un proceso con saturacin en ut y
ut
Inclusin de la no linealidad mediante penalizacin
La funcin de coste que se minimiza es J u
ndice cuadrtico Ju 
N X
iN
yt ijt rt i
ndice modular Ju 
N X
iN
jyt ijt rt ij
J u  Ju  ru
u  	 si u no viola las restricciones en caso contrario u   y el coe
ciente de
este trmino se ajusta en el valor r  	


























































































































































Figura  Representacin grca de las funciones a minimizar en distintos instantes para
un proceso con saturaciones en el incremento de la accin de control Proceso Gs
 ndice
cuadrtico
	 MBPC con OH en procesos con no linealidades en actuadores   
El tipo de funcin a minimizar utilizando ndice cuadrtico para distintos instantes
de muestreo y para el proceso Gs se puede ver en la 
gura 
Los resultados obtenidos para cada uno de los procesos se muestran en el anexo D en
las 
guras D D D D D D y D El valor los indicadores IAE ICE
ITAE e ITEC que se representa gr
camente en la 
gura 

























Figura  Valor de los indicadores IAE
 ICE
 ITAE e ITEC para los distintos proceso con
saturacin en el incremento de la accin de control
 la no linealidad se incorpora penalizando
el ndice de coste ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice
modular y GA en azul
Inclusin de la no linealidad en el modelo
Las condiciones de la simulacin que se ha realizado son las mismas que en el caso anterior
La diferencia aparece en la funcin a minimizar en este caso es Ju en lugar de J u
Con la inclusin de la no linealidad en el modelo el tipo de funcin a minimizar cambia
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
respecto al caso anterior se obtienen funciones como las que se muestran en la 
gura 
Los resultados obtenidos para cada uno de los procesos se muestran en el anexo D en
las 
guras D D D D D D y D El valor los indicadores IAE ICE
ITAE e ITEC que se representa gr
camente en la 
gura 
Aunque se trata del mismo problema la resolucin mediante penalizacin del ndice o
mediante inclusin de la no linealidad en el modelo de prediccin cambia drsticamente
el tipo de funcin a minimizar A	n as tanto en un caso como en otro las funciones a
minimizar que resultan no son convexas y por tanto el SQP no garantiza la localizacin
de un solucin adecuada Esto queda reejado en las simulaciones slo los Algoritmos
Genticos consiguen un control razonable del proceso
En cuanto a la utilizacin del ndice modular o cuadrtico dependiendo del indicador
que se eval	e se obtienen mejores resultados con un ndice u otro



























































































































































Figura  Representacin grca de las funciones a minimizar en distintos instantes para
un proceso con saturaciones en el incremento de la accin de control Proceso Gs
 ndice
cuadrtico
  Captulo  MBPC con optimizacin heurstica en procesos no lineales

























Figura  Valor de los indicadores IAE
 ICE
 ITAE e ITEC para los distintos proceso con
saturacin en el incremento de la accin de control
 la no linealidad se incorpora en el modelo
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA
en azul
	 MBPC con OH en procesos con no linealidades en actuadores  	
 Zona muerta tipo I
Las zonas muertas son tambin un caso muy com	n de no linealidades tanto las tipo
I como las de tipo II Despus de las saturaciones son las que se presentan con ms
frecuencia Es muy com	n que los accionadores no sean capaces de suministrar al proceso
valores muy bajos de accin de control y en el caso de que si que puedan el problema es
que es el proceso mismo el que no reacciona frente a entradas muy pequeas en este caso
la no linealidad es del proceso pero se puede considerar en el accionador La funcin de




md ut cd  Si ut  cd 
	 Si cd  ut  cd 
md ut cd Si ut  cd

donde
ut accin de control calculada por el regulador
upt accin de control aplicada al proceso
md pendiente de la recta Relacin entre upt y ut fuera de la zona
muerta
cd  lmite superior de la zona muerta
cd lmite inferior de la zona muerta
En la 
gura  se puede ver la relacin que hay entre ut y upt de forma gr
ca
Las caractersticas de la no linealidad y los parmetros del Algoritmo Gentico se
recogen en la tabla 
Se pueden tomar cualquiera de las alternativas que se han mencionado anteriormente
para incorporar estas no linealidades en el control predictivo con optimizacin heursti
ca La opcin de incluir la informacin en la fase de codi
cacin tiene como desventaja
principal el problema de codi
car un espacio de b	squeda como
u   Umin cd  	   cd  Umax
Una de las zonas a codi
car consiste en un slo punto En cuanto a la opcin de degradar
el ndice en la zona  u cd 	 	 cd   presenta la desventaja de dejar el punto  aislado
y rodeado por valores muy pobres del ndice esto di
culta la labor de cualquier algoritmo
de optimizacin Por tanto se ha optado por incorporar la informacin de la no linealidad
en el modelo del proceso La funcin a minimizar para distintos instantes de muestreo y
el proceso Gs se muestra en la 
gura 











Figura  Relacin entre ut y upt en una zona muerta tipo I
No linealidad Saturacin en ut
Umin  
Umax  
Zona muerta tipo I
md  
cd   	 cd  	




Tabla  Parmetros para la simulacin del control de un proceso con saturacin y zona
muerta de tipo I en ut 


























































































































































Figura  Representacin grca de las funciones a minimizar en distintos instantes para un
proceso con zona muerta de tipo I en la accin de control Proceso Gs
 ndice cuadrtico
  Captulo  MBPC con optimizacin heurstica en procesos no lineales






Zona Muerta tipo I





















Figura  Valor de los indicadores IAE
 ICE
 ITAE e ITEC para los distintos proceso con
zona muerta de tipo I en la accin de control
 la no linealidad se incorpora en el modelo
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA
en azul
	 MBPC con OH en procesos con no linealidades en actuadores  
Los resultados obtenidos para cada uno de los procesos se muestran en el anexo D en
las 
guras D D D D D D y D El valor los indicadores IAE ICE
ITAE e ITEC que se representa gr
camente en la 
gura 
El control con el algoritmo SQP es el que presenta los peores resultados la no linea
lidad provoca di
cultades para este algoritmo debido a las zonas planas que provoca en
la funcin de coste la no linealidad De nuevo la eleccin de la funcin de coste modu
lar o cuadrtica depende del indicador utilizado para evaluar las calidad del control en
de
nitiva de las prestaciones que se quieren obtener

 Zona muerta tipo II






mdut cd   cd Si ut  cd 
	 Si cd  ut  cd 
mdut cd  cd Si ut  cd

donde
ut accin de control calculada por el regulador
upt accin de control introducida en la planta
md pendiente de la recta Relacin entre upt y ut fuera de la zona
muerta
cd  lmite superior de la zona muerta
cd lmite inferior de la zona muerta
cd valor que alcanza ut en el lmite superior de la zona muerta
cd valor que alcanza ut en el lmite inferior de la zona muerta
En la 
gura  se puede ver la relacin que hay entre ut y upt de forma gr
ca
Las caractersticas de la no linealidad y los parmetros del Algoritmo Gentico se
recogen en la tabla 
Este tipo de no linealidades se puede incorporar de la misma forma que la de tipo I
y al igual que en ese caso parece ms adecuado incorporarlas en el modelo del proceso
La funcin a minimizar para distintos instantes de muestreo y para el proceso Gs se
muestra en la 
gura 
Los resultados obtenidos para cada uno de los procesos se muestran en el anexo D en
las 
guras D D D D D D y D El valor los indicadores IAE ICE
ITAE e ITEC que se representa gr
camente en la 
gura 













Figura  Relacin entre ut y upt en una zona muerta tipo II
No linealidad Saturacin en ut
Umin  
Umax  
Zona muerta tipo II
md  
cd   cd  	
cd  cd  	




Tabla  Parmetros para la simulacin del control de un proceso con saturacin y zona
muerta de tipo II en ut 


























































































































































Figura  Representacin grca de las funciones a minimizar en distintos instantes para un
proceso con zona muerta de tipo II en la accin de control Proceso Gs
 ndice cuadrtico
  Captulo  MBPC con optimizacin heurstica en procesos no lineales






Zona Muerta tipo II




















Figura  Valor de los indicadores IAE
 ICE
 ITAE e ITEC para los distintos proceso con
zona muerta de tipo II en la accin de control
 la no linealidad se incorpora en el modelo
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA
en azul
	 MBPC con OH en procesos con no linealidades en actuadores  

Los resultados obtenidos son similares a los de las zonas muertas de tipo I el algoritmo
SQP tiene di
cultades y no garantiza un control adecuado El Algoritmo Gentico si que
consigue un control satisfactorio del proceso y dependiendo de las prestaciones que se
quieran obtener es mejor un ndice cuadrtico o un ndice modular
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
 Backlash
Este tipo de no linealidades suelen ir asociadas a sistemas con engranajes y su principal
consecuencia es una especie de zona muerta sobre la accin de control cuando esta cambia






mb  ut Cb  Si ut  dpt 
upt  Si dut   ut  dpt 


















ut accin de control calculada por el regulador
upt accin de control introducida en la planta
dpt lmite superior de la no linealidad
dut lmite inferior de la no linealidad
mb  y Cb  parmetros de la recta que relaciona ut y upt
mb y Cb parmetros de la recta que relaciona ut y upt
En la 
gura  se puede ver la relacin que hay entre ut y upt de forma gr
ca
Las caractersticas de la no linealidad y los parmetros del Algoritmo Gentico se
recogen en la tabla 
En esta ocasin se ha optado por incorporar la informacin de la no linealidad en el
modelo de prediccin pues la aproximacin basada en restricciones no es fcil de imple
mentar y adems cambia para cada instante de muestreo este tipo de no linealidades
depende de los valores en el instante anterior La funcin a minimizar para distintos
instantes de muestreo y para el proceso Gs se muestra en la 
gura 
Los resultados obtenidos para cada uno de los procesos se muestran en el anexo D en
las 
guras D D D D D D y D El valor los indicadores IAE ICE
ITAE e ITEC que se representa gr
camente en la 
gura 
De nuevo la no linealidad provoca problemas en el control con el algoritmo SQP la
funcin a minimizar no es convexa el Algoritmo Gentico produce mejores resultados
tanto con ndice cuadrtico como con ndice modular









Figura  Relacin entre ut y upt en presencia de un backlash




mb   mb  
cb   	 cb  	




Tabla  Parmetros de simulacin del control de un proceso con saturacin y backlash en
ut 


























































































































































Figura  Representacin grca de las funciones a minimizar en distintos instantes para
un proceso con backlash en la accin de control Proceso Gs
 ndice cuadrtico
	 MBPC con OH en procesos con no linealidades en actuadores  


























Figura  Valor de los indicadores IAE
 ICE
 ITAE e ITEC para los distintos proceso con
backlash en la accin de control
 la no linealidad se incorpora en el modelo ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
 Histresis
La histresis es un tipo de no linealidad que suele ir asociada a sistemas con elementos
ferromagnticos aunque este efecto se encuentra tambin en materiales plstico piezoe
lctricos y otros Este tipo de no linealidad es complicada de modelar por ello aunque no
existe una 	nica formulacin que describa todos los fenmenos de histresis la expresin
 que relaciona upt con ut constituye un modelo relativamente simple para una




upt  Si ut  ut 
mtut  ct Si ut  vo
Si mt  mby
upt   mtut   cty
ut   ut  v
mbut  cb Si ut  vo
Si mt  mby
upt   mbut   cby
v  ut  ut 
mtut  cd Si vd  ut  ut 
mbut  cu Si ut   ut  vu
mlut cl Si vd  ut  v
mrut cr Si vu  ut  v

donde
cd  upt mtut 







Los parmetros y variables que aparecen en las ecuaciones corresponden a
	 MBPC con OH en procesos con no linealidades en actuadores  
ut accin de control calculada por el regulador
upt accin de control introducida en la planta
mb y cb parmetros que caracterizan la recta del lado inferior del cuadril
tero pendiente y valor de corte con el eje up
mr y cr parmetros que caracterizan la recta del lado derecho del cuadril
tero pendiente y valor de corte con el eje u
mt y ct parmetros que caracterizan la recta del lado superior del cuadri
lteropendiente y valor de corte con el eje up
ml y cl parmetros que caracterizan la recta del lado izquierdo del cuadri
lteropendiente y valor de corte con el eje u
v  v v y v valores de ut en los extremos superiorizquierdo inferiorderecho
superiorderecho e inferiorizquierdo del cuadriltero respectiva
mente Estos valores se pueden obtener a partir de los parmetros
anteriores
La 
gura  muestra la relacin que hay entre ut y upt y aclara el signi
cado de
los parmetros
Figura  Relacin entre ut y upt en presencia de una histresis
Las caractersticas de la no linealidad y los parmetros del Algoritmo Gentico se
recogen en la tabla 
La complejidad del modelo de este tipo de no linealidades hace muy difcil incorporarlo
de otra manera que no sea en el modelo del proceso Un ejemplo del tipo de funciones
a minimizar para distintos instantes de muestreo correspondientes al proceso G s se ve
en la 
gura 


























































































































































Figura  Representacin grca de las funciones a minimizar en distintos instantes para
un proceso con histresis en la accin de control Proceso G s
 ndice cuadrtico
	 MBPC con OH en procesos con no linealidades en actuadores   




mb  	# cb  
mr  	# cr  
mt  	# ct  
ml  # cl  




Tabla  Parmetros de simulacin del control de un proceso con saturacin e histresis en
ut
Los resultados obtenidos para cada uno de los procesos se muestran en el anexo D en
las 
guras D D D D D D y D El valor los indicadores IAE ICE
ITAE e ITEC que se representa gr
camente en la 
gura 
La no linealidad hace que la funcin a minimizar presente di
cultades para el algoritmo
SQP que no asegura la localizacin de una solucin adecuada la funcin no es convexa
Los Algoritmos Genticos pueden resolver el problema con ms garantas tanto para
ndices cuadrticos como modulares
Resumen de las experiencias
En resumen exceptuando la saturacin en la accin de control si el proceso no plantea
otro tipo de di
cultades las no linealidades estudiadas requieren un algoritmo de optimi
zacin del tipo Algoritmos Genticos El SQP no puede resolver estos problemas puesto
que las funciones a minimizar son casi siempre no convexas
En cuanto a la inclusin de la no linealidad la forma ms general y sencilla es incor
porar el modelo de la misma en el modelo del proceso Slo en el caso de no linealidades
muy simples de modelar por ejemplo saturaciones es preferible incorporarla en la mo
di
cacin del espacio de b	squeda
Comparando los resultados obtenidos con los ndices modular y cuadrtico con Algo
ritmos Genticos para todos los proceso salvo el de fase no mnima se obtienen valores
muy similares de los indicadores evaluados IAE ICE ITAE e ITEC las diferencias son
  Captulo  MBPC con optimizacin heurstica en procesos no lineales




























Figura  Valor de los indicadores IAE
 ICE
 ITAE e ITEC para los distintos proceso con
histresis en la accin de control
 la no linealidad se incorpora en el modelo ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
	 MBPC con OH en procesos con no linealidades en actuadores  

mnimas y no determinan la utilizacin de uno u otro Estas mnimas diferencias son debi
das en gran parte a las saturaciones de la accin de control en los casos estudiados durante
el rgimen transitorio las acciones de control suelen tomar los valores de saturacin y por
tanto el comportamiento ser muy similar con un ndice u otro el problema es que no
existe su
ciente libertad en la accin de control para que la diferencia sea signi
cativa
entre un tipo de ndice u otro Slo en el caso del proceso Gs se aprecian diferencias
notables entre los resultados con ndice modular e ndice cuadrtico y en ese caso se
observa que las acciones de control en el transitorio no toman valores de saturacin el
controlador tiene margen de maniobra su
ciente para que se aprecien las diferencias entre
un ndice u otro Para este caso el ndice modular presenta mejores resultados salvo para
el indicador ICE
En de
nitiva el tipo de ndice que se debe utilizar depende de las prestaciones que
se quieran obtener en concreto de los indicadores que se vayan a utilizar para evaluar la
calidad del control e incluso en la prctica de los gustos o costumbres del operador que
manipula el controlador En cualquier caso la gran ventaja de los Algoritmos Genticos en
particular y de la Optimizacin Heurstica en general es que no plantean como lo hacen
otros mtodos ninguna limitacin en cuanto a las funciones de coste a minimizar ni del
tipo de modelo que se emplea para disear el controlador incrementando as enormemente
las posibilidades del MBPC
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
Figura  El modelo utilizado para el desarrollo del modelo de prediccin incluye las res
tricciones de la salida
	 MBPC con optimizacin heurstica en procesos con
restricciones en la salida
En este apartado se muestra dos formas de incluir las restricciones en las variables de
salida en el MBPC Antes de esto conviene diferenciar entre dos tipos de restricciones
  Restricciones del proceso esto es cuando las variables de salida no pueden fsi
camente tomar ciertos valores Por ejemplo en el nivel de un depsito de  metros
de altura nunca podr tomar un valor de  metros
  Restricciones de funcionamiento en este caso la restriccin no es fsica se trata
de una especi
cacin de diseo del controlador En el caso del depsito de  metros
puede que una especi
cacin de diseo sea que el nivel no debe alcanzar los 
metros
A efectos matemticos ambos casos no son ms que un conjunto de restricciones
sobre unas variables del problema de optimizacin aunque no conviene confundirlos En
principio pueden ser incluidas de forma similar a las restricciones que aparecen con las
no linealidades de los actuadores es decir
 Inclusin en el modelo de prediccin Se aade al modelo del proceso sin
restricciones una funcin de descripcin de las restricciones de la variable de salida
la salida sin restricciones ysrt es 
ltrada por la funcin de descripcin para obtener
yt 
gura  El problema de optimizacin debe minimizar Ju sin restricciones
pues estn incluidas en el modelo
Esta alternativa puede presentar problemas de m	ltiples mnimos se puede dar el
caso de que distintos valores de las acciones de control den el mismo valor de la salida
yt En este caso siempre se puede establecer un criterio adicional para seleccionar
la accin de control por ejemplo el de mnima energa
En el caso de restricciones de funcionamiento no est indicada esta alternativa pues
no se trata de evitar que el modelo viole las restricciones sino que el proceso no viole

 MBPC con restricciones en la salida  	
Figura  Ejemplo de dos dimensiones El optimizador debe buscar el mnimo de Ju
entre los valores del conjunto de puntos que satisfacen las restricciones de las variables de
salida
las restricciones Al incluir las restricciones en el modelo la yt que se obtiene no
corresponde al comportamiento real del proceso y por tanto puede ocurrir que yt
respuesta del modelo con las restricciones no viole las restricciones pero ysrt res
puesta del modelo del proceso sin restricciones que se supone modela perfectamente
al proceso real si que las viole
Si la restriccin es una restriccin fsica del proceso no se plantea este problema
puesto que incluyndola en el modelo se consigue que yt reeje correctamente el
comportamiento real fsicamente el proceso est incapacitado para violar la restric
cin
 Inclusin como restricciones En este caso el modelo utilizado para las pre
dicciones no incluye las restricciones en de
nitiva yt  ysrt El problema de
optimizacin se convierte en un problema con restricciones 
gura 
minfJu  u  Xg
X  fu 
 u  RNu  gy  	g
Las restricciones se establecen sobre las variables de salida y pero pueden conver
tirse en restricciones sobre las variables de la entrada puesto que y y u estn
relacionados por el modelo del proceso
Igual que en el caso de las no linealidades en los actuadores aqu tambin se pueden
utilizar dos alternativas
  Funcin de penalizacin Se penaliza el ndice en funcin del cumplimiento o
no de las restricciones sobre y Se convierte en un problema de optimizacin
sin restricciones cambiando la funcin a minimizar
Se supone que el modelo sin restricciones reeja correctamente el comportamiento real del proceso
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
  Modi
cacin del espacio de b	squeda Se trata de obtener el subespacio X de
las variables u que satisfacen las restricciones sobre y Este procedimiento
presenta a priori cierta complejidad puesto que a partir de las variables de
salida que satisfacen la restricciones se debe invertir el modelo del proceso para
conseguir los valores de u que producen esas salidas
En resumen a efectos prcticos la primera alternativa slo est indicada para restric
ciones del proceso y la segunda alternativa est indicada sobre todo para las restricciones
de funcionamiento

 Ejemplo MBPC con restricciones de funcionamiento
En este apartado se muestran los resultados que se obtienen de un control MBPC con
optimizacin heurstica para un proceso con no linealidad en el actuador y restriccin de
funcionamiento en la variable de salida
El proceso que se utiliza es el Gs de la tabla  se trata de un proceso de fase
no mnima Se incorpora adems una no linealidad en el actuador que corresponde a
una saturacin y una zona muerta de tipo I en la accin de control caracterizadas por
Umin   Umax   md   cd   	 cd  	 La saturacin se tiene en cuenta
limitando el espacio de b	squeda y la zona muerta se incorpora en el modelo del proceso
La restriccin en la salida corresponde a yt  	 Para incorporarla en el control
se utiliza una funcin de penalizacin en el ndice de coste




jyt ijt rt ij
y  	 si y  	 no viola las restricciones en caso contrario y   y el coe
ciente
de este trmino se ajusta en el valor r   Con todo esto la funciones a minimizar
que se obtienen para distintos instantes de muestreo se muestran en la 
gura  siendo
claramente no convexas
Los parmetros del AlgoritmoGentico se ajustan seg	n NumIndiv  		MAXGEN 
		 Pc  	 Pm  		 Los resultados obtenidos se muestran en la 
gura 
Se observa que la utilizacin de un Algoritmo Gentico permite incluir restricciones
con facilidad obtenindose resultados adecuados

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Instante 41
Figura  Representacin grca de las funciones a minimizar en distintos instantes para
un proceso con saturaciones y zona muerta de tipo I en la accin de control Proceso Gs
con restriccin y  	 en la salida
 ndice modular
  Captulo  MBPC con optimizacin heurstica en procesos no lineales











Zona Muerta I −− Proceso G6
Control con restricción 
Control sin restricción 








Figura  Control del un proceso Gs con saturaciones y zona muerta de tipo I en
la accin de control y restriccin en la variable de salida Comparacin con el control sin
restricciones
 MBPC con modelos no lineales  
 MBPC con optimizacin heurstica con modelos de
procesos no lineales
En los apartados anteriores se han tratado procesos lineales no linealidades en los actua
dores y restricciones en la variable de salida En este apartado se plantea la aplicacin
del control MBPC con optimizacin heurstica al control de procesos no lineales siempre
y cuando se disponga de una adecuado conocimiento del mismo es decir un modelo que
reeje dichas no linealidades En principio el modelo puede ser de cualquier tipo basta
que sea capaz de suministrar N salidas futuras prediccin de la respuesta del proceso a
lo largo del horizonte de prediccin a partir de unas entradas dadas
La primera opcin para resolver el control de un proceso no lineal mediante la aplica
cin una metodologa MBPC consiste en realizar una linealizacin del proceso en torno
a un punto de funcionamiento y realizar el diseo del controlador MBPC con este mo
delo lineal Si la calidad del control que se obtiene no es su
ciente cabe la posibilidad
de aplicar una metodologa de Plani
cacin de Ganancia linealizando en torno a varios
puntos con lo que se dispone de un conjunto de modelos lineales que permiten disear
un controlador MBPC lineal ms o menos adecuado para cada una de las zonas pero es
necesario habilitar un mecanismo para cambiar de un control a otro seg	n el valor de la
variable Este forma de operar puede ser su
ciente para conseguir un control adecuado
en algunas aplicaciones pero en cualquier caso no se trata de un diseo simple puesto
que requiere seleccionar las distintas zonas de funcionamiento y obtener un modelo lineal
ajustado en cada zona disear para cada una de ellas el control MBPC lineal adecuado y
ajustar cuidadosamente la forma de cambiar de un controlador a otro En el mejor de los
casos la utilizacin de varios controladores MBPC lineales puede conseguir una calidad
similar a la del MBPC con el modelo no lineal
La inclusin de un optimizador heurstico en primer lugar simpli
ca notablemente el
diseo del regulador la estructura del controlador no vara tanto si se utiliza un modelo
lineal como si el modelo es no lineal en segundo lugar permite utilizar la informacin del
modelo no lineal sin necesidad de realizar aproximaciones lineales lo cual produce mejores
predicciones y por tanto cabe esperar un control de mayor calidad Por 	ltimo como ya se
ha mostrado en apartados anteriores la utilizacin de un optimizador heurstico permite
la inclusin de forma muy simple de no linealidades en los actuadores y restricciones en
la salida
En el siguiente punto se muestra un ejemplo de utilizacin de un modelo no lineal
en espacio de estados para realizar un control MBPC con un optimizador heurstico
Cabe destacar que aunque se utilice un modelo en espacio de estados por tratarse de la
forma ms com	n de disponer de un modelo no lineal no se presupone que el estado es
medible ni que existe un observador del mismo Se pretende controlar el proceso con la
informacin de entradasalida esto permite intercambiar este tipo de modelos no lineales
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
por otros sin perder validez la estructura que se plantea En cualquier caso si en alg	n
problema concreto es posible medir alguno de los estados del proceso esta informacin
puede ser fcilmente introducida en el modelo sin que ello suponga cambios sustanciales
en el planteamiento del controlador
El utilizar representacin en espacio de estados es una forma usual y razonable de
modelar un proceso no lineal pero no la 	nica En el planteamiento que se realiza no
se excluye cualquier otra forma de modelado no lineal por ejemplo redes neuronales
fuzzy etc Sea cual sea la forma del modelo el controlador slo requiere informacin
entradasalida La complejidad del problema se traslada a la optimizacin pero el Algo
ritmo Gentico ha mostrado una gran robustez ante una gran variedad de problemas de
optimizacin tal y como se demostr en el captulo dedicado a la evaluacin de GA y SA








Figura  Brazo robot con unin exible
El sistema que se va ha tratar de controlar es un brazo con una unin exible 
gura
 cuya dinmica viene dada por las siguientes ecuaciones
Iq  Mgl sinq  Kq   q  	
J q B q Kq   q  u
Donde
  q  y q representan el desplazamiento angular del extremo del brazo y del eje del
motor respectivamente
  u es el par generado por el motor
  I J  B Mgl y K son parmetros fsicos del sistema cuyos valores aparecen en la
tabla 







Tabla  Valores nominales de los parmetros del brazo
Tomando como variables de estado
  x  posicin del brazo q en radianes
  x velocidad angular del brazo en radseg
  x posicin del rotor del motor q en radianes
  x velocidad angular del rotor del motor en radseg
Obtenemos las siguiente representacin en espacio de estados
x   x
x  M  sinx K x   x
x  x















A partir de este modelo continuo obtenemos el modelo del proceso que se utilizar
para las predicciones Discretizando por el mtodo de Euler con un periodo de muestreo
de T  		 segundos obtenemos
x k    x k  Txk
xk    xk TM  sinx k  TK x k xk
xk    xk  Txk
xk    xk TB xk  TKx k xk  TukJ
yk  x k
  Captulo  MBPC con optimizacin heurstica en procesos no lineales
Evidentemente la calidad de este modelo depende del periodo de muestreo cuanto menor
sea mejor ser el modelo y por lo tanto las predicciones sern mejores Para veri
car la
calidad del modelo discreto se ha realizado una simulacin con el mismo y se compara con
la respuesta del proceso La 
gura  muestra que existe una discrepancia y por tanto
un error de modelado
Figura  Respuesta del proceso y del modelo discreto para una entrada ut  






La simulacin se ha realizado con los siguientes parmetros Nu   Nu   en la
segunda simulacin N    N  	 El optimizador es un algoritmo gentico con
codi
cacin binaria con las siguientes caractersticas  individuos por generacin 
generaciones cromosomas de  bits y limitando la accin de control entre 	
Para mostrar las mejoras obtenidas frente a un control MBPC lineal se compara con
la respuesta que se obtiene con un GPC que se calcula a partir de un modelo linealizado
alrededor del punto
x  x x x u  	 	 	 	 	
 MBPC con modelos no lineales  
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Los resultados de la simulacin para Nu   se muestran en la 
gura  y para
Nu   en la 
gura 
Como era previsible en la 
gura  se observa un mejor comportamiento cuando
se utiliza el modelo no lineal el transitorio presenta menos oscilaciones y tiempo de
establecimiento En el caso de la 
gura  el GPC convencional no consigue ni siquiera
una respuesta estable En de
nitiva la calidad del control es mayor utilizando el modelo
no lineal
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Acción de control u(t)
Tiempo (seg.)
Figura  Resultados del control predictivo con Nu   con un GPC convencional en
rojo y un control predictivo con optimizacin heurstica en verde
 MBPC con modelos no lineales  	
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Tiempo (seg.)
Figura  Resultados del control predictivo con Nu   con un GPC convencional en
rojo y un control predictivo con optimizacin heurstica en verde
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 Conclusiones
Este captulo ha mostrado algunas de las posibilidades que aparecen en el control pre
dictivo por el hecho de utilizar Algoritmos Genticos como tcnica de optimizacin Hay
que recordar que los bene
cios que se obtienen con los Algoritmos Genticos no son gene
ralizables a cualquier tcnica de optimizacin heurstica la calidad y limitaciones de este
tipo de algoritmos ya ha sido estudiado en un captulo anterior donde se mostraba como
la herramienta ms potente de entre las analizadas
En este captulo se ha utilizado un Algoritmo Gentico con codi
cacin real y en al
gunas partes del mismo se ha comparado con otra tcnica de optimizacin muy extendida
como el algoritmo SQP La cualidad ms importante para su aplicacin al control predic
tivo es la capacidad para enfrentarse a una gran variedad de problemas de optimizacin
con resultados razonables tal y como se muestra en este captulo Esto permite una mayor
libertad en la eleccin de la funcin a minimizar y por tanto una mayor exibilidad que
permite muchas y variadas posibilidades en el campo del control predictivo
El captulo se ha centrado en la mejora de las prestaciones que se obtienen al poder
utilizar modelos no lineales en los actuadores y en los procesos e incluir adems restric
ciones en las variables de salida del proceso Esto da lugar a lo largo del captulo a tres
partes diferenciadas
 No linealidades bruscas en los actuadores tales como las saturaciones zonas muer
tas backlash e histresis Estas no linealidades son comunes en los actuadores y
constituyen un problema en el control de procesos por contra se pueden detectar e
identi
car por lo que esta informacin se puede tener en cuenta en el controlador
Para ilustrar la utilizacin de estos modelos se ha considerado que dichas no linea
lidades aparecen en los actuadores aunque se puede generalizar a cualquier tipo de
variable interna del modelo
Dependiendo del tipo de no linealidad de la que se trate aparecen distintas alterna
tivas para conseguir introducir la informacin en el controlador bien en el modelo
del proceso o como restricciones del problema de optimizacin En el captulo se
detallan las posibilidades para cada uno de los tipos de no linealidades
Se muestra que salvo en el caso de las saturaciones es ms fcil introducir la
informacin en el modelo de prediccin que como restricciones o penalizando la
funcin de coste En el caso concreto de las saturaciones de las acciones de control
es mucho ms simple incorporar la informacin como restricciones del espacio de
b	squeda del optimizador
Cuando se usan ndices cuadrticos para que sea posible aplicar el algoritmo SQP
en todos los casos salvo la saturacin en la accin de control si el resto del modelo es
 Conclusiones  
lineal el control predictivo con optimizacin mediante Algoritmos Genticos con
sigue buenos resultados mostrndose superior al algoritmo de optimizacin SQP
en cuanto a la calidad se re
ere Incluso en algunos de estos ensayos el control
predictivo con SQP tiene serias di
cultades para conseguir que la respuesta siga la
referencia
Aprovechando las ventajas de exibilidad por la utilizacin de Algoritmos Genticos
se han realizado ensayos con el ndice modular en lugar del cuadrtico Se llega a la
conclusin que el tipo de ndice que se debe utilizar depende de las prestaciones que
se quieran obtener en concreto de los indicadores que se vayan a utilizar para evaluar
la calidad del control la ventaja de los Algoritmos es que no plantea como lo hacen
otros mtodos ninguna limitacin en cuanto a las funciones de coste a minimizar
ni del tipo de modelo que se emplea para disear el controlador incrementando as
enormemente las posibilidades del MBPC
 En el captulo se muestra adems como se pueden tener en cuenta restricciones en
la variable de salida El tratamiento que se realiza es similar a lo que se hace con
las no linealidades bruscas en los actuadores en el caso de las restricciones fsicas
del proceso la forma ms sencilla de tenerlas en cuenta es incluirlas en el modelo
del proceso y en el caso de las restricciones de funcionamiento es ms adecuado
tenerlas en cuenta mediante funciones de penalizacin La ventaja fundamental de
la utilizacin de un Algoritmo Gentico para el tratamiento de las restricciones de
funcionamiento es que no es necesario el desarrollo de funciones de penalizacin
especiales ya que aunque el problema de optimizacin que resulte sea no convexo
el Algoritmo Gentico presenta bastantes garantas para resolverlo
 La 	ltima parte del captulo muestra la utilizacin de modelos no lineales en la meto
dologa MBPC gracias a la inclusin de una tcnica de optimizacin heurstica como
los Algoritmo Genticos Esta tcnica aporta una mayor sencillez en la estructura
del controlador y una mejor utilizacin del modelo no lineal frente a un controlador
lineal o un controlador compuesto por un conjunto de controladores lineales Ade
ms permite simultneamente la utilizacin de un modelo no lineal del proceso la
inclusin de no linealidades en los actuadores y restricciones de funcionamiento
En resumen uniendo los bene
cios del control predictivo con nuevas posibilidades
en los ndices de coste a los que aporta una tcnica de optimizacin heurstica como los
Algoritmos Genticos se puede conseguir un control adecuado para un amplio rango de
problemas La limitacin de esta tcnica vendr impuesta por los tiempos de clculo
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Captulo 
MBPC con optimizacin heurstica en
sistemas MIMO Aplicacin al control
climtico de un invernadero
Este captulo muestra como se aplica el control predictivo con optimizacin heurstica a
un sistema con m	ltiples entrada y m	ltiples salidas MIMO Como en cualquier control
predictivo se debe establecer un modelo para realizar las predicciones una funcin de
coste y un optimizador Igual que en el control predictivo SISO la utilizacin de una tc
nica de optimizacin heurstica permite un mayor grado de libertad a la hora de establecer
el tipo de modelo y la funcin de coste Para procesos con fuertes no linealidades estas
pueden ser consideradas en el modelo sin necesidad de realizar ninguna simpli
cacin lo
que generalmente se traduce en un control de mayor calidad El problema fundamental
sigue siendo el coste computacional En el caso MIMO se complica ms el problema de
optimizacin puesto que aparecen ms variables en cualquier caso si el periodo de mues
treo lo permite se puede aplicar una tcnica de optimizacin heurstica Se ver que el
control predictivo para un proceso MIMO es una extensin del de un proceso SISO
La 	ltima parte del captulo corresponde a la aplicacin de un control predictivo con
tcnica de optimizacin heurstica a un problema MIMO no lineal Se trata del control cli
mtico de un invernadero el modelo presenta una complejidad tal que di
culta la solucin
mediante controladores obtenidos con modelos lineales o linealizados La aplicacin del
control predictivo basado en modelos con optimizacin heurstica est justi
cado mxime
por ser un proceso su
cientemente lento lo que posibilita coste computacionales altos

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 Aplicacin a sistemas MIMO
Para aplicar el control predictivo a un sistema MIMO se puede utilizar la misma estruc
tura que para un sistema SISO El primer paso es de
nir un modelo para realizar las
predicciones para ello se propone utilizar la estructura que se muestra en la 
gura 
Donde
  Yut   yu t yut     yurtT  es un vector con variables de salida del modelo
del proceso
  Nt   n t nt     nrtT  es un vector con las seales que provienen del
modelo de perturbaciones Este vector es de la misma dimensin que Yut a cada
yuit le corresponde una nit
  Y t   y t yt     yrtT  se obtiene de Y t  Yut  Nt es decir yit 
yuit  nit
  t    t t     rtT  entradas de los modelos de perturbaciones que se
consideran ruidos blancos
  Ut   u t ut     uetT  vector de entradas del modelo del proceso
Figura  Estructura del modelo utilizado para un sistema MIMO
El modelo del proceso puede ser de cualquier tipo funciones de transferencia espacio
de estados etc basta con que sea capaz de predecir el valor de las variables de salida
a partir de la informacin actual y pasada del proceso  Las predicciones en el instante
t&j con la informacin disponible en t se obtienen de
Y t jjt  Yut jjt Nt jjt 
 En este trabajo se utiliza 	nicamente informacin entradasalida del proceso
 Aplicacin a sistemas MIMO  
Donde Yut  jjt se obtiene del modelo del proceso y las acciones de control futuras y
Nt jjt se obtiene de los modelos de perturbaciones
Una alternativa para formar un modelo de perturbaciones es mantener una estruc
tura similar a la que tiene el GPC es decir incorporar el factor  en el denominador
para obtener un buen comportamiento en rgimen permanente y un polinomio de diseo
Tiz   en el numerador para conseguir buenas cualidades de robustez y atenuacin de
perturbaciones Adems si se dispone de ms informacin se puede incluir de la misma
forma que en el GPC aadindola como un polinomio al denominador En resumen el





Con este modelo de perturbaciones la prediccin para el instante t j de una de las
perturbaciones nit jjt se obtiene de la misma manera que para un sistema SISO
nfi t  nitTiz
   
nfi t jjt  Aiz  nfi t jjt  ai nfi t j  jt
ainfi t j  jt    aij  nfi t jt aijnfi t
aij nfi t     aina nfi t j  na   
Donde
Aiz
      ai z
    aiz
      aina z na 
Aiz
    ai z    aiz       aina z na 
A partir de nfi t  jjt se obtiene la mejor prediccin de la salida del modelo de pertur
baciones nit jjt
nit jjt  Tiz  nfi t jjt 











U   u t     u tN u       urt     urtNru  T
El ndice no incluye ning	n trmino referente a las acciones de control pero no existe
ninguna di
cultad matemtica adicional si se aade uno similar al que aparecen en los
GPCs El problema es el ajuste de las ponderaciones de este trmino
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Se opta por operar con el valor absoluto del error predicho por tratarse de un magnitud
menos distorsionada que la que corresponde a los ndices cuadrticos
El problema ms importante que aparece es el ajuste de los coe
cientes de ponderacin
ij puesto que en el mismo ndice aparece distintos tipos de magnitudes La opcin ms
lgica pasa por tratar de normalizar todas las variables y sobre las variables normalizadas





Se trata de relacionar el error predicho con el valor de la referencia en principio se trata
de un punto de funcionamiento con lo cual se obtiene una evaluacin del error respecto
de la referencia establecida jyit jjt wit jj
jwit jj




Adems de la normalizacin en magnitud es necesaria una normalizacin en el tiempo salvo
que los tiempos de establecimiento de todas las variables que intervienen en el ndice de
coste sean del mismo orden de magnitud Las variables con tiempos de establecimiento
muy dispares pueden afectar de forma muy diferente la funcin de coste por ejemplo la
variable con mayor tiempo de establecimiento es la que ms afecta al ndice de coste puesto
que es la que presenta errores predichos mayores durante ms tiempo en el horizonte de
prediccin La solucin en este caso es ms compleja como alternativa cabe la posibilidad
de utilizar los factores ij para dar ms importancia a unas variables u otras
 Aplicacin al control climtico del cultivo bajo invernadero 

 Aplicacin al control climtico del cultivo bajo in
vernadero
En est seccin se detallan los pasos seguidos para la aplicacin del control predictivo
con optimizacin heurstica al problema de control climtico de un cultivo de rosa en
invernadero
El trabajo forma parte de un proyecto CICYT TAPC de ttulo De
sarrollo de controladores predictivos basados en modelos optimizados mediante algoritmos
genticos para su aplicacin en el control en tiempo real de proceso industriales no lineales
Se trata de un proyecto coordinado en el que colaboran personal de
  Instituto Valenciano de Investigaciones Agrarias IVIA
  Institut National de la Recherche Agronomique INRA Francia
  Grupo de Control Predictivo y Optimizacin Heurstica CPOH de la Universidad
Politcnica de Valencia
El proceso en cuestin justi
ca la utilizacin de un control predictivo basado en modelos
con optimizacin heurstica por varios motivos
  Se trata de un proceso muy complejo como se mostrar ms adelante presenta no
linealidades importantes
  Existen muchas perturbaciones varias de ellas medibles e incertidumbres en el
modelo
  El control que actualmente est funcionando presenta muchas de
ciencias
  Se trata de un proceso que permite periodos de muestreo elevados
Como motivacin adicional se trata de un problema real el invernadero que se utiliza para
los ensayos se encuentra en las instalaciones del IVIA situadas en Moncada Valencia
Para abordar el problema el primer paso es la obtencin de un modelo del proceso
que como se detallar posteriormente se obtiene a partir de principios bsicos  
 y  Este modelo consiste en una representacin en espacio de estado aunque se
debe recordar que en ning	n caso se supone accesible el estado el controlador se debe
basar en un modelo que utilice exclusivamente datos de entrada salida esta caracterstica
permitira cambiar por otro tipo de modelo si fuese necesario El siguiente paso consiste
en describir la estructura que se elige en el control predictivo ndice de coste ajuste de
parmetros algoritmo gentico etc y 
nalmente se muestran los resultados obtenidos
comparados con un control con reguladores de tipo PID con prealimentaciones
 Captulo  MBPC con optimizacin heurstica en sistemas MIMO
 Modelo clim	tico de un cultivo de rosas bajo invernadero
El modelo que se va a obtener vendrn expresado mediante un conjunto de ecuaciones
diferenciales que relacionan las variables presentes en el invernadero se trata de un modelo
en espacio de estados El modelo bsicamente se compone de tres ecuaciones diferenciales
que corresponden a un balance de masas y dos balances energticos
 Balance msico de vapor de agua en el volumen de aire del invernadero
 Balance energtico del volumen de aire del invernadero
 Balance energtico de la masa trmica que incorpora el efecto del suelo del inverna
dero como elemento almacenador de energa
Se trata de un sistema multivariable MIMO Las variables manipulables del proceso son
tres
 Abertura de la ventana
 Nebulizacin
 Calefaccin
Las variables de salida para el control climtico son dos
 Temperatura interior del invernadero
 Humedad interior
Adems existen varias variables medibles consideradas como perturbaciones puesto que
no son manipulables Ests variables se irn enumerando a lo largo del desarrollo del
modelo
Medidas de la humedad
Dos de las variables que forman parte del proceso son las humedades interior y exterior
esta magnitud se puede expresar de distintas formas como humedad absoluta como
humedad relativa HR en   o como d
cit de saturacin D en unidades de presin
Dependiendo de su utilizacin se expresar de una forma u otra en cualquier caso se
puede pasar de una representacin a otra aplicando las expresiones que se detallan en este
apartado
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donde xsat es la humedad absoluta de saturacin a la temperatura T que puede ser





psatT  y P son la presin de saturacin a la temperatura T y presin absoluta
respectivamente medidas en KPa Si no se mide la presin se suele tomar en el
contexto de un invernadero la presin de una atmsfera P  KPa La presin
de saturacin a una temperatura determinada se calcula con
psatT   		  sin 	
 T 		
 
La temperatura se mide en oC
  El D
cit de Saturacin D expresado en KPa se obtiene mediante






Balance msico sobre el vapor de agua
La primera ecuacin diferencial del modelo climtico se obtiene del balance msico donde
intervienen varios ujos todos se miden en Kgs
 Un ujo de renovacin debido a la abertura de la ventana Fv
 La evapotranspiracin del cultivo E
 La nebulizacin neb
 La condensacin sobre las paredes del invernadero C
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 Fv  E  neb C 
donde
 Kgairem Densidad del aire
xi KgH OKgaire Humedad absoluta interior
vi m Volumen del invernadero
En realidad esta ecuacin slo es vlida mientras xi  xsat equivalente a HRi 
		 el volumen de aire tiene una capacidad mxima de agua dependiendo de la tem
peratura a la que se encuentre Este limitacin se debe tener en cuenta en la ecuacin
diferencial Los ujos que sean positivos aportan agua al aire slo deben intervenir en
la ecuacin cuando se cumpla HRi  		 De los ujos que interviene en la ecuacin
C  	 E  	 neb  	 y Fv puede tomar cualquier signo aunque en el caso en que









 xi  xsat
	 xi  xsat

Para completar la ecuacin diferencial se muestran los clculos de todos los ujos excepto
el de nebulizacin puesto que se trata de una variable manipulable que vendr impuesta
por el sistema de control
Flujo de Renovacin El ujo de renovacin se obtiene de
Fv  Gxo  xi 
donde
 Kgairem Densidad del aire
xi KgH OKgaire Humedad absoluta interior
G maireseg Caudal de renovacin
xo KgH OKgaire Humedad absoluta exterior
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Las expresiones para el clculo del caudal de aire de renovacin G responden a dife
rentes aproximaciones de las que podemos destacar dos de ellas
G  GAV 
G  aG	

 G  AV aG	 
G  GAV 
G  asin G	

 G  AV asin G	 
donde
A m 'rea de viento ! L L
V ms Velocidad del viento
 o 'ngulo de abertura de la ventana
a a Constantes para el ujo de renovacin
G	 G	 para cada aproximacin
G maireseg Caudal de renovacin
Ambas expresiones no son del todo vlidas cuando la velocidad del viento es baja
V  ms en estos casos la principal fuerza que inuye en el ujo es el incremento de
temperatura entre el interior y el exterior Por simplicidad se adopta en este trabajo la
primera expresin
Figura  Esquema de la ventana de un invernadero
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Evapotranspiracin La evapotranspiracin se formula tomando como base la ecua
cin de PenmanMonteith seg	n la descripcin hecha en 
E 












Ai m 'rea del invernadero
 KPaoC Pendiente de la curva de saturacin




 Kgm Densidad del aire
cp JKgoK Calor espec
co del aire
gwb ms Conductancia capa lmite
Di KPa D
cit de saturacin
 KPaoC Constante psicromtrica
gws ms Conductancia estomtica
 JKg Calor latente de vaporizacin
Clculos auxiliares necesarios para la obtencin de la evapotranspiracin
 Calor latente de vaporizacin
    			T  	 
En nuestro caso T ser la temperatura interior del invernadero en oC
 Pendiente de la curva de saturacin
  psatT  	 psatT  	 
 Radiacin en el invernadero
Ss  So 
donde So Jm seg es la radiacin exterior y  es el coe
ciente de transmisin
de calor de las paredes del invernadero
 Radiacin neta absorbida por las plantas Clculo simpli
cado
Rn   expkLSs 
donde k representa al coe
ciente de extincin de la radiacin solar
 Aplicacin al control climtico del cultivo bajo invernadero 
 Clculo de la conductancia estomtica













 Di  	
Donde gwsmin y gwsmax son las conductancias estomticas mnima y mxima
Condensacin Este factor suele modelarse seg	n
C 

gconAixi  xp xp  xi
	 xp  xi 
donde adems de las magnitudes y parmetros ya conocidos resulta
C Kgseg Caudal msico de condensacin
gcon mseg Coe
ciente de transferencia airepared
xp KgH OKgaire Humedad absoluta de saturacin a la tempe
ratura de la pared
Para calcular xp se utiliza la expresin  y por tanto es necesaria la temperatura de
la pared del invernadero Tp Si no se dispone de esta medida se puede estimar mediante
la expresin emprica debida a Kittas
Tp  Ti 
Ti  T  		S  
  			V 	

Es importante hacer notar que la condensacin slo aparece en el caso de que xp 
xi pues es el caso en que la humedad del ambiente supera a la correspondiente a la
temperatura de la pared En caso contrario la condensacin C debe ser igual a 
Balance de Energa en el volumen del invernadero
En el balance energtico en el volumen del invernadero aparecen los siguientes ujos
medidos en Watios o Jseg
 Radiacin solar Qs  AiSo
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 Prdidas por conveccin y conduccin Qcc  AiAcBcV T i To
 Prdidas debidas a la evapotranspiracin del cultivo Qe  E
 Prdidas debidas al ujo de ventilacin provocado por la abertura de la ventana
Qv  cpGT i To
 Prdidas por le ujo de nebulizacin Qn  neb
 Calefaccin W
 Intercambio con la masa trmica Qm  AihmTm  Ti




 Qs Qcc Qm Qe Qn Qv W 
donde
vi m Volumen del invernadero
 Kgm Densidad del aire




ciente de transmisin del invernadero
So Jmseg Radiacin exterior
Ac Coe
ciente de prdidas energticas para invernadero
con cobertura simple Conduccin
Bc Coe
ciente de prdidas energticas para invernadero
con cobertura simple Conveccin
V ms Velocidad del viento en el exterior del invernadero
To oC Temperatura exterior del invernadero
E Kgseg Evapotranspiracin
 JKg Calor latente de vaporizacin
Tm oC Temperatura de la masa trmica
hm Wm
seg Conductividad trmica de la masa trmica
Este balance es adecuado siempre que xi  xsat en el caso en que el volumen de aire
este saturado de agua los trminos Qe y Qn no deben aparecer puesto que no se produce





 Qs Qcc Qm  CvapoQe QnQv W 
Donde Cvapo corresponde a la expresin 
 Aplicacin al control climtico del cultivo bajo invernadero   
Balance de Energa de la Masa Trmica
El Balance de Energa deber incorporar tres factores
 El calor sensible almacenado durante el da por la masa trmica
Qsm  mS
 El ujo de calor positivo o negativo procedente del invernadero
Qmm  hmTm  Ti










 Qsm Qmm Qfm 
donde adems de las magnitudes ya de
nidas con anterioridad tenemos
Cm Jm
 oK Capacidad Calor
ca de la Masa Trmica
m Factor de calor absorbido por la Masa Trmica
ka WmoK Conductividad Trmica media del suelo
Tref oC Temperatura a la profundidad zref
zref m Profundidad
Diagrama del modelo
Resumiendo el proceso se puede modelar mediante tres ecuaciones de estado y dos ecua













 Qsm Qmm Qfm
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Esquemticamente se puede ver en la 
gura  Aparecen cuatro variables medibles pero
no manipulables que se consideran como perturbaciones
 Radiacin solar So
 Velocidad del viento en el exterior del invernadero V 
 Temperatura en el exterior del invernadero To
 Humedad en el exterior del invernadero esta variable se mide en humedad relativa
HRo y para ser utilizada en las ecuaciones diferenciales se transforma a humedad
absoluta xo
Las variables de entrada manipulables corresponden a
 Abertura de la ventana 
 Nebulizacin neb
 Calefaccin W 
Las variables de salida para el modelo climtico corresponden a
 Temperatura interior del invernadero Ti
 Humedad exterior que se puede medir con la humedad absoluta xi humedad relativa
HRi o d
cit de saturacin Di Se utiliza el d
cit de saturacin a peticin de los
usuarios 
nales
Para su utilizacin en el control predictivo el modelo debe ser discretizado para ello existen
distintas alternativas con sus ventajas e inconvenientes Euler RungeKutta
 Aplicacin al control climtico del cultivo bajo invernadero  

Figura  Modelo climtico del invernadero
Valores de los Parmetros
Con objeto de simular el comportamiento de un invernadero ejemplo de rosas se esta
blecen las magnitudes de los parmetros correspondientes El invernadero que se trata
de controlar est situado en la localidad de Moncada en el IVIA Instituto Valenciano
de Investigaciones Agrarias Algunos de los valores corresponden a constantes fsicas
conocidas otras se han podido medir en el propio invernadero y existe unos parmetros
que se han tomado de la bibliografa especializada Estos 	ltimos valores deberan ser




Variable Valor Unidades Descripcin
  KPaoC Cte Psicomtrica
KPa  	mbar
  Kgm Densidad del aire
cp  JKgoK Calor espec
co del aire
P  KPa Presin atmosfrica
at  KPa
Parmetros del Cultivo de Rosas
  Captulo  MBPC con optimizacin heurstica en sistemas MIMO
Variable Valor Unidades Descripcin
gwsmax  ms Conductancia estomtica mxima





ciente de extincin de la radiacin so
lar
gwb  ms Conductancia capa lmite
Parmetros del Invernadero
Variable Valor Unidades Descripcin
  Coe
ciente de transmisin del invernadero
A  m Area de viento
max  o 'ngulo mximo de la ventana
a  Constante para el ujo de renovacin
G	  Constante para el ujo de renovacin
a  Constante para el ujo de renovacin se
gundo modelo
G	  Constante para el ujo de renovacin se
gundo modelo
Ai  m Super
cie del invernadero
vi  m Volumen del invernadero
AcBc   Coe
cientes de perdidas energticas para
invernadero con cobertura simple
Cm   	 Jm oK Capacidad Calor
ca de la Masa Trmica
m  Factor de calor absorbido por la Masa Tr
mica
ka  Wm oK Conductividad Trmica media del suelo
Tref  oC Temperatura a la profundidad zref
zref  m Profundidad
gcon   	  mseg Coe
ciente de transferencia airepared
 Validacin
Con los valores de las tablas se realizan un ensayo para comparar el modelo obtenido y
el comportamiento real del invernaderos La 
gura  muestra los valores de las varia
bles exteriores radiacin velocidad del viento temperatura y humedad La 
gura 
muestra los valores de temperatura y humedad interiores obtenidos con el modelo en
 Aplicacin al control climtico del cultivo bajo invernadero  	
color verde para las acciones de control indicadas En esta misma 
gura se muestran los
valores reales medidos en el invernadero color azul y los valores exteriores en rojo
Se puede observar que el modelo no se ajusta exactamente al comportamiento real
pero se puede decir que la estructura del modelo parece adecuada puesto que las formas
de las evoluciones del modelo y los datos experimentales tanto de temperatura como de
humedad son similares
Por tanto este modelo puede servir para ilustrar el proceso de diseo de un control
predictivo MIMO no lineal con un optimizador heurstico por una parte el modelo no
discrepa demasiado del comportamiento del invernadero real y por otra la complejidad
del mismo puede justi
car la utilizacin del control predictivo con optimizacin heurstica
Actualmente se est llevando a cabo la identicacin de los parmetros del modelo de momento
se han utilizado para las simulaciones valores de los parmetros que se encuentran en la bibliografa
especca del tema La estructura del modelo se muestra adecuada y ha sido vericada por los ingenieros
agrnomos del INRA que participan en el proyecto


















































Figura  Valores exterior medidos para en un da de otooinvierno 	 de noviembre de
 Temperatura oC
 humedad relativa 
 velocidad del viento ms y radiacin solar
Wm


















































Figura  Valores de la temperatura y humedad obtenidas del modelo en verde
 valores
medidos en el invernadero en azul y valores exteriores en rojo para las acciones de control
de abertura de ventana y calefaccin
  Captulo  MBPC con optimizacin heurstica en sistemas MIMO
 Control mediante reguladores PID con prealimentacin
En la actualidad el invernadero est controlado de forma manual aunque con la ayuda
de reguladores TodoNada que vienen con la instalacin inicial Dependiendo de las
condiciones climticas y de la hora el operador decide que reguladores conectar y que
valores se asignan a las referencias Por ejemplo si se trata de un da de invierno el
operador conecta el control de temperatura con la calefaccin regulador TodoNada
seleccionando la referencia Utiliza entonces la abertura de la ventana para tratar de
mantener la humedad en un rango razonable esta parte del control es por tanto manual el
operador deja la posicin de ventana en un valor que cree conveniente seg	n su experiencia
El tipo de control cambia en verano el control de temperatura se realiza con un control
TodoNada de la ventana y el de humedad con otro control TodoNada de la nebulizacin
siempre con intervenciones manuales en ambos casos si el operador considera que el control
no es adecuado
Para poder decidir si es adecuado instalar un control predictivo se deba primero in
tentar el control integral del invernadero mediante una estructura ms o menos simple
pero que ha demostrado su validez en numerosos procesos industriales son los bucles
de control con PID y prealimentacin para desacoplar procesos multivariables La com
paracin del control predictivo con el control manual realizado hasta el momento no se
considera su
cientemente objetiva para establecer la necesidad de implantar el control
predictivo por su inexactitud y falta de criterios de diseo
Este apartado plantea el clculo y ajuste de la estructura del control PID con preali
mentacin El primer paso para un ajuste de los reguladores es disponer de unos modelos
lineales Es complicado obtener unos modelos lineales a partir de ensayos sobre el proce
so El problema bsico reside en la imposibilidad de mantener el sistema en un punto de
funcionamiento estable las perturbaciones no son manipulables y varan continuamente
Se ha optado por obtener el modelo lineal por linealizacin del modelo no lineal calculado
El punto de funcionamiento elegido corresponde a los valores siguientes
Punto de funcionamiento
 So V To HRo neb cal
	 		Wm ms oC   
xi Ti Tm Di
			 oC oC 	KPa
A partir de este punto de funcionamiento se aplican variaciones en forma de escaln
a cada una de las variables de entrada hasta obtener la matriz de transferencia siguiente





































La matriz de transferencia se ajusta bien al comportamiento del sistema no lineal al
menos cerca del punto de funcionamiento En la 
gura  se puede ver una comparacin
entre el modelo no lineal y el linealizado para tres casos diferentes
 Ventana se aplica un escaln en la abertura de la ventana de un  respecto del
punto de funcionamiento las variables de nebulizacin y calefaccin se mantienen
en su punto de funcionamiento
 Nebulizacin se aplica un escaln en la nebulizacin de  Kgs respecto del
punto de funcionamiento las variables de la ventana y calefaccin se mantienen en
su punto de funcionamiento
 Calefaccin se aplica un escaln en la calefaccin de W respecto del punto de
funcionamiento las variables de la ventana y nebulizacin se mantienen en su punto
de funcionamiento
El control se va a realizar sin nebulizacin puesto que corresponde a un da de oto
oinvierno con las variables de perturbacin que se muestran en la 
gura  Por tanto













Los bucles simples que se plantean son ver 
gura 
 Uso de la calefaccin para el control de la temperatura
 Uso de la ventana para el control de la humedad













Para condiciones de primaveraverano el proceso de diseo es id
ntico pero se conecta la nebulizacin
y se apaga la calefaccin motivos econmicos as lo requieren























































Figura  Matriz de transferencia Comparacin entre modelo no lineal en rojo y modelo
lineal en azul
Figura  Control de temperatura y humedad con dos bucles simples modelo lineal
 Aplicacin al control climtico del cultivo bajo invernadero  




Con estos controladores se obtienen los resultados que se muestran en la 
gura 
Figura  Control de temperatura y humedad con dos bucles simples y prealimentacin
modelo lineal
que corresponde al control con los modelos lineales El control obtenido es aceptable en
ambos casos El siguiente paso es aplicar estos controles al modelo no lineal Las 
guras
 y  corresponden a los resultados obtenidos para el control en bucle simple y con
prealimentacin respectivamente Los datos exteriores corresponden a los de la 
gura 
Comparado con el control simple el control con prealimentacin tiene ms di
cultades
para mantener la temperatura en un valor aceptable en ambos casos se mantiene la
humedad en un valor cercano a la referencia aunque con un pequeo error
 Captulo  MBPC con optimizacin heurstica en sistemas MIMO








































Figura  Control de temperatura y humedad con modelos lineales Bucles simples en azul
y bucles con prealimentacin en verde Referencias en rojo





































Figura  Control de temperatura y humedad con bucle simple modelo no lineal Variables
del invernadero en verde
 variables exteriores en rojo y referencias en azul




































Figura  Control de temperatura y humedad con bucle simple y prealimentacin modelo
no lineal Variables del invernadero en verde
 variables exteriores en rojo y referencias en azul
 Aplicacin al control climtico del cultivo bajo invernadero 	

 Control predictivo con optimizacin heurstica
El modelo utilizado para realizar las predicciones incluye un modelo discretizado no lineal
con un modelo de perturbaciones En este proceso aparecen perturbaciones medibles como
son
 Radiacin solar So
 Velocidad del viento en el exterior del invernadero V 
 Temperatura en el exterior del invernadero To
 Humedad en el exterior del invernadero este variable se mide en humedad relativa
HRo y para ser utilizada en las ecuaciones diferenciales se transforma a humedad
absoluta xo
Figura  Modelo utilizado para el control predictivo
La relacin con las variables de salida es no lineal y ya se tiene en cuenta en las
ecuaciones del modelo Queda por resolver la estimacin que se realice de dichas variables
a lo largo del horizonte de prediccin Para este ejemplo aproximacin se van a tomar
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como constantes a lo largo del horizonte de prediccin y con el valor que tienen en el
instante t
Se aade al modelo unos trminos para compensar la dinmica no modelada y posibles






Las variables it se consideran ruidos blancos El factor  permite ajustar el rgimen
permanente incluso con errores de modelado y el polinomio T z   ofrece la posibilidad
de mejorar el comportamiento ante ruidos e incrementa la robustez Para este ejemplo se
utiliza T z     El modelo para realizar las predicciones queda como se muestra en la

gura 















Como se ve en este ejemplo el ndice no tiene en cuenta las referencias futuras se suponen
constantes en todo el horizonte de prediccin con el valor en el instante t
Los parmetros del horizonte de prediccin y de control se ajustan a N   y
Nu   respectivamente El ajuste de N   permite considerar todas las perturbaciones
constantes a lo largo del horizonte de prediccin sin cometer demasiado error Se puede
tomar N mayor pero para conseguir una mejor calidad en las predicciones se deberan
modi
car las predicciones de las perturbaciones Con N   el horizonte de prediccin
es de  minutos su
ciente para recoger buena parte del transitorio de las variables de
salida sin que se modi
quen demasiado las perturbaciones
Tambin se puede tomar un horizonte de control mayor por ejemploNu   en teora
se consigue con ello un control ms agresivo se debera poder conseguir que las variables de
salida alcancen las referencias ms rapidamente que con Nu   En la prctica se observa
que los accionadores estn trabajando cerca de sus lmites de saturacin por tanto no
es de esperar una mejora espectacular en el control si se aumenta el horizonte de control
provocando en cambio un aumento de la complejidad del problema de optimizacin Por
 Aplicacin al control climtico del cultivo bajo invernadero 
tanto se opta por Nu   que ya representa un problema su
cientemente complejo que
justi
ca la utilizacin de un control predictivo con optimizacin heurstica
El optimizador que se utiliza es el Algoritmo Gentico con codi
cacin real con las
siguientes caractersticas
  Operacin de Ranking lineal
  Operador de seleccin Stochastic Universal Sampling
  Operador de cruce Cruce por recombinacin lineal con probabilidad de cruce Pc 
	 y parmetro de recombinacin  se eval	a aleatoriamente para cada uno de los
individuos sometidos al operador
  Operador de mutacin mutacin orientada con probabilidad de mutacin Pm 
	
  NIND  
  Parmetros de los criterios de 
nalizacin MAXGEN   y PRECI  
Con la seleccin de NIND yMAXGEN realizada se consigue un coste computacional
de  evaluaciones de la funcin objetivo Esto asegura la ejecucin en tiempo real
del algoritmo programado en Matlab se consume casi todo el tiempo del periodo de
muestreo A pesar del bajo n	mero de evaluaciones de la funcin objetivo se consigue
una calidad de la solucin su
ciente Es de suponer que si se programa en lenguaje C
para su aplicacin al invernadero los resultados de coste computacional sern mucho
menores
Los resultados que se obtienen se muestran en la 
gura  donde se muestra tambin
el control que se obtiene con los reguladores PID Como se ve el control predictivo consigue
una mayor calidad en el control las variables de salida siguen mejor las referencias y las
acciones de control no son tan bruscas
En estos ensayos los valores de las variables exteriores son reales y corresponden a
los del  de noviembre de  El resto de variables se obtienen por simulacin del
controlador y del proceso todo ello en Matlab
Las funciones a minimizar en cada instante de muestreo son similares a la que se mues
tra en la 
gura  incluso ocasionalmente en algunos instantes de muestreo aparecen
dos mnimo Como se puede observar en la 
gura la funcin no es convexa y por tanto no
es aplicable un algoritmo SQP Si se utiliza como optimizador el algoritmo SQP se tiene
los resultados de la 
gura  donde se ve que no se consigue controlar el proceso







































Figura  Control de temperatura y humedad mediante control predictivo con GA en
verde Control con PI bucle simple en amarillo Referencias en azul































Figura  Funcin objetivo resultante en un problema MBPC del control climtico de un
invernadero para el instante de muestreo 








































Figura  Control de temperatura y humedad mediante control predictivo con SQP en




En este captulo se muestra que la propuesta de estructura de control predictivo basado
en modelos con optimizacin heurstica se puede extender sin demasiadas di
cultades a
sistemas MIMO incluso si se trata de procesos con modelos no lineales
Se muestra tambin un ejemplo de aplicacin sobre un proceso real control climtico
de un invernadero Se justi
ca la utilidad de plantear un control predictivo con optimiza
cin heurstica por la complejidad del modelo no lineal y la presencia de perturbaciones
importantes que di
cultan el control con una estructura ms simple PID con preali
mentaciones para desacoplar Los pasos seguidos en el diseo y validacin del control
predictivo del invernadero han sido
 Modelado del proceso a partir de principios fundamentales
 Validacin del modelo no lineal obtenido con los datos experimentales procedentes
del invernadero real radiacin solar temperaturas interior y exterior humedad
interior y exterior velocidad del viento
 Diseo y validacin de un control con PID con y sin prealimentacin a partir de una
linealizacin del modelo
 Resultados de simulaciones obtenidos del control con PID sobre el modelo no lineal
y con entradas de perturbaciones reales
 Diseo del control de un MBPC con optimizacin heurstica utilizando el modelo
multivariable no lineal
 Resultados de simulacin obtenidos del MBPC con optimizacin heurstica sobre el
modelo no lineal y con entradas de perturbaciones reales
En cuanto a los costes computacionales se seleccionan los parmetros del GA n	mero
de individuos y n	mero mximo de generaciones de forma que se puede aplicar en tiempo
real Se han ajustado de manera que el clculo de cada accin de control sea inferior al
periodo de muestreo Se debe tener en cuenta que las simulaciones se han realizado en
Matlab por lo que es previsible que la versin en lenguaje C para la implementacin
del prototipo todava sea ms rpida

 Captulo  MBPC con optimizacin heurstica en sistemas MIMO
Captulo 
Conclusiones nales y trabajos futuros
En el primer captulo de esta tesis doctoral se ha presentado una revisin de los conceptos
bsicos que intervienen en el control predictivo basado en modelos incluyendo la evolucin
que ha sufrido hasta el momento actual El objetivo era poner de mani
esto alguna de
las posibles vas de investigacin donde aportar alguna contribucin en esta rea Parte
de la experiencia adquirida en este campo que ha servido para redactar el captulo se
ha reejado en las siguientes contribuciones como coautor     stas han
permitido adquirir experiencia prctica en la aplicacin de controladores GPC A partir
de este punto se han desarrollado los contenidos del presente trabajo y cuyas conclusiones

nales se detallan a continuacin
 Conclusiones nales
Las principales contribuciones que aporta esta tesis son las siguientes
 Evaluacin del potencial de las tcnicas de optimizacin heurstica Al
goritmos Genticos y Simulated Annealing
Los pasos que se han tenido que seguir para evaluar estas tcnicas son
a Estudio detallado de estas dos tcnicas y sus variantes ms actuales
b Propuesta de con
guraciones adecuadas para la aplicacin en tiempo real bajo
coste computacional y buena calidad En el caso del Simulated Annealing se
plantea una implementacin novedosa ASA en la que se varia la fase de
agitacin trmica consiguiendo mejores prestaciones que los algoritmos clsico
CSA y rpido FSA


 Captulo  Conclusiones nales y trabajos futuros
c Evaluacin comparativa de las implementaciones que se consideran ms aptas
para su aplicacin a un entorno de control predictivo en tiempo real Se com
paran adems con las prestaciones obtenidas por dos algoritmos usuales SQP
y QN
El algoritmo que se per
la como el candidato ms adecuado es el GA con
codi
cacin real
d Se propone una metodologa para el ajuste de los parmetros de un GA con
codi
cacin real
 Propuesta de una estructura exible de control predictivo basado en mo
delos que permita la incorporacin de modelos no lineales funciones de
coste alternativas y varios tipos de optimizadores El captulo cuatro se
centra bsicamente en este aspecto Parte de estos resultados tambin se pueden
encontrar en las contribuciones   
Los pasos que se han tenido que seguir son
a Plantear una estructura en la que todos los elementos del MBPC predictor
funcin de coste y optimizador sean totalmente independientes
b Adecuar las tcnicas de optimizacin heurstica GA y SA al problema de opti
mizacin del control predictivo
c Validar la propuesta replicando los resultados de un GPC convencional
 Propuesta y validacin de las alternativas que aparecen con la utilizacin
de la nueva propuesta de controlador predictivo basado en modelos con
optimizacin heurstica
a Grado de libertad adicional que se obtiene mediante unas redistribuciones
alternativas de las acciones de control a lo largo del horizonte de prediccin
Este aspecto tambin se ha publicado en 
b Posibilidad de utilizar ndices de coste alternativos al cuadrtico Se abre la
puerta a la utilizacin de cualquier tipo de ndice alternativo para mejorar las
prestaciones del controlador
c Incremento de las prestaciones del controlador mediante la incorporacin de
no linealidades bruscas en el modelo saturaciones zonas muertas backlash e
histresis Parte de estos resultados se han publicado en  
d Incremento de las prestaciones por la utilizacin de modelos no lineales repre
sentados en espacio de estado Parte de estos resultados se han publicado en
 
e Inclusin de restricciones de las variables de salida
 Trabajos futuros 
	
 Extensin de la estructura de control predictivo basado en modelos con
optimizacin heurstica a procesos MIMO no lineales Esta extensin se
obtiene de forma natural a partir del mtodo desarrollado para procesos SISO
 Aplicacin y validacin del control predictivo basado en modelos con
Algoritmos Genticos en un proceso real Control climtico de un inver
nadero Se trata del control de un proceso MIMO no lineal Se aporta un modelo
del clima de un invernadero adems de mostrar las mejoras de este control frente al
que se obtiene con PID y prealimentaciones
La aplicacin de la estructura propuesta de control predictivo pero con un algoritmo
de Simulated Annealing para este proceso se muestra en las contribuciones  
 Trabajos futuros
Tras la redaccin del presente documento y a la vista de los aspectos que han quedado
por cubrir se plantean los posibles trabajos futuros
 Implementacin en C de los algoritmos estudiados utilizando las rutinas NAG Ob
tener algoritmos e
cientes para poder aplicar el MBPC con optimizacin heurstica
a procesos industriales Implementacin del MBPC con optimizacin heurstica en
el control climtico de un cultivo de rosas en invernadero
 Aprovechando la experiencia conseguida con los GA con codi
cacin real obtener
unas reglas de ajuste de los parmetros del algoritmo ASA propuesto para facilitar
su aplicacin al control predictivo
 Evaluar las posibles ventajas de utilizar un GA con codi
cacin binaria frente a la
codi
cacin real puesto que las acciones de control son cuanti
cadas por ejemplo
con los conversores DA Esto podra reducir los costes computacionales
 Tratar de reducir los tiempos de clculo del GA
 Utilizacin de otras tcnicas de optimizacin heurstica o combinacin de varias de
ellas para mejorar los costes computacionales Por ejemplo utilizar un GA para
acercarse al ptimo y un SQP para re
nar la solucin
 Investigar nuevas funciones de coste que permitan mejorar el control de manera que
se ajusten mejor a las especi
caciones de los usuarios
 Anlisis de otros modelos de perturbaciones utilizados en sistemas no lineales

 Captulo  Conclusiones nales y trabajos futuros
Apndice A
Validacin para procesos lineales
Este apartado pretende 	nicamente reproducir resultados que ya se han obtenido con un
GPC clsico con el afn de validar la propuesta de MBPC con optimizacin heurstica
En este apartado no se muestran la nuevas prestaciones que se pueden aportar con esta
tcnica
La simulacin es similar a la realizada en  que ha sido tradicionalmente referenciada
en numerosos trabajos Se extiende a lo largo de  periodos de muestreo cambiando
la funcin de transferencia del sistema cada  periodos de muestreo La funciones de
transferencia utilizadas se muestran en la tabla A El modelo del proceso para las
predicciones se obtiene de discretizar el modelo continuo con un retenedor de orden cero
y un periodo de muestreo de  segundo
La seal de referencia se repite cada  periodos de muestreo empieza en un valor de
 durante  instantes de muestreo  los siguientes  instantes vuelve a  durante
 instantes y 
nalmente toma un valor nulo en los 	ltimos  instantes de muestreo
Los parmetros asignados son N    N  	 Nu   j  	 para la primera
simulacin 
gura A y los mismos parmetros salvo Nu   para la segunda simulacin

gura A La tcnica de optimizacin consiste en un algoritmo gentico con codi
cacin
binaria se podra haber utilizado cualquiera de las tcnicas de optimizacin heurstica
descritas obtienindose resultados similares con las siguientes caractersticas
   bits por parmetro Longitud del cromosoma para Nu   es de L   bits y
de L   bits para Nu  
  N	mero de individuos por generacin  para Nu   y  para Nu  
  N	mero mximo de generaciones criterio de 
nalizacin del algoritmo 


 Apndice A Validacin para procesos lineales
N	mero Proceso Modelo




































Tabla A Funciones de transferencia de los procesos y sus modelos discretos
  Rango del espacio de b	squeda se ajusta de manera que no se llegue a la saturacin
Para Nu    		 		 y para Nu    		 	
  Seleccin mediante Stochastic Universal Sampling
  Cruce por punto simple Pc  	
  Mutacin aleatoria con Pm  	L


























Figura A Controlador GPC con optimizacin heurstica
 Nu  
 Apndice A Validacin para procesos lineales


























Figura A Controlador GPC con optimizacin heurstica









Tabla A Referencia aplicada en la simulacin
Los resultados que se obtienen coinciden con los presentados en  En estas simu
laciones se ha ajustado el polinomio T z     Para validar el comportamiento de
la propuesta GPC con optimizacin heurstica con polinomios de diferentes valores se
plantean las siguientes simulaciones
El modelo continuo del proceso es
Gs 
e s
	s  s  
Para obtener los modelos discretos para las predicciones polinomios Az   y Bz  
se discretiza el modelo continuo con un retenedor de orden cero y un periodo de muestreo
de  segundo Como proceso se utiliza la misma discretizacin Apz    Az   y
Bpz
    Bz   La referencia que se aplica se describe en la tabla A
Las perturbaciones dt que se aplican son de dos tipos generalmente denominadas
dcu y dcy y no aparecen en el modelo que se utiliza para las predicciones ver expresin










Los instantes en los que se aplican estas perturbaciones y su valor se muestran en la
tabla A
Los parmetros del GPC son en todas las simulaciones N    N  	 y Nu  
Se han desarrollado tres simulaciones con distintos polinomios T z  
 Apndice A Validacin para procesos lineales
Instantes Tipo de Valor de la
de muestreo perturbacin perturbacin
 dcu &
 dcy &
 dcy Valor aleatorio
entre  
 dcu 
Tabla A Perturbaciones en la simulacin
  Sim Polinomio T z     Esta simulacin presentara los mismos resultados que
con el GPC clsico
  Sim Polinomio T z     	z   Aplica un 
ltrado sobre las perturbaciones
  Sim Polinomio T z    z   Filtrado ms desfavorable para una perturbacin
constante puesto que se cancela el factor del modelo de perturbaciones y por tanto
el controlador tiene di
cultades para ajustar correctamente el rgimen permanente
Se obtienen los mismos resultados que con un GPC analtico ver 
En todos los resultados anteriores se comprueba que la estructura propuesta es to
talmente equivalente a un GPC convencional Se llega a la conclusin de que es posible
utilizar una tcnica de optimizacin heurstica para obtener resultados equivalentes a los
del GPC pero evidentemente la propuesta no es computacionalmente competitiva frente
al coste del GPC En cualquier caso con los ensayos realizados slo se pretenda una
validacin para posteriormente mostrar las ventajas que puede aportar Como ya se ha
comentado la propuesta abre el campo a
  Otros tipos de modelos
  Otros tipos de ndices
  Inclusin de restricciones de forma natural
A cambio el precio que se paga es el incremento del coste computacional que puede
invalidar su aplicacin en algunos procesos




























Figura A Sim Simulacin con T z    
 Apndice A Validacin para procesos lineales


























Figura A Sim Simulacin con T z     	z  
	
























Figura A Sim Simulacin con T z     z  




 Apndice B Funciones de test
F Funcin Modelo Esf
rico



















Figura B Funcin de test F
















Figura B Funcin de test F Vista superior
	 Apndice B Funciones de test
F Funcin de Rosenbrok Generalizada
fx  x  		x  x   x   












Figura B Funcin de test F
















Figura B Funcin de test F Vista superior
	 Apndice B Funciones de test
F Funcin Paso
fx  x      bx c bxc
Espacio de b	squeda   xi   i   













Figura B Funcin de test F
Es una funcin con in
nitos ptimos globales pues se trata de una zona ocurre lo
mismo con los ptimos locales la di
















Figura B Funcin de test F Vista superior
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b  b  b  b  b 
  u   u 	  u   u   u

cj  fa j aj
Espacio de b	squeda   xi   i   
















Figura B Funcin de test F
		








Figura B Funcin de test F Vista superior
Es una funcin con un 	nico mnimo global y m	ltiples minimos locales Todos los
mnimos se encuentran en depresiones muy pronunciadas En de
nitiva se trata de una
funcin relativamente plana que cae bruscamente a unos mnimos
	 Apndice B Funciones de test
F Funcion de Rastrigin Generalizada
fx  x    	  x  	 cos  x   x  	 cos  x
Espacio de b	squeda   xi   i   











Figura B Funcin de test F
Esta funcin presenta una forma acanalada y en cada uno de estos canales se encuentra
un mnimo todos locales excepto uno que es el mnimo global Este tipo de funcin
presenta problemas para los algoritmos que se utilizan el gradiente pues estos algoritmos
tienen problemas para salir de un canal para saltar a otro
	












Figura B Funcin de test F Vista superior
	 Apndice B Funciones de test
F Funcin de Schwefel
fx  x  x   sin
p
jx j x  sin
p
jxj
Espacio de b	squeda 		  xi  		 i   










Figura B Funcin de test F
Esta funcin presenta m	ltiple mnimos con la particularidad de que existe dos mni
mos locales muy similar en valor al mnimo global pero muy alejado del mismo puntos
	 	 y 		
	












Figura B Funcin de test F Vista superior
 Apndice B Funciones de test




 x   x cosx   cos xp

  
Espacio de b	squeda 		  xi  		 i   











Figura B Funcin de test F
Funcin numerosos mnimos locales muy cercanos unos de otros
 












Figura B Funcin de test F Vista superior
 Apndice B Funciones de test
Apndice C
Tablas de resultados de la evaluacin
de un GA con codicacin real
La 
gura C muestra un ejemplo utilizacin de las tablas En este ejemplo el rango de
individuos que consiguen una solucin con una precisin Ejjx  xojj   es  	 	
dentro de este rango cumple con el criterio de convergencia Fc  	 el rango  	 	
Asociada con la informacin de esta tabla  la tabla  muestra el coste para los limites de
cada rango NINDmin y NINDmax y el coste medio del rango en miles de evaluaciones
de la funcin objetivo
Figura C Utilizacin de las tabla ejemplo para la funcin F con los valores Pm  	
y Pc  


































































































































































































































































































































































































































































Tabla C Funcin F Para cada Pm y Pc se da el rango de n	mero de individuos





















































































































































































































































































































































































































































































































































































































































































































































Tabla C Funcin F Coste computacional de los rangos mostrados en la tabla C en
miles de evaluaciones de la funcin objetivo Se muestra tambin el valor medio para el
rango























































































































































































































































































































































































































Tabla C Funcin F Para cada Pm y Pc se da el rango de n	mero de individuos





















































































































































































































































































































































































































































































































































































































































































Tabla C Funcin F Coste computacional de los rangos mostrados en la tabla C en
miles de evaluaciones de la funcin objetivo Se muestra tambin el valor medio para el
rango

































































































































































































































































































































































































































































































































Tabla C Funcin F Para cada Pm y Pc se da el rango de n	mero de individuos
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla C Funcin F Coste computacional de los rangos mostrados en la tabla C en
miles de evaluaciones de la funcin objetivo Se muestra tambin el valor medio para el
rango














































































































































































































































































































































































































































































































Tabla C Funcin F Para cada Pm y Pc se da el rango de n	mero de individuos










































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla C Funcin F Coste computacional de los rangos mostrados en la tabla C en
miles de evaluaciones de la funcin objetivo Se muestra tambin el valor medio para el
rango














































































































































































































































































Tabla C Funcin F Para cada Pm y Pc se da el rango de n	mero de individuos






































































































































































































































































































































































































































Tabla C Funcin F Coste computacional de los rangos mostrados en la tabla C
en miles de evaluaciones de la funcin objetivo Se muestra tambin el valor medio para
el rango


























































































































































































































































































Tabla C Funcin F Para cada Pm y Pc se da el rango de n	mero de individuos































































































































































































































































































































































































































Tabla C Funcin F Coste computacional de los rangos mostrados en la tabla C
en miles de evaluaciones de la funcin objetivo Se muestra tambin el valor medio para
el rango
 Apndice C Tablas de evaluacin de un GA con codicacin real
Apndice D
Resultados del control con no
linealidades en los actuadores

 Apndice D Resultados del control con no linealidades en los actuadores
Saturacin en la accin de control






Saturación U −− Proceso G1
0 5 10 15 20 25 30 35 40 45 50
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Figura D Control del proceso G con saturacin en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul







Saturación U −− Proceso G2
0 5 10 15 20 25 30 35 40 45 50
1
u




Figura D Control del proceso G con saturacin en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores






Saturación U −− Proceso G3













Figura D Control del proceso G con saturacin en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 






Saturación U −− Proceso G4













Figura D Control del proceso G con saturacin en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores






Saturación U −− Proceso G5











Figura D Control del proceso G con saturacin en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul








Saturación U −− Proceso G6











Figura D Control del proceso G con saturacin en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores





Saturación U −− Proceso G7











Figura D Control del proceso G con saturacin en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
	
Saturacin del incremento de la accin de control






Saturación DU −− Proceso G1












Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad en el modelo de prediccin ndice cuadrtico y GA en verde

ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores






Saturación DU (2) −− Proceso G1













Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad penalizando la funcin de coste ndice cuadrtico y GA en
verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul






Saturación DU −− Proceso G2












Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad en el modelo de prediccin ndice cuadrtico y GA en verde

ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores






Saturación DU (2) −− Proceso G2













Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad penalizando la funcin de coste ndice cuadrtico y GA en
verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul







Saturación DU −− Proceso G3












Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad en el modelo de prediccin ndice cuadrtico y GA en verde

ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores






Saturación DU (2) −− Proceso G3













Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad penalizando la funcin de coste ndice cuadrtico y GA en
verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 






Saturación DU −− Proceso G4












Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad en el modelo de prediccin ndice cuadrtico y GA en verde

ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores






Saturación DU (2) −− Proceso G4













Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad penalizando la funcin de coste ndice cuadrtico y GA en
verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul








Saturación DU −− Proceso G5












Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad en el modelo de prediccin ndice cuadrtico y GA en verde

ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores






Saturación DU (2) −− Proceso G5













Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad penalizando la funcin de coste ndice cuadrtico y GA en
verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
	





Saturación DU −− Proceso G6












Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad en el modelo de prediccin ndice cuadrtico y GA en verde

ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores





Saturación DU (2) −− Proceso G6











Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad penalizando la funcin de coste ndice cuadrtico y GA en
verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul







Saturación DU −− Proceso G7












Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad en el modelo de prediccin ndice cuadrtico y GA en verde

ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
 Apndice D Resultados del control con no linealidades en los actuadores






Saturación DU (2) −− Proceso G7












Figura D Control del proceso G con saturacin del incremento de la accin de control
Inclusin de la no linealidad penalizando la funcin de coste ndice cuadrtico y GA en
verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

Zona Muerta de tipo I






Zona Muerta I −− Proceso G1













Figura D Control del proceso G con zona muerta de tipo I en la accin de control ndice
cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 Apndice D Resultados del control con no linealidades en los actuadores






Zona Muerta I −− Proceso G2













Figura D Control del proceso G con zona muerta de tipo I en la accin de control ndice
cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 






Zona Muerta I −− Proceso G3













Figura D Control del proceso G con zona muerta de tipo I en la accin de control ndice
cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 Apndice D Resultados del control con no linealidades en los actuadores






Zona Muerta I −− Proceso G4












Figura D Control del proceso G con zona muerta de tipo I en la accin de control ndice
cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo










Zona Muerta I −− Proceso G5













Figura D Control del proceso G con zona muerta de tipo I en la accin de control ndice
cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 Apndice D Resultados del control con no linealidades en los actuadores





Zona Muerta I −− Proceso G6













Figura D Control del proceso G con zona muerta de tipo I en la accin de control ndice
cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

	





Zona Muerta I −− Proceso G7











Figura D Control del proceso G con zona muerta de tipo I en la accin de control ndice
cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 Apndice D Resultados del control con no linealidades en los actuadores
Zona Muerta de tipo II






Zona Muerta II −− Proceso G1













Figura D Control del proceso G con zona muerta de tipo II en la accin de control
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo










Zona Muerta II −− Proceso G2













Figura D Control del proceso G con zona muerta de tipo II en la accin de control
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA
en azul

 Apndice D Resultados del control con no linealidades en los actuadores






Zona Muerta II −− Proceso G3













Figura D Control del proceso G con zona muerta de tipo II en la accin de control
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo










Zona Muerta II −− Proceso G4













Figura D Control del proceso G con zona muerta de tipo II en la accin de control
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA
en azul

  Apndice D Resultados del control con no linealidades en los actuadores






Zona Muerta II −− Proceso G5











Figura D Control del proceso G con zona muerta de tipo II en la accin de control
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo










Zona Muerta II −− Proceso G6













Figura D Control del proceso G con zona muerta de tipo II en la accin de control
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA
en azul

  Apndice D Resultados del control con no linealidades en los actuadores






Zona Muerta II −− Proceso G7











Figura D Control del proceso G con zona muerta de tipo II en la accin de control
ndice cuadrtico y GA en verde
 ndice cuadrtico y SQP en rojo












Backlash −− Proceso G1













Figura D Control del proceso G con backlash en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

  Apndice D Resultados del control con no linealidades en los actuadores






Backlash −− Proceso G2













Figura D Control del proceso G con backlash en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 	






Backlash −− Proceso G3













Figura D Control del proceso G con backlash en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

  Apndice D Resultados del control con no linealidades en los actuadores






Backlash −− Proceso G4













Figura D Control del proceso G con backlash en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 






Backlash −− Proceso G5













Figura D Control del proceso G con backlash en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

  Apndice D Resultados del control con no linealidades en los actuadores





Backlash −− Proceso G6













Figura D Control del proceso G con backlash en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 






Backlash −− Proceso G7











Figura D Control del proceso G con backlash en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 Apndice D Resultados del control con no linealidades en los actuadores
Hist
resis






Histeresis −− Proceso G1













Figura D Control del proceso G con histresis en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 






Histeresis −− Proceso G2













Figura D Control del proceso G con histresis en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 Apndice D Resultados del control con no linealidades en los actuadores






Histeresis −− Proceso G3













Figura D Control del proceso G con histresis en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo










Histeresis −− Proceso G4













Figura D Control del proceso G con histresis en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 Apndice D Resultados del control con no linealidades en los actuadores






Histeresis −− Proceso G5











Figura D Control del proceso G con histresis en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

	






Histeresis −− Proceso G6













Figura D Control del proceso G con histresis en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul

 Apndice D Resultados del control con no linealidades en los actuadores






Histeresis −− Proceso G7











Figura D Control del proceso G con histresis en la accin de control ndice cuadrtico
y GA en verde
 ndice cuadrtico y SQP en rojo
 ndice modular y GA en azul
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