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UNIVERSAL CURVATURE IDENTITIES III
P. GILKEY, J.H. PARK, AND K. SEKIGAWA
Abstract. We examine universal curvature identities for pseudo-Riemannian
manifolds with boundary. We determine the Euler-Lagrange equations associ-
ated to the Chern-Gauss-Bonnet formula and show that they are given solely
in terms of curvature and the second fundamental form and do not involve
covariant derivatives thus generalizing a conjecture of Berger to this context.
MSC 2010: 53B20.
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1. Introduction
The study of curvature is central to modern differential geometry and mathe-
matical physics. Properties of the curvature operator have been examined by many
authors – see, for example, the discussion in [4, 12]. Eta Einstein geometry has
been investigated [10, 24]. Curvature plays an important role in spectral geometry
– see, for example, [2]. The Lorentzian and higher signature settings are of special
importance [7, 23].
The Gauss Bonnet theorem has many physical applications as are the associated
Euler Lagrange Equations (see, for example, [5, 18, 25]). This paper deals with
universal curvature identities arising from the Euler-Lagrange equations for the
Chern-Gauss-Bonnet theorem for manifolds with boundary. In Section 1.1 and in
Section 1.2, we discuss the Gauss-Bonnet theorem for closed pseudo-Riemannian
manifolds, present the associated Euler-Lagrange equations, and discuss some of
the historical context of the problem that we shall be considering. In Section 1.3,
we recall the Gauss-Bonnet theorem for manifolds with boundary; we shall always
assume the restriction of the pseudo-Riemannian metric to the boundary to be
non-degenerate. In Section 1.4, we state Theorem 1.4 – this is the first result of
the paper. It gives the associated Euler-Lagrange equations for the Gauss-Bonnet
integrand for manifolds with boundary.
The remainder of the paper is devoted to the proof of Theorem 1.4. Section 2
treats basic invariance theory; the question of universal curvature identities is cen-
tral. In Theorem 2.3, we shall summarize previous results concerning universal
curvature identities in the scalar case (both in the interior and on the boundary)
and in the symmetric 2-tensor case in the interior. Theorem 2.4 is the second main
result of this paper. In it, we extend the results of Theorem 2.3 to discuss universal
curvature identities for symmetric 2-tensors defined by the geometry of the embed-
ding ∂M ⊂M . There is a technical fact we shall need in the proof of Theorem 2.4
that we postpone until Section 4 to avoid breaking the flow of the discussion. In
Section 3, we use Theorem 2.4 to complete the proof of Theorem 1.4.
Section 4 provides the technical results which are central to the discussion.
Rather than using H. Weyl’s theory of invariants [26] to treat the universal curva-
ture identities which arise in Theorem 1.4, we have chosen to adopt the approach
of [13] which was originally used to give a heat equation proof of the Gauss-Bonnet
theorem. This seemed easier rather than having to introduce an additional compli-
cated formalism to use results of [26].
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1.1. The Gauss-Bonnet Theorem for closed manifolds. Let (M, g) be a com-
pact pseudo-Riemannian manifold of signature (p, q) and dimension m = p+q with
smooth boundary ∂M ; if the signature is indefinite, we assume the restriction of
the metric to the boundary to be non-degenerate. Let dxg be the Riemannian ele-
ment of volume. Let ~e := {e1, ..., em} be a local orthonormal frame for the tangent
bundle of M . Set
ε
j1...jn
i1...in
= ε(g, ~e )j1...jni1...in := g(e
i1 ∧ ... ∧ ein , ej1 ∧ ... ∧ ejn)
= det
(
g(eiµ , ejν )
)
= ±1 .
(1.a)
Clearly this vanishes if the indices are not distinct and thus, in particular, is zero
if n > m. We adopt the Einstein convention and sum over repeated indices. Let
Rijkl = R(g, ~e )ijkl denote components of the curvature tensor of the Levi-Civita
connection ∇g relative to the local orthonormal frame ~e. If n = 2n¯ is even, define
the Euler form or the Pffaffian E
(p,q)
m,n = E
(p,q)
m,n (g) by setting:
E(p,q)m,n :=
Ri1i2j2j1 ...Rin−1injnjn−1
(8π)
n¯
n¯!
εi1...inj1...jn . (1.b)
This is independent of the choice of the local orthonormal frame field ~e. We set
E
(p,q)
m,n = 0 if n is odd. Let χ(M) be the Euler-Poincare´ characteristic. The gener-
alized Gauss-Bonnet theorem [1, 8, 9] states:
Theorem 1.1. Let (M, g) be a closed pseudo-Riemannian manifold of signature
(p, q) and dimension m = p+ q. Then
χ(M) =
∫
M
E(p,q)m,m(g)dxg .
We note that χ(M) = 0 in this setting if m is odd and it was for that reason we
set E
(p,q)
m,n = 0 if n was odd. If p or q is odd, then χ(M) = 0 even though E
(p,q)
m,m (g)
need not vanish locally in this setting.
1.2. The Euler-Lagrange Equations for manifolds without boundary. We
examine these formulas in dimensions m > n. Let h be a symmetric 2-cotensor.
We consider the variation of the metric gt := g+ th; this is a non-degenerate metric
of signature (p, q) for small t. We integrate by parts to express:
∂t
{∫
M
E(p,q)m,n (gt)dxgt
}∣∣∣∣
t=0
=
∫
M
hijQ
(p,q),2
m,n,ij(g)dxg .
Here Q
(p,q),2
m,n,ij = Q
(p,q),2
m,n,ij(g) is a canonically defined symmetric 2-tensor field. Since
E
(p,q)
m,n = 0 for m < n or for n odd, we set Q
(p,q),2
m,n,ij = 0 in these cases. Furthermore,
Theorem 1.1 shows Q
(p,q),2
m,n,ij = 0 if m = n. Thus only the case m > n and n even is
relevant.
In the Riemannian setting, Berger [3] conjectured thatQ
(p,q),2
m,n,ij could be expressed
only in terms of curvature; the higher covariant derivatives did not enter. This was
subsequently verified by Kuz’mina [19] and Labbi [20, 21, 22]. Set E
(p,q),2
m,n = 0 if n
is odd. If n = 2n¯ is even, define E
(p,q),2
m,n,ij = E
(p,q),2
m,n,ij (g) by setting:
E
(p,q),2
m,n,ij :=
Ri1i2j2j1 ...Rin−1injnjn−1
(8π)
n¯
n¯!
εii1...injj1...jn . (1.c)
This symmetric 2-tensor valued function is independent of the choice of ~e. One
then has [16, 17]:
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Theorem 1.2. If M is a closed pseudo-Riemannian manifold of signature (p, q)
and dimension m = p+ q > n, then:
∂t
{∫
M
E(p,q)m,n (gt)dxgt
}∣∣∣∣
t=0
=
1
2
∫
M
hijE
(p,q),2
m,n,ij (g)dxg .
1.3. The Gauss-Bonnet Theorem for manifolds with boundary. There are
boundary correction terms which appear if ∂M is non-empty. We assume the
restriction of the pseudo-Riemannian metric g to the boundary is non-degenerate.
Normalize the choice of ~e near ∂M so that e1 is the inward pointing unit geodesic
vector field. Let indices {a, b} range from 2 through m and index the induced
orthonormal frame for the tangent bundle of the boundary. Let ∇ denote the
Levi-Civita connection. Let Lab := L(g, ~e )ab give the components of the second
fundamental form:
Lab := g(∇eaeb, e1) .
The parity of n plays no role. For 0 ≤ 2ν ≤ n− 1, set:
F
(p,q),∂M
m,n−1,ν :=
Ra1a2b2b1 ...Ra2ν−1a2νb2νb2ν−1La2ν+1b2ν+1 ...Lan−1bn−1
(8π)
ν
ν! Vol(Sn−1−2ν)(n− 1− 2ν)!
εb1...bn−1a1...an−1,
F
(p,q),∂M
m,n−1 :=
∑
ν
F
(p,q),∂M
m,n−1,ν . (1.d)
The scalar functions {F
(p,q),∂M
m,n−1 , F
(p,q),∂M
m,n−1,ν } are independent of the choice of the
local orthonormal frame ~e. Theorem 1.1 generalizes to this setting to yield:
Theorem 1.3. Let (M, g) be a compact pseudo-Riemannian manifold of signature
(p, q) and of dimension m = p + q. Assume the restriction of the metric to the
boundary is non-degenerate. Then
χ(M) =
∫
M
E(p,q)m,m(g)dxg +
∫
∂M
F
(p,q),∂M
m,m−1 (g)dyg .
1.4. The Euler-Lagrange Equations for manifolds with boundary. Assume
the restriction of the pseudo-Riemannian metric to the boundary is non-degenerate.
For 0 ≤ 2ν ≤ n− 1, define:
F
(p,q),2,∂M
m,n−1,ν,ab :=
Ra1a2b2b1 ...Ra2ν−1a2νb2νb2ν−1La2ν+1b2ν+1 ..Lan−1bn−1
(8π)νν! Vol(Sn−1−2ν)(n− 1− 2ν)!
ε
aa1...an−1
bb1...bn−1
,
F
(p,q),2,∂M
m,n−1,ab :=
∑
ν
F
(p,q),2,∂M
m,n−1,ν,ab . (1.e)
These symmetric 2-tensor valued functions on the boundary are independent of the
choice of the local orthonormal frame ~e. The first main new result of this paper is
to generalize Theorem 1.2 to the case of manifolds with boundary; the remainder
of this paper is devoted to the proof of the following result:
Theorem 1.4. Let M be a compact pseudo-Riemannian manifold with boundary
of dimension m ≥ n + 1. Assume the restriction of the metric to the boundary is
non-degenerate. Then:
∂t
{∫
M
E(p,q)m,n (gt)dxgt +
∫
∂M
F
(p,q),∂M
m,n−1 (gt)dygt
}∣∣∣∣
t=0
=
1
2
∫
M
hijE
(p,q),2
m,n,ij (g)dxg +
1
2
∫
∂M
habF
(p,q),2,∂M
m,n−1,ab (g)dyg .
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2. Invariance theory
Section 2 is devoted to the discussion of invariance theory. We begin in Sec-
tion 2.1 with a discussion of local formulas; this is central to the matter at hand.
In Section 2.2, we introduce the spaces of invariants with which we shall be work-
ing. We shall be dealing with formal expressions in the covariant derivatives of
the curvature tensor (and also the tangential covariant derivatives of the second
fundamental form when considering the boundary geometry) which are invariant
under the action of the orthogonal group (and thus independent of the choice of lo-
cal orthonormal frame ~e) and which are either scalar valued or symmetric 2-tensor
valued. They are universally defined by contractions of indices. In Section 2.3,
we give various examples of scalar and symmetric 2-tensor valued invariants both
in the interior and on the boundary. We also begin the discussion of universal
curvature identities. In Section 2.4, we introduce the restriction map. An expres-
sion which is non-zero in dimension m may vanish when restricted to dimension
m − 1 and thus becomes a universal curvature identity in dimension m − 1. We
give both a geometric definition and then subsequently an algebraic definition of
the restriction map. We analyze in Theorem 2.3 the kernel of the restriction map
in certain contexts. Section 2.5 treats symmetric 2-tensor valued invariants on the
boundary and contains, in Theorem 2.4, the second main result of this paper which
is of independent interest.
2.1. Local formulas. It is worth saying a bit about the general framework in
which we shall be working. We first consider invariants defined on the interior of
a pseudo-Riemannian manifold (M, g). Let X = (x1, ..., xm) be a system of local
coordinates on M . Let α be a multi-index. We introduce formal variables
gij := g(∂xi , ∂xj ) and gij/α := d
α
xgij
for the derivatives of the metric. We consider expressions P = P (gij , gij/α) which
are polynomial in the variables {gij/α}|α|>0 with coefficients which depend smoothly
on the {gij} variables. Given a system of local coordinates X and a point P , we
can evaluate P (g,X); we say P is invariant if this evaluation is independent of
the particular coordinate system chosen and depends only on the point of the
manifold and on the metric g. We introduce special notation for the first and
second derivatives of the metric setting:
gij/k := ∂xkgij and gij/kl := ∂xk∂xlgij .
If we take geodesic polar coordinates centered at a point x0 of M , then we have
gij(g,X)(x0) = ±δij and gij/k(g,X)(x0) = 0 .
Furthermore, all the higher derivatives of the metric at x0 can be evaluated in terms
of the components of the covariant derivatives of the curvature tensor at x0. Thus
we can equally well regard P = P (gij , Rijkl, Rijkl;n, ...). This reduces the structure
group from the group of germs of diffeomorphisms to the orthogonal group; the
first theorem of orthogonal invariants of H. Weyl [26] then can be used to show
all invariants arise from contracting indices. Conversely, of course, we can recover
the original formalism by expressing the curvature and its covariant derivatives in
terms of the derivatives of the metric. These are two equivalent points of view and
both will play a role in what follows. But what is important is that we are thinking
of P as a local formula which can be evaluated on a metric and at a point.
2.2. Spaces of invariants. We say that the curvature Rijkl is of degree 2 since it
is linear in the 2-jets of the metric and quadratic in the 1-jets of the metric. The
second fundamental form is of degree 1. Each covariant derivative increases the
degree by 1. We define the spaces with which we shall be working as follows:
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Definition 2.1.
(1) Let I
(p,q)
m,n be the space of invariants of degree n that are scalar valued
and that are defined in the category of all pseudo-Riemannian manifolds of
signature (p, q) and of dimension m = p+ q.
(2) Let I
(p,q),2
m,n be the space of invariants of degree n which are symmetric 2-
tensor valued and that are defined in the category of all pseudo-Riemannian
manifolds of signature (p, q) and of dimension m = p+ q.
(3) Let I
(p,q),∂M
m,n be the space of invariants of degree n that are scalar valued
and that are defined on the boundary which are defined in the category
of all pseudo-Riemannian manifolds of signature (p, q) and of dimension
m = p+ q.
(4) Let I
(p,q),2,∂M
m,n be the space of invariants of degree n that are symmet-
ric 2-tensor valued and defined on the boundary and that are defined in
the category of all pseudo-Riemannian manifolds of signature (p, q) and of
dimension m = p+ q.
By H. Weyl’s first theorem of invariants, all invariants arise from contraction of
indices. For example, we have (see, for example, [14]):
Lemma 2.1. If the metric is positive definite, then:
(1) I
(0,m)
m,0 = Span {1}.
(2) I
(0,m)
m,2 = Span {Rijji}.
(3) I
(0,m)
m,4 = Span {Rijji;kk , RijjiRkllk , RijjkRillk, RijklRijkl}.
(4) I
(0,m)
m,6 = Span {Rijji;kkll , Rijji;kRlnnl;k, Raija;kRbijb;k , Rajka;nRbjnb;k,
Rijkl;nRijkl;n, RijjiRkllk;nn, RajkaRbjkb;nn, RajkaRbjnb;kn,
RijklRijkl;nn, RijjiRkllkRabba, RijjiRajkaRbjkb, RijjiRabcdRabcd,
RajkaRbjnbRcknc, RaijaRbklbRikjl, RajkaRjnliRknli, RijknRijlpRknlp,
RijknRilkpRjlnp}.
Remark 2.1. In the indefinite setting, we must take more care with raising and
lowering indices and there is a slight additional bit of technical fuss. If {ei} is an
orthonormal basis, let ξi := g(ei, ei) = ±1. We must then, for example, replace
Assertions (1)-(3) of Lemma 2.1 by:
I
(p,q)
m,0 = Span{1}, I
(p,q)
m,2 = Span{
∑
ij ξiξjRijji},
I
(p,q)
m,4 = Span{
∑
ijk ξiξjξkRijji;kk ,
∑
ijkl ξiξjξkξlRijjiRkllk ,∑
ijkl ξiξjξkξlRijjkRillk,
∑
ijkl ξiξjξkξlRijklRijkl} .
If η1 and η2 are covectors, define the symmetric product η1 ◦ η2 by setting:
η1 ◦ η2 =
1
2 (η1 ⊗ η2 + η2 ⊗ η1) .
The metric takes the form g = ei ◦ei; the map P → P ·g embeds I
(p,q)
m,n into I
(p,q),2
m,n .
Lemma 2.1 generalizes to be [16]:
Lemma 2.2. If the metric is positive definite, then:
(1) I
(0,m),2
m,0 = Span
{
ek ◦ ek
}
.
(2) I
(0,m),2
m,2 = Span
{
Rijjie
k ◦ ek, Rijkie
j ◦ ek
}
.
(3) I
(0,m),2
m,4 = Span
{
Rijji;kke
l ◦ el , Rkjjl;iie
k ◦ el, Rijji;kle
k ◦ el,
RijjiRkllke
n◦en, RijkiRljkle
n◦en, RijklRijkle
n◦en, RijjiRklnke
l◦en,
RikliRjknje
l ◦ en, RijklRijkne
l ◦ en, RlijnRkijke
l ◦ en
}
.
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Near the boundary, we normalized the local orthonormal frame so that e1 is the
inward unit geodesic normal vector field. Let indices {a, b} range from 2 through
m and index the induced orthonormal frame {e2, ..., em} for the tangent bundle of
the boundary. Let “:” denote multiple covariant differentiation with respect to the
Levi-Civita connection of the boundary. We have [6]:
Lemma 2.3. If the metric is positive definite, then:
(1) I
(0,m),∂M
m,0 = Span{1}.
(2) I
(0,m),∂M
m,1 = Span{Laa}.
(3) I
(0,m),∂M
m,2 = Span{Rabba, Ra11a, LaaLbb, LabLab}.
(4) I
(0,m),∂M
m,3 = Span{Ra11a;1, Laa:bb, Lab:ab, RbccbLaa, Ra11aLbb, Ra11bLab,
RabcbLac, LaaLbbLcc, LabLabLcc, LabLbcLac}.
It is not difficult to establish the following result to round out our treatment; we
omit the proof in the interests of brevity since we shall not need it in discussion:
Lemma 2.4. If the metric is positive definite, then:
(1) I
(0,m),2,∂M
m,0 = Span{e
1 ◦ e1, ea ◦ ea}.
(2) I
(0,m),2,∂M
m,1 = Span{Laae
1 ◦ e1, Laae
b ◦ eb, Labe
a ◦ eb}.
(3) I
(0,m),2,∂M
m,2 = Span{Ra11ae
1 ◦ e1, LaaLbbe
1 ◦ e1, LabLabe
1 ◦ e1,
Ra1bae
1 ◦ eb, Lab:ae
1 ◦ eb, Laa:be
1 ◦ eb, Rabbae
c ◦ ec, Ra11ae
b ◦ eb,
LaaLbbe
c ◦ ec, LabLabe
c ◦ ec, Rabcae
b ◦ ec, Ra11be
a ◦ eb, LabLace
b ◦ ec,,
LaaLbce
b ◦ ec}.
(4) I
(0,m),3,∂M
m,3 = Span{Ra1a1;1e
1 ◦ e1, Ra1a1;1e
b ◦ eb, Rb1c1;1e
b ◦ ec,
Rabbc;ae
c ◦ e1, Ra11a;ce
c ◦ e1, Ra11c;ae
c ◦ e1, Laa:bbe
c ◦ ec,
Laa:bbe
1 ◦ e1, Lab:abe
c ◦ ec, Lab:abe
1 ◦ e1, Laa:bce
b ◦ ec, Lab:ace
b ◦ ec,
Lbc:aae
b ◦ ec, RababLcce
d ◦ ed, RabacLbce
d ◦ ed, Ra1a1Lbbe
c ◦ ec,
RababLcce
1 ◦ e1, RabacLbce
1 ◦ e1, Ra1a1Lbbe
1 ◦ e1,
Ra1b1Labe
c ◦ ec, Ra1b1Labe
1 ◦ e1, RababLcde
c ◦ ed, Ra1a1Lcde
c ◦ ed,
RacbdLabe
c ◦ ed, RdbcbLaae
c ◦ ed, Rc1d1Laae
c ◦ ed, Rc1a1Lade
c ◦ ed,
RcbabLade
c ◦ ed, Laa:cLbce
b ◦ e1, Laa:cLbbe
c ◦ e1, Lac:bLabe
c ◦ e1,
Lac:aLbce
b ◦ e1, Lac:aLbbe
c ◦ e1, Lab:cLabe
c ◦ e1, LaaLbbLcce
d ◦ ed
LabLabLcce
d ◦ ed, LabLbcLcae
d ◦ ed, LaaLbbLcce
1 ◦ e1,
LabLabLcce
1 ◦ e1, LabLbcLcae
1 ◦ e1, LaaLbbLcde
c ◦ ed,
LaaLbcLbde
c ◦ dd, LabLabLcde
c ◦ ed, LbcLabLade
c ◦ ed}.
2.3. Universal curvature identities. The invariants of Lemma 2.1 are not lin-
early independent in low dimensions. To simplify matters, we work in the Rie-
mannian context; similar results hold if we introduce the tensor ξ. We have the
following relations in dimensions 1, 3, and 5:
Lemma 2.5. In the Riemannian setting:
(1) If m = 1, then 0 = Rijji.
(2) If m = 3, then 0 = RijjiRkllk − 4RaijaRbijb +RijklRijkl.
(3) If m = 5, then 0 = RijjiRkllkRabba − 12RijjiRaijaRbijb + 3RabbaRijklRijkl
+24RaijaRbklbRjlik + 16RaijaRbjkbRcikc − 24RaijaRjklnRlnik
+2RijklRklanRanij − 8RkaijRinklRjlan.
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Let n be even. If σ is a permutation and if R is the curvature tensor, let
Pn,σ(R) := g
i1i2 · · · gi2n−1i2nRiσ1 iσ2 iσ3 iσ4 · · · Riσ2n−3 iσ2n−2 iσ2n−1 iσ2n .
If C = {Cσ} is a collection of constants, let:
Pn,C :=
∑
σ∈Perm(4ℓ)
cσPn,σ .
Let (p, q) be arbitrary. H. Weyl’s first theorem of invariants, when applied to the
curvature tensor, yields that if P ∈ I
(p,q)
m,n is a scalar invariant of the curvature
tensor of degree n which does not involve the covariant derivatives of the curvature
tensor, then P = Pn,C for some C; if P 6= 0, necessarily n is even. Similar expressions
appear if the covariant derivatives of R are involved; the notation becomes more
complicated and as we shall not in any event need such expressions, we omit details
in the interests of brevity.
We say that Pn,C is a universal curvature identity in signature (p, q) if Pn,C
vanishes for all pseudo-Riemannian metrics of signature (p, q). The following is a
useful observation [17]; it shows only the dimension is relevant.
Theorem 2.2. If Pn,C is a universal scalar curvature identity in the curvature
tensor in signature (p, q), then Pn,C is a universal scalar curvature in any other
signature (p˜, q˜) if p+ q = p˜+ q˜.
Remark 2.2. A similar assertion holds for elements of I
(p,q),2
m,n . If we consider poly-
nomials in {L,R}, a similar assertion holds for elements of I
(p,q),∂M
m,n and I
(p,q),2,∂M
m,n .
In the discussion of [17], we first passed to the algebraic setting and then used an-
alytic continuation. The reason to avoid dealing with the covariant derivatives of
the curvature tensor was the relation
Rijkl;uv −Rijkl;vu
= RuviwRwjkl +RuvjwRiwkl +RuvkwRijwl +RuvlwRijkw .
This is quadratic in the curvature. Thus the space of possible tensors is not a linear
space. As we shall not need Theorem 2.2, we shall omit the proof and present it
simply for the sake of completeness.
There are trivial identities that arise from the curvature symmetries
Rijkl = −Rjikl = Rklij and Rijkl +Rjkil +Rkijl = 0 . (2.a)
Thus, for example, Rijji+Rijij = 0 is a universal curvature identity; this expression
defines the zero local formula. The identities of Lemma 2.5 do not arise in this
fashion; they are dimension specific. These local formulas are zero in dimensions
{1, 3, 5} but are non-zero in dimensions {2, 4, 6}, respectively.
2.4. The restriction map. We introduce some additional notation to describe
universal curvature identities which are dimension specific. Fix a signature (p, q).
Let P ∈ I
(p,q)
m,n . Set s−(p, q) = (p − 1, q) and s+(p, q) = (p, q − 1). If p = 0, then
set r−(P ) = 0 and if q = 0, then set r+(P ) = 0 since there are no manifolds of this
signature. Otherwise, let (Nm−1± , gN) be an m− 1 dimensional pseudo-Riemannian
manifold of signature s±(p, q). Define r±(P ) ∈ I
s±(p,q)
m−1,n by setting:
r±(P )(N
m−1, gN)(x) = P (N
m−1 × S1, gN ± dθ
2)(x, θ) .
The particular angle θ ∈ S1 is irrelevant as S1 is a homogeneous space. This yields
an invariant in dimension m− 1 of the appropriate signature and defines maps:
r− : I
(p,q)
m,n → I
(p−1,q)
m−1,n and r+ : I
(p,q)
m,n → I
(p,q−1)
m−1,n .
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We use a similar construction to define
r− : I
(p,q),2
m,n → I
(p−1,q),2
m−1,n , r+ : I
(p,q),2
m,n → I
(p,q−1),2
m−1,n ,
r− : I
(p,q),∂M
m,n → I
(p−1,q),∂M
m−1,n , r+ : I
(p,q),∂M
m,n → I
(p,q−1),∂M
m−1,n ,
r− : I
(p,q),2,∂M
m,n → I
(p−1,q),2,∂M
m−1,n , r+ : I
(p,q),2,∂M
m,n → I
(p,q−1),2,∂M
m−1,n .
We emphasize that if p = 0, then r− = 0 and if q = 0, then r+ = 0 since there are
no manifolds of the indicated signature.
Elements of I
(p,q)
m,n are defined by summations that range from 1 to m; the corre-
sponding elements of I
(p,q)
m−1,n are defined by restricting the range of the summation.
For example:
τm =
m∑
i,j=1
Rijji and τm−1 =
m−1∑
i,j=1
Rijji.
Thus r(τm) = τm−1 since the form of the invariant is the same. The scalar curvature
is universal in this sense - it is invariant under restriction. Furthermore, it is
now clear that the restriction of a universal curvature identity in dimension m
generates a corresponding universal curvature identity in dimension m − 1. One
has [13, 15, 17]:
Theorem 2.3. Adopt the notation established above.
(1) If n < m, then ker{r+} ∩ ker{r−} ∩ I
(p,q)
m,n = {0}.
(2) If m is odd, then I
(p,q)
m,m = {0}. If m is even, then the invariant {E
(p,q)
m,m} of
Equation (1.b) is a basis for ker{r+} ∩ ker{r−} ∩ I
(p,q)
m,m .
(3) If n < m− 1, then ker{r+} ∩ ker{r−} ∩ I
(p,q),2
m,n = {0}.
(4) If m is even, then I
(p,q),2
m,m−1 = {0}. If m is odd, then the invariant {E
(p,q),2
m,m−1}
of Equation (1.c) is a basis for ker{r+} ∩ ker{r−} ∩ I
(p,q),2
m,m−1.
(5) If n < m− 1, then ker{r+} ∩ ker{r−} ∩ I
(p,q),∂M
m,n = {0}.
(6) The invariants {F
(p,q),∂M
m,m−1,ν} of Equation (1.d) for 0 ≤ 2ν ≤ m − 1 are a
basis for ker{r+} ∩ ker{r−} ∩ I
(p,q),∂M
m,m−1 .
2.5. Symmetric 2-tensor valued invariants on the boundary. The following
result provides a characterization of the invariants {F
(p,q),2,∂M
m,n,ν } which appear in
Theorem 1.4. It is the appropriate extension of Theorem 2.3 to this setting and is
the second main result of this paper:
Theorem 2.4. Adopt the notation established above.
(1) If n < m− 2, then ker{r+} ∩ ker{r−} ∩ I
(p,q),2,∂M
m,n = {0}.
(2) The invariants {F
(p,q),2,∂M
m,m−2,ν } of Equation (1.e) for 0 ≤ 2ν ≤ m − 2 are a
basis for ker{r+} ∩ ker{r−} ∩ I
(p,q),2,∂M
m,m−2 .
Proof. Let 0 6= P ∈ I
(p,q),2,∂M
m,n , i.e. P defines a non-zero local formula of degree n
on the boundary in signature (p, q). Express P as a polynomial in the derivatives
of the metric. Fix a point Y ∈ ∂M . Recall that e1 is the inward pointing geodesic
normal vector field. Choose geodesic polar coordinates (x2, ..., xm) on the boundary
centered at Y and then use the exponential map
~x→ exp(x2,...,xm)(x1e1(x2, ..., xm))
to define coordinates (x1, ..., xm) near Y . Let ei := ∂xi(Y ); we choose the coor-
dinates on the boundary so that these form an orthonormal basis for TYM for
1 ≤ i ≤ m and the ei for 2 ≤ i ≤ m form an orthonormal basis for TY (∂M). We
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normalize the orthonormal basis so that the indices {e2, ..., eq˜} are timelike and the
indices {eq˜+1, ..., em} are spacelike; here (p˜, q˜) = (p − 1, q) if the normal vector e1
is timelike and (p˜, q˜) = (p, q− 1) if the normal vector e1 is spacelike. We then have
the relations:
g1a ≡ 0, gab(Y ) = ±δab, gab/c(Y ) = 0, gab/1(Y ) = Lab .
Let P = Pije
i ◦ ej ∈ I
(p,q),2,∂M
m,n . Express Pij as a polynomial in terms of the
derivatives of the metric. Let A be a monomial of Pij . After taking into account
the normalizations given above, we may express
A = ga1b1/1...gakbk/1gi1j1/α1 ...giℓjℓ/αℓe
i ◦ ej for
n = k + |α1|+ ...+ |αℓ| and |αi| ≥ 2 for 1 ≤ i ≤ ℓ .
If we assume that r+(P ) = 0 and r−(P ) = 0, then every index a for 2 ≤ a ≤ m
must appear in A. In particular dega(A) ≥ 2 for 2 ≤ a ≤ m. We count indices:
2(m− 1) ≤
m∑
a=2
dega{ga1b1/1...gakbk/1gi1j1/α1 ...giℓjℓ/αℓe
i ◦ ej}
= 2 + 2k +
ℓ∑
ν=1
m∑
a=2
dega(giνjν/αν ) ≤ 2 + 2k +
ℓ∑
ν=1
m∑
i=1
degi(giνjν/αν )
= 2 + 2k + 2ℓ+ |α1|+ ...|αℓ| ≤ 2 + 2k + 2(|α1|+ ...+ |αℓ|) = 2 + 2n .
Consequently m − 1 ≤ n + 1. This is, of course, not possible if n < m − 2 which
proves Assertion (1).
In the limiting case that n = m − 2, all the inequalities given above must have
been equalities. This implies that deg1(A) = 0 and that |αi| = 2 for 1 ≤ i ≤ ℓ.
Consequently,
P = Pab(gc1c2/1, gc1c2/c3c4)e
a ◦ eb . (2.b)
At the point in question, we can express the variables gc1c2/c3c4 in terms of the
curvature R∂M . Since R∂Mabcd = R
M
abcd modulo quadratic terms in the second funda-
mental form, P = Pab(Lc1c2 , R
M
d1d2d3d4
).
We now return to Equation (2.b). We consider symmetric 2-tensor valued mono-
mials of the form:
A = La1b1 ...Lakbkgc1d1/e1f1 ...gcℓdℓ/eℓfℓe
u ◦ ev
where k+2ℓ = m−2. We say that A is admissible if each index 2 ≤ a ≤ m appears
exactly twice in A. Let A be the space of admissible monomials. Let c(A,P ) be
the coefficient of A in P . We may then express
P =
∑
A∈A
c(A,P ) · A .
Clearly P is invariant under the action of the subgroup of the orthogonal group
fixing the normal vector e1; we let Jp,q be the subspace of all such polynomials.
Let m˜ := m − 1 be the dimension of the boundary. We will show presently in
Lemma 4.2 that
dim{Jp,q} =
{
1 + m˜−12 if m˜ is odd
1 + m˜2 if m˜ is even
}
. (2.c)
On the other hand the invariants F
(p,q),2,∂M
m,m−2,ν give rise to admissible polynomials
and there are exactly this many of them. To complete the proof, we must establish
linear independence. This may be done as follows. We have n = m − 2. Take
(M, g) = (Nm−1 × S1, gN ± dθ
2). It is then immediate that
gM ({F
(p,q),2,∂M
m,m−2,ν (gM )},±dθ
2) = F
(p,q),∂N
m−1,m−2,ν(gN ) . (2.d)
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Since the invariants {Fm−1,m−2,ν} are linearly independent local formulas, the de-
sired result follows. 
3. The proof of Theorem 1.4
3.1. Euler Lagrange equations for a manifold with boundary. We may
integrate by parts to compute:
∂t
{∫
M
E(p,q)m,n (gt)dxgt +
∫
∂M
F
(p,q),∂M
m,n−1 (gt)dygt
}∣∣∣∣
t=0
=
∫
M
hijQ
(p,q),2
m,n,ijdxg +
n−1∑
k=0
∫
∂M
(∇ke1hij)Q
(p,q),2,∂M
m,n−1−k,ijdyg .
We examined Q
(p,q),2
m,n,ij previously in Section 1.2. Suppose first that n = m − 2. If
we consider a product manifold of the form (M, gM ) = (N × S
1, gN ± dθ
2) and
take the perturbation h = hN + 0, then the Gauss-Bonnet theorem shows that the
Euler-Lagrange equations are trivial. Consequently
r(Q
(p,q),2
m,n,ij) = 0 and r(Q
(p,q),2,∂M
m,m−2−k,ij) = 0 .
Consequently, by Theorem 2.4, Q
(p,q),2,∂M
m,m−2−k,ij = 0 for k > 0 while there are universal
constants dm,ν so that
Q
(p,q),2,∂M
m,m−2 =
∑
ν
dm,νF
(p,q),2,∂M
m,m−2,ν .
The precise normalizing constants can then be evaluated and shown to be 12 by
applying Equation (2.d) to the example
(M, g, h) := (N × S1, gN ± dθ
2,±dθ2) .
The point being that one uses the Gauss-Bonnet theorem and notes that the
variation of the volume element ∂tdxgt =
1
2dxg . This completes the proof of Theo-
rem 1.4 if n = m− 2.
Next suppose n = m− 3. We consider
Q
(p,q),2,∂M
m,m−3 −
1
2
∑
ν
F
(p,q),2,∂M
m,m−3,ν .
We use the case n = m − 2 already established to see this vanishes under r±
and, hence, by Theorem 2.4, this invariant vanishes. This completes the proof if
n = m − 3. The general case now follows by induction. This completes the proof
of Theorem 1.4. 
4. The algebraic context
Section 4 is devoted to establishing the estimate of Equation (2.c) which was used
in the proof of Theorem 2.4. We work in a purely algebraic context. In Section 4.1,
we introduce the basic algebraic formalism. In Section 4.2, we define the relevant
structure groups. In Section 4.3, we prove the Exchange Lemma – this is a lemma
related to orthogonal invariance. In Section 4.4, we complete our discussion by
deriving the estimate of Equation (2.b).
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4.1. Notational conventions. Let (V, g˜) be an inner product space of signature
(p˜, q˜) and dimension m˜ := p˜ + q˜; to relate the discussion in this section to the
results needed in Section 2, we need only set m˜ = m − 1 and take V = TY (∂M)
and g˜ = g|V . We change notation slightly and let all indices range from 1 to m˜
rather than from 2 to m = m˜ + 1. Let {ea} be an orthonormal basis for V . Let
L˜ab and g˜ab/cd be formal variables where we impose the symmetries:
L˜ab = L˜ba, g˜ab/cd = g˜ba/cd = g˜ab/dc . (4.a)
Let
L˜ := L˜abe
a ◦ eb ∈ S2(V ∗),
D˜2g˜ := g˜ab/cd(e
a ◦ eb)⊗ (ec ◦ ed) ∈ S2(V ∗)⊗ S2(V ∗) .
If T is a linear transformation of V , then the natural action of T on S2(V ∗) defines
the action of T on these variables. More precisely, if Tea = T
b
aeb, then
(T L˜)ab = T
a˜
a T
b˜
b L˜a˜b˜ and (T D˜
2g˜)ab/cd = T
a˜
a T
b˜
b T
c˜
c T
d˜
d g˜a˜b˜/c˜d˜ .
In other words, we simply expand L˜ and D˜2g˜ multi-linearly. This is, of course,
exactly the usual action of the general linear group on the second fundamental
form and on the 2-jets of the metric.
Consider a symmetric 2-tensor valued monomial of the form:
A = L˜a1b1 ...L˜akbk g˜c1d1/e1f1 ...g˜cℓdℓ/eℓfℓe
u ◦ ev .
We say an index a touches itself in A if A is divisible by one of the variables L˜aa,
g˜aa/⋆⋆, g˜⋆⋆/aa, or e
a ◦ ea. Let δ be the Kronecker symbol. We let
degw(A) :=
k∑
µ=1
{δaµ,w + δbµ,w}+
ℓ∑
ν=1
{δcν ,w + δdν ,w + δeν ,w + δfν ,w}
+δu,w + δv,w,
ordL(A) := k, ordg˜(A) = 2ℓ ord(A) := k + 2ℓ, ;
degw(A) is the number of times that the index w appears in A. Motivated by the
discussion of the proof of Theorem 2.4, we say that A is admissible if
dega(A) = 2 for 1 ≤ a ≤ m˜ .
Let A be the set of admissible monomials. If A ∈ A, then 1 + k + 2ℓ = m˜ so:
ord(A) = ordL(A) + ordg˜(A) = k + 2ℓ = m˜− 1 .
Let C := {c(A,P )}A∈A be a collection of constants. We form the associated admis-
sible polynomial:
P = PC :=
∑
A∈A
c(A,P ) · A .
We say that A is a monomial of P if c(A,P ) 6= 0. We may expand an admissible
polynomial P in the form:
P =
∑
k≡m˜−1 (2)
Pk where Pk = Pk,C :=
∑
A∈A,ordL(A)=k
c(A,P ) · A . (4.b)
The symmetries of Equation (4.a) mean that we can regard
Pk ∈ ⊗
k+2ℓ+1S2(V ∗) .
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4.2. Structure groups. Let GL be the general linear group of V and let O be the
associated orthogonal group:
O := {T ∈ GL : g(Tx, T y) = g(x, y) for all x, y ∈ V }.
For 1 ≤ k ≤ m˜, let
Ok := {T ∈ O : Teb = eb for all b < k} .
If {a, b} are distinct indices, let Va,b := Span{ea, eb}. If Va,b has signature (2, 0) or
has signature (0, 2), we consider the rotations Ta,b(θ) ∈ O: defined by setting:
Ta,b(θ)ec :=


cos θea + sin θeb if c = a
− sin θea + cos θeb if c = b
ec if c 6= a and c 6= b

 .
Similarly, if Va,b has signature (1, 1), we consider the hyperbolic boosts Ta,b(θ) ∈ O
defined by setting:
Ta,b(θ)ec :=


cosh θea + sinh θeb if c = a
sinh θea + cosh θeb if c = b
ec if c 6= a and c 6= b

 .
The transformations {Ta,b(θ)} for θ ∈ R and 1 ≤ a < b ≤ m˜ generate the connected
component of the identity of O.
Each index appears exactly twice in any admissible monomial. If Va,b has sig-
nature (1, 1), then we replace the two ‘a’ indices by ‘cosh θa + sinh θb’, we replace
the two ‘b’ indices by ‘sinh θa + cosh θb’, and we expand multi-linearly to deter-
mine Ta,b(θ)A; if Va,b has signature (2, 0) or (0, 2), then there are sign changes.
We replace the two ‘a’ indices by cos θa+ sin θb and we replace the two ‘b’ indices
by − sin θa + cos θb before expanding multi-linearly. Thus each admissible mono-
mial gives rise to 16 different monomials which must be combined and simplified
in computing the action of Ta,b(θ) on an admissible polynomial. We do not sum
over repeated induces in what follows in the remainder of Section 4.2. If Va,b has
signature (1, 1), we have:
Ta,b(θ)g˜aa/bb = cosh
4 θg˜aa/bb + cosh
3 θ sinh θ(2g˜ab/bb + 2g˜aa/ab)
+ cosh2 θ sinh2 θ(g˜aa/aa + g˜bb/bb + 4g˜ab/ab)
+ cosh θ sinh3 θ(2g˜ab/aa + 2g˜bb/ab) + sinh
4 θg˜bb/aa .
The 4 terms (counted with multiplicity) with a coefficient of cosh3 θ sinh θ arise
from changing a single index a → b or b → a; if Va,b has signature (2, 0) or (0, 2),
then there are appropriate changes of sign:
Ta,b(θ)g˜aa/bb = cos
4 θg˜aa/bb + cos
3 θ sin θ(2g˜ab/bb − 2g˜aa/ab)
+ cos2 θ sin2 θ(g˜aa/aa + g˜bb/bb − 4g˜ab/ab)
+ cos θ sin3 θ(2g˜ab/aa − 2g˜bb/ab) + sin
4 θg˜bb/aa .
Suppose that m˜ = 2 so indices range from 1 to 2. Let
P = det(L) = L˜11L˜22 − L˜12L˜12 .
Assume V1,2 has signature (1, 1). Then:
T12(θ)L˜11 = cosh
2 θL˜11 + sinh
2 θL˜22 + 2 cosh θ sinh θL˜12,
T12(θ)L˜12 = (cosh
2 θ + sinh2 θ)L˜12 + cosh θ sinh θ(L˜11 + L˜22),
T12(θ)L˜22 = sinh
2 θL˜11 + cosh
2 θL˜22 + 2 cosh θ sinh θL˜12 .
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We compute:
T12L˜11L˜22 = cosh
4 θL˜11L˜22 + cosh
3 θ sinh θ(2L˜12L˜22 + 2L˜11L˜12)
+ cosh2 θ sinh2 θ(L˜11L˜11 + L˜22L˜22 + 4L˜12L˜12)
+ cosh θ sinh3 θ(2L˜12L˜22 + 2L˜11L˜12) + sinh
4 θL˜11L˜22,
T12L˜12L˜12 = cosh
4 θL˜12L˜12 + cosh
3 θ sinh θ(2L˜12L˜22 + 2L˜11L˜12)
+ cosh2 θ sinh2 θ(2L˜12L˜12 + L˜11L˜11 + L˜22L˜22 + 2L˜11L˜22)
+ cosh θ sinh3 θ(2L˜11L˜12 + 2L˜22L˜12) + sinh
4 θL˜12L˜12
T12(L˜11L˜22 − L˜12L˜12) = cosh
4 θ(L˜11L˜22 − L˜12L˜12)
−2 cosh2 θ sinh2 θ(L˜11L˜22 − L˜12L˜12) + sinh
4 θ(L˜11L˜22 − L˜12L˜12)
= L˜11L˜22 − L˜12L˜12 .
This shows, not surprisingly, that det(L) is invariant under the action of the or-
thogonal group in dimension 2.
4.3. The exchange lemma. Suppose given a monomial C with dega(C) = 3,
degb(C) = 1, and degc(C) = 2 for c 6= a, b. We suppose that the index a touches
itself in C. There are then exactly 2 admissible monomialsA and B which transform
to C by changing a single index a → b; there are no admissible monomials which
transform to C by changing a single index b→ a since such a monomial would have
the index a appearing 4 times. There are several possibilities:
(1) If C = L˜aaA1, then A = L˜abA1 and B = L˜aaB1 where to define B1, the
index a appearing in A1 is exchanged for the index b.
(2) If C = g˜aa/cdA1 (resp. g˜cd/aaA1), then A = g˜ab/cdA1 (resp. g˜cd/abA1) and
B = g˜aa/c˜d˜B1 (resp. g˜c˜d˜/aaB1) where to define B1, the index a appearing
in (cd)A1 is exchanged for the index b.
(3) If C = A1e
a ◦ ea, then A = A1e
a ◦ eb and B = B1e
a ◦ ea where to define
B1, the index a appearing in A1 is exchanged for the index b.
The following technical Lemma appeared first in the discussion of [13] of the heat
equation proof of the Gauss-Bonnet formula when Theorem 2.3 was first proved;
we modify the proof given there to make it applicable to the present context.
Lemma 4.1. Let P = PC be an admissible polynomial and let {a, b} be distinct
indices. Assume that Ta,b(θ)P = P for all θ. Let {C,A,B} be as above. Then A is
a monomial of P if and only if B is a monomial of P .
Proof. Suppose first that Va,b has signature (1, 1). We expand Ta,b(θ)A by replacing
each index a by cosh θa+sinh θb and each index b by sinh θa+cosh θb and expanding
multi-linearly. To obtain C, we must change an odd number of indices. We consider
the coefficient of cosh3 θ sinh θ in c(C, Ta,b(θ)A); this arises from changing exactly
one index and leaving the other three indices the same. Since degb(C) = 1 and
degb(A) = 2, the index that is being changed is b → a. This may, of course, be
done either in one way (in which case we set σ1 = 1) or two ways (in which case
we set σ1 = 2). To illustrate this, we consider the case (1) above. For example, if
we have that A = L˜aaL˜bcL˜dbA2 for {a, b, c, d} distinct indices, then σ1 = 1 while if
A = L˜aaL˜cbL˜cbA2 for {a, b, c} distinct indices, then σ1 = 2. The arguments for the
other possible cases (2) and (3) are essentially similar.
The argument given above shows that
c(C, Ta,b(θ)A) = σ1 cosh
3 θ sinh θ + ⋆ cosh θ sinh3 θ for σ1 ∈ {1, 2}
and where ⋆ is a coefficient which is not of interest. Similarly
c(C, Ta,b(θ)B) = σ2 cosh
3 θ sinh θ + ⋆ cosh θ sinh3 θ for σ2 ∈ {1, 2} .
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Suppose that X is an admissible monomial so that X transforms to C by chang-
ing exactly one index a → b or b → a. Since dega(X) = 2 and dega(C) = 3, X
can not transform to C by changing the index a to b and thus transforms to C by
changing the index b to a; conversely X is obtained from C by changing exactly
one index a to b and leaving the other indices alone. Consequently X = A or
X = B since these are the only monomials obtained in this way. Since the number
of indices which must be changed is odd, the powers of cosh and sinh are odd and
we have:
0 = c(C, Ta,b(θ)P ) = (σ1c(A,P ) + σ2c(B,P )) cosh
3 θ sinh θ + ⋆ cosh θ sinh3 θ .
We eliminate the coefficient of cosh θ sinh3 θ by examining:
0 = lim
θ→0
c(C, Ta,b(θ)P )
sinh θ
= σ1c(A,P ) + σ2c(B,P ) .
Since σi ∈ {1, 2}, c(A,P ) is non-zero if and only if c(B,P ) is non-zero which proves
the Lemma if Va,b has signature (1, 1). If Va,b has signature (0, 2) or (2, 0), then we
have similarly that:
0 = −(σ1c(A,P ) + σ2c(B,P )) cos
3 θ sin θ + ⋆ cos θ sin3 θ
and the argument again is similar. 
4.4. The estimate of Equation (2.b). Let J be the space of admissible poly-
nomials which are invariant under the action of the orthogonal group O. For
0 ≤ k ≤ m˜− 1 and k ≡ m˜− 1 mod 2, set
Qk := L˜a1b1 ...L˜akbk g˜ak+1bk+1/ak+2bk+2 ...g˜am˜−2bm˜−2/am˜−1bm˜−1e
am˜ ◦ ebm˜εa1...am˜b1...bm˜ .
Lemma 4.2. The polynomials Qk for k ≡ m˜− 1 mod 2 are a basis for J . Thus
dim{J } =
{
1 + m˜−12 if m˜ is odd
1 + m˜2 if m˜ is even
}
.
Proof. Let P ∈ J . Adopt the notation of Equation (4.b) to express P =
∑
k Pk.
Then the Pk are each invariant under the action of O separately. Let Jk be the
span of such polynomials; J = ⊕kJk. We will complete the proof by showing
dim{Jk} ≤ 1. Let 0 6= Pk ∈ Jk. Let
A = L˜a1b1 ...L˜akbk g˜ak+1bk+1/ak+2bk+2 ...g˜am˜−2bm˜−2/am˜−1bm˜−1e
am˜ ◦ ebm˜
be a monomial of P . We can apply the exchange Lemma to assume a1 = b1. If
a1 = 1, fine. Otherwise, we can apply the exchange Lemma to assume b1 = 1 and
then apply the exchange Lemma again to construct a monomial A1 of P so that
a1 = b1 = 1. Decompose
Pk = L˜11Pk,1 + P˜k,1
where P˜k,1 := Pk − L˜11Pk,1 and where
Pk,1 =
1
L˜11
∑
B∈A:L˜11 divides B
c(B,P ) · B .
Then 0 6= Pk,1 and Pk,1 is invariant under the action O2 since we have fixed the
index ‘1’. Thus, in particular, Pk,1 is invariant under the action of Ta,b(θ) for
2 ≤ a < b ≤ m˜. We can then apply the exchange Lemma to show that L˜22 divides
some monomial of Pk,1. We continue in this fashion to construct an admissible
polynomial 0 6= Pk,k which is invariant under the action Ok+1 and so that Pk,k is
divisible by L˜11...L˜kk. We express
Pk,k = L˜11...L˜kkg˜ak+1bk+1/ak+2bk+2 ...g˜am˜−2bm˜−2/am˜−1bm˜−1e
am˜ ◦ ebm˜ .
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Of course, if k = 0, then Pk,k = P where as if k = m˜− 1, then we shall not proceed
further.
If k < m˜ − 1, we apply the exchange Lemma twice to choose a monomial so
ak+1 = bk+1 = k + 1 and continue in this fashion finally to show that
L˜11...L˜kk g˜k+1,k+1/k+2,k+2...g˜m˜−2,m˜−2/m˜−1,m˜−1e
am˜ ◦ eb
m˜
is a monomial of P . Since the index m˜ can only appear in {am˜, bm˜} we have
am˜ = bm˜ = m˜. We conclude therefore that
Ak := L˜11...L˜kkg˜k+1,k+1/k+2,k+2...g˜m˜−2,m˜−2/m˜−1,m˜−1e
m˜ ◦ em˜
is a monomial of Pk. We summarize. If 0 6= Pk ∈ Jk, then c(Ak, Pk) 6= 0. This
shows that dim{Jk} ≤ 1. 
Remark 4.1. H. Weyl’s second theorem of invariants states that all relations
amongst orthogonal linear invariants arising from contractions of indices can be
constructed using the tensor ε described in Equation (1.a). When passing from
the case of general orthogonal linear invariants to the case of universal curvature
invariants, one must also include the curvature symmetries of Equation (2.a). This
plays a crucial role in the proof of Theorem 2.3 given in [16, 17]. However, rather
than using H. Weyl’s theorems directly (which would necessitate extending the dis-
cussion to include covariant derivatives of the second fundamental form), we have
chosen to give a proof of Theorem 1.4 based on the analysis of [13], which was first
developed to give a heat equation proof of the Gauss-Bonnet theorem.
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