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Introduccio´n
El estudio de los sistemas de elasticidad puede realizarse desde diversas a´reas de la
ciencia, e ingenier´ıa. Los ingenieros civiles esta´n interesados en que sus estructuras de
concreto mantengan niveles de elasticidad que toleren feno´menos s´ısmicos, los f´ısicos
les interesa tener en cuenta la elasticidad para el estudio de la resistencia de un ma-
terial, algunos especialistas en f´ısica analizan la elasticidad de los fluidos y de ciertos
gases.
La elasticidad de un material es definida en ingenier´ıa y f´ısica como la relacio´n que
se da entre la fatiga y la deformacio´n de un objeto. La elasticidad finita es la teor´ıa
del estudio de las grandes deformaciones en los objetos, esta teor´ıa es no lineal y por
ende una teor´ıa de dif´ıcil tratamiento matema´tico y f´ısico. En general las teor´ıas de
la elasticidad se han convertido en una situacio´n de estudio desde la matema´tica,
debido a su dif´ıcil entendimiento como objeto f´ısico, de hecho en libros como el de
Gurtin [16] y Ciarlet [15] se hace un estudio interesante de la elasticidad finita y de
la elasticidad en tres dimensiones respectivamente, donde el componente matema´ti-
co es fundamental para dar interpretaciones y argumentaciones al interior de la teor´ıa.
En este trabajo se aborda el estudio de las soluciones de un sistema general de ecuacio-
nes de elasticidad y que son conocidos como sistemas de elasticidad extendidos. Segu´n
Lu en [1] este tipo de sistemas generalizan los sistemas de ecuaciones diferenciales par-
ciales relacionados a un gas politropico, dos sistemas especiales de ecuaciones de Euler
y las ecuaciones generales de Euler para un fluido comprensible. El estudio esta´ re-
lacionado a las Ecuaciones diferenciales Parciales, en particular a un to´pico especial
llamado Leyes de conservacio´n hiperbo´lica. Las leyes de conservacio´n hiperbo´lica son
un tipo particular de leyes de balance. Para este trabajo se estudiara´ la bu´squeda de
i
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soluciones viscosas a un sistema de elasticidad que presentan conservacio´n de masa
y momento, y mostraremos toda la teor´ıa requerida para estimar dichas soluciones.
En especial se dara´n condiciones para demostrar una proposicio´n que se cumple para
encontrar ciertas estimaciones de las soluciones del sistema.
Para demostrar algunos teoremas y proposiciones de este trabajo se usan resultados
conocidos como los son el principio de contraccio´n de Banach, el principio del ma´xi-
mo, y una metodolog´ıa inherente a las leyes de conservacio´n hiperbo´lica que permite
estimar soluciones de sistemas de ecuaciones diferenciales hiperbo´licos v´ıa sistemas
de ecuaciones diferenciales parabo´licos.
Finalmente se debe decir que como parte fundamental del trabajo se han demostrado
ciertos resultados que se encuentran en la literatura, que no se demuestran con fre-
cuencia en los libros especializados de Ecuaciones Diferenciales Parciales y que sirven
para estimar soluciones del sistema de elasticidad estudiado.
El desarrollo del trabajo es como sigue:
En el cap´ıtulo 1 se presenta los requerimientos matema´ticos para abordar el estudio
de los sistemas de elasticidad.
En el cap´ıtulo 2 se presentara´ la teor´ıa que permite encontrar los resultados del cap´ıtu-
lo 3.
En el cap´ıtulo 3 se establecen las condiciones de los sistemas de elasticidad para poder
demostrar la existencia de soluciones viscosas usando el principio del ma´ximo.
Cap´ıtulo 1
Preliminares Matema´ticos
Diversos feno´menos naturales, expresan comportamientos de conservacio´n o balance
como se sabe por ramas de estudio en F´ısica, Qu´ımica o Economı´a, ejemplos de este
tipo de aplicaciones se pueden ver en [1], [2], [3], [4], [5], [6]. En particular los libros
del profesor Plaza [7] y [31] presentan una intuitiva introduccio´n a las leyes de ba-
lance y de conservacio´n. En esta primera parte de estos preliminares matema´ticos se
resume algunas de las ideas que el profesor Plaza presenta en estos libros. En una
segunda parte de estos preliminares se presenta la ecuacio´n del calor homoge´nea, no
homoge´nea, semilineal, el principio del ma´ximo para ecuaciones parabo´licas y la teor´ıa
matema´tica ba´sica relacionada a las leyes de conservacio´n hiperbo´lica.
Para comprender que es una ley de conservacio´n y una ley de balance, tomemos
x ∈ Rn, n ≥ 1, t ∈ [0,∞) .
donde t, generalmente se toma como el tiempo y (x, t) ∈ Rn × [0,∞) se puede ver
como el espacio-tiempo donde ocurren ciertos feno´menos. Las leyes de conservacio´n
o balance se expresan en te´rminos de n cantidades de conservacio´n, conocidos como
variables de estado.
Sean u1, u2, · · · , un con n ≥ 1, las densidades de las variables de estado; entonces el
vector de densidades de variables de estado es
1
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u(x, t) =

u1(x, t)
u2(x, t)
...
un(x, t)

donde u(x, t) ∈ Rn y x ∈ Rn con n ≥ 1.
Se tomara´ que si Ω es un abierto de Rn tal que Ω ⊂ Rn entonces u ∈ Ω se llamara´ el
conjunto de variables de estado del sistema.
Sea D ⊂ Rn una regio´n del espacio f´ısico, acotada y abierta con frontera ∂D suave
y orientable, donde se puede aplicar el teorema de la divergencia. Sea ~n ∈ Rn con
‖~n‖ = 1, el vector normal a la frontera ∂D en la direccio´n exterior a D.
Se entendera´ por M(t) el vector
M(t) =
∫
D
u(x, t)dx ∈ Rn
que representa la cantidad total (o´ masa) de las variables de estado en D para un
tiempo t > 0.
La razo´n de cambio de la masa M(t) esta´ balanceada por el flujo F de la misma a
trave´s de la frontera ∂Ω.
La funcio´n flujo se puede escribir como
F :Ω→ Rn×d
u→ F (u)
donde F (u) =
(
f 1(u), · · · , fd(u)). Las funciones de flujo f i(u) ∈ Rn×1 se toman de
clase C2.
Podemos suponer que en el sistema interactu´a campos externos con densidades dadas
por el campo vectorial
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g(x, t) =
g1(x, t)...
gn(x, t)

La cantidad total de variables de estado u que fluye a trave´s de un elemento de
susperficie dSx sobre la frontera ∂D, cuya normal exterior en la direccio´n del vector
normal ~n; esta´ dada por:
−F (u)~ndSx
De lo anterior el principio de balance esta´ dado por
d
dt
∫
D
u dSx = −
∫
D
F (u) ~ndSx +
∫
D
g(x, t)dx
para todo dominio D ⊆ Rn.
Si no hay campos externos, es decir, si g = 0 la ley de balance se llama ley de
conservacio´n,
d
dt
∫
D
u dx = −
∫
∂D
F (u)~ndSx
Aplicando el teorema de la divergencia para 1 ≤ k ≤ n en la ley de balance, se ve
que:
∫
D
gk(x, t)dx =
d
dt
∫
D
uk dx+
∫
∂D
d∑
j=1
njf
j
k(u)dSx
=
d
dt
∫
D
uk dx+
∫
D
div
f
1
k
...
fdk
 dx
=
d
dt
∫
D
uk dx+
∫
D
d∑
j=1
(
f jk(u)
)
xj
dx
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de donde ∫
D
ut dt+
∫
D
d∑
j=1
(
f j(u)
)
xj
dx =
∫
D
g(x, t)dx
obtenemos
ut +
d∑
j=1
(
f j(u)
)
xj
dx = g
que se llama sistema de leyes de balance y si g = 0 se llama sistemas de leyes de
conservacio´n.
Para este trabajo el objetivo principal de estudio, son las soluciones de sistemas de
leyes de conservacio´n, en esta direccio´n veamos algunos ejemplos de dichos sistemas.
Ejemplo 1. (Sistema de Euler para un fluido compresible.)
Un fluido compresible es aquel en el cual existen variaciones de densidad significativas
producidas por cambios de temperatura, presio´n o por grandes velocidades.
El sistema modela la dina´mica del fluido compresible no viscoso que no conduce calor
ρk + div(ρv) =0 (conservacio´n de la masa)
(ρv)t + div(ρv ⊗ v) +∇p =0 (conservacio´n del momento lineal)
(ρE)t + div(ρEv + pv) =0 (conservacio´n de la energi´a)
donde ρ > 0 es la densidad de la masa del fluido, v es el campo de velocidades, p
es la presio´n termodina´mica, E es la densidad de energia total del fluido. Diversos
estudios relacionados con este sistema, teo´ricos o nume´ricos se pueden encontrar en
[7], [8], [9], [10], [11], [33].
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Ejemplo 2. (Modelo de tra´fico)
Considerese una carretera en un solo sentido y sin desviaciones. Sea ρ el nu´mero de
autos en la carretera, de modo que 0 ≤ ρ ≤ ρmax donde ρmax es el nu´mero ma´ximo
posible de autos que pueden en la carretera. Sea u la velocidad de los autos y umax el
l´ımite de velocidad en carretera.
La conservacio´n de masa de autos en la carretera, que se desplazan con velocidad u
se pueden ver por las leyes de conservacio´n como
ρt + (ρ u)x = 0
Se puede proponer una relacio´n simple para la velocidad dependiendo de la densidad.
Para esto supongamos que se quiere que esta relacio´n cumpla que:
u(0) = umax y u→ 0 si ρmax →∞
una posible relacio´n que cumple lo anterior es
u(ρ) = umax
(
1− ρ
ρma´x
)
El modelo inicial toma la forma
ρt +
[
ρ umax
(
1− ρ
ρma´x
)]
x
= 0
donde umax
(
1−ρ
ρma´x
)
es la funcio´n de flujo. Una te´cnica para resolver este modelo se da
con el me´todo de las caracter´ısticas que se puede encontrar en [20].
El modelo finalmente obtenido es llamado modelo de Lighthill-Whithan-Richards
[12][13][14].
Ejemplo 3. (Materiales Hiperela´sticos)
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Considere un so´lido deformable que ocupa un lugar Ω ⊂ R3. Se va a describir el
movimiento de este so´lido mediante un mapeo
(x, t) 7→ X(t); (x, t) ∈ Ω× [0,∞)
que denota la posicio´n en el tiempo t de una part´ıcula en el so´lido. La velocidad local
V y el tensor de deformacio´n U se definen como
V : Ω→ R3, U : Ω→ R3
V = Xt, U = ∇xX
Un material se dice hiperela´stico si su densidad de energ´ıa interna W se puede escribir
como W = W (U) y que las fuerzas de deformacio´n =α se puedan escribir en la forma
=α =
3∑
j=1
∂xj
∂W
∂Uαj
, con α = 1, 2, 3
es decir, si su densidad de energia interna W depende el tensor de deformacio´n y si
las fuerzas de deformacio´n se derivan de esta energ´ıa.
Para expresar la dina´mica del sistema en leyes de conservacio´n se requiere que:
a) La densidad de energ´ıa sea invariante bajo una rotacio´n R.
(W (U) = W (RU) tal que RTR = 1 y detR = 1 )
b) El material no cambie de deformacio´n es decir, detU > 0
c) El material sea conductor de calor, que el proceso sea insentro´pico, es decir que
la entropia del sistema permanezca constante.
d) No hayan fuerzas externas.
De esta manera las ecuaciones del movimiento son las siguientes:
∂Uij − ∂xjVi =0; i, j = 1, 2, 3
∂tVi −
3∑
j=1
∂xj
∂W
∂Uαj
=0; i, j = 1, 2, 3
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que se puede abreviar como
Ut −∇xV =0
Vt − divx∂(U) =0
donde σ(U) := ∂W
∂U
es el primer tensor de esfuerzos de Piola-Kirchhoff [15][16].
El sistema anterior se puede leer de arriba hacia abajo f´ısicamente como la ley de con-
servacio´n de masa y momento. Un tratamiento matema´tico de este sistema se puede
encontrar en [4].
Ejemplo 4. (Magnetohidrodina´mica)
Es un ejemplo del movimiento de un fluido en presencia de un campo electromagne´tico
de tal manera, que la aceleracio´n del fluido se ve afectada por el campo y el cuerpo
del fluido influye en la evolucio´n del campo. El sistema es el siguiente
ρt +
3∑
j=1
(ρVj)xj = 0
(ρVi)t + div(ρViV ) + (p+
1
2
|B|2)xj − div(BiB) = 0
(
1
2
ρ |V |2 + ρe+ 1
2
|B|2
)
t
+ div
(
1
2
V ρ |V |2 + V ρe+ pV + ExB
)
=0
Bt ×∇xE = 0
donde ρ > 0 es la densidad de la masa del fluido, V es el campo de velocidades, e > 0
es la densidad de energia interna, p es la presio´n termodina´mica y E, B son el campo
ele´ctrico y magne´tico respectivamente. La primera ecuacio´n del sistema representa la
conservacio´n de masa, la segunda (de arriba hacia abajo) la conservacio´n del momen-
to, la tercera la conservacio´n de energ´ıa y la cuarta la ley de Faraday. Las ecuaciones
del sistema anterior son bien estudiadas en [17] [18] y [19].
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Este trabajo se hace para estudiar los sistemas extendidos de elasticidad sin fuente
y con fuente; en concreto, se demuestra la existencia de un cierto tipo de soluciones
de estos sistemas y en particular se estudia el problema de Cauchy. Por tanto los
siguientes sistemas ocupara´n un lugar central en el tercer cap´ıtulo.
Ejemplo 5. (Sistemas de elasticidad extendidos)
(a.) Sin fuente:
ut +(c u+f(v))x = 0
vt + (u+g(v))x =0
(b.) con fuente:
ut +(c u+f(v))x =g1(u, v)
vt + (ut +g(v))x =g2(u, v),
si c = g(v) = 0 en las ecuaciones de (a.) y (b.), v es la deformacio´n, f(v) la fatiga
y u la velocidad; el sistema (a.) de elasticidad, describe la conservacio´n de masa y
momento y el sistema (b.) el balance de masa y momento lineal, ya que tiene dos
te´rminos fuente g1 y g2. El sistema (a.) es estudiado completamente por Lu en [1];
e´l usa el me´todo de las regiones invariantes para encontrar soluciones viscosas y el
me´todo de la compacidad compensada para encontrar soluciones de´biles al sistema.
En este trabajo se encuentra soluciones viscosas al sistema (a.) usando el principio
del ma´ximo y tambie´n se encuentra soluciones viscosas al sistema (b.) usando los
resultados de Zhixin y Ming en [29].
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1.1. Ecuacio´n del Calor
La ecuacio´n del calor es el ejemplo ma´s simple de lo que es una ecuacio´n diferencial
parcial parabo´lica.Una ecuacio´n parabo´lica junto con su problema de valor inicial se
pueden describir as´ı:
Sean U un subconjunto abierto y acotado de Rn, entonces Ut = U × (0, T ] para un
T > 0 fijo y ΓT = Ut/Ut la frontera de Ut. El problema de Cauchy para ecuaciones
parabo´licas es
ut +Lu = f en Utu = g sobre U × {t = 0}
donde f : Ut → R y g : U → R son funciones dadas y u : Ut → R es desconocida.
La ecuacio´n de calor para una constante k > 0 que puede ser homoge´nea o no ho-
moge´nea se conoce respectivamente como
ut − kuxx = 0
y
ut − kuxx = F (x, t)
donde F : U × [0,∞)→ R es una funcio´n dada.
1.1.1. Ecuacio´n del calor homoge´nea
El problema de Cauchy
ut −∆u = 0 en Rn × (0,∞)
u(x, 0) = g(x) en Rn × {t = 0} (1.1)
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tiene una sencilla pero interesante interpretacio´n f´ısica. La ecuacio´n (1.1) es conocida
como difusio´n de calor; si V ⊂ U es una subregio´n suave, la rata de cambio de la
cantidad total de volumen en V es igual al negativo de la cantidad de flujo que pasa
por la frontera ∂V
d
dt
∫
V
u dx = −
∫
∂V
−→
F · ndS
donde
−→
F es la densidad de flujo. De esta manera
ut = −div−→F (1.2)
En diversas situaciones F es proporcional al gradiente de u y de direccio´n opuesta. Si
D representa el operador diferencial F se puede escribir como:
−→
F = −aD u (a > 0).
Sustituyendo F en (1.2) se obtiene la ecuacio´n diferencial mencionada en (1.1) .
En la ecuacio´n (1.1), t > 0 y x ∈ U con U ⊂ Rn un abierto.
La solucio´n u : U × [0,∞) → R es desconocida y u = u(x, t), el Laplaciano ∆ con
respecto de x = (x1, · · · , xn) es
∆u = ∆x u =
n∑
i=1
uxixi .
Se puede usar la transformada de Fourier de u denotada por û en la variable x en
(1.1) para hallar a u as´ı:
ût + |y|2 û =0 para t > 0
û =ĝ
Luego ût = − |y|2 que es una ecuacio´n diferencial ordinaria de variables separables
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ût
û
= − |y|2
de donde ln(û) = − |y|2 t+ c
û = e−|y|
2t+c = e−|y|
2t · ec (1.3)
pero si t = 0, û = g y sustituyendo en (1.3) tenemos
û = e−|y|
2tĝ,
inmediatamente u =
(
e−|y|
2tĝ
)∨
, se entendera´ como la transformada inversa de Fou-
rier (∨) de un producto de funciones.
Luego
u =
g ∗ F
(2pi)n/2
(1.4)
donde F̂ = (e−|y|
2t) y usando el teorema integral de Cauchy vemos que:
F =
(
e−|y|
2t
)∨
=
1
(2pi)n/2
∫
Rn
eixy−t|y|
2
dy =
1
(2t)n/2
e−
|x|2
4t
Usando (1.4) se tiene
u(x, t) =
1
(4pit)n/2
∫
Rn
e−
|x−y|2
4t g(y)dy
Una presentacio´n de la transformada de Fourier se puede ver en [20].
La solucio´n de la ecuacio´n (1.1) se puede escribir as´ı
u(x, t) =
1√
4pikt
∫ ∞
−∞
g(y)e−
|x−y|2
4kt dy (1.5)
donde la funcio´n G(x, t) definida por
G(x, t) =
1√
4pikt
e−
|x−y|2
4t (1.6)
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es llamada la funcio´n de Green y la funcio´n (1.5) se puede escribir como
u(x, t) =
∫ ∞
−∞
G(x− y, t)g(y)dy. (1.7)
La funcio´n de Green tiene las siguientes propiedades:
Lema 1. Para todo t > 0 se cumple que
∫ ∞
−∞
G(x− y, t)dx = 1
Lema 2. Para todo t > 0, se tiene que
∫ t
0
∫ ∞
−∞
|Gy(x− y, t− τ)| dydτ = 2
√
t
pik
1.1.2. Ecuacio´n de calor no homoge´nea
El problema de Cauchy no homoge´neo
ut −∆u = f en Rn × (0,∞)
u(x, 0) = g(x) en Rn × {t = 0} (1.8)
es la ecuacio´n general de calor no homoge´nea.
En [20] se encuentra la expresio´n de la solucio´n de esta ecuacio´n.
Se estudiara´ un caso particular de (1.8) dado porut−k uxx = F (x, t) en R× (0,∞)u(x, 0) = g(x) en R× {t = 0} (1.9)
donde F : U × [0,∞)→ R, es una funcio´n dada.
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Se busca la solucio´n general de (1.9), para esto tomese en cuenta un principio tipo
Duhamel, que establece que la solucio´n del problemavt−k vxx = F (x, t) en R× (0,∞)v(x, 0) = 0 en R× [t = 0] (1.10)
ma´s la solucio´n dada porwt−k wxx = 0 en R× (0,∞)w(x, 0) = g(x) en R× [t = 0]
donde
v(x, t) =
∫ t
0
v(x, t, τ)dτ
y v(x, t, τ) es solucio´n devt−k vxx = 0 en R× (τ,∞)v(x, t; τ) = F (x, τ) en R× {t = τ}
que es un problema homoge´neo como en (1.5) y cuya solucio´n es de la forma
v(x, t, τ) =
∫ ∞
−∞
F (y, τ)G(x− y, t− τ)dy
de manera que la solucio´n de (1.10) se puede escribir como
v(x, t) =
∫ t
0
∫ ∞
−∞
F (y, τ)G(x− y, t− τ)dydτ
y la solucio´n del problema (1.9) es
u(x, t) =
∫ ∞
−∞
g(y)G(x− y, t)dy +∫ t
0
∫ ∞
−∞
F (y, τ)G(x− y, t− τ)dydτ (1.11)
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1.2. Ecuacio´n de calor semilineal
Se presenta el problema semilineal de ecuacio´n del calor de la forma
ut +f(u)x + g(u) = ε uxx en R× (0,∞)u(x, 0) = u0 en R× {t = 0} (1.12)
donde ε > 0, f ∈ C1 y g ∈ C. Ve´ase [32].
Lema 3. Si u es una solucio´n acotada del problema (1.12) sobre R× [0, t), entonces
u se puede expresar usando la funcio´n de Green (1.6) as´ı:
u(x, t) =
∫ ∞
−∞
u0(y)G(x− y, t)dy +∫ t
0
∫ ∞
−∞
f(u(y, τ))Gy(x− y, t− τ)dydτ −∫ t
0
∫ ∞
−∞
g(u(y, τ))G(x− y, t− τ) (1.13)
donde G(x, t) = 1√
4piεt
e
−x2
4εt .
Reciprocamente se tiene que si una funcio´n acotada u(x, t) satisface (1.13), entonces
u ∈ C∞(R× (0, τ)) es solucio´n de (1.12).
Demostracio´n.
Sea u(x, t) solucio´n de (1.12) sobre R× [0, t), haciendo
F (x, t) = −f(u(x, t))x − g(u(x, t))
el problema (1.12) se describe como:ut−ε(u)xx = F (x, t) en R× (0,∞)u(x, 0) = u0(x) en R× {t = 0} (1.14)
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que tiene una solucio´n de la forma (1.11) as´ı:
u(x, t) =
∫ ∞
−∞
u0(y)G(x− y, t)dy +
∫ t
0
∫ ∞
−∞
F (y, τ)G(x− y, t− τ)dydτ
=
∫ ∞
−∞
u0(y)G(x− y, t)dy −
∫ t
0
∫ ∞
−∞
f(u(y, τ))yG(x− y, t− τ)dydτ
−
∫ t
0
∫ ∞
−∞
g(u(y, τ))G(x− y, t− τ)dydτ (1.15)
Integrando por partes la expresio´n∫ ∞
−∞
f(u(y, τ))yG(x− y, t− τ)dy
as´ı con
r = G(x− y, t− τ) dv = f(u(y, t))ydy
dr = Gy(x− y, t− τ) v = f(u(y, t))
se tiene ∫ ∞
−∞
f(u(y, τ))yG(x− y, t− τ)dy =G(x− y, t− τ)f(u(y, τ))|∞−∞
−
∫ ∞
−∞
f(u(y, t))Gy(x− y, t− τ)dy
pero
l´ım
y→±∞
G(x− y, t− τ) = l´ım
y→±∞
1√
4piε(t− τ)e
−(x−y)2
4ε(t−τ) = 0
como f y u son acotadas, luego
G(x− y, t− τ)f(u(y, τ))|∞−∞ → 0
por tanto
u(x, t) =
∫ ∞
−∞
u0(y)G(x− y, t)dy −
∫ t
0
∫ ∞
−∞
f(u(y, τ))Gy(x− y, t− τ)dydτ
−
∫ t
0
∫ ∞
−∞
g(u(y, τ))G(x− y, t− τ)dydτ (1.16)
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1.3. Principio del ma´ximo para ecuaciones
parabo´licas
Considerese el operador dado por
Lu ≡
n∑
i,j=1
aij(x, t)
∂2 u
∂xi∂ uj
+
n∑
i=1
bi(x, t)
∂ u
∂xj
+ c(x, t)u−∂ u
∂t
(1.17)
en ΩT = Ω× (0, T ), con T > 0 y Ω ⊂ R abierto y acotado.
Tomemos
Au =
n∑
i,j=1
aij(x, t)
∂2 u
∂xi∂ uj
+
n∑
i=1
bi(x, t)
∂ u
∂xj
+ c(x, t)u
y los coeficientes de (1.17) como funciones acotadas en ΩT , L como un operador lineal.
Se entendera´ que
C2(ΩT ) =
{
u : ΩT → R;u, uT , ∂ u
∂xi
,
∂2 u
∂xi∂xj
∈ C(ΩT )
}
y
∂∗ΩT = ∂ΩT\Ω× {T}
Definicio´n 1. Se dice que L es un operador parabo´lico en ΩT si existe λ > 0 tal que
para todo (x, t) ∈ ΩT y para cualquier vector ξ ∈ Rn, ξ 6= 0
n∑
i,j=1
aij(x, t)ξiξj > λ |ξ|2 .
Teorema 1. Sea L un operador parabo´lico en ΩT , cuyos coeficientes son funciones
acotadas en ΩT y con c(x, t) = 0. Si u ∈ C2(ΩT ) ∩ C(Ω) satisface
L(u) = A(u)− ut ≥ 0, entonces sup
ΩT
u = ma´x
ΩT
u = ma´x
∂∗ΩT
u
Demostracio´n.
Supongase L(u) > 0 y que el ma´ximo se da en (x0, t0) ∈ Ω. Por tanto ∂ u∂x = ∂ u∂t = 0 en
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(x0, t0) y aijD
2(u) ≤ 0 lo que implica que Lu ≤ 0; hecho que es una contradiccio´n.
Si el ma´ximo se da en (x0, T ) entonces
∂ u
∂t
(x0, T ) ≤ 0
y esto implica que
L(u) = (aij)D
2 u−ut ≤ 0
lo que es contradictorio.
Si L(u) ≥ 0 tomando uε = u−εt tenemos
L(uε) =Auε−∂tuε
=(A− ∂t)uε
=(A− ∂t)(u−εt) (1·17·1)
pero
L(uε) =L(u+εt) = L(u) + L(εt)
=L(u) + εL(t)
=L(u) + ε > 0 (1·17·2)
es decir, de (1.17.1)(1.17.2)
L(uε) = (A− ∂t)(u−εt) = L(u) + ε > 0
esto implica que:
ma´x
ΩT
uε = ma´x
∂∗ΩT
uε
para todo  > 0. Tomando que → 0 vemos que uε → u y
sup
ΩT
u = ma´x
ΩT
u = ma´x
∂∗ΩT
u

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El teorema 1 es una versio´n particular del principio del ma´ximo en su forma de´bil.
El siguiente teorema es la versio´n general del principio del ma´ximo en su forma de´bil.
Teorema 2. Sea L un operador parabo´lico en ΩT , cuyos coeficientes son acotados en
ΩT y c(x, t) ≤ 0.
Si u ∈ C2(ΩT ) ∩ C(ΩT ) y L(u) = A(u)− ut ≥ 0, entonces
sup
ΩT
u = ma´x
ΩT
u ≤ ma´x
∂∗ΩT
u+
donde u = u+−u− y u+ = ma´x(u, 0)
Demostracio´n. Supongase que L(u) > 0 y que u tiene un ma´ximo no negativo en
(x0, t0) ∈ ΩT , entonces
L(u) = (aij)D
2(u) + C(x0, t0)u
pero (aij)D
2(u) ≤ 0, C(x0, t0) ≤ 0 y u ≥ 0, entonces L(u) < 0; hecho que es una
contradiccio´n.
Si el ma´ximo se da´ en (x0, T ), entonces
∂ u
∂t
(x0, T ) ≥ 0, entonces
L(u) = ((aij)D
2(u)− ut + C(x0, T ))u
pero (aij)D
2(u) ≤ 0, −ut ≤ 0 y C(x0, t0)u ≤ 0, entonces L(u) ≤ 0, hecho que es una
contradiccio´n.
Ahora si L(u) ≥ 0. Suponga que Ω ⊂ {‖x1‖ < d}.
Considere
uε = u+εe
αx1
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entonces
L(uε) =L(u+εe
αx1) = L(u) + L(εeαx1)
=L(u) + εL(eαx1) (1·17·3)
y
L(uε) =A(uε)− ∂t(uε)
=A(u+εeαx1)− ∂t(u+εeαx1)
=(A− ∂t)(u+εeαx1) (1·17·4)
pero
L(eαx1) =
n∑
i,j=1
aij(x, t)
∂2eαx1
∂xi∂xj
+
n∑
i=1
bi(x, t)
∂eαx1
∂xi
+ c(x, t)eαx1
=(α2a11(x, t) + αb1(x, t) + c(x, t))e
αx1
y sustituyendo en (1.17.3) y tomando (1.17.4) vemos que
L(uε) =(A− ∂t)(u+εeαx1)
=L(u) + ε(α2a11(x, t) + αb1(x, t) + c(x, t))e
αx1
≥ε(α2λ− α ‖b1‖∞ − ‖C‖∞)eαx1
tomando α suficientemente grande se ve que L(uε) > 0 y para ε > 0
sup
ΩT
u ≤ sup
ΩT
uε ≤ ma´x
ΩT
u+ε = ma´x
∂∗ΩT
u+ε ≤ ma´x
∂∗ΩT
u+ +εeαd
si se toma ε→ 0 se tiene que:
sup
ΩT
u = ma´x
ΩT
u ≤ ma´x
∂∗ΩT
u+

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El prinicipio del ma´ximo de´bil tiene aplicaciones al Ana´lisis y a las Ecuaciones dife-
renciales parciales [22].
Teorema 3.(Principio del Ma´ximo fuerte)
Sea Ω un abierto, acotado y conexo en Rn. Sea L un operador parabo´lico en ΩT y con
coeficientes acotados en ΩT . Sea C
(1,2)(ΩT )∩C(ΩT ) con Lu = Au−∂t u ≥ 0 entonces
a) Si c ≡ 0, entonces u no puede tener un ma´ximo global en ΩT a menos que u sea
constante.
b) Si c ≤ 0, entonces u no puede tener un ma´ximo global no negativo en ΩT , a
menos que u sea constante.
Demostracio´n. En [20] puede encontrarse una demostracio´n de a) en la pa´gina 376
y una demostracio´n para el caso Lu = Au−∂t u ≤ 0 y c ≥ 0 que da la idea para
construir la demostracio´n de b).

En [23] se hace un completo estudio del principio del ma´ximo. En los cap´ıtulos 2 y
3 se usa el principio del ma´ximo de´bil para presentar y obtener algunos resultados
centrales en este trabajo.
1.4. Teor´ıa ba´sica de leyes de conservacio´n hi-
perbo´lica (LCH)
Considerese el sistema de leyes de conservacio´nut +f1(u, v)x = 0vt + f2(u, v)x = 0 (1.18)
donde u, v ∈ R y el sistema de leyes de conservacio´n con fuenteut +f1(u, v)x + g1(u, v) = 0vt + f2(u, v)x + g2(u, v) = 0 (1.19)
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Sean U = (u, v)T , F (U) = (f1, f2) y G(U) = (g1, g2)
T entonces el sistema (1.18) y
(1.19) pueden ser escritos como
Ut + dF (U)Ux = 0 (1·18·1)
Ut + dF (U)Ux +G(U) = 0 (1·19·1)
donde dF (U) es el Jacobiano de F .
Definicio´n 2. El sistema (1.18.1) se dice hiperbo´lico si la matriz dF tiene valores
propios λ1 y λ2 reales. Si los valores propios λ1 y λ2 son reales distintos entonces el
sistema (1.18.1) dice estrictamente hiperbo´lico.
Se denota los vectores propios derechos e izquierdos de la matriz dF (U) como `λ1 , `λ2
y γλ1 , γλ2 respectivamente.
Definicio´n 3. Las funciones w = w(u, v), z = z(u, v) son llamadas invariantes de
Riemman del sistema (1.18.1) correspondientes a λ1 y λ2 si ellas satisfacen
∇w · γλ1 = 0 ; ∇z · γλ2 = 0 (1.20)
Es decir que w y z son constantes a lo largo de las trayectorias de los campos vecto-
riales γλ1 , γλ2 respectivamente. Las ecuaciones (1.20) se resuelven tomando una curva
C que no sea tangente en algu´n punto de γλ1 o´ γλ2 y asignando valores para w o z a
lo largo de C. Despue´s se soluciona cada par de ecuaciones (diferenciales ordinarias)
a trave´s de C, dadas por U˙ = γλ1(U) y U˙ = γλ2(U) haciendo w y z constante a lo
largo de cada trayectoria. Ejemplos de esto se encuentran en [2].
Si γλ1 y γλ2 son linealmente independientes, una trayectoria de U˙ = γλ2(U) sirve para
describir a C. To´mese ahora una trayectoria fija en particular Γλ2 y f´ıjese la otra
trayectoria Γλ1 que pasa a trave´s de Γλ2 y el´ıjase a z estrictamente creciente a lo largo
Γλ1 ; ver la figura 1.1.
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Γλ2
z crece
w c
rec
e
Γλ
1
U˙ = γλ1(U)
Figura 1.1: Trayectorias para γλ1 , γλ2
Es posible mostrar que el mapeo (u, v) → (w, z) es biyectivo en una regio´n simple
conexa [2].
Es conocido del ana´lisis de matrices que los vectores propios derecho r e izquierdo `
correspondientes a valores propios distintos λ1 y λ2 son ortogonales [24], es decir si
dFr = λ1r, `dF = λ2`, entonces λ2`r = `dFr = λ1`r y `r = 0 si λ1 6= λ2.
De la definicio´n de invariante de Riemman se ve que `λ2 · rλ1 = 0 implica que ∇w
es un mu´ltiplo de `λ2 , por tanto ∇w es un vector propio izquierdo de dF con valor
propio λ2 , luego
∇wdF = λ2∇w (1.21)
de igual forma se puede ver que ∇z es mu´ltiplo de rλ1 y por tanto ∇z es un vector
propio izquierdo de dF con valor propio λ1, luego
∇zdF = λ1∇z (1.22)
Usando (1.21) y (1.22) y multiplicando (1.18) en la izquierda por ∇w y ∇z respecti-
vamente se obtiene
∇wUt +∇wdF (U)Ux =∇wUt + λ2∇wUx
=wt + λ2wx
=0
y
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∇zUt +∇zdF (U)Ux =∇zUt + λ1∇zUx
=zt + λ1zx
=0
luego
wt + λ2wx = 0 (1.23)
y
zt + λ1zx = 0 (1.24)
Teniendo en cuenta que el mapeo (u, v)→ (w, z) es biyectivo, las ecuaciones (1.23) y
(1.24) son equivalentes al sistema (1.18), en el sentido cla´sico de una solucio´n [2].
Al sistema (1.18) se le puede adicionar un te´rmino de regularizacio´n as´ı
ut + f1(u, v)x = εuxxvt + f2(u, v)x = εvxx (1.25)
con
u(x, 0) = u0(x) y v(x, 0) = v0(x) (1.26)
que es un sistema de ecuaciones parabo´licas semilineales cuyas soluciones son llama-
das viscosas [1].
Las soluciones viscosas de este tipo de sistemas llamados de leyes de conservacio´n
hiperbo´lica (LCH) son el tema de intere´s del siguiente cap´ıtulo.
Cap´ıtulo 2
Soluciones Viscosas
Se requiere para este cap´ıtulo del conocimiento de espacios Banach, del teorema del
punto fijo, operadores acotados, funciones de Lipschitz y de la norma L∞ que pueden
leerse en [21] [25] [26].
2.1. Solucio´n viscosa para una LCH
Teorema 4. Sea ut + f(u)x + g(u) = εuxxu(x, 0) = u0(x) (2.1)
con g localmente Lipschitz y f ∈ C1(Rn) y u ∈ Rn, n ≥ 1
(a) Para un ε > 0 fijo, el problema de Cauchy (2.1) con condicio´n acotada medi-
ble u(x, 0) = u0(x) tiene solucio´n u´nica local suave u
ε(x, t) ∈ C∞(R × (0, t))
para un tiempo pequen˜o τ , el cual depende de la norma L∞ en los datos iniciales.
Demostracio´n. El problema de Cauchy (2.1) es equivalente a :
u(x, t) =
∫ ∞
−∞
u0(y)G(x− y, t)dy +
∫ t
0
∫ ∞
−∞
f(u(y, τ))Gy(x− y, t− τ)dydτ
−
∫ t
0
∫ ∞
−∞
g(u)G(x− y, t− τ)dydτ (2.2)
24
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donde G(x, t) = 1√
4piεt
e−
x2
4εt .
Definamos
B = {u(x, t) : u(x, t) ∈ C∞(R× (0, τ)) ∩ L∞(R× 0, τ)}
es fa´cil ver queB es un espacio de Banach bajo la norma ‖u(x, t)‖B = ‖u(x, t)‖L∞(R×0,τ).
Para todo τ
Bτ =
{
u(x, t) : u(x, t) ∈ C∞(R× (0, τ)), ‖u(x, t)‖L∞(R×[0,τ ]) ≤ 2M
}
es un subconjunto convexo cerrado y acotado de B.
Definamos un operador T sobre Bτ como
T (u) =
∫ ∞
−∞
u0(y)G(x− y, t)dy +
∫ t
0
∫ ∞
−∞
f(u(y, τ))Gy(x− y, t− τ)dydτ
−
∫ t
0
∫ ∞
−∞
g(u)G(x− y, t− τ)dydτ.
Se probara´ que existe τ0 tal que para cualquier u ∈ Bτ0 , donde T (u) ∈ Bτ0 es
una contraccio´n.
Sea u ∈ Bτ , entonces existe una K, constante positiva, tal que
|f(u)| ≤ K, |g(u)| ≤ K
puesto que f, g son continuas, g es acotada y u es acotada por estar en Bτ .
Adema´s, existe una constante L > 0 y u1, u2 soluciones de (2.1) tal que
|f(u2)− f(u1)| ≤ L |u2−u1| (2.3)
y
|g(u2)− g(u1)| ≤ L |u2−u1| (2.4)
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ya que f, g son localmente de Lipschitz.
De lo anterior y considerando los lemas 1 y 2 tenemos que:
|T (u)| ≤
∫ ∞
−∞
|u0(y)| |G(x− y, t)| dy +
∫ t
0
∫ ∞
−∞
|f(u)| |Gy(x− y, t− τ)| dydτ
+
∫ ∞
−∞
|g(u(y, τ))| |G(x− y, t− τ)| dydτ
≤M
∫ ∞
−∞
|G(x− y, t)| dy +K
∫ t
0
∫ ∞
−∞
|Gy(x− y, t− τ)| dydτ
+K
∫ t
0
∫ ∞
−∞
|G(x− y, t− τ)| dydτ
≤M + 2K
√
t
piε
+Kt.
De manera similar teniendo en cuenta las desigualdades (2.3) y (2.4), obtenemos
‖T (u2)− T (u1)‖
≤
∫ t
0
∫ ∞
−∞
|f(u1)− f(u2)| |Gy(x− y, t− τ)| dydτ
+
∫ t
0
∫ ∞
−∞
|g(u1)− g(u2)| |G(x− y, t− τ)| dydτ
≤L
∫ t
0
∫ ∞
−∞
[|u2−u1|Gy |x− y, t− τ |+ |u1−u2| |G(x− y, t− τ)|] dydτ
≤L(‖u2−u1‖L∞)
∫ t
0
∫ ∞
−∞
|Gy(x− y, t− τ)|+ |G(x− y, t− τ)| dydτ
≤(2L
√
t
piε
+ Lt)(‖u2−u1‖L∞)
por tanto
‖T (u2)− T (u1)‖L∞ ≤(2L
√
t
piε
+ Lt) ‖u2−u1‖L∞
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y como
‖T (u2)− T (u1)‖Bτ = ‖T (u2)− T (u1)‖L∞
≤ (2L
√
τ
piε
+ Lτ) ‖u2−u1‖L∞
=(2L
√
τ
piε
+ Lτ) ‖u2−u1‖Bτ
si se escoge a τ0 > 0 tal que
2K
√
τ0
piε
+Kτ0 ≤M y (2L
√
τ0
piε
+ Lτ0) < 1
entonces T (u) ∈ Bτ0 es una contraccio´n, por tanto existe un u´nico uε ∈ Bτ0 , tal
T (u) = u, de donde, para el problema de Cauchy (2.1) se tiene u´nica solucio´n
uε ∈ C∞(R× (0, τ0)) y |uε(x, t)| ≤ 2M ∀(x, t) ∈ R× [0, τ0)

(b.) Si la solucio´n uε tiene estimaciones apriori en L∞ de la forma
‖uε(x, t)‖L∞ ≤ M(ε, T ) para t ∈ [0, T ], entonces la solucio´n existe sobre R ×
[0, T ]
Demostracio´n. Si la solucio´n tiene estimaciones apriori
|uε(x, t)|L∞ ≤ M(ε, T ), ∀t ∈ [0, T ], entonces u0(x) ≤ M(T ), entonces de (a)
existe τ > 0 el cual depende solo de M(T ) tal que la solucio´n uε, existe en
R× [0, τ0] y debido a la hipo´tesis tenemos que |uε(x, t)| ≤M(T ).
Si consideramos τ como el tiempo inicial, un procedimiento similar, muestra
que la solucio´n existe en R× [τ, 2τ ] y |uε(x, t)| ≤ 2M(T ) ∀(x, t) ∈ [τ, 2τ ] .
De esto tenemos |uε(x, 2τ)| ≤ M(T ) y haciendo el mismo procedimiento, se
puede ver que el tiempo local τ puede ser extendido a T , ya que el tiempo
depende solamente de M(T ).

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2.2. Solucio´n viscosa para LCH con fuente
Se considera el siguiente problema de Cauchy para el sistema semilineal parabo´lico:
u1t +f1(u
1, u2, . . . , un) + g1(u
1, u2, . . . , un) = ε u1xx
u2t +f2(u
1, u2, . . . , un) + g2(u
1, u2, . . . , un) = ε u2xx
...
...
...
unt +fn(u
1, u2, . . . , un) + gn(u
1, u2, . . . , un) = ε unxx
(2.5)
en R× (0,∞) con datos iniciales medibles acotados
u1(x, 0) = u10(x), . . . , un(x, 0) = u
n
0 (x)∣∣u10(x)∣∣ ≤M, . . . , |un0 (x)| ≤M (2.6)
Teorema 5.
(a) Supongase que gi son funciones localmente Lipschitz para
(u1, u2, . . . , un), acotadas y continuas en R × [0,+∞) y fi ∈ C1(Rn) para i =
1, . . . , n.
Entonces el problema de Cauchy (2.5) y (2.6) tiene u´nica solucio´n
(u1ε, u2ε, . . . , unε) ∈ C∞(R × (0, τ0)) para todo τ0 pequen˜o el cual depende de
so´lo la norma L∞ de los datos iniciales y
|u1ε(x, t)| ≤ 2M, . . . , |unε(x, t)| ≤ 2M ;∀(x, t) ∈ R× (0, τ0);
(b) Adema´s, si la solucio´n (u1ε, u2ε, . . . , unε) tiene estimaciones apriori
∥∥u1ε(x, t)∥∥
L∞ ≤M(T ), . . . , ‖unε(x, t)‖L∞ ≤M(T )
∀t ∈ [0, T ], entonces la solucio´n existe sobre R× [0, T ]. Particularmente si existe
N > 0 tal que∥∥u1ε(x, t)∥∥
L∞(R×[0,∞)) ≤ N, . . . , ‖unε(x, t)‖L∞(R×[0,∞))
entonces la solucio´n (u1ε, u2ε, . . . , unε), existe sobre R× (0,∞).
Demostracio´n. La demostracio´n esta´ basada en el teorema 4 para ui soluciones
con i = 1, . . . , n. Se puede ver esta demostracio´n en [27].
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2.3. Lemas auxiliares para soluciones viscosas.
Lema 3. Sea vε una solucio´n de la ecuacio´n diferencial parabo´lica
vt + (vf(u))x = εvxx; v(x, 0) = v0(x)
donde f(u) es continua para u ∈ Rn,entonces
vε ≥ c(t, δ, ε) > 0, si v0(x) ≥ σ > 0
donde σ es una constante positiva y c(t, δ, ε) puede tender a cero o t tiende a infinito.
Demostracio´n. La ecuacio´n vt + (vf(u))x = εvxx se puede escribir como
wt + f(u)wx + f(u)x = ε(wxx + w
2
x)
donde w = log(v), entonces
wt = εwxx + ε(wx − f(u)
2ε
)2 − f(u)x − f
2(u)
4ε
(2.7)
La solucio´n de (2.7) con dato inicial w0(x) = log(v0(x)) puede ser representada por
la funcio´n de Green
G(x− y, t) = 1√
piεt
e−
(x−y)2
4εt
as´ı:
w =
∫ ∞
−∞
G(x− y, t)w0(y)dy
+
∫ t
0
∫ ∞
−∞
(
ε(wx − f(u)
2ε
)2 − f
2
4ε
− f(u)x
)
G(x− y, t− s)dyds (2.8)
por el lema 1 y 2
∫ ∞
−∞
G(x− y, t)dy = 1,
∫ ∞
−∞
|Gy(x− y, t)| dy ≤ M√
εt
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se sigue de (2.8) que
w ≥
∫ ∞
−∞
G(x− y, t)w0(y)dy
+
∫ t
0
∫ ∞
−∞
(
−f
2(u)
4ε
− f(u)x
)
G(x− y, t− s)dyds
=
∫ ∞
−∞
G(x− y, t)w0(y)dy
+
∫ t
0
∫ ∞
−∞
(f(u)Gy(x− y, t− s))− f
2(u)
4ε
G(x− y, t− s)dyds
≥log(σ)− Mt
ε
− M1
√
t√
ε
≥ −c(t, δ, ε) > −∞
de donde vε(x, t) tiene una cota inferior positiva c(t, δ, ε) para un ε fijo y un t <∞

Lema 4. Supongase que vε(x, t) satisface la ecuacio´n parabo´lica
vt + (vf(u, v))x + g(v, u) = εvxx (2.9)
y v(x, 0) = v0(x) ≥ δ > 0, donde f(u, v) ∈ C1(R2), g(u, v) es localmente Lipchitz
continua y g(u, v) = vh(u, v), h(u, v) ∈ C(R).
Si |u(x, t)| ≤ M(ε, δ, T ) , |vε(x, t)| ≤ M(, δ, T ) en R × [0, T ], entonces la solucio´n
vε(x, t) ≥ c(t, δ, ε) > 0 en R × [0, T ] donde c(t, δ, ε) puede tender a cero cuando δ, ε
tienden a cero o t tiende a infinito.
Demostracio´n. Ba´sicamente esta demostracio´n se fundamenta en la demostracio´n
del lema 3, agregando un te´rmino fuente g(u, v). Ve´ase [29]
Lema 5. Sea u una solucio´n de la ecuacio´n parabo´lica
ut +a(u, x, t)ux +g(u, x, t) = uxx (2.10)
y |u(x, 0)| ≤ M , donde |g(u, x, t)| ≤ C |u| + C˜, con C, C˜ > 0 y a(u, x, t) localmente
acotada.
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Entonces para todo T > 0, existe M(T ) > 0 tal que |u(x, t)| ≤M(T ) sobre R× [0, T ].
Demostracio´n. Multiplicando (2.10) por 2u se obtiene que
(u2)t + a(u, x, t)(u
2)x =2uuxx−2u g(u, x, t)
≤[(2uux)x − 2u2x] + 2 |u| (C |u|+ C˜)
≤(u2)xx + (2C + 1)u2 +C˜2
Si v = u2 e−(2C+1)t, se puede ver con algunos calculos que
vt + avx ≤ vxx + C˜2e−(2C+1)t (2.11)
y s´ı
w = v +
C˜2
2C + 1
e−(2C+1)t
se ve que (2.11) se transforma en
wt + a(u, x, t)wx ≤ wxx
y
w|t=0 = (u |t=0)2 + C˜
2
2C + 1
≤M2 + C˜
2
2C + 1
por el principio del ma´ximo
w(x, t) ≤M2 + C˜
2
2C + 1
por tanto
|u(x, t)| ≤
[(
M2 +
C˜2
2C + 1
e(2C+1)t
)]1/2
≤M(T )

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Corolario 1. Suponga que u(x, t) ≥ (≤)0, satisface
ut +a(u, x, t)ux +g(u, x, t) ≤ (≥)uxx (2.12)
y |u(x, 0)| ≤M , g(u, x, t) ≥ (≤)C u+C˜, con c, C˜ ∈ R y a(u, x, t) localmente acotada.
Entonces para todo T > 0, existe M(T ) > 0 tal que
u(x, t) ≤M(T ), (u(x, t) ≥ −M(T ))
sobre R× [0, T ].
Cap´ıtulo 3
Sistemas de Elasticidad Extendidos
En este cap´ıtulo se considerara´ una extensio´n de las leyes de conservacio´n hiperbo´lica
relacionadas con dos sistemas de ecuaciones de Euler, un sistema de ecuaciones gene-
rales de Euler para el flujo de un fluido compresible y un sistema para gas dina´mico
politro´pico como se relacionan en [1].
Los resultados que aqu´ı se mostrara´n permiten establecer la existencia de soluciones
viscosas para sistemas extendidos de ela´sticidad sin y con te´rmino fuente.
3.1. Condiciones para el sistema
Se considera la existencia global de soluciones suaves para el siguiente sistema de
elasticidad ut +(c u+f(v))x = 0vt + (u+g(v))x = 0 (3.1)
y el sistema de elasticidad extendido con fuente relacionado a (3.1) dado por
ut +(c u+f(v))x + g1(u, v) = 0vt + (u+g(v))x + g2(u, v) = 0 (3.2)
En (3.1) y (3.2) las condiciones acotadas medibles esta´n dadas por
33
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(u(x, 0), v(x, 0)) = (u0(x), v0(x))
En (3.2) g1 y g2 son funciones localmente Lipschitz continuas.
En (3.1) cuando g(v) = 0 y c = 0, se tiene el sistema de elasticidad no lineal uni-
dimensional que describe el balance de masa y momento lineal, donde v denota la
tensio´n, f(v) es la fatiga del sistema y u la velocidad .
No es el intere´s de este trabajo entrar a estudiar las situaciones f´ısicas inherentes a
(3.1) y (3.2). Por ejemplo, el funcionamiento del Tensor de tensio´n, fatiga etc. Para
un estudio al respecto ve´ase [16].
Para los sistemas (3.1) y (3.2) se supondra´ que g(v) y f(v) satisfacen:
(A) f, g ∈ C3 y f ′ ≥ d para v ∈ R y
2f ′′ + g′′(s2 + g′ − c) > 0, para v > 0
2f ′′ + g′′(s2 + g′ − c) < 0, para v < 0
2f ′′ + g′′(g′ − c− s2) > 0, para v > 0
2f ′′ + g′′(g′ − c− s2) < 0, para v < 0
donde
s2 =
√
(g′ − c)2 + 4f ′
Es fa´cil probar que existen funciones (f, g) que satisfacen la condicio´n (A), segu´n [1]
el´ıjase f ′(v) = (v2 + d)`, g′(v) − c = k(v2 + e)m, donde d, e,m, `, k son constantes
positivas y e ≥ d, ` ≥ m.
3.2. Soluciones a sistemas de elasticidad sin fuente
Considerese ut +(c u+f(v))x = ε uxxvt + (u+g(v))x = εvxx (3.3)
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con las condiciones acotadas medibles dadas por
(u(x, 0), v(x, 0)) = (u0(x), v0(x))
En [4], se garantiza la existencia de soluciones viscosas globales del sistema (3.2) usan-
do el me´todo de las regiones invariantes .
Aqui se usa el principio del ma´ximo para demostrar la existencia de dichas soluciones
como en [30].
Teorema 6. Para un ε > 0, el problema de Cauchy (3.3) y suponiendo cumple las
condiciones de (A), tiene solucio´n u´nica global suave (uε(x, t), vε(x, t)) que satisface
|uε(x, t)| ≤M, |vε(x, t)| ≤M
donde M es una constante positiva independiente de ε.
Demostracio´n. El sistema (3.1) se puede escribir como
Ut + dFUx = 0 (3.4)
donde U = (u, v), F : R2 → R2, tal que
(u, v)→ (c u+f(u), u+g(v)) y
dF =
(
c f ′(v)
1 g′(v)
)
para calcular los valores propios de dF , se resuelve
(c− λ)(g′(v)− λ)− f ′(v) = 0
de donde
λ1 =
c+ g′ +
√
(g′ − c)2 + 4f ′
2
y λ2 =
c+ g′ −√(g′ − c)2 + 4f ′
2
llamado s2 =
√
(g′ − c)2 + 4f ′, tenemos que
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λ1 =
c+ g′ + s2
2
y λ2 =
c+ g′ − s2
2
(3.5)
los vectores propios a derecha γ1, γ2, asociados se calculan resolviendo
γλ1 = [dF − λ1I|0] y γλ2 = [dF − λ1I|0]
de donde se obtiene
γλ1 = (g
′ − c+ s2,−2)T , γλ2 = (g′ − c− s2,−2)T
Para calcular los invariantes de Riemman w y z se resuelve:
∇w · γλ1 = 0, ∇z · γλ2 = 0
y se encuentra
w(u, v) = u+
∫ v
0
g′ − c+ s2
2
dv (3.6)
z(u, v) = u+
∫ v
0
g′ − c− s2
2
dv (3.7)
Calculando wv, wu, wvv, wuu, wuv; zv, zu, zvv, zuu, zuv se tiene
wu = 1 +
∂
∂u
∫ v
0
g′ − c+ s2
2
dv = 1 (3.8)
zu = 1 +
∂
∂u
∫ v
0
g′ − c− s2
2
dv = 1 (3.9)
wv = 1 +
∂
∂v
∫ v
0
g′ − c+ s2
2
dv =
g′ − c+ s2
2
(3.10)
zv = 1 +
∂
∂v
∫ v
0
g′ − c− s2
2
dv =
g′ − c− s2
2
(3.11)
wvv =
g′′(g′ − c+ s2) + 2f ′′
2s2
(3.12)
zvv =
2f ′′ + g′′(g′ − c− s2)
2s2
(3.13)
wuu = wuv = zuu = zuv = 0 (3.14)
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Multiplicando el sistema (3.3) por ∇z(u, t) se tiene que
∇z(Ut + dFUx) = ε∆U (3.15)
s´ı
∇zdF = λ1∇z (3.16)
entonces se encuentra
zt + λ1zx = ∇zε∆U = ε(zu, zv)(uxx, vxx)
= εzxx − ε(zuu u2x +2zuvuxvx + zvvv2x)
sustituyendo zuu, zuv, zvv
zt + λ1zx = εzxxε(zvv)v
2
x
= εzxx − ε
(
2f ′′ + g′′(g′ − c− s2)
2s2
)
v2x
por (A) si v > 0 , 2f ′ + g′′(g′ − c− s2) > 0, luego
zt + λ1zx ≤ εzxx. (3.17)
Ahora multiplicando (3.3) por ∇w(u, t) se tiene que
∇w(Ut + dFUx) = ε∆U
si ∇wdF = λ2∇w, se encuentra
wt + λ2wx = ∇wε∆U = ε(wu, wv)(uxx, vxx)
= εwxx − ε(wuu u2x +2wuvuxvx + wvvv2x)
sustituyendo wuu, wuv, wvv
wt + λ2wx = εwxxε(wvv)v
2
x
= εwxx − ε
(
2f ′′ + g′′(g′ − c+ s2)
2s2
)
v2x
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por (A) si v > 0, 2f ′′ + g′′(g′ − c+ s2) > 0, luego
wt + λ2wx ≤ εwxx (3.18)
Por otra parte de (A), si v < 0, 2f ′′ + g′′(g′ − c− s2) < 0, entonces
zt + λ1zx ≥ εzxx (3.19)
y 2f ′′ + g′′(g′ − c+ s2) < 0, entonces
wt + λ2wx ≥ εwxx (3.20)
Tomando (3.17) y (3.18) as´ı
(−zt) + λ1(−zx) ≥ ε(−zxx) (3.21)
wt + λ2wx ≤ εwxx (3.22)
y (3.19)-(3.20) as´ı
zt + λ1zx ≥ εzxx (3.23)
(−wt) + λ2(−wx) ≤ ε(−wxx) (3.24)
Al considerar las desigualdades (3.21)-(3.22)y (3.23)-(3.24) con variables en w y z,
por el principio del ma´ximo se puede conseguir estimaciones
w(uε, vε) ≤M, z(uε, vε) ≥ −M, w(uε, vε) ≥ −M, z(uε, vε) ≤M,
del teorema 4 parte (b) se tiene que
|uε(x, t)| ≤M y |vε(x, t)| ≤M

3.3. Solucio´n a sistemas de elasticidad con fuente
Considerese el sistema de ecuaciones diferenciales para las leyes de conservacio´n hi-
perbo´lica (3.2) dado porut + (cu+ f(v))x + g1(u, v) = 0vt + (u+ g(v))x + g2(u, v) = 0 (3.25)
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donde c es una constante, g1(u, v) y g2(u, v) son funciones localmente Lipschitz con-
tinuas cuyas condiciones acotadas medibles son
(u(x, 0), v(x, 0)) = (u0(x), v0(x)) (3.26)
se supone para (3.25) y (3.26) se cumple las condiciones en (A).
Se debe tener en cuenta que las soluciones locales del sistema (3.25) estan garantiza-
das por el teorema 5. Se va a usar los lemas auxiliares de la seccio´n 2.3 para buscar
estimaciones apriori de (3.25) que se puedan extender a sus soluciones globales.
Proposicio´n 1. Supongamos g1(u, v) y g2(u, v) de (3.25) cumplen
wug1 + wvg2 ≥ c1w + c2, zug1 + zvg2 ≤ c3z + c4
donde c1, c2, c3, c4 ∈ R y g2 = vh(u, v), con h(u, v) una funcio´n continua para (u, v),
entonces el problema de Cauchy (3.25),(3.26) tiene u´nica solucio´n (uε(x, t), vε(x, t)) y
satisface que para todo T > 0, |uε(x, t)| ≤M(T ); 0 < c(ε, t) ≤ vε(x, t) ≤M(T ),
sobre R × [0, T ], donde M(T ) es una constante positiva que es independiente de
ε; c(ε, t) es una funcio´n positiva la cual puede tender a cero cuando ε tiende a cero
o t tiende a infinito.
Demostracio´n. Escribamos el sistema (3.25) como
Ut + dFUx +G = 0
donde
U = (u, v), F : R2 → R2 tal que
(u, v)→ (cu+ f(v), u+ g(v)) y
dF =
(
c f ′(v)
1 g′(v)
)
donde los valores propios de dF esta´n dados por (3.5)
λ1 =
c+ g′ + s2
2
y λ2 =
c+ g′ − s2
2
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con vectores propios a derecha
γλ1 = (g
′ − c+ s2,−2)T y γλ2 = (g′ − c− s2,−2)T
cuyos invariantes de Riemman esta´n dados por (3.6) y (3.7)
w(u, v) = u+
∫ v
0
g′ − c+ s2
2
dv, z(u, v) = u+
∫ v
0
g′ − c− s2
2
dv
Por otra parte de (3.8),(3.9),(3.10),(3.11),(3.12),(3.13),(3.14) se tiene
wu = zu = 1, wuu = wuv = zuu = zuv = 0
wv =
g′ − c+ s2
2
, zv =
g′ − c− s2
2
wvv =
2f ′′ + g′′(g′ − c+ s2)
2s2
zvv =
2f ′′ + g′′(g′ − c− s2)
2s2
Conside´rese ahora el problema de Cauchy para el sistema parabo´lico relacionado a
(3.25) ut + (cu+ f(v))x + g1(u, v) = εuxxvt + (u+ g(v))x + g2(u, v) = εvxx (3.27)
con las condiciones dadas en (3.26) se puede escribir como
Ut + dFUx +G = ε∆U (3.28)
Multiplicando (3.28) por la izquierda con ∇z y teniendo en cuenta que
∇zdF = λ1∇z y zuu, zuv, zvv
zt + λ1zx + (zug1 + zvg2) =εzxx − ε(zuuu2x + 2zuvuxvx + zvvv2x)
=εzxx − ε
2
[
2f ′′ + g′′(g′ − c− s2)
s2
]
v2x
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de la condicio´n (A).
Si v > 0, 2f ′′ + g′′(g′ − c− s2) > 0 y
zt + λ1zx + [g1zu + g2zv] ≤ εzxx. (3.29)
Si v < 0, 2f ′′ + g′′(g′ − c− s2) < 0 y
zt + λ1zx + [g1zu + g2zv] ≥ εzxx (3.30)
Por otra parte si se multiplica (3.28) por la izquierda con ∇wdF = λ2∇w y se usa
wuu, wuv, wvv
wt + λ2wx + (w1g1 + w2g2) =εwxx − ε(wuuu2x + 2wuvuxvx + wvvv2x)
=εwxx − ε
2
[
2f ′′ + g′′(g′ − c+ s2)
s2
]
v2x
de la condicio´n (A).
Si v > 0, 2f ′′ + g′′(s2 + g′ − c) > 0 y
wt + λ2wx + [g1wu + g2wv] ≤ εwxx (3.31)
Si v < 0, 2f ′′ + g′′(s2 + g′ − c) < 0 y
wt + λ2wx + [g1wu + g2wv] ≥ εwxx (3.32)
De (3.31)-(3.29) y (3.32)-(3.30) respectivamente tenemos:
wt + λ2wx + [g1wu + g2wv] ≤ εwxx−zt − λ1zx − [g1zu + g2zv] ≥ −εzxx (3.33)
y
−wt − λ2wx − [g1wu + g2wv] ≤ −εwxxzt + λ1zx + [g1zu + g2zv] ≥ εzxx (3.34)
Usando la hipo´tesis de la proposicio´n 1 se tiene para (3.33) y (3.34)
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wt + λ2wx + [c1wu + c2wv] ≤ εwxx−zt − λ1zx − [c1zu + c2zv] ≥ −εzxx (3.35)
y
−wt − λ2wx − [c1wu + c2wv] ≤ −εwxxzt + λ1zx + [c1zu + c2zv] ≥ εzxx (3.36)
si se considera (3.35) y (3.36) como desigualdades en las variables w y z y aplicando
el corolario 1, entonces w(uε, vε) ≤ N(T ), −z(uε, vε) ≤ −N(T ) sobre R× [0, T ] donde
N(T ) es independiente de ε y T es cualquier nu´mero real positivo. De acuerdo a esto
se puede encontrar un M(T ) > 0 tal que |uε(x, t)| ≤ M(T ) y |vε(x, t)| ≤ M(T ) ,
segu´n el teorema 5 y en vista del lema 4 se tiene que 0 < c(ε, t) ≤ vε(x, t) ≤M(T )

Observacio´n 1. Se puede ver que existen funciones g1, g2 que satisfacen la hipo´tesis
de la proposicio´n 1, por ejemplo
g1(u, v) = k1u+ k1
∫ v
0
wvdv ; u > 0, k1 > 0, v > 0
g2(u, v) = vh(u, v) = v
[
k2
v2 + u2 + 1
]
; k2 > 0, v > 0.
De hecho teniendo en cuenta que
|wu| = 1, wv = g
′ − c+ s2
2
≥ −2f
′′
g
se obtiene
g1wu = k1
(
u+
∫ v
0
wvdv
)
= k1w ≥ c1w; c1 < k1
g2wv = v
[
k2
v2 + u2 + 1
] [
g′ − c+ s2
2
]
≥ −v k2
v2 + u2 + 1
2f ′′
g′′
≥ c2
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de aqu´ı se tiene
wug1 + wvg2 ≥ c1w + c2.
Por otra parte
|zu| = 1, zv = g
′ − c− s2
2
≥ −2f
′′
g
s2 > 0
luego
g1zu = k1
(
u+
∫ v
0
g′ − c+ s2
2
)
≤ k1
(
u+
∫ v
0
g′ − c− s2
2
)
≤ k1z ≤ c3z
g2zv = v
[
k2
v2 + u2 + 1
] [
g′ − c− s2
2
]
≤ −v k2
v2 + u2 + 1
2f ′′
g
≤ c4
de aqu´ı se tiene
zug1 + zvg2 ≤ c3z + c4
Conclusiones
1. Es posible aplicar la metodolog´ıa expuesta para la bu´squeda de soluciones vis-
cosas a sistemas de L.C.H diversos, por ejemplo sistemas de Euler para un fluido
compresible, sistemas de gas politro´pico, ve´ase [2],[9],[10],[11].
2. Queda abierta la bu´squeda de soluciones de´biles a los sistemas de elasticidad
planteados, con el uso del me´todo de compacidad compensada y con la ayuda
del principio del ma´ximo.
3. Los me´todos de bu´squeda de estimaciones apriori por perturbacio´n del sistema
de leyes de conservacio´n permite la bu´squeda de soluciones de´biles usando las
soluciones viscosas, este hecho indica que este trabajo es previo al ca´lculo de
soluciones de´biles.
4. Es interesante que se haga un estudio nume´rico del problema de ela´sticidad
planteado en este trabajo con aplicaciones a la f´ısica o ingenier´ıa.
5. Es posible que situaciones f´ısicas de electricidad y magnetismo sean planteadas
desde las leyes de conservacio´n hiperbo´lica. Por ejemplo leyes de magnetohidro-
dina´mica, de maxwell, etc.
6. Es importante dejar claro que las L.C.H se pueden abordar si se conoce la teor´ıa
relacionada a las ecuaciones parabo´licas, en particular a la ecuacio´n del calor.
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