Inspired by the recent developments in the field of distributed quantum computing, distributed quantum systems are analyzed as networks of quantum systems. This gives rise to the distributed quantum consensus algorithms. Focus of this paper is on optimizing the convergence rate of the continuous-time quantum consensus algorithm over a quantum network with N qudits. It is shown that the optimal convergence rate is independent of the value of d in qudits. By classifying the induced graphs as the Schreier graphs, they are categorized in terms of the partitions of integer N . The intertwining relation is established between one-level dominant partitions in the Hasse Diagram of integer N . Based on this result, the proof of the Aldous' conjecture is extended to all possible induced graphs, and the original optimization problem is reduced to optimizing algebraic connectivity of the smallest induced graph. Utilizing the generalization of Aldous' conjecture, it is shown that the convergence rates of the algorithm to both the consensus state and the reduced quantum state consensus are the same. By providing the analytical solution to semidefinite programming formulation of the obtained problem, closed-form expressions for the optimal results are provided for a range of topologies.
quantum systems are analyzed as networks of quantum systems [9] . Similar to the classical networks of coordinated agents, a quantum network can reach different states including the quantum consensus state and reduced quantum state consensus.
To address consensus in quantum networks, the authors in [10] [11] [12] have considered quantum networks as multipartite quantum systems with multiqubits. They reinterpret the quantum consensus algorithm as a symmetrization problem, and they derive the general conditions for convergence of the algorithm. They have obtained four different generalizations of classical consensus states in the quantum domain. Two important states are the quantum consensus state and the reduced quantum state consensus. The quantum consensus state is the symmetric state, which is invariant to all permutations, and in the reduced quantum state consensus, the reduced states of all subsystems are equal.
The authors in [13] have extended the analysis of the quantum consensus algorithm [12] to the continuous-time domain and proved the convergence of the dynamics by characterizing its asymptotic behavior. In [14] [15] [16] , the authors have modeled the consensus algorithm over quantum networks as the continuoustime model of the classical consensus dynamics. They have shown how to carry out convergence speed optimization of the equivalent classical consensus via convex programming. Furthermore, they establish necessary and sufficient conditions for exponential and asymptotic convergence of the algorithm.
A. Main Results
In this paper, we optimize the convergence rate of the continuous-time model of the quantum consensus algorithm over a quantum network with N qudits. Following are the main contributions of the this paper.
1) The general form of the problem is addressed by considering a network of qudits instead of qubits. The main motivation for this generalization is to show that the optimal convergence rate is independent of the value of d in qudits. 2) Similar to [13] and [14] , here, we have derived the equivalent state update equation of the consensus algorithm over a classical network. This has been done by expanding the density matrix in terms of the generalized Gell-Mann matrices, while in [14] , the density matrix has been expanded in terms of the computational basis. Furthermore, it is shown that the underlying graph of the obtained 0018-9286 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
classical continuous-time consensus (CTC) algorithm includes all induced graphs corresponding to the partitions of N and the induced graphs are the Schreier graphs.
In the special case of the interchange process, it reduces to the Cayley graph. The derivations developed in [13] corresponds to the interchange process. 3) It is shown that the eigenvalues of the induced graph corresponding to the dominant partition are included in the eigenvalues of the less dominant partition. This has been done by establishing the intertwining relation between one-level dominant partitions in the Hasse Diagram of integer N . These results are presented in Section IV-D. 4) Based on the intertwining relation between one-level dominant partitions, the proof of the Aldous' conjecture [17] is extended to all possible induced graphs, i.e., it is proved that the algebraic connectivity of all induced graphs corresponding to partitions of N is equal. Furthermore, it is shown that the problem of optimizing the convergence rate of the quantum consensus reduces to optimizing the second smallest eigenvalue of the Laplacian of the induced graph corresponding to partition (N − 1, 1). These results are presented in Section IV-E. 5) An interesting case studied is the one where the constraint on sum of the weights (D) is set proportional to the number of edges in the underlying graph and additionally one of the induced graphs, namely G with N vertices serves as the underlying graph for another quantum network. For this case, using the extension of Aldous' conjecture, it is shown that the algebraic connectivity and the convergence rate of all induced graphs corresponding to partitions of N are same as those of all induced graphs corresponding to partitions of N . These results are addressed at the beginning of Section VI. 6) Based on the extension of Aldous' conjecture, it is argued that the convergence rates of the quantum consensus algorithm to both the consensus state and the reduced quantum state consensus are equal. These results are presented in Section V. 7) The analytical solution for the semidefinite programming formulation of the optimization problem is provided for a wide range of topologies. This includes the closed-form expressions for the optimal convergence rate and the optimal weights. These results are presented in Section VI. The rest of this paper is organized as follows. Section II presents some preliminaries including relevant concepts in graph theory, qubit, and qudit. The classical CTC algorithm and the semidefinite programming formulation of its optimization are presented in Section III. Section IV describes optimization of the continuous-time quantum consensus algorithm and how it can be transformed into optimization of a classical CTC problem. Section V addresses the relation between the convergence rates of the algorithm to the consensus state and the reduced quantum state consensus. In Section VI, analytical optimization of the CTC problem and closed-form expressions for the optimal results over a range of topologies have been presented.
II. PRELIMINARIES
In this section, we present the fundamental concepts from graph theory, qubit, and qudit.
A. Graph Theory
A graph is defined as G = {V, E} with V = {1, . . . , N} as the set of vertices and E as the set of edges. Each edge {i, j} ∈ E is an unordered pair of distinct vertices. If no direction is assigned to the edges, then the graph is called an undirected graph. Throughout this paper, we consider undirected simple graphs with no self-loops and at most one edge between any two different vertices. The set of all neighbors of a vertex i is defined as N i {j ∈ V : {i, j} ∈ E}. A weighted graph is a graph where a weight is associated with every edge according to proper map W : E → R, such that if {i, j} ∈ E, then W ({i, j}) = w ij ; otherwise, W ({i, j}) = 0. The edge structure of the weighted graph G is described through its adjacency matrix (A G ). The adjacency matrix A G is an N × N matrix with {i, j}th entry (A G (i, j)) defined as follows:
For undirected graphs, the adjacency matrix is symmetric, i.e., A G is symmetric. The degree of a vertex i is the sum of the weights on the edges connected to vertex i, i.e.,
The degree matrix D G of G is the N × N diagonal matrix, where its ith diagonal element is equal to the degree of vertex i and all nondiagonal elements are equal to zero. A graph is called connected if there is a path between any two vertices in the graph. A graph is called a regular graph if all the vertices have the same number of neighbors. The Laplacian matrix of graph G is defined as L G = D G − A G . The Laplacian matrix of an undirected graph is a symmetric matrix. The eigenvalues of the Laplacian matrix (L G ) are all nonnegative. Defining 1 and 0 as vectors of length N with all elements equal to one and zero, respectively, hence for the Laplacian matrix, we have L G × 1 = 0. In undirected graphs, the associated Laplacian is a positive semidefinite matrix, and its eigenvalues can be arranged in nondecreasing order as follows:
A necessary and sufficient condition for nonzero λ 2 (L G ) is that the graph G is connected [18] . As a result, this eigenvalue (λ 2 (L G )) is referred to as the algebraic connectivity of the graph G [19] . The algebraic connectivity has found applications in the analysis of numerous problems including combinatorial optimization problems such as the maximum cut problem, certain flowing process, and the traveling salesman problem [20] .
B. Qubit and Qudit
The quantum state, defined as a ray in a Hilbert space, provides a complete description of the quantum system. Here, we consider the Hilbert space H = C d with the inner product φ|ψ , where |φ is a ket denoting a vector and ψ| is a bra denoting the complex conjugate of |ψ . A ray is an equivalence class of vectors that differ by multiplication by a nonzero complex scalar. Each ray corresponds to a possible state, so that given two states |ψ 1 , |ψ 2 , we can form another as a |ψ 1 + b |ψ 2 (the "superposition principle").
Qubit, defined as the quantum state of a two-state quantum system, is the smallest unit of information, and it is analogous to classical bit. State of a qubit, represented by |ψ = α |0 + β |1 , is superposition of the two orthogonal basis states |0 and |1 , which are used to represent the (conventional) values 0 and 1. α and β are complex numbers in general, where |α| 2 + |β| 2 = 1. |α| 2 (or |β| 2 , respectively) is the probability that the state of qubit is |0 (or |1 , respectively). Qudit is the extension of the qubit to a d-state quantum computer. A qudit can be represented
i=0 |α i | 2 = 1 and |α i | 2 is the probability that the state of qudit is |i . Let |0 , . . . , |d − 1 denote the basis states of a d-dimensional Hilbert space H d . Pure state is referred to the state of a system whose state is exactly known. If the state of the system is not exactly known, it is said that the system has a mixed state, which is an ensemble of pure states. Quantum states, either mixed or pure, are described by density operators. The density operator of a system with pure state is |ψ ψ|, where |ψ ψ| denotes the outer products of the ket |ψ with its bra ψ|, which is an orthogonal projection operator to the subspace spanned by |ψ . In the case of mixed state, assuming that the quantum system is in the pure state |ψ i with probability p i , the density operator for the system is defined as follows:
Different distributions of {p i } can generate equivalent mixed states. Therefore, many different ensembles can result in the same density operator. For further details on qubits and qudits, see [21] [22] [23] .
III. CLASSICAL CTC
Consider a group of N agents with an underlying connected graph G = (V, E). Each edge {i, j} indicates bidirectional communication between agent i and agent j; thus, the resultant underlying graph G is an undirected graph.
Let x i be the state of agent i. In the CTC algorithm, each agent's dynamics evolves according to the following state dynamics equation:
where w ij ≥ 0 and it is assumed w ij = w j i . Defining the vector x = [x 1 , . . . , x N ] T as the vector of states, we can rewrite the above state evolution formula in compact notation as follows:
where L G is the graph Laplacian matrix for a weighted graph as defined in Section II-A. It is well known that lim t→∞ e −L G t → 1 · 1 T /N , where 1 is the left eigenvector of L G corresponding to eigenvalue 0. Thus, according to the state dynamics equation (1) , it can be concluded that lim t→∞ x(t)
In other words, the final equilibrium state of the consensus algorithm is the average of agents' initial states if the underlying graph is connected. The convergence rate of the algorithm to its equilibrium state is governed by the second smallest eigenvalue of the graph Laplacian (λ 2 ) [3] . Larger values of λ 2 result in faster convergence rate. The inverse of the second smallest eigenvalue of the graph Laplacian (λ 2 ) is referred to as the relaxation time [24] .
For a given connected network with an underlying graph topology G, the fastest continuous-time consensus (FCTC) problem can be formulated as follows:
where w j k is the weight on the edge from node j to node k and D is an upper limit on the total amount of weights. This optimization problem can be defined in the form of standard semidefinite programming [25] [26] [27] as follows:
In the formulation above, 1 is the column vector of all ones.
To the best of our knowledge, analytical optimization of the CTC problem has been addressed only for tree topologies in [28] by the algebraic method. In Section VI, we have provided analytical solution to the semidefinite programming formulation of the CTC problem for a wider range of topologies.
An automorphism of the graph
The set of all such permutations, with composition as the group operation, is called the automorphism group of the graph and denoted by Aut(G). For a vertex i ∈ V, the set of all images σ(i), as σ varies through a subgroup G ⊆ Aut(G), is called the orbit of i under the action of G. The vertex set V can be written as disjoint union of distinct vertex orbits. Similarly, the edge set E can be written as disjoint union of distinct edge orbits.
Proposition 1: The optimal solution of (3) has the property that all weights of edges within an edge orbit are the same [29] .
Based on Proposition 1, it can be concluded that the optimal weights over all edges of an edge transitive graph are equal. An edge (vertex) transitive graph is a graph that has only one edge (vertex) orbit. Note that the edge transitivity and vertex transitivity of a graph are two different properties.
The CTC algorithm (in its general form with directed underlying graph) is regarded as a continuous-time Markov process with a state update equation dual of the master equation of the continuous-time Markov chain (also known as Kolmogorov equation). For the case of undirected underlying graph and the choice of symmetric weights (i.e., w ij = w j i ), the state update equation of the CTC algorithm is same as the master equation of the continuous-time Markov chain, which can be written as follows:
where p i (t) is the probability for the Markov chain to be in the state i at time t. It is well known that p(t) converges asymptotically to the uniform stationary distribution. The convergence rate of p(t) toward its uniform stationary distribution is determined by λ 2 (L G ) and 1/λ 2 (L G ) is regarded as the relaxation time of the Markov chain.
IV. CONTINUOUS-TIME QUANTUM CONSENSUS

A. Lindblad Master Equation
We consider a quantum network as a composite (or multipartite) quantum system with N qudits. Assuming H as the d-dimensional Hilbert space over C, then the state space of the quantum network is within the Hilbert space H ×N = H × · · · × H. The state of the quantum system is described by its density matrix (ρ). The network is associated with an underlying graph G = {V, E}, where V = {1, . . . , N} is the set of indices for the N qudits, and each element in E is an unordered pair of two distinct qudits, denoted as {j, k} ∈ E with j, k ∈ V. Permutation group S N acts in a natural way on V by mapping V onto itself. For each permutation π ∈ S N , we associate unitary operator U π over H ×N , as follows:
where Q i is an operator in H for all i = 1, . . . , N. A special case of permutations is the swapping permutation or transposition, where π(j) = k, π(k) = j and π(i) = i for all i ∈ V and i / ∈ j, k. We denote the swapping permutation between the qudits indices j and k by π j,k and the corresponding swapping operator by U j,k . In Appendix A, the swapping operator U j,k has been expressed as linear combination of the Cartesian product of Gell-Mann matrices.
Employing the quantum gossip interaction introduced in [10], the evolution of the quantum network can be described by the following master equation:
where w j k is the positive constant weight over the edge j, k. These weights form the distribution of limited amount of weight up to D, among edges of the underlying graph, i.e.,
In order to have the set of transpositions corresponding to the edges of the underlying graph as the generator set S of the symmetric group S N , the underlying graph should be connected. For the case of H = 0, the evolution of ρ(t) is described in the following Lindblad master equation:
which is named quantum consensus master equation (QCME) by authors in [14] , and its resultant quantum consensus state [10] is defined as
In [14] , it is shown that the QMCE reaches quantum consensus, namely lim t→∞ ρ(t) = ρ * provided that the underlying graph of the quantum network is connected.
B. Equivalent Classical CTC Algorithm
The aim of the analysis presented in the rest of this paper is to evaluate and optimize the convergence rate of the QCME to its quantum consensus state. To this aim, we expand the density matrix (ρ) as the linear combination of the generalized Gell-Mann matrices (introduced in Appendix A) as follows:
where N is the number of particles, × denotes the Cartesian product, and λ matrices are the generalized Gell-Mann matrices as in (44) and (45). Note that due to Hermity of density matrix, its coefficients of expansion ρ μ 1 ,μ 2 ,...,μ N are real numbers, and because of unit trace of ρ, we have ρ 0,0,...,0 = 1. Using the decomposition of ρ in (8), its permutations can be written as follows:
Note that in (9) due to permutation operators, the place of indices μ j and μ k in the index of parameter ρ are interchanged. Substituting the density matrix ρ from (8) and its permutation (9) into the Lindblad master equation (6) and considering the independence of the matrices λ μ 1 × λ μ 2 × · · · λ μ N , we can conclude the following for Lindblad master equation (6):
for all μ 1 , μ 2 , . . ., μ N = 0, . . ., d 2 − 1, with the constraint (5) on the edge weights. Following the same procedure, the tensor component of the quantum consensus state (7) can be written as follows:
and for the connected underlying graph, the QCME reaches quantum consensus, componentwise as follows:
Equation (11) means that in the consensus state, the value of ρ * μ 1 ,...,μ N is invariant under any permutation over the set of indices {μ 1 , . . . , μ N }, i.e., while ρ * μ 1 ,...,μ N is the same for all set of indices {μ 1 , . . . , μ N }; in the same orbit (with respect to permutation), it can be different for different orbits.
Comparing the set of equations in (10) with those of the CTC problem in (2), we can see that the QCME (6) is transformed into the classical CTC problem (2) with d 2N tensor components ρ μ 1 ,...,μ N as the agents' states. Defining X Q as a column vector of length d 2N with components ρ μ 1 ,...,μ N , the state update equation of the classical CTC can be written as follows:
L Q is the corresponding Laplacian matrix given as follows:
where U j,k is the swapping operator given in Appendix A (46), provided that d is replaced with d 2 , which in turn results in Gell-Mann matrices of size
The classical underlying graph of a quantum network with two qubits and path topology (with two vertices) is depicted in Fig. 1(a) . In this figure, μ 1 and μ 2 are indices of Gell-Mann matrices, and they can take four possible values from 0 to 3. In the cases where μ 1 = μ 2 , any kind of permutation will map λ μ 1 × λ μ 2 to itself, and for μ 1 = μ 2 after permutation, the vertex (μ 1 , μ 2 ) is mapped to (μ 2 , μ 1 ). As explained in Section III, the convergence rate of the obtained CTC problem with a connected underlying graph is dictated by the algebraic connectivity of its associated underlying graph. In next section, it is explained that the underlying graph G Q corresponding to the equivalent classical CTC problem (12) is a disconnected graph. Therefore, the convergence rate of the corresponding FCTC problem is dictated by the smallest nonzero eigenvalue of L Q . Thus, the corresponding FCTC problem can be written as the following optimization problem:
where λ 2 (L Q ) refers to the smallest nonzero eigenvalue of L Q . We refer to this problem as the fastest continuous-time quantum consensus (FCTQC) problem. This is the same optimization problem as in [14] with the difference that in [14] , it has been obtained in computational basis (i.e., |q 1 ⊗ · · · ⊗ |q n , where q i ∈ {0, 1} for i = 1, . . . , n for an n-qubits quantum network). The QCME (6) reaches quantum consensus (7), due to the fact that the generating set is selected in a way that the whole group of S N can be generated.
C. Induced Graphs
An interesting point about the equivalent classical CTC problem (12) is that its corresponding underlying graph (i.e., G Q ) is a disconnected graph. This is unlike conventional studies on the classical CTC problems, where the connected underlying graph is shown to be a necessary condition for the convergence of the algorithm. In this subsection, the classical underlying graph (G Q ) is analyzed in more detail.
Permutation group (9) acting on the set of tensor components ρ μ 1 ,...,μ N maps the tensor components into each other by permuting the indices μ 1 , . . . , μ N . Each individual tensor component ρ μ 1 ,...,μ N is permuted in a fixed path, which is called its orbit. But the action of permutation group (9) on the set of tensor components ρ μ 1 ,...,μ N is not transitive, and it has more than one orbit (see Appendix C). Based on (10), it can be concluded that L Q is a block diagonal matrix and each orbit corresponds to one connected component in G Q , where we have categorized the connected components of G Q in terms of the partitions of N .
In doing so, we tag each connected component with a partition of N into K integers, namely N = n 1 + n 2 + · · · + n K , where K ≤ d 2 and n j for j = 1, . . . , K is the number of indices in ρ μ 1 ,μ 2 ,...,μ N with equal values. Note that for a given partition and its associated Young Tabloids, more than one connected component can be assigned depending on the value of the μ indices. The only exception is the case of N = d 2 , where there is only one connected component corresponding to the partition that all indices are different from each other. The impact of identical connected components on the convergence rate of the QCME to its quantum consensus state is the same.
Definition 2 (Induced graphs): The connected components corresponding to a given partition of N , i.e., (n 1 , n 2 , . . . , n K ) are defined as the induced graphs corresponding to partition (n 1 , n 2 , . . . , n K ).
Note that all induced graphs corresponding to a given partition are identical. The induced graph defined in [14] refers to the whole classical underlying graph (G Q ), while those defined here refer to each one of connected components. Additionally, the induced graph in [14] is defined on the computational basis, while the induced graphs here are defined based on the coefficients obtained from expansion of the density matrix in terms of the generalized Gell-Mann matrices.
For a given partition n = (n 1 , n 2 , . . . , n K ), using the Yamanouchi symbol (introduced in Appendix B), a Young tabloid of partition n is uniquely represented by the notation t n (r 1 , r 2 , . . . , r N −1 , r N ).
Example 1: As an example, consider a quantum network with three qubits and the path graph as its underlying graph. In this network, the values that the μ indices can take are 0, 1, 2, and 3. For partition n = (2, 1) and Young Tabloids t n (1, 1, 2), t n (1, 2, 1), t n (2, 1, 1), and μ 1 = 0 and μ 2 = 1, the obtained underlying graph of the CTC problem is a path graph with three vertices where each vertex corresponds to one of the Young Tabloids mentioned above. Now, for the same partition and Young Tabloids but different values of the μ indices (e.g., μ 1 = 1 and μ 2 = 0), the obtained underlying graph of the CTC problem is same as that of the previous example. For this partition, there are 12 connected components, which are identical to each other.
Each Young tabloid t n (r 1 , r 2 , . . . , r N ) is equivalent to an agent in the induced graph of the CTC problem, and its corresponding coefficient (ρ μ r 1 ,μ r 2 ,··· ,μ r N ) is equivalent to the state of that agent. The CTC equation obtained from (10) for partition n is as follows:
where m varies from 1 to ν = N !/(n 1 ! · n 2 ! · · · n K !) and π j,l transposes the jth and lth Yamanouchi symbols, i.e., r j and r l . Note that for the agent states that their Yamanouchi symbols (r j , r l ) are equal, the value inside the summation (15) is zero. We define the column vector X n as the state vector of the associated CTC problem (15) of a given partition n. X n includes the tensor components corresponding to the Young Tabloids of the partition n and it has ν elements. As mentioned above, the underlying graph of the CTC problem is a cluster of connected components, i.e., the Laplacian matrix L Q is a block diagonal matrix, where each block corresponds to one of the connected components, with state vector X n . The state update equation (12) for the state vector X n is as follows:
with L n as the Laplacian matrix, which is one of the blocks in L Q . Definition 3 (Spectrum of partition n): We define the spectrum of partition n as the eigenvalues of the Laplacian matrix L n of the induced graph corresponding to partition n.
The tensor component of the quantum consensus state (11) for partition n takes the following form:
As explained in Appendixes B and C, S N acts transitively over the set of Young tabloids or agents and consequently over the following set of agent states ({{ρ n (r 1 (1), r 2 (1), . . ., r N (1))}, . . ., {ρ n (r 1 (ν), r 2 (ν), . . ., r N (ν))}}) with the Young subgroup S n as its stabilizer subgroup. This is due to the fact that the group elements of the Young subgroup do not change the Yamanouchi symbols. Based on the one-to-one correspondence between agent states and the right or left cosets of S n in S N , it can be concluded that the connected component is the Schreier coset graph of permutation group S N with Young subgroup S n and generating set consisting of transpositions associated with edges of the underlying graph of the quantum network. For the case of trivial S n (i.e., n = (1, 1, . . . , 1) ), the Schreier coset graph is reduced to the Cayley graph. Each individual Schreier coset graph of S N is a connected graph since the generating set is selected in a way that the whole group of S N can be generated.
In the following, we provide two important partitions with their corresponding connected components. These partitions play a key role in the proof of generalization of Aldous' conjecture.
Random Walk Process (n = (N − 1, 1)): In this partition, all μ indices are the same except one of them, i.e., n = (N − 1, 1) and the Yamanouchi symbols are r i = 1 for i = {1, ..., N }\{j} and r j = 2. Thus, the agent state can be written as ρ μ 1 ,...,μ 1 ,μ 2 ,μ 1 ,...,μ 1 , where for ease of notation, we denote the agent state by the scalar variable x j for j = 1, . . . , N. Hence, the CTC equation (15) for the partition n = (N − 1, 1) can be written as follows:
with the constraint (5) on the edge weights. N (j) is the set of neighbours of node j in the graph G (the underlying graph of the quantum network). Considering x j as the state for node j, the equation above is same as the classical CTC problem over the underlying graph G, which in turn is the Schreier graph Sch(S N , S, S N −1 ). For this particular partition, the induced graph of the partition is same as the underlying graph of the quantum network (G). For the quantum consensus state (17) of this partition, we have
x j (0).
Note that, in this case, the quantum consensus state is same as the final equilibrium state of the classical CTC problem. Interchange process (n = (1, 1, . . . , 1) ): For the case that all indices are different, namely for the partition n = (1, 1, . . . , 1) , the CTC problem is referred to as interchange process [17] . This case is possible if N ≤ d 2 . The Yamanouchi symbols for this partition take different values from 1 to N , where no two symbols are equal to each other. The induced graph of this partition is the Schreier coset graph Sch(S N , S, e), where e is the identity element of S N . This Schreier coset graph is same as the Cayley graph (S N , S) (see Appendix C).
Example 2: As an example, consider the path graph with three vertices (denoted by G P 3 ) as the underlying graph of the quantum network. For partition n = (2, 1) (the random walk process) over graph G P 3 , the induced graph is as depicted in Fig. 2(a) , which is same as the underlying graph G P 3 . But for partition n = (1, 1, 1) (the interchange process), the induced graph obtained is a cycle graph as depicted in Fig. 2(b) .
D. Intertwining of Induced Graphs
In this section, we show that the second smallest eigenvalues of all induced graphs are equal. Based on this result, the original problem (14) reduces to finding the second smallest eigenvalue of the induced graph corresponding to the least dominant partition in the Hasse diagram (as explained in Appendix B). To this aim, we show that the eigenvalues of the induced graph corresponding to the dominant partition (higher level of the Hasse diagram) is included in the eigenvalues of the less dominant partition (lower level of the Hasse diagram).
For ease of notation, we consider the Young Tabloid, where the Yamanouchi symbols are sorted, i.e., r D i +1 = r D i +2 = · · · = r D i +n i = i, with D i = i−1 j =1 n j and D 1 = 0. It is obvious that the other Tabloids of this partition can be obtained from the permutation of Yamanouchi symbols of the above Young Tabloid. Using this notation, the CTC equations (15) for a given partition can be written as follows: d dt ρ μ π ( 1 ) ,...,μ π ( 1 ) n 1 ,...,μ π ( K ) ,...,μ π ( K ) n K = {j,l}∈E w j,l · ρ μ π j , l π ( 1 ) ,...,μ π j , l π ( 1 ) n 1 ,...,μ π j , l π ( K ) ,...,μ π j , l π ( K ) n K − ρ μ π ( 1 ) ,...,μ π ( 1 ) n 1 ,...,μ π ( K ) ,...,μ π ( K ) n K (19) where π ∈ S N permutes the location of indices and π j,l transposes the location of jth and lth indices.
In the Hasse diagram, the one-level dominance, i.e., the partitions that are one level apart in Hasse diagram, can be classified into two categories.
1) First category:
First category is the case when one of the boxes in the Young diagram is displaced from a higher row to an existing lower one in the Young diagram, provided that the new diagram is again a Young diagram. Consider two given partitions of N namely, n and n , where partition n is one level dominant to partition n . If the dominance level is of the first category, then partition n can be written in terms of partition n = (n 1 , n 2 , . . . , n K ) as follows: n = (n 1 , n 2 , . . . , n m − 1, n m +1 , . . . , n r −1 , n r + 1, . . . , n K ), provided that n m > n m +1 and n r < n r −1 . Considering the derivation of the CTC equation (19) for partition n , the new variableρ in terms of tensor components ρ is defined as follows: ,...,μ π ( m ) ,μ π ( r ) ,μ π ( m ) ,...,μ π ( m ) n m ,...,μ π ( r ) ×n r ,...,μ π ( K ) ×n K
Taking the derivative ofρ in (20) and applying the CTC equation of partition n (19) to the right-hand side of the resultant equation, it is straightforward to show thatρ obeys the same CTC equations of partition n as in (19) .
Example 3: An example for the first category is the partitions (4, 2) and (3, 3) in the Hasse diagram depicted in Fig. 4(b) .
2) Second category: The second category is the case when one of the indices is changed to a new value. In terms of the Young diagram of the partitions, one box is moved from a higher row to a new row at the bottom of the Young diagram. If the dominance level is of the second category, then Partition n can be written in terms of partition n = (n 1 , n 2 , . . . , n K ) as n = (n 1 , . . . , n m − 1, n m +1 , . . . , n k , 1), provided that n m > n m +1 . Similar to the first category, considering the derivation of the CTC equation (19) for partition n , we can define the new variableρ in terms of tensor components ρ as follows:
In the same manner as in the first category, after taking the derivative ofρ in (21) and applying the CTC equation of partition n (19) to the right-hand side of the resultant equation, it is obvious thatρ defined in (21) satisfies the CTC equations of partition n (19) .
Example 4: An example for this category is the partitions (4, 2) and (4, 1, 1) in the Hasse diagram in Fig. 4(b) .
For both categories above, it is illustrated that the newly defined variableρ obeys the same CTC equations of partition n as in (19) .
Theorem 1 (Intertwining relation): For two partitions of integer N , namely n and n , if n is one level dominant to n in Hasse diagram, then spectrum of partition n is included in that of the partition n .
Proof: We define the column vectorX n as the state vector for partition n withρ as it components and recall X n as the state vector of partition n (defined in Section IV-C), in terms of tensor components ρ. From (20) and (21), we can conclude the following for both categories:
where P (n → n ) is the projection matrix with ν = N !/(n 1 ! · n 2 ! · · · n K !) rows and ν = N !/(n 1 ! · n 2 ! · · · n K !) columns. Matrix P (n → n ) is the projection matrix for the surjective map that maps the states of partition n onto sates of partition n. Taking the time derivative of (22), according to state update equation (16) , dX n dt and dX n dt can be substituted with −L nXn and −L n X n , respectively. Based on this, we can conclude that the following relation holds between the Laplacian matrices associated with partitions n and n :
This is known as the intertwining relation. By taking the transpose of both sides of this equation, we obtain P T (n → n ) · L n = L n · P T (n → n ).
On the other hand, for each eigenvalue of L n denoted by γ and its associated eigenvector Γ, we have
Multiplying both sides of (25) from left by P T (n → n ), we have P T (n → n ) · L n · Γ = γ · P T (n → n ) · Γ, and using (24) , we obtain the following:
Since P (n → n ) is the projection matrix for a surjective map, then P T (n → n ) is the projection matrix for an injective map and it has trivial null space, i.e., it does not have zero eigenvalue [30] . Therefore, it can be concluded that any eigenvalue of L n is also an eigenvalue of L n , i.e., spectrum of partition n is included in that of the partition n .
In the following, we provide examples of the projection matrices P (n → n ) for both categories of one level dominance as mentioned above.
Example 5: For the first category, we consider the path graph with four vertices as the underlying graph of the quantum network. The projection matrix from partition n = (3, 1) to partition n = (2, 2), and their Laplacian matrices are as unnumbered equation shown at the bottom of the next page. The induced graphs of these partitions are depicted in Fig. 2(c) and (d).
Example 6: As an example for the second category, consider the path graph with three vertices as the underlying graph of the quantum network. The projection matrix from partition n = (2, 1) to partition n = (1, 1, 1) , and their Laplacian matrices are as follows: unnumbered equation shown at the bottom of the next page.
The induced graphs of these partitions are depicted in Fig. 2 (a) and (b). Proof: Based on Theorem 1, and the fact that the first eigenvalues (λ 1 ) of both Laplacian matrices L n and L n are zero, it can be concluded that the second eigenvalue of a partition is less than or equal to that of its one level dominant partition, i.e., if n is one level dominant to n in the Hasse diagram, the we have
E. Generalization of Aldous' Conjecture
Applying the relation (27) to all partitions in the Hasse diagram of a given N , we can conclude the following: λ 2 ((1,1,. ..,1 N )) ≤ λ 2 ((2, 1,1,...,1 N −2 )) ≤ · · · ≤ λ 2 ( (N − 1, 1) ).
(28) Note that the partition n = (N ) has only one eigenvalue that is zero. In the prominent work [17] , the authors have proved that the second eigenvalues (i.e., the algebraic connectivity) of the partitions (1,1,...,1 N ) and (N − 1, 1) (known as the interchange and the random walk processes, respectively) are equal. This is known as the Aldous' conjecture [31] . Considering this result and the relation (28) , it can be concluded that the second eigenvalues of all partitions [except (N )] in the Hasse diagram are equal to each other. This is the generalization of the Aldous' conjecture to all partitions [except (N )] in the Hasse diagram of N .
V. REDUCED QUANTUM STATE CONSENSUS
In this section, we briefly state the relation between the convergence rates of the algorithm to the consensus state and the reduced quantum state consensus. In [10] , generalization of four different consensus states to the quantum domain is exploited. Reduced and symmetric states are two of the possible consensus states that can be defined based on these schemes and at the same time are reachable by quantum consensus algorithm.
Definition 4 (Reduced quantum state consensus): The reduced quantum state consensus (ρ s ) is defined as the state, where the following holds:
whereρ k is the reduced state of the subsystem k for an overall system state ρ, i.e.,ρ k = tr (⊗ j = k H j ) (ρ).
Expanding ρ s in terms of Gell-Mann matrices (8) , it can be concluded that (29) is equivalent to the following: 
Equation (30) is identical to the consensus state over underlying graph. Thus, consensus in the underlying graph is the necessary and sufficient condition for reaching the reduced quantum state consensus. In [10] , (29) is defined as the reduced state consensus.
In Section IV, we have shown that for determining the convergence rate of the continuous-time quantum consensus algorithm to the consensus state (7) , all induced graphs should be considered. According to (30) , it can be concluded that the convergence rate of the algorithm to the reduced quantum state consensus depends only on the underlying graph [14] , [15] , [32] . As a result, the optimization problem for optimizing the convergence rate of the algorithm can be written as follows: max w λ 2 (L (N −1,1) )
L (N −1,1) is the Laplacian matrix of the induced graph corresponding to partition n = (N − 1, 1) , which is identical to the underlying graph of the quantum network. This does not mean that in general, the convergence rate to the consensus state is identical to that of the reduced quantum state consensus.
Only in the case of quantum networks with undirected underlying graphs, the convergence rates to both states are the same.
In general quantum networks, the convergence rate to reduced quantum state consensus is no less than that of the consensus state [32] .
VI. OPTIMIZATION OF THE CONVERGENCE RATE
In this section, we address the optimization of the FCTQC problem (14) . Based on Theorem 2, the value of λ 2 (L n ) for all partitions of N is the same; therefore, any of the partitions of N can be selected for optimizing the convergence rate. But we select partition n = (N − 1, 1) since the induced graph corresponding to this partition is the smallest and it is same as the P (n → n ) = ⎡ ⎢ ⎢ ⎣ 1 1 0 1 0 0 1 0 1 0 1 0 0 1 1 0 0 1 0 0 0 1 1 1 
underlying graph of the quantum network. Thus, the FCTQC problem (14) reduces to the optimization problem (31) . Remark 1: An interesting point is the case where the constraint on sum of the weights (D) is set proportional to the number of edges in the underlying graph and one of the induced graphs, namely G with N vertices serves as the underlying graph for another quantum network. Since the induced graph corresponding to partition (N − 1, 1) is same as the underlying graph G , therefore the algebraic connectivity and the convergence rate of all induced graphs corresponding to partitions of N are same as those of all induced graphs corresponding to partitions of N .
In the following, we present the optimal results of the FCTQC problem. For all possible connected topologies with N = 2, 3 and Star, Cycle, Paw, and Complete graph topologies with N = 4 vertices, the problem is solved using linear programming, since λ 2 L (N −1,1) and the constraints are linear functions of the weights. In the case of Path and Lollipop topologies with N = 4 vertices and the complete-cored symmetric (CCS) tar topology, the problem is solved using semidefinite programming [26] .
A. Topologies With N = 2, 3, and 4 Vertices
In Table I , we have provided the optimal weights and the second smallest eigenvalue of the Laplacian matrix for all possible topologies with N = 2, 3, and 4 vertices, which are connected and nonisomorphic. The topologies for N = 4 are depicted in Fig. 3 .
Note that for the Paw graph, the weight on the diameter (w 0 ) is zero and the optimal weights and λ 2 are same as those of Cycle graph.
B. CCS Star Topology
In this subsection, we provide the detailed solution of the FC-TQC problem (31) for the CCS star topology using semidefinite Programming.
The CCS star topology with parameters (p, q) consists of p path branches of length q, referred to as tails. Each one of the path branches contains q edges. Tails are connected to each other at one end to form a complete graph in the core. A CCS star graph with parameters p = 5, q = 2 is depicted in Fig. 1(b) .
Automorphism group of the CCS star graph is S p permutation of the tails; thus, it can be concluded that the CCS star topology has q + 1 edge orbits. The first orbit includes the edges connecting vertices in the complete part to each other and the ith orbit for i = 2, . . . , q + 1 includes the edges with i − 2 distance from the complete core. Thus, using the stratification method [33, Sec. 2.1] (to stratify the graph into its orbits where same weight is assigned to edges within an orbit) and based on Proposition 1, it suffices to consider just q + 1 weights w 0 , w 1 , . . . , w q [as labeled in Fig. 1(b) ]. Defining the weight matrix accordingly and using the proper orthonormal basis (as introduced in [33] ), the weighted Laplacian matrix transforms into a block diagonal matrix, where the diagonal blocks are either one of the matrices L 1 and L 0 , defined as
and L 0 = L 1 − pw 0 e 0 · e T 0 with e 0 = [1, 0, . . . , 0] T . Considering the relation between matrices L 0 and L 1 and using the Courant-Weyl inequalities [34] , [33] , the following can be written for eigenvalues of L 0 and L 1 ,
. From these relations, it is obvious that the second eigenvalue of the original Laplacian matrix λ 2 (L) is the smallest eigenvalue of L 1 (i.e., λ 1 (L 1 )).
We define the following column vectors (each with q + 1 elements) as basis for matrix L 1 (32): e 0 (j) = 1, for j = 1 0, Otherwise e i (j) =
Otherwise for i = 1, 2, . . . , q. Thus, L 1 can be written as L 1 = p · w 0 · e 0 · e T 0 + 2 q j =1 w i · e j · e T j . Based on the results above, we can express the FCTQC problem (31) in the form of the semidefinite programming [26] as follows:
Introducing F i , c, and x as follows:
for j = 1, . . . , q. Problem (33) can be written in the standard form of the Semidefinite programming [26] , [27] as follows:
The dual problem is as follows:
Substituting the expression for G −1 in (41), we obtain the optimal weights and the corresponding λ 2 as follows:
for j = 1, . . ., q, where B = (q + 1)(3(p − 1) + 3 2p(p − 1) q + pq(2q + 1)).
A special case of the CCS star topology is the path topology with even number of vertices, which is obtained for p = 2. The optimal weights and the optimal value of the second smallest eigenvalue λ 2 for the path topology with 2(q + 1) vertices are as follows:
for j = 1, . . . , q. This result is in agreement with that of Fiedler in [28] (for D = 2q + 1).
VII. CONCLUSION
We have optimized the continuous-time quantum consensus algorithm in terms of its convergence rate over a quantum network with N qudits. It is shown that the optimal convergence rate is independent of the value of d in qudits. Modeling the continuous-time quantum consensus algorithm as a classical CTC algorithm, it is shown that the underlying graph of the resultant classical consensus algorithm is a cluster of connected components (referred to as induced graphs). By establishing the intertwining relation between one-level dominant partitions in the Hasse Diagram of integer N , we have shown that the spectrum of the induced graph corresponding to the dominant partition is included in that of the less dominant partition. Based on the intertwining relation, the proof of the Aldous' conjecture is extended to all possible induced graphs, and we have shown that the second smallest eigenvalues of all induced graphs are equal. This shows that despite being disconnected from each other and having different topologies, the induced graphs have the same algebraic connectivity and, therefore, the same asymptotic convergence rate. Using this result, the problem of optimizing the convergence rate of the quantum consensus is reduced to optimizing the second smallest eigenvalue of the Laplacian of the induced graph corresponding to partition (N − 1, 1) .
Using the Aldous' conjecture and its generalization to all partitions of N , we have shown that the convergence rate of the quantum consensus algorithm to the consensus state is equal to the convergence rate of the algorithm to the reduced quantum state consensus. By analytically addressing the semidefinite programming formulation of the reduced optimization problem, closed-form expressions for the optimal convergence rate and the optimal weights are provided. Interestingly, the optimal weights over some edges in certain topologies, namely Paw topology, are zero. symmetric or permutation group denoted by S N . A standard notation for the permutation that maps i to Π(i) 1 2 3 · · · N Π(1) Π(2) Π(3) · · · Π(N ) .
A r-cycle is a permutation of the form Π(l i ) = l i+1 for i = 1, . . . , r − 1 and Π(l r ) = l 1 , where l 1 , . . . , l r ∈ {1, · · · , N} are distinct from each other and Π(i) = i if i not among the l j . The standard notation for this cycle is (l 1 , l 2 , l 3 , . . . , l r ). A transposition is a cycle of length 2, and an elementary transposition is a transposition of the form (i, i + 1). Every permutation Π ∈ S N can be written as a product of disjoint cycles, and cycles can be written as a product of elementary transpositions. A positive integer N can be partitioned into a group of K ≤ N positive integers n = (n 1 , n 2 , . . . , n K ), where their summation is equal to N and they are sorted in nonincreasing order, i.e., n 1 ≥ n 2 ≥ · · · ≥ n K . n is referred to as a partition of N and it is denoted by n N . A Young diagram is a finite set of boxes arranged in left-justified rows with nonincreasing lengths. In the corresponding Young diagram of the partition n = (n 1 , n 2 , . . . , n K ), there are n i boxes in the ith row of the diagram. As an example, the possible partitions for number 4 are (4), (3, 1), (2, 2), (2, 1, 1), (1, 1, 1, 1) , and their corresponding Young diagrams are depicted in Fig. 4(a) . It is obvious that there is a one-to-one correspondence between partitions and the Young diagrams. For a given partition n N , a Young tableau of n-shape is obtained by filling in the boxes of the corresponding Young diagram of partition n with integers from 1 to N . For a given partition if the integers in rows and columns are ordered in increasing order, then the Young tableau is referred to as standard Young tableau. In total, for a given Young diagram, there are N ! Young tableaux. The definitions above for Young tableau and diagram are adapted from [35] .
A Young tabloid is an equivalence class of Young tableau under the relation that two tableau are equivalent if each row contains the same elements. The notation used for the Young tabloid is similar to the Young tableau but without vertical bars separating the entries within each row. For a given partition n, the number of Young Tabloids is equal to ν = N !/(n 1 ! · n 2 ! · · · n K !).
Young tabloids of a given partition n can be characterized in simple way by the so-called Yamanouchi symbols. For any Young tabloid of n-shape, we define a Yamanouchi symbol as a row of N numbers (r 1 , r 2 , . . . , r N −1 , r N ), where r i is the row in which the ith number appears in the Young tabloid. Based on the Yamanouchi symbol, we use the notation t n (r 1 , r 2 , . . . , r N −1 , r N ) to uniquely represent a Young tabloid of partition n.
As an example, the Young tabloid depicted in Fig. 5 (a) for partition (2, 2) represents the equivalence class containing the four tableaux presented in Fig. 5(b) .
Let n = (n 1 , n 2 , . . .) and n = (n 1 , n 2 , . . .) be two given partitions of N (i.e., n N and n N ), then n dominates n , if for all i ≥ 1, the sum of i greatest parts of n is greater than or n j for all i ≥ 1.
Note that in above definition of partition dominance, partitions n and n are extended by additional zero parts at the end as necessary. The dominance relation between two sequences of numbers is also known as majorization [36] . In terms of the Young diagrams, the number of squares in the first i rows of the Young diagram of partition n is greater than or equal to that of partition n . The diagram for dominance relations between partitions of a given number is known as the Hasse diagram, and it is used to represent partially ordered sets. As an example for N = 6, partition (3, 3) dominates partition (2, 2, 1, 1), but partitions (3, 3) and (4, 1, 1) are incomparable, since neither dominates the other. The Hasse diagram for all possible partitions of N = 6 is depicted in Fig. 4(b) .
For n N , M n is the vector space over real numbers R whose basis consists of a set of tabloids of n-shape given by M n = R{{t n (r 1 (1), r 2 (1), . . . , r N (1))}, . . . , {t n (r 1 (ν), r 2 (ν), . . . , r N (ν))}} where the set {{t n (r 1 (1), r 2 (1), . . ., r N (1))}, . . ., {t n (r 1 (ν), r 2 (ν), . . ., r N (ν))}} is a complete list of distinct tabloids of n-shape. The symmetric group S N acts transitively over this set, i.e., by permutation, the Yamanouchi symbols of a tabloid can be transformed to those of any other tabloid from the same set. Thus, M n is a representation of S N called the permutation module corresponding to n.
For n = (n 1 , n 2 , . . . , n K ) N , the Young subgroup of S N corresponding to n is defined as S n def = S n 1 × S n 2 × · · · × S n K , where S n 1 permutes 1, 2, . . . , n 1 , S n 2 permutes n 1 + 1, n 1 + 2, . . . , n 1 + n 2 , and so on. The order of the Young subgroup of n-shape is n 1 !n 2 ! · · · n K !. Since S n is a subgroup of S N , the number of left or right cosets of S n in S N is N !/(n 1 ! · n 2 ! · · · n K !), which is also number of distinct tabloids of nshape or dim(M n ); hence, there is a bijection between Π i S n and the {Π i t n }, where {Π i } is a transversal for S n in S N (see Appendix C).
APPENDIX C GROUP THEORY, CAYLEY GRAPH, AND SCHREIER
COSET GRAPH
Definition 5 (Right and left coset):
Considering group G and subgroup H, for element g ∈ G, the left coset of H is defined as {hg : h ∈ H}, which is a subset of G. Similarly, the right coset of H is defined as the set {gh : h ∈ H} ⊆ G. Definition 6 (Transversal): Considering group G and subgroup H, the right transversal is the set containing exactly one element from each right coset of H, where the cosets are mutually disjoint and form a partition of the group G. Similarly, the left transversal is defined according to right coset of H.
Definition 7 (Transitive action): Every action of a group G on a set Ω decomposes the set Ω into orbits. An action of a group on a set Ω is transitive; there is exactly one orbit. In other words, for every pair of elements ν 1 ∈ Ω and ν 2 ∈ Ω, there is a group element g such that gν 1 = ν 2 .
Definition 8 (Stabilizer): Considering group G and set Ω, the stabilizer of ν ∈ Ω is defined as the set of elements that leave ν fixed, i.e., {g ∈ G|gν = ν}.
Let G be a group and let S ⊆ G. The Cayley graph of G generated by S (referred to as the generator set S), denoted by Cay (G, S), is the directed graph G = (V, E), where V = G and E = {(g, gs)|g ∈ G, s ∈ S}. If S = S −1 (i.e., S is closed under inverse), then Cay(G, S) is an undirected graph. If G acts transitively on a finite set Ω, we may form a graph with vertex set V = Ω and edge set E = {(ν, νs)|ν ∈ Ω, s ∈ S}. Similarly, if H is a subgroup in G, we may form a graph whose vertices are the right cosets of H, denoted (G : H) and whose edges are of the form E = {(Hg, Hgs)|Hg ∈ (G : H), s ∈ S}. These two graphs are the same when Ω is the coset space (G : H) or when H is the stabilizer of a point of Ω and is called the Schreier coset graph Sch(G, S, H).
