We consider directed last-passage percolation on the random graph G = (V, E) where V = Z and each edge (i, j), for i < j ∈ Z, is present in E independently with some probability p ∈ ( 0, 1] . To every (i, j) ∈ E we attach i.i.d. random weights v i,j > 0. We are interested in the behaviour of w 0,n , which is the maximum weight of all directed paths from 0 to n, as n → ∞. We see two very different types of behaviour, depending on whether E v 2 i,j < ∞ or E v 2 i,j = ∞. In the case where E v 2 i,j < ∞ we show that the process has a certain regenerative structure, and prove a strong law of large numbers and, under an extra assumption, a functional central limit theorem. In the situation where E v 2 i,j = ∞ we obtain scaling laws and asymptotic distributions expressed in terms of a "continuous last-passage percolation" model on [0, 1]; these are related to corresponding results for two-dimensional last-passage percolation with heavy-tailed weights obtained in [11] .
Introduction
We study a model of directed last-passage percolation on the integer line Z. Consider the random directed graph G = (Z, E), where every directed edge (i, j) from vertex i to vertex j > i is present independently with probability p ∈ (0, 1]. Random structures of this kind have been used to study community food webs or task graphs for parallel processing in computer science. In the first case a link between i and j means that species j preys upon species i. The computational interpretation would be that task i must be completed before task j can start. Such models have been studied in [6] , [10] , [12] and [14] , for example. We consider a model in which weights v i,j are attached to all edges (i, j) ∈ E. We are interested in the asymptotic behaviour of the random variable w 0,n that is defined as follows. For any increasing path π = ((i 0 , i 1 ), (i 1 , i 2 ), . . . , (i l−1 , i l )) from i = i 0 to j = i l (for some l ≥ 0) the weight of the path is the sum of the edge weights l k=1 v i k−1 ,i k . We define the weight w i,j to be the maximal weight of a path from i to j. A maximizing path between two points is called a geodesic. If we let Π i,j be the set of all paths from i to j, then w i,j = max
If there is no path between i and j (which is possible if p < 1) then w 0,n will be −∞. We will analyze the behaviour of w 0,n as n tends to infinity. In the parallel processing model, v i,j represents a delay required between the start of task i and the start of task j, and w 0,n represents the overall constraint on the time between the start of task 0 and the start of task n. We will write v for a generic random variable whose distribution is that of v i,j , and we write F for the distribution function of v.
In this paper we study this one-dimensional random graph model with general weight distributions. The equivalent model with constant weights was studied in [9] and [8] . Many features of the model with constant weights remain if the random weights have a sufficiently light tail. In the case where the weights have finite variance, we prove a strong law of large numbers for the passage time w 0,n , and under the stronger assumption of a finite third moment we give a functional central limit theorem. The strategy of the proof is similar to that of [8] ; we construct a renewal process with the property that no geodesic uses an edge which crosses a renewal point. In this way much of the analysis can be carried out by considering the behaviour of the length and weight of individual renewal intervals. In [8] , the definition of renewal points could be made rather simply in terms of the connectivity properties of the graph, but here the disorder induced by the random weights requires a rather more intricate construction. We then define a set of auxiliary random variables to construct an upper bound for Γ 0 , the first renewal point to the right of the origin, and use them to conclude that E [Γ 0 ] < ∞ if E v 3 < ∞. This provides a bound on the second moment of the length of a typical renewal interval, and we can deduce that the variance that appears in the central limit theorem is finite.
This regenerative structure means that the problem retains an essentially onedimensional nature. Most of the edges used in an optimal path are short, and the behaviour is qualitatively the same as one would see in a model with edges of bounded length. We find an entirely different behaviour when E v 2 = ∞. Now the passage time w 0,n grows super-linearly in n, and the dominant contribution to the passage time is given by the weights of edges whose length is on the order of n. The appropriate comparison with a bounded-length model is now with a two-dimensional last-passage percolation problem. Under the assumption of a regularly varying tail, we prove scaling laws and asymptotic distributions in terms of a "continuum long-range last-passage percolation" model on the interval [0, 1]. The construction is closely related to that used by Hambly and Martin [11] , who studied (nearestneighbour) last-passage percolation in two dimensions with heavy-tailed weights. There are interesting relationships between such models and the theory of random matrices with heavy-tailed entries (see for example [4, 3] ).
The difference between the behaviour of the model in the cases E[v 2 ] < ∞ and and w + 0,n
In order to state the central limit theorem we will need some more notation. This will also give an idea of how we want to prove the SLLN and CLT. We define so-called renewal points which will give the model a regenerative structure. In order to do this we need the following three events, which depend on a constant c to be chosen later. The constant c will have to be sufficiently small but still satisfy P [v < c] > 0. We define the random variables α i,j , i < j ∈ Z to be 1 if the edge (i, j) is present and −∞ otherwise. For x ∈ Z, define
{α x−j,x+l v x−j,x+l < c(l + j)}
and
We say that x is a renewal point if A
holds. Write A x for this combined event, and write R for the set of points such that A x holds.
Let us explain in words the meaning of the three events used in the definition of the set R. The event A ++ x occurs if for every y > x, the optimal path from x to y has weight at least c times its length. The event A −− x says the equivalent thing about paths from y to x for y < x. Finally, the event A −+ x says that every edge that contains x in its interior has weight less than c times its length.
We immediately obtain the following property:
Lemma 2.2. If x ∈ R and i < x < j, then the optimal path from i to j passes through the point x. In particular,
For suppose a path includes an edge (u, y) with x in its interior. Then we can increase the weight of the path by replacing that edge by the union of the optimal paths from u to x and from x to y.
A priori the set R might be empty, finite or infinite, but the following result will be proved in Sections 3.1 (for p = 1) and 3.2 (for p < 1): Lemma 2.3. Suppose that E v 2 < ∞. There exists c > 0 such that the set R is infinite with probability 1.
The result is stated explicitly with a sufficient condition on c in Lemma 3.6. We can then denote the points in R by (Γ n ) n∈Z where Γ 0 is the smallest nonnegative element of R.
Remark 2.1. If E v 2 = ∞ then the set R is almost surely the empty set. This will follow from the proof of Lemma 2.3, see Remark 3.1.
The final consequence of the definition is that, as suggested by the name, the set of points R forms a renewal process. Furthermore, conditional on the points of R, the weights of edges contained within different renewal intervals are independent. These properties are proved in Lemma 3.8, and will be central to the structure of the argument that follows.
We now have the necessary notation to state the functional central limit theorem for w 0,n . To ensure that the variance is finite, we need the stronger condition E v 3 < ∞. (see Proposition 3.14 below).
Theorem 2.4. Suppose E v 3 < ∞. Then there exists c > 0 such that the following holds. Let
converges weakly as n → ∞ to a standard Brownian motion.
A sufficient condition on c is given in Lemma 3.9.
The main idea for the proofs of both the SLLN and the CLT is to use the regenerative structure induced by the renewal points to represent w 0,n as a random sum of i.i.d. random variables in the following way
where r(n) is such that Γ r(n) is the largest renewal point to the left of n. We will show in Proposition 3.8 that the random variables
Let n be the length of the longest edge and h n the weight of the heaviest edge used on the geodesic from 0 to n. The final result of this section concerns the asymptotic behaviour of n and h n , under the assumption that the tail of the distribution is regularly varying with index s > 2. When 2 < s < 3, we can deduce that the fluctuations of the passage time are of order larger than √ n, and so the central limit theorem cannot be extended to this case. Theorem 2.5. Suppose that the tail of v is regularly varying with index s > 2, in the sense that
Then we have log n log n → 1 s − 1 in probability as n → ∞
and the same holds with n replaced by h n . Furthermore, the fluctuations of w 0,n are of larger order than n β for any β < 1/(s − 1), in the sense that for any sequence y n ,
In particular, if 2 < s < 3 then
and a central limit theorem such as that in Theorem 2.4 cannot hold, even for individual values of t.
We prove this theorem in Section 3.4 and also give some examples that show how the behaviour of n depends on the tail of the distribution.
Weights with infinite second moment
Here we look at weight distributions that do not have a finite second moment, i.e. E v 2 = ∞. We assume that the tail of the weight distribution is regularly varying with index s ∈ (0, 2), in the sense of (6).
We introduce two useful ways to construct our model in discrete space and explain how the second construction can be used to define a corresponding model in continuous space on [0, 1] . We show that the passage time w for the continuous model is finite and show convergence of an appropriately rescaled version of w 0,n to w. This will give us the asymptotic behaviour of w 0,n .
Discrete model
We start with the case p = 1. Since w 0,n depends only on v i,j for 0 ≤ i, j ≤ n it suffices to consider only the interval [0, n]. We can then rescale and consider the set 0, i,j . We introduce some new notation: for two edges x = (i, j), y = (i , j ) we write x ∼ y and say x and y are compatible if j ≤ i or j ≤ i. The edges x and y being compatible means that they do not overlap and that they can both be used on a path from 0 to 1. As before we define
where Π n is the set of all paths from 0 to 1 in 0, 1 n , . . . ,
We can think of the same model in the following alternative way: let M
be the order statistics in decreasing order of the v
be a random ordering of those edges, chosen uniformly from all the i . Now
is the random set of admissible paths. Then we have
which is equivalent to the previous definition of w 0,n in (8). 
Continuous model
. .. The ith largest weight M i will be attached to the ith edge Y i . Similar to (9) we define
Then we can define a last-passage time for this continuous model analogously to (10) by w = sup A∈C i∈A
A priori the random variable w could be infinite, but we will see in Theorem 2.6 below that it is almost surely finite.
Convergence results
The intuition behind the approximation of the discrete model by the continuous one is the following pair of convergence results. First, for any finite k ∈ N we have
as n → ∞, where we use the product topology on
and put
bn . (As an example, if the weight distribution F is Pareto(s), with F (x) = 1 − x −s for x ≥ 1, then b n grows like n 2/s . More generally under assumption (6), lim n→∞ log bn log n = 2/s)). Then from classical results in extreme value theory (see for example Section 9.4 of [7] ) we have for any k ∈ N that
In this way both the locations and weights of the heaviest edges in the discrete model (after appropriate rescaling) are approximated by their equivalents in the continuous model. We will show that it is the heaviest edges, which make the dominant contribution to the passage time, and obtain the following convergence result:
Theorem 2.6. The random variable w in (11) is almost surely finite. If p = 1 and (6) holds, then
These heavy edges have length on the order of n. This is in strong contrast to the behaviour in the case E[v 2 ] < ∞, where the important contribution to the passage time is given by edges of order 1. See Figure 1 for an illustration of the two types of behaviour.
This scaling limit extends in a simple way to the case p < 1, after taking account of the fact that the total number of edges available in the interval [0, n] is now on the order of pn 2 /2 rather than on the order of n 2 : Theorem 2.7. Let p ∈ (0, 1] and suppose that (6) holds. Then
Remark 2.2. Although we don't pursue it in detail here, one can also prove convergence of the optimal path itself in the discrete model to that of the continuous model, using an approach similar to that in [11] . For convenience, assume that F is continuous. Then with probability 1, there exists a unique path A (n) * ∈ C 0,n which realises the maximal passage time in (10) . One can show that in the continuous model there exists a unique set A * ∈ C achieving the supremum in (11) (which is therefore in fact a maximum), and
where we consider the Euclidean distance on R 2 and the product topology for the convergence of Y (n) i i∈N
, and say that a sequence (A k ) k∈N of subsets of N converges to a set A ⊂ N if for every m ∈ N there exists a K ∈ N such that A k ∩ {1, . . . , m} = A ∩ {1, . . . , m} for all k ≥ K. 
on the left s = 1.5 and on the right s = 2.5. On the left we are in the setting of Section 2.2. The scaling limit is clearly visible; visually one can hardly distinguish the cases n = 100 and n = 10000 (see Remark 2.2 about convergence of the path distribution). The heaviest edges make an important contribution to the total weight of the geodesic; their length is on the order of n, and their weight is on the order of n 2/s which is also the order of the total weight of the path. On the right, the variance of the weight distribution is finite; the heaviest edges have both length and weight approximately on the order of n 1/(s−1) , while the total weight of the path is on the order of n and obeys a law of large numbers.
See Theorem 4.2 of [11] for an analogous result in the two-dimensional lastpassage case. One can then proceed to show that in fact the set of endpoints of edges used in the optimal path from 0 to n (rescaled by n) converges in distribution under the Hausdorff metric to the equivalent object in the continuous model. (Compare Theorem 4.4 of [11] ).
3 Proofs for the model with E v 2 < ∞ In this section we consider the case where the weights v i,j have a finite second moment, i.e. E v 2 < ∞. To avoid degeneracies we assume throughout that v is not a.s. constant. Our main aim is to prove Theorems 2.1, 2.4 and 2.5. We start with the model where p = 1; that is, all edges are present. First, we show that the set R of renewal points is almost surely infinite. Then we generalize this result to the case where p ≤ 1. In the following subsection we will use this result to prove the strong law of large numbers (Theorem 2.1) and the central limit theorem (Theorem 2.4) for w 0,n for general p ∈ ( 0, 1] . The next subsection will look at the behaviour of the random variables n , giving the lengths of the longest edge, and h n , giving the weight of the heaviest edge, used on the geodesic from 0 to n, see Theorem 2.5. We will use these results to comment on the behaviour of the model if E v 2 < ∞, but E v 3 = ∞. In the last subsection we briefly discuss the case where the edge probabilities are not constant, but depend on the length of the edges.
Proof of Lemma 2.3 for p = 1
When p = 1, we have α i,j = 1 for all i, j; that is, all edges (i, j), i, j ∈ Z, are present, and in particular there is a path between any two points.
Let
x be the event that x is a renewal point. We start with the following Lemma which is simply Lemma 2.3 with the additional condition that P [A 0 ] > 0. After this Lemma we will prove in Propositions 3.2, 3.3 and 3.4 that
Proof. Let λ = P [A 0 ], which is strictly positive by assumption. We can approximate the event A 0 by an event A 0 that depends only on finitely many of the v i,j . In particular, for every ε > 0 there exists m ∈ N such that A 0 depends only on v i,j for −m ≤ i < j ≤ m and P A 0 ∆A 0 < ε. By translation invariance of our model we get that the same is true for any event A x , where A x is defined as the translation of A 0 in the natural way. Then the events A 0 , A 2m , A 4m , . . . are i.i.d., and we have
With this we get
For any δ > 0 we can now first choose R large enough such that
for all small enough ε, and then further choose ε > 0 small enough such that also Rε < δ 2 , to get
Since δ was arbitrary this shows that at least one of the events A x , for x ≥ 0, holds.
In the same way we can show that with probability 1 for any fixed y ∈ Z there exists x ≥ y such that A x holds. This implies that with probability 1 infinitely many of the A x hold and therefore R is almost surely an infinite set.
Now it remains to show that the condition of Lemma 3.1 is satisfied, i.e. that
To be precise, we have to show that for sufficiently small c > 0 with
We will do this in four steps: first we show that the events A 0 are independent and then we will show for each of them that they hold with positive probability for a suitable c > 0. 
Proof. Since all the nearest neighbour edges are present we can bound w x,x+l for any l ∈ N from below by x is exactly the same.
we have
since we assume that v is not a.s. constant. We have
The exponent is negative, and the RHS is positive if and only the sum converges to a finite quantity rather than to −∞. Since P(v < ci) > 0 for all i (because c > ess inf [v] ), and since log(1 − x) ∼ −x as x → 0, this holds if and only if iP(v ≥ ci) is finite, which in turn holds if and only if the variance of v is finite. 
Proof of Lemma 2.3 for p < 1
Let us now consider the case where p < 1. We say that a point x ∈ Z is a strongly connected point if x is connected to every other point by a path. Here we do not consider the weights of the edges, so the paths do not have to be optimal. We denote the set of strongly connected points by S. In the previous section every point was a strongly connected point since p = 1. The following results about the strongly connected points have all been shown in [8] :
• the probability that 0 is a strongly connected point is strictly positive for any p > 0
• there are almost surely infinitely many strongly connected points
• the sequence of strongly connected points forms a stationary renewal process
• if we let . . . , τ −1 , τ 0 , τ 1 , τ 2 , . . . be the sequence of strongly connected points, where τ 0 is the smallest non-negative element of S, then for some α > 0,
By w k,l we denote again the weight of the geodesic from k to l. This might now be −∞ if there exists no path between k and l and we are therefore taking the supremum over an empty set. However, if x is a strongly connected point, then w x−j,x+l > 0 for all j, l ∈ N since we know that there exists a path from any x − j to x and from x to any x + l. For x ∈ Z let m(x) be the index of the largest strongly connected point such that τ m(x) < x.
The definition of the renewal points is the same as before -see (1), (2) and (3) (now α i,j = −∞ if the edge (i, j) is not present). By definition we have that if x is not a strongly connected point then w x,x+l = −∞ for some l ≥ 1 or w x−j,x = −∞ for some j ≥ 1. So x can only be a renewal point if it is a strongly connected point. An equivalent of Lemma 3.1 still holds in the case where p < 1 and we want to prove again that the condition for Lemma 3.1 (P [A 0 ] > 0) holds. This will give us Lemma 2.3. Again it will be enough to show that the three events A x are independent and that all of them happen with positive probability. The independence follows directly from the same argument as in Proposition 3.2. Let γ > 0 be the density of strongly connected points and
Proof. First look at the events A ++ x and A −−
x . Now not all the nearest neighbour edges are present, but we can use the strongly connected points to get a similar bound to the one in the proof of Proposition 3.3. Without loss of generality assume that x = 0 and note that m(0) = −1 from the definition. For any l > τ 0 we can write
Fix a c < γδ. Since the strongly connected points form a stationary renewal process, independent of the weights, and the density γ of strongly connected points is strictly positive, the terms in the sum are i.i.d. and we have both m(l) l → γ almost surely as l → ∞, and
Then since c < γδ by assumption, we have that for some L, the event w 0,l ≥ cl for all l ≥ L has positive probability. But if this event occurs, then we can obtain a realisation for which w 0,l ≥ cl for all l ≥ 1 occurs by altering the values of only finitely many edges. Hence that event also has positive probability, and so P(A ++ x ) > 0 as desired. In exactly the same way, also
x . With the same arguments as in the previous section we get that for large L
Since there is a probability of 1 − p for each edge not to be present, i.e. α i,j = −∞, we get
So we have shown that the condition in Lemma 3.1 is still satisfied in the case where p < 1 and therefore Lemma 2.3 holds for p < 1 as well.
To unify the conditions on c for the cases p = 1 and p < 1, note that if p = 1 then γ = 1, and that E[v] ≤ δ. Then we can put together the results of the last two sections to give the following:
then λ = P(A 0 ) > 0 and the set R is infinite with probability 1.
Proofs of the SLLN and CLT for general p ∈ (0, 1]
In the previous two sections we have shown that under the condition (16) on c, the set R of renewal points is infinite. Now we want to prove a strong law of large numbers and a central limit theorem for the random variable w 0,n , see Theorems 2.1 and 2.4. As before we denote the points in R by . . . , Γ −1 , Γ 0 , Γ 1 , . . ., where Γ 0 is the smallest non-negative element of R. Evaluating the function w at the renewal points Γ n gives the following equation, related to (5):
Proposition 3.7. For all m < n we have
Proof. This follows directly from the definition of the renewal points and (4) We now want to use the fact stated in this Proposition to prove a strong law of large numbers and a central limit theorem for the random variable w 0,n . If w Γm,Γ m+1 , m ≥ 0 are independent, then for n ≥ Γ 0 we can write
where r(n) = max {m : Γ m < n} and, since
. use then the standard strong law of large numbers and central limit theorem (under moment conditions for the variance of w Γ i−1 ,Γ i ) applied to the sum in (17) to get corresponding results for w 0,n . Note that since the density of renewal points λ = P [A 0 ] is strictly positive we have that r(n) ∼ λn for large n. So first we want to show that
Then these cycles have a regenerative structure in the following sense:
Lemma 3.8. The cycles (C k , k ∈ Z) are independent and (C k , k ∈ Z − {0}) are identically distributed. The process (Γ n ) n∈Z forms a stationary renewal process.
Proof. We start with the following observation about the effect the presence of a renewal point at site x ∈ Z has on the weights to the left and to the right of x. Let F + x be the sigma-algebra generated by the (v i,j , α i,j : x ≤ i < j) and let F − x be the sigma-algebra generated by the (v i,j , α i,j : i < j ≤ x). These two sigma-algebras are independent as all our weights are independent. But this is still true even if we know that there is a renewal point at x. For any B − ∈ F − x , B + ∈ F + x we have
This shows that having a renewal point at x does not introduce any dependence between the weights to the left and the weights to the right of x. Now we want to show that if A x holds we can determine where all the renewal points to the right 
Assume that A x+k holds. Then we have w x+k−j,x+k ≥ cj and α x+k−j,x+k+l v x+k−j,x+k+l ≤ c(l + j) and w x+k,x+k+l ≥ cl for all 1 ≤ j ≤ k, l ≥ 1.
We have to show that we can conclude from this that A x+k holds, i.e.
w x+k−j,x+k ≥ cj and α x+k−j,x+k+l v x+k−j,x+k+l ≤ c(l + j) and w x+k,x+k+l ≥ cl for all j, l ≥ 1.
So take j > k. Then we have w x+k−j,x+k = w x+k−j,x + w x,x+k (since x is a renewal point) (18) and (19)) = cj and also for any l ≥ 1
So ( Then Γ 0 , Γ 1 , . . . and Γ −1 , Γ −2 , . . . are non-stationary (delayed) renewal processes and translation invariance implies that (Γ n ) n∈Z is a stationary renewal process.
With this result we can already prove the strong law of large numbers.
Proof of Theorem 2.1: As above, let r(n) be the label of the last renewal point to the left of n, so that Γ r(n) < n ≤ Γ r(n)+1 . Then if n ≥ Γ 0 ,
First we find a linear upper bound for w 0,n . Since the edges in the path from 0 to n cannot overlap, and the sum of their lengths is n, we have
where we define Z x = y>x [v x,y −(y−x)] + . Note that Z x are i.i.d. and non-negative with
So lim sup w 0,n /n < ∞ a.s. and so from the left-hand inequality in (21), we also have
But r(n)/n → λ a.s. as n → ∞, and the terms w Γ i−1 ,Γ i are i.i.d. and non-negative for i ≥ 1. So Ew Γ i−1 ,Γ i must be finite. Then finally using again the fact that r(n)/n → λ a.s., and the law of large numbers on both sides of (21), we have w 0,n /n → λ −1 Ew Γ i−1 ,Γ i a.s.
Remark 3.2. For p = 1 the result follows directly from Kingman's subadditive ergodic theorem, since w 0,n is superadditive (but for p < 1 we may have w 0,n = −∞). In order to prove the central limit theorem, we will need to establish that Γ 1 −Γ 0 , the length of a typical renewal interval, has finite variance.
Proof. Recall that the τ r are the points of the renewal process of strongly connected points, defined at the beginning of Section 3.2, with · · · < τ −1 < 0 ≤ τ 0 < τ 1 < . . . . So (τ 0 , τ 1 ) is a typical renewal interval. γ is the density of strongly connected points. Since the process of strongly connected points is independent of the weights v i,j , and the weight distribution is not a.s. constant, the RHS of (22) is strictly greater than the LHS so the set of "good" values of c is non-empty. Also note that (22) implies (16), so the conclusion of Lemma 3.6 applies. We will use an algorithmic construction of Γ 0 similar to the construction in [8] to prove that the expectation E [Γ 0 ] is finite. Here we will not construct Γ 0 itself, but an upper bound for it. We will use the following events A We now introduce another process U related to the renewal process R. Define
A point in U clearly has to be connected to every point to its left. In [8] the authors refer to points that are connected to every point to their left as silver points. We immediately have R ⊆ U.
We will write . . . < ρ −2 < ρ −1 < 0 ≤ ρ 0 < ρ 1 < . . . for the sequence of points in U, where ρ 0 is the smallest non-negative element of U.
The following result about U is analogous to Lemma 3.8 about R, but is much more straightforward to prove. For k ∈ Z, define hold, so that
The idea of the proof can best be explained using Figure 2 below. We define σ 0 = ρ 0 . Figure 2 : Construction of the process (σ n ) n∈Z . In this case K = 3; the point σ 3 = ρ 4 is a renewal point, and provides an upper bound for Γ 0 .
Now recursively, for each k ≥ 0 we define
= 0 , and
The set {σ 0 , σ 1 , . . . } is a subset of {ρ 0 , ρ 1 , . . . }. We continue until we reach a K such that µ K is infinite. Then the corresponding σ K must be a point of R. For certainly σ K ∈ U, so the event A −− σ K holds. But also µ K = ∞, which by definition of µ k implies also that A −+ σ K and A ++ σ K hold. In particular Γ 0 ≤ σ K , which will serve as the upper bound we require. Now it also follows from the regenerative properties in Lemma 3.10 above that the random variables µ k are i.i.d., and their common distribution is the same as that of µ. So K = inf{k : µ k = ∞} is a geometric random variable with parameter β. Also, given K, the random variables µ k , 0 ≤ k < K are i.i.d. and their common distribution is that of µ conditioned on µ < ∞ (in particular this does not depend on K).
Since each renewal interval (ρ j−1 , ρ j ) has length at least one, we also have that
We can write ρ L in the following way
with i.i.d. ρ j − ρ j−1 , j = 1, 2, . . .. We will use the following Proposition to show that the expectation of ρ L is finite.
Proposition 3.11. Let X 1 , X 2 , X 3 , . . . be an i.i.d. sequence of non-negative random variables with finite variance and let N be a non-negative integer valued random variable with finite mean. Then the expectation of S N = X 1 + . . . + X N is finite.
Proof. For a > E [X 1 ], the expectation of
is finite whenever X 1 has finite variance. This result is familiar in the context of queueing theory, saying that the expected waiting time in a single-server queue is finite if the service time distribution has finite variance (see for example Section 2.2 in [1] ). Therefore,
is finite.
It is therefore enough to show that E [L] < ∞ and E (ρ 1 − ρ 0 ) 2 < ∞ (note that
this is the same renewal process result we quoted just before Lemma 3.9.). The expecation of L is finite if E [ µ| µ < ∞] < ∞ and this will be proved in Proposition 3.13. In order to show that E (ρ 1 − ρ 0 ) 2 < ∞ we will show that the following random variable ν, which satisfies ν Proof. As above the τ k are the strongly connected points with τ −1 < 0 ≤ τ 0 , and m(x) satisfies τ m(x) < x ≤ τ m(x)+1 . We immediately have
Now we claim that if none of the events A
For suppose (26) fails for some value k ≥ 0 (but is true for all smaller values). Then by subtraction,
In that case suppose 0 ≤ x < τ k . For some a with 0 ≤ a ≤ k we have τ a−1 ≤ x < τ a . Since the τ r are strongly connected points, there exists a path from x to τ k which passes through all of τ a , τ a+1 , . . . , τ k , and which therefore includes at least one edge
From (27), this path must have weight at least c(τ k − τ a−1 ), which is at least c(τ k − x).
Since this holds for all 0 ≤ x ≤ τ k , it follows that the event A
So indeed the event on the RHS of (25) implies (26), and so in particular we have
Since the strongly connected points form a renewal process whose intervals have exponential moments (see (14)), we have, for any > 0,
for some constants c 1 , c 2 , c 3 , c 4 and all x ∈ Z. But the quantities min τ r−1 ≤i<j≤τr v i,j are non-negative, and i.i.d. for r ≥ 1, and we have assumed that c < γE [min τ 0 ≤i<j≤τ 1 v i,j ]. Hence for sufficiently small and some c 5 , c 6 ,
Putting all these together with (28), we get that P[ν > x] decays exponentially in x, as desired.
Next we want to prove that the expectation of µ, conditioned on {µ < ∞} is also finite under suitable moment conditions for v.
Proposition 3.13. If E v 3 < ∞ and c satisfies (22), then
By the same arguments as in the proof of Proposition 3.12 we have that the second probability decays exponentially in d. Looking at the first probability we get
which is finite if E v 3 is finite. Therefore, we get that E v 3 < ∞ implies that
This completes the proof that E [Γ 0 ] < ∞ whenever c satisfies (22). Now we are ready to prove the central limit theorem for w 0,n (Theorem 2.4).
Proof of Theorem 2.4: Take any c satisfying (22). Since under the condition E v 3 < ∞ we have E [Γ 0 ] < ∞ we also get E [|Γ −1 |] < ∞. This implies that the variance of Γ 1 − Γ 0 is finite (since the Γ n form a stationary renewal process, see Remark 4.2.1 in [1] ). Now we want to show that σ 2 = Var (w Γ 0 ,Γ 1 − C (Γ 1 − Γ 0 )) is finite. We will prove this in a separate Proposition.
Proof. In order to show that the variance of w Γ 0 ,Γ 1 − C (Γ 1 − Γ 0 ) is finite, it is enough to show that the second moment of this random variable is finite.
Under the assumption E v 3 < ∞ we know that the second expectation is finite. Therefore we will only consider the first expectation in the following. For the first expectation we get
We will look at the expectations in (33) and (34) separately. For the first one, we can use that the expected length of a typical renewal interval is λ −1 to give
and so the expectation in (33) is finite. Let us now look at the second expectation, for which we have to sum over pairs of edges that are in the same renewal interval. For i ≤ j let R i,j be the event that the set {i, i + 1, . . . , j} contains at least one renewal point. Note that
Notice that the expression in (34) is precisely Es Γ 0 ,Γ 1 ; we need to show that this is finite. We first aim to show that the expectation of s 0,n grows only linearly with n. To do so we make the following claim, to be proved below: for any x < y ≤ u < z, and any s, t ≥ 0,
In that case
By Lemma 3.9, this gives Es 0,n = O(n) whenever E(v 3 ) < ∞. Now note that for n ≥ Γ 0 we have
where as before, we write r(n) for the label of the last renewal point to the left of n, so that Γ r(n) < n ≤ Γ r(n)+1 . By Lemma 3.8, the quantities s Γ i−1 ,Γ i are i.i.d. for i ≥ 1. Hence, if s Γ 0 ,Γ 1 had infinite mean, then the left-hand side of (36) would converge to infinity almost surely, since r(n)/n → λ a.s. But then also s 0,n /n would converge to infinity almost surely, which contradicts the fact that Es 0,n /n is bounded. Hence s Γ 0 ,Γ 1 has finite mean, which is to say that the expectation in (34) is finite.
This completes the proof, subject to the claim (35) which we now justify. We consider the dependence of the event R y,u on the weights v x,y and v u,z .
Take r ∈ {y, y +1, . . . , u}. From the definition of the set of renewal points R, it's easy to see that the event {r ∈ R} is an increasing event as a function of v x,y and v u,z ; that is, if r ∈ R and we increase the values of v x,y or v u,z while leaving all other weights the same, then it remains the case that r ∈ R. But R y,u = y≤r≤u {r ∈ R}, so R y,u is also an increasing event as a function of v x,y and v u,z .
Since these events depend only on the weights v i,j and the indicator variables α i,j determining which edges are present, and since these quantities are all independent, it follows that the distribution of (v x,y , v u,z ) conditioned on R y,u dominates the unconditioned distribution, which is equivalent to (35).
With Proposition 3.14 established, the rest of the argument to prove the central limit theorem in Theorem 2.4 is analogous to that in [8] , see proof of Theorem 2 (pp. 20-22), using Donsker's theorem and the continuous mapping theorem (and the fact that the fraction of renewal points between 0 and [nt] converges to the deterministic function λt).
Length of the longest edge
In this section we analyze the asymptotic behaviour of n and h n , the length of the longest edge and the weight of the heaviest edge used on the geodesic between 0 and n, and prove Theorem 2.5.
We are working under the assumption (6) that F is regularly varying with index s. Define f (x) by 1 − F (x) = x −s f (x), so that f is a slowly varying function, i.e. f (tx)/f (x) → 1 as x → ∞, for any t > 0.
We start with some general results about regularly varying functions that will be useful throughout this section. Let g(z) = z −s f (z) be a regularly varying function with index s > 1 (i.e. f is slowly varying). Then we have
See for example Proposition 1.5.10 in [2] . From the Representation Theorem (Theorem 1.3.1 in [2] ) it follows that we can choose a function r 0 (x), depending on f , that increases to infinity but does so slowly enough that
then for this r 0
From (37) and (38) we get that for any function r(x) ≤ ∞ such that r(x) → ∞ as x → ∞ the following holds
Proof of Theorem 2.5: We start by proving the limit in (7). We start with an upper bound, and aim to show that if β > 1/(s − 1), the optimal path is unlikely to use an edge as long as n β .
Upper bound. For any edge e = (x, y), write |e| = y − x for the length of the edge. Write w − i,j for the maximal weight of a path from i to j not using the edge (i, j) itself. (i) For some c 1 and M > 0,
(ii) For some c 2 and M > 0, for all n, P w − x,y ≤ M (y − x) for some 0 ≤ x < y ≤ n with y − x ≥ n β ≤ e −c 2 n β , and P The geodesic from 0 to n uses an edge e with |e| ≥ n β and v e ≤ M |e|
Proof. Property (i) is immediate for p = 1, since the quantity w − 0,m is bounded below by the sum of m i.i.d. non-negative random variables. For p < 1 we can do something analogous using the strongly connected points. From (14) , the distance between successive strongly connected points has an exponentially decaying tail, and so the probability that there exist fewer than mγ/2 strongly connected points between 0 and m decays exponentially in m, where γ is the density of strongly connected points. If there exist at least mγ/2 such points, then there is a path from 0 to m containing at least mγ/2 edges.
But the weights are i.i.d. bounded below and with positive mean, so for appropriately chosen M the probability that their sum is less than M m decays exponentially, as required for (i).
For (ii), simply sum (i) over all appropriate values of x and y. The second part of (ii) also follows, since an edge (x, y) with v x,y < w − x,y will never be used in an optimal path.
Choose M according to Lemma 3.15. Now let N β be the number of edges e in the interval [0, n] such that |e| ≥ n β and v e > M |e|. From the last part of the Lemma,
But also
since there are at most n edges of any given length k in the interval [0, n]. Since
by assumption, we can use (39) with x = n β and r(x) = x 1/β to get
Since f is slowly varying, this tends to 0 as n → ∞ whenever β > 1/(s − 1). Hence for all such β, P(N β > 0) → 0 as n → ∞; combining with (41) we have
as required for the upper bound. Lower bound. Fix K > 0 (to be chosen later) and let R β be the number of edges within the interval which satisfy v e ≥ K|e| and |e| ≥ n β . Then
The first inequality holds since for any k with n β ≤ k ≤ n/12, there are at least n/12 edges of length k within , and the second follows again from (39). The RHS of (42) tends to infinity as n → ∞ if β < 1/(s − 1). Since the corresponding events for different edges e are independent, we obtain that P(R β ≥ 1) → 1, i.e. with high probability, at least one such edge exists.
If so, let e * = (x * , y * ) be the longest such edge. Then define the interval I * = (x * − 2|e * |, y * + 2|e * |), which is centred on e but is five times as long. Note that I * is still contained in [0, n]. Finally, let w * be the maximal weight of a path contained in the interval I * which uses only edges shorter than e * .
We claim that, if R β ≥ 1, then at least one of the following events must hold:
(a) Some edge at least as long as e * (maybe e * itself) is used in the optimal path from 0 to n.
(c) There is either no strongly connected point in (x * − |e * |, x * ) or there is no strongly connected point in (y * , y * + |e * |).
For if (b) does not hold, then using the edge e * is preferable to any combination of edges in I * which are shorter than e * . If in addition (c) fails, then using appropriate strongly connected points one can include the edge e * simultaneously with any edge set of compatible edges which are wholly to the left of x * −|e * | or wholly to the right of y * + |e * |. Then the only reason not to use e * is if the optimal path contains an edge (r, s) where either r < x * − 2|e * |, s > x * − |e * | or r < y * + |e * |, s > y * + 2|e * |.
But such an edge has length at least e * . So indeed (a) then holds. We already have P(R β ≥ 1) → 1 as n → ∞. Since the strongly connected points form a renewal process with positive density and the renewal intervals have exponential tails (see (14)), and |e * | ≥ n β , event (c) has probability tending to 0 as n → ∞.
If we can show that the probability of event (b) also goes to 0, then with probability tending to 1, event (a) occurs. Then indeed n ≥ n β , and we will have shown that for any β < 1/(s − 1), P( n ≥ n β ) → 1 as n → ∞ as required.
So, we need to prove the following:
Suppose R β ≥ 1, and condition on the identity of the edge e * . Let m = |e * |. From the definition of e * , knowing the identity of e * has given us no information about the weights of edges shorter than m. Then since I * has length 5m, the distribution of w * is dominated by the distribution of w 0,5m in the case p = 1. But the SLLN in that case gives 1 5m w 0,5m → C (p=1) in probability, for some constant C (p=1) . Hence the claim holds for any K > C (p=1) .
This completes the argument for the longest edge n , and we can use those results to give the corresponding statements for the heaviest weight h n .
The lower bound follows immediately from the bound for n and property (40). For the upper bound, suppose β > 1/(s − 1). Take β ∈ (1/(s − 1), β). We know that as n → ∞, the probability that the optimal path uses an edge as long as n β tends to 0. But also the probability that there exists an edge of length less than n β with weight as high as n β is bounded above by
which converges to 0 as n → ∞. So indeed the probability that an edge as heavy as n β is used goes to 0, as required. Now we turn to the fluctuations of w 0,n when 2 < s < 3. Suppose β < 1/(s − 1), and choose β ∈ (β, 1/(s − 1)). Letē be the heaviest edge used in the optimal path from 0 to n. We know from above that with high probability vē > n β .
Condition on the identity ofē and the weight of all the other edges in [0, n], but not the weight ofē itself. Write A for the collection of all this information.
Given A, we have a lower bound, V min say, for the weight ofē (since given the weights of all other edges,ē will be the heaviest weight in the optimal path if and only if its weight exceeds some threshold). Now the conditional distribution of vē given A is the distribution of a typical weight v conditioned on v > V min . Given A, the value of w 0.n − vē is constant.
Certainly we will have V min > n β /2 with high probability. For if V min ≤ n β /2, then P(vē ≤ n β |A) ≥ P(v ≤ n β |v ≥ n β /2), which does not go to 0 as n → ∞ (since the tail of the distribution of v is regularly varying, so that P (v ≤ 2x|v ≥ x) converges to a non-zero limit as x → ∞).
But again since v has a regularly varying tail, we have that P(v ∈ [x n , x n +n β ]|v ≥ v min ) goes to 0 as n → ∞ uniformly in x n and in v min > n β /2, since n β = o(n β ).
Hence for some function (n) tending to 0 as n → ∞, we have that with high probability as n → ∞,
and hence also with high probability P(w 0,n ∈ [y n , y n + n β ]|A) < (n) for all y n . Now we can average over A, to give that for any sequence y n , the unconditional distribution of w 0,n satisfies P(w 0,n ∈ [y n , y n + n β ]) → 0 as n → ∞.
as required. In particular, with s < 3 this implies that Var(w 0,n ) grows faster than n, and that no central limit theorem such as that in Theorem 2.4 can hold (even for single values of t).
Now we want to present two examples that show that for s = 3 both critical cases are possible: it might happen that the longest edge is o( √ n) and it is possible that the longest edge satisfies n √ n → ∞ in probability as n → ∞. Let us first look at the case where
x log x dx = ∞, but on the other hand (again using (39))
So in this case we have that although E v 3 = ∞ we will not see edges of length √ n.
However, if f is increasing and such that E N 1
in probability by the same arguments as in the proof of (7) in Lemma 2.5. An example is the case where and f (x) = log x:
Then the expected number of edges of at least length √ n log log n and weight at least M times their length is bounded from below by
log n + log log log n (log log n)
By the same arguments as for the lower bound in the proof of (7) in Lemma 2.5 we have that with positive probability we will use an edge of length √ n log log n, so n √ n → ∞ in probability.
Non-constant edge probabilities
In this section we want to discuss briefly the situation in which the probabilities that edges are present are not given by a constant p ∈ (0, 1 ], but by a sequence (p i ) i≥1 where p i is the probability that an edge of length i is present. In the case with constant edge weights this situation was analyzed in [8] , and it can be extended to our case as follows. As in [8] we need the following two conditions:
Under these conditions the set of strongly connected points is almost surely infinite and the set of strongly connected points forms a stationary renewal process. Since this is all we needed to establish that the set of renewal points is almost surely infinite, conditions [C1] and C [2] are sufficient to get that R is almost surely an infinite set.
However, in the proof of the strong law of large numbers and the central limit theorem above, we used that the strongly connected points τ i have exponential moments. This is in general no longer the case if we replace the constant p by a sequence (p i ) i∈N . In [8] it was proven that
holds. In the proofs of Propositions 3.12 and 3.13 we used that certain errors, see (29) and (30), decay exponentially because the τ i had exponential moments. If we are however only interested in showing that Γ 0 has a finite first moment, then it is enough if these errors decay fast enough to give us finite first moments of ν and µ conditioned on µ < ∞. For these errors to decay fast enough it is sufficient to have two moments of τ 1 − τ 0 and for this it is enough to have 4 Proofs for the model with E v 2 = ∞
In this section the weights have a distribution which does not have a second moment, i.e. E v 2 = ∞. We want to prove Theorems 2.6 and 2.7. Again, we start with the case p = 1 (Theorem 2.6) and then look at the case p < 1 (Theorem 2.7). The proofs follow closely those in [11] where analogous results for directed last-passage percolation in two dimensions were established.
Proof of Theorem 2.6
Proof of Theorem 2.6: To prove Theorem 2.6 we use approximations of w 0,n and w that use only the k largest weights. We define
for all i, j ∈ A and put w k = sup A∈C i∈A,i≤k
We also define appropriately rescaled versions
The tails of w and w 0,n are bounded by
The following Lemma implies that w is almost surely finite and that w k → w for k → ∞.
Lemma 4.1. With probability 1 we have S k < ∞ for all k ≥ 0 and S k → 0 for k → ∞.
Proof. Define Λ i = sup A∈C |A ∩ {1, . . . , i} |. This is the largest number of the edges Y 1 , . . . , Y i that can be included simultaneously in an admissible path. This is independent of the weights (M i ) i∈N . In the two-dimensional case in [11] the corresponding random variable L i had the distribution of the length of the longest increasing subsequence of a random permutation of the set {1, . . . , i}. In our case the distribution is slightly different, but we get the same asymptotic behaviour and the same bounds that we need to prove the Lemma. In the two-dimensional case two points (i, j), (i , j ) are compatible if
• i ≤ i and j ≤ j or i ≤ i and j ≤ j
In our case two edges (represented by two points in [0, 1] 2 ) are compatible if
• i ≤ min(i , j ) and j ≤ min(i , j ) or i ≤ min(i, j) and j ≤ min(i, j) (under the condition i < j and i < j this is equivalent to j ≤ i or j ≤ i)
We can see that the second condition is more restrictive. Therefore, any path that is admissible in our model is also admissible in the two-dimensional model. If we therefore look at the largest number of points Y 1 , . . . , Y i that we can include in an admissible path in the two models we get that
Since we have Indeed, Λ i has been studied in its own right as the "independence number of a random interval graph"; see for example [13] and [5] , where, among other things, a central limit theorem and large deviations principle are obtained. The difference between L i and Λ i is the main difference between our model and the two-dimensional nearest-neighbour last-passage percolation model. Since 
Therefore, we have S k ≤ U k for all k and it suffices to show that U k → 0 as k → ∞. Since U k is the remainder of an infinite sum, it is actually enough to show that U k < ∞ almost surely. By the independence of (Λ i ) and (M i ) we get that
Now we can use the known distribution of the M i (M i has the distribution of (V i )
where V i ∼ Gamma(i, 1)) to get
(see Lemma 3.1 of [11] for the details). The last sum is finite for all k > 1 s and it follows that U k < ∞ almost surely for all k. Theorem 2.6 then follows from the next two Propositions which were proved in [11] (Propositions 3.2 and 3.3) . The proofs are almost identical and rely on the two following facts:
• The distribution of the weights M i in [11] and in our paper is exactly the same
• The definition of compatible points/edges is slightly different, but such that Λ i ≤ L i Proposition 4.2. Let ε > 0 and k be fixed. Then for all sufficiently large n there exists a coupling of the continuous and the discrete model indexed by n such that
Here we use the Euclidean distance in Z 2 as distance between two edges Y 1 = (a, b) and Y 2 = (a , b ) in (44).
Sketch of the Proof:
The first two statements follow straightforwardly from the convergence stated in (12) and (13) . The last statement follows from the fact that with high probability, a small perturbation of the Y i does not affect the ordering of the points. and for some suitable sequence k n we have that the first and last term tend to 0 in probability. We also have that on C kn 0,n = C kn ,
holds. Since P C k 0,n = C k → 0 and
→ 0 in probability, we have that w 0,n → w as required for Theorem 2.6.
Proof of Theorem 2.7
The proof in the case p < 1 goes through in an essentially identical way, after making a couple of appropriate observations. First, the number of edges in the interval [0, n] is no longer 
as n → ∞, so that the asymptotics of the heaviest edges change simply by a constant factor. The second issue concerns the set of feasible paths. Since not all edges are present, it is no longer the case that if x = (i, j) and y = (i , j ) are two edges with i < j ≤ i < j , then x and y can necessarily be used in the same path (there may be no feasible path between j and i ).
However, if k is fixed and n → ∞, then with high probability, any subset of the k heaviest edges which are compatible with each other in this sense can be used together in a path (since the minimal distance between the endpoints of two such edges goes to infinity in probability). Then, since the argument above shows that we can obtain an arbitrarily close approximation to w by considering only the k heaviest edges, the result of Theorem 2.7 for p < 1 can be obtained just as before.
