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ABSTRACT
Investigation into Compactified Dimensions: Casimir Energies and
Phenomenological Aspects
Richard K. Obousy, Ph.D.
Chairperson: Gerald B. Cleaver, Ph.D.
The primary focus of this dissertation is the study of the Casimir effect and
the possibility that this phenomenon may serve as a mechanism to mediate higher
dimensional stability, and also as a possible mechanism for creating a small but non-
zero vacuum energy density. In chapter one we review the nature of the quantum
vacuum and discuss the different contributions to the vacuum energy density arising
from different sectors of the standard model. Next, in chapter two, we discuss
cosmology and the introduction of the cosmological constant into Einstein’s field
equations. In chapter three we explore the Casimir effect and study a number
of mathematical techniques used to obtain a finite physical result for the Casimir
energy. We also review the experiments that have verified the Casimir force. In
chapter four we discuss the introduction of extra dimensions into physics. We begin
by reviewing Kaluza Klein theory, and then discuss three popular higher dimensional
models: bosonic string theory, large extra dimensions and warped extra dimensions.
Chapter five is devoted to an original derivation of the Casimir energy we derived
for the scenario of a higher dimensional vector field coupled to a scalar field in the
fifth dimension. In chapter six we explore a range of vacuum scenarios and discuss
research we have performed regarding moduli stability. Chapter seven explores a
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novel approach to spacecraft propulsion we have proposed based on the idea of
manipulating the extra dimensions of string/M theory. Finally, in chapter 8, we
discuss some issues in heterotic string phenomenology derived from the free fermionic
approach.
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CHAPTER ONE
Introduction
1.1 The Vacuum
A central theme in this disseration is the notion of the quantum vacuum. To
a particle physicist, the term ‘vacuum’ means the ground state of a theory. In
general, this ground state must obey Lorentz invariance, at least with regards to 3
spatial dimensions, meaning that the vacuum must look identical to all observers.
At all energies probed by experiments to date, the universe is accurately described
as a set of quantum fields. If we take the Fourier transform of a free quantum
field,1 each mode of a fixed wavelength behaves like a simple harmonic oscillator.
A quantum mechanical property of a simple harmonic oscillator is that the ground
state exhibits zero-point fluctuations as a consequence of the Heisenberg Uncertainty
Principle, with energy E = 1
2
~ω.
These fluctuations give rise to a number of phenomena; however, two are par-
ticularly striking. First, the Casimir Effect (1), which will be examined in detail in
this dissertation is arguably the most salient manifestation of the quantum vacuum.
In its most basic form it is realized through the interaction of a pair of neutral par-
allel conducting plates. The presence of the plates modifies the quantum vacuum,
and this modifcation causes the plates to be pulled toward each other. Second is the
prediction of a vacuum energy density, which is an intrinsic feature of space itself.
Many attempts have been made to relate this vacuum energy to the cosmological
constant Λ, which is a common feature in modern cosmology (2); however, calcula-
tions are typically plagued either by divergences or by ridiculously high predictions
which are far removed from observation. This chapter will first provide a brief his-
1 By ‘free’ we mean that the field does not interact with other fields.
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torical review of the vacuum and then discuss in detail some of the attempts to
explain the vacuum in the language of Quantum Field Theory (QFT).
1.1.1 Early Studies of The Vacuum
One fundamental feature of QFT is the notion that empty space is not really
empty. Emptiness has been replaced by the concept of the vacuum (i.e. the ground
state). It is this ground state which is responsible for a ubiquitous energy density
that is ultimately believed to act as a contribution to the cosmological constant Λ,
that appears in Einstein’s field equations from 1917 onward (3),
Rµν − 1
2
Rgµν = 8piGTµν + Λgµν (1.1.1)
where gµν is the spacetime metric, Rµν is the Ricci curvature tensor, R is the Ricci
scalar or scalar curvature and Tµν is the energy momentum tensor. We will follow
the convention of using natural units throughout this dissertation and set c = ~ = 1.
The left-hand side of the equation characterizes the geometry of spacetime and the
right-hand side encodes the matter and energy sources. Tµν acts as a source for the
gravitational field; its role is analogous to the electro-magnetic currents Jµ, which
acts as a source for the electromagnetic field Aµ in Maxwell’s equations.
In 1916 Nernst, who was originally inspired by the new ideas of quantum
theory and Plancks law for the radiation from a blackbody (4), put forward the
proposition that the vacuum of spacetime is not empty but is, in fact, a medium
filled with radiation containing a large amount of energy. One feature of this model
was that the energy density of the vacuum was infinite, and even when a modest
cutoff was proposed, the total energy content was still large. Nernst’s ideas about
the vacuum were never used for any cosmological models, as his interests were in
chemistry and in forming a model of the water molecule.
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One problem that frequently arises in the calculations of vacuum ground state
energies is the huge energies that are found. Pauli was concerned with the gravita-
tional effects of the zero-point energy (5). Pauli’s calculation in the mid-late 1920s
demonstrated that if the gravitational effect of the zero-point energies was taken
into account, the radius of the universe would be smaller than the distance from
the Earth to the Moon. Pauli’s calculation invloved applying a cut-off energy at the
classical electron radius, which was considered to be a natural cut-off at the time.
Pauli’s concern was readdressed by Straumann (6) in 1999, who found that, indeed,
the radius of the universe would be ≈ 31 km. Setting ~ = c = 1 the calculation
reads
〈ρeff〉 = 8pi
(2pi)3
∫ ωmax
0
ω
2
ω2dω =
1
8pi2
ω4max. (1.1.2)
Inserting the appropriate cutoff,
ωmax =
2pi
λmax
=
2pime
α
, (1.1.3)
and plugging into
8piGρ =
1
a2
= Λ (1.1.4)
where a is the radius of curvature obtained from solving Einstein’s equation for a
static dust filled universe. Thus, one obtains
a =
α2
(2pi)2/3
Mpl
m2e
≈ 31 km. (1.1.5)
One way to reconcile this inconsistency with the known size of the universe, as noted
in Pauli’s Handbuch der Physik, is to begin from the ansatz that the zero-point en-
ergy does not interact with the gravitational field. Indeed, the speculations of Dirac
regarding the huge vacuum energy and also the final version of quantum electro-
dynamics (QED): constructed by Schwinger, Feynman and others never prompted
any interest in the gravitational consequences of these theories. This is not sur-
prising when one considers the theoretical landscape of QED; it was plagued with
divergences in higher order calculations that preoccupied the community.
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1.1.2 Modern Studies of the Vacuum
A more solid foundation for speculations about the energy density of the vac-
uum became available with the development of QFT, in which all the fields in nature
are treated as a collection of quantized harmonic oscillators. The various amplitudes
and frequencies of oscillation represent the different boson and fermion species that
are observed in nature. The vacuum contains all the quantum properties a particle
may acquire: energy, spin and polarization. These quantities, on average, cancel each
other out, with the exception of the vacuum expectation value of the energy 〈Evac〉.
A consequence of the Heisenberg Uncertainty Principle is that no field oscillator can
ever be completely at rest (7); there will always be some residual ‘zero-point energy.’
Plainly, one can see this in E = (n+ 1
2
)~ω. For n = 0 we are left with E = 1
2
~ω.
The first published discussion relating the cosmological constant to quantum
vacuum energy was contained in a 1967 paper by Zel’dovich (8), who assumed that
the zero-point energies and their higher order electromagnetic corrections cancel.
After cancellation, the only remaining components are the higher order corrections
where gravity is involved, and this remaining vacuum energy is the cosmological
constant. In a more detailed article, Zel’dovich derived a QED-inspired (9) vacuum
energy; however, his result exceeded observational bounds by 46 orders of magnitude,
leading to the statement that “...such an estimate has nothing in common with
reality.”
The ‘serious worry’ about the vacuum energy dates from the early and mid-
1970s as noted by Weinberg (2). Around this time, it was realized that the sponta-
neous symmetry-breaking mechanism invoked in the electroweak theory might have
cosmological consequences. In the next three sections we review modern derivations
of the vacuum of QFT.
4
1.2 The Vacuum of QFT
Typically, one sees in the literature discussions of the the electromagnetic vac-
uum. However, the ground state of the vacuum contains field contributions from
numerous sectors of the standard model (SM) of particle physics, of which the elec-
tromagnetic vacuum is but one. These components include, but are not limited
to, the QED vacuum, the electoweak (Higgs) vacuum and the Quantum Chromo
Dynamical (QCD) vacuum. In the next section we will review the contributions
from each of these sectors, and we will understand why we typically discuss the
electromagnetic contribution.
1.2.1 QED Vacuum
The electromagnetic force can be accurately described using the theory of
Quantum ElectroDynamics (QED), which describes how light and matter interact.
The quantization procedure for the classical fields of electromagnetism, ~E(x, t) and
~B(x, t),2 involves replacing these fields by quantum operators that are defined at
all locations in spacetime. To construct quantum theory with the correct classical
limit, the Hamiltonian density of quantum theory is taken to be the same function
as in classical theory, H = 1
2
( ~E2 + ~B2). The total zero-point energy of QED is
E = 〈0|H|0〉 = 1
2
〈
0|
∫
(E˜2 + B˜2)|0
〉
, (1.2.1)
and the ground state energy density is given by (10–12)
ρvac =
1
V
∑
k
1
2
~ωk, (1.2.2)
where the wave vector k refers to the normal modes of the electromagnetic field.
Using the well known relation
1
V
∑
k
→ 1
(2pi)3
∫
d3k (1.2.3)
2 Throughout this dissertation we will follow the convention that a bold font character (e.g. k)
represents a 3-vector, and an arrowed character (e.g. ~E) represents a 4-vector
5
we can express eq. (1.2.2) as an integral equation:
ρvac =
1
16pi2
∫ Λ
0
ω3dω
=
Λ4
64pi2
(1.2.4)
where Λ represents some cutoff that we impose to ensure convergence of the integral.
Using eq. (1.2.4) formula, we can now estimate the value of the QED zero-point
energy. It is generally accepted that the SM can be believed up to 100 GeV, which
is set by the electroweak scale. This is the energy in which the electromagnetic
interaction is unified with the weak forces. Thus a rough estimate of the zero-point
energy is
ρEWvac ≈ (100 GeV )4 ≈ 108GeV4 (1.2.5)
Typically, observational estimates that come from cosmology give
ρobsvac ≈ 10−47(GeV)4; (1.2.6)
so estimates of the QED vacuum exceed the observational bound by 55 orders of
magnitude, even when using the most conservative cut-offs. It has been customary
to assume that QFT is valid up to the Planck energy scale of 1019GeV , which when
inserted as the cutoff yields
ρPlanckvac ≈ 1076(GeV)4. (1.2.7)
This value exceeds the observational bound by about 120 orders of magnitude. Thus,
modification of the cut-off to the Planck scale does nothing to reconcile the discrep-
ancy between observation and theory.
1.2.2 The Electroweak Theory and the Higgs Vacuum
Electroweak theory is the framework for describing weak interactions such as
β decay. If electroweak theory is to describe particles with mass, the Higgs field
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must be introduced. This field gives mass to particles via the process of ‘sponta-
neous symmetry breaking,’ which reflects the fact that the Lagrangian of the theory
contains a symmetry that is not shared by the vacuum state. All massive particles
couple to the Higgs field by a ‘Yukawa coupling’ and their masses are proportional
to the vacuum expectation value (VEV) of the Higgs field. The vacuum resulting
from the Higgs field is expected to take the form
V (φ) = V0 − µ2φ2 + gφ4 (1.2.8)
where g is the self coupling of the Higgs, and µ is related to the VEV of the Higgs
field. The VEV of the Higgs field is found experimentally from the Fermi coupling
constant, which itself is found from the muon lifetime. Taking the Higgs coupling
constant g to be the electromagnetic fine structure constant squared, we obtain the
Higgs vacuum energy density (after minimizing) to be
ρHiggsvac =
µ
4g
≈ 105(GeV)4 (1.2.9)
which is 52 orders of magnitude larger than ρobsvac when the absolute value is taken.
This estimate of the vacuum energy density is model-dependent, but clearly, a high
degree of fine-tuning would be required to reduce ρHiggsvac to that set by observational
bounds.
1.2.3 The QCD Vacuum
QCD is a theory that describes the forces which bind the constituents of an
atomic nucleus. It explains the interactions of quarks and gluons. QCD is both
non-perturbative and non-linear at low energies, and its ground state is not well
described in terms of harmonic oscillators. Thus, the vacuum structure of QCD is
not a currently settled issue. With this said, it is given that the non-perturbative
sector of QCD forms gluon and quark ‘condensates’ to which estimates of the vacuum
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energy density can be given (13). One typically finds
ρQCDvac ≈ 10−3(GeV)4. (1.2.10)
A comparison of ρQCDvac with ρ
obs
vac indicates a discrepancy of 40 orders of magnitude.
The following table summarizes the vacuums of the electromagnetic, electroweak
and quantum chromodynamic vacuums and illustrates their order of magnitude dis-
crepency when compared to ρobsvac = 10
−47(GeV)4 It is clear from Table 1.1 that
Table 1.1: Quantum Vacuums and their contribution to the vacuum energy density
together with their discrepancy from the experimentally measured value of Λ.
Vacuum (GeV)4 Magnitude Discrepancy
ρEM 10
8 55
ρEW 10
5 52
ρQCD 10
−3 40
the electromagnetic vacuum is several orders of magnitude higher than the next
highest vacuum energy density. This is why the literature commonly discussed the
electromagnetic vacuum; this is because it represents the dominant contribution to
the vacuum energy density.
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CHAPTER TWO
Cosmology
One of the most profound results of modern cosmology is the evidence that 70%
of the energy density of the universe is in the form of an exotic energy with negative
pressure that is currently driving an era of accelerated cosmological expansion (7; 14–
19). This was first demonstrated by observations of Type Ia supernova made in
1998 by the Supernova Cosmology Project and the High-z Supernova Seach Team.
The results have been well corroborated since then and have drawn huge interest as
physicists attempt to explain the nature of this ‘dark’ energy. For certain topologies,
it has been shown that the Casimir energy leads to a non-singular de Sitter universe
with accelerated expansion (20), and possible links between Casimir energy and dark
energy have been made in the literature (21), (22). The aim of this dissertation is
to model the phenomenon of higher dimensional stability and the observed vacuum
energy density as a consequence of Casimir energy. For this reason a section on
cosmology is necessary.
In this chapter we review why Einstein was initially motivated to introduce Λ
into GR in the first place. We will appreciate the implications of Λ in the context of
negative pressure and accelerated expansion. We will also attempt to understand the
fundamental nature of Λ by attempting to explain its existence using the mathemat-
ics of QFT. We will also discover why the study of supernovae is of such importance
when trying to obtain accurate measurements for Λ.
2.1 Post Einsteinian Cosmology and the History of Λ
The physical interpretation of GR (23) is that spacetime is a Riemmanian
manifold where xµ are the coordinates on the manifold, and that there exists a
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metric gµν(x) which defines the line element,
ds2 = gµν(x)dx
µdxν . (2.1.1)
Flat space corresponds to
gµν(x) = ηµν = diag(1,−1,−1,−1) (2.1.2)
In general, the energy momentum tensor Tµν is given by (24)
Tµν(x) =
2√−g
(
∂(
√−gL)
∂gµν
− ∂
∂xk
∂(
√−gL)
∂gµν,k
)
, (2.1.3)
where g is the determinant of the metric. One important feature of GR is that
gµν(x) is considered to be a dynamical field from which one obtains Einstein’s field
equations, which are found by varying the Einstein Hilbert action,
S = − 1
2κ2
∫
d4x
√
gR +
∫
d4xL√g, (2.1.4)
where κ2 = 8piG/c4. Upon completion of his General Theory of Relativity, Einstein
applied his theory to the entire universe. He firmly believed in Machs principle, and
the only way to satisy this was to assume that space is globally closed and that the
metric tensor should be determined uniquely from the energy-momentum tensor. He
also assumed that the universe was static, which was a reasonable assumption at the
time because observational astronomy had not advanced to a level that contradicted
this paradigm. In 1917, when a static solution to his equations could not be found,
he introduced the cosmological constant (3), (25).
Rµν − 1
2
Rgµν = 8piGTµν + Λgµν . (2.1.5)
For a static universe where a˙ = 0, and using the energy-momentum law ∇νT µν = 0
derived from Einstein’s equations, the following relation can be found.
8piGρ =
1
a2
= Λ , (2.1.6)
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where a is the scale factor and ρ is the energy density of the universe. Einstein
found the connection between geometry and mass-energy extremely pleasing, as he
believed this was a direct expression of Machian philosophy.
It is popularly believed that Hubble’s discovery of galactic redshifting caused
Einstein to retract his cosmological constant. The reality is more complicated, and
of course more interesting. Einstein was almost immediately disappointed when his
friend de Sitter proposed a static solution requiring no matter at all (and thus no
cosmological constant). de Sitter began with the line element
ds2 =
1
cosh2Hr
[
dt2 − dr2 − tanh
2(Hr)
H2
(dθ2 + sin2θdφ2)
]
, (2.1.7)
where H =
√
Λ
3
which will come to be known as Hubble’s constant. Of course, Λ was
needed for a static universe, but over the period from about 1910 to the mid-1920’s,
Slipher observed that most galaxies have a redshift (26), indicating that indeed the
universe might not be static. By 1922, Friedmann (27) had described a class of
cosmological solutions where the universe was free to expand or contract based on
the ‘scale parameter’ a(t), with the metric
ds2 = dt2 − a2(t)
(
dr2
1− kr2 + r
2(dθ2 + sin2θdφ2)
)
. (2.1.8)
Even with the discovery and future confirmation of a nonstatic universe, dropping
the cosmological constant was not something that came easily, because anything that
contributes to the energy density of the vacuum acts identically like a cosmological
constant. Solving Einsteins equation for eq. (2.1.8) and setting k = 0 we find
H2 =
(
a˙
a
)2
=
8piG
3
ρ+
Λ
3
. (2.1.9)
From this perspective the cosmological constant contributes an extra term to the
total vacuum energy
ρeff = 〈ρ〉+ Λ
8piG
, (2.1.10)
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and so we can rewrite Einstein’s equation as
H2 =
8piG
3
ρeff . (2.1.11)
It is then straightforward to demonstrate an observational bound:
ρeff =
3H2
8piG
≈ 10−47(GeV)4 . (2.1.12)
The problem, however, is when we observe from eq. (2.1.10) that
10−47(GeV)4 =
Λ
8piG
+ 〈ρ〉 , (2.1.13)
implies that the cosmological constant and 〈ρ〉 almost perfectly cancel. The problems
begin when we try to calculate a value for 〈ρ〉.
2.1.1 Cosmology and Quantum Field Theory
As discussed earlier, calculations of 〈ρ〉 utilize the formalisms of QFT in which
one calculates the ground state of the vacuum energy by summing the zero-point
energies of all normal modes of a field up to some cutoff. If we believe GR up to the
Planck scale, then we can impose this as our cutoff. We see from eq. (1.2.4) that
the energy density of the vacuum is
〈ρ〉Λ ≈M4pl . (2.1.14)
However, we know that 〈ρ〉 + Λ
8piG
is less than 10−47(GeV)4, which implies that the
two terms almost perfectly cancel. This ‘coincidence’, is one of the deep mysteries
of physics (17), (18).
One (partial) fix to the vacuum energy calculations is the introduction of
supersymmetry (SUSY). The basic idea is that all known particles have an associated
superparticle whose spin differs by exactly one half (in ~ units). In the case of
unbroken SUSY, i.e., when particle and supersymmetric partner have exactly equal
masses, the superparticle additions to the vacuum energy perfectly cancel the particle
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contributions and the resulting vacuum energy is reduced to zero.1 However, when
SUSY is broken and the difference of the particle mass and the supersymmetric
partner mass is on a scale of MS ≈ 104 GeV, then the resulting vacuum energy
density is on the order (MS)
4 ≈ 1016 GeV and the discrepancy is (only) off by a
factor of 1060.
To make the situation even more puzzling, recent observations of distant super-
vova [9] indicate that the universe is not only expanding, but that it is accelerating ;
that is, its rate of expansion a˙
a
is increasing. The current problem is thus to to and
explain why ρeff is greater than.
2.1.2 Origins of Negative Pressure and Inflation
The expansion of the universe is quantified by the scale factor a, which is a
dimensionless parameter defined to have a value of 1 at the present epoch. The
Friedmann equation governs the variation of a homogeneous, isotropic universe
H2 =
(
a˙
a
)2
=
8piGρ
3
− k
a2
+
Λ
3
, (2.1.15)
which is obtained after solving Einstein’s equation for the 00 components using the
metric
ds2 = dt2 − a(t)d~x2 . (2.1.16)
From eq. (2.1.15) we see that the expansion is determined by three factors: ρ the
(mass) energy density of the universe, k the curvature and Λ the cosmological con-
stant. It is Λ which causes an acceleration in the expansion. To understand this in
more detail, we appeal to the time and space components of the zero-order Einstein
equations where we set k = 0, (
a˙
a
)2
=
8piG
3
ρeff , (2.1.17)
1 This is because the supersymmetric field contributions to the vacuum energy have an equal
magnitude, but opposite sign to their non-SUSY counterparts.
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where ρeff = ρ+
Λ
8piG
and
a¨
a
+
1
2
(
a˙
a
)2
= −4piGp. (2.1.18)
Using eq. (2.1.17) in eq. (2.1.18) we see that
a¨
a
= −4piG
3
(ρeff + 3p) (2.1.19)
Observations indicate that a¨/a > 0, and for this to happen the term in parenthesis
on the right hand side must clearly be negative. Therefore, inflation requires
p < −ρeff
3
(2.1.20)
Because energy density is always positive it can be seen that the pressure must be
negative. It is important to note that dark energy contributes a negative pressure
and is unique to inflationary cosmology. Since matter and radiation both generate
positive pressure, whatever drives inflation is neither of these (28; 29).
2.1.3 Supernova Cosmology and the Acceleration of the Universe
Type 1a Supernovae (SNe Ia) are reliable tools for testing cosmological models
due to their predictable luminosities and the fact that they are visible to a distance
of about 500 Mpc (30). A supernova occurs when a star explodes, creating an
extremely luminous object that can typically outshine its host galaxy for several
weeks or even months. During this time, the supernova can radiate as much energy
as our sun would over a period of ten billion years. A supernova will form if a white
dwarf star accretes enough matter to reach the Chandrasekhar limit of about 1.38
solar masses. The Chandrasekhar limit is the maximum nonrotating mass that can
be supported against gravitational collapse by electron degeneracy pressure. Above
the Chandrasekhar limit, the star begins to collapse. Type Ia supernovae follow a
characteristic light curve, allowing them to be used as a standard candle to measure
the distance to their host galaxy. They can also be used to measure H, Hubble’s
constant, at relatively close distances.
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The Hubble diagram is a useful tool in cosmology and is often used in the
study of the expansion of the universe. The redshift z is plotted against distance for
some collection of objects. For low values of z we have
cz = Hd (2.1.21)
where H is Hubble’s constant and encodes the current rate of expansion of the
universe. This quantity varies with comsological epoch, as does the redshift z of the
objects being used to measure H; thus, H → H(z). Clearly H(z) depends on both
the geometry of the universe and its expansion history. So, in principle, the measure
of H(z) can teach us something about what the universe is made of.
In the late 1970’s it was suggested that type Ia supernovae could be used to
measure the deceleration parameter q at high redshift. Advancements in technology
made this feasible and initially two major teams studied high-redshift supernova.
These were the ‘Supernova Cosmology Project’ (SCP) and the ‘High-Z Supernova
Search Team’ (HZT). Both teams discovered around 70 SNe and published similar
results (19; 31) which strongly favored a vacuum energy-dominated universe. Their
results suggested an “eternally expanding Universe which is accelerated by energy
in the vacuum”. The type Ia supernovae were observed to be dimmer than would
be expected in an empty universe (ΩM) = 0 with Λ = 0. An explanation for this
observation is that a positive vacuum energy accelerates the universe. Clearly, for
ΩM > 0, the problem is exacerbated since mass has the effect of decelerating the
expansion.
Figure 2.1 shows a plot of magnitude against redshift for a range of high-
z supernova (32).2 Displayed three curves which depict the three cosmological
possibilities: flat matter dominated, open, and flat with a cosmological constant.
The high redshift data strongly favor a universe with about 75% of the energy in the
2 Technically this is the ‘B-Magnitude’ of the Johnson photometry system, a measure of blue
light centered on a wavelength of 436 nm.
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form of the cosmological constant, and suggest that we are currently experiencing
an epoch of accelerated expansion.
ρΛ remains an unexplained parameter, and this vacuum energy is indistin-
guishable from dark energy. The precise cancellation of ρΛ with ρ is a deep mystery
of physics. One interesting possibility is the modification of ρ due to the non-trivial
boundary conditions that higher dimensions impose. The calculations are similar in
nature to Casimir energy calculations and so to understand the possible role of the
quantum vacuum in the creation of ρΛ, we first review the Casimir effect.
Figure 2.1: Magnitude of high redshift supernova as a function of z. Three pos-
sible cosmological models are shown, (ΩM,ΩΛ) = (1, 0), (ΩM,ΩΛ) = (0.25, 0) and
(ΩM,ΩΛ) = (0.25, 0.75). The data strongly supports a dark energy dominated uni-
verse.
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CHAPTER THREE
The Casimir Effect
Arguably the most poignant demonstration of the reality of the quantum vac-
uum is the famous Casimir effect. In 1948, H. Casimir published a profound paper
where he explained the van der Waals interaction in terms of the zero-point energy
of a quantized field. The Casimir effect can be appreciated most simply in the in-
teraction of a pair of neutral parallel plates. The presence of the plates modifies
the quantum vacuum, and this modifcation causes the plates to be pulled toward
each other with a force F ∝ 1
a4
where a is the plate separation. For many years, the
paper remained unknown (33), but from the 70’s onward the Casimir effect received
increasing attention, and over the last decade it has become very popular (34).
The Casimir effect is a purely quantum effect. In classical electrodynamics the
force between the plates is zero. The ideal scenario occurs at zero temperature when
there are no real photons (only virtual photons) between the plates; thus, it is the
ground state of the quantum electrodynamic vacuum which causes the attraction.
The most important feature of the Casimir effect is that even though it is purely
quantum in nature, it manifests itself macroscopically. For example, for two parallel
plates of area A = 1 cm2 separated by a distance of d = 1µm the force of attraction
is F ≈ 1.3 × 10−7 N. This force is certainly within the range of laboratory force-
measuring techniques. Something that is unique to the Casimir force is that both the
sign and the magnitude of the Casimir force is strongly dependent on the geometry
of the plates (35). This makes the Casimir effect a good candidate for applications
in nanotechnology.
Typically, the calculations of the expectation value of the vacuum is divergent,
so some form of renormalization must be performed. For example, consider the
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calculation of the field vacuum expectation value (VEV) inside a metal cavity. Such
a calculation will necessarily involve summing the energies of the standing waves in
the cavity;
〈Evac〉 = 1
2
∞∑
n=1
En, (3.0.1)
which is clearly divergent. The Casimir effect is studied in the context of a wide
variety of field in physics, including gravitation and cosmology, condensed matter
physics, atomic and molecular physics, quantum field theory and even nanotechnol-
ogy (36). Recently, high precision experiments have been performed that verify the
theoretical predictions regarding the force. Some of the most important experiments
will be discussed in Section 3.3
3.1 Casimir’s Original Calculations
In this section, we review Casimir’s original approach (1) first published in 1948
and the techniques taken to control the divergences associated with the calculations.
We first consider a cubical cavity of volume L3 bounded by perfectly conducting
walls. A perfectly conducting square plate with side L is placed in the cavity parallel
to the x-y face. We consider the scenario where the plate is first close to the x-y
face, and is then a distance L/2 away. In both cases the energy associated with the
resonant frequencies in the cavity are divergent and therefore devoid of any physical
meaning, but the difference between them will have a well defined value. The wave
vectors in the cavity are given by
kx =
nxpi
L
ky =
nypi
L
kz =
nzpi
L
(3.1.1)
For every k there exists two standing waves unless ni is zero. For large L we can
consider kx and ky a continuous variable over which we can integrate. Our expression
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for the ground state energy is,
E = ~c
L2
pi2
∫ ∞
0
∫ ∞
0
(
1
2
√
k2x + k
2
y +
∞∑
n=1
√(npi
a
)2
+ k2x + k
2
y
)
dkxdky, (3.1.2)
where the first term in the parenthesis is simply the n = 0 term.1 If we now make
the substitution
k =
√
k2x + k
2
y + k
2
z =
√
x2 + k2z , (3.1.3)
the integral becomes
E = ~c
L2
pi2
pi
2
∞∑
(0)1
∫ ∞
0
√((npi
a
)2
+ x2
)
xdx, (3.1.4)
where the notation (0)1 means that the term with n = 0 has to be multiplied by 1
2
.
For large a the sum can be replaced by an integral and so the difference between the
small and large a cases is expressed by
δE = ~c
L2
pi2
∞∑
(0)1
∫ ∞
0
√((npi
a
)2
+ x2
)
xdx
− ~cL
2
pi2
∫ ∞
0
∫ ∞
0
√
(k2z + x
2)xdx
(a
pi
dkz
)
. (3.1.5)
Clearly the integrals are infinite and so we multiply them by some function f(k/km)
which tends to unity for k << km, but which tends to zero as k/km → ∞. The
physical interpretation is that as the wavelength becomes shorter, the plates appear
more transparent. If we now introduce the variable u = a2x2/pi2 our integral becomes
δE = L2~c
pi2
4a3
∞∑
(0)1
∫ ∞
0
√
n2 + uf(pi
√
n2 + u/akm)du
−L2~c pi
2
4a3
∫ ∞
0
∫ ∞
0
√
n2 + uf(pi
√
n2 + u/akm)dudn . (3.1.6)
We now apply the Euler-Maclaurin formula:
∞∑
(0)1
F (n)−
∫ ∞
0
F (n)dn = − 1
12
F ′(0) +
1
(24× 30)F
′′′(0) + ... . (3.1.7)
1 We have retained ~ and c in this calculation for clarity.
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Introducing w = u+ n2 we have
F (n) =
∫ ∞
n2
√
wf(wpi/akm)dw. (3.1.8)
Taking the relevant derivatives of eq. (3.1.8) in preperation for insertion into eq.
(3.1.7),
F ′(n) = −2n2f(n2pi/akm)
F ′(0) = = 0
F ′′′(0) = −4. (3.1.9)
The higher derivatives will contain powers of pi/akm, and so we finally obtain
δE = −~c pi
2
720
L2
a3
, (3.1.10)
valid for akm >> 1. The force is obtained by taking the derivative,
F = ~c
pi2
240
L2
a4
, (3.1.11)
which is the famous Casimir force which ‘may be interpreted as a zero point pressure
of the electromagnetic wave’ (1).
3.2 Alternative Derivations
A number of alternatives to Casimir’s original calculation exist. The following
is a brief review of some of the popular techniques.
3.2.1 Green Function Approach for Parallel Plate Geometry
Derivation of the Casimir energy using a Green function approach is more
physical and rigorous than the derivation already shown (35). We begin with the
equation of motion for a massless scalar field φ for the geometry described in the
previous section. The equation of motion produced by some source K is
−∂µ∂µφ = K . (3.2.1)
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The corresponding Green’s function satisfies
−∂µ∂µG(xµ, x′µ) = δ(x− x′)δ(t− t′)δ(z − z′) , (3.2.2)
where µ runs over x, z, and t. It is instructive to use separation of variables to
express the Green’s function as a product of reduced Green’s function.
G(xµ, x′µ) = g(x, x′)g(t, t′)g(z, z′) . (3.2.3)
However, because the physics is symmetric in x and t we can express g(x, x′) and
g(t, t′) as delta functions, giving us
G(x, x′) = δ(x− x′)δ(t− t′)g(z, z′) . (3.2.4)
We express the delta functions in momentum space, giving us
G(x, x′) =
∫
dk
2pi
ei
~k.(x−x′)
∫
dω
2pi
e−iω.(t−t
′)g(z, z′) , (3.2.5)
where we recall that the ω is really the k0 integral in which ~ and c are set to 1.
Substituting this Green’s function back in to eq. (3.2.3) we see
−∂µ∂µG(xµ, x′µ) = −(∂2z + ∂2x + ∂2t ) (3.2.6)
= (−∂2z − λ2)G(xµ, x′µ) , (3.2.7)
where λ = ω2 − k2. Recalling the separation-of-variables expression for the Green
function we see
(−∂2z − λ2)δ(x− x′)δ(t− t′)g(z, z′) = δ(x− x′)δ(t− t′)δ(z − z′) , (3.2.8)
which implies
(−∂2z − λ2)g(z, z′) = δ(z − z′). (3.2.9)
A general solution to eq. (3.2.9) can be guessed easily.
g(z, z′) =
Asinλz, if (0 < z < z′ < a)
Bsinλ(z − a), if (a > z > z′ > 1).
(3.2.10)
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Our reduced Green’s function is continuous at z = z′; however, its derivative has a
disconuity. These two conditions give us two equations,
Asinλz′ −Bsinλ(z − a) = 0
Aλcosλz′ −Bλcosλ(z − a) = 1. (3.2.11)
The solution to this system of equations is
A =
1
λ
sinλ(z′ − a)
sinλa
B =
1
λ
sinλ(z′)
sinλa
, (3.2.12)
and so the final expression for our reduced Green’s function is given by
g(z, z′) = −frac1λsinλasinλz<sinλ(z> − a) , (3.2.13)
where we have used the notation z>(z<)as the greater (lesser) of z and z’.
Knowledge of the Green’s function allows us to calculate the Casimir energy
from the energy-momentum tensor, which is given by
Tµν = ∂µφ∂νφ+ gµνL, (3.2.14)
where L is the Lagrange density given by
L = −1
2
∂λφ∂
λφ . (3.2.15)
To extract the Casimir energy, the T00 component is required, and the vacuum
expectation value is
〈T00〉 = − 1
2iλ
1
sin(λa)
(
(ω2 + k2)sin(λz)sin(λ(z − a)) + λ2cos(λz)cos(λ(z − a)))
= − 1
2iλsinλa
(
ω2cosλ− k2cosλ(2z − a)) . (3.2.16)
We must now integrate over z to find the total energy per unit area. Integration of
the second term gives a constant which is independent of a, and can thus be ignored.
Integrating the first term we obtain∫ a
0
= dz 〈T00〉 = ω
2a
2iλ
cotλa (3.2.17)
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Our next task is to integrate the transverse momentum and the frequency to get the
total energy per unit area. This is best done by performing a complex frequency
rotation ω → iζ and λ→ i√k2 + ζ2 = iκ
E = −a
2
∫
ddk
(2pi)2
∫
dζ
2pi
ζ2
κ
cothκa (3.2.18)
Performing the integral, we obtain
E = − 1
2d+2pid/2+1
1
ad+1
Γ
(
1 +
d
2
)
ζ(d+ 2) (3.2.19)
3.2.2 Analytic Continuation
Another technique that can be used to tame the divergences associated with
calculation of the Casimir energy involves using analytic continuation, as described
in (37) and (38). For a very general proof, we work in d-dimensions and consider a
scalar field that satisfies the free Klein Gordon equation in the absence of boundaries,
(∂2 +m2)φ(x) = 0 . (3.2.20)
Constraining the fields at x = 0 and x = a, we impose Dirichlet boundary conditions,
e.g.
φ(0) = φ(a) = 0 . (3.2.21)
In the ground state, each mode contributes an energy
ωk =
√(npi
a
)2
+ k2 +m2 (3.2.22)
The total energy of the field between the plates is given by
E =
L
2pi
d−1 ∫
dd−1k
∞∑
n=1
1
2
ωn . (3.2.23)
This sum is clearly divergent, but can be regularized by using a process of analytic
continuation. Using the formumla (38)∫
ddkf(k) =
2pid/2
Γ(d
2
)
∫
kd−1f(k)dk , (3.2.24)
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and substituting into eq. (3.2.23), we obtain
E =
(
L
2pi
)d−1
2pi(d−1)/2
Γd−1
2
∞∑
n=1
∫ ∞
0
1
2
(k2)(d−3)/2d(k2)
1
2
√(npi
a
)2
+ k2 +m2 . (3.2.25)
Using the well-known expression for the Beta function∫ ∞
0
tr(1 + t)sdt = B(1 + r,−s− r − 1) , (3.2.26)
and substituting in for the Beta function, we obtain
E =
1
2
Γ
(−d
2
)
Γ
(−1
2
)pi(d+1)/2 (L/2)d−1
ad
∞∑
n=1
[(am
pi
)2
+ n2
]d/2
. (3.2.27)
Note that
B(M,N) =
Γ(m)Γ(n)
Γ(m+ n)
. (3.2.28)
At this stage, it is necessary to again introduce the Riemann zeta function, as the
sum is formally divergent. We also take advantage of the reflection formula
Γ
s
2
pi−s/2ζ(s) = Γ
(
1− s
2
)
pi(s−1)/2ζ(1− s) , (3.2.29)
and the reduplication (38) formula
Γ(s)
√
pi = 2s−1Γ
(s
2
)
Γ
(
1 + s
2
)
. (3.2.30)
This allows us to re-write the energy as
E = −L
d−1
ad
Γ
(
d+ 1
2
)
(4pi)−(d+1)/2ζ(d+ 1) . (3.2.31)
The result is now finite for all d, and always negative. Again, the force is obtained
by taking the derivative,−∂(E/Ld−1)
∂a
. For the case of d=1 we obtain
E = − pi
24L
(3.2.32)
which is consistent with the result derived from the Green’s function approach.
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3.2.3 Riemann Zeta Function
The previous calculation of the Casimir energy was fairly involved; however,
a far simpler procedure exists if we utilize the Riemman zeta function. First, recall
the expression for the energy between the plates:
E0(L) =
pi
2L
∞∑
n=1
n . (3.2.33)
If we now use the definition of the Riemann zeta function,
ζ(s) =
∞∑
n=1
1
ns
(3.2.34)
we can rewrite eq. (3.2.33) as:
E0(L) =
pi
2L
∞∑
n=1
1
n−1
=
pi
2L
ζ(−1) . (3.2.35)
However, ζ(−1) = − 1
12
(from analytic continuation), and so we quickly obtain the
result:
E0(L) = − pi
24L
, (3.2.36)
which is the Casimir energy. Taking the derivative, we obtain the force of attraction
between the plates:
F(L) = ∂
∂L
E0(L) = − pi
24L2
(3.2.37)
which is also in agreement with the previous results of this section. For the remainder
of this dissertation, most calculations will be performed using ζ-function techniques,
which are largely preferred in the literature (39).
3.3 Experimental Verification of the Casimir Effect
Given the scenario of two parallel plates of area A and infinite conductivity,
separated by a distance L, the Casimir force is given by
F (L) = − pi
2
240
~c
L4
A , (3.3.1)
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where we have included ~ and c for the purpose of clarity. The force is a strong
function of L. For a flat surface of 1cm2, and for a separation of 1µm, the Casimir
force of attraction is on the order of 10−7N/cm2. This is a small force, and the
most severe limitation on the accuracy of various measurements is the sensitivity
of the experimental techniques. The following sections review the developments in
experimental techniques used to measure the Casimir force.
3.3.1 Early Experiments by Spaarnay
M.J. Spaarnay performed the first measurements of the Casimir Force (40; 41).
The experiment, which was based on a spring balance and parallel plates, set the
benchmark for all future experiments. The work of Sparnaay also highlighted the
problems associated with such high precision measurements and the fundamental
requirements for an accurate experiment, as documented in (40; 41)
• clean plates that are free of chemical impurities and dust particles;
• precise and reproducible measurements of the separation between the two
surfaces. Particularly important is a measurement of the average distance
on contact of the two surfaces, which is nonzero due to surface roughness of
the materials and the presence of dust;
• low electrostatic charge on the surface and low potential difference between
the surfaces.
The sensitivity of the spring balance used in Sparnaay’s measurement (40)
was between 0.1 − 1 Dynes. The extension of the spring was found by measuring
the capacitance formed between the two plates. Care was also taken to isolate
the experimental setup from vibrations. The springs that were used led to large
hysteresis, which made determination of the separation difficult. The plates had to
be electrically insulated from the apparatus, because even a potential difference as
small as 17mV between the plates would overwhelm the Casimir Force.
Even though great care was taken with cleaning the equipment, dust particles
larger than 2 − 3µm were observed on the plates. The chromium-steel and the
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chromium plates both generated an attractive force. Conversely, the aluminum
plates created repulsive forces which were believed to be due to impurities on the
aluminum surface. Given these adverse circumstances, only a general agreement
with the Casimir force formula was achieved.
Since this pioneering work there have been a number of notable efforts in
improving on the accuracy of Casimir force measurements.
3.3.2 Improvements of the Casimir Force Measurement
Major improvements by Derjaguin’s team (42) made force measurements which
were in discrepancy with the theoretical prediction by 60% (43). The experiment
utilized curved plates, which avoided having to keep the plates parallel. This was
accomplished by replacing one of the plates with a lens. The first reported use of
this technique was in the measurement of the force between a silica lens and a plate
(43–47). The Casimir force measurement was achieved by keeping one of the surfaces
fixed, and attaching the other surface to the coil of a Galvanometer. The subsequent
rotation of the coil led the the deflection of a beam of light, which was reflected off
mirrors that were attached to the coil.
Mica cylinders were used by Tabor et al (48), Israelachvili et al (49; 50) and
White et al (51) to some success. Cleaved Muscovite mica greatly improved the
surface smoothness, which introduced the possibility of bringing the two cylinders
extremely close to one another, taking full advantage of the 1/L4 dependence of the
Casimir force. Multiple beam interferometry was used for the separation measure-
ment, with a reported resolution of 0.3nm.
Major experimental improvements were made by P. van Blokland and J. Over-
beek (52). Their experiment was performed using a spring balance, and the force
between a flat plate and a lens was measured. Both surfaces were coated with either
(100 ±5) nm or (50±5) nm of chromium. Because the potential difference between
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the two plates leads to electrostatic forces which can complicate the experiment, the
authors applied a compensating voltage at all times.
The separation between the surfaces was determined by using a Schering bridge
to measure the lens-plate capacitance. The authors estimated that the effects of
surface roughness added contributions to the force of order 10%. The relative un-
certainty in the measurement of the Casimir force was reported to be 25% near
separations of 150nm, but much larger around 500nm. With all the uncertainties
taken into account, Bordag (33) estimates that the accuracy of the experiment was
of the order 50%. This particular experiment was significant, because it was the first
to address all the systematic errors and other factors (identified by Sparnaay) that
are necessary to make a good Casimir force measurement.
3.3.3 The Experiments of Lamoreaux
A series of experiments performed by Lamoreaux (53) marked the modern
phase of Casimir force measurements. This experiment is also notable because it was
contemporary with the development of theories involving compact dimensions, which
utilized the Casimir force as a mechanism for moduli stability. This invigorated
the theoretical and experimental community, and increased awareness as to the
usefulness of the Casimir effect as a test for new forces in the submillimeter range.
The experiment used a balance based on the Torsion pendulum, which mea-
sured the Casimir force between a gold plated spherical lens and a flat plate. The
lens was mounted on a piezo stack and the plate on one arm of the torsion balance.
The remaining arm of the torsion balance formed the central electrode of a dual
parallel plate capacitor. The Casimir force between the plate and the lens surface
would result in a torque which would lead to a change in the torsion balance angle,
which would then lead to a change in the capacitances, which would be detected
through a phase sensitive circuit.
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Initially claims of 5% experimental agreement with the theoretical value of
the Casimir force were made; however, it was later realized that finite temperature
conductivity corrections could amount to as much as 20% of the force attributed
to the Casimir effect (54). Lamoreaux subsequently highlighted two errors in his
measurements (55) and calculated the finite conductivity corrections for gold to be
22% and for copper 11%. The measured value of the Casimir effect was thus adjusted
by these values. Another error in the measurement was the radius of curvature of the
lens, which corresponded to a 10.6% increase in the theoretical value of the Casimir
force.
In spite of these errors, the experiment by Lamoreaux is widely regarded as
the introduction of a modern phase of high precision force detection, and stimulated
a surge in theoretical activity (33).
3.3.4 Atomic Force Microscopes
Atomic Force Microscopes (AFM) led to further progress in precision measure-
ments of the Casimir force. Particularly notable is the experiment of Mohideen (56).
A diagram of the experimental setup is shown in Figure 3.1. A Casimir force between
the plate and the sphere causes the cantilever to flex, resulting in the deflection of
a laser beam, which leads to a signal difference between the two photodiodes A and
B. The plate was moved towards the sphere in 3.6nm steps and the corresponding
photodiode signal was measured.
For separations on the order of 1µm between the interacting bodies, both the
surface roughness and the finite conductivity of the boundary generate contributions
to the Casimir force. An exact calculation of this force is impossible, but one can
find approximate corrections (33).
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Figure 3.1: Schematic of the experimental setup of AFM. When a voltage is applied
to the piezoelectric element the plate is moved towards the sphere.
In the first published results of (56) only the second order conductivity and
roughness corrections were used to compare theory with experiment. Using these
corrections, the rms deviation of the experiment from the theoretical force was de-
termined to be σ = 1.6pN in the complete measurement range. This is on the order
of 1% accuracy. The experimental measurement plotted against the theoretical pre-
diction is shown in Figure 3.2.
The close agreement between theory and experiment can be explained by the
fact that the corrections due to surface roughness and finite conductivity are of a
different sign, and in some ways, compensate for each other (56). A consequence
of this is that the value of σ was dependent on the separation interval. Hence, σ
was different if it was found at a small separation, than it was if found at large
separation.
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Figure 3.2: Schematic of the experimental setup of AFM. When a voltage is applied
to the piezoelectric element the plate is moved towards the sphere. The theoretical
value of the Casimir force is shown as a dashed line, and then the Casimir force
with corrections due to surface roughness and finite conductivity is shown as the
solid line.
In (57), improvements in this technique were reported, including:
• smoother metal coatings were used which reduced the surface roughness
effects.
• Reduction of total noise by vibrational isolation.
• Independent electrostatic measurement of the separation of the surfaces.
• Reduction in systematic errors due to the residual electrostatic force, scat-
tered light, and instrument drift.
Surface roughness corrections were reported to be about 1.3 % of the total measured
force, which corresponded to a factor of 20 improvement of the previous experiment.
The Casimir force as a function of plate separation is shown in Figure 3.3. The
improvements to the previous measurements are demonstrated by a much closer
agreement between experiment and theory.
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Figure 3.3: Casimir force measurements as a function of distance [57]. The average
measured force is shown as squares, and the error bars represent the standard devi-
ation from 27 scans. The solid line is the theoretically predicted Casimir force, with
the surface roughness and finite conductivity included.
The measurements of the Casimir force using an aluminum surface were con-
clusive to a precision of 1%, demonstrating both the precision and accuracy of the
AFM. Improvements on this experiment were performed by the same team (57),
with the main difference being that a gold surface was used for the AFM. Also,
the aluminum was covered with a thin layer of Au/Pd, which reduced the effects of
oxidation. The AFM cantilevers were also coated with 200nm of aluminum, which
improved their thermal conductivity and decreased the thermally-induced noise that
occurs when the AFM is operated in a vacuum. Full details of the experimental im-
provements can be found in (57), which reports a standard deviation of 19pN and
a precision of better than 1 %. This experiment is among the most accurate mea-
surements of the Casimir force to date.
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3.3.5 The Future of Casimir Force Measurement Experiments
Despite the conclusive results of Casimir force measurements using the AFM,
the measurements are only sensitive to forces at surface separations 32nm < d <
1000nm. Given the possibilities of force modifications due to submillimeter dimen-
sions (58; 59), there is a clear requirement for measurements of the Casimir force at
smaller plate separations. At the other end of the spectrum, Casimir force measure-
ments at separations above 1000nm are relevant to tests of supersymmetry breaking
(≈ 10 TeV)and string theory, as well as addressing long-range interactions. For
example, in (60–64) it was shown that the Casimir effect leads to the strongest
constraints on the Yukawa-type interactions, which means that the Casimir effect
becomes a new non-accelerator test for massless elementary particles and new forces
of nature. These sorts of tests become particularly significant with regard to the pre-
dictions of some models that the gravitational and gauge interactions may become
unified at the weak scale (58).
To make the required experimental measurements for separations less than
60nm, smoother metal coatings are required (33). Molecular Beam Epitaxy may
be perfectly suited to this task because it produces atomic layer-by-layer growth.
Even so, individual lattice steps of size ±0.5nm are unavoidable, and so the smallest
separation possible for plates created by this method is on the order of 1nm.
For the case of measurements greater than 1000nm, measurements of the finite
temperature corrections are necessary. These contributions to the Casimir force are
significant for separations at or greater than this scale. Proposals to improve the
AFM technique include:
• lithographic fabrication of the cantilevers with large radius of curvature.
• Interferometric detection of cantilever deflection.
• Thermal noise reduction by reducing the temperature of the experimental
setup.
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• Dynamic measurements.
• Alternative boundaries including cubical and spherical boundaries.
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CHAPTER FOUR
Extra Dimensions
In connection with the Casimir effect, extra dimensions provide a rich
arena for us to generate models that explain the origin of 〈ρ〉. Since their introduction
into theoretical physics with Kaluza-Klein theory, extra dimensions have tradition-
ally been considered to be small (probably Planck length). This solves the obvious
conundrum that an extra dimension has never been seen. Extra dimensions are an
integral component of string theory, a quantum theory of gravity which attempts
to unify particle physics under a single mathematical structure. Other popular con-
temporary extra dimensional models include the Arkani-Hamed-Dimopoulos-Dvali
(ADD) (58) and the Randall-Sundrum (RS) models (65; 66).1 Both are attempts to
explain what has become known as a heirachy problem in physics, which questions
why the gravitational force is so much weaker than the other forces of nature. In
the ADD model, it is proposed that the force carriers of the standard model (the
photon, W+, W−, Z0 and the gluons) are constrained to exist on the usual four
dimensional spacetime, which we will call a 3-brane. Gravity, however, is free to
move both on the 3-brane and in the extra dimensions. These dimensions can be as
large as a few µm based on experimental upper limits.
Because only gravity can propagate in the extra dimensions in the ADD mod-
els, we cannot ‘see’ the extra dimensions. This is because the process of seeing is
mediated through the photon which is restricted to our 3-spatial brane. Nor can we
observe their effects through observation of weak or strong force interactions, which
are also restricted to our 3-brane. It is the freedom of the graviton to propagate off
of the brane that dilutes the field strength, accounting for the apparent weakness of
1 The entirety of the universe which includes our familiar 3 dimensions of space, 1 dimension of
time and all additional spatial dimensions are referred to as the “bulk”.
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gravity. In the RS models, it is the warping of the extra dimensions that is the root
cause of the weakness of gravity.
In this section we review the introduction of extra dimensions into theoretical
physics, first looking at the Kaluza-Klein theory. We then review the ADD model
of large extra dimensions and also the warped compactifications of the RS model.
4.1 Historical Background Leading to Kaluza-Klein Theory
It was Riemann, with his development of differential geometry in the nine-
teenth century, who gave us the tools necessary to study higher dimensional descrip-
tions of the world. Riemann held the belief that three-dimensional space was not
enough to provide an adequate description of nature (67). Improvements in physics
led to Maxwell’s unified theory of electricity and magnetism, and then GR which
unified space and time with Special Relativity (SR). Inspired by these unifications,
physicists of the early twentieth century wanted to unify gravity and electromag-
netism. The first attempt was by Nordstrom in 1914, who used a scalar potential
for the gravitational field. Later Weyl and Kaluza, using Einstein’s tensor potential,
followed two separate paths. Weyl’s attempt involved an alteration of the geome-
try of spacetime in four dimensions. His early attempts had physical consequences
which did not match experimental data. However, Weyl’s work was extended by
Einstein and Schrodinger independently in the Einstein-Schrodinger non-symmetric
field theory, which is widely regarded as the most advanced unified field theory based
on classical physics (68).
4.1.1 Kaluza’s Idea
Kaluza initially postulated that a fifth spatial dimension could be introduced
into Einstein’s equations (69), with the metric parameterized by
gab =
 gµν + κ2φ2AµAν κφ2Aµ
κφ2Aν φ
2
 , (4.1.1)
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where µ and ν run over 0,1,2,3 and a and b run over 0,1,2,3,4. gµν is the four-
dimensional metric tensor, Aµ is the electromagnetic vector potential and φ is a scalar
potential. κ is a constant which can be scaled to ensure the correct multiplicative
factors are included. The corresponding action of the system is
S5 = −
∫
d5x
√
g˜R(5) , (4.1.2)
where g˜ is the five dimensional determinant of the metric and R5 is the five di-
mensional Ricci scalar. To derive Kaluza’s theory, we work with a model where we
set Tab = 0. The motivation for this approach was Kaluza’s belief that the higher
dimensional universe is empty, and that matter in four dimensions is a manifesta-
tion of higher dimensional geometry. Thus, our five dimensional Einstein’s equation
reads
R˜ab − 1
2
gabR˜ = 0 (4.1.3)
Using the expression for the metric connection
Γabc =
1
2
gad(∂bgdc + ∂cgdb − ∂dgbc) , (4.1.4)
and the Ricci tensor
Rab = ∂cΓ
c
ab − ∂bΓcac + ΓcabΓdcd − ΓcadΓdbc , (4.1.5)
we can solve eq. (4.1.3) for the µν components, the µ5 and the 55 components. We
find
Gµν =
κ2φ2
2
Tµν − 1
φ
[∇µ(∂νφ)− gµν2φ] ,
∇µFµν = 3∂
µφ
φ
Fµν ,
2φ =
κ2φ3
4
FµνF
µν , (4.1.6)
where
Fµν = ∂µAν − ∂νAµ (4.1.7)
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is the Maxwell Tensor and
Tµν =
1
4
gµνFαβ − Fαµ F βν . (4.1.8)
The existence of the scalar field φ was an embarrassment for Kaluza, who
originally set φ = 1 which, after setting κ = 4
√
piG reproduces Einstein’s field
equation
Gµν = 8piGTµν , (4.1.9)
and Maxwell’s equations
∇µFµν = 0 . (4.1.10)
These remarkable results indicate, with the choice of metric parameterization given
in eq. (4.1.1) and the higher dimensional Einstein tensor (4.1.3), that four dimen-
sional matter arises purely as an artifact of empty five-dimensional space-time. If,
however, φ = const a Brans-Dicke type scalar tensor field theory is generated.
4.1.2 The Klein Mechanism
Kaluza’s idea suffered from a very obvious drawback. If there is a fifth dimen-
sion, where is it? In 1926, Oskar Klein suggested that the fifth dimension compact-
ifies, so as to have the geometry of a circle of extremely small radius (70). One way
to envisage this spacetime is to imagine a hosepipe, Figure 4.1. It is only when we
magnify the image, do we actually see the toroidal structure. From a long distance it
looks like a one-dimensional line, but a closer inspection reveals that every point on
the line is, in fact, a circle. Because the space has the topology R4 × S1, the higher
dimensional periodicity allowed for a Fourier expansion of the field in the periodic
dimension.
gµν(~x, y) =
∞∑
n=−∞
gnµν(x)e
inpiy/r, (4.1.11)
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Figure 4.1: Seen from a distance the thread appears one dimensional. Upon closer
inspection we see a deeper structure.
Aµ(~x, y) =
∞∑
n=−∞
Anµ(x)e
inpiy/r, (4.1.12)
φ(~x, y) =
∞∑
n=−∞
φ(x)einpiy/r. (4.1.13)
This form of the fields introduced the possibility of explaining the quantization
of charge, even though the energy predictions were never verified. The ‘tower’ of
states also gave the mathematical potential to introduce the prediction of excited
momentum states.
4.1.3 Criticisms and Success of Kaluza-Klein Theory
While KK theory is elegant in its simplicity, it is not without problems. One
obvious criticism is that the theory is non-predictive, in that it does not extend
Einstein’s or Maxwell’s theories, but merely synthesizes the formalism. A more
serious criticism regards the introduction of the fifth dimension, which is seen as an
artifical construct since our universe is clearly four dimensional.
These criticisms aside, it is hard to not appreciate the elegance of KK theory
and its potential for unifying gravity and electromagnetics.
39
4.1.4 The Casimir Effect in Kaluza Klein Theory
Some of the earliest work performed concerning the quantum dynamics of
KK theories was carried out in the early 1980’s by Appelquist and Chodos (71)
(72; 73). Calculating the effective potential for the scalar field requires including
the contributions from the massive n 6= 0 modes. In five dimensions, the degrees of
freedom described by eq. (4.1.11) for the case of n = 0 correspond to the graviton,
the photon, and a scalar, which are all massless. In contrast, the five degrees of
freedom corresponding to g
(n)
µν (~x) for n 6= 0 are those of a massive spin 2 particle.
Imposing the ‘cylindrical’ gauge condition gµ5,5(x) = 0 (all derivatives in the extra
dimensions are zero) eliminates the unphysical massive modes associated with the
vector and scalar fields.
Computation of the effective potential is analogous to the Casimir effect, where
the ‘plates’ correspond to the boundaries y = 0 = 2piR, and the one loop effective
potential is the zero-point energy associated with the excitations of the spin-two
fields confined to the fifth dimension (74). Calculation of the Casimir energy begins
with the path integral
Z =
∫
Dgµνδgµ5,5e
−S , (4.1.14)
where S is the action
S = − 1
16piGD
∫
dDx
√
|g|R(5) (4.1.15)
and δgµ5,5 is the Fadeev-Popov ghost determinant corresponding to the choice of the
cylindrical gauge. Full details of the calculation are beyond the scope of this section,
but can be found in (71). After subtracting off the divergent component, we find
Veff(φ) = − 15
4pi2
ζ(5)
(
1
2piRφ1/3
)5
. (4.1.16)
This term is interpreted to be the physical energy, which tends to contract the extra
dimension. Eq. (4.1.16) contains no physical cutoff, and as such, there is no limit
to the contraction. Veff tends to −∞ as L5 = R tends to zero. A similar lack of a
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cutoff arises in the Casimir effect; however, one expects that on physical grounds, a
natural cutoff will appear. This cutoff is the Planck length Lp, and Appelquist and
Chodos demonstrate that their calculation of the one loop effective potential is only
reliable if L5 >> Lp.
There are many remarkable aspects to this result. Firstly, the fact that the
spin-two field generates a potential in the extra dimension opens up the possibility of
adding additional fields to investigate the possibility that the Casimir energy may,
in fact, stabilize the extra dimension. Another tantalizing possibility is that the
cosmological constant can be explained as an artifact of higher dimensional vacuum
energy. This seminal work has opened up a rich field of reserarch in regarding the
utility of the Casimir effect in cosmology and higher dimensional theories (75–77).
4.2 String Theory
KK theory remained largely ignored and was considered somewhat obscure for
the first half of the twentieth century, as were the speculations regarding additional
spatial dimensions. However, the birth of string theory generated a renewed interest
in the idea, largely due to string theory’s promise of being a quantum theory of
gravity.
4.2.1 History of String Theory
Unification is one of the main themes in the history of science and is a guiding
principle in theoretical physics. Countless examples exist where diverse and seem-
ingly unrelated phenomena have been understood in terms of a small number of
underlying principles. In the 1940s, it was demonstrated that quantum mechanics
and electromagnetism could be accurately described by quantum field theory, and
by the 1970s the weak and strong nuclear forces could also be described using QFT.
The full theory, called the standard model of particle physics, is arguably the
most succesful physical theory to date. The SM is defined by the gauge group
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SU(3)c⊗SU(2)L⊗U(1Y ) and the left handed matter representations Li =
 ν
e

i
,
e¯i, Qi =
 u
d

i
, u¯i, di (where i runs from 1 to 3). This, together with the complex
scalar Higgs particle h =
 h+
h0
, successfully describes most phenomena asso-
ciated with electromagnetic, weak, and strong interactions consistent with current
experimental limits of several hundred GeV, corresponding to distances on the order
of 10−18m.
Incorporating gravitational interactions into the SM using the methods of
quantum field theory has proven to be one of the most challenging problems facing
theoretical physics today. Other salient problems include explaining why the 48
spin-1
2
matter fields are organized into three distinct generations,2 why there are
21 free parameters in the theory that are used to determine the particle dynamics
appearing in the Lagrangian, and what generates the fermionic mass heirachy.
In the late 80’s, it was speculated that a more pleasing form for the SM would
incorporate symmetry relating bosons and fermions. This supersymmetry, as it is
called, requires that the masses of the fermion and boson pairs should be equal;
however, if this were the case, particles and their associated super-particles should
be produced with equal probability during particle accelerator experiments. As this
is certainly not the case, supersymmetry must be broken at the energies we have so
far probed (up to 1 TeV).
String theory is currently the best candidate for a quantum theory of gravity.
The divergences associated with point particle gravitational interactions are removed
in string theory via the extended nature of the string. In fact, string theory has a
2 The left-handed anti-neutrino Ni is now sometimes included as part of the SM. The count of
48 includes Ni for each generation.
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number of compelling features, and upon construction of a relativistic quantum
theory of one dimensional objects, one discovers:
• Gravity. From its birth string theory includes a prediction of closed spin 2
particles associated with the graviton.
• Grand Unification. String theories lead to gauge groups large enough to
include the standard model, SU(3)c ⊗ SU(2)L ⊗ U(1Y ).
• Extra Dimensions. A fascinating feature of string theory is the prediction
that additional dimensions of space exist.
• Chiral Gauge Couplings. String theory allows chiral gauge couplings.
• Supersymmetry. Ten dimensional string theory requires spacetime super-
symmetry.
• A single adjustable parameter. String theory contains only one free param-
eter in the string Lagrangian: namely, the string tension.
One of the central themes of this dissertation is the issue of higher dimensional
stability. Another later theme investigates string model building. For this reason,
string theory plays a supportive role in this dissertation, and is worthy of deeper
discussion. In the next section, we review the simplest of string theories and also
the origin of the extra dimensions.
4.2.2 Fundamentals of Bosonic String Theory
The original version of string theory is bosonic string theory, which is by far
the simplest of all the string theories. Although it does have many attractive qual-
ities, it also contains in particular two features which render it unphysical. Firstly,
it contains a state which has a negative mass-squared, which we call a tachyon.
Tachyons travel faster than light, which conflicts with much of what we understand
about physics. The second unattractive feature is that it cannot describe fermions.
Even with these features considered, bosonic string theory is extremly useful, as
it helps us to develop some of the mathematical formalism required to understand
theories which are more physical. The remainder of this section is devoted to the
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development of some of the formalisms of the theory, and also an explanation of
where the addional spatial dimensions arise.
We first consider a string propagating in flat space, parameterized by Xµ. The
index µ runs over the dimensions of space-time. The string sweeps out a world-sheet,
defined by a space-like coordinate σ, and a time-like coordinate τ . These coordinates
do not represent physical coordinates in spacetime, but locate points on the string
itself. It is convenient to map the world-sheet coordinates to the upper-half complex
plane which we call the Teichmu¨ller space: z = exp [σ + iτ ] and z¯ = exp [σ − iτ ]. By
convention, derivatives with respect to world-sheet coordinates are denoted ∂ ≡ ∂
∂z
and ∂¯ ≡ ∂
∂z¯
. In the case of a closed string we have a right-moving coordinate z, and
a left-moving coordinate z¯.
To construct the action for the string, we proceed in a similar way to a classical
point particle which is dependent only on the area of the world sheet. This analogy
allows us to construct the Nambu-Goto action (78),
SNG = − 1
2piα′
∫
W
dτdσ (− dethab)
1
2 , (4.2.1)
where hab is the induced metric of the world-sheet and is given by
hab = ∂aX
µ∂bX
νgµν = ∂aX
µ∂bXµ , (4.2.2)
where a, b run over the world-sheet coordinates σ, τ . α′ is the string coupling, related
to the tension in the string by T = 1
2piα′ .
This action has two symmetries from which we can infer a new metric which
will avoid the mathematically dangerous square root present in the NG action. These
symmetries are:
• the isometry group of flat space-time, the Poincare´ group in D-dimensions,
corresponding to translations and Lorentz transformations, and
• two-dimensional (world-sheet) diffeomorphism invariance, which tells us that
the action does not depend on the manner in which we choose our coordi-
nates.
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Both of these will ensure that we can always give our world-sheet a Lorentz metric,
called γ:
γab = diag (−+) . (4.2.3)
One can rewrite eq. (4.2.1) in terms of this Lorentzian metric:
SP = − 1
4piα′
∫
W
dτdσ
√
γγab∂aX
µ∂bXµ. (4.2.4)
This action is called the Polyakov action, in which a new symmetry called Weyl
invariance has become apparent. This is a scale-invariance of the world-sheet metric,
γab → Λ(σ)γab. The action is also invariant under translations and infinitesimal
Lorentz transformations. The Polyakov action is the action of D bosonic fields
living in two dimensions (78). The importance of these world ‘sheet bosons’ will
become apparent shortly.
The string equations of motion can be found by varying the action with respect
to Xµ and by imposing Neumann boundary conditions.3 We first define
S =
∫ τ2
τ1
dτ
∫ pi
0
dσL(X˙,X ′), (4.2.5)
and
L(X˙,X ′) = − 1
4piα′
√
γγab∂aX
µ∂bXµ. (4.2.6)
Integrating by parts we obtain
δS =
∫ τ2
τ1
dτ
∫ pi
0
dσ
∂L
∂(∂aXµ)
δ∂aX
µ
=
∫ τ2
τ1
dτ
∫ pi
0
dσ(∂a
∂L
∂(∂aXµ)
)δXµ +
∫ pi
0
dσ
[
∂L
∂X˙µ
δXµ
]τ2
τ1
+
∫ τ2
τ1
(
∂L
∂X ′µ
δXµ)pi0 . (4.2.7)
The first term corresponds to the Euler-Lagrange equations, the second does not
contribute because δX = 0 at τ1 and τ2, and the third term represents the variational
3 The open strings can also have Dirichlet boundary conditions, which lead to an important
development in string theory: namely, the discovery of D(irichlet)-branes (79).
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contribution at the spatial ends of the action integral, which is fixed by the boundary
conditions. The action is stationary provided the string satisfies
∂a(
√−γγab∂bXµ) = 0, (4.2.8)
The equations of motion can be simplified using the three symmetries of the Polyakov
action:
• global invariance under Poincare transformations Xµ(ξ)→ ΛµνXν(ξ) + aµ;
• local invariance under reparametrization of the world-sheet manifold, ξa →
ξ˜a(ξ);
• conformal invariance under local transformations of the world-sheet metric
γab → γabe(2ωξ).
Thanks to these symmetries, it is always possible to choose a conformal gauge where
the world-sheet metric is characterized by a flat geometry γab = ηab. In this gauge,
eq. (4.2.8) simplifies to the wave equation (78)
X¨µ −X ′′µ = 0, (4.2.9)
Varying the NG action with respect to the metric gives the additional constraint
Tab = ∂aX
µ∂bX
νηµν − 1
2
γabγ
ij∂iX
µ∂jX
νηµν = 0. (4.2.10)
We can now form the “Virasoro constraints”:
1
2
(T00 + T10) =
1
4
ηµν(X˙µ +X
′µ)(X˙ν +X ′ν)
1
2
(T00 − T10) = 14ηµν(X˙µ +X ′µ)(X˙ν −X ′ν) (4.2.11)
For solving the equations of motion, it is convenient to introduce “light-cone” coor-
dinates ξ± which are defined as
ξ± = τ ± σ ; ∂± = 1
2
(∂τ ± ∂σ) ;
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τ = 1
2
(ξ+ + ξ−) ;
σ = 1
2
(ξ+ − ξ−) . (4.2.12)
Using these coordinates, the wave equation can now be written simply as
∂+∂−Xµ = 0, (4.2.13)
and is solved by a linear combination of left- and right-moving waves,
Xµ(ξ) = XµL(ξ
+) +XµR(ξ
−). (4.2.14)
In these coordinates the Virasoro constraints take the form
T++ = ∂+X
µ∂+Xµ = 0
T−− = ∂−Xµ∂−Xµ = 0. (4.2.15)
We can now investigate the classical solutions of the bosonic open string in flat space.
4.2.3 The Classical Open String
When the string does not have coincident ends, we must impose boundary
conditions at each end of the string. One possibility is to impose ∂L
∂X′µ = 0 at both
boundaries where
L =
1
4piα′
(X˙µX˙µ −X ′µX ′µ). (4.2.16)
From this one obtains the Neumann boundary conditions
X ′µ|σ=0
X ′µ|σ=pi. (4.2.17)
These equations guarantee that no momentum flows off the string (78). The solutions
to the open string equations of motion can be separated into left and right moving
modes and expanded as a Fourier series.
XµR
(
ξ−
)
= 1
2
xµ0 + α
′pµ(τ − σ) + i
√
α′
2
∑
n6=0
αµn
n
e−in(τ−σ)
XµL
(
ξ+
)
= 1
2
xµ0 + α
′pµ(τ + σ) + i
√
α′
2
∑
n6=0
α˜µn
n
e−in(τ+σ). (4.2.18)
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The open string solution which satisfies Dirichlet boundary conditions can be written
in the form
Xµ(σ, τ) = xµ1 + (x
µ
2 − xµ1)
σ
pi
+ i
√
2α′
∑
n6=0
αµn
n
ei(nτ)sin(nσ), (4.2.19)
where x1 and x2 are the positions of the ends of the strings. To impose the Virasoro
constraints, we define the operator αµ0 = p
µ
√
2α′ which allows us to include the
n = 0 mode in the Fourier series. The light cone gradients then become
∂±Xµ =
√
α′
2
∞∑
n=−∞
αµne
in(τ±σ) (4.2.20)
Imposing the boundary conditions X ′µ(−σ) = −X ′µ(σ) and X˙µ(−σ) = X˙µ(σ) the
solution becomes periodic with a period of 2pi. The Virasoro functional can be
defined on the extended interval [−pi, pi] and gives the constraint
Lm =
1
2piα′
∫ pi
pi
dσT++e
im(τ+σ)
=
1
2piα′
∫ pi
pi
dσ∂+X
µ∂+Xµe
im(τ+σ)
=
1
4pi
∫ pi
pi
dσ
∑
n
∑
k
αµnαkµe
−i(τ+σ)(n+k−m) , (4.2.21)
which can finally be expressed in terms of raising and lowering operators
Lm =
1
2
∞∑
n=∞
αµm−nαnα
= 0 . (4.2.22)
4.2.4 Quantization and the Open String Spectrum
We may quantize the bosonic string by promoting the classical variables to
operators and by replacing the Poisson brackets with commutators according to
{A,B} → i[A,B], and thus we obtain for the Fourier coefficients (79),
[αµm, α
ν
n] = [α¯
µ
m, α¯
ν
n] = mδm+n,0η
µν
[xµ, pν ] = iηµν ; [αµm, α¯
ν
n] = 0. (4.2.23)
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In the light cone gauge, the Virasoro functional can be written as:
L0 =
1
2
∑∞
n=−∞ α
µ
−nαnµ =
1
2
αµ0α0µ +
1
2
∑
n=6=0 α
µ
−nαnµ
= α′pµpµ + 12
∑
n6=0(2α
+
−nα
−
n − αi−nαin)
= α′pµpµ − 12
∑∞
n=1
(
αi−nα
i
n + α
i
nα
i
−n
)
. (4.2.24)
By applying the commutation rule [αin, α
j
−n] = nδ
ij, for n > 0 we obtain
L0 = α
′pµpµ − 1
2
∞∑
n=1
(
2αi−nα
i
n + (D − 2)n
)
(4.2.25)
We can see that the last term in equation eq. (4.2.25) is divergent; however, we can
use the definition of the Riemann ζ-function;
ζ(x) =
∞∑
n=1
1
nx
, (4.2.26)
and so this term becomes ζ(−1) = − 1
12
which gives us
L0 = α
′p2 −
∞∑
n=1
Nn +
D − 2
24
(4.2.27)
where the number operator Nn = α
i
−nα
i
n. The classical constraint L0 = 0 for an
open string corresponds to the mass-shell condition H=0 from which we determine
the mass spectrum of the open string states as
α′M2 =
∞∑
n=1
Nn − D − 2
24
(4.2.28)
This condition is only consistent in a fixed number of dimensions D. The ground
state of this theory corresponding to Nn = 0 for all n is associated with the mass
M2 = −D − 2
24α′
(4.2.29)
If D > 2 one discovers that M2 < 0; this level describes a tachyon, which indicates
a pathology of the theory.
The first excited level is associated with the mass
α′M2 =
1
α′
(
1− D − 2
24
)
(4.2.30)
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The spectrum of the open bosonic string is only compatible with a Lorentz invariant
description of physical states if the vector at level N = 1 is characterized by the
condition M2 = 0, which implies that the theory must be formulated in a space-
time with the critical number of dimensions:
D = 26 (4.2.31)
This remarkable result demonstrates why bosonic string theory is formulated in 26
dimensions. A parallel argument proves that D= 10 is required for supersymmetric
strings.
4.2.5 The Five String Theories and M-Theory
D= 10 supersymmetric string theory can be classified into one of five theories:
Type I, Type IIA, Type IIB, SO(32) and E8 × E8, each of which has its own de-
scriptive territory. Type I string theory is a theory of unoriented open and closed
strings which has been found to be particularly useful in M-theory extensions of
string model building. Type II string theories model oriented closed strings, which
can be classified into chiral and non-chiral. The non-chiral Type IIA can be distin-
guished from the chiral Type IIB theories by the massless Ramond-Ramond sector
states. Bosons present in Type IIA include a Maxwell field Aµ and a three-index
antisymmetric gauge field Aµνρ. In contrast, Type IIB theories contain a scalar
field A, a Kalb-Ramond field Aµν , and a totally antisymmetric gauge field Aµνρσ.
The final two theories are the heterotic string theories, SO(32) and E8 × E8. The
term heterotic refers to the combination of a left-moving open bosonic string with
a right-moving open superstring. A consequence of this feature is that the theory is
effectively set in a ten-dimensional space-time.
It was discovered in the late 80’s by Witten that the five theories could be
transformed into each other by using what are called dualities (80). T-duality relates
models with different radii of compactified dimensions, and S-duality relates models
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with inverse coupling strengths. The resulting theory connecting all 5 string theories
is called M-theory and is believed to be the underlying fundamental theory whose low
energy limits are ten-dimensional string theory and eleven-dimensional supergravity.
4.3 Large Extra Dimensions
Models with large extra dimensions have enjoyed a revived interest in physics.
This began with the Arkani-Hamed, Dimopoulos and Dvali (ADD) proposal to lower
the quantum gravity scale to the 10 to 100 TeV scale (accessible to the next gen-
eration of particle accelerators) by embedding the standard model fields in a 3+1
dimensional brane existing in a higher dimensional bulk spacetime (58; 81). Gravity
is free to propagate in the bulk, which effectively dilutes the strength of gravity. This
idea was inspired by M-theory, where it was recognized that the scale of quantum
gravity could be lowered from the Planck scale to the GUT scale (59; 82–84).
The assumptions underlying the ADD model are:
• n-extra dimensions compactified on a torus with volume Vn = (2pir)n.
• Standard Model fields are localized to the brane.
• Gravity can propagate in the bulk.
• There is no cosmological constant in the bulk or on the boundary
• The brane is stiff.
The action for this model can be broken into
Stot = Sbulk + Sbrane (4.3.1)
Focusing on the bulk action, we have the higher dimensional Einstein-Hilbert action,
as in the KK model studied earler.
Sbulk = −1
2
∫
d4+nx
√
−g4+nM˜n+2R˜ , (4.3.2)
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where M˜ is the n-dimensional Planck mass and R˜ is the 4 + n dimensional Ricci
scalar. We now integrate out the extra dimensions of the action.
Sbulk = −12M˜n+2
∫
d4x
∫
dΩnr
n
√
−g(4)R(4)
= −1
2
M˜n+2(2pir)n
∫
d4x
√
−g(4)R(4). (4.3.3)
We can see from this equation that what we perceive as the Planck scale is, in fact
a quantity that is derived from a more fundamental quantum gravity scale and the
volume of the extra dimensions,
M2Pl = (2pir)
nM˜n+2 . (4.3.4)
This remarkable result is one possible solution to the heirachy problem regarding
the apparent weakness of gravity. Physically, the graviton is diluted across the bulk
with a diminished intersection with the SM brane. At large distances gravity behaves
according to the familiar 1
r2
relation; however, close to length scales on the order of
the extra dimensions, one can expect to see deviations from this.
4.3.1 Constraints on Deviations From Newtonian Gravity
Any deviations from Newtonian gravity at short distances will provide com-
pelling evidence for the existence of extra dimensions. Gravity, however, is the least
accurately measured of all the forces due to its weakness. There have been a number
of experiments testing for deviations from Newtonian gravity. For a good review of
these, see (85). The strongest constraints come from the Eot-Wash experiment (86),
which shows no deviations from Newtonian gravity down to 200 microns.
A fairly straightforward calculation allows us to estimate the size of the largest
extra dimensions based on the formula
r =
(
1
2pi
M2Pl
M˜n+2
)1/n
. (4.3.5)
Clearly, the size of the extra dimensions (assuming they are all equivalent) depends
on the fundamental Planck scale M˜ . The lowest value this could take is M˜ ≈ 1 TeV
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which is a scale up to which we ‘trust’ the SM. Using this, we obtain estimations on
the size of the extra dimensions (Table 4.1).
It is clear that, according to the constraints discussed above, n = 1 is ruled
out by solar system tests of Newtonian gravity. From these naive calculations and
experimental validation we can see that n = 3 is the minimum number of extra
dimensions.4
Table 4.1: Table illustrating the predicted size of the extra dimensions.
Number of extra dimension r (m)
n = 1 ≈ 1012
n = 2 ≈ 10−3
n = 3 ≈ 10−8
˙˙˙
n = 6 ≈ 10−11
4.4 Warped Extra Dimensions
The idea that our universe can be modelled as a (mem)brane existing in a
higher dimensional bulk spacetime has received a huge amount of attention in recent
years (90–100). It is possible that the brane energy density affects the spacetime
curvature, and an approximation can be achieved by first considering a model where
branes are located at the two ends of a periodic fifth dimension. To ensure stability
of the model (101), two branes are required to balance the bulk energy. To get a
stable metric the effects of the brane on the spacetime must be compensated by
a negative cosmological constant in the bulk. Thus, the fifth dimension can be
considered a slice of AdS space bounded by flat branes, and the price of keeping
the branes flat is to introduce curvature into the fifth dimension. Such models are
4 It is interesting to point out that, on galactic scales, possible evidence for deviations from
Newtonian gravity may be seen in the form of anomalous galactic rotation curves. This is the main
motivation for models which introduce dark matter; for good reviews see (87) (88) (89).
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termed warped extra dimensions, and the first such mention of the idea was by
Rubakov and Shaposhnikov (102) who came up with an innovative solution to the
heirachy problem. They suggested that the vacuum energy of the matter fields on
the brane could be almost cancelled by the bulk vacuum, which would leave a small
but non-zero Λ for the brane observer. Gogberashvili gave the first exact solution
for a warped metric (103); however, the models of Randall and Sundrum are the
best known of the warped extra dimensional models.
4.4.1 Randall-Sundrum Model
The Randall-Sundrum (RS1) model (65) proposes a novel geometrical solution
to the hierachy problem. The hierachy problem questions why gravity is so much
weaker than the weak force (which is 1032 stronger), and why the Higgs boson is so
much lighter than the Planck mass. The Higgs boson is one component of the SU(2)
doublet Higgs field, which is a scalar field that permeates all space. The non-zero
vacuum expectation value (VEV) of the Higgs field gives mass to all the elementary
particles. The non-zero VEV spontaneously breaks the electroweak gauge symme-
try, which is referred to as the Higgs Mechanism. This is arguably the simplest
mechanism that is capable of giving mass to the gauge bosons. Although the SM
does not predict the mass of the Higgs boson, if it has a mass between 115 and 180
GeV then the standard model is valid at scales all the way up to the Planck mass
(104).
One would expect that the square of the Higgs mass would make the mass of
the Higgs enormous unless there is a fine-tuning cancellation between the quadratic
radiative corrections and the bare mass. Supersymmetry is one possible solution
to this problem, whereby the quantum corrections arising from the supersymmetric
partner to the Higgs provides equal magnitude but opposite sign contributions to
the mass. The RS1 model also provides a nice solution to this problem by proposing
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the existence of a warp factor which appears in the metric and has the effect of
diluting the strength of the Higgs, if its field is localized near the visible brane.
In the RS1 setup, the Standard model fields are not confined to one of two
3-branes which lie at the endpoints (i.e., fixed points) of an S1/ZZ2 orbifold, except
for the Higgs field. One of the branes physically corresponds to ‘our’ universe and
is sometimes referred to as the IR or ‘visible’ brane. The closer a SM field is to
the visible brane, the greater its coupling to the Higgs and therefore the greater the
mass.
The second brane is the UV or ‘hidden’ brane. The line element in RS1 is
described by the metric
ds2 = e−2krc|ϕ|ηµνdxµdxν − r2cdϕ2, (4.4.1)
where the points (xµ, ϕ) and (xµ,−ϕ) are identified with each other, xµ are the stan-
dard four dimensional coordinates and |ϕ| ≤ pi. The exponential factor is referred to
as the warp factor and is an appealing feature in the RS1 model, as it can generate a
TeV mass scale from the Planck scale in the higher dimensional theory, and reduce
the effective gravitational strength on the visible brane through the supression factor
e2krc|ϕ|, while retaining a bulk width that is only a couple of orders of magnitude
above the Planck scale.
4.4.2 Theory of Warped Extra Dimensions
The classical action for the RS1 setup is
S = Sgravity + Svis + Shid (4.4.2)
where
Sgravity =
∫
d4x
∫ pi
−pi
dφ
√−G(2M3R− Λ) (4.4.3)
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where G is the five dimensional metric:
Svis =
∫
d4x
√
gvis(Lvis − Vvis)
Shid =
∫
d4x
√
ghid(Lhid − Vhid) (4.4.4)
where L is the lagrangian for any matter fields on the hidden or visible brane, and V
is the constant vacuum energy which has been separated out. The five-dimensional
Einstein equation for this action is
√−G(RMN − 1
2
GMNR) = − 14M [Λ
√−GGMN
+Vvis
√−gvisgvisµν δµMδνNδ(φ− pi)
+Vhid
√−ghidghidµν δµMδνNδ(φ)]. (4.4.5)
The three terms on the right side represent a bulk cosmological constant, a brane
tension localized to the visible brane, and a brane tension localized to the hidden
brane. The solution satisfying the ansatz that four dimensional Poincare invariance
is preserved is of the form
ds2 = e−σ(φ)ηµνdxµdxν + r2dφ2 , (4.4.6)
where r is the radius of the compactified fifth dimension before any orbifolding of
the extra dimension. Using a code constructed in Mathematica, we solved Einstein’s
equations to obtain for the Einstein tensor
G11 =
e−2σ
r2
(−6σ′2 + 3σ′′) , (4.4.7)
and
G55 = 6σ
′2 . (4.4.8)
Using the 55 component and inserting the appropriate value for the energy momen-
tum tensor using eq. (4.4.5) we obtain
6σ′2 =
1
4M3
Λr2c . (4.4.9)
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Rearranging we find
6σ′2
r2c
=
−Λ
4M3
, (4.4.10)
where
σ′ =
dσ
dφ
. (4.4.11)
Integrating with respect to φ we obtain
σ = rc|φ|
√−Λ24M3 , (4.4.12)
where the integration constant is omitted because it just amounts to a rescaling of
xµ. For this solution to be real, we must have Λ < 0 indicating that the spacetime
between the two branes is a slice of Anti-deSitter space.
Now solving for the G11 component in a similar fashion we obtain
3σ′′
r2c
=
Vhid
4M3rc
δ(φ) +
Vvis
4M3rc
δ(φ− pi). (4.4.13)
If we now use our expression for σ in eq. (4.4.12) and insert it into eq. (4.4.13), we
only find a solution if Vhid and Vvis are related through a scale k,
Vhid = −Vvis = 24M3k , (4.4.14)
where
Λ = −24M3k2. (4.4.15)
From this we can see that the brane tensions of the visible and hidden branes are
equal in magnitude, but opposite in sign, indicating a perfect balancing. From this,
we obtain the final solution to the bulk metric.
ds2 = e−2krc|φ|ηµνdxµdxν + r2dφ2. (4.4.16)
The physical implications for this metric are profound. Consider, for example, the
action of a Higgs field (65),
Svis =
∫
d4x
√−gvis
(
gµνvisDµH
†DνH − λ(|H|2 − v20)2
)
, (4.4.17)
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where the λ is a lagrange multiplier which ensures |H|2 = v20, fixing the mass pa-
rameter of the Higgs. If we now substitute eq. (4.4.16) into this action, we find
Svis =
∫
d4x
√−ghide−4krcpi
(
gµνhide
2krcpiDµH
†DνH − λ(|H|2 − v20)2
)
, (4.4.18)
If we now redefine H → ekrcpiH we see,
Seff =
∫
d4x
√−ghid
(
gµνhidDµH
†DνH − λ(|H|2 − e2krcpiv20)2
)
, (4.4.19)
The remarkable feature of the RS1 model is that a field with mass m0 on the ϕ = 0
(hidden) brane will have a reduced physical mass of m ≈ e−2pikrcm0 on the ϕ = pi
(hidden) brane. Typically 2pikrc ≈ 12. In this model, the branes themselves remain
static and flat.
Figure 4.2: In the Randall Sundrum model the two branes are located at the fixed
ends of an S1/Z2 orbifold and the choice of metric offers a unique solution to the
Heirachy problem.
In the RS1 model the radius rc is associated with the VEV of a massless four
dimensional scalar field. This modulus field has zero potential and rc is thus not
determined in the model. For the scenario to be relevant, a mechanism is required
to stabilize the rc. In Section 6 we propose a new method to stabilize rc using the
Casimir effect (105).
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4.5 The Casimir Effect in Cosmology and Theories with Extra Dimensions
As we have discovered in Chapters 1 and 2, the quantum vacuum energy
and Λ cancel to a physically unrealistic high degree creating an extremely small,
but non-zero ρeff . Compactified extra dimensions introduce non-trivial boundary
conditions to the quantum vacuum and Casimir-type calculations become important
when finding the resulting vacuum energy. Any significant reduction in ρ lessens
the impact of this ‘cancellation coincidence’ and, as we shall see in the remaining
chapters, the additional freedom the extra spatial dimensions afford us provide us
with this opportunity.
Although tantalizing, the study of extra dimensions opens up a whole new set
of questions. For example, if extra dimensions exist and are hidden from us due to
their compact nature, then what keeps them small? Why do they not expand to be
large like the three macroscopic dimensions we are familiar with, or conversely, why
not perpetually shrink?
By experimenting with different quantum fields within the compact extra di-
mension, it is possible to find configurations that stabilize them. We will see that
Casimir energy ostensibly holds the promise of explaining both the smallness of ρeff
and the mystery of higher dimensional stability. Of course, there are many details
that remain to be understood, but higher dimensional quantum vacuum energy is a
compelling candidate in explaining some of these problems in physics.
In the next chapter we will discuss a novel modification of the higher dimen-
sional quantum vacuum energy that is introduced when we allow Lorentz invariance
to be broken in only the hidden dimension. We will see that the additional proper-
ties that this proposal introduces will provide us with added freedom in stabilizing
the extra dimensions and creating a smaller ρ, which will be investigated fully in
Chapter 6.
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CHAPTER FIVE
Lorentz Violating Fields
In this section we derive an original solution to the Casimir energy in the
scenario of one additional spatial dimension in the presence of a field with a non-
zero VEV in only the fifth dimension. We find that we can generate an enhancement
of the Casimir energy that is tuned by a single parameter. This will give us additional
freedom in later chapters with our moduli stabilization models.
Recently, Carroll (106) investigated the role of Lorentz violating fields in hid-
ing extra dimensions. A simple mechanism to implement local Lorentz violation is
to postulate the existence of a tensor field with a non-zero expectation value which
couples to standard model fields. The most elementary realization of this is to con-
sider a single spacelike vector field with a fixed norm. This field selects a ‘preferred’
frame at each point in spacetime, and any fields that couple to it will experience
a local violation of Lorentz invariance. One novel feature of this research was the
demonstration that it allowed different spacings in the KK towers (106). The model
worked in a five dimensional flat spacetime, and the Lorentz violating field is a
spacelike five-vector with VEV ua = (0, 0, 0, 0, v).
Although the scenario clearly violates Lorentz invariance, it has been well-
explored in the literature (107; 108), and tests of Lorentz invariance violations have
recently received a lot of attention for a possible role in cosmology (109–114). It
was demonstrated by Kostelecky that spontaneous Lorentz breaking may occur in
the context of some string theories (115). In the standard model, spontaneous
symmetry breakdown occurs when symmetries of the Lagrangian are not obeyed
by the ground state of the theory. This occurs when the perturbative vacuum is
unstable. The same ideas apply in covariant string theory which, unlike the standard
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model, typically involves interactions that could destabilize the vacuum and generate
nonzero expectation values for Lorentz tensors (including vectors).(116)
Recently, the authors calculated the Casimir energy for the case of a scalar field
coupled to a field localized only to the fifth dimension (117). One novel feature of the
setup was the demonstration that it allowed different spacings in the Kaluza Klein
towers (106), and consequentially the generation of an enhanced Casimir energy. By
including this feature in our stabilization scenario, we will have increased freedom to
generate the minimum of potential, which will be controlled by a single parameter
which encodes the ratio of the 5th dimensional field VEV to the mass parameter.
In this section, we discuss motivations for this study, and show our calculations and
results.
5.1 Motivations
Four-dimensional Lorentz invariance is a basic ingredient in the SM (and all
local relativistic quantum field theories); this has been verified by numerous experi-
ments (107). However, motivation does exist for deeper study into possible Lorentz
violation along the extra compact dimensions, or in the 3+1 spacetime at sufficiently
small distance scales. One reason is that quantitive statements regarding the degree
with which nature preserves Lorentz symmetry are expressed within a framework
which allows for violations (108). Another compelling reason is that the sensitivity
of current tests implies that highly supressed Lorentz violations might arise at scales
well beyond SM physics.
It has been shown that spontaneous Lorentz breaking may occur in the context
of some string theories (115). In the SM, spontaneous symmetry breakdown occurs
when symmetries of the Lagrangian are not obeyed by the ground state of the theory.
This occurs when the perturbative vacuum is unstable. The same ideas apply in
covariant string theory which, unlike the SM, typically involve interactions that
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could destabilize the vacuum and generate nonzero expectation values for Lorentz
tensors (including vectors) (116).
In (106), spacetime is modelled as flat and five dimensional, with the Lorentz
violating field taking the form of a spacelike five-vector ua = (0, 0, 0, 0, v). The fifth
dimension is compactified on a circle. We first define an antisymmetric ‘Lorentz
Violating Tensor’ ξab in terms of ua
ξab = (∇aub −∇bua), (5.1.1)
we can form the following action:
S = M∗
∫
d5x
√
g
[
−1
4
ξabξ
ab − λ(uaua − v2) +
∑
i=1
Li
]
. (5.1.2)
Here the indices a, b run from 0 to 4. λ is a Lagrange multiplier which ensures
uaua = v
2, and we take v2 > 0. The Li can represent various interaction terms. Here
we only investigate interactions with a scalar field. This form of the Lagrangian en-
sures the theory remains stable and propagates one massless scalar and one massless
pseudoscalar (118). Of interest is the KK tower generated by the Lorentz violating
field in the compact dimension in the context of moduli stabilization.
Clearly, all fields which propagate in the bulk will give Casimir contributions
to the vacuum energy, and a natural extension of the study of Lorentz violating
fields is whether these could provide an energy spectrum which stabilized the extra
dimension. In the next section, we calculate the effective vacuum potential due to
a Lorentz violating tensor field coupling with a scalar field with periodic boundary
conditions. We will focus on the background geometry of the RS1 model, although
the techniques employed here may be used in alternative geometries.
5.1.1 KK Spectrum with Lorentz Violating Vectors
We consider a real scalar field φ coupled to a Lorentz violating spacelike five
vector ua with a vacuum expection value in the compact extra dimension. The
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Lagrangian is (106)
Lφ = 1
2
(∂φ)2 − 1
2
m2φ2 − 1
2µ2φ
uaub∂aφ∂bφ. (5.1.3)
The indices a and b run from 0 to 4. The mass scale µφ is added for dimensional
consistency. The background solution has the form ua = (0, 0, 0, 0, v), which ensures
four dimensional Lorentz invariance is preserved.
Using the five-dimensional Euler-Lagrange equation
∂a
(
∂L
∂(∂aφ)
)
− ∂L
∂φ
= 0 , (5.1.4)
and plugging in for the Lagrangian we obtain
∂a∂
aφ−m2φ = µ−2φ ∂a(uaub∂bφ). (5.1.5)
The scalar can be expressed in momentum space as
φ ∝ eikaxa = eikµxµeik5y (5.1.6)
where µ = 0, 1, 2, 3. Calculating each term in the Euler Lagrange eq. (5.1.4),
∂a∂
aφ = ∂µ∂
µφ+ ∂y∂
yφ (5.1.7)
= −kµkµφ− k5k5φ. (5.1.8)
For the term involving the VEV of the Lorentz violating field, it is clear that the
only nonzero index values are a = b = 5; thus, we quickly obtain
µ−2φ ∂a(u
aub∂bφ) = µ
−2
φ ∂5(u
5u5∂5φ)
=
v2k25
µ2φ
φ. (5.1.9)
where we have used the fixed norm constraint uaua = v
2 obtained from the equation
of motion for λ. Choosing v2 > 0 ensures that the vector will be timelike. We now
compactify the fifth dimension on a circle of radius R (k5 =
npi
R
), with ZZ2 symmetry
which identifies ua → −ua.
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The orbifolding will not effect the coupling of the scalar field to the Lorentz
violating field, but would significantly effect the couplings for more complex fields
(fermions for example), and so we include this procedure for completeness and for
its relevance in the RS paradigm. The effect of the orbifolding for the scalar is
essentially to remove all odd (even) scalar modes under y → −y for even (odd)
periodicity scalar fields. In each case, this amounts to eliminating half of the modes
in summation over n in eq. (1.2.2) for example (119). Thus, for both periodicities,
the net result is a reduction of the Casimir energy be a factor of 1
2
.
If we now impose periodic boundary conditions on the wave vector in the fifth
dimension;
k5 =
npi
R
, (5.1.10)
and substitute eqs. (5.1.8) and (5.1.9) into eq. (5.1.4), we obtain
−kµkµ = m2 + (1 + α2φ)
(npi
R
)2
, (5.1.11)
where αφ =
v
µφ
is the ratio of the Lorentz violating VEV to the mass parameter.
We thus see that, as shown in (106), with the addition of a Lorentz violating
field the mass spectrum of the extra dimensional KK tower is modified by non-zero
αφ:
m2KK = k
2 + (1 + α2φ)
(npi
R
)2
(5.1.12)
The value of αφ depends on the choice of the mass scale, which should be on the
order of the Planck scale.
5.1.2 Scalar Field Coupled to a Lorentz Violating Vector
We now apply the results of the previous section to calculate the higher di-
mensional Casimir energy (117).
The Casimir energy due to the KK modes of a scalar field, obeying periodic
boundary conditions compactified on S1 and interacting with a Lorentz violating
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vector field, is
E =
1
2
∞∑
n=−∞
′ ∫
d4k
(2pi)4
log
(
k2 + (1 + α2φ)
(npi
R
)2)
, (5.1.13)
where the prime on the summation indicates that the m = 0 term is omitted. We
can rewrite the log as a derivative, and then, after a Mellin transformation, perform
a dimensional regularization on the integral and the summation
E =
1
2
∂
∂s
|s=0
∞∑
n=−∞
′ ∫
d4k
(2pi)4
(
k2 + ξn2
)−s
=
1
2
∂
∂s
ζ+(s)|s=0, (5.1.14)
where the periodic scalar function is defined as
ζ+(s) =
∞∑
n=−∞
′ ∫
d4k
(2pi)4
1
Γ(s)
∫ ∞
0
dte(k
2+ξn2)tts−1. (5.1.15)
Here we have made the substitution ξ =
pi2(1+α2φ)
R2
and used the identity
z−s =
1
Γ(s)
∫ ∞
0
dte−ztts−1. (5.1.16)
We first perform the k integral, ∫
d4ke−k
2t =
pi2
16t2
, (5.1.17)
and now calculate
ζ+(s) =
pi2
(2pi)4
1
Γ(s)
∞∑
n=−∞
′ ∫ ∞
0
dte−ξn
2tts−3. (5.1.18)
Making the substitution x = ξn2t gives us
t =
x
ξn2
and dt =
dx
ξn2
. (5.1.19)
Now substituting back into eq. (5.1.18),
ζ+(s) =
pi2
(2pi)4
1
Γ(s)
∞∑
n=−∞
′ ∫ ∞
0
dx
ξn2
e−x
(
x
ξn2
)s−3
. (5.1.20)
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We can express the x integral in terms of the Gamma function
ζ+(s) =
ξ2−spi2
(2pi)4
Γ(s− 2)
Γ(s)
∞∑
n=−∞
′
1
n2s−4
. (5.1.21)
We immediately recognise the infinite sum as the Riemann Zeta function, so we
finally obtain
ζ+(s) =
ξ2−spi2
(2pi)4
Γ(s− 2)
Γ(s)
ζ(2s− 4). (5.1.22)
After expressing the Gamma functions as
Γ(s− 2)
Γ(s)
=
Γ(s− 2)
(s− 2)(s− 1)Γ(s− 2) , (5.1.23)
plugging back into eq. (5.1.14), and performing the derivative with respect to s
evaluated at s = 0 we obtain
E = − pi
2
2pi4
(
(1 + α2φ)
2pi2
R2
)2
ζ ′(−4). (5.1.24)
However, the derivative of the zeta function is known to be
ζ ′(−4) = 3
4pi4
ζ(5), (5.1.25)
and so we find our final expression for the Casmir energy in an S1/ZZ2 orbifold for a
scalar field with periodic boundary conditions coupled to a Lorentz violating vector
field to be
E = −3(1 + α
2
φ)
2
64pi2
1
R4
ζ(5). (5.1.26)
We see that the Casimir energy is proportional to 1/R4, where R is the size of the
extra dimension. We also see that the term α serves as a tuning parameter, whose
value will adjust the Casimir energy density. We will see in Section 6 that this
tuning gives us additional freedom in our models, and that the adjustment will play
an important mechanism in moduli stabilization.
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5.1.3 Discussion of Results
Here we have derived an original expression for the Casimir energy for a scalar
field which couples to a higher dimensional vector. We thus find that the Casimir
energy contribution of a scalar field with periodic boundary conditons interacting
with a Lorentz violating vector field remains attractive and tends to shrink the extra
dimension. Thus, stabilization is not achieved with only scalars interacting with a
Lorentz violating vector field. Note, however, that the expression for the effective
potential takes into account the Casimir energy contribution from the bulk, but is
incomplete because there can be additional contributions from the branes and other
possible fields.
In the context of radius stabilization, we have calculated the one loop cor-
rections arising from a scalar field with periodic boundary conditions interacting
with a Lorentz violating vector field in the compactified extra dimension of the RS
spacetime. The compactification scheme appears with enhanced sensitivity to the
presence of periodic scalars interacting with Lorentz violating vectors (and tensors
in general). In particular, the contributions are attractive, inducing the extra di-
mension to shrink in size. Thus, a net positive contribution to the Casimir force
from additional fields is required for stabilization.
We will see in the next section that the parameter αφ gives us additional
freedom that will help us generate stable minima of the potential when we also
include phenomenologically viable fields such as the Higgs field and SM particles.
Thus, αφ will serve as a fine-tuning parameter to aid us with the construction of
viable stabilization models.
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CHAPTER SIX
Moduli Stability
In this section, we investigate the role of Casimir energy as a mechanism
for brane stability in five-dimensional models with the fifth dimension compactified
on an S1/ZZ2 orbifold, which includes the Randall-Sundrum two brane model. We
employ a ζ-function regularization technique utilizing the Schwinger proper time
method and the Jacobi’s theta function identity to perform an original derivation
of the one-loop effective potential.
We show that the combination of the Casimir energies of a scalar Higgs field,
the three generations of SM fermions and one additional massive non-SM scalar in
the bulk produce a non-trivial minimum of the potential. In particular, we consider
a scalar field with a coupling in the bulk to a Lorentz violating vector particle
localized to the compactified dimension. Such a scalar may provide a natural means
of the fine-tuning needed for stabilization of the brane separation. Lastly, we briefly
discuss the possibility that Casimir energy plays a role in generating the currently
observed epoch of cosmological inflation by examining a simple higher-dimensional
anisotropic metric.
6.0.4 Background
Naively, one might expect an extra dimension to either contract to the Planck
length or to inflate to macroscopic scales, and so the question of stabilization becomes
important. Negative energy is a vital component to all realistic stabilization schemes
(120). Negative-tension orientifold planes are the source of this negative energy in
string theory, whereas in the SM, this source is the Casimir energy.
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One attractive feature of the Casimir energy in stabilization schemes is that
it is an inherent property of the quantum vacuum, and does not need to be added
‘by hand’. Additionally, the Casimir effect can easily be extended to regions of non-
trivial topology (38; 121), adding to its theoretical attractiveness. For example, on
S1, a circular manifold, one can associate 0 and 2pi with the location of the plates,
and the Casimir energy can be calculated. This becomes relevant when we consider
models with additional spatial dimensions (21).
Since the pioneering work of Appelquist and Chodos (71; 72), it has been
known that the Casmir effect due to quantum gravitational fluctuations can generate
a minimum of the vacuum potential in KK models. This minimum prevents the
extra dimension from continuing to either shrink or expand. Extensions of this work
include demonstrating that quantized fermionic and bosonic fields, as well as massive
twisted bosons, could stabilize the fifth dimension against collapse (122).
KK setups in which the extra dimension is an S1 or S1/ZZ2 topology are not
the only extra dimensional scenarios, and the utility of the Casimir energy as a sta-
bilization mechanism has proven to be a rich field of research. For example, toroidal
topologies have been examined (123; 124), as have more sophisticated surfaces. More
exotic spacetimes have also been studied. For example, Anti-de Sitter(AdS) space
and brane world scenarios have all been investigated (125–144).
Classical stabilization forces have also been investigated; for example Gell-
Mann and Zweibach (145) examined the stabilization effect due to a scalar field
along an extra dimension. Their work was expanded upon by the famous work of
Goldberger and Wise (146), who analyzed the classical stabilization forces in the
context of brane worlds. However, it was later discovered that this is not useful
for the stabilization of two positive tension branes (147; 148). As well as possibly
playing a role in the stabilization of higher dimensions, Casimir energy can also be
investigated in the context of cosmology.
69
In Section 6.1 we begin by reviewing the derivation of the 4-dimensional effec-
tive theory with a discrete KK tower for the scalar field. In Section 6.2 we derive
in detail the Casimir energy for a periodic and anti-periodic massive scalar field
using ζ-function techniques. Although it is quite possible that this specific deriva-
tion has appeared in the literature, we have not come across it and so we show the
calculation in its entirety. In Section 6.3 we review the derivation for the Casimir
energy in the case of an exotic coupling of a massive scalar field to an antisymmetric
Lorentz violating tensor. The resulting expression for an enhanced Casimir energy
was first derived in (117), and will be investigated as a component in the stabiliza-
tion scenarios we study. In Section 6.4 we explore which field combinations generate
a minimum of the Casimir energy. Finally, in Section 6.5 we discuss the role of the
Casimir energy in the dynamics of cosmological evolution.
6.1 Scalar Field in Randall-Sundrum Background
In this section we review the equation of motion of a scalar field in the RS1
setup. In this scenario, the heirachy between the electroweak scale and the Planck
scale is generated by introducing a fifth dimension compactified on an S1/Z2 orbifold
with large curvature. At low energies, a negative bulk cosmological constant prevents
gravity from propagating in the extra dimensions. Two 3-branes with opposite
tension are located at the orbifold fixed points. The line element in RS is described
by the metric eq. (4.4.1). This review follows closely (146).
Consider a free scalar field in the bulk
L = 1
2
GAB∂AΦ∂BΦ− 1
2
m2Φ2. (6.1.1)
Solving the equation of motion, we obtain
e−2kR|ϕ|ηµν∂µΦ∂νΦ +
1
R2
Φ∂φ(e
−4kR|ϕ|∂φ)−m2e−4kR|ϕ|Φ2 = 0. (6.1.2)
To separate out the extra dimensional contributions, we first use separation of vari-
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ables and express the field as
Φ(x, φ) =
∑
n
ψn(x)
yn(φ)√
R
(6.1.3)
and find the equation for y to be
− 1
R2
d
dφ
(
e−4kR|ϕ|
dyn
dφ
)
+m2e−4kR|ϕ|yn = m2ne
−2kR|ϕ|yn. (6.1.4)
The bulk scalar manifests itself in four dimensions as tower of scalars with mass
mn. To solve equation eq. (1.1.5) it is useful to perform a change of variable: zn =
mne
kR|ϕ|/k and fn = e−2kR|ϕ|/yn. We can now write eq. (6.1.4) as
z2n
d2fn
dz2n
+ zn
dfn
dzn
+
[
z2n −
(
4 +
m2
k2
)]
fn = 0. (6.1.5)
The solutions to this equation are Bessel functions:
yn(φ) =
e2kR|ϕ|
Nn
[
Jν
(
Mne
kR|ϕ|
k
)
+ bnνYν
(
Mne
kR|ϕ|
k
)]
(6.1.6)
To satisfy the boundary conditions at y = 0 and y = piR the argument of the Bessel
function has to satisfy
Mne
kR
k
≈ pi(N + 1
4
) N ≥ 1 (6.1.7)
and we have a 4-dimensional effective theory with a discrete KK spectrum for the
scalar field with exponentially suppressed masses.
6.1.1 Higher Dimensional Casimir Energy Calculations
The Casimir energy generated from the quantum fluctuations in the large
dimensions are insignificant when they are compared to the contributions arising
from the compact dimensions, because the energy is inversely proportional to volume
of the space. Therefore, our first Casimir energy calculation focuses on the Casimir
energy for a field with boundary conditions on the S1 compactification. We use
ζ-function techniques inspired by those discussed in the literature (39; 149–160).
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For a massive field, we can express the modes of the vacuum in RS1 as (161)
En =
√
k2 +
(
pin
rc
)2
+M2n, (6.1.8)
with Mn set by eq. (6.1.7), and rc the radius of the compact extra dimension. As
usual, we have used natural units. The Casimir energy is given by
V + =
1
2
∞∑
n=−∞
′ ∫
d4k
(2pi)4
log(k2 +
(
npi
rc
)2
+M2n), (6.1.9)
where the prime on the summation indicates that the n = 0 term is excluded. For
purposes of regularization, we will write this as
V + =
1
2
∞∑
n=−∞
′ ∫
d4k
(2pi)4
∫ ∞
0
ds
s
e−(k
2+(npirc )
2
+M2n)s. (6.1.10)
We first perform the Gaussian integration (the k-integral)∫ ∞
0
d4ke−k
2s =
pi2
s2
, (6.1.11)
and are left with the remaining calculation;
V + =
1
2
pi2
(2pi)4
∞∑
n=−∞
′ ∫ ∞
0
ds
1
s3
e−((
npi
rc
)2+M2n)s. (6.1.12)
To help us solve this equation we will use the Poisson Resummation formula:1
∞∑
n=−∞
′
e−(n+z)
2t =
√
pi
t
∞∑
n=1
e−pi
2n2/tcos(2pinz), (6.1.13)
to rewrite the summation of eq. (6.1.12). Setting z = 0 we obtain,
∞∑
n=−∞
e−(
npi
rc
)2 =
√
1
pis
∞∑
n=1
er
2
cn
2/s. (6.1.14)
Inserting this back into eq. (6.1.12) we see that our exponential term can now be
expressed as
1
2
pi2
(2pi)4
∞∑
n=1
√
1
pis
e−(r
2
cn
2/s+M2ns), (6.1.15)
1 Sometimes called Jacobi’s theta function identity.
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and inserting back into eq. (6.1.12) our expression for the Casimir energy density
now becomes
V + =
1
2
pi2
(2pi)4
√
1
pi
∞∑
n=1
∫ ∞
0
ds .
1
s7/2
e−(Mnrcn(
Mns
rcn
+ rcn
Mns
)). (6.1.16)
If we now set x = Mns
rcn
we can write eq. (2.1.6) as
V + =
1
2
pi2
(2pi)4
r−5/2c M
5/2
n
∞∑
n=1
1
n5/2
∫ ∞
0
dxx−7/2e−Mnrcn(x+
1
x
). (6.1.17)
The integral is easily solved using the following expression for the Modified Bessel
function of the Second kind:
Kν(z) =
1
2
∫ ∞
0
dxxν−1e−z/2(x+
1
x
). (6.1.18)
Using eq. (6.1.18) in eq. (6.1.17), and recognizing the infinite sum as the Riemann
zeta function, we obtain our final expression for the Casimir energy density of a
massive scalar field in the five dimensional setup.
V + = −ζ(5/2)
32pi2
M
5/2
n
r
5/2
c
∞∑
n=1
K5/2(2Mnrcn). (6.1.19)
It is straightforward to extend this expression to include antiperiodic fields. Recalling
eq. (6.1.13), we see that for antiperiodic fields we can make the substition n→ n+1/2
which ensures the summation is over integer multiples of 1/2. This implies our z
term in the Poisson Resummation fomula is now non-zero (z = 1/2), so we simply
have to include the cosine term in our final Casimir energy expression. Thus, the
Casimir energy for anti-periodic fields in our five dimensional setup becomes
V − = −ζ(5/2)
32pi2
M
5/2
n
r
5/2
c
∞∑
n=1
K5/2(2Mnrcn)cos(npi). (6.1.20)
We now wish to find an expression of the Casimir energy due to a massless scalar,
which will also be used as a component in the stabilization investigation. The
necessary calculation is
V +massless =
1
2
∞∑
n=−∞
′ ∫
d4k
(2pi)4
log(k2 +
(
npi
rc
)2
) (6.1.21)
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This calculation is well-known in the literature, and so we simply quote the result
V +massless = −
3ζ(5)
64pi2
1
r4c
. (6.1.22)
The ZZ2 constraint requires that we identify points on a circle related by the reflection
y = −y. Neglecting any brane contributions, the S1/ZZ2 orbifolding simply forces
us to ignore all modes odd for V + and even for V − under this reflection, which
means we discard half of the modes in the summation eq. (6.1.9) (119). Our final
expressions for the Casimir energy are thus simply multiplied by a factor of 1
2
.
From the expression for the Casimir contribution for a periodic massive scalar
field it is straightforward to enumerate the Casimir contributions of all other massive
and massless fields by using knowledge of five-dimensional supersymmetry multiplets
(119),
V +fermion(r) = −4V +(r), (6.1.23)
V −fermion(r) =
15
4
V +(r), (6.1.24)
V +higgs(r) = 2V
+(r), (6.1.25)
where the positive sign on the potential indicated a periodic field and a negative
sign indicates an antiperiodic field.
6.1.2 Investigating Higher Dimensional Stability
We now explore the possibility of stabilization scenarios which involve the
fields we have discussed. The basic ingredients will be the Casimir energy density
of periodic massive scalar fields V + (e.g., the Higgs), an exotic periodic scalar field
with a coupling to a Lorentz violating vector in the extra dimension V +lv , and massive
periodic fermionic fields V˜ +i . Because we are phenomenologically motivated, we
choose the fermion field masses to be those of the three generation of the SM. Once
we add the Casimir energy density contributions from the SM fields, we investigate
which additional fields are necessary to generate a stable minimum of the potential.
The masses of the SM fields can all be found in Appendix A.
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6.1.3 Standard Model Fields
The first scenario we investigate involves populating the extra dimension with
the SM fermionic fields
V˜ +ferm ≡
∑
i=1
V˜ +i , (6.1.26)
where the index i runs over all of the SM fermionic fields, apart from the left-handed
antineutrino, and for which the masses are given in Appendix A. We also include
the contribution from a bosonic Higgs-like field V +higgs. For computation of V
tot(r),
we have normalized the masses of the SM particles in terms of the Z-boson mass.
The top quark provides the majority of the contribution to the total mass of the
fields. The potential is plotted in Figure 6.1 as a function of the radius of the fifth
dimension. We investigate three possible Higgs masses: 115, 150 and 200 GeV. Here,
the lower limit is based on accelerator evidence (or lack there of), and the upper
limit is based on theoretical predictions.
Our expression for the total Casimir energy density is given by
V tot(r) = V˜ +ferm + V
+
higgs, (6.1.27)
where our energy densities are calculated using eq. (6.1.19) and eq. (6.1.26). For
computation of V tot(r), we have normalized the masses of the SM particles in terms
of the Z-boson mass. The potential is plotted in Figure 6.1 as a function of the
radius of the fifth dimension. We find that that no stable minimum develops for
this specific combination of fields, and that the range of Higgs values has negligible
bearing on the overall shape of the Casimir potential. We conclude that additional
field contributions are necessary for the generation of a stable minimum.
75
Figure 6.1: The total contribution to the Casimir energy due to the standard model
fermions and the Higgs field. The variation in Casimir energy density for the three
values of the Higgs mass is shown; however, the change is so minute that it cannot
be discerned from the single solid black line, which also hides the contribution from
the leptons also behind the black line. No stable minimum of the energy density is
found with this field configuration.
6.1.4 SM Fields, a Higgs Field and an Exotic Massive Fermion
Because these field contributions alone are not adequate to generate a min-
imum of the potential, we add a contribution V˜ −E from some exotic antiperiodic
massive fermionic field for which the mass is selected ‘by hand’ to ensure a stable
minimum.2 . Our expression for the total Casimir energy density is given by
V tot(r) = V˜ +ferm + V
+
higgs + V˜
−
E , (6.1.28)
where our energy densities are calculated using eqs. (6.1.19) and (6.1.20).
2 This has some phenomenological motivations. For example, work by Mohapatra and others
have motivated the possibility of a ‘light sterile bulk neutrino’ as an explanation for solar and
atmospheric neutrino oscillations (162–165) The premise here is to postulate the existence of a
gauge singlet neutrino in the bulk which can couple to leptons in the brane. This coupling leads
to a suppression of the Dirac neutrino masses and is largely due to the large bulk volume that
suppresses the effective Yukawa couplings of the KK modes of the bulk neutrino to the fields in
the brane.
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Figure 6.2: With the addition of an antiperiodic massive fermionic field we see that
a stable minimum of the potential develops.
We find that when along with the SM fermions (including anti-particles except
the left handed antineutrino) and the Higgs field, that when an additional contribu-
tion from a massive antiperiodic fermionic field having a mass of m = 0.02 is added,
a stable minimum develops. The stable minimum in this scenario is negative and
therefore corresponds to an AdS solution. However, an additional positive contribu-
tion from the brane tension can easily be added to raise the overall potential above
zero so that the minimum sits in a region of positive potential, thus generating a
deSitter space.
Analysis of Figure 6.2 demonstrates that if the radius r is less than the critical
value of r = 0.4, the extra dimension tends to grow. However, as r → 0.4, this
growth is supressed and the extra dimension is stabilized. Conversely, if we start
with a radius higher than the critical value, the extra dimension tends to shrink
until the minimum is reached. Once the size of the fifth dimension is stabilized, the
large dimensions experience increasingly more Casimir energy as they continue to
expand, which is a salient feature of dark energy.
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6.1.5 Higgs Field and a Massless Scalar Field Coupled to a Lorentz Violating Vector
For our next study we consider the case of the Higgs field and a single massless
scalar field with coupling to a Lorentz violating vector field of the type discussed
in Chapter 5. We explore the case of the massless scalar being both periodic and
antiperiodic. With this choice of fields, our expression for the Casimir energy in the
compact fifth dimension becomes:
V tot(r) = V +higgs + (1 + α
2
φ)
2V ±massless, (6.1.29)
which we plot in Figure 6.3 for the case of a periodic field and Figure 4 for the an-
tiperiodic fields. We also include the contributions for a range of coupling parameters
αφ.
Figure 6.3: The image illustrates a scenario with a Higgs field and a periodic massless
scalar coupled to a Lorentz violating vector. It is clear that no stable minimum occurs
for this choice of fields. The coupling parameter is encoded via χ = (1 + α2φ)
2.
It is clear from Figure 6.3 that no stable minimum is obtained for the case of
a Higgs field and a periodic massless scalar enhanced by χ. This is because all the
fields in this scenario contribute a negative Casimir energy, and therefore, there are
no compensating positive contributions which would allow for the creation of the
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stable minimum. This vacuum is pathological and has no finite minimum at finite
r. The energy density drops off aymptotically for all values of α2φ.
Figure 6.4: This image illustrates a scenario with a Higgs field and an antiperiodic
massless scalar coupled to a Lorentz violating vector. Again, no stable minimum
occurs for this choice of fields. The coupling parameter is encoded via χ = (1+α2φ)
2.
However, for the antiperiodic scalar shown in Figure 6.4, we also find an un-
stable vacuum. If the radius begins at a distance less than the critical point, then
from the perspective of an observer located in the bulk, a vacuum in the spacetime
manifold would first be nucleated and then expand close to the speed of light. See,
for example, discussions on false vacuum decay by Fabinger and Horava (125).
For the universe to be deSitter in this scenario, the branes would have to
start out separated by a distance above the critical value of around 0.015. The
branes would steadily roll down the potential and the brane separation would grow
larger as the Casimir energy density decreased. In this setup, the possibility of
vacuum tunnelling through the maximum exists, and this situation would represent
a catastrophic fall into an ADS space. Such instabilites were studied in a KK scenario
by Witten (166).
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6.1.6 Higgs Field, Standard Model Fermions and a Massless Scalar Field Coupled
to a Lorentz Violating Vector
In this study we analyze the case of a Higgs field, the SM fermions and a single
massless (anti)periodic scalar field with coupling to a Lorentz violating vector field.
With these fields our Casimir energy in the compact fifth dimension becomes:
V tot(r) = V˜ +ferm + V
+
higgs + (1 + α
2
φ)
2V ±massless, (6.1.30)
which we plot in Figure 5 for periodic and in Figure 6 for antiperiodic massless scalar
fields.
We see that in the case of a periodic massless scalar field (Figure 6.5), as α4φ
is increased the Casimir energy is enhanced, and consequentially the depth of the
minimum increases while the stable minimum is located at progressively smaller
radii. One nice feature of this field contribution is that the coupling parameter αφ
is proportional to the VEV of the Lorentz-violating field. Thus, stabilization could
correspond to minimization of a potential by this VEV. Hence, the apparant fine-
tuning becomes a natural outcome. This is an advantage of having a massless scalar
field that is coupled to a Lorentz-violating field. The case of an antiperiodic field is
illustrated in Figure 6.6. We can see that even with a range of values of χ, no stable
minimum is created.
6.1.7 DeSitter Minimum
The minimums so far discussed have all been located at a negative Casimir
potential, indicating an AdS space. Because we know that our universe is expanding,
we now discuss a scenario which returns a positive minimum. For this we need at
least two additional exotic fields, and our expression for the Casimir energy in the
compact fifth dimension becomes:
V tot(r) = V˜ +ferm + V
+
higgs + V˜
−
E + V
+
E . (6.1.31)
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Figure 6.5: In this image we show the contributions to the Casimir energy density
from a Higgs field, the Standard Model fields and a periodic scalar field coupled to
a Lorentz violating vector. As the parameter χ is increased the minimum of the
potential is also decreased as is the radius of dimensional stabilization. Again here
χ = (1 + α2φ)
2.
Figure 6.6: Here we show the Casimir energy density with a Higgs field, the Standard
Model fields and an antiperiodic scalar field coupled to a Lorentz violating vector. A
stable minimum of the potential is not achieved for any value of χ.
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The first exotic field, V˜ −E is an antiperiodic fermion and the second exotic field
V +E is simply a massive periodic scalar field. In this example, the mass of V˜
+ is
chosen to be 1.1 and the mass of V +E is selected to be 1.8. Decreasing the mass of
either of the exotic fields results in the minimum becoming deeper. It is clear from
Figure 6.7 that a stable minimum of the Casimir energy density is created and that
the minimum is located at V (r) > 0, demonstrating a dS minima. The nice feature
of this model is that the mass of the mass of the exotic particles can be tuned to
create a minimum that lies extremely close to the zero potential, which gives us a
way recreate the experimentally determined value of ρeff .
Figure 6.7: This field configuration consists of a Higgs field, the SM fields, an an-
tiperiodic exotic massive fermionic field and a massive periodic scalar field. The
minimum of the Casimir energy sits at a positive energy density, indicating a deSit-
ter spacetime.
This field configuration allows the possibility of vacuum tunnelling out of the
minimum (r > 0.11), leading to an eternally inflating extra dimension.
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6.2 Periodic T 2 Spacetimes
The investigation performed above focussed on the case of a single extra dimen-
sion orbifolded via an S1/ZZ2 scheme. Arguably, this is one of the simplest of higher
dimensional scenarios. We now illustrate the calculations of the Casimir energy
density in six dimensions compactified on a Torus, giving us a higher dimensional
T 2 spacetime. This type of compactification was employed in the composite-Higgs
scheme and is phenomenologically interesting (167; 168).
6.3 T 2 Calculations
The Casimir energy for a scalar field with KK modes is expressed as (119; 169)
V (+,+) =
1
2
∞∑
m,n=−∞
∫
d4k
(2pi)4
log
(
~k2 +
(
n
r1
)2
+
(
m
r2
)2)
, (6.3.1)
where r1 and r2 are the radii of the two compact higher dimensions and the + signs
after the V indicate that the KK modes are periodic. The sums run from −∞ to
+∞. As before we can express this as:
V (+,+) = −1
2
∞∑
m,n=−∞
∂
∂s
|s=0
∫
d4k
(2pi)4
(
~k2 +
(
n
r1
)2
+
(
m
r2
)2)
(6.3.2)
We first perform the k-integral noting that∫
d4k(k2 + α2)−s = −pi
2
16
∂
∂s
|s=−2 α
−s
s(s+ 1)
. (6.3.3)
The problem that remains is to calculate the double sum:
I =
∑
m,n
(
n2
r21
+
m2
r22
)−s
. (6.3.4)
We can immediately express this as
I =
∑
m,n
r2s1
(
n2 + a2m2
)−s
, (6.3.5)
where a = r21/r
2
2. We first decompose the double sum as follows
I =
∞∑
n=−∞
n−2s +
∑
m
′∑
n
(
n2 + a2m2
)−s
. (6.3.6)
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We recognise the first term as the Riemann ζ-function and we can express the second
term using the following definition of the gamma function:
Γ(s) = zs
∫ ∞
0
dt ts−1e−zt. (6.3.7)
Our expression for the double sum now read:
I = −2ζ(2s) +
∑
m
′∑
n
1
Γ(s)
∫ ∞
0
dt ts−1e−(n
2+a2m2)t. (6.3.8)
The factor of two in front of the Zeta function is a consequence of the summation
running from n = −∞ instead of n = 1. We now use Poisson resummation on the
sum in n:
∞∑
n=−∞
′
e−n
2t =
√
pi
t
∞∑
n=0
e−pi
2n2/t. (6.3.9)
Our double summation calculation now reads
I =
∑
m
′
√
pi
Γ(s)
∫ ∞
0
dt ts−3/2e−a
2m2t
(
1 + 2
∞∑
n=1
e−pi
2n2/t
)
. (6.3.10)
We first solve the m-summation. Defining x ≡ a2m2t and dx ≡ a2m2dt we can
rewrite this as
√
pi
Γ(s)
∑
m
′ ∫ ∞
0
dt ts−3/2e−a
2m2t =
√
pi
Γ(s)
∑
m
′ ∫ ∞
0
dx
1
a2m2
x
a2m2
s−3/2
xs−3/2e−ax
=
√
pi
Γ(s)
1
a2
s−1/2∑
m
′
(
1
m2
)s−1/2
∫ ∞
0
xs−3/2e−axdx
= 2
√
pia1/2−sζ(2s− 1)Γ(s− 1/2)
Γ(s)
, (6.3.11)
where we have used the integral representation of the gamma function eq. (6.3.7)
and the definition of the Riemann ζ-function.
We now turn to the summation over both n and m;
√
pi
Γ(s)
∞∑
m=−∞
′∑
n=1
∫ ∞
0
dt ts−3/2e−(a
2m2t+pi2n2/t)
=
√
pi
Γ(s)
∞∑
m=−∞
′∑
n=1
∫ ∞
0
dt ts−3/2e−ampin(x+1/x), (6.3.12)
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where we have defined x = amt/npi. Using this expression we can express the
integral in terms of the modifed Bessel function of the second kind using
Kν(z) =
1
2
∫ ∞
0
dxxν−1e−z/2(x+
1
x
).
Our final expression for the double summation reads:
I = −2ζ(2s) + 2√piΓ(s− 1/2)
Γ(s)
a(1−2s)ζ(2s− 1)
+
8pis
Γ(s)
∞∑
m=1
∞∑
n=1
( n
m
)(s−1/2)
Ks− 1
2
(2piam). (6.3.13)
We can now insert this into eq. (6.3.3) to obtain the expression for the Casimir energy
density with two compactified toroidal spacetime dimensions where the quantum
fields obey periodic boundary conditions; In obtaining the above equation we have
used the the following (169);
ζ ′(−4) = 3
4pi4
ζ(5), Γ
′(−2)
Γ(−2)2 = −2,
Γ(−5
2
) = − 8
15
√
pi, ζ(−5) = − 15
4pi6
,
ζ(6) = − 1
252
. (6.3.14)
For the case of antiperiodic fields we follow a similar procedure, however the double
summation in eq. (6.3.4) must be modified:
I =
∑
m,n
r2s1
(
(n+
1
2
)2 + a2(m+
1
2
)2
)−s
, (6.3.15)
The Poisson resummation formula reads;
∞∑
n=−∞
e−(n+z)
2t =
√
pi
t
∞∑
n=1
e−pi
2n2/tcos(2pinz). (6.3.16)
For the case of the periodic fields we chose z = 0, however for the antiperiodic fields
we must use z = 1
2
. Also, the infinite sums we will encounter now take the form:
∞∑
n=−∞
1
(n+ 1
2
)s
(6.3.17)
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and so we must use the less well known Hurwitz zeta function:
ζ(s, ν) =
∞∑
n=0
1
(n+ ν)s
. (6.3.18)
Using the formulae derived in this section we now have expressions to calculate
the Casimir energy density for the following boundary conditions: V (+,+), V (−,−) ,
V (−,+) and V (+,−). It would be straightforward to perform a study similar to that
performed in Sections 6.1.4 thru 6.1.8, however we leave the details for future studies.
6.4 Cosmological Dynamics
We now briefly change directions in our discussion to examine of some of the
implications of generic higher dimensions in a cosmological context. We will focus
on a d+ n+ 1 = D dimensional anisotropic metric for simplicity. We consider a toy
universe in which all the energy density content is due to Casimir energy contribu-
tions from the higher dimensions. We will see that in this setup, the Casimir energy
density can, under certain conditions, lead to an accelerated expansion scenario in
the three large spatial dimensions. Following as in (21), we start by considering a
homogeneous and anisotropic metric
ds2 = −dt2 + a(t)2d~x2 + b2(t)d~y2 , (6.4.1)
where a(t) and b(t) are the scale factors in the three large dimensions and the com-
pact dimensions. We obtain the equations of motion by varying the d+1 dimensional
Einstein-Hilbert action,
S =
∫
d4xdy
√
g
(
M3
16pi
RD − ρD
)
, (6.4.2)
with respect to the five-dimensional metric gab, from which we obtain the Einstein
equations
3H2a + 3nHaHb +
n
2
(n− 1)H2b = 8piGρD (6.4.3)
H˙a + 3H
2
a + nHaHb =
8piG
2 + n
(ρD + (n− 1)pa − npb) (6.4.4)
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H˙b + nH
2
b + 3HaHb =
8piG
2 + n
(ρD + 2pb − 3pa) (6.4.5)
Let us first consider eq. (6.4.3) and analyze the simple scenario where the extra
dimension has already found its minimum of potential, implying Hb = 0. Using the
relation
H˙a =
a¨
a
+
(
a˙
a
)2
, (6.4.6)
we find that eq. (6.4.3) becomes
a¨
a
+ 4H2a =
8piG
2 + n
(ρ6D + (n− 1)pa − npb) , (6.4.7)
and then using eq. (6.4.6) we obtain
a¨
a
= − 8piG
2 + n
[(
5 + 4n
3
)
ρ6D + (n− 1)pa − npb
]
. (6.4.8)
For the case of n=2 we see that this equation simplifies to
a¨
a
= −8piG
4
[
13
3
ρ6D + pa − 2pb
]
, (6.4.9)
which implies that our current epoch of cosmological acceleration requires
ρ6D ≥ 1
13
(3pa − 6pb) (6.4.10)
6.5 Discussion
We have investigated the possibility of moduli stability using the Casimir ef-
fect in RS1. We have calculated the one loop corrections arising from a massive
scalar field with periodic boundary conditions in the compactified extra dimension
by applying the Schwinger proper time technique and exploiting the Jacobi Theta
function. We have populated the bulk with numerous fields in an attempt to uncover
stabilization scenarios with an emphasis on phenomenologically motivated field con-
tent. Extending on our work in Chapter 5, we have explored the implications of the
existence of a five-dimensional vector field with a VEV in the compact dimension
coupling to one of the scalar fields, and noted its relevance as a tuning parameter.
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We have demonstrated that the Casimir energy of the SM fields, in conjunction
with the Higgs field, cannot provide the necessary potential to stabilize the extra
dimension. The fermionic nature of the SM fields contribute a positive Casimir
energy which is not balanced by the Higgs field when we include the three lepton
generations (and their anti-particles, excepting the left-handed antineutrinos) and
the six quarks with three color degrees of freedom (and their anti-particles). We
have also investigated the possibility of stability for a range of Higgs masses based
on experimental lower limits and theoretical upper limits, and found the same result.
We have investigated the possibility of adding an exotic massive anti-periodic
fermionic field to this field setup, and discovered that a light field (m=0.02 in normal-
ized units) is sufficient to generate a stable minimum of the potential. The minimum
is located at a negative energy density, which corresponds to an AdS spacetime. Re-
duction of the mass of the exotic field causes the minimum to become deeper. Our
justification for the addition of this field is the possibility of the existence of a light
sterile bulk neutrino.
Next, we built on previous work by considering the effects on the Casimir en-
ergy of a scalar field coupled to a Lorentz violating vector field. This field, which
is completely charactered by the parameter χ, allows for fine tuning of the Casimir
energy and the stabilization radius. Fine tuning is a generic feature of stabilization
schemes, and in this model the simple addition of a vector field in only the fifth
dimension creates additional freedom for the stabilization schemes. We discovered
that no stable minimum of the potential can be found with either a single periodic or
antiperiodic massless scalar field coupled to a Lorentz violating vector in the case of
a Higgs vacuum. However, when the SM fields are included a periodic massless scalar
field coupled to a Lorentz violating vector can lead to a stable minimum, but this
is dependent on the parameter χ. Our motivations for studying the phenomenology
of Lorentz violating fields stem from the recent surge of activity regarding the pos-
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sibility of Lorentz invariance violations and the potential role of Lorentz violating
fields in cosmology (170; 171).
We also outlined a higher dimensional field configuration, which creates a pos-
itive energy density minimum of the Casimir energy. We find that at least two
additional exotic fields are required. Our example highlights a possible connection
between dark energy, the heirachy problem, and additional bulk fields. The capa-
bility of this model to explain so many apparantly unrelated phenomenon under
the common framework of extra dimensional boundary conditions makes this model
particularly appealing.
Since releasing our results, we have received interest from a group at Fermilab
performing similar research. They have discovered that if standard model fields
(without the Higgs boson) populate the bulk, the fermion condensation can also
stabilize the two branes in the RS model (172). From recent correspondence we
have learned that they felt that our work was a more natural way to stabilize the
extra dimension, and has given them new thoughts with regards to the issue.
There has also been recent interest in the literature relating dark energy to
Casimir energy, and for this reason we have briefly reviewed cosmological aspects of
extra dimensions by considering an anisotropic cosmology. Using simple arguments,
we have found the relation between the Casimir energy density and the pressure in
both large and compact dimensions necessary for accelerated cosmological expansion.
89
CHAPTER SEVEN
Emerging Possibilities in Spacecraft Propulsion
In this chapter, we take an excursion from pure research and explore some of
the exciting possibilities that are opened up when we introduce higher dimensions
into physics. Specifically, we discuss the concept of field propulsion, which is a hypo-
thetical system of propelling spacecraft beyond the conventional rocket technology.
Recently we published a paper outlining the physics of such a device, and performed
calculations regarding the energy requirements to create a warping of spacetime, and
also calculations defining maximum obtainable speeds (173; 174). We also published
a layman’s version of this idea, which subsequently received an reasonable amount
of attention (174); this reflects a public interest in this area. We feel that pursuing
such exciting areas is an excellent way to attract fresh young minds to the field of
physics, and also to explore how physics places ultimate limitations on technological
developments.
7.0.1 Motivations for Studing New Forms of Propulsion
The universe is truly vast, and current propulsion technology severely restricts
us to the exploration of our own solar system. If we wanted to visit even the nearest
star systems, we would be faced with transit times of many tens of thousands of
years at best. A compelling reason for why we might actually want to visit other
stars is the recent evidence of ‘extrasolar planets,’ which are planets that orbit stars
other than our sun. To date, we know of at least 250 extrasolar planets. Even more
exciting is the possibility that some of these planets may be ‘Earth-like’, with the
theoretical capability to support life.
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Recently, a Swiss team discovered a planet designated Gliese 581c; this planet
orbits the star Gliese, 20.4 light years away from earth. The planet is remarkable in
that it is the only known extrasolar planet so far that exists in the area known as
the ‘habitable zone’ of a star (Fig 7.1). This is the area surrounding a star where
surface temperatures could maintain water in a liquid state. Gliese 581c is believed
to be roughly 5 times the mass of Earth, and to have a similar surface temperature
to that of Earth.
Figure 7.1: Gliese lies within the ’Habitable Zone’ of its host star, meaning that liquid
water could exist on its surface.
Given these striking similarities, one naturally wonders if Gliese 581c might
harbor life. Although it may be indirectly possible to verify the existence of life using
observational techniques here on Earth, the depth of analysis would be particularly
limited. On the other hand, we could obtain data of much more scientific value if
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we could actually visit these planets with probes, or even with humans, to better
understand the origin and development of life, and to see if it exists only in the form
of elementary organisms or if indeed intelligence has evolved. The discovery of life
outside of Earth would be of huge scientific significance, and for this reason we feel
justified in exploring novel possibilities regarding spaceraft propulsion.
7.1 Current and Future Propulsion Technology
In this section, we take a look at the limitations of current propulsion technol-
ogy and review some emerging possibilities in spacecraft propulsion technology.
7.1.1 Rocket Propulsion
Conventional space exploration technology utilizes rocket propulsion, which
obtains thrust by the reaction of the rocket to the ejection of a fast moving fluid
from a rocket engine. Combustion of propellent against the inside of combustion
chambers generates huge forces, which accelerate the gas to extremely high speeds,
which in turn exerts a large thrust on the rocket. Rocket technology can be traced
back to the 13th century, where it was used by the Chinese for fireworks and warfare.
Rocket technology was used throughout the 20th century to generate the speeds
necessary to reach Earth orbit, and enabled human spaceflight to the moon. To
date, the fastest rocket propelled spacecraft is the Voyager 1 probe, which utilzed a
gravitational assist maneuvre to drive it to its current speed of 38, 600mph or about
0.006% the speed of light. Travelling at this speed, it would take the Voyager probe
about 70, 000 years to reach the closest star. Clearly, rocket technolgy is vastly
inadequate when considered in the context of interstellar exploration.
7.1.2 Solar Sail
A solar sail is a device which accelerates using photon radiation pressure from
the sun. The physics of solar sails is well known, but the technology required to
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manage large sails has not yet been developed. The concept requires a spacecraft
to be attached to a large membrane which reflects light from the sun; the resulting
radiation pressure would theoretically generate a small amount of thrust. Solar sail
propulsion would allow a spacecraft to escape the solar system with cruise speeds
much higher than conventional rockets. NASA has successfully tested solar sail
technology on small scales in vacuum chambers, but such technology has yet to be
used in space. Because the momentum transfer from the sunlight is very low, solar
sails have very low thrusts. Even so-called ‘supersails,’ which are sails manufactured
using thin film of aluminum 50nm thick, would only accelerate at 60mm/s2
It has been proposed that Earth-based lasers could push solar sails. Given
a sufficiently powerful laser and a mirror that would be large enough to keep the
laser focused on the sail, it has been suggested that a solar sail could accelerate to
a significant fraction of the speed of light. However, the precisely shaped optical
lenses would have to be wider than Earth, and the lasers would have to be far more
powerful than anything humanity has created to date.
7.1.3 Nuclear Propulsion
A spacecraft powered by nuclear propulsion derives its thrust from nuclear
fission or nuclear fusion. This technology was first seriously studied by Stanislaw
Ulam and Frederick de Hoffman in 1944 as a spinoff of their work in the Manhattan
Project. One possible way to achieve nuclear propulsion is to heat a fluid by pumping
it through a nuclear reactor, and to then let the fluid expand through a nozzle. The
fuel used for nuclear fission contains over a million times as much energy per unit
mass as chemical fuel does, and so nuclear propulsion appears to be a promising
alternative propulsion system. However, the approach is limited by the temperature
at which a reactor can operate. Because hydrogen is the lightest substance and
therefore consists of the fastest-moving particles at any temperature, it is the best
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working fluid to use. Arguably, the most serious attempt to realize a working nuclear
rocket was project Orion, which was an advanced rocket design studied in the 1960s.
The project explored the feasibility of building nuclear-pulse rockets powered by
nuclear fission. The suggestion by Stanislaw Ulam and Cornelius Everett was to
release atomic bombs behind a spacecraft, followed by disks made of solid propellant.
After the bombs exploded, the material of the disks would vaporize and convert to
hot plasma, some of which would strike the pusher plate, thus driving the craft
forwards.
A variety of mission profiles was considered, and the most ambitious was an
interstellar version. The spacecraft would have a mass of 40 million tons powered
by the sequential release of ten million atomic bombs, which would explode 60m to
the rear of the vehicle. A maximum speed of 10% the speed of light was suggested.
Due to the ethical, legal and most importantly the safety issues associated
with transporting nuclear devices into space and subsequently detonating them to
propel a spacecraft, the Orion project was ultimately forgotten.
7.1.4 Wormholes
One of the major limiting features of interstellar exploration is the ultimate
speed limit imposed on spacecraft by Special Relativity (SR). In SR, an object’s
mass increases as its velocity increases and asymptotically approaches infinity as the
velocity approaches the speed of light (3× 108m/s), according to the equation:
m′ = γm (7.1.1)
where c is the speed of light and γ is the Lorentz factor,
γ =
1√
1− v2
c2
. (7.1.2)
Given that the closest star is slightly over 4 light years away, and that the galaxy
has a diameter of around 100, 000 light years, it appears that interstellar exploration
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would be an extremely time-consuming process. However, there are two loop-holes
to the relativistic speed of light limit. The first is a wormole, which will be discussed
in this section, and the second is the warp drive, which will be discussed in the
following section.
In essence, a wormhole is a shortcut through spacetime. A wormhole has
two mouths which are connected by the wormhole throat, and if the wormhole is
traversable, matter can travel from one mouth two the other.
Figure 7.2: A wormhole is a shortcut through spacetime.
Lorentzian wormholes are not excluded from the framework of GR. However,
the plausibility of wormhole solutions to Einstein’s field equations is uncertain. Also,
it is unknown whether quantum theories of gravity allow them. One feature of worm-
holes is the requirement that negative energy is required to hold open the throat.
This is in violation of the Weak Energy Principle (WEP), but certain quantum
phenomenon are also known to violate this principle. The Casimir effect is a good
example, furthermore string/M-theory allows negative energy configurations.
Because SR only applies locally, wormholes allow faster-than-light travel. For
any two points connected by a wormhole, the time taken to traverse it would be less
than the time it would take a beam of light to make the journey if it took a path
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outside the wormhole. The possibility of using wormholes to explore the universe was
popularized by a 1988 paper (175) by Morris, Thorne and Yurtsever, who explored
the technological constraints imposed on an arbitrarily advanced civilization.
7.2 Warp Drive
An alternative to the wormhole idea is the warp drive, which involves creating
an asymmetric bubble of locally contracting/expanding spacetime around a space-
craft, effectively stretching and compressing space itself. Over the last decade, there
has been a respectable level of scientific interest regarding the concept of the ‘warp
drive’ (176–192). Recently, we explored a novel approach to generate the asymmet-
ric bubble of spacetime required to create such a warp drive (173; 174; 193), which
we will summarize in this section.
As discussed throughout this dissertation, certain classes of higher dimensional
models suggest that the Casimir effect is a candidate for the cosmological constant.
We demonstrate that a sufficiently advanced civilization could, in principal, manipu-
late the radius of the extra dimension to locally adjust the value of the cosmological
constant. This adjustment could be tuned to generate an expansion/contraction of
spacetime around a spacecraft, creating an exotic form of field-propulsion. Due to
the fact that spacetime expansion itself is not restricted by relativity, a faster-than-
light ‘warp drive’ could be created. Calculations of the energy requirements of such
a drive are performed and an ‘ultimate’ speed limit, based on the Planckian limits
on the size of the extra dimensions, is found.
7.3 Warp Drive Background
The term ‘warp drive’ originated in science fiction. A 1994 paper by theoretical
physicist Miguel Alcubierre placed the concept on a more scientific foundation (194).
Alcubierre’s paper demonstrated that a solution to Einstein’s field equations could
‘stretch’ space in a way such that space itself would expand behind a hypothetical
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spacecraft, while contracting in front of the craft, creating the effect of motion (Fig.
7.3). In contrast to the conventional technology that results in movement of the
craft through space, in this theory space itself moves around the spacecraft. This is
a radical departure from the traditional concept of motion, because the spacecraft is,
in a classical sense, motionless within a hypothetical bubble of transient spacetime.
In a manner identical to the inflationary stage of the universe, the spacecraft would
have a relative speed, defined as change of proper spatial distance over proper spatial
time, faster than the speed of light.
Figure 7.3: The Alcubierre ‘top-hat’ metric. A bubble of assymetric spacetime cur-
vature surrounds a spacecraft which would sit in the center of the bubble. The dis-
turbance in the positve z direction represents positive dark energy and the disturbace
below represents negative dark energy. The space immediately surrounding the space-
craft would be expanding/contracting behind/in front of the craft. In this image the
ship would ‘move’ from right to left.
What is particularly appealing about this approach to propulsion is that the
spacecraft could effectively travel faster than the speed of light. SR forbids objects
from moving through space at or above the speed of light, but the fabric of space
itself is not restricted in any way. Thus, even though the spacecraft cannot travel
faster than light in a local sense, it could make a round trip between two points in an
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arbitrarily short period of time as measured by an observer on board the spacecraft.
In a manner similar to (175), warp drives provide a unique and inspiring
opportunity to ask the question ‘what constraints do the laws of physics place on the
abilities of an arbitrarily advanced civilization.’ Warp drives and space exploration
in general, also serves as an excellent way to attract young minds into the field.
We feel that this work, which we hope will be perceived as exciting by the younger
generation, will help to inspire the next generation of scientists. Indeed, the media
success of our work (195–201) demonstrates a huge public appeal to this sort ot
work.
Here we discuss an original mechanism to generate the necessary ‘warp bubble’.
The main focus of the section is to demonstrate that the manipulation of the radius
of one, or more, of the extra dimensions found in higher dimensional quantum gravity
theories, especially those that are based on or inspired by string/M-theory, creates
a local asymmetry in ρeff which could be used to propel a space vehicle.
Warp drives have not been the sole interest of theoretical physicists, as was
demonstrated by the formation of the NASA Breakthrough Propulsion Program and
the British Aerospace Project Greenglow, both of whose purpose was to investigate
and expand on these ideas regarding exotic field propulsion.
At such an early stage in the theoretical development of the ideas presented in
this paper, it is challenging to make predictions on how this ‘warp drive’ might func-
tion. Naively, one could envision a spacecraft with an exotic power generator that
could create the necessary energies to locally manipulate the extra dimension(s), and
the technology to perform this manipulation. In this way, an advanced spacecraft
would expand/contract the compactified spacetime around it, thereby creating the
propulsion effect.
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7.3.1 The Physics of Warp Drives
Numerous papers discussing the idea of warp drives have emerged in the litera-
ture in recent years (176–192). The basic idea is to formulate a solution to Einstein’s
equations whereby a warp bubble is driven by a local expansion of spacetime behind
the bubble and a contraction ahead of the bubble. One common feature of these
papers is that their physical foundation is the GR. An element missing from all the
papers is that there is little or no suggestion as to how such a warp bubble may be
created.
The aim of this section is not to discuss the plausibility of warp drive, the
questions associated with violation of the null energy condition, or issues regarding
causality. The aim of this paper is to suggest that a warp bubble could be generated
using ideas and mathematics from quantum field theory, and to hypothesize how
such a bubble could be created by a sufficiently advanced technology.
By associating the cosmological constant with the Casimir Energy due
to the KK modes of vacuum fluctuations in higher dimensions, especially in the
context of M-theory derived or inspired models, it is possible to form a relationship
between Λ and the radius of the compact extra dimension. We know from Section
5 that
V +massless =
1
2
∞∑
n=−∞
′ ∫
d4k
(2pi)4
log(k2 +
(
npi
rc
)2
) , (7.3.1)
which can be solved using the techniques of dimensional regularization to give:
V +massless = −
3ζ(5)
64pi2
1
r4c
. (7.3.2)
Thus we can for the straightforward relation between the vacuum energy density
and the size of the extra dimension;
〈Evac〉 = Λ ∝ 1
R4
. (7.3.3)
An easier way of developing the relationship between the energy density and the
expansion of space is to put things in terms of Hubble’s constant H, which describes
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the rate of expansion of space per unit distance of space.
H ∝
√
Λ, (7.3.4)
or in terms of the radius of the extra dimension we have
H ∝ 1
R2
. (7.3.5)
This result indicates that a sufficiently advanced technology with the ability to locally
increase or decrease the radius of the extra dimension would be able to locally adjust
the expansion and contraction of spacetime, creating the hypothetical warp bubble
discussed earlier. A spacecraft with the ability to create such a bubble will always
move inside its own local light-cone. However, the ship could utilize the expansion of
spacetime behind the ship to move away from some object at any desired speed, or
equivalently, to contract the space-time in front of the ship to approach any object.
The possibility of the size of the compact geometry vary depending on the location in
four dimensional spacetime has been explored in the context of string theory (202),
but never from the perspective of propulsion technology.
In the context of GR a similar phenomenology is produced for the case of
anisotropic cosmological models, in which it is the contraction of the extra dimension
that has the effect of expanding another (84). For example, consider a ‘toy’ universe
with one additional spatial dimension with the following metric
ds2 = dt2 − a2(t)d~x2 − b2(t)dy2 . (7.3.6)
In this toy universe we will assume spacetime is empty, that there is no cosmological
constant, and that all spatial dimensions are locally flat,
Tµν = Λgµν = 0 . (7.3.7)
The action of the Einstein theory of gravity generalized to five dimensions will be
S(5) =
∫
d4xdy
√
−g(5)
(
M25
16pi
R(5)
)
. (7.3.8)
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Solving the vacuum Einstein equations
Gµν = 0 , (7.3.9)
we obtain for the G11 component
G11 =
3a˙(ba˙+ ab˙)
a2b
. (7.3.10)
Rewriting a˙
a
= Ha and
b˙
b
= Hb where Ha and Hb corresponds to the Hubble constant
in three space and the Hubble constant in the extra dimension respectively, we find
that solving for G11 = 0 yields
Ha = −Hb. (7.3.11)
This remarkable result indicates that in a vacuum, the shear of a contracting dimen-
sion is able to inflate the remaining dimensions. In other words the expansion of the
3-volume is associated with the contraction of the one-volume.
Even in the limit of flat spacetime with zero cosmological constant, general
relativity shows that the physics of the compactified space affects the expansion rate
of the non-compact space. The main difference to note here is that the quantum field
theoretic result demonstrates that a fixed compactification radius can also result in
expansion of the three-volume as is shown in eq. (7.3.2) due to the Casimir effect,
whereas the GR approach suggests that a changing compactifification radius results
in expansion. Both add credibility to the warp drive concept presented here.
7.3.2 Energy Requirements
In this section, we perform some elementary calculations to determine how
much energy would be required to reach superluminal speeds. We also determine an
absolute speed limit based on fundamental physical limitations.
The currently accepted value for the Hubble constant is 70 km/sec/Mpsc. A
straightforward conversion into SI units gives H = 2.17× 10−18(m/s)/m. This tells
us that one meter of space would expand to two meters of space if one were prepared
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to wait two billion billion seconds, or sixty five billion years. The fundamental idea
behind the warp drive presented here is to increase Hubble’s constant locally around
the spaceship, such that space no longer expands at such a sedentary rate, but
locally expands at an arbitrarily fast velocity. For example, if we want space to
locally expand at the speed of light, a simple calculation shows us by what factor
we would need to increase H.
Hc
H
≈ 10
8
10−18
= 1026 (7.3.12)
Where Hc is the ‘modified’ Hubble constant (subscript c for speed of light). This
results implies that H would have to be increased by a factor of 1026 for space to
expand at the speed of light. Since we know that H ∝ 1
R2
, we can naively form the
relation
Hc
H
=
R2
R2c
= 1026 (7.3.13)
or,
Rc = 10
−13R (7.3.14)
Where Rc is the modified radius of the extra dimension. This indicates that the extra
dimensional radius must be locally reduced by a factor of 1013 to stimulate space to
expand at the speed of light. In the ADD model, the size of the extra dimension
can be as large as 10−6m. If we use this number as a prototype extra-dimensional
radius, this would have to be shrunk to 10−19m for lightspeed expansion. An
interesting calculation is the energy required to create the necessary warp bubble.
The accepted value of the cosmological constant is Λ ≈ 10−47(GeV)4. Converting
again into SI units gives Λ ≈ 10−10J/m3 . Now, for a warp bubble expanding at the
speed of light we would need to increase this again by a factor of 1052 as we have
H ∝ √Λ . We can say
Λc = 10
52Λ = 1042J/m3 (7.3.15)
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where Λc is the local value of the cosmological constant when space is expanding at
c. Let us consider a spacecraft of dimensions
Vcraft = 10m× 10m× 10m = 1000m3. (7.3.16)
If we postulate that the warp bubble must, at least, encompass the volume of the
craft, the total amount of energy ‘injected’ locally would equal
Ec = Λc × Vcraft = 1045J. (7.3.17)
Assuming some arbitrarily advanced civilization was able to create such an effect,
we might postulate that this civilization could utilize the most efficient method
of energy production : matter-antimatter annihilation. Using E = mc2 this warp
bubble would require around 1028kg of antimatter; this is roughly the mass-energy of
the planet Jupiter. This energy requirement would drop dramatically if we assumed
a thin-shell of modified spacetime instead of bubble encompassing the volume of the
craft.
7.3.3 Ultimate Speed Limit
It is known from string theory that the absolute minimum size for an
extra dimension is the Planck length, 10−35m. This places an ultimate speed limit
on the expansion of space based on the idea that there is a limit to the minimum
radius of the extra dimension. From the above arguments, it is straightforward to
form the relation
Hmax
H
=
R2
R2min
=
10−12
10−70
= 1058. (7.3.18)
HereHmax is the maximum rate of spacetime expansion based on the minimum radius
of the extra dimension Rmin. In this formula, we have again used a prototype extra-
dimensional radius of 10−6m which is the upper bound based on current experimental
limits. Using these values and the known value of H in SI units we obtain
Hmax = 10
58H ≈ 1040(m/s)/m (7.3.19)
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A quick conversion into multiples of the speed of light reveals
Vmax = 10
32c, (7.3.20)
which would require on the order of 1099Kg of antimatter, more mass energy than
is contained within the universe. At this velocity, it would be possible to cross the
known universe in a little over 10−15 seconds. The calculations presented here are ex-
tremely ‘back of the envelope’ and merely serve as interesting figures to contemplate,
based on the formula
〈Evac〉 = Λ ∝ 1
R4
. (7.3.21)
We emphasize again that it is not really possible to travel faster than light in a local
sense. One can, however, make a round trip between two points in an arbitrarily
short time as measured by an observer on board the ship. See (pending) for details
on violations of the null energy conditions and causality.
7.3.4 Discussion of Warp Drive Section
In this section we have explored a novel method to generate the asymmetric
bubble of contracting/expanding spacetime around a spacecraft necessary for ‘warp
drive’ propulsion. We calculated the vacuum energy due to the extra dimensional
scalar field contributions to the Casimir energy and associated this energy with the
cosmological constant. It has been shown that this energy is intimately related to
the size of the extra dimension. We have picked a generic higher dimensional model
where the spacetime is simply M4 ⊗ T 1, and similar approaches can be used for
alternative models: for example, the RS1 model of warped extra dimension where a
similar relation can be found.
We have proposed that a sufficiently advanced civilization could utilize this
relation to generate a localized expansion/contraction of spacetime, creating a ‘warp
bubble’ in which to travel at arbitrarily high velocities. One vital aspect of future
research would be how to locally manipulate an extra dimension. String theory
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suggests that dimensions are globally held compact by strings wrapping around
them (203). If this is indeed the case, then it may be possible to even locally
increase or decrease the string tension, or even locally counter the effects of some
string winding modes. This would achieve the desired effect of changing the size of
the extra dimensions, which would lead to propulsion under this model. It would
thus be prudent to research this area further and perform calculations as to the
energies required to effect an extra dimension, and to try and relate this energy to
the acceleration a spacecraft might experience.
We have also suggested that the exciting study of exotic propulsion mecha-
nisms is a useful tool to attract new students to the field of physics. After publishing
our results, we discovered that there exists a huge amount of public interest in this
field, since numerous articles discussing our concept have appeared on reputable sci-
ence news websites (195–200), as well as discussions on well-known national radio
(201).
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CHAPTER EIGHT
Free Fermionic Models
String theory is the only framework for the unification of quantum gravity
with gauge interactions. Despite the undeniable successes of the SM, field theories
in which the basic object is point-like are plagued with problems as discussed in
Chapter 3. The aim of free fermionic model building is to construct a realistic
superstring derived standard-model which satisfies the following (204–207):
• The gauge group must be SU(3)⊗ SU(2)⊗ U(1)n ⊗ (hidden).
• The mass spectrum must have three chiral generations and a pair of Higgs
doublets that reproduce a realistic fermionic mass spectrum.
• We must have N=1 space-time supersymmetry, ensuring that the cosmolog-
ical constant vanishes, until supersymmetry is broken.
The E8 × E8 and SO(32) heterotic strings in ten spacetime dimensions are
unique. However upon compactification their uniqueness is lost. The free fermionic
formulation is applicable at a highly symmetric point in the compactification space
(R=1). It is also an exact Conformal Field Theory and thus, CFT calculational tools
can be utilized to calculate Yukawa couplings, for example. Also, in free fermionic
models one can naturally obtain three generations with standard SO(10) embedding.
In this section we first begin by reviewing the heterotic string model building
theory. Then we investigate a new realization of the E8 gauge group.
8.1 Basics of Fermionic Model Building
Free fermionic heterotic models are specified by a p-dimensional basis set of
vectors Vi. Each of these vectors has 64 components, which represent the different
boundary conditions for the left-moving supersymmetric string and the right-moving
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bosonic string. The first 20 components correspond to the 20 free fermions repre-
senting world-sheet degrees of freedom for the left-moving supersymmetric string.
The last 44 components specify the right-moving bosonic string. The basis vectors
span a finite group which is determined via modular invariance,
Ξ =
∑
k
nkVk (8.1.1)
where nk = 0, ..., Nzk − 1. To fully determine a free fermionic model, a p × p di-
mensional matrix k of rational numbers −1 < Kij < 1, i, j = 1, ..., p, is required,
which determines the GSO operators for physical states. One obtains physical mass-
less states of a sector α∈ Ξ by acting on the vacuum with fermionic and bosonic
operators and then applying the GSO projections.
The world-sheet fermions are broken up into 18 left-moving internal real fermions,
ψr=3,20, and 44 internal right-moving real fermions, ψ
r=21,60
, in addition to the trans-
verse left-moving fermions, ψr=1,2, in light-cone gauge. Transporting these fermions
around one of the two non-contractible loops on the genus-one world-sheet results
in the appearance of a phase
ψr → −eipiαrψr, (8.1.2)
for −1 < αr ≤ 1. For real complex fermions, αr = 0, 1. For complex fermions formed
from pairs of real fermions, α is rational. Complex fermions, ψpc ≡ ψr1 + iψr2 form
a charge lattice Qα associated with these boundary vectors where
(Qα)p =
αp
2
+ Fp. (8.1.3)
Fp is a number operator for fermion oscillator excitations with eigenvalues for com-
plex fermions of {0,±1} and {0,−1} for real fermions. Pseudo-charges for non-chiral
(i.e., with both left- and right-moving components) real Ising fermions can be simi-
larly defined, with Fα(ψ) counting each real mode ψ once.
For periodic fermions, αp(ψ) = 1, the vacuum is a spinor representation of the
Clifford algebra of the corresponding zero modes. For each periodic complex fermion
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ψc there are two degenerate vacua |+〉, |−〉, annihilated by the zero modes ψ0 and
ψ0
∗ and with fermion numbers F (ψ) = 0,−1, respectively.
The masses of states can be related to the Qα˜ by
m2R =
QR
2
2
− 1 (non-SUSY string) (8.1.4)
and
m2L =
QL
2
2
− 1
2
(SUSY string) (8.1.5)
Each left-moving complex fermion corresponds to a global U(1) symmetry. A
complex right-moving fermion, ψpc , is associated to a local U(1) symmetry. The
massless generator of this local symmetry is produced by the simple current on the
world-sheet
Up =: ψ
p∗
c ψ
p
c : (8.1.6)
with normalization,
〈Up, Up〉 = 1. (8.1.7)
However, not all of the fermions can always pair to form solely left-moving or
right-moving complex fermions, due to possibly differing boundary conditions. A real
left-mover and a real right-mover can pair to form Ising fermions without chirality,
or they can remain unpaired, forming chiral Ising fermions, both of which have
boundary conditions αr = 0, 1. Every two right-moving Ising fermions (regardless of
chirality) prohibit generation of a simple current and, thus, reduce the rank of the
gauge group by one.
The second object necessary to define a free fermionic model (up to vacuum
expectation values of fields in the effective field theory) is an n × n-dimensional
matrix k of rational numbers −1 < ki,j ≤ 1, i = 0, ..., n, that determine the
GSO operators for physical states. The ki,j are related to the phase weights C
(
Vi
Vj
)
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appearing in a model’s one-loop partition function Z:
Z =
∫
d2τ
[Im(τ)]2
ZB(τ τ)
∑
α,β
C
(
α
β
)
Z
(
α
β
)
(8.1.8)
with phase weights,
C
(
Vi
Vj
)
= (−1)si+sjexp(piikj,i − 12Vi ·Vj), (8.1.9)
where si is the 4-dimensional space-time component of Vi. (The inner product of
boundary (or charge) vectors is Lorentzian, taken as left-movers minus right-movers.
Contributions to inner products of boundary vectors, Vi · Vj, from real fermion
components are weighted by a factor of 1
2
compared to contributions for complex
fermion components.)
The phase weights C
(
α
β
)
for general sectors
α =
n∑
j=0
ajVj ∈ Ξ, β =
n∑
i=0
biVi ∈ Ξ (8.1.10)
can be expressed in terms of the components in the n× n-dimensional matrix k for
the basis vectors:
C
(
α
β
)
= (−1)sα+sβexp{pii
∑
i,j
bi(ki,j − 12Vi ·Vj)aj}. (8.1.11)
Modular invariance imposes constraints on the basis vectors Vi and on the
GSO projection matrix ki,j:
ki,j + kj,i =
1
2
Vi ·Vj (mod 2), (8.1.12)
Njki,j = 0 (mod 2) , (8.1.13)
ki,i + ki,0 = −si + 14 Vi ·Vi (mod 2). (8.1.14)
The dependence upon the ki,j can be removed from eqns. (8.1.12-8.1.14) after
appropriate integer multiplication, to yield three constraints on the Vi:
Ni,jVi ·Vj = 0 (mod 4) (8.1.15)
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NiVi ·Vi = 0 (mod 8) (8.1.16)
Ni,j is the lowest common multiple of Ni and Nj. The number of simultaneous
real fermions for any three Vi must be even. Thus, each basis vector must have an
even number of real periodic fermions.
The boundary basis vectors Vj generate the set of GSO projection operators
for physical states from all sectors α ∈ Ξ. In a given sector, α, the surviving states
are those that satisfy the GSO equations imposed by all Vj and determined by the
ki,α’s:
Vj · Fα =
(∑
i
kj,iai
)
+ sj − 12 Vj ·α, (mod 2), (8.1.17)
or, equivalently,
Vj ·Qα =
(∑
i
kj,iai
)
+ sj (mod 2). (8.1.18)
For a given set of basis vectors, the independent GSO matrix components are k0,0 and
ki,j, for i > j. These GSO projection constraints, when combined with equations
(8.1.12-8.1.14) form the free fermionic re-expression of the even, self-dual lattice
modular invariance constraints for bosonic lattice models.
8.2 A Non-Standard String Embedding of E8
An algorithm to systematically and efficiently generate free fermionic heterotic
string models was recently introduced (205–210) by our research group. The algo-
rithm is being used to systematically generate the complete set of free fermionic het-
erotic string models with untwisted left-moving (worldsheet supersymmetric) sectors,
up to continually advancing layer and order. Some interesting models have already
been found. We discuss one such model here.
The standarding gauge in string models to date, is E8 via an SO(16) embed-
ding, 248 = 120+128. We explore an SU(9) embedding, 248 = 80+84+84,where
80, 84 and 84 are the adjoint, and 2 spinor reps of SU(9). This is obtained in a
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Layer 1, Order 6 model for which modular invariance itself dictates a gravitino sector
accompany the gauge sector.
Our approach enables a complete study of all gauge group models to be gener-
ated and analyzed with extreme efficiency, up to continually increasing Layers (the
number of gauge basis vectors) and Orders (the lowest positive integer N that trans-
forms, by multiplication, each basis vector back into the untwisted sector mod(2)).
In this early study the models have either N = 4 or N = 0 spacetime SUSY,
depending on whether the gravitino sector is or is not present, respectively.
The primary goal of this research is to systematically improve the understand-
ing of the statistical properties and characteristics of free fermionic heterotic models,
a process that is underway by a collection of research groups (211–222).
However, as particularly interesting models appear in the course of our pro-
gram, we will separately report on such models. The first of these models appears at
Layer 1, Order 6 and requires a graviton sector. The intersting feature of this model
is that it provides an alternative embedding of E8, based not on the E8 maximal
subgroup SO(16), but on E8’s alternate maximal subgroup SU(9).
8.2.1 Review of E8 String Models in 4 and 10 Dimension
The SO(16) realization of E8 is well known: We start with the uncompactified
D = 10, N = 1 SUSY SO(32) heterotic string in light-cone gauge. Free fermion
construction generates this model from two basis boundary vectors: the ever-present
all-periodic vector, 1, and the supersymmetry generating vector S (205–210):
1 = [(1)8||(1)32] (8.2.1)
S = [(1)8||(0)32]. (8.2.2)
The 496 (adjoint) rep of SO(32) is produced by the untwisted boundary vector
0 = 1+ 1,
0 = [(0)8||(0)32]. (8.2.3)
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To transform the uncompactified D = 10, N = 1 SUSY SO(32) heterotic
model into the D = 10, N = 1 SUSY E8 ⊗ E8 model, all that is required is the
additional twisted basis boundary vector (208),
IO = [(0)8||(1)16(0)16]. (8.2.4)
The GSO projection of IO onto 0 reduces the untwisted sector gauge group to
SO(16)O⊗SO(16)H by reducing its massless gauge states to the adjoint reps 120O⊗1
+ 1⊗120H . The GSO projection of IO (or of 1) on IO results in a 128O⊗1 massless
spinor rep of definite chirality. Further, the GSO projection of 1 onto
IH = IO + 1+ S = [(0)8||(0)16(1)16], (8.2.5)
produces a massless spinor rep 1⊗ 128H of SO(16)H with matching chirality.
Thus, the boundary sectors 0 and IO produce the 248 (adjoint) of an observable
E8 via the SO(16) embedding
248 = 120+ 128, (8.2.6)
while the boundary sectors 0 and IH produce the same for a hidden sector EH8
When the E8 ⊗ E8 model is compactifieid down to four dimensions, without
any twist applied to the compact dimensions, the basis vectors become,
1 = [(1)2, (1, 1, 1)6||(1)44] (8.2.7)
S = [(1)2, (1, 0, 0)6||(0)44] (8.2.8)
IO = [(0)2, (0, 0, 0)6||(1)16(0)28]. (8.2.9)
Because
IH = IO + 1+ S = [(0)2, (0, 1, 1)6||(0)16(1)28], (8.2.10)
is no longer a massless sector, the gauge group is EO8 ⊗SO(22) (with N = 4 SUSY).
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An additional massless twisted sector,
IH
′
= [(0)0, (0, 0, 0)6||(0)16, (1)16, (0)6], (8.2.11)
is required to reclaim the second E8.
1
8.2.2 E8 from SU(9)
Our systematic research of free fermionic gauge models, revealed at Layer 1,
Order 3 (more precisely Layer 1, Order 6 = Order(2) x Order(3)) as explained below)
an intersting alternative realization of E8 The simplest possible massless gauge sector
for Order 3 is
I3 = [(0)0, (0, 0, 0)6||(2
3
)18, (0)26]. (8.2.12)
The non-integer values in I3 produce a GSO projection on the untwisted sector that
breaks SO(44) down to SU(9)⊗U(1)⊗SO(26). The charges of the SU(9) non-zero
roots are of the form ±(1i,−1j) for i and j 6= i denoting one of the first 9 right-
moving complex fermion. Combined with the zero roots of the Cartan Subalgrabra,
these form the 80 (adjoint) rep of SU(9) The U(1) =
∑
i = 19U(1)i charge is TrQi.
The SO(26) generators have the standard charges of ±(1r,±1s) with r and s 6= r
denoting one of the last 13 right-moving complex fermion.
However the modular invariance requirements eq. (8.1.15) and eq. (8.1.16)
necessitate that I3 be expressed as a spacetime fermion, rather than spacetime boson.
That is, the required basis boundary vector to produce a gauge factor of SU(9) in
the untwisted sector in like manner to (8.2.12) is
I6 = [(1)0, (1, 0, 0)6||(2
3
)18, (0)26]. (8.2.13)
As an Order 6 = Order 2 x Order 3, basis boundary vector, (8.2.13) satisfies (??,??).
2I6 = I3 is then a massless gauge sector, as is 4I6 = −I3. Note also that 3I6 is the
gravitino sector S. Hence S need not, and cannot, be a separate basis vector.
1 In this note we we do not discuss the gauge group of the left-moving sector, since it belongs
to the N = 4 gravity multiplet and disappears for N < 2.
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The GSO projections of 1 and I6 on I3 and −I3 yield massless gauge states
from two sets of charges. Charges in the first set have the form
±(2
3 i1
, 2
3 i2
, 2
3 i3
, 1
3 i4
, 1
3 i5
, 1
3 i6
, 1
3 i7
, 1
3 i8
, 1
3 i9
), (8.2.14)
with all subscripts different and each denoting one of the first 9 complex fermions.
States in I3 and −I3 vary by their overall charge sign and form the 84 and 84 reps
of SU(9), respectively Thus, together the sectors 0, I3, and −I3 contain the 80, 84
and 84 reps of SU(9), from which 248 = 80 + 84 + 84 emerges. Thus, here E8 is
obtained from its second maximal subgroup SU(9).
The second set of charges are of the form,
±(1
3
, 1
3
, 1
3
, 1
3
, 1
3
, 1
3
, 1
3
, 1
3
, 1
3
,±1r) (8.2.15)
with 1r denoting a unit charge of one of the 13 complex fermions generating the
SO(26) Cartan subalgebra. Hence, the charges in this set are orthogonal to E8,
but have non-zero dot products with U(1) =
∑9
i=1 U(1)i charged states, and unit
dot products with the SO(26) generators. Thus, this second set of states enhance
SO(26) to SO(28). The complete gauge group is thus E8 ⊗ SO(28). Since the
gravitino sector is a multiple of I6, the model has inherent N = 4 SUSY.
The whole process can be followed again with the addition of another basis
boundary vector I6H isomorphic with I6, but that has no non-zero right-moving
charges in common with I6:
I6H = [(1)0, (1, 0, 0)6||(0)18, (2
3
)18, (0)8]. (8.2.16)
I6H will produce a second E8 from a parallel SU(9) embedding. The SO(8) of
the untwisted sector would be enhanced by both of the U(1)’s associated with the
two SU(9)’s to SO(12), giving a standard E8 ⊗ E8 ⊗ SO(12) model, but with an
SU(9)× SU(9) embedding for E8 ⊗ E8.
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Heterotic models have a SO(44) rotational redundancy in their charge expres-
sions (which we are taking into account in our statistical analysis). In terms of solely
the gauge sectors, our E8 embedding from SU(9) can be understood as a specific
SO(18) ∈ SO(44) rotation of the initial charge lattice. In the SO(16) basis, a set of
simple roots for E8 are
E1 = (+1,−1, 0, 0, 0, 0, 0, 0)
E2 = (0,+1,−1, 0, 0, 0, 0, 0)
E3 = (0, 0,+1,−1, 0, 0, 0, 0)
E4 = (0, 0, 0,+1,−1, 0, 0, 0)
E5 = (0, 0, 0, 0,+1,−1, 0, 0)
E6 = (0, 0, 0, 0, 0,+1,−1, 0)
E7 = (0, 0, 0, 0, 0,+1,+1, 0)
E8 = −(12 , 12 , 12 , 12 , 12 , 12 , 12 , 12), (8.2.17)
where we choose a positive chirality 128 spinor. For an SO(18) rotation we need 9
charge states, so we we will add an additional zero charge onto the E8 charges and
include an additional U(1) generator with defining charge
U9 = (0, 0, 0, 0, 0, 0, 0, 0, 1). (8.2.18)
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Alternately, a simple set of roots for the SU(9) basis is
E ′1 = (+1,−1, 0, 0, 0, 0, 0, 0, 0)
E ′2 = (0,+1,−1, 0, 0, 0, 0, 0, 0)
E ′3 = (0, 0,+1,−1, 0, 0, 0, 0, 0)
E ′4 = (0, 0, 0,+1,−1, 0, 0, 0, 0)
E ′5 = (0, 0, 0, 0,+1,−1, 0, 0, 0)
E ′6 = (0, 0, 0, 0, 0,+1,−1, 0, 0)
E ′7 = (0, 0, 0, 0, 0, 0,+1,−1, 0)
E ′8 = −(13 , 13 , 13 , 13 , 13 ,−23 ,−23 ,−23 , 13). (8.2.19)
In the SU(9 basis, there is also an additonal U(1) of the form
U ′9 = (
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
, ), (8.2.20)
The SO(16) embedding of E8 can be transformed into the SU(9) embedding of E8
via a Weyl rotation that yields
E ′7 =
1
2
(E7 − E6)− U9 (8.2.21)
E ′8 =
2
3
(E8 + U9) (8.2.22)
E ′9 =
2
3
(−E8 + 1
2
U9) (8.2.23)
It is interesting to note that this rotation between E8 embeddings of maximal sub-
groups can be related to partition function equivalence involving Theta-function
product identities (223).
8.2.3 Summary
In this section we have presented an alternative embedding for E8, involving
not its maximal subgroup SO(16), rather its alternate maximal subgroup SU(9).
Instead of the 248 (adjount) rep of E8 generated as 248 = 120 + 128 of SO(16),
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we constructed a D = 4 model in which it is generated as 248 = 80 + 84 + 84 of
SU(9). Interestingly, we found in this model that modular invariance requires the
basis boundary vector responsibble for the pair of massless gauge sectors that yields
the 84 + 84 reps to also produce the gravitino-producing sector. The model starts
out with N = 4 SUSY. Thus, this alternate E8 embedding cannot occur in a model
without either broken or unbroken SUSY (i.e., lacking a gaugino sector).
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Table 8.1: Standard Model Particles and Masses
Particle Mass (GeV) Normalized Mass
e− 0.000511 5.6−6
µ− 0.106 1.2−3
τ− 1.78 2.0−2
νe 1× 10−12 1.0−14
νµ 1× 10−12 1.0−14
ντ 1× 10−12 1.0−14
u 0.003 3.3−5
d 0.006 6.6−5
c 1.3 1.4−2
s 0.1 1.1−2
t 175 1.9
b 4.3 4.7−2
Higgs ≈ 150 1.64
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