Measuring valley polarization in two-dimensional materials with
  second-harmonic spectroscopy by Ho, Yi Wei et al.
§Corresponding authors: vpereira@nus.edu.sg, phyvjc@nus.edu.sg. 1 
Measuring valley polarization in two-dimensional materials with 
second-harmonic spectroscopy 
Ho Yi Wei1,2,3, Henrique G. Rosa2, Ivan Verzhbitskiy2,3, Manuel J. L. F. Rodrigues2,4, Takashi Taniguchi5, Kenji Watanabe5, Goki 
Eda2,3,6, Vitor M. Pereira2,3, §, José C. Viana-Gomes2,3,4,§ 
1NUS Graduate School for Integrative Sciences and Engineering, 21 Lower Kent Ridge, Singapore 119077. 
2Centre for Advanced 2D Materials and Graphene Research Centre, National University of Singapore,  
6 Science Drive 2, Singapore 117546. 
3Department of Physics, National University of Singapore, 2 Science Drive 3, Singapore 117551. 
4Center of Physics and Department of Physics, Universidade do Minho, 4710-057, Braga, Portugal. 
5National Institute for Materials Science, 1-1 Namiki, Tsukuba 305-0044, Japan. 
6Department of Chemistry, National University of Singapore, 3 Science Drive 3, Singapore 117543. 
 
A population imbalance at different valleys of an electronic system lowers its effective rotational symmetry. We introduce a 
technique to measure such imbalance — a valley polarization — that exploits the unique fingerprints of this symmetry reduc-
tion in the polarization-dependent second-harmonic generation (SHG). We present the principle and detection scheme in the 
context of hexagonal two-dimensional crystals, which include graphene-based systems and the family of transition metal 
dichalcogenides, and provide a direct experimental demonstration using a 2H-MoSe2 monolayer at room temperature. We de-
liberately use the simplest possible setup, where a single pulsed laser beam simultaneously controls the valley imbalance and 
tracks the SHG process. We further developed a model of the transient population dynamics which analytically describes the 
valley-induced SHG rotation in very good agreement with the experiment. In addition to providing the first experimental 
demonstration of the effect, this work establishes a conceptually simple, compact and transferable way of measuring instanta-
neous valley polarization, with direct applicability in the nascent field of valleytronics. 
 
In semiconductors, “valleys” refer to local extrema of the 
electronic band structure in momentum space, i.e. local maxima 
(minima) of the valence (conduction) band. Valleytronics aims 
to manipulate the population of charge carriers in each valley, 
which requires driving a population imbalance between non-
equivalent valleys. The ability to induce, sustain, and control a 
such a “valley polarization” (VP) endows electrons with a new 
(valley) degree-of-freedom to encode information1–3, beyond its 
charge and spin. 
Systems based on graphene or transition metal dichalcogen-
ides (TMDs) are forefront platforms to explore the promise of 
valleytronics4. Their unique electronic structure features an 
underlying Diracness associated with two non-equivalent 
valleys (±𝐾) enabled by the hexagonal crystal structure5, each 
valley carrying a finite Berry curvature4,6. This is compounded 
with their facile electrostatic (gate) tunability7, strong and rich 
interaction with light8, and the versatility offered by combining 
different monolayers in complex heterostructures9. Such features 
enabled the recent observation of valley Hall effect10,11, or the 
optical excitation and quantum manipulation12 of VP in this 
class of systems. Structures lacking inversion symmetry (e.g. 
monolayer TMDs or biased graphene multilayers), in particular, 
display an optical selection rule that allows remote control over 
the electronic population in each valley by shining either left 
(𝜎+) or right (𝜎−) circularly polarized light onto the sample9,13. 
 Crucial to support the development of valleytronics is the 
ability to detect and quantify the degree of VP on a sample with 
spatial resolution, instantaneously, and by non-invasive and 
expedite means. Up to now, this has been approached using 
polarization-resolved photoluminescence (PL)14–17 and the 
magneto-optic Kerr effect18–20/circular dichroism21,22. However, 
VP detection by PL requires the material to have a band gap and 
the readout is convoluted with the excited state lifetime19,23. On 
the other hand, for the Kerr effect to arise, the material needs to 
have a strong spin-orbit coupling so that a VP correlates with 
circular dichroism11,19–22,24,25. Most significantly, both shortcom-
ings impede their use in monolayer graphene, which has neither 
a gap nor a practically relevant spin-orbit coupling5. 
Recent theoretical work proposed second-harmonic genera-
tion (SHG) to probe VP and valley-polarized currents in 
graphene and TMDs26–30. Governed by the second-order 
nonlinear susceptibility tensor 𝜒(2) , SHG is a robust intrinsic 
feature of monolayer TMDs31–34, but is absent in centrosymmet-
ric crystals such as graphene or even-layered TMDs of the 2H 
polytype. In contrast, non-centrosymmetric crystals have finite 
𝜒(2) components imposed by their point group symmetry. The 
point group of monolayer 2H-TMDs at equilibrium is D3h, 
which implies that the non-zero components of the intrinsic 𝜒(2) 
are all related to a single quadratic susceptibility parameter35,36: 
𝜒int ≡ 𝜒222
(2) = −𝜒211
(2) = −𝜒121
(2) = −𝜒112
(2)
, where the Cartesian 
direction 2 is parallel to the crystal’s vertical mirror symmetry. 
An out-of-equilibrium VP lowers this symmetry and gives rise 
to additional non-zero components28,30, namely 𝜒vp ≡ 𝜒111
(2) =
−𝜒122
(2) = −𝜒212
(2) = −𝜒221
(2) ,  where  𝜒111
(2) ≠ 𝜒222
(2)
. Consequently, 
the polarization-resolved SHG undergoes detectable changes 
according to the amount of VP induced28,30. For example, VP 
can be manifested by a chemical potential difference, Δ𝜇 , 
between the valleys, and it can be shown that, to lowest order, 
the magnitude of 𝜒vp increases linearly with Δ𝜇 
26,28,30,37. More 
generally, defining the degree of VP as Δ𝑁 ≡ 𝑁+ − 𝑁− where 
𝑁±  is the population at each of the ±𝐾  valleys, one expects 
𝜒vp ∝ Δ𝑁  for a two-dimensional (constant density of states) 
system, whereas 𝜒int is independent of Δ𝑁.  
The contributions 𝜒int  and 𝜒vp  to the SHG may be distin-
guished by polarization spectroscopy because their respective 
nonlinear polarizations, 𝑷(2), point along orthogonal directions. 
Therefore, if the system has an intrinsic 𝜒(2), the emergence of 
VP is manifested by a rotation of the polarization-dependent 
SHG signal. More interestingly, in the case of graphene and 
other centrosymmetric crystals where 𝜒int = 0, gauging VP with 
SHG is even simpler, because the nonlinear effect can only arise 
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from 𝜒vp: observation of SHG in such cases constitutes a direct 
detection of VP.  
In this context, we report here the first experimental demon-
stration of SHG as an effective tool to probe VP at room 
temperature. In a home-built multiphoton microscope, a 
monolayer of molybdenum diselenide (2H-MoSe2) is illuminat-
ed by a single laser beam that, if prepared with elliptical 
polarization (EP), can simultaneously induce VP and pump the 
SHG process. By continuously varying the beam’s polarization 
state from linear to circular, we control the build-up of a valley 
imbalance which, correspondingly, causes the appearance and 
progressive development of a non-zero 𝜒vp contribution to 𝜒
(2). 
This non-equilibrium component combines with the intrinsic 
second-order response and produces a well-defined rotation of 
the polarization-resolved SHG pattern34,38,39. The rotation 
directly yields the magnitude of 𝜒vp. As the same laser beam is 
used to both pump and probe (via SHG) the valley imbalance, 
this technique makes use of a simple setup that bypasses the 
need of superimposing two separate beams either in time or 
space. It may thus be used to implement very compact, fast and 
robust protocols to track the valley degree of freedom.  
Linearly polarized SHG – To best appreciate the nature of 
the effect and the underlying principle of operation, consider 
first the case where a valley-polarized MoSe2 crystal is excited 
with linearly polarized light. With the electric field vector on the 
crystal plane, the nonlinear polarization vector is given by28,30 
[
𝑃ZZ
(2)
𝑃AC
(2)
] ∝ [
𝜒vp −𝜒vp −𝜒int
−𝜒int 𝜒int −𝜒vp
] [
𝐸ZZ
2
𝐸AC
2
2𝐸ZZ𝐸AC
], (1) 
where 𝐸𝑍𝑍  and 𝐸𝐴𝐶  are the components of the incoming field 
along the zig-zag (ZZ) and armchair (AC) directions, respective-
ly. The existence of a non-equilibrium VP is reflected in the 
presence of the 𝜒vp  terms that are otherwise absent in the 
intrinsic 𝜒(2)  tensor at equilibrium. A simple inspection of 
Equation (1) shows that the intensity of the SHG signal is 
independent of the incoming polarization angle, 𝛽 , measured 
with respect to the AC direction. However, if the SHG signal is 
analyzed with a polarizer aligned in the same direction 𝛽 as the 
pump field, the intensity becomes 𝑆(𝛽) ∝ |𝜒int cos 3𝛽 −
𝜒vp sin 3𝛽|
2
, which explicitly depends on both the intrinsic and 
VP-induced contributions to 𝜒(2) . One easily sees that the 
pattern described by 𝑆(𝛽) in a polar representation as a function 
of 𝛽 corresponds to a scaling and rotation of the six-fold pattern 
we obtain with 𝜒vp = 0 (see Figure 1a). The rotation angle is 
Δ′ ≈ [𝜒vp/(3𝜒int)] cos 𝜙, where 𝜙 is the relative phase between 
the complex 𝜒int and 𝜒vp (near a resonance, which is our case of 
interest, their phases are expected to be similar; thus 𝜙 ≈ 0 and 
we consider {𝜒vp, 𝜒int} ∈ ℝ henceforth). 
The readout method just discussed is illustrated in Fig-
ure 1a; it provides an intuitive way of measuring VP by tracking 
the rotation angle Δ′. The signal is characterized by a six-petal 
pattern and, other than the rotation and scaling induced by a 
finite VP, is analogous to the most commonly used SHG 
technique to find the lattice orientation of these crystals.31,34,40,41; 
but, with a finite VP, the amount of rotation undergone by the 
flower-shaped pattern is directly related to the degree of VP. A 
simple variation of this protocol increases the rotation (hence the 
sensitivity) by a factor of three: Holding the incoming linear 
polarization along a fixed direction and rotating the analyzer by 
the relative angle 𝛽 , the recorded SHG signal reads 𝑆(𝛽) ∝
|𝜒int cos 𝛽 − 𝜒vp sin 𝛽|
2
. This yields a two-fold pattern as a 
function of 𝛽 (cf. Figure 2b) which rotates by the angle 
Δ = tan−1 (
𝜒vp
𝜒int
) ≈
𝜒vp
𝜒int
 (2) 
with respect to its position in the absence of VP (the last result is 
valid if |𝜒vp| ≪ |𝜒int|). 
We thus see that the presence of a VP can be optically de-
tected and quantified in a rather simple SHG setup. By allowing 
that in a non-invasive and remote way, this approach can have 
many applications to directly monitor the valley degree of 
freedom in a number of valleytronics applications. While the 
previous discussion assumes that a VP has been established in 
the system by independent external means, we now show that 
the same simple setup can be used to probe the VP response of a 
crystal in equilibrium. 
Simultaneous pumping and probing VP – As we wish to 
demonstrate the rotation effect described above in a standalone 
crystal in equilibrium, we need a controllable way of inducing a 
population imbalance in the two valleys ±𝐾 . This can be 
achieved by preparing the incoming beam in a state of elliptical 
polarization (EP), which we characterize by the helicity angle : 
sin 2𝛾 = (𝐼+ − 𝐼−)/(𝐼+ + 𝐼−), where 𝐼± are the intensities of the 
two circular components in the beam. In a generic state with 
helicity 0 < |𝛾| < 45° the two intensities 𝐼± are different; since 
in MoSe2 the 𝜎+  ( 𝜎− ) photons are selectively absorbed by 
particle-hole excitations only at the +𝐾  (−𝐾 ) valley14–17, EP 
light naturally induces different exciton populations at each 
valley by an amount that is controlled by the value of 𝛾. At the 
same time, as long as 𝛾 ≠ ±45°, an EP beam still drives SHG 
with the symmetries discussed above and, therefore, the rotation 
of the nonlinear signal can be tracked to monitor the VP in the 
system. This allows one to simultaneously pump a VP on MoSe2 
and measure the magnitude of that VP, with the same laser 
beam. 
A pulsed laser beam (Toptica FemtoFiber pro NIR, 𝜆 =
780 nm, ℏ𝜔 = 1.59 eV, 𝜏 = 200 fs full-width at half-maximum 
pulse duration, 80 MHz repetition rate) was directed at a MoSe2 
monolayer according to the optical setup illustrated in Figure 1b. 
The photon energy is quasi-resonant with the lowest-lying 
exciton state (~ 19 meV above the PL peak at 𝐸𝐴 = 1.571eV, 
see Figure S1c in the Supplementary Information). The mono-
layer was obtained by mechanical exfoliation from a 2H-MoSe2 
single-crystal, transferred to a fused silica substrate and 
 
FIGURE 1: a) Illustration of the combined effect of intrinsic and VP-
induced 𝜒(2)  components on the total SHG pattern after the linear 
analyzer. A finite VP translates in a rotation (Δ′) of the SHG pattern 
relative to that of the crystal at equilibrium. b) Experimental setup used 
to pump a MoSe2 monolayer with an elliptically polarized pulsed laser 
beam (DM: dichroic mirror, PM: power meter, SPEC: spectrometer). 
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encapsulated by 20 nm of hexagonal boron nitride to minimize 
environmental degradation. In addition to SHG spectroscopy, 
the single-layer character was validated by the Raman and PL 
spectroscopies (Supplementary Section 1). All our optical 
measurements were performed under ambient conditions at 
room temperature. The incoming polarization was manipulated 
by a set of polarizers and waveplates. The semi-major axis of 
the polarization ellipse is oriented along 𝛼  (see Figure 2a), 
which is kept constant and aligned to the AC direction of the 
sample, while 𝛾 is varied from −30° to +30°. For each 𝛾, the 
analyzer is rotated 360°  to analyze the SHG signal before 
reaching a spectrometer. At the sample, the pump laser had an 
average power of few mW, focused by a 100 objective down to 
spot diameter of 1 µm. 
A set of data for different values of 𝛾 is shown in the polar 
plots of Figure 2b. As expected for linearly polarized light (𝛾 =
0 ), the analyzed SHG signal displays the pattern 𝑆(𝛽) ∝
|𝜒int|
2cos2(𝛽) . A finite 𝛾  introduces two effects, which are 
evident in this figure: the minimum of the SHG signal is no 
longer at zero, and the two-fold pattern undergoes a finite 
rotation that becomes more pronounced with increasing 𝛾 . 
While the first effect is a simple consequence of exciting the 
SHG with EP light28,30, the rotation is a fingerprint of VP due to 
the different rate at which 𝜎+ and 𝜎− photons are absorbed by 
the sample. Equation (2) shows that the amount of rotation Δ 
relative to the pattern for 𝛾 = 0 provides direct access to the 
non-equilibrium contribution (𝜒vp) to 𝜒
(2) . The magnitude of 
𝜒vp, in turn, provides a direct measure of the valley population 
imbalance.  
A summary of the SHG rotation as a function of 𝛾 is shown 
in Figure 2c. At small 𝛾, while the incoming polarization is still 
approximately linear, the population imbalance is small because 
𝐼+ − 𝐼− ≪ 𝐼+ + 𝐼−. Since, as pointed out earlier, in this regime 
𝜒vp ∝ Δ𝑁, one expects to see 𝜒vp ∝ 𝐼+ − 𝐼− ∝ sin 2𝛾 ≈ 2𝛾 and, 
according to Equation (2), one anticipates Δ ∝ 𝛾 . The data 
reflects precisely this behavior and, as a result, confirms the 
predicted linear relation 𝜒vp ∝ Δ𝑁 at moderate valley pumping. 
To understand the full response curve at high 𝛾 in this single-
beam setup we must consider the transient processes and partial 
saturation that takes place within each laser pulse, which we 
address below. Note that the error bars in Figure 2c grow with 
increasing 𝛾  because the SHG pattern becomes progressively 
more isotropic (cf. Figure 2b), which increases the error in the 
numerical fitting (Supplementary Section 2) that is required to 
extract Δ. 
Overall, these data establish two things: (i) that SHG is in-
deed an effective means of characterizing the degree of VP in 
the system, and (ii) that a single-beam setup can be used, not 
only to probe, but also to simultaneously drive VP in a crystal 
from equilibrium. The latter aspect allows, for example, to 
characterize materials according to the valley population 
imbalance, Δ𝑁 , that is produced by a given helicity 𝛾 ; this 
response defines a material’s “valley susceptibility”, 𝑘𝑣 , 
according to Δ𝑁 = 𝑘𝑣 𝛾. 
Transient and effective response – Resolving the SHG 
pattern rotation with sufficient signal-to-noise ratio requires 
high irradiance, while, on the other hand, to efficiently pump VP 
(which is a linear optical absorption process), the absorption 
must not be saturated. As our experiment uses the same source 
to drive those two (1st and 2nd order) processes, it would seem to 
require a delicate compromise. The situation is facilitated by the 
use of an ultrafast pulsed laser beam (for which the recorded 
SHG signal is integrated over many pulses), and the fact that 
valley populations undergo complex transients within each 
pulse’s duration (𝜏)  due to various decay pathways on time-
scales comparable with 𝜏 42. To better understand these dynam-
ics and how it defines the total SHG signal, we developed a 
model that considers the temporal evolution of the valley 
imbalance within one pulse and allows us to describe the SHG 
rotation in terms of the helicity 𝛾 at arbitrary power. 
The quasi-resonance of the incoming photons with the A 
exciton, combined with the large exciton binding energy43, 
justifies modeling the key processes with a pair of two-level 
systems {|0〉, |±〉} , where |0〉  represents the ground state on 
either valley, and |±〉 an A exciton belonging to the ±𝐾 valley. 
We consider the population rate equations, 
d𝑁±
d𝑡
= −(𝛤 + 𝛤nr)𝑁± −
𝜎(𝜔)
𝑛 ℏ𝜔
𝐼±(𝑁± − 𝑁0,±)
−𝐴𝑁±
2 ± 𝛤𝑣(𝑁∓ − 𝑁±),
 (3) 
where 𝑁𝑖 represents the population in state |𝑖〉, 𝛤(nr) is the (non) 
radiative recombination rate, 𝐴𝑁± the exciton-exciton annihila-
tion rate44, 𝛤𝑣  the intervalley recombination rate, 𝐼±  is the 
intensity of each circular component of the incoming light, 𝜎(𝜔) 
is the MoSe2 absorption cross-section, 𝑛 its refractive index, ℏ𝜔 
the photon energy, and 𝑁± + 𝑁0,± = 𝑁𝑇  is the total density of 
available particle-hole excitations, which is an intrinsic property 
of MoSe2 (details in Supplementary Section 5) The laser pulse is 
modeled as 𝐼(𝑡) = 𝐼0𝑓(𝑡) , where 𝑓(𝑡)  is a Gaussian function 
characterized by the experimental width, 𝜏 . The last term in 
Equation (3) describes intervalley exciton transitions which, in 
the specific case of MoSe2, are known to contribute negligibly to 
the total exciton linewidth ( 𝛤𝑣 ≪ 𝛤 + 𝛤nr ), even at room 
temperature42. Moreover, in our experiment the photon detuning 
is only ℎ𝜈 − 𝐸𝐴 ≃ 19  meV, below the 38 meV necessary to 
activate phonon-assisted intervalley relaxation17. Therefore, we 
set 𝛤𝑣 = 0 (justified within the 200 fs width of the laser pulse) 
and solved the two Equations (3) with the following parameters 
applicable to MoSe242,44,45: 𝛤 =  3.3 ps-1, 𝛤nr =  26.1 ps
-1, 𝐴 =
 
FIGURE 2: a) Parameters 𝛼 and 𝛾 that define the elliptical polarization 
state of the incoming light beam, and the orientation of the semi-major 
axis relative to the crystal lattice. b) Representative measurements of 
the (normalized) SHG signal as a function of analyzer angle (the polar 
angle of the plot) for different helicities 𝛾. Solid lines are the best fit to 
the experimental points. The dashed straight lines highlight the 
progressive rotation of the twofold pattern with increasing 𝛾. c) The 
rotation Δ of the SHG pattern as a function of helicity. In (b) and (c) the 
peak irradiance at the sample was 2.1 GW cm-2. 
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0.33  cm2 s-1, 𝜎(𝜔) = 𝑁𝑇
−1(1 − ln 0.06)  where 0.06 is the 
absorption coefficient at 780 nm, and 𝑁𝑇  = 2.110
12 cm-2 
(estimated from the laser linewidth and the electronic density of 
states; see Supplementary Section 5.1). 
Figure 3a shows the computed transient populations for 
different helicities 𝛾  of the incoming photons, as well as the 
imbalance Δ𝑁(𝑡) ≡ 𝑁+(𝑡) − 𝑁−(𝑡)  (details in Supplementary 
Section 5.2). [Note that setting 𝛤𝑣 = 0 decouples the valleys and 
Δ𝑁(𝑡) is controlled only by 𝐼+(𝑡) − 𝐼−(𝑡), which are also shown 
in the figure.] Even though these results were obtained with a 
peak pulse intensity (𝐼0) higher than the CW saturation (𝐼sat) by 
the factor of 𝐼0/𝐼sat ∼ 10 (see Supplementary Figure S10) no 
saturation of the transient populations occurs since 𝑁±(𝑡) <
𝑁𝑇/2 ) at all times. With increasing helicity a finite Δ𝑁(𝑡) 
obtains throughout the whole pulse (red trace in panels II and 
III, Figure 3a). Its double-peak structure with a dip at the center 
arises because, with increasing 𝛾, one of the populations (𝑁+) 
approaches the saturation limit (𝑁± = 𝑁𝑇/2) before the pulse 
reaches peak intensity; on that nonlinear regime, 𝑁+ increases at 
a slower rate than 𝑁−, which results in the central dip in Δ𝑁(𝑡). 
The key observation is that Δ𝑁(𝑡) remains finite throughout the 
entire pulse, even for the large irradiances required for SHG (see 
Figure S6c in SI). It is thus appropriate to introduce a pulse-
averaged population imbalance, 
Δ𝑁eff ≡
∫ Δ𝑁(𝑡)𝑓2(𝑡)𝑑𝑡
∞
−∞
∫ 𝑓2(𝑡)𝑑𝑡
∞
−∞
, (4) 
which defines the effective population imbalance that deter-
mines the amount of rotation in the SHG as recorded at the 
detector. In addition to deriving the above result, in Supplemen-
tary Section 5.2 we show that Δ𝑁eff depends on the beam power 
and helicity according to 
Δ𝑁eff
𝑁𝑇
=
𝑏𝐼0/𝐼𝑚 sin 2𝛾
(𝑏𝐼0/𝐼𝑚 + 1)2 − (𝑏𝐼0/𝐼𝑚 sin 2𝛾)2
 (5) 
where 𝐼𝑚 = 𝑛ℏ𝜔(𝛤 + 𝛤nr)/𝜎(𝜔)  = 7.6 MW cm
-2 and 𝑏 = 
0.0122. With 𝑏 = 1, this expression reduces to the steady state 
solution of Equations (3) (Supplementary Section 5.1). Despite 
the rich transient seen in Figure 3a, Equation (5) shows that the 
dependence of the valley imbalance with laser power and 
helicity can still be captured by the steady state functional 
dependence, but with a rescaled peak power: 𝐼0 → 𝑏𝐼0 (note that 
𝑏  is a parameter independent of 𝐼0  and 𝛾 ; see Supplementary 
Section 5.2).  
Expression (5) is plotted in Figure 3b and is seen to repro-
duce the experimental trend of Figure 2c. To make this more 
explicit and quantitative we recall that, since 𝜒vp ∝ Δ𝑁eff, we 
can write 𝜒vp/𝜒int = 𝜅 Δ𝑁eff/𝑁𝑇  and combine Equations (2) 
and (5) to obtain the variation of Δ with 𝛾 (the constant 𝜅 can in 
principle be determined from a microscopic model of the optical 
response). Figure 4 shows the outcome of applying this proce-
dure to fit the experimental rotation Δ(𝛾)  at different laser 
power, with the constant 𝜅 as fitting parameter. We can see that 
this description captures the experimental behavior very well in 
Figure 4. The fit in Figure 4 yields 𝜅 = 0.47 ± 0.02. This value 
means that if, for example, one induces a VP in the system of 
Δ𝑁eff/𝑁𝑇 = 10% , the valley-induced contribution to 𝜒
(2)  is 
expected to be 𝜒vp/𝜒int ≈ 4.7%. 
Discussion and conclusions – Since SHG requires large 
irradiances (𝐼0), one could think that the observation of SHG 
rotation might be incompatible with efficient valley pumping 
and, thus, with a single-beam setup (for example, if 𝐼0 is so large 
that absorption is saturated, the valley imbalance disappears). 
On the other hand, the results above show that a pulsed source 
allows a comfortable range of intensities where that compromise 
can be fulfilled. This is due to the ultrafast transient of the laser 
pulse and valley populations, which pushes the onset of 
saturation to values of 𝐼0  much above 𝐼sat  under CW 
conditions45 (see Supplementary Figure S10). We elaborate this 
in detail in Supplementary Section 5.2 and Supplementary 
Figures S7 to S9. We show, in particular, the existence of an 
optimal intensity, 𝐼opt, which provides the highest effective VP 
(highest Δ𝑁eff) at a given temperature (𝐼opt ∼ 1.3 GW cm
-2 at 
300 K, Supplementary Figure S9). In terms of the plots shown 
in Figure 3, the value of 𝐼opt  corresponds to the threshold 
beyond which the central dip appears in the traces of Δ𝑁(𝑡); 
increasing 𝐼0 past 𝐼opt brings the magnitude of Δ𝑁eff down as the 
dip intensifies. For this reason, the experimental intensities were 
chosen near the predicted 𝐼opt  for our material parameters (cf. 
Figure 4). Also important is, of course, the strong coupling of 
light to MoSe2 (and 2D materials in general), which ensures a 
detectable nonlinear signal well before the onset of saturation. 
It is important to stress, however, that this compromise is 
specific to using the same laser source for both optical process-
es, which is an extreme application of the principle of using 
SHG to quantify VP — this work establishes its applicability to 
such an extreme setting as well. In practice, no such constraint 
exists in all other scenarios where VP arises by other means 
(valley Hall effect, valley-polarized carrier injection, pumping 
from another laser, etc.): In such cases, we need only to track the 
SHG pattern; moreover, that can be done entirely with linearly 
polarized light, according to the much simpler protocol de-
scribed earlier under “Linearly polarized SHG”. 
 
FIGURE 3: a) Computed exciton populations at the +𝐾  (𝑁+ , solid 
orange curve) and −𝐾 (𝑁−, dashed orange curve) valleys for 𝐼0 = 2.8 
GW cm-2 and 𝛾 = 0° (I), 15° (II), and 30° (III). 𝐼+  (solid blue curve) 
and 𝐼− (dashed blue curve) are the 𝜎
+ and 𝜎− intensity components of 
the laser pulse, respectively. The instantaneous population imbalance 
Δ𝑁(𝑡)  is plotted in red while Δ𝑁eff(𝑡) ≡ Δ𝑁(𝑡)𝑓
2(𝑡)  is shown in 
green. b) Pulse-averaged population imbalance obtained with Equation 
(4) as a function of 𝛾, and for a range of intensities covering those used 
in the experiments. It is an odd function of 𝛾. 
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One final remark relates to the Mott transition between the 
“exciton gas” and “electron-hole liquid” phases46, which occurs 
when the density of particle-hole pairs exceeds ∼ 1/𝑎𝑋
2  (𝑎𝑋  is 
the exciton radius), and which has been recently established 
theoretically and experimentally across the family of 2H 
TMDs47–52. At room temperature, the Mott transition is predict-
ed47–49 to occur at ∼ 1013 cm−2  in MoS2, possibly higher in 
MoSe2 on account of its larger binding energy43 and consistent 
with recent measurements in MoSe2/WSe2 heterobilayers53. 
Although the peak power ~1–3 GW/cm2 used in our experiment 
promotes high exciton densities, we seem to remain below the 
transition to the liquid phase given the agreement in Figure 4 
between the observed and predicted behavior of the SHG 
rotation. (This is possibly aided by the small, but not insignifi-
cant, detuning from the excitonic resonance: ℎ𝜈 − 𝐸𝐴 = 19 meV 
while the pulse HWHM is ≈ 10 meV) At any rate, we stress that 
the fingerprint of nonzero VP in the SHG should remain even 
above the Mott threshold, simply because a valley imbalance 
always breaks the crystal’s mirror symmetry, thereby inducing a 
finite 𝜒vp, irrespective of the nature of the excited populations. 
In fact, under asymmetric valley population, we expect corre-
spondingly asymmetric redshifts of the exciton levels and 
bandgap near the Mott transition47,48; this should greatly reduce 
intervalley relaxation for lack of phase space, thus sustaining VP 
for longer times and/or larger laser detuning.  
In conclusion, we demonstrated that SHG spectroscopy can 
be a powerful tool for valleytronics, allowing to track and 
quantify the degree of VP. A single-beam SHG measurement 
allows simple protocols for remote characterization, including 
the ability to spatially map/scan non-uniform valley accumula-
tion or diffusion, by analogy with the use of Kerr rotation 
spectroscopy in spintronics24. It could be especially suited to 
characterize the transport of valley currents in graphene, where 
recent experiments demonstrate the ability to inject spin-valley-
polarized currents from adjacent TMDs at room temperature54,55. 
Moreover, as a parametric process, SHG is sensitive to the 
instantaneous degree of VP which, given the fast valley 
relaxation processes12, is an important advantage for operation at 
room temperature and/or photon energies with large detuning 
from the exciton levels, where other techniques such as PL stand 
at disadvantage19.  
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1 Sample fabrication and characterization 
The sample used in this work is a mechanically exfoliated monolayer molybdenum disulfide 
(MoSe2) flake transferred onto a fused silica substrate. In order to insulate the MoSe2 sample 
from the environment, it was covered with a 20 nm thick flake of hexagonal-boron-nitride (hBN). 
Basic characterizations of the sample, such as optical microscopy, Raman spectroscopy and pho-
toluminescence spectroscopy, are shown in Figure S1. 
 
 
Figure S1: MoSe2 flake characterization: a) Optical microscopy image (scale bar = 25 µm), b) Raman spec-
trum and c) photoluminescence spectrum (PL emission peak = 1.571 eV, FWHM = 40 meV). 
 
From Figure S1c, it is possible to observe that the photon energy in the experiment, Ephoton = 
1.590 eV, is slightly higher (19 meV) than the optical bandgap energy, shown by the PL emission 
peak at 1.571 eV. 
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2 Detailed data analysis 
To obtain the actual helicity of the incoming light beam 𝛾, the pump data are globally fitted to 
𝐼୮୳୫୮ =
𝐼଴
2
[1 + cos(2(𝛼଴ − 𝛽)) cos(2𝛾)] 
with 𝐼଴ and 𝛼଴ being the global variables. Here, 𝐼଴ is a normalizing factor for the intensities. 
Meanwhile, the SHG data (e.g. Figure 2b in main text) are fitted to 
𝐼ୗୌ = 𝐼଴[cosଶ(𝛽 − 𝛽୫ୟ୶) + 𝑅 sinଶ(𝛽 − 𝛽୫ୟ୶)] 
where 𝑅 = minimum intensity
maximum intensity
. Next, from our model (described below or in the main text) with the 
assumption of no VP, we can infer 𝛽୫ୟ୶(𝜒୴୮ = 0) = 0. Therefore, a shift in SHG maximum an-
gle Δ = 𝛽୫ୟ୶൫𝜒୴୮ ≠ 0൯ − 𝛽୫ୟ୶(𝜒୴୮ = 0) ≠ 0 indicates the presence of VP. 
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3 Conventional polarized second-harmonic generation 
In order to identify the armchair (AC) directions of the MoSe2 sample crystal, we performed 
conventional linear polarization resolved SHG measurements. In this case, the sample is placed 
between two parallel linear polarizers and the SHG power is measured as the polarizers are joint-
ly rotated with respect to the sample. The AC directions correspond to the maxima of the result-
ing six-fold pattern. 
As described in the main text, the data presented therein for the rotation of the SHG pattern 
was collected using a protocol (Protocol I) where the polarization state of the incoming laser 
beam is held fixed, and the linear analyzer is rotated by 360°. In this case the rotation is given by 
the angle Δ of Eq. (2) in the main text. 
In addition, we have measured the SHG rotation using a second protocol (Protocol II), where 
the laser beam is linearly polarized at angle 𝜃ଵ before reaching the quarter-wave plate (QWP, 
which sets the helicity 𝛾 of the beam that reaches the sample), giving EP for the pump beam with 
𝛼 = 𝜃ଵ + 𝛾 (see Figure 2a in the main text). The emitted SH signal is analyzed with a linear po-
larizer (P2), at angle 𝜃ଶ, such that 𝛼 = 𝜃ଶ. In this protocol, the rotation of the SHG pattern is giv-
en by the angle Δᇱ described in the main text under "Linearly polarized SHG".  
Figure S2 shows that we obtain the same trend with increasing 𝛾. Importantly, Figure S2b 
shows that the measured values of Δ (obtained from Protocol I) are approximately 3 times those 
of Δᇱ (Protocol II), which is precisely what we anticipate from the discussion preceding Eq. (2) in 
Figure S2: Conventional pSHG scheme. a) 6-fold symmetry of pSHG of MoSe2 for 𝛾 in the range of 0 to 
30°. Grey line as a guide for the eye for the minimum SHG angle across 𝛾. b) Maximum SHG angle offset 
compared to 𝛾 = 0 against 𝛾 for both 𝜎ା (circles) and 𝜎ି (disks) pump excitation. We use Δ′ for the 
SHG pattern rotation angle obtained with Protocol II to distinguish it from Δ = 3Δ′ used in the main text
(Protocol I). 
 6 
 
the main text.  
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4 Nonlinear optical susceptibilities 
The 𝜒୧୬୲ and 𝜒୴୮ are the intrinsic and valley polarization second-order susceptibilities, de-
fined as: 
𝜒୧୬୲ ≡ 𝜒ଵଵଵ = −𝜒ଵଶଶ = −𝜒ଶଵଶ = −𝜒ଶଶଵ 
𝜒୴୮ ≡ 𝜒ଶଶଶ = −𝜒ଶଵଵ = −𝜒ଵଶଵ = −𝜒ଵଵଶ 
where the Cartesian directions 1 and 2 are along the crystal’s zig-zag and armchair directions, 
respectively. 
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5 SH offset angle model 
 
Figure S3: A pair of 2-level systems to model the transient population dynamics at the ±K valleys. 
To model the exciton population dynamics, we consider a pair of 2-level systems (Figure 
S3) with 2 degenerated excited states representing ±K valleys (𝑁ା and 𝑁ି) and their ground states 
(𝑁଴,ା and 𝑁଴,ି). Taking the recombination rates of the valleys to be the same (𝛤ା = 𝛤 = 𝛤) and 
a second-order term (𝐴𝑁±ଶ) to account for two-body annihilation, we can write the rate equations 
as  
d𝑁±
d𝑡
= −(𝛤 + 𝛤୬୰)𝑁± − 𝐴𝑁±ଶ − 𝐵
𝑆(𝜔)
𝑐
𝐼±൫𝑁ା − 𝑁଴,ା൯ + 𝛤௩(𝑁∓ − 𝑁±) (1) 
where 𝑁±, 𝑁଴,± and 𝑁் are the populations in the excited, ground states of ±K valley and total 
population in each valley, respectively. 𝛤୬୰ is the nonradiative decay rate. 𝐵, 𝑆(𝜔) and 𝑐 are the 
Einstein B coefficient, transition linewidth and speed of light in vacuum. Using the relationship 
between 𝛤 and 𝐵 
𝐵 = 𝛤
𝑐ଷ
8𝜋ℎ𝜈ଷ𝑛ଷ
 (2) 
where 𝑛 is the refractive index, and introducing the absorption cross section 𝜎(𝜔), 
𝜎(ω) = ൬
𝜆
𝑛
൰
ଶ 𝛤 𝑆(𝜔)
8𝜋
, 
(3) 
the rate equations can be rewritten in the form 
 d𝑁±
d𝑡
= −(𝛤 + 𝛤୬୰)𝑁± − 𝐴𝑁±ଶ − 𝐶 𝐼±(𝑁் − 2𝑁±) + 𝛤௩(𝑁∓ − 𝑁±) 
(4) 
where 𝐶 = ఙ(ఠ)
௡ ℏఠ
 together with 𝑁் = 𝑁± + 𝑁଴,± where 𝑁் is the total density of available elec-
tron-hole excitations given the parameters of the laser excitation, which is estimated from the 
density of state (𝐷) and laser linewidth (𝑁் = 𝐷 𝛿ℏ𝜔). Besides, the difference in intensities of 
N+
+K
N0,+
A, Γnr
Γv
Γ Γ
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𝜎ା and 𝜎ି (𝐼ା and 𝐼  respectively) can be expressed in terms of the degree of ellipticity, 𝛾 (see 
main text for definition) as ூశିூష 
ூశାூష
= ூశିூష
ூ
= sin (2𝛾), or 
𝐼± = 𝐼
1 ± sin 2𝛾
2
. (5) 
Solving these equations will provide the population imbalance (Δ𝑁 = 𝑁ା − 𝑁ି) in the steady 
state or transient limits, as shown in the next section.  
Next, to connect 𝜒୴୮ to Δ𝑁, we assume 
𝜒୴୮
𝜒୧୬୲
= 𝑘ఞఓΔ𝜇 (6) 
where 𝑘ఞఓ is a proportionality constant and Δ𝜇 is the Fermi level difference between the 
valleys [1,2]. To connect Δ𝑁 to Δ𝜇, we first integrate 𝑁 = ∫ 𝐷 𝑓(𝐸) 𝑑𝐸ஶ଴ , where 𝐷 =
௠∗
గℏమ
 and 
𝑓(𝐸) are the density of states of MoSe2 and Fermi-Dirac distribution, which gives 𝑁 =
𝐷𝑘஻𝑇 log(1 + 𝑒
ഋ
ೖ೅). The relationship is obtained from Δ𝜇 ≈ డఓ
డே
Δ𝑁, giving 
Δ𝜇 ≈
𝑘஻
𝐷
1
1 − 𝑒ି
ே
஽ ்
Δ𝑁 ≡ 𝑘ఓே(𝑇) Δ𝑁. (7) 
We noted that 𝑘ఓே increases slowly with temperature, giving us larger sensitivity at higher tem-
perature. Finally, by modelling our experimental setup and procedure described in the Experi-
mental Setup, the SHG signal as a function the analyze angle 𝛽, measured with respect to the ma-
jor axis of the incoming polarization ellipse is 
𝐼ௌுீ ∝ ቂsinଶ 2𝛾 ൫𝜒୧୬୲ sin 𝛽 + 𝜒୴୮ cos 𝛽൯
ଶ
+ ൫𝜒୧୬୲ cos 𝛽 − 𝜒୴୮ sin 𝛽൯
ଶ
ቃ 𝐼ଶ (8) 
where 𝜒୴୮ and 𝐼 will be functions of time in the transient description that we elaborate below. 
Also, according to the discussion in the main text, we consider 𝜒୧୬୲ and 𝜒୴୮ as real quantities. 
The rotation of the SHG pattern (the angle Δ) in the presence of VP is obtained from this result 
by solving ௗூೄಹಸ
ௗఉ
= 0 to give 
tan Δ =
 𝜒୴୮
𝜒୧୬୲
. (9) 
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5.1 Steady state solution 
Setting the time derivatives in the rate equations to zero, we can straightforwardly calculate 
the steady state populations in the presence of a constant irradiance at the sample 𝐼, 𝐴 = 0 and 
𝛤௩ = 0 (which is what we are using, explained below). We obtain 
Δ𝑁ௌௌ = 𝑁ା − 𝑁ି = 𝑁்
𝐶 𝐼 (𝛤 + 𝛤୬୰) sin(2𝛾)
(𝐶 𝐼 + 𝛤 + 𝛤୬୰)ଶ − [𝐶 𝐼 sin(2𝛾)]ଶ
 (10) 
with 𝐶 = ఙ(ఠ)
௡ ℏఠ
= ଵି୪୬ ௔
௡ ℏఠ ே೅
 where 𝑎 = 6% is the absorbance at low intensity [3]. To visualize the 
behavior of Δ𝑁ௌௌ as a function of 𝛾, setting intensities to be the average and peak intensities used 
in the experiment, the Δ𝑁ௌௌ are shown in Figure S4a and b, respectively. The other parameters are 
𝛤 = 1/0.3061 psିଵ, 𝛤୬୰ = 1/0.0383 psିଵ at room temperature [4], 𝑁் =
଴.ଶହ ௠೐
గℏ
𝛿𝜔୪ୟୱୣ୰ =
2.1 × 10ଵଶ cm-2 for laser linewidth of 𝛿𝜔୪ୟୱୣ୰ = 20 meV, 𝑛 = (2.24 + 1.45)/2 is the mean 
refractive index between hBN and SiO2 and ℏ𝜔 = 1.6 eV. Therefore, 𝐶 = 3.86 × 10ଷ cm J-1 in 
Equation (10) for 𝐼 and 𝛤(୬୰) in units of GW cm-2 and ps-1, respectively. 
In the regime of small 𝐼 (i.e. 𝐼 ≪ ௰ା௰౤౨
஼
≡ 𝐼௠ = 7.6 MW cm-2), Δ𝑁ௌௌ ≈ 𝑁்
஼ ூ
௰ା௰౤౨
sin 2𝛾 ∝
𝐼. In the other extreme, the large 𝐼 regime gives Δ𝑁ௌௌ ≈ 𝑁்
௰ା௰౤౨
஼ ூ
tan 2𝛾 sec 2𝛾 ∝ 𝐼ିଵ. 
 This steady state calculation fails to capture the trend of the experimental data presented 
in the main text: From Figure S4a, which is calculated using the mean intensity of the pulse laser, 
we can see that the steady state result predicts that the population imbalance should grow at a 
slower rate for large 𝛾; On the other hand, in Figure S4b, calculating with peak intensity gives a 
trend similar to the experimental data, but the calculation shows that the population imblance 
should increase with the incident intensity, which is not the case. 
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Figure S4: Behavior of the steady-state solution, Δ𝑁ௌௌ, as given in Equation (10). The parameter I has 
been set to the mean (a) and peak (b) intensities used in the experiment. 
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5.1.1  Steady state solution without exciton-exciton annihilation 
For reference, we solved the rate equation with no exciton-exciton annihilation term (𝐴 =
0) because of its simplicity, and also because the full transient behavior of the population imbal-
ance was found to be described by the same functional form of the steady state solution with 𝐴 =
0 (to be discussed in the following section, below). The overall behavior of Δ𝑁ௌௌ,஺ஷ଴ is the same 
as Δ𝑁ௌௌ but scaled by a negligible factor in the appropriate range, as illustrated in Figure S5. 
 
 
Figure S5: Δ𝑁ௌௌ with different exciton-exciton annihilation rates for 𝐼 = 1.4 GW cmିଶ. 
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5.2 Transient solution 
The steady state solution does not fully model our experimental conditions, because we 
used an ultrafast pulsed laser and much higher peak intensities in comparison with the CW satu-
ration intensity. Therefore, we solved Equation.(4) to obtain the full time dependence of the exci-
ton populations in response to a single pulse impinging the sample (considering the response to 
an isolated pulse is entirely justified by the fact that successive pulses are separated by 1/(80 
MHz) = 12.5 ns, while all relaxation processes happen in the order of, at most, a few ps). For this 
numerical calculation, unless otherwise stated, we used 𝛤 = 1/0.3061 psିଵ, 𝛤୬୰ = 1/
0.0383 psିଵ [4], 𝐴 = 0.33 × 10ଵଶ cmଶ psିଵ [5], 𝑁் = 2.1 × 10ଵଶ cm-2, 𝑛 = 1.845, ℏ𝜔 = 1.59 
eV and 𝛤௩ = 0; the latter assumption equates to neglecting the intervalley exciton relaxation, 
which is justified by the fact that our photon energy is only 19 meV above the center of the PL 
peak, which is less than the threshold energy (38 meV for MoSe2) for phonon-assisted intervalley 
scattering [6]. Figure S6 shows the calculation results for low, optimum and high intensities. The 
laser pulse is modelled as 𝐼 = 𝐼଴𝑓(𝑡) with 𝑓(𝑡) = 𝑒ି(௧/ఛ)
మ and 𝜏 being the pulse duration. 
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Figure S6: Calculation of populations in ±𝐾 valleys (orange solid and dashed) for 𝐼଴ = a) 1 MW cm-2 
(low), b) 1.25 GW cm-2 (optimum) and c) 30 GW cm-2 (high intensity) for 𝛾 = 0°, 15° and 30°. 𝐼± is the 
normalized 𝜎± intensity, 𝑁± is the population in ±K valley, Δ𝑁(𝑡) = 𝑁ା − 𝑁ି is the transient population 
imbalance and Δ𝑁ୣ୤୤(𝑡) = Δ𝑁(𝑡)𝐼(𝑡) is the Δ𝑁(𝑡) normalized with laser pulse. 
 
As the detector collecting the SHG performs a temporal integration of the transient SHG 
emission, the rotation (Δ) of the SHG pattern that we measured reflects not the instantaneous 
(transient) SHG intensity, but a value averaged over time. To capture this, and recalling that the 
SHG intensity is proportional to the square of the incident beam’s intensity, Equation (9) is gen-
eralized to a time-average weighted by the temporal profile of the incident pulse: 
tan Δ =
∫ ቀ𝜒୴୮(𝑡)ቁ 𝑓ଶ(𝑡) 𝑑𝑡
∫(𝜒୧୬୲) 𝑓ଶ(𝑡) 𝑑𝑡
. 
(11) 
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Using the relation 
𝜒୴୮(𝑡)
𝜒୧୬୲
= 𝜅 Δ𝑁(𝑡), (12) 
Equation (11) can be simplified as 
tan Δ = 𝜅
∫ Δ𝑁(𝑡) 𝑓ଶ(𝑡) 𝑑𝑡
∫ 𝑓ଶ(𝑡) 𝑑𝑡
≡ 𝜅 Δ𝑁ୣ୤୤. (13) 
This shows that the rotation of the SHG pattern due to the valley imbalance can be expressed in 
terms of an effective population imbalance, Δ𝑁ୣ୤୤, which corresponds to the temporal average of 
the transient imbalance weighted by the square of the pulse's lineshape. This is presented as 
Equation (4) in the main text.  
The analysis of how different excitation conditions impact the rotation angle Δ can thus 
be made by studying the conceptually simple quantity Δ𝑁ୣ୤୤. We now describe the behavior of 
Δ𝑁ୣ୤୤, computed from the numerical integration of Equation (4), and how the results allow us to 
extract the proportionality constant 𝜅 by fitting the experimental data for Δ as a function of 𝛾. 
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Figure S7: a) Calculation summary of the population imbalance as a function of ellipticity for low pump 
intensities. The insets provide a close-up of the main plot on a smaller vertical range. The points convey 
Δ𝑁ୣ୤୤  obtained from the numerical integration of Equation (4). The lines are fits to 
୼ே౛౜౜
ே೅
= 𝐼ᇱ/
𝐼௠ sin 2𝑎𝛾. b) Ratio of fitted 𝐼଴ to 𝐼଴ (𝐼ᇱ/𝐼଴) and fitted 𝑎 for various 𝐼଴ used in the calculation. 
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Figure S8: Calculation summary of the population imbalance as a function of ellipticity for different 𝐼଴. 
The points convey Δ𝑁ୣ୤୤  obtained from the numerical integration of Equation (4). The entire dataset (for 
all 𝛾 and all intensities 𝐼) was fit to Equation (14) in order to obtain the global fitting parameter 𝑏 =
0.012217 ± 3 × 10ି଺. Each line corresponds to Δ𝑁ୣ୤୤  as given in Equation (14) for each intensity. 
 
Figure S7 and Figure S8 show the calculation summaries of Δ𝑁ୣ୤୤ as a function of 𝛾 for 
low and high 𝐼଴, respectively. From Figure S7a, we can see that it correctly captures to the very 
low intensity approximation of Δ𝑁ୣ୤୤ ∝ sin 2𝛾, which is just the difference in 𝜎± intensities; 
when 𝐼଴ ≳ 0.01 GW cm-2, this simplification starts to fail because, as we can see in Figure S7b, 
the fitting parameter 𝑎 (in sin 2𝑎𝛾) and 𝐼ᇱ/𝐼଴ start to deviate from unity and from the small 𝐼଴ 
value, respectively. 
We find, however, that the results in Figure S8 (obtained from the full time-dependent so-
lution of the rate equations) can be very well described by the following expression 
Δ𝑁ୣ୤୤
𝑁்
=
𝑏 𝐼଴𝐼௠
 sin(2𝛾)
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with fixed 𝐼௠ =
௰ା௰౤౨
஼
= 7.6 MW cm-2. This corresponds to the steady state solution presented 
earlier in Equation (10), except that the peak intensity, 𝐼଴, appears now renormalized by the pa-
rameter 𝑏. All the curves Figure S8 can be fitted to this expression using a single (global) value 
of the parameter 𝑏, namely 𝑏 = 0.012217 ± 3 × 10ି଺. This can be interpreted as a reduction by 
a factor of ~100 in the effective intensity that contributes to the population imbalance, in compar-
ison with a CW excitation with intensity 𝐼଴. 
Figure S9 shows the response of the population imbalance (Δ𝑁ୣ୤୤ at 𝛾 = 30°) with 𝐼଴ at dif-
ferent temperature (the effect of temperature is captured by varying the nonradiative lifetime [4]), 
with the values of 𝐼଴ used in the experiment highlighted in blue. At room temperature, the pump 
intensity used in the experiment gives the largest valley population imbalance, as illustrated by 
the fact that the maximum of the red curve in Figure S9 occurs within the experimental window of 
intensities. The total population imbalance increases as we reduce the temperature, but one 
should note that the optimum intensity 𝐼୭୮୲ to reach maximum population imbalance is progres-
sively reduced with decreasing temperature (from 𝐼୭୮୲ ~ 1.3 GW cm-2 at 300 K to 𝐼୭୮୲ ~ 0.3 GW 
cm-2 at 4 K). 
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Figure S9: Calculated population imbalance as a function of laser peak intensity (𝐼଴), at different temper-
atures, and for helicity 𝛾 = 30°. The range of intensities used in the experiment is highlighted by the 
blue area. The inset magnifies the region near the maximum of the curves in the main panel. 
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Figure S10 shows the time-averaged population difference between the ground and the excit-
ed states of a two-level system (i.e. by setting 𝛾 = 45° in Equation (4) and solving only for 𝑁ା), 
considering three different scenarios: (i) transient and without normalization (black), (ii) transient 
and normalized with laser intensity profile (orange) and (iii) steady state (blue), which are pro-
portional to the photon absorption, as a function of pump intensity. In steady state, 𝐼ୱୟ୲ is defined 
as the intensity at which the absorption decreases to half of the low intensity absorption (i.e. 𝑁଴ −
𝑁ଵ = 0.5 𝑁்) and corresponds to the expected saturation intensity under CW excitation. Howev-
er, when we consider the full transient solution, the actual value of 𝐼ୱୟ୲ increases to a higher value 
(using the same parameters as in Figure S6 and those used in the main text), delaying the onset of 
population saturation (and therefore VP) being probed. This explains our observation of VP in 
the experiments, despite having the incoming beam with peak intensities up to an order of magni-
tude higher than 𝐼ୱୟ୲. 
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Figure S10: Time-averaged difference between the ground and excited states population (𝑁଴ − 𝑁ଵ) 
without normalization (black), normalized with laser intensity profile (orange) and the steady state value 
(blue). They correspond to the absorption as a function of pump intensity. We obtain 𝐼ୱୟ୲ = 0.237, 0.385 
and 4.77 GW cm-2 for the 3 different scenarios described in the text. 
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