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Abstract
We consider the local and global existence of solutions for a generalized Boussinesq equation
utt − uxx + uxxxx + (uk+1)xx = 0, k > 4, with initial data in some homogenous Besov-type space.
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1. Introduction
We consider the Cauchy problem for a Boussinesq-type equation{
utt − uxx + uxxxx + (uk+1)xx = 0, t ∈ R, x ∈ R,
u(x,0) = f (x), ut (x,0) = ∂xh,
(1.1)
where k is an integer, the velocity is an x-derivative function. Equations of type (1.1)
are a class of essential model equations appearing in physics and fluid mechanics. It was
derived by Boussinesq in 1872 to describe two-dimensional irrotational flows of an inviscid
liquid in a uniform rectangular channel. And it also arises in a large range of physical
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308 R. Xue / J. Math. Anal. Appl. 316 (2006) 307–327phenomena including the propagation of ion-sound waves in a plasma and nonlinear lattice
wave. Note that the equation in (1.1) is a perturbation of the classical line wave equation
which incorporates the basic idea of nonlinearity and dispersion. When k = 1, Eq. (1.1) is
well known as the ‘good’ Boussinesq equation in comparison with the ‘bad’ Boussinesq
equation defined as
utt − uxx − uxxxx −
(
u2
)
xx
= 0.
The study of the Boussinesq-type equations has recently attracted considerable attention
of many mathematicians and physicists (see [1–3] and references therein). For instance,
in [3], J. Bona and R. Sachs proved that the Cauchy problem (1.1) is locally well-
posed for smooth data by using Kato’s abstract theory of quasilinear evolution equation.
They proved that for any f (x) ∈ Hs+2(R) and h(x) ∈ Hs+1(R) with some s > 1/2,
there exists a time T > 0 such that the Cauchy problem (1.1) has a unique solution
u ∈ C([0, T ];Hs+2) ∩ C1([0, T ];Hs) ∩ C2([0, T ];Hs−2). In [4], by using the so-called
Lp–Lq smoothing effect of the Strichartz type, F. Linares established the local well-
posedness for the Cauchy problem (1.1) in the case (f, ∂xh) ∈ H 1 ×L2 and 1 < k < +∞,
and in the case (f, ∂xh) ∈ L2 × H˙−1 and 1 < k  4, respectively. He also proved that these
local solutions can be extended globally when the size of the data is small. In this work,
we shall give some local and global existence results for the Cauchy problem (1.1) with
initial data in some Besov space in the case k > 4. Our method of proof is based on the
contraction mapping argument and suitable modifications of the techniques introduced by
Bourgain [5], by T. Cazanave and F.B. Weissler [6] and by L. Molinet and F. Ribaud [7].
To state our main results, we introduce some notations and some function spaces. We
denote by (I − ∆) and D the convolution operator whose symbol is given by (1 + ξ2)
and |ξ |, respectively. Given α > 23k , for s ∈ R and q ∈ [1,+∞], define
Msq =
{
φ ∈ S ′(R); ‖φ‖Msq
def= ∥∥(I −∆)α/2D−αφ∥∥
Bsq,2
< +∞},
where Bsq,2 denotes the usual inhomogenous Besov space. The main results obtained in
this work are (more precise results can be found in Theorems 4.1–4.3 in Section 4)
Theorem 1.1.
(1) Let k > 4 and sk = k−44k . There exists δ = δ(k) > 0 such that for any f ∈Msk∞ and
(I − ∆)−1/2h ∈Msk∞ with ‖f ‖Msk∞ + ‖(I − ∆)−1/2h‖Msk∞  δ, the Cauchy problem
(1.1) has a unique global solution u ∈ L∞(R,Msk∞).
(2) Let k > 4, sk = k−44k and q ∈ [1,+∞). For f ∈ Mskq and (I − ∆)−1/2h ∈ Mskq ,
there exists T = T (f,h) > 0, which depends on functions f and h, such that the
Cauchy problem (1.1) has a unique local solution u ∈ C([−T ,T ],Mskq ). If, more-
over, ‖f ‖Msk∞ + ‖(I − ∆)−1/2h‖Msk∞  δ, u is global solution in time satisfying
u ∈ C(R,Mskq ).
(3) Let k > 4, q ∈ [1,+∞) and s > sk . Choose s+ ∈ (sk, s). Then for any f ∈ Msq
and (I − ∆)−1/2h ∈Msq , there exists T = T (‖f ‖Ms+q ,‖(I − ∆)−1/2h‖Ms+q ) > 0,
which depends on Ms+q -norms of the function f and (I − ∆)−1/2h, such that the
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over, ‖f ‖Msk∞ + ‖(I − ∆)−1/2h‖Msk∞  δ, u is global solution in time satisfying
u ∈ C(R,Msq).
In the sequel, we denote by C some positive constant which may vary from line to
line. For a Banach space X, we denote by ‖ · ‖X the norm in X. Let 1 p,q +∞ and
f (x, t) :R × [−T ,T ] → R, we denote by
‖f ‖Lpx LqT =
( +∞∫
−∞
( T∫
−T
∣∣f (x, t)∣∣q dt)p/q dx)1/p
and
‖f ‖LqT Lpx =
( T∫
−T
( +∞∫
−∞
∣∣f (x, t)∣∣p dx)q/pdt)1/q
with T = t to indicate the case when [−T ,T ] = R. For f ∈ S(Rn) we denote by fˆ or
F(f ) the Fourier transform of f , i.e.
fˆ (ξ) =
∫
Rn
e−izξ f (z) dz.
We denote byH the Hilbert transformation, and denote by M(D) the convolution operator
whose symbol is given by M(ξ) formally defined by
F(M(D)f )(ξ) = m(ξ)F(f )(ξ).
The rest of this paper is organized as follows. In Section 2 we prove some smoothing
effects for the inhomogeneous linear Boussinesq equation. In Section 3 we prove the cru-
cial estimate for the map F(u) = uk+1 between Besov-type spaces. The local and global
existence results are given in Section 4.
2. Linear estimates
In this section we give some smoothing effects for the linear equation associated to
(1.1). These estimate will be the main ingredient in the proof of local well-posedness of
the Cauchy problem (1.1). Let φ(ξ) = |ξ |(1 + ξ2)1/2, and for f,h ∈ S ′(R) define
V (t)f (x) =
+∞∫
−∞
eitφ(ξ)eixξ fˆ (ξ) dξ, (2.1)
V1(t)f (x) = 12
+∞∫ [
eitφ(ξ)+ixξ + e−itφ(ξ)+ixξ ]fˆ (ξ) dξ (2.2)
−∞
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+∞∫
−∞
[
A(ξ)ei(−tφ(ξ)+xξ) +B(ξ)ei(tφ(ξ)+xξ)]dξ, (2.3)
where A(ξ) = sgn(ξ)hˆ(ξ)2(1+ξ2)1/2 and B(ξ) = −
sgn(ξ)hˆ(ξ)
2(1+ξ2)1/2 . Then the formal solution of (1.1) is given
by
u(t, x) = V1(t)f + V2(t)∂xh−
t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′.
We begin by recalling two results coming from [4, Theorem 2.8] and [7, Lemma 2].
Lemma 2.1. For φ ∈ S ′(R), we have∥∥(I −∆)1/4V (t)φ(x)∥∥
L∞x L2t
 C‖φ‖L2x ,∥∥(I −∆)1/4V1(t)φ(x)∥∥L∞x L2t  C‖φ‖L2x
and ∥∥(I −∆)1/4V2(t)∂xφ(x)∥∥L∞x L2t  C∥∥(I −∆)−1/2φ∥∥L2x .
Lemma 2.2. Let T be an operator defined on a class of space–time functions f (x, t) by
Tf (t) = ∫ +∞−∞ K(t − t ′)f (t ′) dt ′, and such that
‖Tf ‖
L
p1
x L
q1
t
 C‖f ‖
L
p2
x L
q2
t
with min{p1, q1} > max{p2, q2}. Then,∥∥∥∥∥
t∫
0
K(t − t ′)f (t ′) dt ′
∥∥∥∥∥
L
p1
x L
q1
t
 C‖f ‖
L
p2
x L
q2
t
.
Lemma 2.3. Let φ ∈ S ′(R),∥∥V (t)φ(x)∥∥
L4xL
∞
t
 C
∥∥(I −∆)1/4D−1/4φ∥∥
L2x
,∥∥V1(t)φ(x)∥∥L4xL∞t  C∥∥(I −∆)1/4D−1/4φ∥∥L2x
and ∥∥V2(t)∂xφ(x)∥∥L4xL∞t  C∥∥(I −∆)−1/4D−1/4φ∥∥L2x .
Proof. Let
M(ξ) = |ξ |
1/2(3 + 2ξ2)1/2
2 1/2 2 1/2 , η = φ(ξ).(1 + ξ ) (1 + 2ξ )
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ξ = H(η) = η[(η2 + 1/4)1/2 + 1/2]1/2 ,
∂2H
∂η2
= −ξ(3 + 2ξ
2)
(1 + 2ξ2)3 .
By [9, Theorem 2.7], we have
+∞∫
−∞
ei(tφ(ξ)+xξ)M(ξ) dξ
=
0∫
−∞
ei(tφ(ξ)+xξ)M(ξ) dξ +
∞∫
0
ei(tφ(ξ)+xξ)M(ξ) dξ
=
∞∫
0
ei(tη−xH(η))
∣∣∣∣∂2H∂η2
∣∣∣∣1/2 dη +
∞∫
0
ei(tη+xH(η))
∣∣∣∣∂2H∂η2
∣∣∣∣1/2 dη C 1|x|1/2 .
We deduce∣∣∣∣∣
+∞∫
−∞
M(D)V (t − t ′)g(t ′) dt ′
∣∣∣∣∣
=
∣∣∣∣∣
+∞∫
−∞
+∞∫
−∞
ei[(t−t ′)φ(ξ)+xξ ]M(ξ)Fx(g)(ξ, t ′) dξ dt ′
∣∣∣∣∣
=
∣∣∣∣∣
+∞∫
−∞
+∞∫
−∞
eixξ ei(t−t ′)φ(ξ)M(ξ)Fx(g)(ξ, t ′) dξ dt ′
∣∣∣∣∣
= C
∣∣∣∣∣
+∞∫
−∞
F−1x
(
ei(t−t ′)φ(ξ)M(ξ)
)
 g(x, t ′) dt ′
∣∣∣∣∣
 C
+∞∫
−∞
1
|x|1/2 
∣∣g(x, t ′)∣∣dt ′,
which implies∥∥∥∥∥
+∞∫
−∞
M(D)V (t − t ′)g(t ′) dt ′
∥∥∥∥∥
L4xL
∞
t
 C‖g‖
L
4/3
x L
1
t
.
Thus,∥∥∥∥∥
+∞∫
M1/2(D)V (t)g(t) dt
∥∥∥∥∥
2
L2−∞ x
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+∞∫
−∞
( +∞∫
−∞
M1/2(D)V (t)g(t) dt
)( +∞∫
−∞
M1/2(D)V (t ′)g(t ′) dt ′
)
dx
=
+∞∫
−∞
+∞∫
−∞
( +∞∫
−∞
M(D)V (t − t ′)g(t ′) dt ′
)
g(t) dt dx C‖g‖2
L
4/3
x L
1
t
. (2.4)
Using (2.4), we deduce
+∞∫
−∞
+∞∫
−∞
M1/2(D)V (t)φg(t, x) dt dx =
+∞∫
−∞
( +∞∫
−∞
M1/2(D)V (t)g(t, x) dt
)
φ(x)dx
 C‖g‖
L
4/3
x L
1
t
‖φ‖L2x
for any g(t, x) ∈ L4/3x L1t , which implies∥∥M1/2(D)V (t)φ∥∥
L4xL
∞
t
 C‖φ‖L2x .
Note that M(ξ) C(|ξ |/(1 + ξ2))1/2. Then by∥∥M−1/2(D)φ∥∥
L2x
 C
∥∥(I −∆)1/4D−1/4φ∥∥
L2x
,
we deduce∥∥V (t)φ∥∥
L4xL
∞
t
 C
∥∥(I −∆)1/4D−1/4φ∥∥
L2x
. (2.5)
Hence, the results in Lemma 2.3 follow from (2.5) and the relation
V1(t)φ = 12
[
V (t)φ + V (−t)φ]
and
V2(t)∂xφ(x) = CV (−t)
[H ◦ (I −∆)−1/2φ]+CV (t)[H ◦ (I −∆)−1/2φ]. 
We recall now the definition of the homogeneous Besov-type spaces. Throughout the
article let ψ ∈ S(R) fixed such that ψˆ is supported by the set {ξ ; 1/2 |ξ | 2} and such
that
∑
j∈Z ψˆ(2−j ξ) = 1 for ξ = 0. Denote by ∆j the convolution operators whose symbols
are given by ψˆ(2−j ξ). We also denote the operator ∆˜j by ∆˜j = ∆j−1 + ∆j + ∆j+1. It
satisfies ∆˜j ◦∆j = ∆j . Let Sk(f ) = limr→−∞∑kj=r ∆j (f ). Then
f = lim
k→+∞Sk(f ) = limr→+∞
r∑
j=−r
∆j (f ).
For 1  q  +∞, s = {sj }j∈Z with sj ∈ R for all j ∈ Z, we define the Banach space
Ysq(R) as follows
Ysq(R) =
{
f ∈ S ′(R); ∥∥2jsj ∥∥∆j(f )∥∥ 2∥∥ q < +∞}L 
 (Z)
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‖f ‖Ysq =
∥∥2jsj ∥∥∆j(f )∥∥L2∥∥
q (Z).
Note that when sj = m for all j ∈ Z the space Ysq(R) is the usual homogenous Besov
space B˙mq,2(R), when s
j = m for all j  1 and sj = 0 for all j  0 the space Ysq(R) is the
usual nonhomogenous Besov space Bmq,2(R), when s
j = s for all j  1 and sj = −α for
all j  0, the space Ysq(R) isMsq defined in Section 1.
Proposition 2.4. Let φ(x) ∈ S ′(R), f (t, x) ∈ S ′(R2), and let (pm,qm) ∈ [2,+∞]2 such
that 2
pm
+ 1
qm
 12 with pm < +∞ for m = 1,2. Denote by
β
j
m =
{
1/2 − 1/pm − 2/qm, when j > 0,
−1/pm, when j  0. (2.6)
Then ∥∥V1(t)∆jφ∥∥Lpmx Lqmt  C2jβjm‖∆jφ‖L2x ,∥∥V2(t)∆j∂xφ∥∥Lpmx Lqmt  C2(jβjm−max{0,j})‖∆jφ‖L2x
and
2−jβ
j
1
∥∥∥∥∥
t∫
0
V2(t − t ′)∆j
(
f (t ′)
)
xx
dt ′
∥∥∥∥∥
L
p1
x L
q1
t
C2j2(jβ
j
2 −max{0,j})‖f ‖
L
p¯2
x L
q¯2
t
,
where (p¯2, q¯2) is the positive constant satisfying 1/p2 + 1/p¯2 = 1 and 1/q2 + 1/q¯2 = 1.
Proof. Lemmas 2.1, 2.3 and Bernstein’s inequality implies∥∥V (t)∆jφ(x)∥∥L∞x L2t  C2− 12 j‖∆jφ‖L2x , when j > 0,∥∥V (t)∆jφ(x)∥∥L∞x L2t  C‖∆jφ‖L2x , when j  0,
and ∥∥V (t)∆jφ(x)∥∥L4xL∞t  C2 14 j‖∆jφ‖L2x , when j > 0,∥∥V (t)∆jφ(x)∥∥L4xL∞t  C2− 14 j‖∆jφ‖L2x , when j  0.
Using Riesz–Thorin theorem for θ ∈ [0,1], we get∥∥V (t)∆jφ(x)∥∥L4/(1−θ)x L2/θt  C2j (1/4−3θ/4)‖∆jφ‖L2x , when j > 0,
and ∥∥V (t)∆jφ(x)∥∥L4/(1−θ)x L2/θt  C2j (θ/4−1/4)‖∆jφ‖L2x , when j  0.
When
1 = 1 − θ − α, 1 = θ with 0 α < 1 − θ ,
p 4 q 2 4
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 C2j (1/4−3θ/4)2jα‖∆jφ‖L2x , when j > 0,
and ∥∥V (t)∆jφ(x)∥∥Lpx Lqt  C2j (θ/4−1/4)2jα‖∆jφ‖L2x , when j  0.
Note that
α = 1
4
− 1
p
− 1
2q
, θ = 2
q
, 0 α < 1 − θ
4
with θ ∈ [0,1]
if and only if
2
p
+ 1
q
 1
2
, p < +∞. (2.7)
Then, we deduce
1/4 − 3θ/4 + α = 1
2
− 1
p
− 2
q
,
θ − 1
4
+ α = − 1
p
,
and so∥∥V (t)∆jφ(x)∥∥Lpx Lqt  C2jβj ‖∆jφ‖L2x (2.8)
if (p, q) ∈ [2,+∞]2 satisfies 2/p + 1/q  1/2 and p < +∞, where we denote by
βj =
{
1/2 − 1/p − 2/q, when j > 0,
−1/p, when j  0. (2.9)
Thus the first and the second inequality in Proposition 2.4 follows from (2.8) and the rela-
tion
V1(t)∆jφ = 12
[
V (−t)∆jφ + V (t)∆jφ
]
and
V2(t)∂x∆jφ = C
[
V (−t)+ V (t)](H ◦ (I −∆)−1/2 ◦∆jφ).
Now we prove the third inequality in Proposition 2.4. By duality, we deduce from∥∥V (t)∆jφ∥∥Lpmx Lqmt  C2jβjm‖∆jφ‖L2x
that ∥∥∥∥∥
+∞∫
−∞
V (t ′)∆jf (t ′) dt ′
∥∥∥∥∥
L2x
 C2jβ
j
m‖f ‖
L
p¯m
x L
q¯m
t
.
Then, by using
V2(t − t ′)∂x∆jf (t ′) = C
[
V (t ′ − t)+ V (t − t ′)](H ◦ (I −∆)−1/2 ◦∆jf (t ′)),
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〈 +∞∫
−∞
∂xV2(t − t ′)∂x∆jf (t ′) dt ′, g(t, x)
〉∣∣∣∣∣
 C
∣∣∣∣∣
+∞∫
−∞
( +∞∫
−∞
∂xH ◦ (I −∆)−1/2V (t ′)∆jf (t ′) dt ′
)( +∞∫
−∞
V (t)∆˜j g(t) dt
)
dx
∣∣∣∣∣
 C
∥∥∥∥∥
+∞∫
−∞
∂xH ◦ (I −∆)−1/2V (t ′)∆jf (t ′) dt ′
∥∥∥∥∥
L2x
∥∥∥∥∥
+∞∫
−∞
V (t)∆˜j g(t) dt
∥∥∥∥∥
L2x
 C2j2jβ
j
1 2(jβ
j
2 −max{0,j})‖f ‖
L
p¯2
x L
q¯2
t
‖g‖
L
p¯1
x L
q¯1
t
,
which shows
2−jβ
j
1
∥∥∥∥∥
+∞∫
−∞
V2(t − t ′)∂2xx∆jf (t ′) dt ′
∥∥∥∥∥
L
p1
x L
q1
t
C2j2(jβ
j
2 −max{0,j})‖f ‖
L
p¯2
x L
q¯2
t
.
(2.10)
Note that 2/pm + 1/qm  1/2 with pm < +∞ implies
pm > 4, qm > 2, p¯m < 4/3 and q¯m < 2 for m = 1,2.
We have min{p1, q1} > 2 > max{p¯2, q¯2}, and hence by using (2.10) and Lemma 2.2,
2−jβ
j
1
∥∥∥∥∥
t∫
0
V2(t − t ′)∆j
(
f (t ′)
)
xx
dt ′
∥∥∥∥∥
L
p1
x L
q1
t
C2j2(jβ
j
2 −max{0,j})‖f ‖
L
p¯2
x L
q¯2
t
. 
Proposition 2.5. Let φ(x) ∈ S ′(R), f (t, x) ∈ S ′(R2), and let (p, q) ∈ [2,+∞]2 such that
2/p + 1/q  1/2 with p < +∞. Then,∥∥V (t)∆jφ∥∥L∞t L2x  C‖∆jφ‖L2x ,∥∥V1(t)∆jφ∥∥L∞t L2x  C‖∆jφ‖L2x ,∥∥V2(t)∆j∂xφ∥∥L∞t L2x  C2−max{0,j}‖∆jφ‖L2x
and ∥∥∥∥∥
t∫
0
V2(t − t ′)∆j
(
f (t ′)
)
xx
dt ′
∥∥∥∥∥
L∞t L2x
C2(jβj−max{0,−j})‖f ‖
L
p¯
x L
q¯
t
.
Proof. The first two inequalities come from the fact that the group V (t) and V1(t) are
unitary in Hs(R). From Proposition 2.4 and Bernstein’s inequality we deduce∥∥∂xV (t)∆jφ∥∥ p q  C2j2jβj ‖∆jφ‖L2 .LxLt x
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+∞∫
−∞
∂xV (t
′)∆jf (t ′) dt ′
∥∥∥∥∥
L2x
 C2j2jβj ‖f ‖
L
p¯
x L
q¯
t
,
and hence
sup
t
∥∥∥∥∥
+∞∫
−∞
∂xV (t − t ′)∆jf (t ′) dt ′
∥∥∥∥∥
L2x
 C2j2jβj ‖f ‖
L
p¯
x L
q¯
t
. (2.11)
Note that
V2(t)∂xf (t, x) = C
[
V (−t)− V (t)](H ◦ (I −∆)−1/2f (t, x)).
Then,
sup
t
∥∥∥∥∥
+∞∫
−∞
∂xV2(t − t ′)∂x∆jf (t ′) dt ′
∥∥∥∥∥
L2x
C sup
t
∥∥∥∥∥
+∞∫
−∞
∂xV (t − t ′)
(
∆jH ◦ (I −∆)−1/2f (t ′)
)
dt ′
∥∥∥∥∥
L2x
C2−max(0,j) sup
t
∥∥∥∥∥
+∞∫
−∞
∂xV (t − t ′)∆jf (t ′) dt ′
∥∥∥∥∥
L2x
C2(jβj−max{0,−j})‖f ‖
L
p¯
x L
q¯
t
. (2.12)
Replacing the function f (x, t ′) by χ[0,t](t ′)f (x, t ′) in (2.12) yields
sup
t
∥∥∥∥∥
t∫
0
∂xV2(t − t ′)∂x∆jf (t ′) dt ′
∥∥∥∥∥
L2x
 C2(jβj−max{0,−j})‖f ‖
L
p¯
x L
q¯
t
.
We complete the proof of Proposition 2.5. 
3. Nonlinear estimates
In this section we give the estimate for forced terms. Here and hereafter, we choose
θ > 0 small and take
p1 = 3k2(1 + θ) , q1 =
3k
2(1 − 2θ) , p2 =
12k
3k − 4 − 8kθ ,
q2 = 3k , p0 = 12k , q0 = 3k , (3.1)2 − 4kθ k + 4 k − 2 + 8kθ
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sk =
{
s
j
k
}
j∈Z where s
j
k =
{
(k − 4)/(4k), when j  1,
−2(1 + 2θ)/(3k), when j  0. (3.2)
For s = {sj }j∈Z with sj ∈ R for all j ∈ Z and q ∈ [1,+∞], we define
Nsm,q(u) =
∥∥2jsj 2−jβjm‖∆ju‖Lpmx Lqmt ∥∥
q (Z), m = 1,2,
and
Esq =
{
u ∈ S ′(R2); ‖u‖Esq
def= Ns1,q (u)+Ns2,q (u) < +∞
}
,
where βjm is defined in (2.6) associated with (pm,qm) defined in (3.1). For given T > 0,
we define the localized space Esq,T endowed with norm
‖u‖Esq,T
def= inf
v∈Esq
{‖u‖Esq ; v(t) = u(t) for t ∈ [0, T ]}.
Note that we have Es1q ↪→ Es2q if sm = {sjm}j∈Z satisfies j (sj1 − sj2 ) 0 for all j ∈ Z.
Proposition 3.1. Let s = {sj }j∈Z satisfy j (sj − sjk ) 0 for all j ∈ Z, and let q ∈ [1,+∞].
Then there exists C > 0 such that, for any u ∈ Esq ,∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1(t ′)
)
xx
dt ′
∥∥∥∥∥
L∞t Ysq
 C‖u‖Esq‖u‖kEsk∞ ,∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′
∥∥∥∥∥
L∞t Ys[q/(k+1)]∗
 C‖u‖Esq‖u‖kEskq ,∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′
∥∥∥∥∥
Esq
 C‖u‖Esq‖u‖kEsk∞
and ∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′
∥∥∥∥∥
Es[q/(k+1)]∗
 C‖u‖Esq‖u‖kEskq ,
where we denote by[
q/(k + 1)]∗ = max{1, q/(k + 1)}.
Proof. For j ∈ Z, let us consider
Aj = 2jsj
∥∥∥∥∥∆j
( t∫
V2(t − t ′)
(
uk+1
)
xx
dt ′
)∥∥∥∥∥
L∞L2
.0 t x
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Aj  C2js
j
2jα
j ∥∥∆j (uk+1)∥∥
L
p0
x L
q0
t
,
where
αj =
{
1/2 − 2/q0 − 1/p0, when j  1,
1 − 1/p0, when j  0.
For any fixed t rewrite the term ∆j(uk+1) as
∆j
(
uk+1
)= ∆j( lim
r→∞Sr(u)
k+1)
= ∆j
[ +∞∑
r=−∞
(
Sr+1(u)k+1 − Sr(u)k+1
)]
= ∆j
[ +∞∑
r=−∞
(
Sr+1(u)− Sr(u)
) k∑

=0
Sr+1(u)
Sr(u)k−

]
= ∆j
[ +∞∑
r=−∞
∆r+1(u)
k∑

=0
Sr+1(u)
Sr(u)k−

]
.
Since the term ∆r+1(u)
∑k

=0 Sr+1(u)
Sr(u)k−
 is localized in frequencies in a ball{ξ ∈ R; |ξ | C(k + 1)2r}, we infer that there is a positive constant C(k) depending only
on k such that
∆j(u
k+1) = ∆j
[ +∞∑
r=j−C(k)
∆r+1(u)
k∑

=0
Sr+1(u)
Sr(u)k−

]
.
Then, without loss of generality, we may restrict ourselves to consider only one term of the
form
∆j
(+∞∑
r=j
∆r(u)Sr(u)
k
)
,
since the estimate for the other terms would be similar. By Hölder inequality,
Aj  C2js
j
2jα
j
∥∥∥∥∥∆j
[+∞∑
r=j
∆r(u)Sr(u)
k
]∥∥∥∥∥
L
p0
x L
q0
t
 C2jsj 2jαj
∑
rj
∥∥∆r(u)∥∥Lp2x Lq2t ∥∥Sr(u)∥∥kLp1x Lq1t , (3.3)
since we have 1/p2 + k/p1 = 1/p0 and 1/q2 + k/q1 = 1/q0. For u ∈ Esq , we have∥∥∆r(u)∥∥Lp2x Lq2t = 2−r(sr−βr2)αr
with ‖αr‖
q(Z) = Ns2,q(u). Note that Esq ↪→ Eskq . We have∥∥∆
(u)∥∥ p1 q1 = 2−
(s
k−β
1)γ
Lx Lt
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‖
q(Z) = Nsk1,q (u). Then,∥∥Sr(u)∥∥Lp1x Lq1t ∑

r
∥∥∆r(u)∥∥Lp1x Lq1t  C∑

r
2−
(s
k−β
1)γ
  C2−r(s
r
k−βr1)γ˜r ,
with
γ˜r =
{∑

r 2−(
−r)(s


k−β
1)γ
, if r  0,∑

0 2−
(s


k−β
1)γ
 +∑1
r 2−(
−r)(s
k−β
1)γ
, if r  1,
here we have used the fact that by (3.2) the function s
k −β
1 depends only on sgn(
) and the
fact that s
k − β
1 < 0. Since s
k − β
1 < 0, we deduce ‖γ˜r‖
q (Z)  C‖γr‖
q(Z)  CNsk1,q (u).
So
Aj  C2js
j
2jα
j ∑
rj
2−r[(sr−βr2)+k(srk−βr1)]αr γ˜ kr
with
‖αr γ˜r‖
q (Z)  C‖αr‖
q(Z)
(
sup
r
|γ˜r |
)k
 CNs2,q (u)
(
N
sk
1,∞(u)
)k
and
‖αr γ˜r‖
[q/(k+1)]∗ (Z)  ‖αr‖
q(Z)‖γ˜r‖k
q (Z)  C‖u‖Esq‖u‖kEskq ,
where we denote by[
q/(k + 1)]∗ = max{1, q/(k + 1)}.
The fact that (sr − βr2)+ k(srk − βr1) > 0 implies
Aj  C2js
j
2jα
j
2−j [(sj−β
j
2 )+k(sjk −βj1 )]γˆj , (3.4)
where
γˆj =
∑
rj
2−(r−j)[(sr−βr2)+k(srk−βr1)]αr γ˜ kr
if j  1, and
γˆj =
∑
jr0
2−(r−j)[(sr−βr2)+k(srk−βr1)]αr γ˜ kr +
∑
r1
2−r[(sr−βr2)+k(srk−βr1 )]αr γ˜ kr
if j  0. Note that γˆj satisfies
‖γˆj‖
q (Z)  CNs2,q(u)
(
N
sk
1,∞(u)
)k
and
‖γˆj‖
[q/(k+1)]∗ (Z)  C‖u‖Esq‖u‖kEskq .
Using the fact that
j
[
sj + αj − (sj − βj )− k(sj − βj )] 0,2 k 1
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t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′
∥∥∥∥∥
L∞t Yskq
 C‖γˆj‖
q (Z)  C‖u‖Esq‖u‖kEsk∞ (3.5)
and ∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′
∥∥∥∥∥
L∞t Ysk[q/(k+1)]∗
C‖u‖Esq‖u‖kEskq . (3.6)
Now we give the estimate for the term in the space Esq . Let
Bm,j = 2jsj 2−jβ
j
m
∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′
∥∥∥∥∥
L
pm
x L
qm
t
.
By Proposition 2.4,
Bm,j  C2js
j
2jα
j ∥∥∆j (uk+1)∥∥
L
p0
x L
q0
t
.
The same estimates as those for Aj give
Bm,j  C2js
j
2jα
j
2−j [(sj−β
j
2 )+k(sjk −βj1 )]γˆj .
Thus,
Nsm,q
( t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′
)
 C‖u‖Esq‖u‖kEsk∞ (3.7)
and
Nsm,[q/(k+1)]∗
( t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′
)
 C‖u‖Esq‖u‖kEskq . (3.8)
The last two inequalities in the lemma follow from (3.7) and (3.8). 
For u,v ∈ Esq , we have
uk+1 − vk+1 = w
k∑

=0
u
vk−
,
where we denote by w = u− v, and so
∆j
(
uk+1 − vk+1)= k∑

=0
∆j
(
wu
vk−

)
=
k∑
∆j
[ +∞∑ (
Sr+1(w)Sr+1(u)
Sr+1(v)k−
 − Sr(w)Sr(u)
Sr(v)k−

)]

=0 r=−∞
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k∑

=0
∆j
[ +∞∑
r=−∞
∆r+1(w)Sr+1(u)
Sr+1(v)k−

+
+∞∑
r=−∞

∑
j=0
∆r+1(u)Sr(w)Sr+1(u)jSr(u)
−j Sr+1(v)k−

+
+∞∑
r=−∞
k−
∑
j=0
∆r+1(v)Sr(w)Sr(u)
Sr+1(v)j Sr(v)k−
−j
]
.
Thus, using the same argument as that in proof of Proposition 3.1 and using the fact that
E
s1
q ↪→ Es2q if sm = {sjm}j∈Z satisfies j (sj1 − sj2 ) 0 for all j ∈ Z, we obtain
Proposition 3.2. Let s = {sj }j∈Z satisfy j (sj − sjk ) 0 for all j ∈ Z, and let q ∈ [1,+∞].
Then there exists C > 0 such that for any u,v ∈ Esq ,∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1(t ′)− vk+1(t ′))
xx
dt ′
∥∥∥∥∥
L∞t Ysq
 C‖u− v‖Esq
[‖u‖kEsq + ‖v‖kEsq ],
∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1 − vk+1)
xx
dt ′
∥∥∥∥∥
L∞t Ys[q/(k+1)]∗
C‖u− v‖Esq
[‖u‖kEsq + ‖v‖kEsq ],
∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1 − vk+1)
xx
dt ′
∥∥∥∥∥
Esq
 C‖u− v‖Esq
[‖u‖kEsq + ‖v‖kEsq ]
and ∥∥∥∥∥
t∫
0
V2(t − t ′)
(
uk+1 − vk+1)
xx
dt ′
∥∥∥∥∥
Es[q/(k+1)]∗
 C‖u− v‖Esq
[‖u‖kEsq + ‖v‖kEsq ],
where we denote by[
q/(k + 1)]∗ = max{1, q/(k + 1)}.
4. Local and global well-posedness
In this section we give some local and global existence of solutions for the Cauchy
problem (1.1). sk is defined in (3.2).
Theorem 4.1. Let k > 4. There exists δ = δ(k) > 0 such that for any (f, (I − ∆)−1/2h) ∈
(Ysk∞)2 with ‖f ‖Ysk∞ + ‖(I − ∆)−1/2h‖Ysk∞  δ, the Cauchy problem (1.1) has a unique
global solution u ∈ L∞(R,Ysk∞)∩Esk∞ satisfying(
u(t), ∂tu(t)
)
⇀(f,∂xh) in S ′(R) as t → 0.
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(I −∆)−1/2h)‖Ysk∞  δ} into E
sk∞.
Proof. Consider the associated integral equation
u = Φ(u,f,h) = V1(t)f + V2(t)∂xh−
t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′.
By Propositions 2.4 and 2.5 we deduce that, for any q ∈ [1,+∞],∥∥V1(t)f ∥∥L∞t Yskq + ∥∥V1(t)f ∥∥Eskq  C‖f ‖Yskq (4.1)
and ∥∥V2(t)∂xh∥∥L∞t Yskq + ∥∥V2(t)∂xh∥∥Eskq
C
∥∥2jsjk 2−max{0,j}‖∆jh‖L2x∥∥
q (Z)  C∥∥(I −∆)−1/2h∥∥Yskq . (4.2)
A combination of (4.1) and (4.2) with (3.5) and (3.7) yields, when we choose q = +∞,∥∥Φ(u,f,h)∥∥
L∞t Ysk∞ +
∥∥Φ(u,f,h)∥∥
E
sk∞
C
[‖f ‖Ysk∞ + ∥∥(I −∆)−1/2h∥∥Ysk∞ + ‖u‖k+1Esk∞ ].
Similarly, Proposition 3.2 shows∥∥Φ(u,f,h)−Φ(v, f˜ , h˜)∥∥
L∞t Ysk∞ +
∥∥Φ(u,f,h)−Φ(v, f˜ , h˜)∥∥
E
sk∞
C
[‖f − f˜ ‖Ysk∞ + ∥∥(I −∆)−1/2(h− h˜)∥∥Ysk∞ ]
+C[‖u‖k
E
sk∞
+ ‖v‖k
E
sk∞
]‖u− v‖
E
sk∞ . (4.3)
A classical fixed point argument in the ball of Esk∞ ∩ L∞(R,Ysk∞) with radius (4C)−1/k
endowing with the metric
X(u) = ‖u‖
L∞t Ysk∞ + ‖u‖Esk∞
leads to the existence and uniqueness of a solution u ∈ L∞(R,Ysk∞)∩Esk∞ if∥∥(f, (I −∆)−1/2h)∥∥Ysk∞  δ def= (2C)−1(4C)−1/k.
Moreover, (4.3) implies that the map (f, (I − ∆)−1/2h) → u is uniformly Lipschitz from
{‖(f, (I −∆)−1/2h)‖Ysk∞  δ} to E
sk∞. Since
u− V1(t)f − V2(t)∂xh =
t∫
0
V2(t − t ′)
(
uk+1
)
xx
dt ′ ∈ C(R,Ysk∞),
the continuity of the free group V1(·), V2(·)∂x in S ′(R) yields (u(t), ∂tu(t))⇀ (f, ∂xh) in
S ′(R). 
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(1) There exists T = T (f,h) > 0 and a unique solution of the Cauchy problem (1.1), u ∈
C([−T ,T ];Yskq ), satisfying ‖u‖Eskq,T < +∞. Moreover, there exists a neighborhood
V(f,(I−∆)−1/2h) of (f, (I −∆)−1/2h) in (Yskq )2,
V(f,(I−∆)−1/2h) =
{(
f˜ , (I −∆)−1/2h˜) ∈ (Yskq )2;
‖f˜ − f ‖Yskq +
∥∥(I −∆)−1/2(h˜− h)∥∥Yskq  0}
for some positive constant 0, such that the map (f, (I − ∆)−1/2h) → u is Lipschitz
from V(f,(I−∆)−1/2h) into the space Eskq,T .
(2) If (f, (I − ∆)−1/2h) ∈ Yskq satisfies ‖(f, (I − ∆)−1/2h)‖Ysk∞  δ, where δ is the con-
stant defined in Theorem 4.1, then u is a global solution satisfying u ∈ C(R,Yskq ) ∩
L∞(R,Ysk∞). Moreover, the map is uniformly Lipschitz from {(f, (I − ∆)−1/2h) ∈
(Yskq )2; ‖(f, (I −∆)−1/2h)‖Ysk∞  δ} into the class C(R,Y
sk
q )∩L∞(R,Ysk∞).
Proof. For given (f, (I − ∆)−1/2h) ∈ (Yskq )2 with 1  q < ∞. We claim that, for any
 > 0, there exists T = T (f,h) > 0 and α = α(f,h, ) > 0 such that, if ‖(f − f˜ ,
(I −∆)−1/2(h− h˜))‖Yskq < α,
N
sk
m,q,T
(
V1(t)f˜ + V2(t)∂xh˜
)
 , m = 1,2. (4.4)
To prove this claim, we use an argument first appeared in Kenig et al. [8]. Let ρ ∈ C∞0 (R)
satisfy ‖ρ‖L1(R) = 1. Denote by ρn(x) = nρ(nx) for n ∈ N. By Hölder inequality in time
we get
N
sk
m,q,T
(
V1(t)f˜ + V2(t)∂xh˜
)
Nskm,q,T
(
V1(t)(f − f˜ )+ V2(t)∂x(h− h˜)
)+Nskm,q,T (V1(t)(f − ρn ∗ f )
+ V2(t)∂x(h− ρn ∗ h)
)+Nskm,q,T (V1(t)(ρn ∗ f )+ V2(t)∂x(ρn ∗ h))

∥∥(f − f˜ , (I −∆)−1/2(h− h˜))∥∥Yskq
+ ∥∥(f − ρn ∗ f, (I −∆)−1/2(h− ρn ∗ h))∥∥Yskq
+ T 1/qm∥∥2j (sk−βjm)∥∥∆j (V1(t)ρn ∗ f + V2(t)∂x(ρn ∗ h))∥∥Lpmx L∞T ∥∥
q (Z)
 α +O(1/n)+ T 1/qmR(n)
with R(n) → ∞ as n → ∞ since we can assume (f,h) ∈ C∞0 (R) by the dense, and by
Proposition 2.4,∥∥2j (sk−βjm)∥∥∆j (V1(t)ρn ∗ f + V2(t)∂x(ρn ∗ h))∥∥Lpmx L∞T ∥∥
q (Z)

∥∥2jsk+2/qm max{0,j}∥∥∆j (ρn ∗ f + (I −∆)−1/2∂x(ρn ∗ h))∥∥L2x∥∥
q (Z) = R(n).
Note that Yskq ↪→ Ysk∞ for 1 q < ∞. By Propositions 2.5, 3.1 and 3.2 with s = sk ,
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E
sk
q,T
C
[∥∥V1(t)f˜ + V2(t)∂xh˜∥∥Eskq,T + ‖u‖k+1Eskq,T ], (4.5)∥∥Φ(u,f,h)−Φ(v, f˜ , h˜)∥∥
E
sk
q,T
C
[‖u‖k
E
sk
q,T
+ ‖v‖k
E
sk
q,T
]‖u− v‖
E
sk
q,T
+C∥∥(f − f˜ , (I −∆)−1/2(h− h˜))∥∥Yskq (4.6)
and ∥∥Φ(u,f,h)∥∥
L∞T Y
sk
q
C
[‖f ‖Yskq + ∥∥(I −∆)−1/2h∥∥Yskq + ‖u‖k+1Eskq,T ]. (4.7)
For given (f, (I − ∆)−1/2h) ∈ (Yskq )2, the claim shows that there exists a neighborhood
V(f,(I−∆)−1/2h) of (f, (I − ∆)−1/2h) in (Yskq )2 and T = T (f,h) > 0 so small that for any
(f˜ , (I −∆)−1/2h˜) ∈ V(f,(I−∆)−1/2h) satisfies∥∥V1(t)f˜ + V2(t)∂xh˜∥∥Eskq,T < (2C)−1(4C)−1/k.
Then, for any (f˜ , (I − ∆)−1/2h˜) ∈ V(f,(I−∆)−1/2h) and u,v ∈ {w ∈ Eskq,T ; ‖w‖Eskq,T 
(4C)−1/k}, a ball of Eskq,T with radius (4C)−1/k , (4.5) and (4.6) show∥∥Φ(u, f˜ , h˜)∥∥
E
sk
q,T
 3
4
(4C)−1/k
and ∥∥Φ(u,f,h)−Φ(v, f˜ , h˜)∥∥
E
sk
q,T
 1
2
‖u− v‖
E
sk
q,T
+C∥∥(f − f˜ , (I −∆)−1/2(h− h˜))∥∥Yskq .
Thus a classical fixed point argument in the ball of Eskq,T with radius (4C)−1/k leads to
that Eq. (1.1) with the Cauchy data (f˜ , ∂xh˜), where f˜ and h˜ satisfy (f˜ , (I − ∆)−1/2h˜) ∈
V(f,(I−∆)−1/2h), has a unique solution u in E
sk
q,T and that the map (f˜ , (I − ∆)−1/2h˜) → u
is Lipschitz from V(f,(I−∆)−1/2h) into the space E
sk
q,T . Note that V1(t)f + V2(t)∂xh ∈
C(R,Yskq ) and
∫ t
0 V2(t − t ′)(uk+1)xx dt ′ ∈ C(R,Yskq ) for any q ∈ [1,+∞). Thus, u ∈
C([−T ,T ],Yskq )∩Eskq,T follows from (4.6) and (4.7) easily.
When ‖(f, (I −∆)−1/2h)‖Ysk∞  δ  (2C)−1(4C)−1/k , by Propositions 2.4 and 2.5, we
deduce, for u and v belonging to the ball of Esk∞ with radius (4C)−1/k ,∥∥Φ(u)∥∥
L∞t Yskq +
∥∥Φ(u)∥∥
E
sk
q
 C
[∥∥(f, (I −∆)−1/2h)∥∥Yskq + ‖u‖Eskq ‖u‖kEsk∞],∥∥Φ(u)∥∥
L∞t Ysk∞ +
∥∥Φ(u)∥∥
E
sk∞  C
[∥∥(f, (I −∆)−1/2h)∥∥Ysk∞ + ‖u‖k+1Esk∞ ] (4C)−1/k
and ∥∥Φ(u)−Φ(v)∥∥
L∞t Yskq +
∥∥Φ(u)−Φ(v)∥∥
E
sk
q
C
[‖u‖k sk + ‖v‖k sk ]‖u− v‖Esk  1‖u‖Esk .E∞ E∞ q 2 q
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strictly contractive in the convex set {u ∈ C(R,Yskq )∩Eskq ; ‖u‖Esk∞  δ}. A standard fixed
point argument yields the second part in Theorem 4.2. 
Theorem 4.3. Let k > 4, and let s = {sj }j∈Z and s+ = {sj+}j∈Z satisfy j (sj − sj+) 0 for
any j ∈ Z and j (sj+ − sjk − sgn(j)0) 0 with some given 0 > 0 for any j ∈ Z.
(1) For any (f, (I − ∆)−1/2h) ∈ (Ysq)2 with 1  q < +∞, there exists T = T (‖(f,
(I − ∆)−1/2h)‖Ys+q ) > 0 with T → +∞ as ‖(f, (I − ∆)−1/2h)‖Ys+q → 0, and a
unique solution u to the Cauchy problem (1.1) satisfying u ∈ C([−T ,T ];Ysq) and
‖u‖Esq,T < +∞.
(2) If moreover ‖(f, (I −∆)−1/2h)‖Ysk∞ < δ with the positice constant δ defined in Theo-
rem 4.1, then u is global in time and satisfies C(R,Ysq)∩L∞(R,Ys∞).
Proof. For m ∈ {1,2} choose q ′m > qm satisfying (1/qm − 1/q ′m)  0/4. Then, for any
j ∈ Z,
N
sk
m,q,T
(
V1(t)f + V2(t)∂xh
)
= ∥∥2jsjk 2−jβjm∥∥∆j (V1(t)f + V2(t)∂xh)∥∥Lpmx LqmT ∥∥
q (Z)
 T (1/qm−1/q ′m)
∥∥2jsjk 2−jβjm∥∥∆j (V1(t)f + V2(t)∂xh)∥∥
L
pm
x L
q′m
T
∥∥

q(Z)
= T (1/qm−1/q ′m)
× ∥∥2j (sjk −sj+)2(β+,jm −βjm)2jsj+2−jβ+,jm ∥∥∆j (V1(t)f + V2(t)∂xh)∥∥
L
pm
x L
q′m
T
∥∥

q (Z)
,
where
β
+,j
m =
{
1/2 − 1/pm − 2/q ′m, when j > 0,
−1/pm, when j  0.
since j (sjk − sj+)+ j (β+,jm − βjm) 0 for all j ∈ Z, we deduce that
N
sk
m,q,T
(
V1(t)f + V2(t)∂xh
)
 T (1/qm−1/q ′m)
∥∥2jsj+2−jβ+,jm ∥∥∆j (V1(t)f + V2(t)∂xh)∥∥
L
pm
x L
q′m
T
∥∥

q (Z)
 T ν
∥∥(f, (I −∆)−1/2h)∥∥Ys+q , (4.8)
where we denote by ν = (1/qm − 1/q ′m). Thus, by Proposition 3.1, (4.8) and the inequality
‖u‖
E
sk∞,T
 ‖u‖
E
sk
q,T
,∥∥Φ(u, f˜ , h˜)∥∥
E
sk
q,T
 CT ν
∥∥(f˜ , (I −∆)−1/2h˜)∥∥Ys+q + ‖u‖k+1Eskq,T , (4.9)∥∥Φ(u,f,h)−Φ(v, f˜ , h˜)∥∥
E
sk
q,T
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[‖u‖k
E
sk
q
+ ‖v‖k
E
sk
q,T
]‖u− v‖
E
sk
q,T
+CT ν∥∥(f − f˜ , (I −∆)−1/2(h− h˜))∥∥Ys+q . (4.10)
On the other hand, by Proposition 2.4,∥∥Φ(u, f˜ , h˜)∥∥
Esq,T
C
∥∥(f˜ , (I −∆)−1/2h˜)∥∥Ysq +C‖u‖Esq,T ‖u‖kEskq,T (4.11)
and ∥∥Φ(u,f,h)−Φ(v, f˜ , h˜)∥∥
Esq,T
C
[‖u‖kEsq + ‖v‖kEsq,T ]‖u− v‖Esq,T
+C∥∥(f − f˜ , (I −∆)−1/2(h− h˜))∥∥Ysq . (4.12)
For any given (f, (I − ∆)−1/2h) ∈ (Ysq)2, and any given neighborhood V(f,(I−∆)−1/2h) in
(Ysq)2, by (4.8)–(4.10), there exists T = T (‖(f, (I −∆)−1/2h)‖Ys+q ) such that
CT ν
∥∥(f˜ , (I −∆)−1/2h˜)∥∥Ys+q  12 (4C)−1/k
for any (f˜ , (I − ∆)−1/2h˜) ∈ Vf,(I−∆)−1/2h. A classical fixed point argument in the ball
of Eskq,T with radius (4C)−1/k leads to that Eq. (1.1) with the Cauchy data (f, ∂xh) has
a unique solution u ∈ Eskq,T and that the map (f˜ , (I − ∆)−1/2h˜) → u is Lipschitz from
(Ys+q )2 into the space Eskq,T . By (4.11) the solution u satisfies
‖u‖Esq,T  C
∥∥(f˜ , (I −∆)−1/2h˜)∥∥Ysq + 14‖u‖Esq,T ,
which shows u ∈ Eskq,T , and hence u ∈ C([T ,−T ];Esq).
To prove the second assertion of Theorem 4.3, we notice that, by Theorem 4.1, u satisfy
‖u‖k
E
sk∞
 (4C)−1. Then by Proposition 2.4,
‖u‖L∞T Ysq + ‖u‖Esq,T =
∥∥Φ(u)∥∥
L∞T Ysq +
∥∥Φ(u)∥∥
Esq,T

∥∥(f, (I −∆)−1/2h)∥∥Ysq +C‖u‖kEsk∞‖u‖Esq,T

∥∥(f, (I −∆)−1/2h)∥∥Ysq + 12‖u‖Esq,T
 2C
∥∥(f, (I −∆)−1/2h)∥∥Ysq .
Hence∥∥u(T , ·)∥∥Ysq  2C∥∥(f, (I −∆)−1/2h)∥∥Ysq < ∞,
and by induction, u can be extend for all times and belongs to C(R,Ysq)∩L∞(R,Ysq). 
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