In this paper, we show that any proof of the Collatz 3n + 1 Conjecture must have an infinite number of lines. Therefore, no formal proof is possible. We also discuss whether the proof strategy in this paper has any promise for proving that the Riemann Hypothesis is also unprovable.
In this paper, we consider the following function:
Definition: Let T : N → N be a function such that T (n) = 3n+1 2 if n is odd and T (n) = n 2 if n is even.
The Collatz 3n + 1 Conjecture states that for each n ∈ N, there exists an m ∈ N such that T (m) (n) = 1, where T (m) (n) is the function T iteratively applied m times to n. As of September 4, 2003, the conjecture has been verified for all positive integers up to 224 × 2 50 ≈ 2.52 × 10 17 (Roosendaal, 2003+) . Furthermore, one can give a heuristic probabilistic argument (Crandall, 1978) that since every iterate of the function T decreases on average by a multiplicative factor of about ( 3 2 ) 1/2 ( 1 2 ) 1/2 = ( 3 4 ) 1/2 , all iterates will eventually converge into the infinite cycle {1, 2, 1, 2, ...}, assuming that each T (i) sufficiently mixes up n as if each T (i) (n) mod 2 were drawn at random from the set {0, 1}. However, the Collatz 3n+1 Conjecture has never been formally proven. In this paper, we show that the Collatz 3n + 1 Conjecture can, in fact, never be formally proven, even though there is a lot of evidence for its truth:
Theorem 1: For m, n ∈ N, the value of T (m) (n) mod 2 is not uniquely determined by the values of (n, T (1) (n), ..., T (m−1) (n)) mod 2.
Proof:
We have the equation, T (m) (n) = 3 k 2 a k n + Σ k−1 i=0 3 i 2 a i (Lagarias, 1985) , where the values of a 0 , ..., a k are determined by the values of (n, T (1) (n), ..., T (m−1) (n)) mod 2. For any increasing sequence of natural numbers a 0 , ..., a k , this equation has at least one solution for (n, T (m) (n)) ∈ N 2 where T (m) (n) = 0 mod 2 and at least one solution for (n, T (m) (n)) ∈ N 2 where T (m) (n) = 1 mod 2, since gcd(2 a k +1 , 3 k ) = 1. Hence, the value of T (m) (n) mod 2 is not uniquely determined by the values of (n, T (1) (n), ..., T (m−1) (n)) mod 2.
Theorem 2: For any m, n ∈ N (where m may be known or unknown and the values of each (n, T (1) (n), ..., T (m−1) (n)) mod 2 are initially unknown), if each T (i) (n) is distinct (for i = 0, 1, ..., m − 1), then it is impossible to determine the value of T (m) (n) without performing at least m computations.
Proof: Since the formula, T (m) (n) = 3 k 2 a k n + Σ k−1 i=0 3 i 2 a i , is determined by the the values of (n, T (1) (n), ..., T (m−1) (n)) mod 2, in order to determine the value of T (m) (n), it is necessary to determine each of the values of (n, T (1) (n), ..., T (m−1) (n)) mod 2. Now, the values of (n, T (1) (n), ..., T (m−1) (n)) mod 2 cannot be determined from one another, by Theorem 1. Hence, assuming that each T (i) (n) is distinct (for i = 0, 1, ..., m − 1), at least m computations are necessary to determine the m values of (n, T (1) (n), ..., T (m−1) (n)) mod 2. Therefore, at least m computations are necessary to determine the value of T (m) (n).
Theorem 3: It is impossible to prove the Collatz 3n + 1 Conjecture.
Proof: Suppose that there exists a proof of the Collatz 3n+1 Conjecture and let L be the number of letters/symbols in such a proof. By Theorem 1, there exists an n ∈ N such that T (L) (n) > 2 and for which the value of each T (i) (n) mod 2 is initially unknown (any n such that T (L+k) (n) = T (L+k+1) (n) mod 2, for some k ≥ 0). Then by Theorem 2, at least m > L computations are required to show that there exists an m ∈ N such that T (m) (n) = 1, where m is the smallest number such that this is true (since the value of T (m) (n) is determined in showing that there exists an m ∈ N such that T (m) (n) = 1). Hence, the proof must contain at least m letters/symbols to describe the computations which prove that T (m) (n) = 1, contradicting our assumption that the proof contains L letters/symbols. Therefore, a formal proof of the Collatz 3n + 1 Conjecture cannot exist.
Discussion: As we see, the core reason why the Collatz 3n + 1 Conjecture is unprovable is because there is no limit to the number of computations that may be necessary to prove for a given n ∈ N that T (m) (n) = 1 for some m ∈ N.
Another famous conjecture that has a similar problem is, according to many, the most important unsolved problem in all of mathematics, the Riemann Hypothesis: Let the Riemann-Zeta function be a complex function defined by ζ(s) = Σ ∞ n=1 n −s for ℜ(s) > 1 and by analytic continuation elsewhere. It is well known that the only roots ρ = σ + ti of ζ in which σ ≤ 0 are ρ = −2, −4, −6, ... and that there are no roots in which σ ≥ 1. And also, there is a simple pole at s = 1. The Riemann Hypothesis states that if ρ = σ + ti is a root of ζ and 0 < σ < 1, then σ = 1/2. It is well known that there are infinitely many roots of ζ that have 0 < σ < 1. And just like the Collatz 3n + 1 Conjecture, the Riemann Hypothesis has been verified by high-speed computersfor all |t| < T where T ≈ 2.0 × 10 20 (Odlyzko, 1989) . But it is still unknown whether there exists a |t| ≥ T such that ζ(σ + ti) = 0, where σ = 1/2. And just like the Collatz 3n + 1 Conjecture, one can give a heuristic probabilistic argument (Good & Churchhouse, 1968 ) that the Riemann Hypothesis is true, as follows:
It is well known that the Riemann Hypothesis is equivalent to the statement that M(n) = Σ n k=1 µ(k) = o(n 1/2+ǫ ) for each ǫ > 0, where µ is the Möbius Inversion function defined on N in which µ(k) = −1 if k is the product of an odd number of distinct primes, µ(k) = 1 if k is the product of an even number of distinct primes, and µ(k) = 0 otherwise. Then if we are to assume that M(n) is distributed in the long run as a random walk, which is certainly plausible since the sequence has characteristics of a random walk, then by probability theory, M(n) = o(n 1/2+ǫ ) with probability one, for each ǫ > 0.
From here on in this paper, whenever we say "number of roots", we shall mean "number of roots, counting multiplicities": By the argument principle, one can determine the number of roots of ζ in {s = σ + ti : 0 < σ < 1, 0 < t < T } by integrating ζ ′ (s) ζ(s) on the border of this domain minus, for small ǫ > 0, the horizontal strip {s = σ + ti : 0 < σ < 1, 0 < t < ǫ} (in order to avoid the pole at s = 1) and then dividing by 2πi. However, determining whether these roots are all on the critical line σ = 1/2 is a bit more tricky: The method by which this has been verified by high-speed computers is to consider a specific real function, Z(t), such that |Z(t)| = |ζ(1/2 + ti)|, so that the Riemann Hypothesis is equivalent to Z(t) having only real and pure imaginary roots. The computer determines a lower bound for the number of real roots of Z(t) in which 0 < t < T by examining the sign changes in Z(t) (and if necessary the sign changes in its derivatives) and compares this number to a calculated upper bound for the number of roots of the ζ function in the domain, {s = σ + ti : 0 < σ < 1, 0 < t < T }. If the numbers are equal, then the Riemann Hypothesis is verified for this domain (Pugh, 1998) . Now, let us observe the following, which will explain why there is a very good chance that the Riemann Hypothesis is unprovable, just like the Collatz 3n + 1 Conjecture: Since there is no closed formula for the real roots of Z(t) (no formula that does not involve the function Z(t) like the formula for the roots ρ = σ + ti = −2, −4, −6, ... of ζ when σ ≤ 0), the number of real roots of Z(t), where 0 < t < T , can only be determined by examining the changes in sign of Z(t) and (if necessary) its derivatives; therefore, determining the number of real roots of Z(t) where 0 < t < T must involve computing the sign of Z(t) for various t. Let us assume that the time of the fastest algorithm that computes the sign of Z(t) approaches ∞ as t → ∞, which is certainly a reasonable assumption, since the fastest known algorithm for doing such, the Riemann-Siegel formula (Odlyzko, 1994) , runs in O( √ t) time. Then proving that for each T > 0, the number of real roots of Z(t), where 0 < t < T , is equal to the number of roots of ζ in {s = σ + ti : 0 < σ < 1, 0 < t < T } (which is equivalent to proving the Riemann Hypothesis) must take an infinite amount of time, since doing such requires computing the sign of Z(t) for arbitrarily large t and there is no limit to the number of computations that are necessary to determine such information. Hence, it appears that the Riemann Hypothesis is also unprovable, even though there is a lot of evidence for its truth.
Moral: If the Collatz 3n + 1 Conjecture is true, then only G-d can know this with absolute certainty. And this is also very likely to be the case with the Riemann Hypothesis.
