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Executive Summary
In UMTS environments the radio access network (UTRAN - UMTS terrestrial Radio
Access Network-, in UMTS nomenclature) is the highest CO2 emitter. Is it possible
to reduce these emissions? This study presents a proposal of energy saving schemes
at this part of the UMTS network. The study concretely focuses on the possibility of
switching oﬀ certain UTRAN elements based on the traﬃc load at every moment in
order to make possible this energy saving. Special attention has been payed on the
UMTS Base Stations (known as Nodes B in the UMTS standardization literature)
and its controllers (also known as Radio Network Controllers, RNC).
A typical situation where this case could be applied is in the oﬃce and ﬁnancial
areas in cities. Traﬃc in these areas usually follow a certain periodic pattern, which
could be, somehow, approximated to a curve. This curve would have its maximums
at the oﬃce hours and its minimums specially at night. The diﬀerence of load
between day traﬃc and night traﬃc can be very signiﬁcant. In fact, mobile operators
design the network so to attend all the daytime traﬃc. It is not an exaggeration to
say that according to night traﬃc these networks are over-dimensioned.
The analysis has been made using well-known suitable propagation and traﬃc
models in order to evaluate diﬀerent scenarios such as motorways or urban micro-
cells. Besides, the evaluation has been made according to diﬀerent points of view,
such as the percentage of shut down cells, the impact of the blocking probability
target on the system performance or the number of users which are forced to make
a handover at the switching moments.
In addition, useful information about sustainability, global warming and mobile
communications has also been included in order to complete the most practical
parts of the work, as well as the most important features of the study, such as the
consumptions along the UTRAN or how to make a power budget.
Purpose
Find out the feasibility of switching oﬀ certain elements of the UMTS Terrestrial
Radio Access Network (UTRAN) when the traﬃc load goes lower a certain threshold
in order to save up energy.
Keywords
Sustainability, Energy Saving, Climate Change, Global Warming, Kyoto, UMTS,
Terrestrial Radio Access Network, Node B, RNC, Traﬃc Model, Erlang-B, Blocking
Probability, COST-Walﬁsch-Ikegami
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Chapter 1
Introduction
This report is the result of a six-month Master Thesis held in Turin according to an
International Interchange Program between the Castelldefels School of Technology
(Escola Politècnica Superior de Castelldefels), which belongs to the Universitat
Politècnica de Catalunya (Barcelona, Spain) and the Politecnico di Torino (Turin,
Italy). The work is related to the Telecommunication Networks Group from the
Electronic Department (Dipartamento di Elettronica) and has been developed at
the Networking Lab of the Mario Boella Institute (Istituto Superiore Mario
Boella).
The Thesis, which is now being presented, is one of the ﬁrst stages of a recently
triggered researching study. The whole project has been launched attending to the
mobile operators needs to reduce its networks consumptions. Therefore, a more
sustainable network performance is aimed to be obtained on the basis of carbon
emissions and OPEX (Operational Exchange) reductions.
The speciﬃc motivation and objectives which concern to this Thesis are dis-
cussed as follows. Its main points are also highlighted as well as the document's
structure.
1.1 Motivation and Scope of the Thesis
1.1.1 Motivation
Terrestrial radio networks are the most energy-consuming part of cellular networks.
In fact, they normally account for around 80% of the total electricity used by an
operator [35]. Many research studies are focusing on the network elements, such
as power ampliﬁers, in order to reduce power consumption as possible. The eﬀec-
tiveness of these studies has a long-term view, as it implies an equimpent updating
and considerable investments, which consequently increase the CAPEX (Capital
Exchange).
However, equipment review is not the only solution. A better and more eﬀective
management of current networks can also imply signiﬁcative power consumption
reductions by adapting them to the traﬃc needs.
Traﬃc load is not constant along the whole day. As a matter of fact, diﬀerent
scenario-linked traﬃc paterns exist. Soccer stadiums will demand high traﬃc loads
during the matches and, depending on its placement, this traﬃc load can be close
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to zero when no event is held in it. Something simmilar happens in oﬃce areas
betwen the oﬃce opening hours and at night time or at hollidays. Residential areas
will also have its own diﬀerentiated traﬃc pattern, where traﬃc is higher at the
evenings.
Nowadays, mobile operators just do not take into account in their networks
these strong diﬀerences that some traﬃc patterns may present. Nonetheless, they
are willing to save up energy, and thus, money in their networks. Fruit of this need,
the present project's aim is to study what happens if some of the Node B are shut
down. Is it possible to do this without decreasing the network's Grade of Service?
On the other hand, by shutting down some cells, other base stations should serve
its traﬃc by increasing the transmission power so to reach longer distances. Is the
energy saved up by shutting down some Node B still bigger than the energy needed
to increment the power of the remaining on base stations? And, what is more, is it
still feasible to shut down a whole branch of Nodes B and its corresponding RNC?
These questions will try to be explained on this research study.
1.1.2 Goals
Following, the main objectives and goals of the Thesis are listed:
I Introduce the Sustainability and Climate Change concepts and the role of
Information & Communication Technologies (ICTs) -and concreatly mobile
communications- in this matter.
I Study how do mobile communication networks work and its characteristics,
specially focusing on UMTS networks.
I Identify the radio access network elements and ﬁnd out its average consump-
tions, including the power budget on a UMTS communication process.
I Find out the feasibility of switching oﬀ certain elements of the UMTS Ter-
restrial Radio Access Network (UTRAN) when the traﬃc load goes lower a
certain threshold in order to save up energy in urban microcell environments.
 Export the model to a motorway environment.
 Study the performance by varying quality targets.
I Investigate mobile propagations models and chose the one which best ﬁts to
the needs of the study.
I Identify the weak points of the study in order to propose further improvements
and future works.
1.2 The Thesis Report and its structure
This document is a Masther Thesis Report, where a general-to-speciﬁc policy has
been used to distribute the work in chapters and information inside each chapter.
In other words, ﬁrstly global information is presented to understand the problematic
and its environment. As the work (or the chapter) goes on, information becomes
more speciﬁc to the concerned matter. On the other hand, the report's structure
tries to follow the above mentioned goals.
1.2. THE THESIS REPORT AND ITS STRUCTURE 19
Once said that, the seven chapters which compose this document have been
divided in three diﬀerentiated parts. The ﬁrst part, 'Presentation' includes the
present chapter and its aim is to introduce the Thesis.
The second block, 'Study Environment' groups the theoretical background of
the Thesis. Chapter 2 deals with the Sustainability and Climate Change concepts.
Its deﬁnitions, a historical view or the role of ICTs and mobile communications
in sustainability can be found on this chapter. Following chapter, Chapter 3,
introduces cellular networks features paying special attention to the UMTS network
and its Radio Terrestrial Access Network (UTRAN). In contrast, Chapter 4 is aimed
to present the used traﬃc model.
The third block of this report, 'Energy Eﬃcient Planning' is related to the
most practical part of the Thesis. Due to this, the results & analysis and the
conclusions are included in this part, respectively on Chapters 6 and 7. Meanwhile,
Chapter 5 deals with the work features such as the UTRAN consumptions or the
propagation model study.
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Chapter 2
Sustainability and Climate
Change
2.1 Introduction
Climate change is today an irrefutable fact and with some impacts which are already
provable (important reduction of glaciers and polar ice caps, signiﬁcant rise of de-
sertiﬁcation grade in some areas, increment of adverse meteorological phenomenons
and its intensity, ...). This problem is specially linked to development, moreover in
a society where its growth model is basically based on fossil-fuel energy sources and
which has reached a welfare state.
Greenhouse Gases (GHG) emissions are demonstrated to be one of the ma-
jor causes of actual global warming in deed. As a matter of fact, GHG sources
(fossil-fuel consumption for energy production, transportation, industrial processes,
tourism, agriculture, and so on) are highly related to our social model and our daily
way of life.
And what is more, Climate Change is a global problem and its solution claims to
be also global. Any step or action aﬀecting Climate Change will have a worldwide
impact, wherever this step is made, whatever this action is, and whoever the author
is.
This chapter deals with the consciousness about nowadays engineering towards
this problematic. That is why, willing to introduce it, two main concepts will be
studied:
I Sustainability
I Climate Change and Global Warming
The aim of this chapter is to brieﬂy explain these two concepts and how they are
applied on Information and Communication Technologies (ICTs), and furthermore,
the paper that these ICTs have so to achieve the goals of Sustainability, and reduce
-as possible- the human-caused (or anthropogenic) global warming.
To help to understand the concepts, some deﬁnitions and a brief history have
been also included in this chapter, as well as the paper of world organizations,
conferences or summits in this matter.
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2.2 Deﬁnitions
2.2.1 Sustainability
Sustainability or sustainable development are deﬁned by the World Commission on
Environment and Development as "forms of progress that meet the needs of the
present without compromising the ability of future generations to meet their needs"
[1, 2].
Sometimes sustainable development is deﬁned as a triangular concept. This is
because any sustainable society must meet a number of necessities of three diﬀerent
areas [8]:
I Economic
I Social
I Environmental
Nevertheless, the UNESCO (United Nations Educational, Scientiﬁc and Cultural
Organization) introduces a fourth basic pillar which is Cultural Diversity, stating
that
"...cultural diversity is as necessary for humankind as biodiversity is
for nature [9].
Other times, Sustainability can be seen from an traditionally economic point of view.
In this case it is deﬁned as the sum of ﬁve capitals, which have to be considered in
order to manage this 'big common enterprise' that society is [8]. These capitals, as
seen on ﬁgure 2.1, are:
I Financial
I Physical (or 'Resources' in 2.1)
I Human (or 'Our People' in 2.1)
I Social (or 'Community' in 2.1)
I Natural (or 'Environment' in 2.1)
Figure 2.1: Sustainability Management [1]
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2.2.2 Climate Change and Global Warming
Climate change has a long-term sense, and can be deﬁned as the variations in the
average course or condition of the weather at a place usually over a large period of
years [...] (Adapted from the Merriam - Webster Dictionary [5]). This deﬁnition
includes human and non-human activity reasons for this change. Nevertheless, the
United Nations Framework Convention on Climate Change (UNFCCC) uses the term
'climate change' to refer to human-caused change and 'climate variability' to all the
natural changes [6]. Today, the expression 'Global Warming' is also commonly
used. This expression refers to the warming in recent decades and its projected
continuation, and implies a human inﬂuence. In fact, it is technically known as
AGM or Anthropogenic Global Warming [7].
2.3 A brief historical view
Up to the sixties of the past century economy was based on absolute growth. The
resources to feed this growth were totally not taken into account. The ﬁrst time
consciousness of this matter appeared was in 1966. Kenneth E.Boulding exposed in
his book The impact of social sciences a new vision of the Earth. Our planet was
seen as a spaceship where all the matter should be carefully manipulated in order
to recycle it [8].
In 1972 the Club of Rome published the Limits to Growth, a report from
Donella Meadows (et al.), which modeled the consequences of the growth and
triggered the Ecologic Politics movement.
Fifteen years later, in 1987, the term Sustainable Development was introduced
(see deﬁnition at section 2.2) at the United Nations World Commission on Envi-
ronment and Development and its report Our common future [2] (also known as
Brundtland Report). This report highlights the limited resources our Planet has and
specially claims for enrollment to the cause of all the countries, because inaction can
be devastating. This report also was established as the basements of the United
Nations Conference on Environment and Development, held in Rio de Janeiro in
1992. In fact, the World Summit -as it is also known- has become one of the
biggest UN Conference, where the representatives for 172 countries signed several
binding agreements dealing with climate change and biological diversity. Agenda 21
non-binding agreements were also signed1 [11]. One of the resulting documents was
the United Nations Framework Convention on Climate Change, prelude of the Kyoto
Protocol (December 1997) which sets binding targets for 37 industrialized countries
and the European community for reducing greenhouse gas (GHG) emissions [6].
2.4 Organizations, World Summits and Confer-
ences on the topic
As seen on the previous section, numerous conferences, world summits or organiza-
tions are involved in the promotion for sustainability and to inform, try to limit and
help to take consciousness about Global Warming. The Club of Rome or the Rio
Earth Summit are examples of the main actors involving this matter. These and
other actors are explained below:
1More information about this summit in section 2.4.3
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Figure 2.2: Logos of the organizations, world summits and conferences on the topic
2.4.1 The club of Rome
The Club of Rome is a global think tank which promotes both a stable economic
and sustainable humanity growth. Among its members it has bankers, scientists,
university professors, diplomatic people, headmasters of foundations, and so on.
They deﬁne its mission as a global catalyst of change hat is free of any political,
ideological or business interest [14] and contributes to the solution of what it calls
the world problematique, the complex set of the most crucial problems  political,
social, economic, technological, environmental, psychological and cultural - facing
humanity  [14].
This organization is an international reference in environmental questions. Apart
from its worldwide recognized publication Limits to Growth, they have also pub-
lished other reports such as Limits to Privatization or The future of global ur-
banization [14].
2.4.2 World Commission on Environment and Development
and the Brundtland Report
Also known as the Brundtland Commission, the World Commission on Environment
and Development was convened by the United Nations in 1983. Its main outgoing
document was Our Common Future (a.k.a. Burtland Report). The report deals
with sustainable development and the change of politics needed for achieving that.
In fact, the most common deﬁnition for Sustainability is the one that appears in
this document.
2.4.3 The Earth Summit
Its oﬃcial name is United Nations Conference on Environment and Development
(UNCED) and it was held at Rio de Janeiro between the 3 - 14 June 1994. It
was unprecedented for a UN conference, in terms of both its size (involving 172
governments 108 of which at level of heads of State or Government) and the scope
of its concerns, with resulting documents such as
I Agenda 21
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I the Rio Declaration on Environment and Development
I the Statement of Forest Principles
I the United Nations Framework Convention on Climate Change
I the United Nations Convention on Biological Diversity
This set of documents claim for a transformation of our attitudes and behavior in
order to achieve eco-eﬃciency by trying to replace the use of polluting sources of
energy, a new reliance on public transportation, taking awareness over the growing
scarcity of water, and so on [11].
Let us focus on two of these resulting documents:
2.4.3.1 United Nations Framework Convention on Climate Change (UN-
FCCC)
This treaty was aimed to begin to consider what can be done to reduce global
warming and to cope with whatever temperature increases are inevitable. Concretely
by stabilizing greenhouse gas concentrations in the atmosphere at a level that would
prevent dangerous anthropogenic interference with the climate system.
This Convention, which has been ratiﬁed by 192 countries, does not set manda-
tory limits on greenhouse emissions, in other words, it is a non-binding treaty.
Nevertheless, the proper UNFCCC was updated in 1997 with the Kyoto Protocol,
establishing mandatory limits and, in fact, it is more famous rather than the UN-
FCCC [6]. More information about this protocol further on, on section 2.4.4.
2.4.3.2 Agenda 21
Agenda 21 is a guideline to sustainable development with global, national and local
scopes. Its preamble says
Agenda 21 addresses the pressing problems of today and also aims
at preparing the world for the challenges of the next century  [12]
These challenges for the 21st century (this is why it is called Agenda 21) are focused
on four main sections, listed below:
I Section I: Social and Economic Dimensions.
I Section II: Conservation and Management of Resources for Development.
I Section III: Strengthening the Role of Major Groups.
I Section IV: Means of Implementation [12]
Agenda 21 was analyzed and re-impulsed at the Rio+5 UN General Assembly (1997)
[13].
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2.4.4 The Kyoto Protocol
Based on the United Nations Framework Convention on Climate Change (UNFCCC),
the Kyoto Protocol (Kyoto, Japan, 11 December 1997) is an international agreement
that sets binding targets for 37 industrialized countries and the European community
for reducing greenhouse gas (GHG) emissions. This binding protocol, has been
ratiﬁed by all these countries. Furthermore, it has also been ratiﬁed by other 137
countries, but in this case, without any obligation beyond monitoring and reporting
emissions as they are developing countries [6]. The paper of the United States in
front of this protocol is quite peculiar because, in spite of ﬁrstly signing this protocol,
not only did they not ratify it bu they also 'unsigned' the protocol [8].
2.4.4.1 Situation in Italy and Spain
Both, Italy and Spain as European Union (EU) members have signed and ratiﬁed
the Protocol with binding obligations. In fact, the EU has been one of the main
supporters of the Protocol.
All the signing parts accorded to reduce a 5% of annual mean emissions between
2008 and 2012 (basing it on 1990's emissions). Nevertheless, all ﬁfteen then-EU
members accorded to redistribute these emissions among each member State on
the basis of diﬀerent economic and environmental variables. This is why Italy must
reduce its emissions in a 6.5% and Spain can increase them up to a 15%.
Unfortunately, as seen on ﬁgure 2.3, these obligations are not entirely fulﬁlled.
Both Italy and Spain, have been increasing its CO2 emissions in the last few years.
For instance, Spain has increased its emissions a 52% in 2006 and a 48% in 2007
(taking 1990 as the basis year).
Since 2002 in the European Union an emissions trading system has been launched
in an eﬀort to meet these targets. CO2 emissions are seen as a tangible good and
some quotas are set up with a market price (usually given in euros). This sys-
tem tries to reward companies which reduce emissions and penalize the ones which
exceed on their emissions [6, 17].
2.4.4.2 Limitations of the Protocol
The Kyoto Protocol is absolutely a positive step towards the limitation of the Cli-
mate Change. But, is this protocol suﬃcient in order to achieve the scope of the
UNFCCC?
Both, its negotiation and implementation calendar have been excessively big.
And, what is more, the United States position towards this Protocol (a great GHG
emitter) and the lack of developing countries emitting limits (such as China, South
Africa, Mexico or Brazil, which are rapidly growing in terms of economy and energy
use) call into question the Protocol's feasibility. Let alone the mentioned low grade
of fulﬁllment of the signing countries with binding targets [17].
2.5 Indicators of Sustainability in Italy and Spain
The deﬁnition of sustainability (and thus, its main goal) has already been introduced.
The question now is how to know whether we can reach this objective and how far
we are to completely achieve it. Other questions such as 'are we in the correct way? '
or 'what is our weakest point?' can also come into our mind. All these questions
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claim the need that sustainability must be, somehow, measured. This task is done
by the indicators.
A good indicator alerts you to a problem before it gets too bad and helps you
recognize what needs to be done to ﬁx the problem. They allow you to see where
the problem areas are and help show the way to ﬁx those problems [3].
What really makes diﬀerent a Sustainability Indicator from traditional indicators
(such as economic or social indicators) is their integrated point of view. That is,
they take into account the interactions among society, economy and environment.
One of the world entities which publishes indicators is the United Nations in
order to evaluate its Millennium Development Goals (which are eight objectives
deﬁned at the Millennium Declaration Summit -September, 2000-). These main
targets are:
1. Eradicate extreme poverty and hunger.
2. Achieve universal primary education.
3. Promote gender equality and empower women.
4. Reduce child mortality.
5. Improve maternal health.
6. Combat HIV/AIDS, malaria and other diseases.
7. Ensure environmental sustainability.
8. Develop a global partnership for development.
As we can see, these goals directly deal with economy, society and environment. As
a matter of fact, not only will this document focus on the seventh goal indicators
(which cover the environmental sustainability matter), but it will also consider the
eighth goal which includes ICTs (Information and Communication Technologies).
Furthermore, both Italian and Spanish indicators will be taken into account.
2.5.1 Carbon Dioxide Emissions
Figure 2.3 illustrates the carbon dioxide (CO2) emissions per thousand metric tons
of CO2
2. In the global carbon dioxide emission estimates [4]. Both Italy and Spain
have had an arising tendency throughout the nineties and the early years of the
present decade. As seen on section 2.4.4, these countries have signed and ratiﬁed
the Kyoto Protocol. Due to this, a decreasing tendency is expected in the next
years because the Kyoto Protocol's scope is from 2008.
2.5.2 Energy Use
Another indicator of sustainability is the Energy Use. Figure 2.4 shows, in fact,
the energy use (kilogram oil equivalent) per $1 gross domestic product (PPP) is
commercial energy use measured in units of oil equivalent per $1 of gross domestic
product converted from national currencies using purchasing power parity conversion
2This millennium indicator is based on the Carbon Dioxide Information Analysis Center (de-
pendent on the US Department of Energy)
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Figure 2.3: CO2 emission per thousand metric tons of CO2 [4]
factors. The goal of this indicator is to ensure environmental sustainability and to
valuate the integration of the principles of sustainable development into country
policies and programs and reverse the loss of environmental resources [4].
The indicator provides a measure of energy intensity (it is the inverse of energy
eﬃciency) and reﬂects structural changes in the economy, changes in the energy
eﬃciency of particular sectors and diﬀerences in fuel mixes. In principle, the lower
the ratio, the better the energy eﬃciency. Slightly are the diﬀerences between Italy
and Spain and both present an quasi-invariable energy use between 1990 and 2004.
Figure 2.4: Energy Use (Kg oil equivalent) per $1000 (PPP) GDP [4]
2.5.3 Telephone Lines and Cellular Subscribers
The Millennium indicators also include some ICT (Information and Communica-
tion Technologies) indicators in order to evaluate the eighth goal (develop a global
partnership for development) and its Target 18 which states:
In cooperation with the private sector, make available the beneﬁts
of new technologies, especially information and communications[4]
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As you can see on section 2.6, ICTs can help in order to achieve goals dealing with
sustainability or climate change.
Figure 2.5 shows the total telephone lines (connected to the public switched
network) and cellular subscribers in Italy and Spain. Results are not very comparable
because of the diﬀerence of population between both countries.
Figure 2.5: Telephone lines and cellular subscribers [4]
This is why ﬁgure 2.6 is included. This graph indicates the number of cellular
subscribers per 100 population. It is really interesting that, in both countries, at
the early years of the present decade, this value overpassed 100. In other words, in
Italy and in Spain there is an average of more than one cellular line per capita.
Figure 2.6: Cellular subscribers per 100 population [4]
2.6 The role of ICTs in sustainability
Information and Communication technologies are said to be one of the causes of
the anthropogenic global warming. Computers left on all night at oﬃces or the
increasing use of technology are good examples that support this. Although this
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statement is indubitable true, it is also true that, little do you think, ICTs can also
contribute to stop global warming. The question is: how?
ICTs can help to monitor climate change, mitigate local eﬀects (i.e. by using
early warning systems such as hurricane or tsunami allerters) and by trying to develop
more energy eﬃcient systems.
2.6.1 The impact of ICTs on climate change
One of the causes of anthropogenic or man-made climate change are the Information
and Communication Technologies. The unprecedented mobile telecommunications
growth in the last decade, summed to the Internet users increment, the laptops sales
growth or the important renewal of televisions are examples of the proliferation of
user devices. Every user does now have more electronic devices (which means a
major consumption per capita). The lifetime of these devices is becoming every
time smaller and smaller as technological upgrades appear. A consequence of this
is a major tax of renewing technological devices, that is, more waist. Furthermore,
ICT devices are acquiring more processing power. In other words, requirements
for power and cooling are every-time bigger. An example of this can be High
Deﬁnition television (HDTV): with the information involved to transmit one single
HDTV channel, four conventional digital terrestrial television channels could be
transmitted (the quality diﬀerence is absolutely signiﬁcant indeed). Let alone the
amount of unnecessary information such as spam or storage of deletable material.
Nonetheless, it is worth pointing out that ICTs are a low-impact industry in terms
of Greenhouse Gasses (GHG) emissions. In fact, ICTs contribute with a 2.5% of
GHG. Why? The reason is that this sector's major output is information rather than
physical and tangible goods [15, 16]. This does not exempt ICTs to be a matter of
climate change and some considerations should be taken into account in order to
reduce the carbon emissions of these up-growing industries.
2.6.2 ICTs can help
As introduced above, not only are Information and Communication Technologies a
climate change contributor but they are an important tool to work against the rising
of global worming as well.
One of ICTs main tasks in this ﬁeld is its monitoring use. Remote monitoring
and telemetry are used in inhospitable or unreachable research locations. Sensors,
air photography or global position systems are examples of how to track global
worming indicators. Figure 2.7 is an example of how can ICTs help like this.
On the other hand, ICTs can also mitigate local eﬀects of climate change, as
stated on the ITU Plenipotentiary Conference in 2006 and its Resolution 136 [15]:
Use of telecommunications/ICTs for monitoring and management
in emergency and disaster situations for early warning, prevention, mit-
igation and relief 
Due to this, some standardizations like the E.106 Recommendation have been de-
veloped in order to standardize call priorities in emergency situations.
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Figure 2.7: World Meteorological Organization Global Climate Observing System
[15]
2.6.3 ICTs progresses to reduce global warming
In previous sections we have seen that ICTs can help to reduce Global Warming.
But, this is not enough. ICTs should also contribute in reducing carbon emissions by
decreasing the sector's energy requirements. More energy-eﬃcient devices or stan-
dards ought to be developed and the actual devices should be used consciously in
order to consume less energy. Under these premises, the ITU is working actively to
reduce climate change. This entity promotes the reduction of power requirements of
telecommunication equipment and the development of Next-Generation Networks
(NGN), which are expected by some commentators to reduce energy consumption
by 40 per cent compared to today's PSTN (Public Switched Telephone Network).
It also supports all kind of program which implies a greater use of recycling and
reduction as possible of the waist. Finally, one of the basis is to potentate telecom-
munication services because every singular application of telecommunications might
be considered as replacing the need for a physical journey, so consequently carbon
emission is reduced [15].
2.7 Energy-eﬃcient Sustainable Mobile Commu-
nications
On the previous section we have seen the global ICT industry and its position towards
sustainability and climate change. Let us now focus on mobile communications,
which are the main goal of this study.
As introduced before (section 2.6), new telecommunication systems are being
designed in order to be more energy-eﬃcient. According to the Ericsson Sustainable
energy use in mobile communications white paper [16], to achieve an energy-eﬃcient
system, eﬀorts should be focused on three diﬀerent areas, as seen on ﬁgure 2.8:
I Design of an optimal and eﬃcient network
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I Optimize sites design and distribution
I Use alternative and cleaner energy sources
Figure 2.8: Areas implied to achieve sustainable energy in mobile communications.
2.7.1 Energy-Optimized Network
Eﬃcient network design is crucial to achieve energy-eﬃciency. A badly designed
network can be extremely ineﬃcient in spite of an extremely accurate eﬃciency
design of the network components. In some cases, a good design will end up with
a 50 per cent less radio sites respect to a rough one.
An optimal design will start by assessing the true network needs. Studies about
the actual coverage, capacity and quality are required. Also the type of potential
users and its traﬃc patterns should be taken into account. A business proﬁle requires
diﬀerent needs rather than a homemaker proﬁle.
Once done, design should be now started by studying the total cost of ownership
(TCO) of all the design alternatives.
Figure 2.9: Network Power consumption attending to design. Data Source: [16]
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On the basis of an optimally designed network, not only will energy consumption
be reduced, but costs for operators as well. This is because there are less power
costs and, what is more, if the number of sites is reduced, some costs such as site
rental, equipment or civil works decrease.
Figure 2.9 is very illustrative. As we can see, a 10% of power reduction is
experienced on the most eﬃcient network.
2.7.2 Site Optimization
A typical radio site includes the transmission equipment and also an air conditioning
system, battery backup units and diesel generators to overpass large electricity
interruptions.
All these equipments are constantly being developed in order to be more energy-
eﬃcient. Figure 2.10 shows how this evolution has implied a diminution of CO2 dur-
ing the last few years. We can also observe that, the newest technology (WCDMA)
is more energy-eﬃcient than the former technology (GSM).
Figure 2.10: Reduction in CO2 emissions due to improvements on Base Stations
design [16]
A better situation of all these devices in the Base Station will also help to be
more energy-eﬃcient. For instance, a remote power network, with a centralized
supply can result full of advantages.
2.7.3 Alternative energy sources
Some alternative energy sources can be used to feed base stations. Specially, those
basestations which are set in such places where it is very diﬃcult to take the power-
lines.
Depending on local conditions, an alternative to a classic energy source is pos-
sible. Examples of these sources are:
I Solar Power: It is a mature technology which has a very low environmental
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impact and an advantage of being very low-maintenance and being a free
energy.
I Wind Power: The advantage of this source is that one single turbine can sup-
port a traditional base station site without impact on cost. Nonetheless, these
sites will need extra space to place the wind tower and need an alternative
source during periods of no wind.
I Bio-fuels: They are biomass-derived fuels. They can be used some little
modiﬁcations on traditional diesel generators (what makes it an inconvenient).
Bio-fuels are generally cheaper and emit less greenhouse gasses than ordinary
fuels.
A combination of energy sources can also be made, taking advantage of the beneﬁts
of all of the combined sources.
2.8 Chapter Summary
The present chapter has tried to introduce the concepts of sustainability and climate
change to help to understand one of the main motivations of the study. In order
to get into the concepts, these ones have been deﬁned, and a brief history as an
explication of the main conferences on the topic has been included.
The paper of Information and Communication Technologies has been also ex-
plained. Not only should they improve its energy-eﬃciency -as they are part of
the anthropogenic climate change causers- but they also help to ﬁght against this
problem by helping to monitorize and observe the consequences of global warming.
Among all the ICT technologies, special attention has been made to the mobile
communications situation, as the present work deals with this type of technology.
Three diﬀerent areas have been analyzed (network design, site election and alter-
native energy sources) in order to reach the goal of energy sustainability.
All the information has been supported with graphs and sustainability indicators,
paying special attention to the situation in Italy and Spain so that the reader can
have an idea of what happens in reality.
The present chapter is complemented with the previous and the successive ones.
Chapter 3 explains in detail all about mobile communications. Besides, chapters in
Part III deal with the work's goals.
Chapter 3
Mobile Communications
and UMTS technology
3.1 Introduction
Today, mobile communications are present at the day-to-day living of millions of
people worldwide. In the last few years a boom has been experienced and all sort
of multimedia terminals are constantly appearing. In fact, UMTS technology is a
reality from some years to this time and, what is more, the use of this technology
in mobile overall mobile communications is increasing every day (i.e. in Spain the
rising tendency is from 1.9 Milion of UMTS terminals in 2006 to 9.5 millions at
2008 [22]).
The present work has been based on this technology. The aim of this chapter
is to introduce UMTS technology by making a general overview of mobile commu-
nications networks.
Following sections will specially deal with some principal aspects of the study,
such as the propagation models but they will also introduce non-technological mobile
communications topics like a brief historical view.
3.1.1 A brief historical view
3.1.1.1 Precedents and First Generation Systems (1G)
Mobile communications history starts with Guglielmo Marconi, who invented
the radio. Nobel Prize in Physics in 1909, Marconi achieved his purpose of
carrying out the ﬁrst wireless telegraphy communications in 1894, based on former
experiments such as the Hertz Machine and the Popov Antenna.
Initial mobile systems started to be developed at the late sixties and the early
seventies of the twentieth century. During these years, ﬁrst mobile communication
frequency bands were established over the 800/900 MHz band.
First Generation Systems did not appear until the early eighties. They were
based on frequency division multiple access schemes (FDMA) -see section 3.3.3.1-
and used analog FM technology [18]. A great number of user-adapted proprietary
systems appeared then [20]. The lack of a standard favored the development of
many company technologies. The pioneer company, in 1979, was Nipon Telephone
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and Telegraph (NTT). This company introduced the ﬁrst analog cellular network
in Japan. Two years later, mobile technology reached Northern Europe by Ericsson
Radio Systems AB, which created the Nordic Mobile Telephone (NMT) system. In
1987, the American company AT&T began to experiment in Chicago its system
Advanced Mobile Phone Service (AMPS).
In Spain, ﬁrst mobile communications appeared in 1973 with Telefónica's Ser-
vicio Mensaf ónico (Message-phonic Service). But really, the real precursor was
Teléfono Automático de Vehículos, TAV (Automatic Vehicle Telephone) in 1977
[24].
In 1992, some regions in Spain ﬁrst experienced with a new telephony system:
Telefonía Rural por Acceso Celular - TRAC- (Cellular Access Rural Telephony).
This system helped to expand the telephonic service to rural areas.
First Generations systems arrived later. Telefónica, which at the early nineties
was still the monopoly in telecommunications in Spain, launched its proper analogue
service Moviline, reaching in 1992 500,000 clients with a 98% coverage [23].
A main characteristic of this ﬁrst generation is its big terminals. Furthermore,
due to the use of FDMA schemes, every call exclusively used a pair of frequencies,
what limited the number of users transmitting at the same time. Coverage was
ﬁrstly also limited to big cities and main roads.
3.1.1.2 Second Generation Systems (2G & 2.5G)
Second Generation systems have been developed worldwide and are responsible for
the mobile communications boom.
The main characteristic of this generation systems is the communications digi-
talizing.
Every country had its own standard in ﬁrst generation systems. The need of
roaming among European countries pushed the GSM (which ﬁrstly stood for
Groupe Speciale Mobile) creation in 1982 in order to develop paneuropean cellular
system standards.
In 1992 GSM became the ﬁrst digital cellular system, which operates on the 900
MHZ band using a time division multiple access scheme (TDMA). This system,
ﬁrstly oriented to European countries, has had a worldwide impact involving 256
operators in more than 80 countries and implying more than 66 million users (data
from 1997) [18]. Due to this reason, GSM now stands for Global System for Mobile
Communications.
Other second generation systems also appeared in Europe and the rest of the
world. For instance, in Europe the Digital Cellular System 1800 (DCS 1800) ap-
peared for personal communication networks and operates in the 1700-1785 MHz
and 18055-1880 MHz bands depending on the transmitter (mobile station or base
station). In fact, its an example of a micro-cellular system.
In the United States, Second Generation systems arrived later because its First
Generation AMPS implied a high investment and the roaming problem was not as
important as in Europe because all the states used the same system.
Contrary to what happened in Europe, where systems where convergencing, two
diﬀerent Second Generation systems where developed: IS-54/136 and ID-95. The
ﬁrst system was TDM-based and continued using analog control channels. The
second system had a CDMA access scheme.
In Japan, Personal Digital Cellular (PDC) was standardized. Its air interface
is similar to the IS-54/136 one (TDMA). Like mentioned above, GSM has been
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world-widely extended. Nevertheless, some adaptations, principally at the operating
bands have been made. In fact, American GSM adaptation is called PCS 1900
and works in the 1880-1900 MHZ transmission band. In southeastern Asia and in
Japan, GSM operates in the 880MHz band. This, and the fact that in Europe the
1800 MHZ band has been added to the former unique-operating 900 MHZ band
has triggered the proliferation of dual and three-band terminals, which work with
diﬀerent bands all over the world.
In Spain, GSM began to be introduced at the end of 1994 and started to be
operative a bit later than the rest of the world in 1995. Telef ónica Movistar, Airtel
and Amena were the initial Spanish operators which extended their operations to
the 1800 MHZ band in 1999 [23].
In Italy, GSM was introduced in October 1992 but it was not launched until
July 1995 by TIM - Telecom Italia Moblile. Five months later Omnitel entered into
the competition. The third GSM operator, Wind, arrived at 1999 [25, 26, 27].
2.5G Systems
Up to that moment (2G systems), mobile communications cellular systems were
absolutely voice-traﬃc-oriented. Data transmission was practically limited to Short
Message Service (SMS), which uses GSM signalization channels and, which was
ﬁrstly designed for infrequent messages.
GSM also stands with a 9.6 Kbps data service, requiring a dedicated connection,
what means a speciﬁc frequency and timeslot. This service can be expensive and
ineﬃcient due to the data nature, which is not constant in time, but bursted.
Because of these limitations, supplementary GSM services appeared in order to
achieve a better data transmission eﬃciency and bigger rates.
High-Speed services such as HSCSD (High Speed Circuit Switched Data) or
EDGE (Enhanced Data rates for GSM Evolution) introduced the possibility of
transmitting at bigger data rates by using the same available bandwidth. That
is, achieving 56.7 Kbps using 4 slots per user and permitting asymmetric connec-
tions (HSCSD) or reaching up to 384 Kbps (EDGE) by changing to a more eﬃcient
modulation scheme (8-PSK) and by using sophisticated codiﬁcation techniques.
The main problem of these services is that speciﬁc mobile terminals are needed and
they are ineﬃcient as they are based on an connection-oriented system.
A much more eﬃcient packet-oriented transmission system (and thus cheaper)
was needed. This is GPRS (or General Packed Radio Service), which is an interme-
diate step between second and third generation systems. A qualitative improvement
(in eﬃciency terms) was made by using a packet-oriented service. With this system
capacity-based pricing (e.g. ¿/Kbyte) is possible. This pricing system will rapidly
impose to the time-based one used up to the moment. Another GPRS feature is
that the user is always-connected regarding of whether he is sending data or not.
In the second case, the user will not use the network resources.
Two new network GSM complementary nodes ought to be introduced: these are
the SGSN (which stands for Serving GPRS Support Node) and the GGSN (Gatway
GPRS Support Node) [20].
3.1.1.3 Third Generation Systems (3G and 3.5G)
Third Generation systems are specially designed for multimedia communications.
The ﬁrst 3G systems reference appeared in March, 1992 at the World Administra-
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tive Radio Conference (WARC), organized by the International Telecommunications
Union (ITU). In this conference, the 2GHz frequency bands were established to
develop the then-future third mobile generation, which was named as IMT-2000
(International Mobile Telephone by the Year 2000). An ubiquitous mobile network
was pretended to be created so to cover voice services as well as both multimedia
and high-speed data services.
Many CDMA or TDMA-based air interfaces were proposed (on section 3.3.3
multiple access schemes are detailed). Finally two diﬀerent tendencies came up:
WCDMA, which presents an asynchronous network operation and multicarrier-
CDMA (also known as cdma2000), whose network operation is synchronous. This,
and the fact that the IMT-2000 frequency ranges were being used by second gen-
eration systems at the US, makes it diﬃcult to create a unique universal standard
[18, 19, 20].
In Europe, following the ETSI (European Telecommunication Standards Insti-
tute), IMT-2000 is known as UMTS (Universal Mobile Telecommunication Service).
Around year 2000, many operators all over the continent applied for UMTS licenses
paying grate amounts of money for them. But, generally due to the bubble in tech-
nology puncture (among many other factors), operators were not betting on this
new stage in mobile communications. Due to this, implementation was delayed at
least for three years. Concretely, in Spain, four 3G licenses were adjudicated at
the year 2000. The three GSM licensed operators (Telef ónica Movistar, Vodafone
España -former Airtel - and Amena -actual Orange España-) obtained an UMTS
license. These operators started to oﬀer 3G services in 2004. The fourth license
was given to the new operator Xfera, which started to oﬀer cellular services on
December 2007 using the commercial name Yoigo [23, 24].
HSDPA: The 3.5G System
HSDPA, which stands for High Speed Downlink Packet Access, optimizes UMTS's
medium access scheme (WCDMA) improving the maximum information transfer
capacity arriving up to 14 Kbps. Similar to what happened to GPRS, HSDPA is
considered to be an intermediate step towards the now-on-study fourth generation
systems. Such high traﬃc rates are obtained because of multiple factors such as the
use of a major grade modulation (Quadrature Amplitude Modulation 16 - 16QAM),
variable error codiﬁcation or incremental redundancy, let alone new techniques such
as fast proclamation.
3.2 Transmission Medium
The mobile communications transmission medium is the air. Also known as radio
channel, this medium is highly hostile regarding to the cabled transmission mediums.
A big number of phenomenons aﬀect these transmission which produce certain
eﬀects to signal propagation. This section will deal with these phenomenons and
its consequences. Besides, we will also focus on the propagation models used to
simulate the radio channel, paying special attention to the model used in the present
study.
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3.2.1 Propagation eﬀects and phenomenons
As introduced above, radio channel transmissions suﬀer a series of phenomenons
which aﬀect to signal quality. The main ones are reﬂection, diﬀraction and dispersion
[20]:
Figure 3.1: Main propagation phenomenons
I Reﬂection: When a wave impacts on a surface, part of it reﬂects while
the other part is absorbed by the material or passes through it as it refracts.
Reﬂections are more important when the plane waves fall into a surface bigger
than the wavelength.
I Diﬀraction: Attending to Huygen's Principle, each wavefront point can be
considered as a secondary wavefront source by itself. Diﬀraction occurs when
an obstruction is placed between emitting and receiving antennas.
I Dispersion: It happens when a wave impacts on a surface with wavelength-
similar-sized creases. When this happens, energy is dispersed on all directions.
These phenomenons have inﬂuence on the signal propagation and cause a series
of eﬀects such as path loss, shadowing or multipath loss, which will be explained
further on. These eﬀects can be grouped as fast fading and slow fading.
3.2.1.1 Fast Fading
Fast fading aﬀects to instantaneous signal power and it consequently aﬀects to the
link quality. As you can see on ﬁgure 3.2 they are fast and sudden changes on the
signal power, which can vary 30 or 40 dBs in only a few seconds or within a few
wavelength variations (λ). Fast fading can also create fast signal phase shifts (that
is, changes on the signal space) and signal dispersion on time, known as echos.
Fast fading is principally caused by multipath propagation and by the Doppler
eﬀect which is caused by both the mobile velocity and the surrounding objects'
movement [20, 18].
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Figure 3.2: Slow and Fast Fading
1. Multipath Propagation: Due to the reﬂection, diﬀraction and dispersion
phenomenons -previously described-, various signal versions are formed and
they all arrive to the receiver with diﬀerent phases, delays and amplitudes.
Big and rapid power shifts are a result of these multiple versions which will
cause amplitude and phase distortions. On the other hand, delays can cause
symbol overlaps. This phenomenon is known as intersymbolic interference.
The resulting signal can be represented as the sum of all the signal versions.
So, for an emitted x(t) signal, the received signal, formed from N versions,
will follow the next expression:
y(t) =
N∑
i=1
ai(t, τ)x(t− τi(t))ejφi(t,τ) (3.1)
where a(t, τ) is the signal attenuation, τi(t) represents the delay and φi(t, τ)
the phase diﬀerence[20, 18].
Figure 3.3: Example of a multipath-favorable environment
2. Doppler Eﬀect: This eﬀect is produced when the wave-transmitter and its
receiver are in relative movement.
A change in phase is experienced with the consequent frequency shift, which
is known as the Doppler frequency (fD) and can be approximated to the next
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Figure 3.4: Doppler Eﬀect Example (please note that the user's speed is higher than
the wave propagation speed)
expression:
fd ' 1
λ
cos θ (3.2)
where λis the wavelength and θ is the incident wave angle, which remains
constant (see ﬁgure 3.4) because we assume that mobile-station and base-
station are far enough [20, 18].
3.2.1.2 Slow Fading
Slow fading, which aﬀects to the signal average (ﬁgure 3.2), is principally due to
path loss, shadowing, and so on.
It is well known that the power of an air-transmitted electro-magnetic wave
proportionally decreases with the squared distance to the wave's emitter. This fact
can be fully observed in the equation which determines the received power of an
electro-magnetic wave:
Pr(d) = PtGtGr(
λ
4pid
)2 (3.3)
where Pt is the transmitted power, Gt and Gr are respectively the transmitting and
the receiving antenna gain, λ the wavelength and d the distance.
This eﬀect is used in cellular systems because the rapid attenuation with distance
makes it feasible to reuse channels and thus, increase system capacity.
Not only is free space propagation aﬀected by path loss, but other factors such
as the base station or mobile station antenna height or terrain characteristics can
also be inﬂuential. The shadowing concept involves all the unique characteristics
of the scenario which can hamper the communications and includes for instance
buildings, mountains, and so on, and so forth. These environmental peculiarities
diﬃcult the creation of theoretical models [20, 18, 28]. Next section talks about all
these models and how do they solution every environment peculiarities.
3.2.2 Propagation Models
Propagation models are normally divided in two groups depending on what they are
modeling is slow or fast fading. That said, fast fading can be modeled with the
commonly known small-scale models which are used to estimate link quality by
using random distributions. The most important ones are the Rayleigh distribution,
the Ricean distribution or the Nakagami distribution. Usually, when there is a direct
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line of sight between emitter and receiver, the overlaped multipath components are
normally Ricean-distributed. As the principal component debilitates the signal dis-
tribution degenerates to a Ryleigh distribution, which is normally used to represent
noise [20, 18, 28].
Nevertheless, in the present work we are more interested in big-scale models,
which model slow fa dding and are very use full to determinate coverages.
A ﬁrst approach to these models is the following one:
PL(d)(dB) = PL(d0) + 10n log(
d
d0
) + σ (3.4)
This equation gives the path loss in dB where d0 is a distance reference (nor-
mally 1 Km for macrocells, 100 m for microcells and 1 m for indoor picocells); σ
is a Gaussian random factor (with a null mean and standard deviation σ) which
models terrain orography and shadowing; PL(d0) is the main path loss measured
at the reference distance and n is the path loss exponent, which depends on the
environment [18]. Some of the values it can have are shown on table 3.1:
Table 3.1: Path-loss exponent depending on the environment [28].
Practically, n and σ are obtained by taking measures in each analyzed environ-
ment.
Nonetheless, this model is quite simple. Other advanced propagation models
(such as COST231-Hatta, COST-Walﬁsch-Ikegami and Street Microcell Models)
are presented on successive subsections.
By the way, table 3.2 is a set of the main used parameters.
Table 3.2: Basic parameters
3.2.2.1 Cost231-Hatta Model
This model is an extension of the Okumura-Hatta model, but addapted to higher
frequencies (1500 ≤ fc ≤ 2000 MHz). As its former model, its empirical data is
specially valid for Japaneese suburban areas. Many studies corroborate that this
3.2. TRANSMISSION MEDIUM 45
model is also valid for urban areas in Europe and the United States. Its equation is
deﬁnded by [18]:
Lp (dBm) = A+B log10(d) + C (3.5)
where
A = 46, 3 + 33, 9 log10(fc)− 13, 82 log10(hBS)− a(hMS)
B = 44, 9− 6, 55 log10(hBS)
C =
 0 for medium− sized cities and suburbancentres with medium tree density3 for metropolitan centres
(3.6)
and where
a(hMS) = (1, 1 log10(fc)− 0, 7)hMS − (1, 56 log10(fc)− 0, 8) (3.7)
Table 3.3 speciﬁes the parameter ranges:
Table 3.3: Restricted Ranges for Cost-Hatta Model
3.2.2.2 Cost-Walﬁsch-Ikegami Model
It is said to be a micro-cell model (or small macro cells in urban areas).
It includes:
I Heights of buildings
I Width of roads
I Building separation
I Road orientation respect to the LoS Path.
Model for LoS paths:
The model for the LoS paths is the next one:
Lb(dB) = 42.6 + 26 log d+ 20 log fc (d ≥ 20m) (3.8)
Constants have been chosen such that Lb is equal to free space path loss at
d = 20m.
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Model for non-LoS paths
In this case, the basic transmission loss comprises the free space path loss (LB),
the multiple-screen diﬀraction loss Lmsd and the rooftop-to-street diﬀraction and
scatter loss Lrts:
Lb =
{
LB + Lrts + Lmsd Lrts + Lmsd > 0
LB Lrts + Lmsd < 0
(3.9)
Where LB is the basic path loss, given by
LB(dB) = 32.44 + 20 log10 fMHz + 20 log10 dKm (3.10)
and where
Lrts = −16.9− 10 logw + 10 log fc + 20 log(hroof − hMS) + Lori (3.11)
Lori is a factor which has been estimated from a very small number of mea-
surements and its value depends on the angle between the incident wave and the
MS (ϕ) which is deﬁned on ﬁgure 3.5. This factor's expression is:
Lori =

−10 + 0.354ϕ 0 ≤ ϕ < 35
2.5 + 0.075(ϕ− 35) 35 ≤ ϕ < 55
4.0 + 0.114(ϕ− 55) 55 ≤ ϕ < 90
(3.12)
Figure 3.5: Street orientation angle (ϕ)
The multiple-screen diﬀraction loss (Lmsd) is used regarding of the antenna
position (above or below rooftops). Its equation is:
Lmsd = Lbsh + ka + kd log d+ kf log fc − 9 log b (3.13)
where
Lbsh =
{
−18 log[1 + (hBS − hroof )] hBS > hroof
0 hBS ≤ hroof
(3.14)
and
ka =

54 hBS > hroof
54− 0.8(hBS − hroof ) hBS ≤ hroof and d ≥ 0.5 km
54− 0.8(hBS − hroof ) d0.5 hBS ≤ hroof and d < 0.5 km
(3.15)
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(which represents the increase in pathloss when the base station antenna is below
the rooftop height)
kd =
{
18 hBS > hroof
18− 15 (hBS−hroof )hroof hBS ≤ hroof
(3.16)
kf = −4 +

0.7
(
fc
925 − 1
) for medium− sized cities and suburban
centres with medium tree density
1.5
(
fc
925 − 1
)
for metropolitan centres
(3.17)
Which represent, respectively, the dependence of the diﬀraction loss on range and
frequency[29, 31].
Parameters
Table 3.4: Default recommended values [29]
Table 3.5: Restricted Ranges for Cost - Walﬁsch -Ikegami model [29]
3.2.2.3 Street Micro-cells Model
For ranges less than 500 m and antenna heights less than 20 m, some empirical
measurements have shown that the received signal strength for LoS propagation
along city streets can be described by the two-slope model
Ωσp =
kΩt
da (1 + d/g)b
(3.18)
where Ωt is the transmitted power, k is a constant and d (m) is the distance.
Close into the BS, free space propagation will prevail so that The parameter g
is called the break point and ranges from 150 to 300 m. At larger distances, an
inverse-fourth to -eighth power law is experienced so that b ranges from 2 to 6.
This is probably caused by increased shadowing at the greater distances.
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Table 3.6: Micro-Cell Model parameters[18]
The break-point, is given by
g =
1
λc
√
(Σ2 −∆2)− 2 (Σ2 +∆2)
(
λc
2
)2
+
(
λc
2
)4
(3.19)
where Σ = hBS+hMS and ∆ = hBS−hMS . For high frequencies, we can approx-
imate to g = 4hBShMS/λc. Table 3.6 shows diﬀerent values of these parameters
according to the BS antenna height.
NLoS: The Corner Eﬀect
Figure 3.6: The corner eﬀect [18]
This is an empirical street corner path-loss model. NLoS is assumed when the
mobile reaches a street corner just after a LoS connection (see ﬁgure 3.6). This
situation is modeled by assuming LoS propagation from an imaginary transmitter
located at the street corner. In this case, the received signal strength (dBm) is:
µΩp =
{
kΩt
da(1+d/g)b
d ≤ dc
kΩt
da(1+d/g)b
· 1
(d−dc)a(1+(d−dc)/9)b d ≥ dc
(3.20)
where dc(m) is the distance between the serving BS and the corner [18].
3.3 Cellular Networks
First mobile communication systems were willing to achieve big coverage areas with
one single transmitting station, by using high power transmission provided by a big
antenna. The main defect of these systems was the lack of any frequency reuse
limiting simultaneous calls. It is needless to say that a better model was needed.
3.3. CELLULAR NETWORKS 49
Solution came with the cellular model, which appeared on the basis of searching
higher spectral eﬃciency and ubiquitous coverage. To achieve this, cellular systems
should follow the next requirements [18]:
1. eﬀective cellular architecture
2. fast and exact link quality measures
3. fast control whatever the environment is
4. base station installation in order to provide coverage everywhere
5. well designed air interfaces capable to mitigate propagation environment ef-
fects and tolerate high interference levels and noise.
This section is focused on how current cellular systems satisfy these requirements,
but let us before explain what the cellular concept is.
3.3.1 The Cellular concept
The aim of a cellular model, in short, is to oﬀer coverage to a vast area using a set
of transmitting stations with low power emissions (that is, a big number of small
cells) instead of using a unique transmitting station with high power emissions (one
big cell).
A priori, each base station can use any available frequency, but in practice, this
does not happen. Each cell is assigned a set of frequencies, diﬀerent to its neighbors
one, in order to minimize possible interferences. Frequency reuse is possible with
this model. In fact, frequency plans, based on the cluster concept are usually done.
A cluster is a set of cells, each one assigned with a diﬀerent set of frequencies,
which act as a pattern. This pattern is repeated along the territory.
Figure 3.7: Example of diﬀerent clusters types
Capacity rising is also possible by subdividing existing cells into smaller cells
[28]. Because of this, high density zones, like big cities will have a great number of
small cells. On the other hand, bigger cells (with radius up to dozens of kilometers)
will be used in zones with less population density, like rural areas.
Summing up, a cell is a limited area provided with coverage ﬁtted by a base
station which has a speciﬁc set of frequencies in order to make transmissions. The
size of the cell will be determined by the base station emitted power.
50 CHAPTER 3. MOBILE COMMUNICATIONS AND UMTS TECHNOLOGY
3.3.2 Cellular Networks Characteristics
3.3.2.1 Cellular Network Basic Nodes
This section deals with the basic nodes which can be found in a cellular network. To
make the section more practical, the UMTS architecture is presented. As a matter
of fact, ﬁgure 3.8 shows an example of one of these architectures, the nodes of
which are brieﬂy described as follows.
Figure 3.8: Basic Nodes in a UMTS cellular network
As seen on the above mentioned ﬁgure 3.8, network elements are grouped in
tree main blocks: User Equipment (UE), UTRAN (UMTS Terrestrial Radio Access
Network) and the Core Network (CN). Each of these blocks are separated by the
Uu and the Iu interfaces. By the way, a fourth block, which would involve external
networks, can be added. This block can be subdivided in two smaller sub-blocks
according to the networks switching system, that is, circuit-switching or packet-
switching.
That said, the User Equipment consists of two parts:
I ME (Mobile Equipment): It is the radio terminal utilized by the user to com-
municate to the rest of the network by means of the Uu interface.
I USIM (UMTS Subscriber Identity Module): It is a card which contains the
subscriber's identity, makes the authentication algorithms work and saves up
both, the authentication and encryption keys. Finally, it also saves the sub-
scription information the mobile terminal needs.
Other architectures, such as GSM (Global System for Mobile communications) call
the UE as Mobile Stations (MS) in deed.
According to the UTRAN (known as the Base Station Subsystem -BSS- on
GSM), which is the part of the architecture which is studied in this work, it is
basically formed by two elements:
I Node B (or BTS -Base Transciever Station- in GSM nomenclature): It is the
proper base station. We call as a base station those linking nodes between
the mobile station and the communication network. These stations, which
have antennas in its air interface, and its transmission power determines the
cell size, are normally situated at the center of a cell. Concretely in UMTS,
its main task is to map the data ﬂux between the Iub and the Uu interfaces.
Moreover, it participates in the radio resources management.
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I RNC (Radio Network Controller): Also known as Base Station Controller
(BSC) in GSM, it is the responsible for the radio resources control in its
own domain, formed by many Nodes B. It can be interpreted as the 'Access
Point' of the services oﬀered by the CN (Core Network)
Finally, the Core Network (CN) is formed by all the nodes of the former GSM
Network and Switching Subsystem but it also includes the 2.5G-system GPRS nodes.
That said, the ﬁrst nodes are:
I GSMC, MSC ((Gateway) Mobile Switching Center): GSMC is the interface
between the mobile network and the external cabled networks (like the Public
Telephone Switched Network (PTSN) or the Integrated Service Digital Net-
work (ISDN)). It is also a switching central. MSC are extra switching centrals
which do not have access to the mentioned external cabled networks.
I HLR, VLR (Home / Visitor Location Register): They are big databases which
store user information. HLR keep information about all the mobile stations
which have been registered in a speciﬁc GSMC inﬂuence zone, while VLR
keep information about mobiles which are in that zone a certain moment,
independently whether they have been registered there or not.
I AC (Authentication Center), EIR (Equipment Identity Register): These nodes
support security and authentication schemes for mobile communications.
I OMC (Operation & Maintenance Center): They are nodes destined to oper-
ation and maintenance.
The GPRS (Global Packet Radio System) nodes included at the CN are:
I SGSN (Serving GPRS Support Node): It is a node with similar functions as
the MSC and the VLR but for Packet Switched (PS) oriented services.
I GGSN (Gateway GPRS Support Node): PS services oriented node, similar
to GSMC nodes.
Intelligent Networks (IN) elements have not been considered neither in the expla-
nation nor in the ﬁgures [19].
3.3.2.2 Coverage and Sectorization
The word coverage refers to the necessary number of base stations (or cells) to
cover or to provide service to a certain area with an acceptable grade of service
[18]. As previously commented, the size and the number of cells on any place will
depend on the user density.
Sectorization is another strategy followed to obtain bigger capacity without in-
creasing the number of stations. This technique uses directional antennas instead of
omnidirectional1 ones, creating independent sectors to reduce interferences. Figure
3.9 shows a 120° sectrorization example.
1Which uniformly transmit in all directions
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Figure 3.9: Example of a 120° sectorization
3.3.2.3 Handover
When a mobile user changes from one cell to another one (or from a sector to
another one if sectorization is applied) during a call, this call must be transferred
from the current cell channel to a channel in the new cell. This process, which is held
by the MSC node, is called handover or handoﬀ and not only does it commission
the call transfer but it also migrates all the information and control channels related
to that call.
Figure 3.10: Example of a failed (a) and a successful (b) handover [28, 18]
Figure 3.10 shows an example of a failed and a successful handover. Handover
will start when the received power from a base station is lower than a certain
threshold. On case (a), this process fails because the BS1 received power decreases
to a certain point where communication is ﬁnished due to a lack of received power
to continue on with an optimal communication. Among other factors, this can
happen because no free channels are available at BS2 (the base station the mobile
user is approaching to) or because the handover process has been extremely long.
Case (b) is an example of a correct handover. In this case, just after the handover
is done, the signal level received by the mobile station increases as it now depends
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on BS2, which is the base station the user is approaching to [28].
Many techniques and strategies have been developed in order to make the cell
change as eﬃcient as possible, and, what is more, imperceptible to the user. These
techniques are usually grouped in two sets: Hard Handover and Soft Handover
[18]:
I In Hard Handover situations, the mobile station only is connected to a
unique base station at every moment. So, no simultaneous connections are
made among many base stations. Example on ﬁgure 3.10 adjusts to this
scheme. To avoid possible pointless handovers, many techniques have been
deployed like the one based on the hysteresis (H) parameter. This parameter
measures the average diﬀerence between the received signals from two base
stations. Before triggering a handover process, the mobile station should
maintain the H parameter a certain time interval T. The process will not
start if this condition is not reached.
This handoﬀ system is very used on FDMA- and TDMA-based networks.
I Soft Handovers are characterized by the multiple connections a mobile sta-
tion does to many candidate base stations to be the next reference station.
This process starts when a mobile station enters a handover region (colored
in yellow on ﬁgure 3.10). The process will not ﬁnish until the mobile station
chooses the best candidate among all of the ones it is connected to. These
type of handovers are very important in CDMA-based systems as they are
strongly related to the power control they use.
3.3.2.4 Interferences in Cellular Networks
Interferences are the most limiting factor on cellular systems' features. Countless
interference sources exist, some of them can be: a mobile phone transmitting in the
same cell, in a neighboring cell, base stations operating at the same frequency band
or even other non-cellular subsystems which for any reason emanate some type of
energy the frequency of which coincides with the communication channel.
Interferences, which are diﬃcult to control, are normally more important in urban
areas as they are more noise-prone zones (with a high number of base stations,
mobile phones, all sort of electronic devices, and so forth).
Although many interference sources exist, two of them are really important: co-
channel interferences and adjacent channel interferences, which will be explained as
follows.
Co-Channel Interferences These interferences are due to frequency reuse and it
aﬀects to co-channel cells (those which have been assigned with the same set of
frequencies). The most far co-channel cells are, the less interference there will be. In
other words, a good and eﬃcient cell planning will reduce this type of interference.
Adjacent Channel Interferences These interferences come from the adjacent
frequency channels to the one in use. The main cause of them is the lack of perfect
ﬁlters, and they can be specially important when the neighbor frequency channel
mobile station is transmitting at a higher power than ours. This eﬀect is known as
the Near-Far Eﬀect. Figure 3.11 illustrates it.
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Figure 3.11: Example of an adjacent channel interference with near-far eﬀect
In order to minimize -as possible- these interferences, an intelligent frequency assig-
nation is needed, trying not to place adjacent frequencies in the same cell and, if it
is possible, also avoiding adjacent frequencies in neighbor cells [20, 28].
3.3.3 Multiple Access Schemes
Multiple Access schemes are used to serve a great number of mobile users which
share a limited resource: the mobile communication reserved portion of the radi-
olectric spectrum.
The aim of these schemes is to share resources as eﬃciently as possible mini-
mizing possible interferences among users.
Data traﬃc particularities of diﬀerent services, which mobile networks oﬀer,
should be especially taken into account in order to be more eﬃcient. The most
of the services should be able to send and receive information from / to the base
station at the same time. This requirement is normally known as duplexing. That
said, full-duplex2 will be considered when simultaneous transmission and reception
is available. Instead, when this does not happen, we will be in front of a half-duplex
(also known as simplex) scenario.
The three main multiple access schemes are:
I FDMA - Frequency Division Multiple Access
I TDMA - Time Division Multiple Access
I CDMA - Code Division Multiple Access
These schemes, which are explained on further subsections, can be grouped in
Narrowband or Wideband Systems depending on the user bandwidth. For instance,
the third generation mobile communication system UMTS uses the wideband system
WCDMA (Wideband CDMA)[28].
3.3.3.1 FDMA
As seen on ﬁgure 3.12, in the Frequency Division Multiple Access scheme, a diﬀerent
frequency band is assigned to every user. With this scheme, multiple users can
2Basically two techniques have been developed to implement full-duplex in mobile networks:
FDD (Frequency Division Duplexing), which uses two diﬀerent frequency band simplex channels
and TDD (Time Division Duplexing), which uses time intervals to separate the uplink from the
downlink.
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Figure 3.12: FDMA: The channels depend on frequency
transmit at the same time as they have an exclusive frequency band during all the
call duration.
FDMA schemes were the ﬁrst ones in appear (ﬁrst generation analog systems
basically were based on FDMA/FDD schemes).
They are the less complex but the less eﬃcient ones as the frequency channel
is reserved during the whole communication process even when the channel is not
being used. And, moreover, they are very susceptible to interferences (specially to
co-channel interferences) and they normally use relatively small bandwidths (e.g.
30 kHz in the 1G system AMPS) [28].
3.3.3.2 TDMA
Figure 3.13: TDMA: Channels correspond to diﬀerent timeslots
The Time Division Multiple Access appeared with mobile communication digi-
talizing. As seen on ﬁgure 3.13, the available radioelectric spectrum is divided in
time channels called slots (or timeslots), which are cyclically shared among all the
users, so every user will have at his disposal all the frequency band during certain
time intervals.
GSM uses a TDMA/FDD scheme (two frequency bands for upload and download
streams respectively, and each band is divided in timeslots).
Among all its advantages, we can point out that these systems simplify handover
processes, as they are held at a non-transmitting instant. But, nonetheless, TDMA
schemes are more complex as they must be perfectly synchronized.
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3.3.3.3 CDMA
Figure 3.14: CDMA: Each channel is diﬀerentiated with its own code
The Code Division Multiple Access scheme is a Spread Spectrum (SS) tech-
nique. These systems turn a narrowband signal into a wideband signal before being
transmitted by using pseudo-noise (PN) sequences known at both communication
ends.
In fact, user data is multiplied by a higher rate pseudo-random bit sequence
(called chips) before transmitting. At the receiving end, the wideband data is re-
multiplied by the same chip sequence in order to obtain the original user data. The
relation between the chiprate and the user bitrate is known as Spreading Factor.
Figure 3.15: Spreading and Despreading in CDMA [19].
Figure 3.15 illustrates this fact. Please note that the spread signal is chiprated
(Chiprate is eight times bigger than the user bitrate).
Other user signals are minimized at the receiving end. Figure 3.16 illustrates
this. Once multiplied the received signal by the chip sequence, the resulting signal is
integrated. The detector will recognize +1 and -1 symbols (the example corresponds
to a BPSK modulation) if the integrated signal exceeds the detection thresholds.
This happens with the desired signal, but not with other user's signals, as the
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Figure 3.16: The CDMA receiving end [19].
pseudo-noise code tones it down avoiding it to reach these thresholds. In other
words, the receiver does not detect other user signals.
OVSF Codes
Orthogonal Variable Spreading Factor (OVSF) codes are a family of diﬀerent-
lengthed orthogonal codes.
Code elements ∈ [−1, 1] and its length, N , determines the spreading factor and
thus, the user transmitting rate.
From a binary-sequenced OVSF code (C) with length l, two OVSF codes, each
one of length 2l can be generated. That is, C1 = [CC] and C2 = CC¯, where C¯ is
the inverse C sequence. Recursively using this pattern, diﬀerent OVSF codes will
be generated. This creation process is usually represented on a binary tree, just as
seen on ﬁgure 3.17:
Figure 3.17: OVSF code generation principle: binary channelization codes tree
It is important to note that the antecessor codes of a particular given code
(those codes which are in the less length way from the particular code to the root
code (the ﬁrst code in the tree)) are not orthogonal with it [30].
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CDMA Advantages and Disadvantages
The use of CDMA in cellular communications has several improvements and advan-
tages respect to other schemes. Let us brieﬂy introduce some of them [18, 20, 28]:
Figure 3.18: Narrowband interferences in CDMA
1. CDMA systems imply a universal frequency reuse in each cell as all the cells use
the whole available bandwidth. The frequency channel concept disappears.
2. Narrowband interferences are now practically harmless. These interferences
only aﬀect to a certain part of the spectrum. Because of the signal spreading,
this narrowband interference will only have some impact to a small part of the
signal (and thus, it aﬀects only to a small part of the overall power, as signal
spreading implies also the spread of power along all the spectrum). Figure
3.18 shows how does the noise and the narrowband interference aﬀect to the
signal.
3. Multipath signal copies, with a bigger delay than the chip duration (Tchip)
will be interpreted as noise, and thus, minimized.
4. The lack of frequency channels let mobile stations to connect to more than
one radio base station. Due to this, soft handovers can be done as well as
macrodiversity techniques, which permit Radio Network Controllers to com-
bine diﬀerent base station signals in order to obtain an accurate received
signal.
5. Communications privacy is increased because only the emitter and the receiver
know the pseudo-noise sequence to despread the signal, and thus interpret it.
Nevertheless, CDMA systems have a certain number of disadvantages which are
enumerated as follows [18, 20, 28]:
1. Power requirements should be strictly controlled as CDMA schemes are very
sensible to the Near-Fact eﬀect. Despreding is more diﬃcult when another
station emits at a higher power. Due to this a power control system must be
implemented.
2. Self Jamming might appear. This eﬀect happens when PN sequences do not
cancel each other perfectly, creating small interferences.
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3. A rigid chip-leveled synchronization is needed between emitter and receiver.
3.4 UMTS networks
Universal Mobile Telecommunication System is how the Third Generation mobile
communication standard is known in Europe. Its main characteristics are introduced
in this section as well as how to make UMTS link budgets (as it has been a key factor
in the present study). Other UMTS aspects have already been introduced along
the chapter. For example, section 3.3.2.1 deals with a cellular system architecture,
paying special attention to the UMTS architecture.
3.4.1 UMTS Air Interface
One of the UMTS main characteristics is its air interface. As previously introduced,
UMTS uses a Wideband CDMA (WCDMA) access scheme. Some of its main
features are listed below [20, 18, 21]:
I Speeds up to 2 Mbps.
I 3.84 Mcps (Mega-chips per second) chiprate. That is, roughly, a 5 MHz
bandwidth. Or, in other words WCDMA bandwidth is almost ﬁve times bigger
than a CDMA bandwidth.
I A high variability of user rates is supported, so, a Bandwidth on Demand
(BoD) service can be implemented.
I Coexistence with 2G systems.
I Asymmetric traﬃc supported.
I High spectral eﬃciency (a high number of users can use the whole frequency
band all the time).
I Coexistence with TDD and FDD models. Concretely, FDD 5 MHz uplink
band is 1920 - 1980 MHZ. FDD downlink band is 2110 - 2170 MHz.
I There is no need to have a strict synchronization like with the TDMA scheme.
I Macrodiversity techniques can be used by utilizing Rake receivers.
3.4.1.1 Spreading in UMTS
Spreading in UMTS, which is very peculiar, has two diﬀerent stages: The ﬁrst stage,
called channelization, and the second one called scrambling [19, 20, 21]. Figure
3.19 illustrates both stages.
I Scrambling operation is held in order to distinguish user terminals or base
stations. That said, focusing on the uplink, scrambling codes will separate the
diﬀerent users in one cell while on downlink, these codes are used to separate
diﬀerent cells and sectors.
The number of existing scrambling codes is really big. In fact, there are
224diﬀerent codes at the uplink, and at the downlink direction, each cell will
be assigned a subset of the 262,143 available codes. This small subset will
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Figure 3.19: Spreading stages: Channelization and Scrambling [19]
entirely identify the station.
In addition, just point out that no spreading is made in this operation. For
this reason, bandwidth is not changed. It is actually changed at the previous
stage which is explained following.
I Channelization process is aimed to separate diﬀerent connections one user
may have (at downlink) or separate the users in a same sector (at uplink).
Contrary to what happens with the scrambling process, the number of avail-
able channelization codes is roughly smaller. This limitation is due to the
signal spreading, which is held at this stage, and therefore, codes must be
orthogonal. This is why these codes belong to the OVSF family.
RNC (Radio Network Controller) nodes are the ones which are responsible for
the assignation of these codes.
3.4.2 Power Control in UMTS
Power control is critical in UMTS, so to avoid the Near-Far eﬀect as it is a CDMA-
based system. Two power control mechanisms are used in this third generation
system: Open-Loop Power Control and Closed-Loop Power Control.
Open-Loop Power Control is launched by the mobile station when communica-
tion begins. It is used to ﬁrstly estimate the optimal transmission power. However,
Closed-Loop Power Control keeps adjusting the power during all the communication
progress, and thus, it is really the most important power control mechanism, as it
stands with the most part of the responsibility in this matter.
As said before, power control is critical at uplink due to the Near-Far Eﬀect, and,
at ﬁrst sight, unnecessary at downlink (there is only one emitter). Nevertheless, it is
also used at downlink in order to supply more power to those mobile stations which
are at the cell border, as they suﬀer a bigger interference grade [19, 21].
3.4.3 Handovers in UMTS
In UMTS, a mobile station will trigger a Softer Handover process when the mobile
station is placed in a border region between two sectors of one cell. Communications
between the mobile station and the base station, in this case, will be carried out via
two diﬀerent channels: one for each sector in the cell. This implies the use of two
diﬀerent codes at downlink. This way, the mobile station will be able to distinguish
between these two signals. Under this situation, the mobile station will use Rake
processing (a diversity technique) in order to have the best signal as possible. On
the other hand, at the uplink direction, both signals are also combined at a Rake
receiver placed at the Base Station.
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Softer Handovers take place in a 5 - 10 % of the connections.
The Soft Handover concept has the same meaning as the previously one, ex-
plained on section 3.3.2.3. In this case, the mobile station is placed in an overlapping
region between two diﬀerent cells. Due to this, two diﬀerent base stations are in-
volved. This is why at the uplink direction, both stations redirect the received signal
to the RNC, where the rake combination is made. At the downlink direction, the
mobile station will exactly do the same as the softer handovers.
Soft handover processes happen in between the 20% and the 40% of the con-
nections. These soft handover processes are extremely important to control the
Near-Far Eﬀect because this type of handover is related to the Closed-Loop Power
Control (Many and frequent hard handovers make it nearly impossible to held a
continuous power control).
Systems which use soft and softer handover techniques must have extra require-
ments:
I Additional Rake Reception Channels at base stations.
I Additional transmitting links between base stations and RNCs.
I Additional ﬁngers at mobile station Rake Receivers.
Apart from this, WCDMA oﬀers other two handover types:
I Hard Handovers between frequencies: This happens when a base station can
manage more than one carrier. This handover type will make a change from
one carrier to another.
I Hard Handovers between systems: This UMTS feature permits the UMTS
and GSM compatibility.
[19, 21].
3.5 Chapter Summary
A review of mobile communications has been made in this chapter.
It begins with an brief history of mobile communications, paying special attention
to the situation in Italy and Spain.
Further sections have presented more technical aspects. The characteristic and
hostile mobile communication transmitting medium, the air, has been ﬁrstly intro-
duced.
The chapter follows with some cellular network features, talking about its char-
acteristics or its structure.
Finally,UMTS networks have been highlighted as they are the ones the study
deals with.
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Chapter 4
The Traﬃc Model
4.1 Introduction
The mobile communications features introduced on chapter 3 must be, somehow,
modeled in order to obtain a realistic scenario. This chapter introduces the traﬃc
model which has been used at the present study.
The used model is based on markovian queues and the Erlang-B formula, willing
to be as generalist and as simple as possible and, at the same time, realistic and
enough accurate to simulate an acceptable performance, including QoS (Quality of
Service) schemes like UMTS does. In fact, markovian-based queues have been used
for years on ﬁxed networks.
Dynamics must also be taken into account, as users are in movement (what
implies handovers) and constantly new calls (or data connections) appear and ﬁnish.
In fact, the user dynamic behaviors are grouped as follows [33]:
I new incoming calls/services generation
I progress calls/services ﬁnalization
I incoming handover requests (active users come from a neighboring cell)
I outgoing handover requests (active users leave the cell)
The following model (explained on section 4.3) permits a performance evaluation,
like the number of active calls, which are interesting for this work. But ﬁrstly,
section 4.2 introduces its parameters.
Finally, introducing dynamics is dealt on section 4.4.
4.2 Parameters and notation
The following presented models are based on queue theory. They are represented
using the Kendall's notation:
A/B/S/K
where the meaning of the positions are:
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I A: Interarrival Time Distribution
I B: Service Time Distribution
I S: Number of Servers in the system
I K: Queue Capacity.
Some notation assumptions have been adopted [33]:
I Costumers arrive at the queue according to a λ-parameter Poisson process.
I S is the consumer service time, the distribution of which is FS(t) and its
mean value E(S).
I pi(i) us the probability that the number of costumers in the queue is equal to
i.
I E(A) is the mean value of the number of costumers in the queue.
I B is the blocking probability (i.e. the probability that a call is blocked).
4.3 The Basic Model
The basic model is based on the M/G/C/0 queue. In other words, it is based on a
markovian interarrival distribution, with a general service time distribution, C servers
(which represent the number of available channels) and no queue capacity. In fact,
this model has also been used to study and dimension telephone system during the
last century. That is the reason why the incoming is modeled by a Poisson process,
typically used for dimensioning telephony networks
The absence of a queue represents how telephony works: only will communica-
tions be held when free channels are available. Otherwise, the communication will
be blocked. Because of this, one of the main evaluation parameters in telephonic
networks (including cellular networks) is the blocking probability (B).
Figure 4.1: The Basic Model Graph
The model, the graph of which is shown on ﬁgure 4.1, presents the following
solution:
pi(i) =
ρi/i!∑C
j=0 ρ
j/j!
(4.1)
B = pi(i) =
ρC/C!∑C
j=0 ρ
j/j!
⇒ B (ρ,C) (4.2)
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Equation 4.2 is also known as the Erlang B formula, and is somehow, a measure of
the quality of service received by users.
Another interesting parameter, is the average number of active calls, which is
given by 4.3:
E [N ] =
C∑
i=1
ipii (4.3)
Section reference: [33]
4.4 The Model with Mobility
The model introduced in the previous section does not include mobility, a funda-
mental aspect on cellular systems. As said on the chapter's introduction, mobility
is basically translated -in the model- into incoming and outgoing handovers. Let us
ﬁt them in the model:
Incoming handovers Vs. new calls
Incoming handovers have a diﬀerent Poisson distribution, as the new calls one. Let
γ be the incoming handover Poisson process rate. This value will depend on user's
mobility, the cell's size and geometry and the neighboring cells' traﬃc intensity. On
the other hand, let δ be the new call generation rate. The aggregate process is also
a Poisson process with rate
λ = δ + γ
Time Concepts
Handovers and mobility make that users will have smaller channel holding times
than the whole call duration. This is why some time concepts should be introduced
and deﬁned.
The call duration (X), and the dwell time (D), which is the time spent by a
user in a cell, will have to be distinguished. They are both negative exponentials
with parameters µd and µh respectively. The channel holding time (S) which
is the time for which a call is active in the considered cell, and is the result of
combining X and D, and thus, a negative exponential as well. Its expression is
shown as follows:
I When a new call is generated:
S1 = min(X,D) (4.4)
and its parameter will be µ = µd + µh
I In the case of an incoming handover, its expression becomes:
S2 = min(X(r), D) (4.5)
where X(r) is the residual duration (the time left to complete the call when
a the new user enters in the cell). It can be proved that S2 is distributed as
S1.
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Handovers
Once introduced the time concepts, the probability that the channel holding time
expires because of a handover and not a call completion can be calculated:
H =
µh
µd + µh
(4.6)
In a network where all the cells are equal, the probability that a call requests
exactly h handovers is:
Pr {h handovers} = Hh(1−H) (4.7)
and the mean number of handovers per call will be:
E(H) =
1
1−H (4.8)
The Model
The model will now be a M/M/C/0 queue, with load ρ = λ/µ, which obviously
now depends on mobility. Thus, incoming handover (Poisson, parameter γ) can be
calculated, as well as the outgoing handover, (Poisson distribution, parameter γ(o)),
as we impose that γ = γ(o) (In other words, incoming and outgoing handovers are
ballanced). So,
γ = γ(o) = λ(1−B)H = (γ + δ)µh(1−B)
µd + µh
(4.9)
Section reference: [33]
4.5 Chapter Summary
This chapter is a small introduction to one of the mathematical tools used in the
work. It deals with the traﬃc model, in its simple version and how is mobility
introduced. Although the presented model has some limiting points (such as it is a
single cell model or arrivals are modeled with exponentials) it is a usful model: the
scenario which is being delt does not need an accurate model, and, what is more,
simmilar models are used by today's operators on their plannings.
For a complete information about the matter, please look reference [33].
Part III
Energy Eﬃcient Planning
67

Chapter 5
The Work Features
5.1 Introduction
This chapter is aimed to explain some speciﬁc features of the work like its scenario. It
corresponds to the studies's ﬁrst stages, and it includes the collection of information
to start the research.
As seen on the main introduction (section 1) the aim of this project is to ﬁnd
out the feasibility of switching oﬀ certain elements of the UMTS Terrestrial Radio
Access Network (UTRAN) when the traﬃc load goes lower a certain threshold in
order to save up energy. Due to this, ﬁnding out the UTRAN consumptions has
been the ﬁrst step. Section 5.2 covers all this information.
These ﬁrst stages could be considered somehow as a network planning, specially
because energy consumptions are being dealt. In UMTS network planning power
link budgets are basic. Additionally, making a power link budget has also been very
important to develope a simulator, this is why, section 5.3 shows how can a power
link budget be made.
In parallel, the most suitable path loss model has been searched and chosen.
Although these models are already introduced on section 3.2.2, in this chapter the
analysis in order to choose the suitable model is done. This analysis can be found
on section 5.4.
Finally comment that following subsection introduces the main working tool:
Matlab.
5.1.1 The working tool: Matlab
The analysis held in this work have been made with the Matlab (MATrix LABo-
ratory ) tool, version 7.2.0.232 (R2006a).
Matlab is a vector- and matrix-oriented numeric calculation program. It in-
cludes mathematical calculation, results visualization (in two- and three-dimensioned
graphs) and programming (with a high-level own technical language) in a simple
proclamation environment and using a notation very close to the mathematics one.
Furthermore, this program includes a great variety of functions, making this tool
specially useful to deal with technical problems and computation (as calculations
are faster than scalar languages such as C or Fortran). This is why Matlab is really
used in universities (specially in maths and engineering). It is also very used in
industry, at the R&D (Research and Development) departments.
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Matlab is very indicated for this work due to the above mentioned characteristics,
and specially due to its intuitive language, its functions and the possibility to easily
make graphs.
5.2 Terrestrial Radio Access Network Consump-
tions
The overall UTRAN (UMTS Terrestrial Radio Access Network) consumptions are
basic in this researching work in order to estimate the energy savings when they are
shut down.
Public information about this matter is quite limited as companies keep most of
this information secretly. And, what is more, mobile operators rarely do they provide
information about real networks implementations. Because of this, and due to the
fact that UTRAN consumptions depend on the number of users, some estimations
should be made.
Figure 5.1: UTRAN consumptions
This section will try to explain the main consumptions which should be taken
into account in a radio terrestrial access network. In fact, ﬁgure 5.1 shows them.
Further subsections introduce these consumptions:
5.2.1 Transmitting Power
Not only does the transmitting power include the dedicated channels, but it also
includes signalization channels, some of which transmit constantly.
The Base Station (BS) or Node B transmitting power is only used at the down-
link direction. In an example given at [32], the average maximum transmitting
power per user at a base station is 29.5 dBm (or 891.25 mW).
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5.2.2 Antenna Consumption and Cable Losses to BS
In ordinary conﬁgurations, all equipment is located in a shelter or in an outdoor Base
Stations on the ground and antennas are placed at rooftops or masts. The radio
units are connected to the antennas using feeder cables, which can be several tens
of meters long. These cables can be thin (called jumpers), with high attenuation
loss, and thick with quite a low attenuation. Typically half of the emitted power
from the radio transmitters is lost in the feeders [16, 31].
The maximum antenna power consumption depends on the antenna require-
ments. For instance, Lambowan antenna manufacturer has antennas whose maxi-
mum power can be 200 W or 500 W [34].
5.2.3 BS Consumption
Figure 5.2: Base Stations Power Consumption (with and without energy saving)
[16].
The main problem is that base station architectures are not standardized and ev-
ery manufacturer has its own models. Because of competition among manufacturers
information about base station consumptions is diﬃcult to ﬁnd.
Current 3G base stations are very power-ineﬃcient due to the (necessary) use
of linear RF power ampliﬁers (PAs) - the PA dominates the power consumption of
the base station, accounting for approximately half of the total power used, and
generating large amounts of heat.
This is why the telecommunications industry is trying to improve the energy
eﬃciency of its latest generation base stations, achieving energy consumption levels
800 W - 500 W for WCDMA base stations. Going forward, the industry has set
even more ambitious targets: to further reduce the energy consumption to 300W
by 2010.
Today's latest base stations according to the Chinese telecoms equipment provider
Huawei, save over 60% in their energy consumption. According to this and to the
results of ﬁgure 5.2, old base stations (which are still working in installed networks)
have consumption levels over 1250 W.
On the other hand, cooling systems in Base Stations are also very energy-
consuming. By increasing the ambient temperature to up to 40C, energy con-
sumption can be reduced by up to 30% in existing base station equipment [35, 16].
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5.2.4 BS - RNC line consumption
Communication lines between base stations and their Radio Network Controller
experiment losses. Consequently, base stations and RNCs must increase their power
consumption in order to compensate them.
These losses will depend on the transmission line technology and manufacturer.
Although ﬁber optics technology is more eﬃcient, we will consider coaxial lines
as these ones are the most representative in Italy, and thus, makes the study more
feasible and closer to reality. Table 5.1 shows approximate values for diﬀerent coaxial
classes. These values may vary according to the cable manufacturer and quality.
Table 5.1: Losses (in dB) per coaxial cable meter [36].
The distances between base stations and RNCs are very scenario-dependent. In
order to study the power consumption introduced by these lines average distances
should be introduced.
5.2.5 RNC Consumption
One of the possibilities in the present study is to make such an eﬃcient planning
which would permit shut down RNCs, and thus, all its dependent base stations.
This is why the RNC consumption is considered.
According to [37], for example, Huawei's WCDMA RNC BSC6800 V100R005
Radio Network Controller, consumes up to 2600 W (Single cabinet power consump-
tion under full conﬁguration).
5.3 A UMTS Power Link Budget
Power Link Budgets in UMTS are basic when planning a network. In fact, the target
of the power budget is to calculate the maximum uplink and downlink path loss and
to verify that the uplink and downlink path losses are balanced.
In a UMTS system, the link balance is aﬀected by the system load and the eﬀect
of it is normally bigger in the downlink.
In the downlink, the maximum path loss is calculated from the base station
transmit antenna to the cell edge, and in the uplink, from the mobile transmit
antenna to the base station location. The transmit power at the transmit antenna
(EIRP) and the minimum planned signal level on the cell edge (planning threshold)
must be calculated in order to know the maximum path loss in the downlink, as
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shown in 5.3. The same calculation is repeated in the uplink, and the direction
with the smaller maximum path loss is selected as the limiting direction. The cell
range is calculated from the maximum path loss of the limiting direction by using
the selected propagation prediction model.
As the UMTS system supports the implementation of a multiple service network
oﬀering a wide range of diﬀerent services, the power budget has to be calculated
separately for each service, with the selected Quality of Service (QoS) level and the
ﬁnal cell range being limited by the service that allows the lowest maximum path
loss in the radio link.
Figure 5.3: Downlink Power Budget [32]
5.3.1 Calculation of Planning Thresholds
Once said that, the calculations of the downlink and uplink path loss are shown in
the following equations:
Max_PathlossDL = EIRPDL − Planning_ThresholdDL (5.1)
Max_PathlossUL = EIRPUL − Planning_ThresholdUL (5.2)
In addition, ﬁgure 5.4 shows the main principle of the planning threshold calculation.
Its key aspects are explained at the following subsections.
5.3.1.1 Total Interference
Equation 5.3 gives the total interference
Itot = k (Ta + (1− F )Tphys)BNIM = kTsysBNIM (5.3)
where,
I Ta is the antenna noise temperature.
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Figure 5.4: Calculation of Planning Threshold [32]
I F is the receiver noise ﬁgure.
I BN is the noise bandwidth, i.e., the bandwidth of the receiver ﬁlters before
signal despreading.
I IM is the interference margin
 IM = Total_Interference_levelThermal_Noise_level =
N+I
N
5.3.1.2 Required Carrier to Interference Ratio
The required carrier-to-interference ratio (C/I) has to be calculated in order to
calculate the required signal level at the receiver when the receiver interference level
is known.
Equation 5.4 gives it:
C
I
=
Eb
N0
Rb
Rc
GPC
GAdvGSHOdiv
(5.4)
where,
I EbN0 is the energy per bit Eb divided by total interference power density re-
quirement N0. It depends on a large number of variables and it is related to
the QoS proﬁle or the Processing Gain.
I Rb, Rc are respectively the bitrate and the chiprate its ratio RbRc is the Spread-
ing Factor (or Processing Gain if expressed in dB).
I GPC is the power control gain in EbN0 and introduces the gain because of
power control (See section 3.4.2 for further information over power control).
I GAdv is the antenna diversity gain. It will be included if diversity techniques
are used.
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I GSHOdiv is the soft handover diversity gain and represents the gain intro-
duced by using Rake receivers in handovers (See section 3.4.3 for further
information).
5.3.1.3 Receiver Sensitivity
Receiver sensitivity Cmin, is the minimum received power per service in question,
and can be calculated as follows:
Cmin =
C
I
Itot (5.5)
5.3.1.4 Isotropic received power
The isotropic received power at the receiver antenna takes into account the eﬀect of
the antenna line on the receiver performance and it is diﬀerently calculated in uplink
(PULI ) and downlink (P
DL
I ). Following equations show how to calculate them:
PDLI =
CminGa
La
(5.6)
PULI =
CminLa
GaGLNA
(5.7)
where Ga is the mobile station antenna gain, La the mobile station antenna line
losses and GLNA represents the gain introduced when Low Noise Ampliﬁers are
used.
5.3.1.5 Planning Threshold
The planning threshold calculation considers mainly the eﬀect of slow (log-normal)
fading caused by shadowing in the radio path (see section 3.2.1.1 for further infor-
mation).
The slow fading margin (MSF ) can be calculated as follows:
MSF = k(L)σL (5.8)
where k(L) is a factor which introduces an insured L% of correct coverage1, while
σL is the fading standard deviation.
The user's body (Lbody) together with building penetration loss (LBP ) for indoor
coverage is also taken into account in the planning threshold calculation.
That said, the planning thresholds can be calculated by:
Pth
UL/DL
out = P
UL/DL
I LbodyM
out
SF (5.9)
Pth
UL/DL
out = P
UL/DL
I LbodyM
in
SFLBP (5.10)
where the UL/DL label represents the uplink or the downlink labeled variable.
1e.g. To insure a L = 90% of correct coverage, k(90) = 1.28
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5.3.1.6 EIRP
The Equivalent Isotropic Radiated Power calculation considers the terminal antenna
line and terminal transmit power. It can be calculated for the uplink following
equation 5.11:
EIRPUL = PMStx G
MS
a (5.11)
and for the downlink:
EIRPDL =
PBStx G
BS
a
LbsLa
(5.12)
where PMStx and P
BS
tx are respectively the Mobile Station and the Base Station
transmitting power; GMSa and G
BS
a the mobile and the base station antenna gains
and Lbs, La the base station transmission losses and the antenna line losses.
5.3.1.7 Maximum Path Loss
Once calculated the EIRP, the maximum Path Loss can be now calculated:
PLmax =
EIRP
Pth
(5.13)
for uplink, downlink, indoor and outdoor cases.
This maximum pathloss can also be given with a propagation model (see section
3.2.2). Combining the UMTS link budget with a propagation model some variables
such as the base station transmitting power can be calculated.
[32, 31, 21]
5.4 Propagation Model Study
One of the ﬁrst works is to study the best ﬁtting propagation model according to
the study requirements (use of a UMTS-based network focusing specially on urban
microcells) by comparing and analyzing them. Firstly, a model pre-selection has
been made. Model candidates are:
I Cost 231-Hatta
I COST-Walﬁsch-Ikegami
I Street Microcells
These pre-selected models have been explained at part II, concretely on section
3.2.2.
Let us focus on the propagation model election analysis, which is the main
purpose of this subsection and it has been made using the MatLAB tool.
These propagation models have been simulated and analyzed in order to compare
them. Figure 5.5 compares the COST231-Hatta and the COST-Walﬁsch-Ikegami
models. Speciﬁcally, this ﬁgure shows how the propagation loss varies with the
distance. Other parameters values are shown at the ﬁgure (Default recommended
parameters have been used when possible).
As we can see, the path loss with the COST-Walﬁsch-Ikegami model is smaller
than with the COST231-Hatta model. Perhaps, this could be due to its better
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accuracy as it takes into account more parameters such as the Line of Sight (LoS)
or if the antenna is over the roof or below it.
COST231-Hatta seems to be the simplest model as it also takes into account
both the mobile and the base station heights. Although it is a macrocell model, it
is adapted to urban environments.
The other two models are focused on microcells and are more complete as
they consider NLoS cases. COST-Walﬁsch-Ikegami has the most complete set of
parameters and also allows the case when the antennas are below the buildings
roofheight. This is why it becomes a very interesting model. On the other hand,
Street Micro-cell model adapts the theoretical two-slope model using a suitable
experimentally-obtained set of values for its parameters. The number of parameters
is the smallest (as you can practically only choose the BS antenna height) but it is
a micro-cell speciﬁc method and seems to be quite accurate.
On the basis of a certain balance between complexity and accuracy, the Cost-
Walﬁsch-Ikegami model has been chosen. As just said, it well ﬁts to the work's
requirements as it has a big set of parameters, and it is not a microcell exclusive
model as the street microcell one.
5.5 Chapter Summary
In this chapter, some principal aspects oriented to the study have been introduced.
Firstly, consumptions of the main sections in the UMTS Terrestrial Radio Access are
dealt, paying special attention to the Base Station consumptions. How to make a
proper UMTS power link budget is introduced afterwords. Finally, the propagation
model study has been included in order to search out the one which better ﬁts to
the study's requirements.
All these introduced features have been basic to develop the scenario-simulator
which has been used to analyze several cases which are presented at chapter 6.
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Chapter 6
Results and Analysis
6.1 Introduction
A simulator in Matlab has been developed in order to evaluate and analyze the
work's scope and objectives.
This tool includes all the features explained on chapter 5, as a power link budget
is made to calculate coverages and the Cost-Walﬁsch-Ikegami model is used to
simulate the radio air channel. The traﬃc model mathematical tools introduced on
chapter 4 have also been used in order to simulate the user arrival and call endings
as well as its mobility, causing handovers.
This chapter includes the analysis and the results of a set of cases related to the
study in progress. The application of the model in motorways, how do the handovers
aﬀect and the limitation of the blocking probability are some examples of what can
be found in this chapter. But, let us previously introduce the main parameters of
the study and the used traﬃc classes as well as some speciﬁc terminology.
6.1.1 Terminology
Night time / Day time Scenario
As it has already been commented along all the present work, the aim of the study
is to analyze the feasibility of shutting down some nodes B when traﬃc decreases.
Traﬃc can decrease in soccer stadiums after a match, in residential zones during
the day (as people go to work) and at industrial, commercial or oﬃces zones traﬃc
will decrease at night.
In order to distinguish between the shut-down scenario from the all-on sce-
nario, an oﬃce zone terminology has been used. Therefore, a night time scenario
will correspond to the energy eﬃcient scenario, where a set of nodes are shut down.
On the other hand, a day time scenario is related to a current scheme were all the
nodes are on.
Night Interval
Continuing with the oﬃce zone terminology, we call night interval to that period of
time where some of the nodes are shut down.
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6.1.2 Traﬃc Classes
The mobile communications technology used in this work is UMTS. As already com-
mented on chapter 3, one of the UMTS characteristics is the introduction of Quality
of Service (QoS) schemes, and thus, diﬀerent traﬃcs with diverse requirements are
distinctly treated. One of the consequences of this, is that assorted traﬃc rates are
transmitted at the same time.
On this work, three diﬀerent traﬃc classes have been considered. They corre-
spond to:
I Voice
I Videocall
I Data
Each of these classes are have diﬀerentiated parameters like the number of channels
for each service, the call duration or the traﬃc load.
The values of the parameters of each analysis case are explained on further
sections.
6.1.3 Traﬃc Model
The basic quality condition in the whole study is to guarantee a blocking probability
smaller than a 1% of the calls. The traﬃc patterns have been introduced in such
a way that the maximum load coincides with the blocking probability threshold. In
other words, the maximum-capacity scenarios (i.e. the worst working case) in terms
of traﬃc load have been analyzed.
Figure 6.6 shows one of the used traﬃc patterns. Day and Night Traﬃc load
has been modeled using curves simmilar to sinusoids. The width and length of
the curves has been addapted to make a realistic traﬃc incomming for a 24- or a
48-hour period. These parameters have been addapted for each scenario.
6.1.4 Main Parameters
This subsection lists and brieﬂy explains the main parameters used on the simulator.
The incoming ones have been grouped in those which are related to cellular networks
and those related to the traﬃc models. The main simulator outgoing parameters
are also introduced.
6.1.4.1 Cellular Network Incoming Parameters
The following set of parameters want to represent all those parameters related to
cellular networks, that is, the propagation model, the link budget, and so forth.
Only the most representative are listed as follows:
I Maximum power: It is the maximum total power transmitted by the Node B.
I Cell Radius
I Required Eb/N0 per class: Each class has its quality requirements.
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I Class processing gain: The processing gain, and thus, the spreading factor is
diﬀerent in each class.
I Line of Sight and angle (ϕ): They are a representation of the propagation
model parameters and they are explained on section 3.2.2.
I And so on, ...
6.1.4.2 Traﬃc Model Incoming Parameters
The listed below parameters aim to represent those which are related to the traﬃc
model and, they are therefore explained on chapter 4.
I Dwell time and channel holding parameters (µ, µd) per class.
I Number of channels (C) per class.
I Average user speed
I And so forth, ...
6.1.4.3 Simulator outgoing Parameters
Following parameters, which are some of the results obtained by running the simu-
lator, are important to understand the further analysis.
I Ecall is the number of calls in a certain instant and Ecall_max its maximum.
I Max_Radius gives the maximum achievable radius after the simulation in
meters.
I Night_Threshold, they are the instants we consider that the scenario should
change from day time settings to night time settings (and vice-versa). As-
suming that blocking probability should be always under a 1%, the thresholds
will be given when night time scenario can achieve this scope.
I The number of handovers due to mobility is also introduced.
6.2 Application in Motorways
The ﬁrst set of results correspond to a model of a motorway, with large cells, and
high user mobility. Under this scenario, is it still possible to switch oﬀ some cells?
This is what has been analyzed.
Figure 6.1 is a graphic example of the scenario of this case, where one of each
two cells are shut down, so the remaining active ones should become bigger in order
to cover the turned oﬀ node B coverages.
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Figure 6.1: Example of Application in Motorways
(a) normal operation.
(b) one of each two Nodes B are shut down.
(c) remaining on nodes should now cover a bigger region
6.2.1 Main Considerations
Some main considerations have been taken into account in this scenario. Big cells
(with average radius over 1000 m) have been used. Apart from this we assume that
mobile users have an average of 33 m/s speed (≈120 Km/h).
Due to the motorway characteristics, we also assume that there is a Line of
Sight (LoS) between mobile users and Nodes B.
Finally, the considered call duration is:
I for voice, 180 seconds (3').
I for videocalls, 300 seconds (5').
I for data sessions, 200 seconds (3' 20 ).
6.2.2 Results
Diﬀerent shutting schemes have been analyzed in order to view the feasibility of the
study. Are these scenarios realistic? Further subsubsections present these results.
6.2.2.1 Shutting down 1 of each 2 cells
By shutting one of each two cells at night scenario, the remaining switched on
cells should achieve a double radius as the one they have at the day scenario (see
ﬁgure 6.1). On the other hand, the incoming traﬃc load (λ) is also doubled, as the
remaining on node will assume the switched oﬀ node's traﬃc load.
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Obtained Simulation Data
As an example of the analysis, data on table 6.1 show the main outgoing parameters
for a simulation where the maximum transmitting power is 20 W1.
Table 6.1: Motorway Case, shutting down 1 of each 2 cells main results
As we can see, the most limiting traﬃc class is data as its maximum radius is
the smallest achievable one as well as its night interval. This happens in all the
simulations held . Because of this, data traﬃc will be the one which will deﬁne the
night interval, in this example, from 7.2 hours (i.e. 7h 12').
Night Interval Switching
These 7.2 hours of night interval will be distributed between more or less 11:30 pm
and 7:00 am as shown on ﬁgures 6.2 and 6.3.
Figure 6.2: Evolution of the number of calls in 48 hours
Concretely, ﬁgure 6.2 shows the evolution of Ecall (i.e. the number of calls) in
a remaining switched on cell in a 48-hour period. At the beginning of the night
interval, as commented before, the number of calls (and thus, the traﬃc load) is
doubled. As night time goes on traﬃc is reduced until its minimum and then, traﬃc
1The transmitting power only aﬀects to the Maximum Radius. As seen on the held simulations
Ecal_max and the night interval remain equal despite of the transmitting power variation.
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keeps arising until a turning point where switched oﬀ cells must be turned on so to
satisfy the upgoing traﬃc. From this point, a new day time period is started and
the traﬃc supported by the cell is halved as it is shared with the recently switched
on base stations.
Figure 6.3: Evolution of the blocking probability in 48 hours
Figure 6.3 shows how the quality goal is satisﬁed as the blocking probability never
exceeds the 1% (i.e. 10−2) limit. As introduced before, the limiting service is data,
which equals the maximum assumable blocking probability only at the switching
moments. This fact happens because the 1% blocking probability border under a
night time context is the criterion used to switch between the day time and the night
time operating modes (and vice-versa). In other words, a day-to-night switch will
happen only if the night-operating-mode network can satisfy a blocking probability
smaller than a 1% for all the traﬃc classes. Night-to-day switching, instead, will
happen when the night operating mode cannot further satisfy this condition as
traﬃc keeps increasing.
Transmitting Power and Maximum Radius
As already introduced, on the night time scenario, remaining on cells should double
its radius. Figure 6.4 shows how does the maximum achievable radius vary with the
transmitting power. This is why this graph gives us an idea of what transmitting
power should cells have.
The cells on the simulation the result of which is ﬁgure 6.4 have 1 Km day time
radius. Therefore, at night time their maximum radius should be bigger than 2,000
m. As seen on ﬁgure 6.4, data traﬃc, is the most restrictive and satisﬁes this goal
for all the represented transmission powers. Thus, this scheme is possible.
We should also point out that the maximum radius decreases with the maximum
transmitted power. This is how it was expected as bigger the transmitting power
is, larger the cell's scope should be.
6.2.2.2 Shutting down 2 of each 3 cells
Under this circumstances, remaining switched on cells at night time will have to do
with three times the initial incoming traﬃc load and will have to arrange a distance
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Figure 6.4: Maximum Radius Vs. Maximum Transmitting Power, shutting down 1
of each 2 cells
three times larger than the day time radius. These are the 33% of the cells. The
other 66% will be shut down.
Table 6.2: Motorway Case, shutting down 2 of each 3 cells main results
Table 6.2 shows the obtained results for a 20 W transmitting power simulation
with 1km day time radius. Night time radius, which must be at least 3,000 m is
easily achieved for any transmitting power except for 3 W (see ﬁgure 6.5).
Nevertheless, the possible night interval is reduced to 3h 48' 36, basically the
half of the previous studied case. This happens because the remaining switched on
cell should attend the users of three diﬀerent cells (not of two diﬀerent cells like in
the previous case). Day-to-night switching will take place later than in the previous
case because it will have to wait a bigger reduction of the general users in all the
scenario to guarantee the maximum 1% blocking probability.
6.2.2.3 Shutting down 4 of each 5 cells
The night time radius, for a 1 km day time radius should archive in this scenario
(where the 80% of the base stations are shut down) at least 5,000 m. This is
not feasible when using the normal traﬃc pattern as max_radius never arrives to
5,000 m.
Another traﬃc pattern, has been introduced. In this case, the diﬀerence be-
tween the incoming day traﬃc and the incoming night traﬃc is very big. Figure
6.6 illustrates the blocking probability for a cell working under normal conditions
(that is, with day time traﬃc scheme), and gives an idea of the traﬃc load. The
maximum blocking probability is set at the 1% border in order to simulate the worst
case, but the minimum blocking probability is specially little, smaller than 10−20.
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Figure 6.5: Maximum Radius Vs. Maximum Transmitting Power, shutting down 2
of each 3 cells
This situation only happens in very low-loaded networks and it could be applied to
situations where user density varies enormously.
Figure 6.6: Blocking probability without applying energy eﬃcient schemes (normal
operation).
As seen on table 6.3, with this traﬃc pattern the achievable maximum radius is
bigger than the 5,000 m objective. Although this, the night interval is reduced to
1h 22' 48.
This scenario is not really feasible and it could only be interesting on special low
network demanding cases.
6.2.3 Analysis
According to the results seen on previous subsection, the application of energy saving
schemes to a motorway scenario can be feasible, depending on the percentage of
shut cells. Night interval is bigger when half of the base stations are shut down.
And it becomes smaller as the shut down cell percentage arises. Energy saving is
guaranteed but, the question is, what is better, shutting down less base stations
during a long time, or shutting down more base stations in a shorter period?
A commitment solution can be made, by ﬁrstly shut down a certain percentage
of the base stations, and gradually shut down in other stages more base stations
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Table 6.3: Maximum Radius Vs. Maximum Transmitting Power, shutting down 4
of each 5 cells
(These results correspond to the traﬃc pattern illustrated on ﬁgure 6.6)
as traﬃc decreases. An example of this could be to ﬁrstly shut down half of the
nodes B and further on arise the percentage up to a 66% (i.e. shutting down 2 over
3 nodes B). With this combined solution a bigger energy saving is made during a
longer time.
6.3 How does the Blocking Probability aﬀect to
the system?
Simulations held previously on section 6.2 have been based on an initial target:
guarantee maximum of 1% blocking probability to ﬁnd out the optimal percentage
of shut-down nodes at night operation mode and its corresponding night interval.
In contrast, the aim of the simulations held in this section is to study how does
the variation of this target aﬀect to the system. How does the night interval length
vary with a less restrictive blocking probability target? Can we switch the cells oﬀ
with a bigger initial load assuming a worst quality as blocking probability arises?
6.3.1 Main Considerations
The parameters for the simulations in this section have been set up in such way, a
urban environment with micro cells has been modeled. Under these circumstances,
no direct Line of Sight has been considered. And, what is more, mobile users average
speed has been reduced to 10 m/s (i.e. ≈30 Km/h). The data session duration
has also been increased to 900 seconds (15 minutes).
6.3.2 Results
6.3.2.1 Night Interval Length
Night interval will be deﬁned depending on the night-time-operation-mode blocking
probability for the most restrictive traﬃc class (data). Figure 6.7 illustrates how
has this night interval been calculated.
On the other hand, ﬁgure 6.8 illustrates the obtained results after applying what
is shown on ﬁgure 6.7 for a diﬀerent range of blocking probabilities. Concretely
ﬁgure 6.8 plots the results for three diﬀerent scenarios:
Scenario 1 corresponds to a 100 m radius microcell urban environment with a 5
W power transmission. At night interval two over three cells are shut down.
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Figure 6.7: Night Interval Calculation Example for diﬀerent Night Time Blocking
Probabilities
Scenario 2 corresponds to a bigger cell urban environment (cell radius is now 1
Km). In this case power transmission is 15 W. Two over three cells are shut down
at night time.
Scenario 3 has the same parameters as scenario 2 but only a 50% of the cells are
shut down at night time.
Figure 6.8: Night Interval Lengths depending on B for three diﬀerent scenarios.
Independently of the analyzed scenario, night interval length increases as max-
imum blocking probability target gets bigger. This is normal because the blocking
probability deﬁnes the day-to-night and the night-to-day switching instants.
Scenario 1 has the bigger night intervals, so we can conclude that the model
is better when micro cells are used. Scenario 3 has bigger night intervals than
Scenario 2. In other words, the smaller the switched oﬀ cell percentage is, the
6.4. STUDY OF THE HANDOVERS 89
bigger the night intervals are. The same conclusion has been obtained on the
motorway scenario (section 6.2).
6.3.2.2 Load at Day-to-Night Switching
Results on this subsection try to study what is the load2 just before the day-to-night
switching moment. Results are shown in terms of the blocking probability target
and ﬁgure 6.9 illustrates them.
Figure 6.9: Load at the switching moment in terms of the blocking probability
target.
These results correspond to a 100 m microcell scenario applying a 2 over 3
switched oﬀ cells policy.
Analyzing the ﬁgure we can observe that the data traﬃc class is still the limiting
one. As the blocking probability target increases, the day-time load also increases.
The reason of this is because of the increment of the blocking probability can be
read as a quality reduction. If quality standards decrease, the system will be able
to manage a bigger number of calls. Therefore, the traﬃc load will increase.
6.4 Study of the Handovers
Due to user mobility constantly handovers occur as they change from one cell to
another. We could call this normal  handovers. By switching oﬀ certain cells, the
users of the switched oﬀ cell at the switching moment should make a handover to
the remaining on cell to continue with their communications. We could call this
forced  handovers.
The aim of this section is to study both types of handovers. The chosen main
scenario has been the motorway scenario (the same one as on section 6.2).
2ρ in the notation used at chapter 4
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6.4.1 Results
Figure 6.10 is an example of the obtained results. The one-of-each-two-cells shutting
down policy has been used as well as a 15 W transmitting power and a 1 Km daytime
normal operation radius.
The diﬀerence between normal and forced handovers is important. Due to this
reason an ampliﬁcation of normal handovers has been made on ﬁgure 6.10.
Figure 6.10: Total and Normal Handovers
Analyzing this ampliﬁcation, we can see that normal handovers increase at the
day-to-night switching moment, as the remaining switched on cells assume the han-
dovers of the switched oﬀ cells. The number of normal handovers at the switching
moments is slightly smaller than the maximum of normal handovers.
Introducing forced handovers to the analysis, the number of total handovers
at the switching moments signiﬁcantly change, in fact it can be ten times bigger.
This is because all the users at the switched oﬀ cells must make a handover to the
remaining on cells.
Table 6.4: Analysis of the total handovers for three diﬀerent scenarios at the switch-
ing moments
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The information on table 6.4 is related to the total handovers at the switching
times for diﬀerent scenarios. At the night-to-day switch, the users of one cell will
have to respectively be distributed among the switched on cells. This is why, on
table 6.4 the night-to-day number of handovers increases as the percentage of shut
down cells increases as well.
6.5 Chapter Summary
This chapter has presented the obtained results and its further analysis. Firstly,
the main terms, parameters and concepts have been introduced. Following, the
application of the model to a motorway scenario results have been discussed as well
as the impact of the blocking probability in the system performance.
Finaly, a study of the handovers (including the normal activity ones and the
forced handovers at switching moments) has been made.
The analysis of this results is completed with the work conclusions which are
commented on the folowing chapter.
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Chapter 7
Conclusions
The ﬁrst step on this Thesis was to deﬁne a series of goals and objectives in order
to develop it. At this concluding point, an evaluation of these purposes should be
ﬁrstly made.
Let us explain why the deﬁned goals have been achieved. The ﬁrst scope of
the Thesis was to introduce the concepts of Sustainability and Climate Change
and to study the role of ICTs and mobile communications in this matter. Chapter
2 is somehow a report which covers this goal. A similar case happens with the
second goal (which deals with UMTS mobile communications characteristics, which
are covered on Chapter 3) and the third goal (which deals with ﬁnding out the
networks elements consumptions, and has also been treated along this report).
The following goal is the most practical one and it can be deﬁned as the main
purpose of the study. This purpose has been the guideline for the third part of this
report.
The last goal, which aims to indicate a series of future works is treated in this
chapter.
Speciﬁc Conclusions
Let us now comment the results attending to the main purpose of the study. Ac-
cording to them, the application of energy saving schemes to a motorway scenario
can be feasible, depending on the percentage of shut cells. The night interval length
will vary depending on the shut down base stations percentage, and the smaller this
percentage is the bigger the night interval will be. Although energy saving is guar-
anteed, the election between the night interval length and the percentage of shut
down base stations should be made. This is why a commitment combined solution
has been presented (see section 6.2). Using it, a bigger energy saving is made during
a longer time.
According to the results of section 6.3, the blocking probability target aﬀects to
the system performance. The smaller this target is, the worst is the performance.
In other words, night intervals become smaller. This is the price we pay to obtain
a better quality.
Analyzing and comparing diﬀerent scenarios, we have seen that the model is
more adapted to urban microcells rather than to macrocells.
We can also conclude that one of the weak points of this system is the high
number of handovers, which must be held at the switching moments. Being this
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number bigger, as bigger the percentage of shut down stations is.
Finally, highlight that making a general overview to all the results, the case of
switching oﬀ half of the base stations (one over each two cells) normally presents
the better results:
I a bigger night interval.
I a smaller number of handovers at the night-to-day switching moment.
I a smaller number of implied base stations and thus, aﬀected users.
But it takes the disadvantage of saving less energy as less base stations are shut
down.
Future Works
As this Thesis belongs to a researching project which has been triggered recently
many future works can be made. First of all, the models can become more complex
and taking into account more parameters.
On the other hand, the study can be extended to other diﬀerent scenarios with
diﬀerent and particular traﬃc schemes. Examples of these particular scenarios could
be:
I Stadiums. These scenarios are characterized by their long night interval re-
quirements , as the traﬃc peak only happens when events are held at the
stadiums. When no activity is made there, traﬃc load can drastically de-
crease. Contrary to what has happened in the scenarios analyzed in this
study, normally the high load periods at stadiums are smaller than the low
load periods.
I Touristic Places. Some of these scenarios (like sunny destinations or ski re-
sorts) present a seasonal load. High-seasons load can be specially high while
low-seasons load can be close to zero. An adaptation of the presented energy
saving schemes can be made in order to ﬁt it to this particular traﬃc pattern.
I Rural Areas. These scenarios are characterized by its low user density. Is it
possible to apply some energy eﬃcient planning schemes to these areas?
I And so on...
Continuing on with the future works proposal, not only could the shutting-down
policies involve Node B stations, but RNCs stations as well. And, what is more,
energy-eﬃcient network topologies could be designed in order to make this proposal
viable. A feasibility study of this should be previously made.
Another proposal is to evaluate these models using real traﬃc patterns as the
ones used at this study are estimations.
Finally, the used software tool could be improved by making it count how many
power is saved up on each analyzed scenario.
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Final Conclusion
This report proposes energy saving schemes for the UTRAN. One of its main advan-
tages is that these schemes can be immediately applied to existing conﬁgurations
without having to change the network equipment, such as base stations. However,
in many other researching studies low consuming network devices are being devel-
oped. Although the renewal of the UTRAN equipment has a longer term view,
a combination of all the energy saving approaches (including the one this Thesis
presents) must be made. Operators should take consciousness about sustainability,
climate change and its problematic in order to meet the needs of the present without
compromising the ability of future generations to meet their needs.
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Glossary & Abbreviations
Aa
Agenda 21 See section 2.4.3.2
AGM Anthropogenic (or human-caused) Global Warming
Bb
BS Base Station. More information on section 3.3.2.1
Cc
CAPEX Capital Expenditure. Cost of developing or providing non-consumable
parts for a product or system.
CDIAC Carbon Dioxide Information Analysis Department. It forms part of the
US Department of Energy.
CDMA Code Division Multiple Access. More information on section 3.3.3.3.
Chiprate It is the rate at which the pseudo-random CDMA spreading code is
transmitted.
Climate Change Variations in the average course or condition of the weather at a
place usually over a large period of years [...] (Adapted from the Merriam - Webster
Dictionary [5]).
Coverage Number of cells or base stations necessary to cover o provide service
to a certain area with an acceptable grade of service [18].
Ee
EIRP Equivalent Isotropically Radiated Power. See section 5.3.1.6.
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Ff
FDMA Frequency Division Multiple Access. More information on section 3.3.3.1.
Gg
GHG Greenhouse Gases.
Global Warming Human-infuenced warming in recent decades and its projected
continuation.
GMSC Gateway Mobile Switching Center. More information on section 3.3.2.1.
GPRS General Packet Radio Service. More information on section 3.1.1.2.
GSM Global System for Mobile Communications. More information on section
3.1.1.2.
Ii
ICT(s) Information and Communication Technology(ies).
ITU International Telecommunication Union.
Mm
MSC Mobile Switching Centre. More information on section 3.3.2.1
Nn
Night Interval Period of time where the proposed energy saving schemes are
applied.
Oo
OPEX Operational Expenditure. On-going cost for running a product, business,
or system.
OVSF Orthogonal Variable Spreading Factor. See section 3.3.3.3.
Qq
QoS Quality of Service
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Rr
RNC Radio Network Controller. More information on section 3.3.2.1.
Ss
Sustainability Forms of progress that meet the needs of the present without com-
promising the ability of future generations to meet their needs [1, 2]
Tt
TDMA Time Division Multiple Access. More information on section 3.3.3.2.
Uu
UN United Nations
UNCED United Nations Conference on Environment and Development. Oﬃcial
Name of the World Summit. More information on section 2.4.3.
UNFCCC United Nations Framework Convention on Climate Change. More in-
formation on section 2.4.3.1.
UMTS Universal Moblile Telecommunications System. See chapter 3.
Ww
WCDMA Wideband CDMA. See section 3.3.3.3.
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