Abstract. The absolute flux of a femtosecond Vacuum-Ultraviolet (VUV) photon source based on high-order harmonic generation of a femtosecond Ti:sapphire laser and monochromatized with a grating monochromator is determined both on a shot-to-shot basis and averaged over seconds by a calibrated gas monitor detector. The average flux is compared to the average flux as determined with a calibrated GaAsP semiconductor photodiode. We find that the photodiode is a reliable and easy-to-use tool to estimate the order of magnitude of the average photon flux but that, due to saturation losses, it underestimates the average flux by up to -15%.
Introduction
High-order harmonic generation (HHG) has emerged as a widely used tool to produce bright femto-and attosecond vacuum-ultraviolet (VUV) and soft xray pulses [1, 2, 3, 4] . These pulses can be used to study ultrafast atomic, molecular and magnetism dynamics [5, 6, 7, 8, 9, 10] and are bright enough to perform coherent x-ray diffractive imaging for investigations on the nanoscale [11] . Furthermore, the HHG process itself can provide insight into the electronic structure of the generating molecule [12, 13, 14] .
One of the key parameters of every photon source is its photon flux. A determination of the absolute flux and of the shot-to-shot fluctuations of the flux is highly desirable. Correct determination of these parameters becomes especially important when exploring the feasibility of new experiments. For example, the photon flux is a crucial parameter when high-harmonic radiation is used to seed a Free Electron Laser (FEL) [15, 16] . Accurate on-line measurements of the photon flux are required when HHG sources are used to investigate non-linear effects in the VUV to spectral range, e.g. for the determination of atomic two-photon ionization cross sections [17, 18] . In general the absolute flux and the shot-toshot fluctuations are key parameters when optimizing an existing or setting up a new HHG source.
To our knowledge accurate shot-to-shot measurements of absolute fluxes from HHG sources have not been done yet. Nisoli et al. measured shot-to-shot HHG spectra, but did not determine shot-to-shot fluxes [19] . Determination of absolute average fluxes of a HHG source was done in [20] based on a rather complicated scintillator -photomultiplier setup. In [21] a calibrated EUV spectrometer was used to determine absolute photon fluxes but with a standard uncertainty as big as 50%.
Another widespread, easy-to-use tool for measuring photon fluxes are semiconductor photodiodes. In [15, 22, 23] , for example, they are used to determine absolute average photon fluxes of HHG sources. Such photodiodes are usually calibrated at quasi continuous-wave (cw) light sources with long pulses in the picosecond regime at high repetition rates (e.g. synchrotrons). The Physikalisch-Technische Bundesanstalt (PTB, Germany's national metrology institute) uses the Metrology Light Source (MLS) for the calibration of photodiodes in the UV-VUV regime [24] . At the Normal-incidence monochomator beamline for UV and VUV detector calibration, pulses of 20 ps pulse duration (FWHM) are delivered with a repetition rate of 500 MHz and peak fluxes of 5 × 10 11 photons/s (i.e. 10 photons/pulse). In contrast to that, our HHG setup delivers monochromatized 120 fs FWHM pulses at a repetition rate of 3 kHz with peak fluxes of the order of 10 19 photons/s (i.e. 10 6 photons/pulse). The average radiant power and the spot size on the diode are comparable for these two sources, hence is the average photon flux density. Thus, if the HHG photon flux is measured with a photodiode, the peak flux or the peak radiant power, respectively, seen by this diode are more than seven orders of magnitude higher than during calibration.
This raises the question, whether the calibration is still correct or if saturation losses significantly contribute to the diode's response in the regime of parameters used here. The rapid generation of a large number of charge carriers in the active area of the diode from femtosecond pulses will not necessarily result in the same response, as will illuminating the diode with a (quasi) cw light source of comparable average power. Enhanced recombination may occur leading to increased saturation loss, meaning that less generated charge carriers reach the read-out electronics and contribute to the diode's response signal. This effect should intensify with increasing charge carrier density generated by increasing peak powers of the radiation. Therefore saturation loss and erroneous response of the photodiode will rise as well [25, 26, 27] .
In order to test whether semiconductor photodiodes are reliable for measuring absolute photon fluxes of high peak power femtosecond sources, we compared the values for the average photon flux of the monochromatized radiation available for experiments from our source measured with a calibrated GaAsP semiconductor photodiode (Hamamatsu model g112704) with those obtained from measurements with a calibrated and validated gas monitor detector (GMD). The GMD is based on the photoionization of a (rare) gas and was developed by PTB/DESY/Ioffe Institute for the on-line measurement of the radiant power of VUV and soft X-ray FELs [28, 29, 30, 31] . Measurements of absolute average photon fluxes as well as shot-to-shot fluctuations with an accuracy of 5% are feasible with this device.
Experimental Setup
Our experimental setup is shown in Figure 1 , see also [32, 33] . The VUV radiation is produced by a 50 fs, 1 mJ Ti:Sa laser (central wavelength 785 nm) which is focused into a 5.5 mm long gas cell by a f=500 mm lens resulting in a focal spotsize of 60 µm and a peak intensity of approximately 2 × 10 14 W/cm 2 . The entrance and the exit of the cell along the laser path are sealed with a thin copper foil (0.1 mm) in which the laser itself drills optimum sized holes for propagating through. In this experiment we used either Xe or Ar as non-linear medium for generation. We operated the cell at a pressure in the gas inlet tube of 0.46 mbar for Xe and 3.2 mbar for Ar and a backing pressure outside the cell of 8 × 10 −3 mbar or 1.1 × 10 −2 mbar, respectively. Thereafter the infrared light is blocked by two aluminum foils (150 nm thick) one before and one after a toroidal grating monochromator to ensure that no fundamental IR photons reach the GMD or the photodiode and influence the measurements, although both detectors are not sensitive to the infrared radiation. The monochromatized VUV pulses then first pass the GMD before they hit the photodiode. The pulse duration, available for experiments after the monochromator is ∼ 120 fs FWHM in our setup. This was determined by VUV-IR cross correlation with photoionization sidebands of Ar as demonstrated in [34] . The cross correlation measurement was done in a separate experiment to ensure, that no other gas from the photoionization chamber perturbs the GMD signal. The bandwidth of the monochromatized pulses amounts to ∼ 140 meV as shown in earlier work [32] .
We did the experiment with four different harmonics of the infrared laser (H11, H13, H15, H17) at corresponding photon energies of 17.4 eV, 20.5 eV, 23.7 eV and 26.9 eV. The GMD is based on atomic photoionization of a rare gas at low particle density in the range of 10 11 to 10 12 /cm −3 . Therefore it is indestructible and transmits more than 99.5% of the radiation for the photon energy range used in this experiment [35] . The inset of Figure 1 illustrates the functional principle of this detector. The VUV radiation ionizes the target gas (either Xe or Ar in the present work). The generated ions and electrons are extracted and accelerated in opposite directions by a homogeneous static electric field. The extraction field of 333 V/cm (corresponding to an extraction voltage of 1000 V) is chosen to be high enough to ensure complete collection of the charged particles created in the interaction volume accepted by the respective particle detector. In the present experiment the ion signal was measured only. A first simple metal plate detection electrode allows for measuring a slow averaging current I AV by a calibrated Keithley 617 electrometer with a time constant of a few seconds, which is not affected by any individual intra-pulse time structure or shot-to-shot variations of the radiation. Moreover, a fraction of the ions enters a drift section through a small aperture in the detection electrode and is detected by an open electron multiplier (ETP 14880) operated in a linear regime. The multiplier can be used for ion time-of-flight (TOF) spectrum measurements which enables checking the purity of the target gas as well as possible influences of multi-photon ionization on our measurements as will be discussed later. Furthermore, it can be utilized for pulse resolved (shot-to-shot) relative flux measurements. The signal from the multiplier is read out with the help of a LeCroy digital oscilloscope. From the measured ion-current signal I ion the average number of photons N ph can be calculated as:
where σ pi is the photoionization cross section of the target gas at the used photon energy hν, k cal is a known detector calibration constant including the length along the photon beam accepted by the detection electrode and the ion detection efficiency. n a is the target gas density at the given pressure and temperature, determined by n a = p/k B T (k B : Boltzmann constant). As knowing the exact pressure p and temperature T of the target gas is crucial for deriving the correct photon flux from the ion current signal, a calibrated spinning rotor vacuum gauge for monitoring gas pressures in the range of 10 −4 mbar and a calibrated Pt100 resistance thermometer are installed in the device. In (1), the target gas density n a is derived from the pressure p and the temperature T (p and T usually remain constant during one experimental session), the photoionization cross section σ pi is tabulated in [29] .
The GMD was calibrated in ion current mode at the PTB Laboratories in the VUV spectral range using dispersed synchrotron radiation at low intensity in conjunction with a cryogenic radiometer which is a primary detector standard [24] . The relative standard uncertainty of the calibration factor amounts to 3.4%. Taking into account the uncertainty of the ion current measurement of 1.5%, the pressure measurement of 1.4%, the temperature measurement of 1.0% as well as the uncertainty of the cross section data of 3%, the final relative standard uncertainty for the average photon flux determination with the GMD amounts to 5%. This value is also justified by validation measurements performed recently at the Spring-8 FEL facility in Japan [30, 31] .
Purity and Single Ionization of the Target Gas
We checked the time-of-flight spectra available from the multiplier signal of the GMD to rule out the influence of contaminating impurities in the target gas and the influence of multiple ionization of the target gas. Both effects would perturb the ion-current signal by adding currents from other ions than singly ionized target gas particles and therefore the absolute calibration would no longer be valid. Figure 2a shows an ion time-of-flight spectrum where the Xe target gas was contaminated with traces of residual air. Besides the Xe ion peak, N 2 and O 2 ion peaks are clearly discernible. The time-of-flight spectrum in 2b was taken with pure Xe as target gas and accordingly only one peak from singly ionized Xe is discernible. Multiply ionized Xe would show up as peaks at shorter times of Xe + (b) Figure 2 . Two exemplary ion TOF spectra (averaged over ∼ 5000 shots) from the GMD illustrating the purity of the target gas. The spectrum of Xe target gas and residual air is shown in the (a) while (b) shows the spectrum of Xe target gas as used for the flux measurements.
flight (T OF ∝ (q/m)
−2 ) and indicate that either the peak irradiance and/or the target gas density inside the detection chamber are too high. Apparently these peaks are not present. The same purity check was performed when Ar was used as target gas in the GMD. This purity of the spectra proves that the values for the photon numbers calculated from the GMD in our experiment are reliable.
Shot-to-shot Distribution
Another feature of the detector is the possibility to derive single shot intensities from the multiplier signal. Knowing the averaged photon number N AV , single shot photon numbers, determined from the peak value of the multiplier signal I SS , read as: Figure 3 shows the shot-to-shot flux variation from our Laser system measured with a standard IR photodiode (leakage through a mirror) and the corresponding flux variation of our HHG source measured with the single shot multiplier signal I SS coupled to a digital oscilloscope. The Laser varied by ±2.3% at FWHM, whereas the HHG signal varied by ±26.6%. The fact that the VUV signal fluctuates by an order of magnitude more than the generating Laser clearly points out the highly non-linear nature of the HHG process. Note that the source was not optimized for minimal shot-to-shot fluctuations. Figure 3 . Intensity distribution showing the relative shot-to-shot energy variations of the fundamental IR laser (top) and the VUV radiation produced in the highly non-linear HHG process (bottom). The IR laser intensity distribution in the upper panel is normalized to its maximum and shown in arbitrary units, whereas absolute photon numbers are given for the VUV intensity distribution. Figure 4 and Figure 5 depict the comparison of the average flux measured with the GMD and the GaAsP photodiode. The diode was calibrated in the range from 6 eV to 27 eV by PTB within 1 week after the experiments at the HHG source to foreclose errors due to a diode specific history like, for example, aging processes. The source used for calibration delivered approximately 10 photons/pulse with a pulse duration of 20 ps FWHM and a bandwidth of 0.4 eV at a repetition rate of 500 MHz . This corresponds to an average flux of 5 × 10 9 photons/s or an average power of 20 nW at 23.7 eV. The peak flux of one single pulse is thus of the order of 5 × 10 11 photons/s corresponding to a peak power of 2 µW. In contrast, our HHG setup yields monochromatized pulses with 10 6 photons/pulse of 120 fs FWHM duration and a bandwidth of 140 meV at a repetition rate of 3 kHz . This corresponds to an average flux of 3 × 10 9 photons/s or an average power of 12 nW. Due to the short duration of the pulses, the peak flux of one single pulse is of the order of 10 19 photons/s, which corresponds to a peak power of 45 W for a photon energy of 23.7 eV as used here. We want to point out, that for both cases, the irradiated area of the diode was 2-3 mm 2 . For comparing both detectors we calculated the relative deviation of the fluxes determined from the diode and the GMD:
Comparison: Diode vs. GMD
In Figure 4 the relative deviation (in percent) between the average photon flux derived from the diode signal and that from the GMD is plotted against the absolute average flux measured with the GMD. Four data sets (connected with lines) are shown for four different photon energies corresponding to different harmonics of our source. To vary the harmonic yield and therefore the fluxes, the width of an aperture in the generating laser beam was tuned. In a next step we calculated the resulting power (product of photon energy and flux) of the VUV radiation. Figure 5 depicts the deviation (in percent) between the average photon flux calculated from the response of the diode and that of the GMD versus the absolute average power given by the GMD signal. The error bars in both graphs are deduced by taking into account the 5% accuracy of the GMD and the accuracy of the measurement of the photo current from the diode. The photo current was measured with a Keithley 6485 electrometer in slow averaging mode. The accuracy of the photo current values were approximated for every measurement by carefully observing the variation of the photo current signal and amounted to be in the range of 3% to 10%. The graphs show, that the diode systematically underrated the photon flux by up to −15%. This points to saturation effects in the diode due to the high peak power emitted from our HHG source. From work using pulsed classical laser sources [25, 26, 27] , it is known that due to an increasing probability of charge carrier recombination in the diode for increasing peak power the charge yield from the diode is lower than expected from the calibration with radiation at comparable average powers. Illuminating a diode with quasi cw light provokes an almost constant creation of charge carriers in the semiconductor material and yields in an equilibrium between charge carriers created by the radiation, recombination of charge carriers and charge arriving at the read-out electronics of the diode. When the diode instead is illuminated with short femtosecond pulses of high peak power separated by relatively long dark periods without illumination, there is more time for the charge carriers to recombine before being read out. The rate of recombination directly depends on the charge carrier density, which in turn directly depends on the instantaneous power hitting the diode. Thus, for high peak powers, higher recombination rates and therefore saturation losses occur. This explains the saturation effects observed here: the response of the semiconductor diode is lower for short pulses than expected from calibration with longer pulses. Typical saturation behavior like increasing deviation for increasing fluxes could not be determined from our data due to the small dynamic range which was available in this work.
However, our results proof, that a calibrated photodiode is still a good and easy-to-use tool for measuring the flux of femtosecond VUV HHG photon sources within, as in our case, an accuracy of 15%.
Summary
For the first time, a gas monitor detector (GMD) was used to measure the absolute photon flux and the absolute power of a femtsecond VUV HHG source with an accuracy of 5%. The GMD allows for the determination of absolute average fluxes, as well as shot-to-shot variations, therefore we were able to estimate the shot-to-shot stability of our 3 kHz repetition rate HHG source.
We compared average photon fluxes of four different photon energies and the corresponding radiant powers of our source derived from a PTBcalibrated Hamamatsu g112704 GaAsP photodiode with the values obtained from the gas monitor detector. In our experiment the photodiode systematically underestimated the real photon flux by up to −15%. This points to saturation losses in the diode due to increased recombination of the charge carriers generated by the incident light, but also shows that such a semiconductor photodiode is still a good tool to estimate the average flux from femtosecond VUV sources with an accuracy of 15% in our case.
Photodiodes have been used for measuring the photon flux in many experiments, the present work clarifies the reliability and accuracy of the photon fluxes determined in these experiments and justifies the use of semiconductor photodiodes for measuring the photon flux of a femtosecond HHG source for future experiments.
