Essays in Empirical Microeconomics and Finance by Alderighi, Stefano
University of Essex
Doctoral Thesis
Essays in empirical microeconomics and
finance
Author:
Stefano Alderighi
Supervisors:
Prof. Eric Smith
Prof. Sule Alan
A thesis submitted in fulfillment of the requirements
for the degree of Doctor of Philosophy
in the
Department of Economics
May 2016
“Try to understand men. If you understand each other you will be kind to each other.
Knowing a man well never leads to hate and almost always leads to love.”
John Steinbeck
Essays in empirical microeconomics and finance
by Stefano Alderighi
Summary
The present thesis is divided in three chapters. The first focuses on Education Economics. The second
and the third on Household Finance. The following paragraphs describe the contents of each chapter
more in detail.
The first essay compares and contrasts aggregate and individual level analyses to investigate the relation-
ship between economic fluctuations and tertiary education enrollments in Italy. It shows that aggregate
enrollments follow a procyclical pattern. Consistently, it finds that Italian young individuals living with
their parents implement a procyclical enrollment decision. The paper tries to reconcile the empirical
evidence with theoretical predictions, and investigates a number of different channels. It proposes a
rather novel, nevertheless theory consistent interpretation for the evidence found. The paper argues that
Italian individuals living with their parents implement a procyclical behaviour because they can’t access
credit to finance their education. It supports this statement with consistent empirical evidence.
The second essay studies whether labour income volatility crowds out investment in risky assets in Italian
households. Justified by the literature on limited participation, the paper makes use of reduced form
estimations to show that Italian households hedge their labour income risk on the risky assets market. It
contributes by proposing a novel measure of labour income volatility, ground on the literature on labour
income dynamics. On a methodological perspective, the paper adds to the literature by estimating
reduced form models using a recent estimation technique, never implemented before in this branch
of research. It shows that the new methodology overcomes some of the limitations of the techniques
previously applied in the literature.
The third essay, co-authored with Professors Sule Alan and Eric Smith, focuses on the subprime credit
market in the United Kingdom. Making use of a unique database centered on a randomized trial ex-
periment, the paper identifies the causal effect of an increase in the cost of credit on individual credit
demand and default probability.
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Chapter 1
Introduction.
1.1 Justification of the present work
“Like any other science, economics
is not content with merely descriptive knowledge.
It tries to discern general patterns of uniformity
in the administration of scarce resources”
[Lange, 1945].
The present doctoral thesis contains three pieces of Applied Economics research. The first of
them is focused on educational choices. The remaining two on household and individual financial
decisions. The above quotation [Lange, 1945] represents an ideal starting point to justify the
choice of applied economics as a trait d’union for the present doctoral thesis. The sentence
summarizes some features of economics as a discipline, and gives information about its method
of investigation. Firstly, it defines economics as a science (“like any other science”). More in
detail, Lange defines economics as an empirical science, on the ground that its assumptions
are “approximate generalization of empirical observations” [Lange, 1945, page 21]. Secondly,
it suggests that economics is not and cannot be a display of empirical evidence collected for
mere descriptive purposes. It is a deductive discipline, with theoretical predictions that need
empirical validation [Lange, 1945, page 21].
In economics, theoretical predictions often postulate causal relations among or between vari-
ables. Under this assumption, it is clear that a successful empirical validation should coincide,
or be the closest possible to, causal inference. As Hoover [2005] mentions, a natural way to em-
pirically validate a causal relationship is to look for counterfactual evidence to what the theory
predicts. However, is it easy to find counterfuctual evidence in economics, and in general in so-
cial sciences? Hayek [1967] describes social phenomena as ‘complex’, as opposed to phenomena
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in natural sciences. By ‘complex’, Hayek means that social phenomena are driven by a large
and often not countable (or predictable) amount of variables. Given this composite influences,
as a matter of fact isolating counterfactuals and identifying causal effects in economics is not a
trivial task [Addison et al., 1984].
The difficulty in identifying counterfactuals is not the only impediment to causal inference. A
related problem concerns how assumptions and theorems are derived in economics. Firstly,
economics assumptions are often approximation of empirical regularities. As a consequence,
the two are characterized by a physiological mismatch [Lange, 1945]. Secondly, theorems based
on economics assumptions are generally the result of manipulations that go beyond or neglect
empirical evidence [Lange, 1945]. As a consequence, they might significantly deviate from what
happens in the real world.
Do the three chapter address some, or even all of the above points? The following section aims
at describing the three chapter more in detail, and at defending them as ‘well behaved’ pieces
of Applied Economics research.
1.2 Overview
The thesis is divided in three chapters.
The first chapter (chapter 2, in the present thesis) investigates the cyclical behaviour of Ital-
ian tertiary education enrollments. Economic theory predicts that, in absence of borrowing
constraints, human capital accumulation should in principal be countercyclical because of op-
portunity cost considerations [Dellas and Sakellaris, 2003]. In a recession, for example, the
opportunity cost of acquiring education is low: both the wage rate and the probability of find-
ing a job (typically procyclical variables) are negatively affected by the business cycle. However,
if a recession today is expected to persist and negatively influence future economic conditions,
individuals might decide to acquire less education, and implement a procyclical enrollment de-
cision [Micklewright et al., 1990]. Italian aggregate and individual data show that individuals
aged 18-25 and living with their parents implement a procyclical enrollment decision. Although
at odds with opportunity cost considerations, this finding is consistent with the presence of
borrowing constraints at a household level, and with the fact that individuals might expect bad
(or good) economic conditions to persist in the future. These two channels, however, are not
supported by the data. Further evidence shows that borrowing constraints might operate at
an individual level. Young individuals living on their own implement indeed a countercyclical
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enrollment decision, consistently with opportunity cost considerations. Among these individu-
als, the most financially exposed (whom I consider borrowing constrained) implement instead
a procyclical enrollment choice.
Reconnecting this summary with the previous section, it is clear how the decision of enrolling to
university is a ‘complex’ phenomenon [Hayek, 1967]. Regarding how individuals should behave
when facing economic fluctuations, economic predictions are rather straightforward. Yet, the
reason why the evidence found apparently deviates from the theory is not immediately clear.
The paper can be considered as a good piece of applied research, as it provides robust evidence of
a finding (procyclical enrollments), addresses several channels the literature identifies to explain
this phenomenon, and provides a novel but theoretically consistent explanation of the evidence.
The second chapter (chapter 3, in the present thesis) assesses whether uninsurable labour income
volatility negatively influences household investment in risky assets showing positive expected
returns. The paper shows that this is the case: consistently with theoretical predictions [Gomes
and Michaelides, 2005], a higher labour income risk significantly reduces household investment
in risky assets. The result is robust the the introduction of an increasing number of regressors,
to inference based on a bootstrapped variance covariance matrix, to the implementation of
different techniques and different dependent variables. As labour income risk is an endogenous
regressor [Betermier et al., 2012], the paper also addresses the endogeneity problem. It provides
suggestive evidence that labour income risk has a direct influence on investment in risky assets,
and that this is due to hedging reasons. The paper contains two more contributions. The first
lies in the creation of a novel measure of labour income risk. The second, methodological, refers
to the implementation of a novel, and more appropriate, estimation technique.
The problem herein addressed is mainly that of the mismatch between baseline theoretical
predictions and empirical regularities [Lange, 1945]. Under the complete markets assumption,
economic theory predicts indeed that everyone should invest a positive (and relevant) fraction of
their wealth in risky assets. As it happens not to be the case (the ‘stockholding puzzle’: Haliassos
and Bertaut [1995]), economics provides several explanations for this mismatch. Among them,
uninsurable labour income volatility. The paper performs well in providing consistent and
supporting evidence towards this explanation. Albeit not able to isolate a causal effect, it
addresses this problem, and performs a number of robustness checks that suggest the presence
a direct link between labour income risk and investment in risky assets. The creation of a
novel measure of labour income risk also moves towards this direction, as the paper proposes
an indicator that is consistent with economic theory but also computationally efficient.
The third chapter (chapter 4, in the present thesis) exploits experimental data to isolate a causal
effect between the cost of credit on credit demand and individual default probability. Variations
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in the cost of credit are typically endogenous to borrowers’ characteristics: riskier individuals
should in principle be charged higher interest rates Stiglitz and Weiss [1981]. As a matter of
fact, only an experimental design can allow the observation of a counterfactual in this situation.
The paper implements a propriety database with such design to draw causal inference on this
issue. It checks whether the experiment has statistical validity, and provides robustness checks
in support of the main evidence.
Reconnecting this summary with the previous section, this paper does a good job as an Applied
Economics paper as it isolates a valid counterfactual [Hoover, 2005], and provides empirical
evidence that is consistent with economic theory.
Chapter 2
The Cyclicality of University
Enrollments in Italy.
Summary
The present chapter compares and contrasts aggregate and individual analyses to study whether
Italian tertiary education enrollments are influenced by the business cycle. At odds with most
empirical evidence, it firstly shows that aggregate enrollments follow a procyclical pattern. Indi-
viduals analyses, performed on a sample of young individuals living with their parents, confirm
this finding. The paper explores several channels to reconcile these results with theoretical pre-
dictions. It argues that the pattern can be attributed to individual borrowing constraints. Most
young Italian individuals living with their parents do not have access to unsecured debt. As
a consequence, the funding of their tertiary education heavily depends on household resources,
and on their fluctuations.
2.1 Introduction
In the last ten years, the Italian press has been engulfed with scaremonger articles on how
University enrollments have been steadily declining, and on how this fact is attributable to the
2007 crisis and to the scar it left on the Italian economy.1 More in detail, Italian newspapers
explain that households hit by the Great Recession (and never fully recovered) are not able to
afford university tuition fees and other educational expenses. As a consequence, they prefer
their children not to enroll in tertiary education.
1Links to document this tendency of the Italian press are available upon request. All articles are in Italian.
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Italian newspapers are implicitly stating that enrollments are positively correlated with eco-
nomic fluctuations. Press articles are not rigorous academic studies. However, if the public
opinion and major newspapers (from all political views) unanimously agree on this issue, it is
likely that their statements have some foundations. Economic theory is apparently at odds with
what the Italian press reports. During economic downturns the opportunity cost of acquiring
education is reduced. Both the wage rate and the probability of finding a job are indeed low. As
a consequence, during a recession enrollments should increase (consistently with a countercycli-
cal schooling decision: Dellas and Sakellaris [2003]). This result holds in absence of borrowing
constraints. In Italy tuition fees are relatively low, and students are characterized by scarce
mobility (Brunello and Cappellari [2008], Staffolani and Pigini [2012]). As a consequence, it is
reasonable to assume that the average Italian household is not credit constrained for tertiary
education expenses. Opportunity cost considerations would intuitively lead to a countercyclical
pattern in Italian enrollments.
The opportunity cost of studying is not the only driving force of the relationship between school-
ing choices and the business cycle [Micklewright et al., 1990]. Economic fluctuations can indeed
also influence the expected returns to schooling, and in general expectations on future economic
conditions. If today’s downturn is likely to negatively influence future economic prospects, dur-
ing a recession individuals can be discouraged to acquire further education (Tumino and Taylor
[2015], Petrongolo and San Segundo [2002]). The relationship between schooling decisions and
economic fluctuations cannot be determined a priori, and needs empirical investigation to be
fully understood. The paper aims at describing whether the pattern depicted by Italian news-
papers is present in the data, and at providing an explanation for the evidence found.
The paper is an empirical contribution. It firstly analyses Italian macroeconomic data, and
shows that aggregate enrollments follow a procyclical pattern. The result is robust to different
enrollment measures. The paper then turns to the analysis of individual data. It makes use of
an Italian longitudinal database (SHIW, Bank of Italy) to estimate reduced form specifications.
It firstly shows that the enrollment decision shows a procyclical pattern even at an individual
level. It then explores different channels to reconcile the empirical findings with the theory. It
does not find strong evidence of household borrowing constraints (similarly to Christian [2007]).
Moreover, it cannot explain the procyclical pattern through the relationship between current
and future economic conditions (finding different results from Tumino and Taylor [2015] and
Petrongolo and San Segundo [2002]). It argues instead that borrowing constraints operate at
an individual level. Indeed, young Italian individuals living with their families do not have easy
access to credit to fund their education, and strongly depend on household resources to continue
their studies. Consistently, young individuals living on their own show a strongly countercyclical
enrollment decision. This result reconciles the findings with economic theory and most of the
empirical evidence on the topic.
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The paper contributes to the literature in several ways. It adds empirical evidence to a small,
empirical literature on the cyclicality of educational choices (as so defined by Me´ndez and
Sepu´lveda [2012]: Betts and McFarland [1995], Dellas and Sakellaris [2003], Christian [2007],
Sakellaris and Spilimbergo [2000], Alessandrini [2014]). It relates this literature to a parallel one,
focused more in general on the relationship between economic conditions and schooling decisions
(Pissarides [1981], Pissarides [1982], Micklewright et al. [1990], Petrongolo and San Segundo
[2002], Tumino and Taylor [2015]).
The paper is one of the few on the topic that explicitly focuses on a continental European coun-
try. Most of the cited contributions concentrate indeed on North America or on the UK (Tumino
and Taylor [2015], Pissarides [1981], Pissarides [1982] and Micklewright et al. [1990] on the UK,
Alessandrini [2014] on Canada, the rest of the studies on US). Petrongolo and San Segundo
[2002] represents an exception to this trend. Me´ndez and Sepu´lveda [2012] express concern on
this issue. They attribute the lack of agreement of previous research to institutional differences
across countries. This paper supports their concern and broadens the view on the topic, as
the pattern emerged in the data is eventually explained by invoking cultural, institutional and
regulation differences between Italy and more free-market oriented economies.
On a methodological ground, the paper embraces a wide range of techniques previously used
in similar research questions. It exploits substitutability between labour market activities and
human capital acquisition to estimate a joint model of employment and enrollment decision.
Similarly to Dellas and Sakellaris [2003] and Petrongolo and San Segundo [2002], and following
the theoretical implications of Perli and Sakellaris [1998], it investigates the mentioned sub-
stitutability by estimating a multinomial logit regression. Similarly to Me´ndez and Sepu´lveda
[2012], it makes use of panel data to control for unobserved individual heterogeneity. To explain
the findings emerged from the data, the paper explores a number of theoretically driven and
empirically supported explanations (as in Christian [2007], Tumino and Taylor [2015]). It adds
to the literature by providing a novel interpretation to the empirical results.
Studying the cyclicality of university enrollments is not just an exercise to see whether empir-
ical regularities match with economic theory. The cyclical behaviour of skill acquisition has
fundamental macroeconomic implications. Perli and Sakellaris [1998], motivated by Dellas and
Sakellaris [2003], introduce skill acquisition in an RBC framework, and show that human capi-
tal formation influences the persistence of economic growth. DeJong and Ingram [2001] follow
this line of research. They show that skill acquisition is countercyclical, and that in turn it
influences business cycle fluctuations. Reconstructing what macroeconomic consequences arise
from reduced form results can be hazardous. However, given the theoretical predictions, a
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countercyclical enrollment decision would have desirable long run consequences.2 Under this
assumption, the explanation proposed to the empirical findings has a straightforward policy
implication: release young individuals from their ‘family credit constraints’. This outcome can
be achieved by enhancing students’ opportunities to participate in the labour market, or by
simply allowing them to borrow money to finance their education.
The rest of the paper is organized as follows: section 2.2 contains a literature review. Section
2.3 outlines stylized facts in the Italian economy. Section 2.4 describes the database and justifies
the sample selection. Section 2.5 contains the estimation results. Section 2.6 concludes.
2.2 Literature review
The literature is giving increasing attention to the cyclicality of schooling decisions. Early con-
tributions analyze how educational choices relate to “economic conditions”, without explicitly
taking cyclicality into consideration (Pissarides [1981], Pissarides [1982], Mattila [1982], Mick-
lewright et al. [1990]). Pissarides [1982] is of particular interest for this paper, as it studies early
school leaving and university enrollment choices. The paper suggests that schooling choices
should have a countercyclical pattern, and eventually finds that an increase in adult unemploy-
ment positively influences the staying-on rate of 16 years old students. This has in turn long
run positive consequences on university enrollment decisions. Betts and McFarland [1995] and
Dellas and Sakellaris [2003] are the first empirical contributions explicitly focusing on the cycli-
cality of schooling decisions. Betts and McFarland [1995] study the cyclical behaviour of U.S.
community colleges enrollments. Dellas and Sakellaris [2003] study instead the cyclicality of
the demand for higher education in the U.S.. They both find that schooling decisions are coun-
tercyclical. Betts and McFarland [1995] find that a one-percent increase in the unemployment
rate increases full-time attendance in public-two year colleges by 4.5%. Dellas and Sakellaris
[2003] find that a one percent increase in the unemployment rate is associated with an increase
in enrollments by 2%.
After these contributions, the attention towards the topic has been steadily growing. Christian
[2007] analyses the role of borrowing constraints in explaining U.S. college enrollments. He finds
mixed evidence on the topic. He shows that enrollments of individuals in (expected) low income
2As DeJong and Ingram [2001] emphasize, investment in physical capital is generally procyclical. The ac-
cumulation of physical and human capital balance each other along fluctuations, ensuring that agents are able
to smooth their consumption [DeJong and Ingram, 2001]. When a positive technology shock hits the economy,
both low skilled and high skilled labour are demanded more [Perli and Sakellaris, 1998]. The low elasticity of
substitution between high and low skilled labour in the skill acquisition sectors ensures that the release of high
skilled labour towards the production sector happens slowly. This mechanism ensures a stable and durable output
growth pattern.
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families are significantly more procyclical than those of individuals in (expected) higher income
ones. This result is not confirmed when he compares house owning and non-owning households.
As Dellas and Sakellaris [2003] mention, formal education is not the only form of human capital
acquisition worth investigating. Me´ndez and Sepu´lveda [2012], for example, study the cycli-
cal behaviour of both secondary schooling and job-specific training. They find that aggregate
enrollments present relevant composition effects, and conclude that the cyclicality of school
acquisition differs across categories. Employed individuals acquire training procylically, whilst
unemployed individuals implement an opposite choice. Firm financed training programs are
procyclical, whilst self financed programs are countercyclical. Alessandrini [2014] analyses post-
compulsory schooling decisions in Canada. She finds that college enrollments are procyclical
and university enrollments are countercyclical. She suggests that downturns stimulate the accu-
mulation of general human capital, and booming periods push the acquisition of more technical
skills.
Similarly to Pissarides [1981] and Pissarides [1982], some recent contributions focus on the
relationship between schooling decisions and labor market conditions, without explicitly men-
tioning cyclical fluctuations. Petrongolo and San Segundo [2002] study whether local Spanish
labour market indicators and family background influence the staying-on decision of 16 years
old individuals. They find that young unemployment rate is positively correlated with the
staying-on decision, consistently with opportunity cost considerations. They also show that
adult unemployment rate has a negative influence on the staying-on choice, consistently with
an expected-returns explanation [Micklewright et al., 1990]. They emphasize, however, that
although labour market conditions matter, the family background of the students is the main
driving force of their results.
Tumino and Taylor [2015], motivated by the Great Recession, analyze how labour market con-
ditions influence school leaving decisions for British 16 years old individuals. Albeit they do not
explicitly focus on the cyclicality of schooling choices, they investigate how young and adult un-
employment rates relate to the staying-on decision after compulsory schooling. They proxy the
opportunity cost of studying with young unemployment rate, and the expected future economic
conditions with adult unemployment rate (following Petrongolo and San Segundo [2002]). They
find that individuals from low socio-economic background continue their studies when young
unemployment rate is higher, implementing a countercyclical enrollment decision.
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2.3 Stylized facts in the Italian economy
The present section analyses how first year enrollments move along the business cycle, using
Italian aggregate data.
The following graph plots first year enrollments (in units, ISTAT) against two macroeconomic
indicators. The first is employment level in the 15-24 class age (thousands of unit, OECD).
The second is the unemployment level in the 15-24 class age (thousands of unit, OECD).3 All
variables are detrended using an Hodrick Prescott filter (λ = 100).4 The time span chosen
is 1990-2010.5 Both graphs suggest that first year enrollments in tertiary education have a
procyclical behaviour. The result is at odds with opportunity cost considerations.
Figure 2.1: hp filtered variables
3Unless explicitly stated, the following analyses will use the unemployment indicator as a measure of business
cycle fluctuations.
4The literature hasn’t found an agreement on the magnitude of the λ parameter [Maravall and del R´ıo, 2001].
The paper follows Giorno et al. [1995] in setting the parameter equal to 100.
5This period is chosen to match aggregate and individual data (see section 2.4). The same analysis, performed
on the 1977-2010 time span allows to draw similar conclusions. The results are displayed in appendix 1 (Table
2.17)
The Cyclicality of University Enrollments in Italy. 11
Although graphical evidence is informative, it does not allow to quantify this relationship. The
following table displays OLS regressions of first year enrollments on the two macroeconomic
measures introduced above, and a number of other indicators.6 All variables (including the
dependent one) are expressed in logarithms, and are detrended using an Hodrick-Prescott filter
(λ = 100). As a consequence OLS coefficients can be interpreted as elasticities.
The regression results confirm the evidence displayed in the graph. First year enrollments in
tertiary education have a procyclical behaviour, at odds with opportunity cost considerations.
When unemployment (in the 15-24 class age) is above the cycle by 1%, enrollments decrease by
1.84%. The remaining coefficients have a similar interpretation. Estimation making use of rates
rather than de-trended macroeconomic indicators leads to the same conclusions. The results
are displayed in appendix 1, table 2.18.
The evidence displayed is rather unique among the empirical findings. Dellas and Sakellaris
[2003] propose a similar analysis for the U.S.. The authors plot detrended unemployment
rates against detrended college enrollment rates, finding a countercyclical pattern. They also
perform a regression analysis, and they show that an increase in the unemployment rate by one
percentage point is associated with an increase in the enrollment rate by 0.57 percentage points.
Alessandrini [2014], focuses on post-secondary education in Canada. She shows that enrollment
rates, plotted against GDP, have a countercyclical pattern, and she supports this finding with
a correlation analysis. Me´ndez and Sepu´lveda [2012] plot schooling against unemployment
rate, and emphasize a positive and significant correlation between the two variables. Betts
and McFarland [1995] introduce a similar graph, in which U.S. community college enrollments
positively relate with the unemployment rate, suggesting a countercyclical behaviour.
2.4 Database description, sample selection and descriptive statis-
tics
2.4.1 Database description
The data are taken from the Survey of Household Income and Wealth of the Bank of Italy
(SHIW from now on). The SHIW database is a random sample of nearly 8,000 households per
year. Although it is available from 1977 it shows an actual panel structure only from 1989
onwards. Due to attrition between 1989 and 1991, the analyses proposed pertain to the 1991 -
2010 time span, and make use of ten waves in total.
6Unemployment, employment, and self-employment are national variables, in levels, measured in thousands of
units (ISTAT). GDP (OECD) and GDP (ISTAT) are alternative measures of GDP, in levels, PPP, at 2005 prices
(in millions of dollars).
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The database is suitable to study the proposed question from a micro perspective. Although it
does not contain a variable that explicitly states whether an individual is enrolled in university
or not, it allows the construction of such an indicator. Firstly, it details about the maximum
level of education individuals achieved. Secondly, it contains information on occupation and
non-occupation outcomes. Individuals with a high school degree, declaring to be in full time
education are assumed to be enrolled in university.
The database contains detailed information about individual characteristics, employment sta-
tus, individual income, household income and wealth, tenancy. Variables about labour market
characteristics and income are spread across all the dataset: sector of activity, non-occupation
outcomes (unemployment, retirement, in education), occupation status (blue collar, white col-
lar, manager), number of worked hours, amount of fringe benefits, hours of overtime work.
The structure of the survey allows to introduce these indicators both at an individual and at
a household level. This is a desirable outcome, given the importance of family background
characteristics in determining educational choices (Carneiro and Heckman [2002], Kane [1994],
Petrongolo and San Segundo [2002] among others). It is worth noticing that the SHIW database
has been used before to analyze research questions in the field of education economics (see for
example Lucifora et al. [2000], Brunello and Miniaci [1999], Fiaschi and Gabriellini [2013]).
2.4.2 Sample selection
All main analyses are performed on a sub-sample of households where:
• one or more individuals live with their parents;
• at least one of them completed high school;
• individuals having completed high school are 18, 19 or 20 years old.7
The sample selection is motivated by regularities in the data that match with the findings of
previous research. Firstly, individuals formally living with their parents (students and non-
students) represent the large majority of young adults in the database. This evidence is con-
sistent with the literature [Manacorda and Moretti, 2006] and with statistics on the topic. As
the following graph shows, a relevant fraction of young Italian individuals aged between 18 and
34 live with their parents (see ISTAT [2014] for more data on the topic). Among them roughly
half work, and a quarter are students.
7Further analyses (section 2.5.5) focus on the cyclicality of the enrollment decision at any year (including the
first), and are performed on a subsample of individuals aged 18-25 years old.
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Figure 2.2: Percentage of 18-34 individuals living with their parents, disentagled by empoly-
ment status (source:ISTAT)
Italian students’ mobility within the country is relatively scarce. According to the Department
for Education (Ministero dell’Istruzione, dell’Universita e della Ricerca, MIUR) during the aca-
demic year 2007/2008 80% of the students enrolled in the region in which they lived [MIUR,
2009]. Demarinis et al. [2014] analyses MIUR, and furnish detailed statistics on the topic that
confirm the mentioned trend. The statistical evidence is consistent with academic contribu-
tions on the topic. Several scholars show indeed that Italian students’ mobility is particularly
low (Brunello and Cappellari [2008], Lucifora et al. [2000], Staffolani and Pigini [2012], Ordine
and Lupi [2009]). More in detail, Ordine and Lupi [2009], confirm that Italian students tend
to study in an institution located in their own region.8 Given that students living with their
parents represent the norm, this study mainly focuses on them.
Secondly, restricting to individuals living with their families allows to observe and control for
household characteristics.9 Kane [1994] studies the role of family background characteristics in
explaining college enrollment for black students in the United States, and restricts to a similar
subsample. He performs the analyses on households with dependent children aged 18 or 19. He
considers the household head and their spouse as the young individuals’ parents. This paper
follows a comparable subsampling strategy. It restricts to households with dependent children,
and identifies the household head and his spouse as the individual’s parents. In tables and
graph, ME stands for ‘main earner’ and identifies the household head. SE stands for ‘second
earner’, and identifies a person married with the main earner and being the second earner in
the household.
8This finding is generally attributed to the relative homogeneity of entry conditions, fees and quality of Italian
universities [Brunello and Cappellari, 2008].
9The literature has long emphasized the role of family background characteristics in influencing educational
choices. The list of contributions on this topic is potentially countless. Kane [1994] and Carneiro and Heckman
[2002] are seminal examples that directly relate to the topic herein investigated.
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The restriction to individuals aged 18 to 20 is justified by rather practical considerations. In
Italy high school completion is (in general) the only requirement to enroll in university (Brunello
and Cappellari [2008], Brunello and Miniaci [1999]). This happens, in most of the cases, during
the year in which individuals turn 19. Many students do not continue their studies after high
school, but a relevant fraction of them enroll in University straight after having graduated
[Lucifora et al., 2000]. These represented 67.24% of the high school graduates in the academic
year 2007/2008 [MIUR, 2009]. Enrollment takes place in September. Students who are born
after September turn 19 by the end of the solar year and are still 19 when the academic year
finishes. Students who are born before September turn 20 before the end of the academic year.
As anticipated, the SHIW database is surveyed every two years. Restricting to individuals aged
18, 19 or 20 allows to include in the sample first year students who turn 20 during the first
academic year. This choice has the shortcoming of including a small number of second-year
students as well. This sacrifice is made not to compromise the sample size, which amounts to
4169 observations.10
2.4.3 Descriptive statistics
Table 2.2 contains descriptive statistics on the subsample considered.
Table 2.2: Summary statistics
Observations Mean Std. Dev. Min Max
Number of Siblings 4169 1.16 .8664495 0 6
Age (ME) 4169 50.64068 5.605936 35 76
Educational Level (ME) 4169 3.400576 .960476 1 6
Labour Income (ME) 2505 21748.95 12414.8 430.5705 261276.7
Self Employment Income (ME) 856 25084.23 31844.5 216.3926 538213
Retirement (ME) 849 13114.01 8606.256 50 58237.4
Age (SE) 3746 47.93113 5.460728 31 70
Educational Level (SE) 3746 3.247731 .9686826 1 6
Labour Income (SE) 1498 17355.27 8228.799 288.5234 100602.2
Self Employment Income (SE) 395 18581.61 17570.98 216.3926 161463.9
Retirement (SE) 302 10899.04 6588.666 50 57318.32
HH Wealth 4169 308828.1 634538.7 -193504.5 2.45e+07
HH Financial Liabilities 4169 10314.57 38339.99 0 852017.9
HH Financial Assets 4169 31717.53 97663.03 0 2172125
HH Real Assets 4169 287425.2 595533.3 0 2.43e+07
Observations 4169
Note. Age is measured in years. Education is a discrete ordered variable, bounded between 1 and 6, where 1
is primary school, and 6 is postgraduate education. Income and wealth variables are real annual indicators in
, deflated using a CPI index, considered after taxes. Number of Siblings is measured in units. Financial and
Real Assets over Total wealth, Financial Exposition over Total Wealth are shares, calculated as described in the
variable name.
10The sample obviously does not contain first-year students who do not enroll straight after having completed
high school, who took more than 5 years to complete high school, and who started primary school before 6.
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Table 2.3: Mean Group Differences
Variable Mean Difference t-tstatistic
Female -0.0611∗∗∗ (-3.69)
Number of Siblings 0.0642∗ (2.18)
Age (ME) -0.459∗ (-2.41)
Education (ME) -0.608∗∗∗ (-20.59)
Labour Income (ME) -0.166∗∗∗ (-7.79)
Slef Employment Income (ME) -0.135∗ (-2.26)
Transfers (ME) -0.119 (-1.95)
Age (SE) -0.335 (-1.73)
Education (SE) -0.641∗∗∗ (-20.98)
Labour Income (SE) -0.214∗∗∗ (-5.85)
Self Employment Income (SE) -0.304∗∗ (-2.76)
Transfers (SE) -0.128 (-1.34)
HH Financial Liabilities -3386.6∗∗ (-3.11)
HH Financial Assets -15612.4∗∗∗ (-5.81)
HH Real Assets -116241.4∗∗∗ (-7.17)
N 4169
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
The average individual with a high school degree, aged between 18 and 20 years old has 1.16
siblings, comes from the North in 37.84 % of the cases, from the South in 41,8 % of the cases,
and from the Middle in 20.4 % of the cases (geographical information not reported in the table).
The majority of their ‘fathers’ (as the main earner is male in 82.09 % of the cases) is employed
and earns 21,750 euros per year (after taxes). Self-employed household heads play an important
role in the sample, and earn more than the employed ones (25,064 euros on average). They are
50 years old, with a fairly low educational level. Their ‘mothers’ (as the second earner is female
in 88.93 % of the cases) are slightly younger (almost 48 years old) and participate less in the
labour market. If they work, they are mostly employed, with an average income of 17,355 euros.
Their educational level is fairly low, and comparable to the one of the main earners.
Household wealth is on average substantial (slightly above 300,000 euros) and concentrated in
housing (82%). Households in the sample are not particularly exposed from a financial point
of view (10.4%). t-test results, contained in table 2.3, reveal that there are significant group-
mean differences between enrolled and non-enrolled individuals. In particular, students tend
to be females, to have less siblings, and to belong to a better socio-economic background than
non-students. This preliminary result is consistent with the theory and with previous empirical
evidence.
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2.5 Empirical results
This section describes the empirical results. It starts by describing and motivating the techniques
that will be implemented (2.5.1), and the specification chosen for the reduced form estimation
(2.5.2). Section 2.5.3 displays and comments the main empirical results. Sections 2.5.4 to 2.5.7
provide a wide range of additional estimations and robustness checks to the findings obtained.
2.5.1 The estimation techniques
As anticipated, the paper makes use of binary and categorical choice models to analyze the
cyclical behaviour of university enrollments.11 Following Dellas and Sakellaris [2003], and in
general the mentioned literature, the paper makes use of two alternative methodologies. The
first is a two-step regression procedure. The enrollment decision is initially regressed on year
dummies and on a set of controls. The year dummies coefficients are then regressed on a cyclical
indicator (de-trended unemployment in the 15-24 class age; see section 2.3), to study how they
correlate with the chosen variable. The following equations describe the two steps. Λ (from
now onwards) is the logistic distribution. Enolledit (from now onwards) is a dummy variable,
equal to one whether the individual is enrolled in tertiary education, equal to 0 otherwise. α is
coefficient of interest, and describes the cyclical behaviour of the individuals in the sample.
Pr(Enolledit = 1) = Λ(γ0 +
∑
t
γtY earDummyit + controls+ ζit) (2.1)
γt = α0 + α1Indicatort + υt (2.2)
The second technique is more straightforward. The decision of enrolling is regressed on the
cyclical indicator (see above) and on the same set of controls. The coefficient β summarizes the
cyclical behaviour of the individuals in the sample. The below equation describes the second
technique.
Pr(Enolledit = 1) = Λ(β0 + Indicatortβ1 + controls+ ζit) (2.3)
11The choice is in line with most of the literature. Several early papers on the topic do not make use of
individual data, and as a consequence drift from this tendency. Mattila [1982], for example, uses time series data.
Pissarides [1981] postulates that the staying-on rate of 16 years old British individuals is a logistic function of
a number of indicators, and applies OLS to a log-linearized transformation. Pissarides [1982] follows a similar
rationale.
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Further sections make use of alternative methodologies, and describe them in greater detail. It
is worth noticing, however, that they all belong to the class of binary and categorical choice
models.
2.5.2 The model specification
The specification proposed is the following:
Pr(Enolledit = 1) = Λ(V artγ0 + xitγ1 + x
HH
it γ2 + x
ME
it γ3 + x
SE
it γ4 + xiγ5 + ζit) (2.4)
where:
• V art is either year dummies or a cyclical indicator. The macroeconomic indicator chosen
is unemployment levels in the 15-24 class age (thousand of individuals; see section 2.3).
The variable is detrended using a Hodrick-Prescott filter (λ = 100). The unemployment
rate is generally chosen for the same purpose in the cited literature (see section 2.2);
• vector xit contains individual characteristics, such as gender, age and number of siblings;
• vector xHHit contains household level variables, such as financial liabilities, real wealth,
financial wealth, tenancy;
• vectors xMEit , xSEit contain individual characteristics (age, gender, education) and labour
market indicators attributable the parents of the individual (income, occupation status).
Income (from labour, self employment or transfers) is the natural logarithms of real income
after taxes, deflated using an OECD CPI index;
• vector zi contains geographical indicators (area of origin, size of the town of origin, region
of origin). This vector is intended to capture geographical or cultural differences in the en-
rollment decisions. Italy is characterized by deep north / south diversities. The northern
part is more dynamic and overall richer, whilst the south is traditional and more agricul-
tural. Italy also shows deep cultural differences between provinces and cities, captured by
the town size dummies. The regional dummies are intended to control for the number of
universities in the area (see Ordine and Lupi [2009]);
The present specification addresses a problem encountered in Dellas and Sakellaris [2003]. Their
empirical model does not control for family background characteristics, which, as emphasized,
are instead of great importance in explaining educational choices (see Kane [1994], Petrongolo
and San Segundo [2002]).
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2.5.3 Main empirical findings: first year enrollment decision
Tables 2.4-2.6 contain the main findings. Tables 2.4 and 2.5 detail about the first regression
procedure. Table 2.6 displays result for the second estimation methodology (see section 2.5.1).
Table 2.4 shows the regression results when year dummies are introduced. The reported coeffi-
cients are marginal effects.12 13
Table 2.4: Logit Models
Dependent Variable: Enrolled
(1) (2) (3) (4) (5)
Year Dummies x x x x x
Female - 0.055*** 0.069*** 0.069*** 0.065***
(3.653) (4.875) (4.889) (4.652)
Number of siblings - -0.013 -0.0042 -0.0053 -0.012
(-1.429) (-0.494) (-0.599) (-1.404)
Age (ME) - - 0.0041* 0.0042* 0.0023
(1.775) (1.781) (1.144)
Age (SE) - - -0.00021 -0.00019 -0.00023
(-0.121) (-0.179) (-0.161)
Parental Education - - x x x
Household Income - - x x x
Household Wealth - - - x x
Geographical Indicators - - - - x
Tenancy - - - - x
Observations 3,746 3,746 3,746 3,746 3,746
Note. z-statistics in parentheses. Clustered standard errors. Marginal Effects. *** p<0.01, ** p<0.05, * p<0.1
Females tend to enroll more. In the sample, being female increases the probability of enrolling
by 6.5% (Table 2.4, column (5)). This finding is consistent with Staffolani and Pigini [2012].14
12For clarity of exposition, several coefficients are not displayed in the main text, but in appendix 1 (table
2.19). The present and the following sections make it clear when coefficients that are not reported in the tables
are mentioned in the text.
13The sample chosen is close to being a repeated cross section, but technically it is not. Autocorrelation might
represent a concern, given the (mildly) longitudinal structure of the database. It does not represent a major
one, though. Firstly, very few individuals are observed more than once, and no one is observed more than twice.
Secondly, inference is based on a clustered variance-covariance matrix. Thirdly, estimations of tables 2.4 to 2.6
have been performed on a cross-section of 19-20 years old individuals, and give qualitatively and quantitatively
similar inference.
14Following Dellas and Sakellaris [2003], the paper also explores whether males and females show differences
in their cyclical behaviour. They seem not to. Both girls and boys implement a procyclical behaviour. In the
subsample of 18-20 years old individuals, when unemployment is above the trend by 10%, the probability if
enrolling is reduced by 4% for females, by 3% for males (for males the result is not significant). In a subsample of
18-25 years old individuals (see section 2.5.5), when unemployment is above the trend by 10%, the probability if
enrolling is reduced by 6% for females and by 4& for males. The results suggest that males and females have an
overall comparable behaviour, with females being slightly more procyclical than males. Females might be more
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Parental education plays an important role in explaining educational choices. When ‘fathers’
move upwards by an educational level, children are more likely to enroll in tertiary. As table
2.20 displays, when fathers step from high school to a bachelor’s degree, the probability of
enrolling increases by roughly 7 percentage points. When ‘mothers’ step from high school to a
bachelor’s degree, children are more likely to enroll by roughly 20 percentage points (table 2.19,
column (5)).15 Parental income, and in particular labour income, plays a role in explaining
educational choices. When employed ‘fathers’ earn 10% more, children are more likely to enroll
by 4 percentage points (Table 2.19, column (5)). When ‘mothers’ earn 10% more, children are
more likely to enroll by 7 percentage points (Table 2.19, column (5)).
As table 2.19 shows, southern Italian students are more likely to enroll to University than
northern ones. This finding is confirmed by external statistical results (see MIUR [2009]). Is
this finding due to opportunity cost considerations? That is, are southern students more likely
to enroll to university because of the lack of available options in the southern regions? Lucifora
et al. [2000] report indeed that southern Italian regions face much more adverse economic
conditions than in the North. Further evidence in needed to shed light on this result.
Table 2.21 in appendix 1 reports the main regression results, broken by geographical area
(North, Middle, South). If Southern students were more likely to enroll to university because of
opportunity cost considerations, the table would display a countercyclical enrollment decision
for the ‘south’ subsample. Instead, as columns (2) and (3) suggest, enrollments are procyclical
both in the Middle and in the South, and seem to be acyclical in the North. The reason for a
higher propensity for enrollment in Southern regions does not seem to lie in opportunity cost
considerations.16 Although the evidence reported is not enough to draw definitive conclusions,
Lucifora et al. [2000] observe that Southern Italian students enjoy higher returns to tertiary
education than Northern ones. The paper endorses this view, in the belief that higher expected
returns represent an incentive to enroll on their own, independently on cyclicality.
The findings described are consistent with the literature, and emphasize the role of family back-
ground characteristics in explaining educational choices (Petrongolo and San Segundo [2002],
Kane [1994], among others).
Table 2.5 contains OLS regressions of year dummies coefficients on cyclical indicators.
risk averse in assessing the correlation influence of future economic conditions on current studying decisions,
and henceforth might implement a slightly more procyclical behaviour than males. The results are displayed in
appendix 1 (table 2.20).
15The paper refers to the main and the second earners respectively as ‘fathers’ and ‘mothers’ because most of
the MEs are males and most of the SEs are females. See section 2.4.4.
16It might be argued that the enrollment decision for Southern students might be influenced by borrowing
constraints. Brunello and Cappellari [2008] provide evidence that this is not the case.
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Table 2.5: OLS regressions
Dependent Variable: Year Dummies Coefficients
Models of Table 2.4
(1) (2) (3) (4) (5) (6) (7)
Unemployment (15-24) -0.0188*** -0.0189*** -0.0200** -0.0191** -0.0203*** -0.0203** -0.0034***
(-4.753) (-4.657) (-3.304) (-3.309) (-3.969) (-1.906) (-3.64)
Constant -0.0451** -0.0452** -0.0478* -0.0456* -0.0485** -0.0485** -0.0083***
(-2.744) (-2.706) (-2.073) (-2.099) (-2.526) (-1.942) (-2.36)
Observations 9 9 9 9 9 9 9
R-squared 0.623 0.606 0.479 0.471 0.540 0.540 0.511
Note. Robust t-statistics in parentheses. Column (6) contains bootstrapped results (200 replications). Column
(7) has been estimated using marginal effects. In columns (1)-(6), the unemployment coefficient represents
the marginal change in the year dummy coefficient associated with unemployment being 1% above its trend. In
column (7) the unemployment coefficient represents the marginal change in the probability of enrolling associated
with unemployment being 1% above its trend. *** p<0.01, ** p<0.05, * p<0.1
Its main findings are also summarized by the following graph:
Figure 2.3: Year dummies coefficients on hp filtered unemployment
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As the graph shows, the enrollment decision has a (roughly) negative correlation with unem-
ployment. Consistently with the aggregate findings, the enrollment decision is characterized
by a procyclical behaviour. As table 2.5 reports, when unemployment is above the cycle by
1%, the year dummy coefficients decrease by roughly 1.67 percentage points. The coefficient is
significant at the 5% level, and the significance is robust to the introduction of an increasing
number of regressors (table 2.5, columns (1)-(5)). Concerns might arise with respect to inference
on the coefficients of table 2.5. These are indeed the results of a two-step estimation procedure.
The standard errors of the second regression model need to be corrected using a bootstrapping
procedure. Column (6) of table 2.5 contains the coefficient estimated in column (5), and stan-
dard errors taken from a bootstrapped variance covariance matrix.17 The significance of the
unemployment coefficient is robust to the resampling procedure.
The results of table 2.6 below confirm the evidence commented so far.
Table 2.6: Logit Models
Dependent Variable: Enrolled
(1) (2) (3) (4) (5)
Unemployment 15-24 (cycle) -0.0021 -0.0022 -0.0035* -0.0036* -0.0035*
(-1.120) (-1.090) (-1.694) (-1.661) (-1.699)
Individual characteristics - x x x x
Household income - - x x x
Househol Wealth - - - x x
Geographical Indicators - - - - x
Marital Status - - - - x
Tenancy - - - - x
Observations 3,746 3,746 3,746 3,746 3,746
Note. z-statistics in parentheses. Clustered standard errors. Marginal effects. The estimator displayed represents
the marginal change in the probability of enrolling associated with unemployment being 1% above its trend. ***
p<0.01, ** p<0.05, * p<0.1
The enrollment decision is negatively correlated with unemployment. When unemployment is
above the cycle by 10%, individuals are less likely to be enrolled by 3 percentage points (table
2.6, column (5)). The coefficient is significant at the 10% level, and robust to the introduction
of an increasing number of regressors (table 2.6, columns (1)-(5)).18
17Estimation of the first-stage logit model has been replicated 200 times together with the OLS regression of
the year dummy coefficients on the unemployment rate. Resampling took place at a cross-sectional unit level.
See Kapetanios [2008] for a discussion of such bootstrapping procedure when both T and N are large. Kapetanios
[2008] also justifies the adoption of such procedure when N is large but T is fixed, as in this case.
18As a robustness check, the regression model of table 2.6 has been estimated using unemployment rates in
the 15-24 class age taken from alternative sources (OECD and ISTAT), rather than de-trended unemployment
levels. Table 2.22 in appendix 1 displays the regression results. Consistently, the sign of the unemployment rate
coefficients is negative. The coefficients, however, lose significance. This section argues that the main argument
of the paper remains intact. De-trended levels are indeed more appropriate than unemployment rates to answer
the research questions because they are informative on fluctuations around the trend. Unemployment rates do
not contain this information.
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The results of table 2.5 have been estimated using regression coefficients. This is certainly
informative about the cyclical behaviour of enrollments. However, given the non-linear nature
of logistic regression, the results of table 2.5 are hardly comparable to the results presented in
table 2.6. To overcome this problem, the two-step procedure that lead to the estimation of table
2.5 has been replicated using marginal effects, rather than regression coefficients. The result
is contained in table 2.5, column (7). The reported coefficient would represent the marginal
change in the probability of enrolling associated with a 1% point increase in unemployment.
Comparison between table 2.5 column (7) and table 2.6 column (5) immediately reveal how the
two magnitudes do not differ from each other, as expected.
To summarize, this section shows that the first year enrollment decision is characterized by a
procyclical pattern. The result is robust to the implementation of two different techniques and
to the introduction of an increasing number of regressors. This baseline result is in general
at odds with the empirical evidence, and in particular with opportunity cost considerations.
It is however consistent with the presence of borrowing constraints [Christian, 2007]. It also
might reflect the influence of expected future averse labour market conditions on the enrollment
decision [Micklewright et al., 1990].
2.5.4 First year enrollment decision and labour market outcomes.
As mentioned above, the enrollment and the working decision are intrinsically substitutes [Perli
and Sakellaris, 1998]. An individual deciding to study indeed usually renounces to be in full
time employment. More in general, the enrollment decision is a substitute to alternative occu-
pational and non-occupational choices (employment, unemployment and non-participation. See
Petrongolo and San Segundo [2002], Dellas and Sakellaris [2003]).
Working activities and human capital accumulation are not perfect substitutes, though. Individ-
uals often supply a small amount of labour to finance their education. The section exploits this
(imperfect) substitutability to estimate a bivariate probit model, where the dependent variables
are the individual enrollment and working decision. The technique relies on the restrictive but
necessary assumption of joint normality of the error terms. The purpose of this analysis is to
jointly estimate two reduced form estimations and to compare and contrast their results. The
joint estimation is not performed with identification purposes, but to improve the efficiency of
the reduced form coefficients (see Chiappori and Salanie [2000]).
Table 2.7 provides estimations results of bivariate probit models. Column (1) contains esti-
mation results when year dummies are introduced in the specification. Column (2) contains
estimation results when unemployment is on the right hand side. For the two specifications, the
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null hypothesis of no correlation between the error terms (ρ = 0) is strongly rejected. The test
result supports the choice of estimating the models jointly.
Table 2.7: Bivariate Probit Regression. Dependent Variables: Enrolled, Employed
(1) (2)
Dependent Variable: Enrolled Employed Enrolled Employed
Year Dummies x x - -
Unemployment (15-24) - - -0.003* 0.002***
(-1.855) (2.802)
Female 0.072*** -0.012* 0.073*** -0.014**
(4.641) (-1.835) (4.697) (-2.102)
Number of siblings -0.014 0.006 -0.011
(-1.414) (1.496) (-1.126) (1.241)
Age (ME) 0.0041 0.00023 0.0038 0.0019
(1.536) (0.519) (1.311) (0.797)
Education (ME) 0.084*** -0.026*** 0.082*** -0.025***
(7.685) (-5.870) (7.506) (-5.523)
Age (SE) 0.00023 -0.0027* -0.00015 -0.0026
(0.010) (-1.670) (-0.039) (-1.618)
Education (SE) 0.094*** -0.023*** 0.086*** -0.019***
(8.317) (-4.787) (7.719) (-3.951)
Household Income x x x x
Household Wealth x x x x
x
Geographical Indicators x x x x
Tenancy x x x x
Observations 3746 3746 3746 3746
Wald Test on ρ (p-value) 0.000 0.000
Note. Robust z-statistics in parentheses. Marginal effects. *** p<0.01, ** p<0.05, * p<0.1
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The results displayed in table 2.7 show a clear symmetry. When a regressor is significant for
one decision, it generally shows a significant correlation of the opposite sign for the other one.
The magnitudes do not show exact symmetry, and are in general milder for the employment
decision. For example, if ‘father’s’ education increases by one level the probability of being
enrolled increases by 3.5 percentage points. The probability of working is instead reduced by
0.5 percentage points only (table 2.7, column (2)).
The enrollment decision shows a procyclical pattern, as column (2) suggests. The coefficient of
the cyclical component is similar to the ones of table 2.6. The working decision shows instead
a countercyclical pattern. The result is summarized by the following graph:
Figure 2.4: Year dummies coefficients on hp filtered variables
This evidence is not trivial. Although this section does not claim identification, the finding that
young individuals depending on their family supply labour countercyclically is overall suggestive.
Indeed, if enrollments were procyclical due to household borrowing constraints only, nothing
would preclude the working decision to be procyclical as well (as it should be). It doesn’t happen
to be the case, suggesting that the reason for a procyclical enrolling choice might lie somewhere
else.
Table 2.8 displays OLS estimations of the year dummies coefficients of table 2.7, column (1) on
the cyclical indicator. The findings are consistent with the ones of table 2.7 and with the ones
of the previous section, and do not need further comments.
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Table 2.8: OLS estimations
Dependent Variable: Year Dummies Coefficients
Model of table 7, column (1)
Enrolled Employed
Unemployment (15-24) -0.00976** 0.0204***
(-3.210) (6.377)
Constant -0.0233* 0.0488**
(-2.107) (2.919)
Observations 9 9
R-squared 0.477 0.681
Note. Robust t-statistics in parentheses. Marginal effects reported. The number displayed represents the
marginal change in the year dummy coefficient associated with unemployment being 1% above its trend. ***
p<0.01, ** p<0.05, * p<0.1
Petrongolo and San Segundo [2002] and Dellas and Sakellaris [2003] explore the issue of substi-
tutability among labour market activities by estimating multinomial logistic regressions. They
consider being out of the labour force, and/or unemployment, as additional choices to employ-
ment and education. A similar estimation has been performed, where the dependent variable is
a categorical indicator equal to 1 if the individual is a student, equal to 2 if the individual works,
equal to 3 if the individual is unemployed, equal to 4 if the individual is out of the labour mar-
ket. The results of this estimation are consistent with the general results, and are displayed in
appendix 1 (table 2.23). When being enrolled is the omitted category, unemployment increases
the odds of working (odds ratio: 1.026∗, t-statistic: 1.889), of being unemployed (odds ratio:
1.007, t-statistic: 0.674) and of being out of the labour market (odds ratio: 1.068∗∗∗, t-statistic:
2.905), with respect to the ones of studying. The results show that bad economic conditions
make human capital accumulation less appealing than all the other competing decisions, and
are henceforth consistent with the evidence commented so far.19
2.5.5 The enrollment decision at any year.
The graph and the regression table contained in section 2.3 show that aggregate first year
enrollments in tertiary education follow a procyclical pattern. As mentioned briefly, this result
is robust to the introduction of different enrollment indicators; among them, the total number
of students in tertiary education. This section explores whether the individual behaviour is
consistent with this finding, and analyses the enrollment decision at any year (including the
first).
19The multinomial logit model depends on the so-called ‘independence of irrelevant alternatives’ (IIA) assump-
tion. This implies that the odds ratios of two alternatives (say being in education rather than being working)
is not affected by the presence of other alternatives (say, unemployment). Despite this assumption is rather re-
strictive, neither Dellas and Sakellaris [2003] nor Petrongolo and San Segundo [2002] mention this problem. The
IIA assumption can be tested (Hausman-McFadden test). Some studies showed however that the test performs
poorly, even in large samples [Cheng and Long, 2007].
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2.5.5.1 Pooled logistic regressions
In the Italian university system the first year enrollment decision does not strongly determine
one’s choices in the following years. Firstly, the drop-out rate in Italy has traditionally been par-
ticularly high (Becker S. [2001], Lucifora et al. [2000], Brunello and Miniaci [1999]).20 Secondly,
an individual can take more than the minimum required period to graduate. They actually do,
as Becker S. [2001] reports. The present section exploits the panel structure of the database
to analyze the cyclical behaviour of the enrollment choice at any year. To limit the noise, it
concentrates on students ‘on time’.21
The estimations proposed in the previous sections are now performed on a sub-sample of indi-
viduals aged 18 to 25. This age restriction is made to minimize the amount of lagged behind
students. Indeed, if an individual aged 18-19 takes 3-4 years to complete a bachelor’s (or one-
tier) degree, they would finish when they are 23-24. They would terminate when they are 25, if
the degree takes five years to complete.22
The models commented in this section are pooled logistic regressions. Assuming that the error
term is not correlated with the independent variables, pooled logistic regression coefficients are
consistent under non particularly restrictive assumptions. In the regression tables, inference is
based on a clustered variance-covariance matrix to take non-spherical disturbances into account.
The assumption that the error terms are not correlated with the regressors is not likely to be
met, though. Pooled logistic regressions only work as a baseline result. Section 2.5.5.3 follows
Me´ndez and Sepu´lveda [2012] in dealing with this issue.
Table 2.9 contains the regression results. Panel 1 displays the binary choice models. Column (1)
introduces year dummies in the specification, column (2) introduces unemployment. The year
dummies coefficients are then regressed on unemployment. Results are shown in panel 2. The
specification now contains a second order polynomial in age, to control for nonlinear influences
of aging on the enrollment decision (see Dellas and Sakellaris [2003]).
20Brunello and Miniaci [1999] mention that less than one third of the students who start university eventually
graduate. The reference is dated, but relevant for the present contribution, as data refer to the 1991-2010 time
span.
21Regression results on the sample of lagged-behind students (the so-called ‘fuori corso’) shows that they are
not sensitive to the business cycle. The results are displayed in appendix 1 (table 2.24).
22As Lucifora et al. [2000] and Becker S. [2001] describe, bachelor’s degree were introduced into the Italian
university system with a 2001 reform. Before that date, degrees were organized as one-tier programs, and last
either 4 or 5 years, depending on the subject.
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Table 2.9: Pooled logistic regression.
Dependent Variable: Enrolled. Individuals aged 18-25.
Panel 1: Main Regressions (1) (2)
Year Dummies x -
Unemployment (15-24) - -0.0043∗∗∗
(-4.716)
Female 0.077∗∗∗ 0.078∗∗∗
(7.831) (7.927)
Number of siblings -0.010 -0.0089
(-1.631) (-1.267)
Age -0.287∗∗∗ -0.293∗∗∗
(-6.647) (-6.793)
Age (squared) 0.0055∗∗∗ 0.0053∗∗∗
(5.420) (5.547)
Age (ME) 0.0041∗∗∗ 0.0042∗∗∗
(3.231) (3.265)
Education (ME) 0.078∗∗∗ 0.077∗∗∗
(12.021) (11.865)
Age (SE) 0.0017 0.0015
(0.692) (0.551)
Education (SE) 0.096∗∗∗ 0.091∗∗∗
(14.441) (13.736)
Household Income x x
Household Wealth x x
Geographical Indicators x x
Tenancy x x
Observations 11437 11437
Panel 2: OLS regression of year dummies coefficients on unemployment
Unemployment (15-24) -0.0256*** -
(-3.664) -
Constant -0.0612 -
(-1.845) -
Observations 9 -
R-squared 0.553 -
Note. Panel 1: z-statistics in parentheses. Clustered standard errors. Marginal effects. Panel 2: Robust t-
statistics in parentheses. The number displayed represent the maginal change in the year dummy coefficient
associated with unemployment being 1% above its trend. *** p<0.01, ** p<0.05, * p<0.1
All regressors confirm the results obtained so far. Parental education, household income and
household wealth positively influence the enrollment decision (income and wealth are not re-
ported). Females enroll more. ‘Father’s’ age is now significant: when the ME is 10 year older,
the probability of enrolling goes up by 4 percentage points. The enrollment decision still shows
a procyclical pattern, as the following graph, together with panel 1, column (2), and panel 2
confirm. The magnitude of the cyclical influence is fairly similar, although slightly higher than
the ones of the previous tables. When unemployment is above the cycle by 10%, the individuals
are less likely to enroll by 4 percentage points (compared to 3 percentage points in table 2.6,
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column (5) See table 2.9, column (2)).23 The following graph provides a representation of the
results:
Figure 2.5: Year dummies coefficients on hp filtered variables
2.5.5.2 Enrollment decision (at any year) and labour market outcomes
Following section 2.5.4, the present section discusses the relationship between the enrollment
decision and labour market outcomes for the 18-25 years old subsample. It briefly comments
on estimation results of a bivariate probit model and a multinomial logit model (with the same
dependent variable of section 2.5.4). To avoid redundancies, the regression tables are displayed in
appendix 1 (tables 2.26 and 2.27). The bivariate probit model results are qualitatively similar to
the ones of table 2.7, although with different magnitudes. Females tend to enroll more (marginal
effect: 0.105∗∗∗, t-statistic: 10.782) and work less (marginal effect: −0.044∗∗∗, t-statistic: -5.800)
than males. Parental education stimulates the enrollment choice, and discourages the working
decision (the marginal effects for both parents are, roughly: 0.10 for the enrollment decision,
-0.05 for the working decision. The four coefficients are significant at the 1% level). The cyclical
pattern of the two choices is the same as before. Unemployment is negatively correlated with
the enrollment decision (marginal effect: −0.006∗∗∗, t-statistic: -5.228) and positively correlated
with the employment one (marginal effect: 0.005∗∗∗, t-statistic: 5.477).
23Similarly to what discussed at the end of section 2.5.3, as a robustness check the main regression has been
performed using young unemployment rates. The results, displayed in table 2.25 in appendix 1, are consistent
with the ones of table 2.22. The same argument developed in footnote 18 applies here.
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The multinomial logit results are comparable to the ones commented in section 2.5.4. In a
recession period, tertiary education seems to be the less appealing option among different oc-
cupational and non-occupational outcomes even in the 18-25 years old subsample. When being
enrolled is the omitted category, unemployment increases the odds of working (odds ratio:
1.029∗∗∗, t-statistic: 4.902), of being unemployed (odds ratio: 1.015∗∗, t-statistic:2.445) and of
being out of the labour market (odds ratio: 1.089∗∗∗, t-statistic: 6.335), with respect to the ones
of studying.
2.5.5.3 Fixed-effects
The omission of variables correlated with the regressors leads to bias in the coefficients. This
is a standard result, and an often unavoidable price when non-experimental data are used.
Longitudinal data, however, allow to limit (but not completely solve) this problem. By using
individuals as their own controls, fixed effect models control for time invariant unobservable
individual heterogeneity [Allison, 2009]. Assuming that several time invariant characteristics are
correlated with the regressors, estimating a fixed effect model should reduce (but not neutralize)
the omitted variable bias.
Me´ndez and Sepu´lveda [2012] provide a similar discussion in their contribution. As the authors
notice, the binary-choice analogue of a linear fixed effect regression is conditional logit (Ander-
sen [1970], Chamberlain [1980]).24 Conditional logistic regression has the appealing benefit of
being computationally efficient. It has however the drawback of depending on the conditional
independence assumption, which is quite restrictive and often violated. Moreover, Kwak and
Wooldridge [2009] show that the conditional logit estimator is particularly sensitive to violations
of conditional independence. Despite its appealing properties and widespread use, conditional
logit estimation may create more problems than the ones it solves.
A popular alternative to conditional logit, robust to violations of conditional independence, is
Correlated Random-Effects Probit (CRE) [Chamberlain, 1980]. The principle of this approach is
simple. The conditional distribution of unobservable heterogeneity is modeled as a function of a
set of covariates, and substituted in the model specification. The model is eventually estimated
using a random-effect model probit regression [Wooldridge, 2011]. The CRE approach overcomes
several of the limitations of conditional logit: it allows the identification of marginal effects; it
24Although conditional logit is often used to control for (individual) fixed effects, conditional logistic regression
has a wider range of applications. Conditional logistic regression estimates a binary choice model by conditioning
on all observed choices within a stratum. In this way it can also be informative about how individuals choose
among a range of possible alternatives (the alternatives being the strata themselves). Terry Long [2004] uses
conditional logit to study the determinants of individual college decision. The author explains very well how
conditional logit works in her paper (pages 277-278). For this kind of applications, conditional logit depends on
the IIA assumption (Terry Long [2004], Staffolani and Pigini [2012], Gibbons and Vignoles [2012]). Staffolani
and Pigini [2012], among others, proposes the use of nested logit to overcome this problem.
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keeps regressors that do not show within-group volatility; it keeps cross sectional units that do
not show volatility in the dependent variable.25 CRE has the drawback, however, of modeling
individual heterogeneity as an arbitrary function of the regressors [Me´ndez and Sepu´lveda, 2012].
Following Me´ndez and Sepu´lveda [2012], table 2.10 contains estimation results for a conditional
logit and a correlated random-effect probit model.
Table 2.10: Random Effect and Conditional Logistic Regressions. Dependent Variables: Enrolled. Individuals
aged 18-25.
(1) (2)
Conditional Logit CRE Probit
Unemployment (15-24) -0.036∗∗∗ -0.020∗∗∗
(-2.953) (-3.608)
Number of siblings 0.099 0.259∗∗
(0.666) (2.435)
Labour Income (ME) 0.081∗∗∗ 0.031∗
(3.284) (1.918)
Self Eployment Income (ME) 0.061∗∗ 0.025
(1.985) (1.276)
Transfers (ME) -0.010 0.023
(-0.412) (1.360)
Labour Income squared (SE) 0.026 0.021
(1.021) (1.277)
Self Eployment Income (SE) 0.064∗ 0.042∗
(1.758) (1.929)
Transfers (SE) -0.038 0.019
(-1.144) (0.931)
Household Financial Wealth 0.000072 0.000075
(0.234) (0.343)
Household Financial Liabilities -0.000051 0.000052
(-0.636) (0.541)
Household Real Wealth -0.000048 -0.000047∗
(-1.500) (-1.731)
Female - 0.455∗∗∗
(7.539)
Age - -0.318∗∗∗
(-14.739)
Geographical Indicators - x
Parental Education, age and gender - x
Within-group means of regressors - x
Constant - 1.794∗∗∗
(3.167)
σ2u 1.295
∗∗∗
(14.087)
Observations 1734 11437
Note. Robust z-statistics in parentheses. The numbers displayed are estimation coefficients. *** p<0.01, **
p<0.05, * p<0.1
25On a survey on the pros and cons of fixed effects logit, see Allison [2009].
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Some clarifications are needed before commenting the regression results. In the conditional
logit model, the specification proposed is less rich than the ones of the previous tables for three
different reasons. Firstly, conditional logit estimation cannot be performed using regressors that
do not show any within-group volatility (as gender, gender of the parents, geographical area).
Secondly, regressors that show little volatility within individuals, but significant variations across
individuals inflate the conditional logit standard errors [Allison, 2009]. As a consequence, some
indicators (such as parental education) have been discarded a priori. Thirdly, the specification
does not contain the age polynomial. Given the short time span, the introduction of the age
polynomial resulted fairly redundant, and captured the most of the regression significance,
leading to misleading results.26
In the Correlated Random Effect Probit model, unobservable heterogeneity is modeled as func-
tion of the means of all time variant regressors that show a certain degree of within-individual
volatility (in fact, the regressors of the conditional logit specification). This follows Wooldridge
[2011].
Table 2.10 reports the estimation coefficients, as in conditional logit marginal effects cannot
be computed. Interestingly, the unemployment measure preserves a negative and significant
coefficient in both regression models. The enrollment decision robustly shows a procyclical
pattern, and the result holds even after controlling for individual, time-invariant unobservable
heterogeneity. It is however desirable to compare the results of table 2.10 with the ones displayed
in the above sections. In column (2), when unemployment is above the cycle by 10%, the
probability of being enrolled is reduced by 4% (significant at the 1% level, t-statistic: -4.769).
This magnitude is overall similar to the one of table 2.9, column (2). Pooled probit regression
(not reported) leads to the same result. Neglected (time invariant) individual heterogeneity
does not seem to represent a major concern in the estimated models.
2.5.6 Reconciling the findings with the theory
This section discusses the results of additional estimations. It investigates whether the presence
of a procyclical behaviour in the enrollment decision is a robust and consistent result. Moreover,
it tries to reconcile the empirical evidence with theoretical predictions.
26The regression results of conditional logit containing the age polynomial are displayed in appendix 1 (table
2.28).
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2.5.6.1 Household borrowing constraints
The literature generally attributes a procyclical enrollment decision to borrowing constraints
[Christian, 2007]. The specifications proposed somehow take borrowing constraints into ac-
count. Indeed, they introduce household income and wealth on the right-hand-side, in this way
controlling for collateral to obtain credit. Nevertheless, the influence of borrowing constraints
can be tested more explicitly. The paper tests for the influence of household borrowing con-
straints in three different ways. It introduces among the regressors an interaction term between
a wealth indicator and a cyclical one, and checks the sign and the significance of its coefficient
(see Me´ndez and Sepu´lveda [2012]). It performs the regressions on a subsample of household
that do not show any financial liabilities, to check whether their cyclical behaviour differs from
the overall one. Finally, iy follows Christian [2007] in restricting the analysis to a subsample of
home owners, again to see whether their cyclical behaviour is different from the overall one.
Table 2.11 contains the regression results. All regressions are performed using the specification
of table 2.6, column (5). Actually, table 2.11, column (1) displays the same regression results
of table 2.6, column (5), reported again to facilitate the comparison with the other models.
The table also reports a test of whether the unemployment coefficient of column (1) is different
from the one in the corresponding column. The rationale of the comparison is the following: if
borrowing constraints were the only reason for a procyclical enrollment choice, the regression
results should show a countercyclical behaviour when borrowing constraints are not present.
Table 2.11: Logistic Regression. Dependent Variables: Enrolled.
Panel 1: Individuals aged 18-20
(1) (2) (3) (4)
Baseline With Interaction No Financial Liabilities Home Owners
Unemployment (15-24) -0.0035∗ -0.0041∗ -0.0038∗ -0.0029
(-1.699) (-1.931) (-1.781) (-1.112)
Controls x x x x
Observations 3746 3746 2482 2909
Test (p-values) - 0.66 0.51 0.46
Panel 2: Individuals aged 18-25
(1) (2) (3) (4)
Baseline With Interaction No Financial Liabilities Home Owners
Unemployment (15-24) -0.0047∗∗∗ -0.0048∗∗∗ -0.0052∗∗∗ -0.0049∗∗∗
(-4.716) (-3.427) (-4.346) (-3.514)
Controls x x x x
Observations 11437 11437 7712 8979
Test (p-values) - 0.13 0.24 0.16
Note. z-statistics in parentheses. Clustered standard errors. Marginal effects. The unemployment coefficient
represents the marginal change in the probability of enrolling associated with unemployment being 1% above its
trend. *** p<0.01, ** p<0.05, * p<0.1
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The analysis proposed by Me´ndez and Sepu´lveda [2012] (panels 1 and 2, column (2)) does not
allow to conclude that borrowing constraints influence the enrollment decision. The unemploy-
ment coefficient shows the same, or even stronger procyclicality than in column (1). In both
panels, the two coefficients do not show statistical difference from each other. The interaction
term has a magnitude close to zero, and it is not significantly different from zero (not reported).
The method proposed by Me´ndez and Sepu´lveda [2012] does not allow to detect any influence
of household borrowing constraints on the enrollment decision.
Column (3) contains regression results performed on a subsample of households with no financial
liabilities. In both panels, the unemployment rate has a significant and negative coefficient. The
chi-squared test does not allow to distinguish the coefficients of column (3) from the ones of
column (1), suggesting that the magnitude of this correlation is not influenced by household
borrowing constraints.
The analysis proposed by Christian [2007] is the only one showing that borrowing constraints
have some influence on the enrollment decision, and only in panel 1. In the subsample of
home-owners, the magnitude of the unemployment coefficient is lower than in column (1), and
becomes statistically insignificant (table 2.11, panel 1, column 4). Panel 2, however, does not
show a consistent evidence.
To summarize, the unconstrained samples exhibit, at most, a milder procyclicality. This sug-
gests that household borrowing constraints do not have a strong influence on the cyclical move-
ment of Italian enrollments.
The paper follows Christian [2007] in assessing whether the cyclical behaviour of the enrollment
decision varies across income groups. The results are displayed in table 2.12.
Separate regressions are performed for individuals living in households at different points of the
income distribution. The evidence found is comparable to the one of table 2.11. Individuals
aged 18-20 and living in households above the third of the income distribution show a mild and
non significant countercyclical behaviour (table 2.12, panel 1, column (4)). The cyclicality of
first year enrollments seems to be mainly driven by households placed between the median and
the third quartile the income distribution (table 2.12, panel 1, column (3)). Enrollments at any
year show instead a prcyclical behaviour across all points of the income distribution (table 2.12,
panel 2). No income group exhibits a strong countercyclical behaviour, suggesting once again
that household borrowing constraints only mildly influence the enrollment decision.
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Table 2.12: Logistic Regression. Dependent Variables: Enrolled. Individuals aged 18-20.
Panel 1: Individuals aged 18-20
(1) (2) (3) (4)
Income < α(25) α(25) < Income < α(50) α(50) < Income < α(75) Income > α(75)
Unemployment (15-24) -0.0051 -0.0037 -0.0063∗ 0.0018
(-1.335) (-0.988) (-1.771) (0.386)
Controls x x x x
Observations 851 895 968 995
Panel 2: Individuals aged 18-25
(1) (2) (3) (4)
Income < α(25) α(25) < Income < α(50) α(50) < Income < α(75) Income > α(75)
Unemployment (15-24) -0.034∗∗∗ -0.011 -0.044∗∗∗ -0.020∗∗
(-3.434) (-1.205) (-4.731) (-2.116)
Controls x x x x
Observations 2508 2786 2971 3164
Note. z-statistics in parentheses. Clustered standard errors. Marginal effects. The unemployment coefficient
represents the maginal change in the probability of enrolling associated with unemployment being 1% above its
trend. *** p<0.01, ** p<0.05, * p<0.1
To further investigate whether borrowing constraints influence the enrollment decision, this
section also concentrates on the employment status of the main and the second earner. More
in detail, it displays regression results estimated on subsamples of households where:
• the main earner is unemployed;
• either the main or the second earner is unemployed;
• the main earner is unemployed and the second earner stays at home (housewife or staying-
at-home dad)
under the assumption that household in which the main earners are in the above employment
statuses are more likely to be borrowing constrained. The following table contains the regression
results:
Table 2.13: Logistic Regression. Dependent Variables: Enrolled.
18-25 subsample 18-20 subsample
(1) (2) (3) (4) (5) (6)
ME unempl. ME or SE unempl. ME unempl., SE at home ME unempl. ME or SE unempl. ME unempl., SE at home
Unemployment (15-24) 0.0013 -0.0033 -0.0055 0.00067 0.002 0.0038
(0.137) (-0.635) (-0.610) (0.002) (0.299) (0.239)
Controls x x x x x x
Observations 322 489 136 97 152 41
Note. z-statistics in parentheses. Clustered standard errors. Marginal effects. The unemployment coefficient
represents the maginal change in the probability of enrolling associated with unemployment being 1% above its
trend. *** p<0.01, ** p<0.05, * p<0.1
The above analysis confirms that borrowing constraints do not have a major influence on the
enrollment decision of young individuals. All coefficients (apart from the regression in column
(3)) show a lower magnitude than in the main regression, or even a sign reversal. Moreover, in all
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regressions the unemployment rate coefficient loses significance. The t-statistics correspond to
very high p-values in all columns (see for example column (4)). These regression results provide
additional evidence that the procyclicality of the enrollment decision cannot be attributed to
borrowing constraints.
2.5.6.2 Future labour market conditions
Borrowing constraints are not the only possible reason for a procyclical enrollment decision.
Micklewright et al. [1990] suggest that, during a recession, individuals might demand for less
education if they expect future economic conditions to be negatively influenced by the current
ones. This result holds if the unemployment rate is homogeneous across educational levels.
If individuals with a better education are less likely to be influenced by adverse economic
conditions, the demand for education can actually be stimulated by a recession [Tumino and
Taylor, 2015].
To test the above statements, this section introduces both young and adult unemployment rate
on the right-hand-side, and checks the sign and the significance of the two indicators (following
Petrongolo and San Segundo [2002] and Tumino and Taylor [2015]). Young unemployment
rate captures the substitution effect between the studying and the working decision. According
to opportunity cost considerations, it should be characterized by a negative and significant
coefficient. Adult unemployment rate instead approximates future economic conditions. It
should be characterized by a negative and significant coefficient, if future economic conditions
are expected to be correlated with current ones and the unemployment rate is homogeneous
across educational levels. It should be characterized by a positive and significant coefficient,
if individuals insure themselves against adverse future economic conditions by acquiring more
education [Tumino and Taylor, 2015].
Table 2.13 contains the estimation results. Column (1) contains results for the 18-20 years old
subsample. Column (2) contains results for the 18-25 years old subsample. The set of controls
is the one of table 5, column (5).
The findings of Tumino and Taylor [2015] and Petrongolo and San Segundo [2002] are not
confirmed by the ones herein reported. Firstly, the enrollment decision reacts negatively to
the young unemployment rate even when controlling for future economic conditions. Secondly,
adult unemployment rate is positively correlated with the enrollment choice. This result is
pasrticularly strong in magnitude and highly significant for the 18-25 years old individuals
(table 2.13, column (4)). Following the interpretation of Micklewright et al. [1990] and Tumino
and Taylor [2015], individuals seem to demand for more education to insure themselves against
adverse future economic conditions.
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Table 2.14: Logistic Regression. Dependent Variables.
(1) (2)
18-20 subsample 18-25 subsample
Unemployment (15-24) -0.0033 -0.0091∗∗∗
(-0.934) (-4.339)
Unemployment (25-64) 0.00055 0.0046∗∗
(0.003) (2.035)
Controls x x
Observations 3746 11437
Note. z-statistics in parentheses. Clustered standard errors. Marginal effects. The unemployment coefficients
represent the marginal change in the probability of enrolling associated with unemployment being 1% above its
trend. *** p<0.01, ** p<0.05, * p<0.1
2.5.6.3 Reverse causality
Reverse causality between the dependent variable and the main regressor (de-trended young
unemployment levels) represents a possible source of concern for the models estimated above.
The underlying reasoning is trivial: one more student in university represents on young unem-
ployed individual less. As a consequence, the negative correlation found in the above regression
might be attributed to this very simple fact, rather than to cyclicality.
The below table contains regression results aiming to addressing this issue. De-trended young
unemployment is now substituted with 5 different indicators:
• de-trended unemployment levels in the 25-64 class age
• de-trended total unemployment levels
• unemployment rate in the 25-64 class age
• total unemployment rate
• employment to population ratio in the 15-24 class age
The reasons underlying the introduction of these particular indicators are the following. With
respect to the first indicator (de-trended levels of unemployment in the 25-64 class age), the
variable should not be or should be only mildly affected by the enrolling decision. Young
individuals are indeed simply not in the count of 25-64 unemployment levels. The same reasoning
applies to the second indicator (de-trended levels of total unemployment), which should be only
mildly affected by the enrollment decision. Unemployment rates (the third and the fourth
indicator) should not be affected by the enrollment decision at all: although one more student
represents one person less among unemployed individuals, it also represents one person less
in the labour force. As a consequence, the computation of unemployment rates should not
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be influenced by the enrolling decision. Finally, the employment to population ratio should
be in principle negatively correlated with the enrollment decision: one more student, indeed,
represents one employed person less, but not one person less in the population. As a consequence,
if this regressor is found to be positively correlated with the enrollment decision, the result would
hint towards a robust procyclicality.
Table 2.15: Logistic Regression. Dependent Variables: Enrolled.
Panel 1: Individuals aged 18-20
(1) (2) (3) (4) (5)
Total Unempl. (de-trended) -0.0046∗
(-1.917)
Unempl. 25-64 (de-trended) -0.0034∗
(-1.941)
Total unempl rate -0.0048
(-0.527)
Unempl. rate 25-64 -0.0029
(-0.319)
Empl-pop ratio 15-24 0.013∗∗∗
(3.357)
Controls x x x x x
Observations 3746 3746 3746 3746 3746
Panel 2: Individuals aged 18-25
(1) (2) (3) (4) (5)
Total Unempl. (de-trended) -0.0078∗∗∗
(-5.365)
Unempl. 25-64 (de-trended) -0.0045∗∗∗
(-3.946)
Total unempl rate -0.0082∗
(-1.798)
Unempl. rate 25-64 -0.0078
(-1.373)
Empl-pop ratio 15-24 0.011∗∗∗
(4.206)
Controls x x x x x
Observations 11437 11437 11437 11437 11437
Note. z-statistics in parentheses. Clustered standard errors. Marginal effects. The unemployment coefficient
represents the marginal change in the probability of enrolling associated with unemployment being 1% above its
trend. *** p<0.01, ** p<0.05, * p<0.1
The results suggest that the bias due to reverse causality does not represent a major concern
for the regression results displayed so far. All signs are consistent with procyclicality, and most
of the indicators are significant. Overall, magnitudes are comparable to the main results (table
2.6), especially for the de-trended unemployment levels in the 25-64 class age. The coefficients
of total unemployment (both in levels and in rates) are slightly higher, suggesting that a the
coefficients displayed in table 2.6 might be biased downwards. Nevertheless, the substance of
the main argument (procyclicality of enrolments) does not seem to be affected by the reverse
causality issue.
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2.5.6.4 Supply side considerations
The regression results displayed so far concentrate on the demand side of the enrollment deci-
sion. The models describe indeed the individual decision on enrolling, conditional on personal
characteristics and the business cycle. It is however worth considering that cyclical behaviour
of university enrollments might be influenced by supply side considerations. Universities might
indeed decide the number of available places on the basis of economic fluctuations. If in a reces-
sion (booming) period universities cut (increase) their budgets and reduce (raise) the number
of available places, the procyclical behaviour observed might be attributed to the lack (avail-
ability) of available places during a recession (booming) period. The regression models partially
take this into account, though. Given that 80% of the Italian university students study in their
region of origin (see section 2.4.2.), regional dummy control indeed for the supply of education
for a more than relevant fraction of the sample. There’s however a remaining 20% of students
who base their choice on the supply of university places located somewhere else in the country.
It is clear that for these individuals the regional dummies do not represent a good control for
the supply of university places. This paragraph argues however that supply-side constraints do
not represent a major problem in the Italian university system. Two reasons are invoked in
support of this statement.
The first reason is that limited access universities do not represent the norm in the Italian
university system. As Staffolani and Pigini [2012] observe, only some faculties systematically
admit a limited number of student on the basis of an entry test (Medicine and Architecture).
Moreover, as ISTAT [2002] reports, the introduction of constraints to the supply of university
places in these faculties (the report mention Architecture in particular) is relatively recent.
Although the practice of limiting the number of students had been present from the eighties,
the first law regulating this issue nationwide dates back to 1999, with effects on the academic
year 2000/2001.
Given the Italian regulation, only a fraction of the enrollments can be attributed to limited access
places. According to ‘Il Sole 24 Ore’ (the main Italian financial and economic newspaper), during
the academic year 2008/2009 121,404 first year university students were enrolled in limited-
access courses. This number represents 36% of the total number of first year enrollments (as
reported by ISTAT).
The second reason is that Italian universities are characterized by an excess of available capacity.
The following map, taken from Demarinis et al. [2014], shows the number of enrolled students
over the number of available places in the academic year 2008/2009, broken by province. Only
4 out of 110 Italian provinces (coloured in green) are characterized by an excess of demand.
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Figure 2.6: Percentage of first year enrollments over available places
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The evidence reported in this section points towards non-binding supply-side constraints in the
period considered. Firstly, as a matter of fact, Italian universities do not exploit their full capac-
ity. Secondly, only a fraction of the enrollments can be attributed to limited access courses, and
these were legally introduced only half-way through the time span herein considered. Thirdly,
students always have the option of enrolling to a non-limited access faculty if they fail an entry
exam. As a consequence, it can be concluded that supply-constraints are not binding in the
Italian university system for the period considered.
2.5.6.5 Individuals living on their own
Before proposing an interpretation for the evidence found, it might be useful to summarize what
displayed so far:
1. aggregate enrollments show a procyclical pattern;
2. the individual enrollment decision is consistent with the aggregate pattern. This finding
is robust to different specifications and techniques;
3. borrowing constraints do not seem to play a role in shaping the enrollment decision. The
procyclicality of enrollments cannot be explained using this interpretation;
4. although individuals seem to insure themselves against future adverse economic conditions
by acquiring more education, they respond procyclically to current economic conditions.
This paper proposes a straightforward interpretation to solve the puzzle emerged in the data. It
argues that borrowing constraints operate at an individual level. The Italian educational system
does not rely on unsecured loans for the financing of tertiary education. It is also characterized
by very limited assistance to households with financial need [Lucifora et al., 2000]. Young
individuals heavily rely on family resources to fund their human capital acquisition. The paper
suggests that during booming periods, when household resources are abundant, parents are
eager to finance the continuation of their children’ studies. But during recession moments,
when family resources are scarce, young individuals are not given funds to enroll to university.
They might even be asked to contribute to the family resources. This explanation would be
consistent with the countercyclical working decision.
To support this interpretation table 2.14 contains estimation results of some of the models
proposed above on a subsample of 18-25 years old individuals living on their own.27 Supposedly,
individuals on their own do not (totally) depend on family resources to make their decisions.
27The sample selection restricts to household heads or spouses of the household head. Standard errors are
clustered by household.
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Moreover, they are more likely to have collateral, and as a consequence an easier access to credit
than individuals living with their parents.
Table 2.16: Binary Choice Models. Dependent Variables: Enrolled. Individuals aged 18-25.
(1) (2) (3) (4)
Pooled Logit CRE Probit Financially Exposed (1) Financially Exposed (2)
Unemployment (15-24) 0.0056∗ 0.079∗ -0.025∗∗∗ -0.021∗∗∗
(1.849) (1.741) (-3.089) (-2.680)
Controls x x x x
Within-group Mean of Regressors - x - -
Observations 697 701 110 99
Note. z-statistics in parentheses. Clustered standard errors. Marginal effects. The unemployed coefficient
represents the marginal change in the probability of enrolling associated with unemployment being 1% above its
trend. *** p<0.01, ** p<0.05, * p<0.1
As expected, in this subsample the enrollment decision shows a clear countercyclical pattern
(table 2.14, column (1)). A 10% increase in the unemployment rate increases the probability of
enrolling by 5 percentage points. The result is robust to the estimation of a correlated random
effects model (table 2.14, column (2)). Columns (3) and (4) restrict the sample to individuals
whose financial liabilities are respectively 10% (column (3)) and 15% of their gross wealth.
These individuals are assumed to be borrowing constrained. The sign reversal shows that in
this subsample borrowing constraints play a role. Borrowing constrained individuals living on
their own implement a procyclical enrollment decision.
To summarize, and conclude, the enrollment decision of individuals living on their own has a
cyclical behaviour that is consistent with opportunity costs and borrowing constraints consid-
erations, and matches with most of the empirical evidence. The results suggest that young
individuals living with their families, who generally do not have access to credit, simply rely on
family resources (and as a consequence, on their fluctuations) to finance their education.
2.6 Conclusions
The present paper investigates whether Italian tertiary education enrollments are influenced by
the business cycle. As a general result, it finds that the enrollment decision is procyclical. This
pattern is present in aggregate data and is confirmed by individual analyses.
This result is found on a sample of young individuals living with, or dependent on, their families.
It holds for individuals enrolling for the first time (18-20 years old individuals) and for individuals
enrolling at any year (18-25 years old individuals). It is robust to estimation with different
techniques, and to the introduction of an increasing number of controls.
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The relationship between the results and theoretical predictions is not immediately evident.
Firstly, in the same subsample the working decision has a countercyclical behaviour. Secondly,
neither household borrowing constraints, nor the relationship between current and expected
economic conditions are supported in the data as possible explanations to the procyclical pat-
tern.
An interpretation that would make all the empirical findings consistent with each other is that
borrowing constraints operate at an individual level. Individuals living with their families gen-
erally do not have access to credit. As a consequence, they would implement a procyclical
enrollment decision because they are borrowing constrained themselves, and heavily dependent
on household resources. This would explain why they implement a procyclical enrollment deci-
sion; why they implement a countercyclical working decision (as they contribute to the family
reource during bad periods); why enrollments have a procyclical pattern even if households are
not borrowing constrained.
Further analyses confirm the validity of this explanation. The same empirical models, estimated
on a sample of 18-25 years old individuals living on their own, show that these individuals
implement a countercyclical enrollment decision if not borrowing constrained, and a procyclical
one if borrowing constrained. This finding is consistent with most of the empirical evidence,
and with theoretical predictions.
Theoretical contributions show that countercyclical human capital accumulation would have
desirable long-run economic consequences. As a policy implication, then, individuals should be
released from their borrowing constraints. They should be given more conspicuous financial
support, an easier access to credit and an easier access to the labour market during their
university years.
Appendix 1: additional results
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Table 2.17: OLS regressions
Dependent Variable: First Year Enrollments in Tertiary Education
1977 - 2010
(1) (2) (3) (4) (5) (6)
Employment ISTAT 0.868** - - - - -
(2.573)
Self Employment (ISTAT) - 1.418*** - - - -
(3.900)
GDP (ISTAT) - - 0.443** - - -
(2.186)
Unempl. ISTAT - - - -1.839*** - -
(-5.143)
Unempl. ISTAT (15-24) - - - - -1.357*** -
(-5.143)
GDP (OECD) - - - - - 0.474**
(2.143)
Constant 2.647 3.099** 2.227 2.616** 2.267 2.034
(1.450) (2.212) (1.080) (2.185) (1.572) (0.966)
Observations 21 21 20 21 21 21
R-squared 0.250 0.348 0.199 0.586 0.509 0.233
Note. z-statistics in parentheses. Bootstrapped standard errors (100 replications). The dis-
played coefficients are elasticities. *** p<0.01, ** p<0.05, * p<0.1
Table 2.18: OLS regressions
Dependent Variable: Enrollments rates in Tertiary Education
1989 - 2010
(1) (2) (3) (4) (5) (6)
Empl-pop ratio 1.517***
(5.711)
Empl-pop ratio 25-64 2.585***
(4.301)
Total unempl rate -2.614***
(-3.090)
Unempl rate 25-64 -2.293***
(-9.005)
Empl-pop ratio 15-24 -2.492***
(-6.230)
Unempl rate 15-24 -1.070***
(-9.305)
Constant -63.435*** -85.264*** 47.420*** 50.966*** 96.361*** 58.750***
(-3.935) (-3.220) (7.682) (20.100) (8.838) (17.915)
Observations 11 11 11 11 11 11
R-squared 0.632 0.493 0.335 0.810 0.671 0.820
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Table 2.19: Logistic Regression. Dependent Variable: Enrolled.
(1) (2) (3) (4) (5)
Year Dummies x x x x x
Female 0.055∗∗∗ 0.069∗∗∗ 0.069∗∗∗ 0.067∗∗∗
(3.653) (4.875) (4.889) (4.759)
Number of siblings -0.013 -0.004 -0.005 -0.012
(-1.429) (-0.494) (-0.599) (-1.408)
Age (ME) 0.004∗ 0.004∗ 0.003
(1.775) (1.781) (1.264)
ME:Postgraduate 0.474∗∗∗ 0.454∗∗∗ 0.434∗∗
(2.710) (2.583) (2.473)
ME:Degree 0.404∗∗∗ 0.392∗∗∗ 0.393∗∗∗
(4.372) (4.246) (4.270)
ME:High School 0.328∗∗∗ 0.320∗∗∗ 0.326∗∗∗
(3.772) (3.683) (3.773)
ME:Lower Secondary 0.240∗∗∗ 0.236∗∗∗ 0.243∗∗∗
(2.782) (2.747) (2.838)
ME:Primary 0.171∗∗ 0.167∗ 0.173∗∗
(1.980) (1.944) (2.025)
Age (SE) -0.000 -0.000 -0.000
(-0.121) (-0.179) (-0.075)
SE:Postgraduate (collinear) 0.000 0.000 0.000
(.) (.) (.)
SE:Degree 0.402∗∗∗ 0.393∗∗∗ 0.385∗∗∗
(5.313) (5.162) (5.003)
SE:High School 0.193∗∗∗ 0.187∗∗∗ 0.185∗∗∗
(3.086) (2.983) (2.862)
SE:Lower Secondary 0.076 0.072 0.077
(1.243) (1.174) (1.230)
SE:Primary 0.024 0.022 0.022
(0.398) (0.359) (0.353)
Labour Income (ME) 0.003 0.004 0.004∗
(1.337) (1.433) (1.660)
Labour Income (SE) 0.006∗∗∗ 0.006∗∗∗ 0.007∗∗∗
(3.364) (3.299) (3.698)
Transfers (ME) 0.0035 0.0036 0.0041
(0.998) (1.011) (1.406)
Transfers (SE) 0.0041 0.0039 0.0042
(1.144) (1.093) (1.367)
Self Eployment Income (ME) 0.0043 0.0037 0.0044
(1.551) (1.080) (1.522)
Self Eployment Income (SE) 0.005∗ 0.004 0.005∗
(1.945) (1.570) (1.761)
Gender -0.025 -0.022 -0.020
(-0.847) (-0.741) (-0.688)
Household Financial Wealth 0.000073 0.000074
(0.222) (0.675)
Household Financial Liabilities -0.000065 -0.000068
(0.917) (1.161)
Household Real Wealth 0.000054 0.000055
(1.490) (0.946)
Home owner 0.064∗∗
(2.109)
Tenant -0.012
(-0.354)
With right of redemption -0.080
(-0.916)
Use without charge (collinear) 0.000
(.)
North -0.035∗
(-1.747)
South 0.032
(1.535)
Observations 3746 3746 3746 3746 3746
Marginal effects; t statistics in parentheses
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 2.20: Logistic Regression. Dependent Variable: Enrolled.
18-25 18-20
M F M F
(1) (2) (3) (4)
Unempl. (15-24) -0.0063∗∗∗ -0.0059∗∗∗ -0.0047∗ -0.0031
(-4.161) (-3.562) (-1.731) (-1.549)
Controls x x x x
Observations 5753 5684 1791 1955
Note. z-statistics in parentheses. Clustered standard errors. Marginal Effects. *** p<0.01, **
p<0.05, * p<0.1
Table 2.21: Logistic Regression. Dependent Variables: Enrolled.
North Middle South
(1) (2) (3)
Unempl. ISTAT (15-24) -0.00011 -0.0066∗ -0.0059∗∗
(-0.129) (-1.705) (-2.182)
Controls x x x
Observations 1384 720 1640 height
Marginal effects; t statistics in parentheses
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Table 2.22: Logistic Regression. Dependent Variables: Enrolled.
(1) (2)
Unempl. rate 15-24 (ISTAT) -0.0014 -
(-0.543)
Unempl. rate 15-24 (OECD) - -0.0026
(-0.950)
Control x x
Observations 3746 3746
Marginal effects; t statistics in parentheses
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Table 2.23: Multinomial Logit. Omitted category: enrolled. 18-25 class age.
Employed Unemployed Out of LF
(1) (2) (3)
Unempl. (15-24) 1.026∗ 1.0079 1.068∗∗∗
(1.889) (0.674) (2.905)
Controls x x x
Observations 3746
Note. z-statistics in parentheses. Odds Ratios. *** p<0.01, ** p<0.05, * p<0.1
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Table 2.24: Logistic Regression. Dependent Variables: Enrolled. Lagged behind students
(‘fuori corso’)
Unemployment (15-24) 0.00044
(0.045)
Controls x
Observations 471
Marginal effects; t statistics in parentheses
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Table 2.25: Logistic Regression. Dependent Variables: Enrolled.
(1) (2)
Unempl. rate 15-24 (ISTAT) -0.0014
(-0.690)
Unempl. rate 15-24 (OECD) -0.0021∗
(-1.772)
Observations 11437 11437
Marginal effects; t statistics in parentheses
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 2.26: Bivariate Probit Regression. Dependent Variables: Enrolled, Employed
Enrolled Employed
(1) (2)
enrolled
Unemployment (15-24) -0.0064∗∗∗ 0.0059∗∗∗
(-5.228) (5.477)
Female (d) 0.105∗∗∗ -0.044∗∗∗
(10.782) (-5.800)
Number of siblings -0.008 0.006
(-1.279) (1.220)
Age (ME) 0.001 0.001
(0.793) (0.962)
Education (ME) 0.090∗∗∗ -0.059∗∗∗
(13.144) (-10.795)
Age (SE) -0.004∗∗∗ 0.002∗
(-2.914) (1.766)
Education (SE) 0.106∗∗∗ -0.047∗∗∗
(15.128) (-8.510)
Labour Income (ME) 0.007∗∗∗ -0.001
(4.316) (-0.699)
Labour Income (SE) 0.008∗∗∗ -0.003∗∗∗
(6.169) (-3.323)
Pension (ME) 0.006∗∗∗ 0.000
(3.109) (0.120)
Pension (SE) 0.005∗∗∗ -0.002
(2.679) (-1.461)
Self Empl. Income (ME) 0.009∗∗∗ -0.006∗∗∗
(4.889) (-4.369)
Self Empl. Income (SE) 0.007∗∗∗ -0.005∗∗∗
(3.802) (-3.173)
Female (ME) -0.004 0.031∗
(-0.215) (1.886)
Financial Assets 0.000∗ -0.000
(1.700) (-0.987)
Financial Liabilities -0.000∗∗∗ 0.000∗∗∗
(-4.097) (3.982)
Housing Wealth 0.000∗∗∗ -0.000∗∗
(4.466) (-2.184)
Geographical Indicators x x
Observations 11437 11437
Marginal effects; t statistics in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 2.27: Multinomial Logit. Omitted category: enrolled. 18-25 class age.
Employed Unemployed Out of LF
(1) (2) (3)
Unempl. (15-24) 1.029∗∗∗ 1.015∗∗ 1.089∗∗∗
(4.902) (2.445) (6.335)
Controls x x x
Observations 11437
Note. z-statistics in parentheses. Odds Ratios. *** p<0.01, ** p<0.05, * p<0.1
Table 2.28: Conditional Logistic Regression. Dependent Variables: Enrolled. Individuals
aged 18-25.
Unemployment (15-24) -0.010
(-0.640)
Number of siblings 0.184
(1.131)
Labour Income (ME) 0.025
(0.863)
Transfers (ME) -0.005
(-0.179)
Self Eployment Income (ME) 0.055
(1.485)
Labour Income squared (SE) 0.021
(0.719)
Self Eployment Income (SE) 0.084∗
(1.906)
Transfers (SE) 0.010
(0.257)
Household Financial Wealth -0.000071
(-0.202)
Household Financial Liabilities 0.000065
(0.003)
Household Real Wealth -0.000059
(-1.140)
Age -2.414∗∗∗
(-3.949)
Age squared 0.043∗∗∗
(3.086)
Observations 1734
t statistics in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Chapter 3
Labour Income Risk Hedging in
Italian Households.
Summary
This paper empirically assesses the relationship between idiosyncratic labour income volatility
and investment in risky assets, at a household level. The study is performed on a representative
sample of Italian households (SHIW, Bank of Italy). Reduced form estimations show that
idiosyncratic labour income volatility crowds out household allocation in risky assets. The
result is robust to the introduction of an increasing number of regressors. Inference based
on a bootstrapped variance covariance matrix strengthens this main result. Estimating the
model using different dependent variables and techniques does not influence the overall findings.
Additional estimations address the endogeneity of labour income volatility and show that the
negative relationship found is compatible with the presence of hedging motives in household
behaviour.
3.1 Introduction
As opposed to theoretical predictions [Merton, 1971], most households choose not to invest in
risky assets showing positive expected returns (the so-called stock-holding puzzle: Haliassos and
Bertaut [1995]). Moreover, if they do, they generally dedicate a small fraction of their wealth
to them [King and Leape, 1998]. Calibration of theoretical models show exactly the opposite
result [Kocherlakota, 1996]. The literature has been trying to explain this phenomenon in
several different ways. A motivation often considered is uninsurable labour income risk. In the
real world, incomplete financial markets prevent households from insuring their idiosyncratic
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earnings shocks. This background risk in turn discourages both participation in the risky
assets market and risky asset allocation (Guiso et al. [1996],Campbell [2006]). In support of
this statement, several studies show that a positive correlation between labour income shocks
and stock market returns reduces households’ stock market allocation (Bonaparte et al. [2014],
Arrondel et al. [2010]).
This paper assesses whether household labour income risk negatively influences investment in
risky assets showing positive expected returns. Moreover, it explores whether this relationship
can be attributed to a hedging behaviour. To address this question, the paper implements
reduced form estimations, making use of Italian longitudinal data (SHIW).1 It proposes the
construction of a novel measure of idiosyncratic risk. The measure is in turn introduced on
the right-hand-side of regression models, in which the dependent variable is the share of risky
assets over financial wealth. The estimations allow to conclude that labour income volatility
crowds out investment in risky assets, and that the evidence found is compatible with a hedging
behaviour.
The paper contributes to the literature in several ways. It adds to the labour income risk
hedging literature, and provides additional evidence that idiosyncratic labour income volatility
negatively influences household allocation in risky assets. The result is robust to an increasing
number of controls, and to hypothesis testing based on a bootstrapped variance-covariance
matrix.
The coefficient of labour income volatility is likely to be affected by omitted variable bias. To
conclude that labour income risk has a direct influence on portfolio decisions, the endogeneity
problem needs to be addressed. In the spirit of Betermier et al. [2012], the paper contains
several robustness checks aimed at showing that human capital risk has an actual influence on
investment decisions. The findings are also generally consistent with the presence of hedging
motives in household investment behaviour. Although the paper does not solve the endogeneity
problem, it adds to the literature by emphasizing a direct connection between uninsurable
human capital risk and portfolio choices (similarly, in the rationale, to Betermier et al. [2012]).
An important contribution of the paper is the creation of a novel measure of idiosyncratic
labour income volatility. The literature commonly follows two approaches to calculate labour
income risk measures. The first is to calculate earnings volatility using the deviations between
a self-assessed measure of income and its actual realization (see for example, Arrondel and
1Several scholars approached research questions on the topic using structural equation modelling. See Haliassos
and Michaelides [2003]); Sanroman [2015]; Alan [2006]; Alan [2012] ; Bonaparte et al. [2012]; Perraudin and
Sorensen [2000] ; Gomes and Michaelides [2005]. Reduced form estimation has been chosen as it allows to study
the influence of labour income volatility on investment in risky assets, at the same time controlling for a wide
number of indicators that cannot be as flexibly introduced in a structural model.
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Calvo-Pardo [2014], Arrondel et al. [2010]; see Guiso et al. [1996], using the SHIW database).
The second is to postulate a ’canonical’ earnings model, and to calculate idiosyncratic income
volatility as the standard deviation of labour earnings’ growth rate for each individual (Heaton
and Lucas [1997], Betermier et al. [2012], Bonaparte et al. [2014]). Both approaches present
shortcomings that the measure herein proposed tries to overcome. Section 3.4 details more
about this.
The final contribution of the paper is methodological. Given the nature of the dependent variable
(mixed distribution with a mass point at zero, long tail), similar empirical studies implement
censored data models (Tobit) or a sample selection models (Heckit). The paper argues that these
techniques are not fully appropriate. Santos Silva et al. [2014] recently proposed a technique
that better fits data with the characteristics displayed in this research. This paper implements
their methodology. Moreover, it provides evidence that this choice is preferable with respect
to the implementation of sample selection models. Sections 3.5.1 and 3.5.2 provide an accurate
discussion on this topic.
The remainder of the paper is structured as follows: section 3.2 contains a literature review.
Section 3.3 describes the database chosen and the sub-sample selection. Section 3.4 describes
the construction of the labour income risk score. Section 3.5 describes the estimation process
and comments on the estimation results. Section 3.6 concludes.
3.2 Literature review
The benchmark model generally used as a starting point for household portfolio theory describes
a utility maximizing agent who lives for one period and is endowed an amount invested in a
portfolio of assets. The portfolio is liquidated at the end of the period to finance consumption.
Markets are complete. Under this assumption, modeling labour income would be redundant.
Individuals can indeed transfer their labour income risk to the financial market. The agent has
to choose between a risk-free asset, with returns R, and a risky asset, with a positive return
premium on the risk-free asset R˜. A standard consumption optimization problem (in an Arrow-
Debreu economy) would predict that the optimal share of wealth (w) invested in the risky asset
is approximately equal to:
w ≈ RE[R˜]
σ˜2
1
θ
(3.1)
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where E[R˜] and σ˜2 are respectively the expected return premium and the expected volatility of
the risky asset, and θ is the individual relative risk aversion coefficient [Gollier, 2002, p. 35]. It
is worth noticing that the result does not not admit a corner solution.
Calibrations of the above model on U.S. data show that households with an average coefficient
of risk aversion should invest a relevant fraction of their wealth in risky assets (Merton [1971];
Heaton and Lucas [1997]). Kocherlakota [1996] shows that a coefficient of risk aversion equal
to 4 should correspond to a share of wealth invested in risky assets equal to 55%. Empirical
evidence does not support these results. Firstly, households do not invest as much as predicted
in risky assets. To explain the numbers observed in the U.S., individuals should be characterized
by disproportionately large coefficients of risk aversion (around 40). This result is known as the
stock-holding puzzle (Haliassos and Bertaut [1995]), and is the micro equivalent of the equity
premium puzzle [Miniaci and Weber, 2002, p. 145]. Moreover, most households actually do
not invest at all in risky assets. This result is at odds with the predicted absence of a corner
solution.
Attitude towards risk alone cannot explain the stock market participation puzzle. The litera-
ture proposes several reasons for this problem. Perraudin and Sorensen [2000] argue that the
presence of monitoring costs prevents households from holding all possible kinds of assets. San-
roman [2015] focuses her attention on the existence of participation costs in the asset market.
Alan [2006] focuses her attention on disastrous events. Alan [2012] concentrates instead on
participation costs. So does Vissing-Jorgensen [2002], who also introduces transaction costs in
her model.
Several contributions explain the stock-holding puzzle through non-diversifiable labour income
risk. When markets are not complete and labour income risk in non-tradable, a higher labour
income volatility induces households to invest in safer assets to diversify their uncertainty.
Chang et al. [2013] stress the role of non-diversifiable labour income risk in explaining the
stock-holding puzzle. Arrondel and Calvo-Pardo [2014] emphasize labour income uncertainty
and borrowing constraints as possible causes of the corner solution problem. Knupfer et al.
[2013] use an exogenous unpredictable event to show that labour income shocks have a strong
negative impact on household portfolio allocation in risky assets.
A number of contributions, including the present one, empirically investigate the determinants
of household allocation in risky assets and study the presence of hedging motives in household
finance decisions. Bonaparte et al. [2014] and Arrondel et al. [2010] show that a positive income-
risky assets returns correlation induces households to invest less in risky assets, consistently
with the presence of hedging motives. Betermier et al. [2012] show that households adjust their
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portfolios when household members switch their job, consistently with the hedging motive.
Massa and Simonov [2006] provide opposite evidence with respect to Bonaparte et al. [2014],
arguing that households may invest more in assets the returns of which are more correlated with
their labour income because of familiarity reasons.
To construct a measure of idiosyncratic income risk, this paper analyses the longitudinal covari-
ance structure of houehold earnings. The literature on the topic dates back to the seventies.
Lillard and Willis [1978], Lillard and Weiss [1979], MaCurdy [1982], Abowd and Card [1989]
represent seminal contributions. In the cited studies the authors pool together micro data and
analyse the covariance structure of earnings assuming homogeneity of income processes across
individuals. Baker [1997] deals with the problem of individual heterogeneity, comparing the
“profile heterogeneity model”, in which the earnings profile is individual specific, with a unit
root model that does not allow any individual heterogeneity. The author concludes that the
former specification better fits the data.
The debate on what model to use is still open. Browning et al. [2010] decompose labour in-
come, letting each individual in the sample have their own income process (complete individual
heterogeneity). Meghir and Pistaferri [2004], on the contrary, construct a more complicated
specification, without allowing individual heterogeneity. Recent work by Altonji et al. [2013]
remarkably contributed to the literature on the topic by developing a multivariate analysis of
individual earnings. The cited seminal contribution by Abowd and Card [1989] already moved
towards this direction. Altonji et al. [2013] develop a rich structural specification describing the
behaviour of wages and earnings in the light of: labour market transitions, experience accumu-
lation, worked hours changes. The authors combine the literature on earnings decomposition
with the search-and-matching one.2
3.3 Database description and sample selection
The data are taken from the Survey of Household Income and Wealth of the Bank of Italy
(SHIW from now on).3 The SHIW database is a random sample of nearly 8,000 households
per year. Although it is available from 1977 it shows an actual panel structure only from 1989
onwards. For this reason, the analyses proposed pertain to the 1989 - 2010 time span, and make
use of eleven waves in total.
2See also Guvenen and Smith [2010] for an analysis of the volatility of earnings in the light of consumption
decisions.
3The SHIW dataset has already been used in the literature to study household portfolio choices, albeit with
different techniques (Sanroman [2015]; Pelizzon and Weber [2009]; Guiso and Jappelli [2002]; Guiso et al. [1996]).
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The dataset contains information about individual characteristics, employment status, indi-
vidual income, household income and wealth, tenancy. In particular, the information about
household financial wealth is particularly rich. Variables about labour market characteristics
and incomes are spread across all the dataset. The database has information about the sector of
activity, non-occupation outcomes (unemployment, retirement, in education), occupation status
(blue collar, white collar, manager), number of worked hours, amount of fringe benefits, hours
of overtime work. Information about individual education and human capital is unfortunately
relatively limited.
All analyses of this paper are performed on a sub-sample of households where:
• the main earner (ME in equations and tables) is employed;
• the main earner is married;
• the person married with the main earner is the second earner in the household and is
employed as well (the “second earner”, SE in equations and tables);
• the main and second earner are observed more than 5 times.
In the sub-sample so chosen 97% of household income comes from labour income. This has
two desirable consequences. Firstly, the savings allocation is essentially in the hands of the two
main earners. Secondly, household income volatility is almost fully attributable to labour income
volatility. This reduces the noise of the estimations, and enhances the statistical precision of
the analyses performed. The sample size amounts to 327 households, for a total number of 2244
observations. According to the specifications proposed, the sample size is generally reduced for
collinearity reasons.
3.4 Labour income risk score
This section proposes and develops a novel measure of idiosyncratic labour income risk. Section
3.4.1 frames the procedure in the literature. Section 3.4.2 discusses the creation of the labour
income risk indicator.
3.4.1 Theoretical background
Income risk can be trivially seen as the difference between expected income and its actual
representation. Following this logic and canonical theoretical results, several authors compute
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earnings volatility using self-assessed survey measures of future earnings. Arrondel et al. [2010]
and Arrondel and Calvo-Pardo [2014] follow this approach. Guiso et al. [1996] is of particular
interest for this paper. The authors indeed make use of the SHIW database to construct a
measure of this kind. As these very same contributions mention, this procedure presents several
drawbacks [Guiso et al., 1996, pages 162-163]. This paper does not support their approach
for two reasons. Firstly, not all survey databases contain information regarding subjective
expectations on earnings. Secondly, a measure of this kind neglects the actual earning generating
process of the individuals.4
A second possibility is to make use of available data to build an income volatility measure. As
Browning et al. [2010] emphasize, the canonical representation of income processes allows to
express the growth rate of earnings as the sum of permanent and transitory shocks.5 Under
this assumption, several papers use the standard deviation of labour income growth rates as a
measure of labour income risk (Betermier et al. [2012], Bonaparte et al. [2014]).6
This approach has the desirable feature of being feasible with any income longitudinal data. It
has, however, two shortcomings. Firstly, the risk measure so calculated neglects the influence
of deterministic components of labour income. The literature agrees in estimating earning pro-
cesses after having cleansed income from deterministic growth factors. Research often concludes
that the unit root model is a possible or optimal representation of the data. This happens, how-
ever, after regressing income on year dummies and potential experience (see Abowd and Card
[1989], Baker [1997]). Secondly, such measure completely neglects idiosyncratic heterogeneity in
the earnings process, and postulates a unit root representation for all individuals. It is however
debated whether the canonical model represents the best fit for the data (see Baker [1997],
Browning et al. [2010]).
Following the literature on labour income dynamics, this paper aims at creating a labour income
risk measure that overcomes the mentioned drawbacks. The following section details more about
the creation of this measure.
4It can be argued that household members with rational expectations know their income generating process.
However, as Guiso et al. [1996] and Arrondel et al. [2010] emphasize, the quality of individuals’ assessment depends
on the wording of the question. In addition, this does not represent the only source of noise in individuals’ answers
(see Meyer [2015] for a recent contribution on the topic). Even if household members were aware of their income
process, their self-assessment would be far from being precise.
5The ‘consensus’ model (as Browning et al. [2010] call it) defines income as the sum of a permanent and
transitory component, and the permanent component as a unit root process. Theoretical papers generally use
this specification: see Gomes and Michaelides [2005], Alan [2006], Alan [2012], among others.
6Such a measure clearly does not disentangle permanent from transitory risk. For an analysis of how permanent
and transitory components of labour income risk affect investment choices, see Koo [1999], Gomes and Michaelides
[2005].
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3.4.2 The creation of a measure of idiosyncratic risk
As stated above, one of the problems of the labour income volatility measures commonly found in
the literature is that earnings contain deterministic components. Following a standard practice
in the literature on labour income dynamics, a pooled regression of (log) labour income on year
dummies and age dummies is initially performed (see Abowd and Card [1989]; Baker [1997];
Meghir and Pistaferri [2004]; Borella [2001]; Browning et al. [2010]).7 The year dummies control
for ‘aggregate risk’ (as defined in Meghir and Pistaferri [2004]; between-groups anticipated
shocks). The age dummies control for the age profile (within-groups anticipated shocks).8 The
specification proposed is the following:
lnyit = β0 + β1Y earDummyit + β2AgeDummyit + uit (3.2)
where lnyit is the natural logarithm of labour income.
The residuals uit of the first stage regression represent an idiosyncratic indicator for labour
income, cleansed from deterministic components. Under the unit root assumption, the first dif-
ference of this residual would represent the sum of a permanent and transitory shock [Browning
et al., 2010]. However, allowing a certain degree of heterogeneity would potentially lead to a
better specified measure of idiosyncratic risk. The paper assesses, using standard techniques,
what underlying generating process best describes the average behaviour of individual incomes.
The analyses show that individual labour income is likely to follow an ARMA(1,1) process with
a unit root.910 In the frame of these findings, the paper estimates a different AR(1) model on
the incomes of each cross-sectional unit, allowing the parameters to be household specific.11
7Labour income is expressed in 2005 prices using an OECD CPI index. Labour income is considered after
taxes. See Elmendorf and Kimball [2000] on the effect of labour income taxation on the demand for risky assets.
8Several cited contributions use ‘potential experience’ instead of age dummies (age, minus years of education,
minus 5).
9The results of these analyses are contained in a dedicated appendix. Individual earnings (for the main and
the second earner) follow an ARMA(1,1) process, with a unit root. The result is consistent with Abowd and
Card [1989], Baker [1997], MaCurdy [1982]).
10It is debatable whether these techniques and this literature, mainly applied to individual earnings, can be
applied to household earnings. Nevertheless, Jenkins [2000] mentions the earliest (and relatively most intuitive)
methodologies as valid to study the covariance structure of household earnings (Abowd and Card [1989], Lillard
and Willis [1978]). The paper decides not to follow this path, as in general the properties of household earnings,
and the literature on household income dynamics, differ from those of individual earnings (see Jenkins [2000],
Burgess and Propper [1998], Jalan and Ravallion [2001].
11It would be ideal not to restrict to AR(1) representations, but to estimate a different time-series process for
each unit. This is simply not feasible where T is fixed (and small, as in this case). Likelihood based estimations
of ARMA models need more observations to set initial values [Browning et al., 2010]. AR models of order greater
than one would ‘consume’ too many degrees of freedom [Jenkins, 2000]. The measure proposed is still open to
the critique of being miss-specified. This contribution aims at being a first step towards this direction.
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The following equation describes the individual regressions performed:
uiti = ρ1i + ρ2iuit−1i + eiti (3.3)
where the index ti stresses the fact that the panel is not balanced. Both the intercept term
and the AR(1) coefficient are individual specific, and allow for individual heterogeneity.12 The
labour income volatility measure would then be the standard deviation of the ‘second stage
residuals’ of the estimated stochastic process, calculated for each individual.13
Recalling from equation (3) that eit represents the residual from the individual specific regres-
sion, the labour income risk measure proposed in this paper is the following:
Risk =
√
1
ti − 1
∑
ti
e2iti (3.4)
The methodology proposed does not fully solve the problems emphasized above. The lack of a
long time span does not allow indeed to correctly specify each of the time series processes. This
indicator, however, takes into account that the generating process could be stationary, specifies
individual specific intercepts (see Baker [1997]), and allows each individual to have their own
degree of idiosyncratic risk.
As anticipated, the focus of this paper is to analyze the influence of household level labour
income risk. The procedure described in the present section is performed however on individual
level income. More in detail, the labour income risk score is calculated for the main and the
second earner, and for their joint risk (covariance). Calculating individual level risk allows to
calculate household risk as well. Indeed, in the sample household income is approximately equal
to the sum of main earners’ incomes (see section 3.3). Calling yhh household income, yME the
income of the main earner, and ySE the income of the second earner, it is clear that:
var(yHH) ≈ var(yME) + var(ySE) + 2cov(yME , ySE) (3.5)
12A more detailed discussion on the distribution of the individual specific parameters is contained in Appendix
4.
13The residual represents indeed the difference between the actually observed value of income and its prediction,
conditional on income in the previous period.
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Household level risk is calculated using the above formula. This procedure allows also to study
how the distribution of risk within the household influence their investment behaviour (see
section 3.5.6.1). The following vector of risk scores is henceforth estimated:
σ =
[
RiskHHi Risk
ME
i Risk
SE
i Risk
Joint
i
]
(3.6)
3.5 Estimations
The aim of the present section is to discuss the results of the econometric estimations performed.
Section 3.5.1 delineates the estimation problem, framing it into economic theory and into the
empirical literature on the topic. Section 3.5.2 describes the chosen estimation technique. Sec-
tion 3.5.3 describes the model specification. Section 3.5.4 contains descriptive statistics of the
regressors. Section 3.5.5 comments on the estimation results. Section 3.5.6 addresses the endo-
geneity issue and the hedging motive.
3.5.1 Theoretical background
The present contribution provides empirical evidence through reduced form estimation. Similar
papers approach the problem in three different ways:
1. some papers study the mere participation choice in the risky assets market. They make
use of binary choice models;
2. other papers treat the choice of not-investing as a legitimate investment choice (i.e. the
household invests a ‘zero amount’). Empirically, this represents a ‘data censoring’ problem
(as defined in Miniaci and Weber [2002]). In this case, empirical analyses make use of
single-index models such as Tobit;
3. finally, several studies divide the participation choice from the allocation one under. They
assume that the sample of those who invest and the one of those who do not invest are
drawn from different populations. Embracing this third alternative would lead to the
estimation of sample selection models, like two-stage Heckit [Heckman, 1979].
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Haliassos and Bertaut [1995], Bertaut [1998], King and Leape [1998] follow the first strategy.
Guiso et al. [1996] and Chang et al. [2013] follow instead the second approach. Sample selection
estimations are by now the most popular alternative. Perraudin and Sorensen [2000] and Beter-
mier et al. [2012] implement a sample selection approach. Arrondel and Calvo-Pardo [2014]
follow both the second and the third alternatives. Bonaparte et al. [2014] follow the three of
them.
The present contribution focuses on the second one. The reason is twofold. Firstly, studying
the mere participation choice does not inform on how the regressors influence the allocation
choice. Secondly, although sample selection estimation would meet the purposes of the paper,
it relies on restrictive assumptions that are not met in the data (above all, normality).14
3.5.2 The estimation technique
Before choosing what single-index technique to implement, one must carefully observe the dis-
tribution of the dependent variable. This is defined as the share of risky assets over financial
wealth.15 As standard in the literature, the distribution is characterized by a mass point at
zero and a long tail. Most households do not invest at all in risky assets. The majority of those
who invest dedicate a low percentage of their wealth to them. Few individuals invest instead a
relevant fraction of their wealth. In addition, the dependent variable presents both a lower and
an upper bound, as it is expressed in shares. The following graph shows its distribution:
Figure 3.1: Distribution of the dependent
variable
Figure 3.2: Distribution of strictly posi-
tive observations
14Estimation results for a participation choice model and for a two-stage Heckit model have been performed
as a robustness check. The participation model results are displayed in appendix 2 (table 3.NUMBER), and are
overall consistent with the main findings. The Heckman two stage estimation results are described in section
3.5.5.2.
15Risky assets are defined as: mutual funds, equity, shares in private limited companies, foreign securities, loans
to cooperatives. Financial assets are defined as: risky assets, plus bonds in private companies, plus government
bonds, plus liquidity.
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Needless to say, OLS regression in this case would lead to completely unreliable results [San-
tos Silva et al., 2014]. As remarked above, several authors estimate models of this kind us-
ing Tobit [Guiso et al., 1996]. Tobit, however, is suitable for censored distribution problems.
Censored distributions arise because of partial observability. A common example is when the
dependent variable takes both positive and negative values, but zeros are observed instead of
the negative ones. Tobit is not appropriate in this case because the zeros herein observed are
actual zeros. The mass point does not arise because of partial observability. Individuals literally
choose not to invest in risky assets. The data are not censored, but instead characterised by a
corner solution.
Count models (like Poisson Pseudo ML) represent a more appropriate estimation alternative
[Santos Silva and Tenreyro, 2006]. Albeit this choice is preferred to Tobit, Poisson Pseudo
ML is not optimal if the dependent variable presents an upper bound (as in the present case).
Santos Silva et al. [2014] suggest a valid alternative for data showing the characteristics herein
presented.
In their contribution, Santos Silva et al. [2014] regress the number of sectors two countries trade
in on a set of covariates. In analyzing this problem, they notice that:
1. the distribution of the dependent variable shows a mixed distribution with a mass point
at zero (as couples of countries generally do not trade in most of the sectors);
2. the dependent variable shows an upper bound, as the number of sector is not infinite.
The authors propose an novel estimation technique that takes these features into account (the
so-called ‘flexible’ model: Santos Silva et al. [2014]). More in detail, they propose the following
modification of an exponential function:
E[Ait | xit] = 1− (1− ωexitβ)
−1
ω (3.7)
where Ait is a variable bounded between zero and one, and ω is a shape parameter that adjusts
the skewness of the distribution (left-skewed if ω < 1, right-skewed if ω > 1). Coefficients do
not have a meaningful interpretations in this technique, but computation of marginal effects
is possible. Santos Silva et al. [2014] show that their methodology fits the data better than
previously applied methods (OLS, Tobit, Poisson Pseudo ML) and enhances the efficiency of
the estimator.
Given that the characteristics of the dependent variable closely resemble the ones described in
Santos Silva et al. [2014], the flexible model is chosen as an estimation technique. The paper
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also implements a novel test [Santos Silva et al., 2015] to show that the flexible model is actually
preferred to a Heckman two stage estimation (see section 3.5.5.2).
3.5.3 The model specification
The present subsection describes the specification proposed and the regressors choice. The
regression model proposed is the following:
A
F it
= g(σiβ + xitγ + x
ME
it γ
ME + xSEit γ
SE + ziδ + wtρ+ εit) (3.8)
where:
• A
F it
is risky asset A divided by F, financial wealth16;
• g() is the functional form described in the previous section (the ‘flexible’ specification);
• vector σi contains the labour income risk measure(s). Section 3.4 details about the con-
struction of this vector. Labour income risk is overall expected to be significant and to
have a negative sign;
• vector xHHit contains household level variables, such as financial liabilities, real wealth,
number of children;
• vectors xMEit , xSEit contain individual characteristics (age, sex, education) and labour mar-
ket indicators attributable respectively to main and the second earner (occupation status,
weekly worked hours). Moreover, they contain a labour income second-order polynomial,
worked hours (per week), occupation status. Labour income is the natural logarithm of
individual real labour income, deflated using an OECD CPI index;
• vector zi contains geographical indicators (area of origin, size of the town of origin). This
vector is intended to capture geographical or cultural differences in investment behaviour.
Italy is characterized by deep north / south diversities. The northern part is more dynamic
and overall richer, whilst the south is traditional and more agricultural. Italy also shows
deep cultural differences between provinces and cities, captured by the town size dummies;
16See the previous subsection for a more detailed definition of the dependent variable.
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• vector wt contains year dummies and regional unemployment rate (disentangled by gen-
der). Year dummies are intended to capture business cycle effects. The unemployment
rate, taken from the national statistics institute (ISTAT) is a regional indicator disentan-
gled by gender. This variable is expected to have a negative sign.
Similar specifications have been proposed, to cite the most recent contributions, in Betermier
et al. [2012], Knupfer et al. [2013], Bonaparte et al. [2014].
3.5.4 Descriptive statistics
The aim of the present subsection is to provide descriptive statistics of the variables chosen for
the estimation model. The following table displays the estimated values:
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Table 3.1: Descriptive Statistics
Variable Mean Median Std. Deviation
Female 1.09 1.00 0.29
Age (ME) 44.67 45.00 7.65
Education (ME) 3.83 4.00 0.78
Income (ME) 21944.50 19999.99 10787.76
Weekly worked hours (ME) 38.44 40.00 6.96
Boss (ME) 0.18 0.00 0.38
Blue Collar (ME) 0.29 0.00 0.46
In agriculture (ME) 0.02 0.00 0.13
In manufacturing (ME) 0.28 0.00 0.45
In finance (ME) 0.05 0.00 0.22
In public sector (ME) 0.48 0.00 0.50
Age (SE) 42.26 42.00 7.50
Education (SE) 3.92 4.00 0.74
Income (SE) 17060.01 16881.59 6936.35
Weekly worked hours (SE) 33.52 36.00 8.71
Boss (SE) 0.08 0.00 0.27
Blue Collar (SE) 0.26 0.00 0.44
In agriculture (SE) 0.02 0.00 0.15
In manufacturing (SE) 0.21 0.00 0.40
In finance (SE) 0.04 0.00 0.19
In public sector (SE) 0.55 1.00 0.50
Number of children 1.55 2.00 0.85
From the south 0.22 0.00 0.41
From the north 0.61 1.00 0.49
From a small town 0.10 0.00 0.30
From a big city 0.08 0.00 0.27
Own the house 0.78 1.00 0.42
Financial Liabilities 10155.97 0.00 24844.76
Financial Exposition 0.10 0.00 0.44
% risky assets over financial wealth 0.19 0.00 0.30
Observations 1971
Note. Age is measured in years. Education is a discrete ordered variable, bounded between 1 and 6, where 1 is
primary school, and 6 is postgraduate education. Female is a binary indicator, equal to one if the person is male,
equal to two if female. Worked hours are measured in hours per week. Labour Income is real annual labour
income in , deflated using a CPI index, considered after taxes. Number of Children is measured in units. Boss,
Bluecollar, South, North, Big Town, Small Town, Own the House are binary indicators, equal to one if the
individual is in the category identified, equal to zero otherwise. Financial Wealth over Total wealth, Financial
Exposition over Total Wealth, Share of Risky Assets over Financial Wealth are shares, calculated as described
in the variable name.
The main earner is on average older than than the second one (45 years against 42.17), and
male in most of the cases (as female is equal to two, male is equal to one). On average, both the
main and the second earner do not have a high school degree. The main earner generally works
more hours per week (38.44 against 33.52) and usually has managerial positions (18% for the
main earner, against 8% for the second earner). The households considered have on average 1.5
children, mainly live in the north (60% of the sample) in a medium sized town. Their wealth
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is mainly concentrated on housing (77%). Their level of financial exposition is about 10% with
respect of their total wealth. 19% of their financial wealth is invested in risky assets.
3.5.5 Estimation results
The present section describes the regression results.
3.5.5.1 Main results
Table 3.2 contains the main estimation results. For clarity of exposition, table 3.2 shows the
magnitude and the significance of the labour income risk measure only. Table 3.3 displays
marginal effects of other regressors contained in the richest specification (table 3.2, column (8)).
Several dummy variables coefficients are not displayed, given their conspicuous number, and are
available upon request.
Table 3.2: Flexible Regression Model
Dependent Variable: Percentage of Risky Assets Over Financial Wealth
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Risk (Household) -0.199* -0.749** -0.093 -0.097 -0.085* -0.080 -0.120** -0.132** -0.132**
(-1.875) (-2.530) (-1.305) (-1.353) (-1.760) (-1.618) (-2.017) (-2.322) (-2.122)
Personal Characteristics - x x x x x x x x
Geographical Indicators - - x x x x x x x
Labour Market Indicators - - - x x x x x x
Income - - - x x x x x x
Wealth Indicators - - - - x x x x x
Year Dummies - - - - - x x x x
Unemployment - - - - - - x x x
Sector of Activity - - - - - - - x x
Omega -6.962 -3.817 2.107 -0.677 -0.767 -0.767
Observations 1,971 1,971 1,971 1,971 1,971 1,971 1,971 1,971 1,971
R- squared 0.010 0.041 0.080 0.087 0.093 0.094 0.183 0.195 0.195
Note. z-statistics in parentheses. Standard errors clustered by household. Marginal effects refer to a unit increase
in the standard error of log-labour income. The last column contains specification (8), bootstrapped with 200
replications. *** p<0.01, ** p<0.05, * p<0.1
More in detail, table 3.2 shows that a higher idiosyncratic human capital risk leads to the choice
of investing less in risky financial assets. The significance is robust to an increasing number
of regressors. Standard errors are clustered by household. A unit increase in the standard
deviation of log-labour income is associated with a decrease in the dependent variable of about
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13.2% (table 3.2, column (8)).17 Column (9) contains the coefficients estimated in column (8),
and standard errors taken from a bootstrapped variance covariance matrix.18 The significance
of the main coefficient is robust to the resampling procedure.
Table 3.3 displays marginal effects for a selection of remaining regressors.
All coefficients display the expected signs. The main earner’s education positively influences
risky assets allocation. A person with a postgraduate degree would invest 3% more than a
person with a high school degree. This result is consistent with Guiso and Jappelli [2005],
who find that better educated individual have a higher awareness of financial assets, and are
as a consequence more likely to invest a share of their wealth in them. More children induce
households to invest less in risky financial assets: 2 more kids are associated with a decrease
in risky financial assets of 1.6%. Northern households invest more than southern ones: the gap
between the two is 8%. Household living in small towns invest on average 2.4% less than other
households. No significant correlation is instead found for living in a bigger city. The income
of the main earner is positively correlated with investment in risky assets. The second earners
worked hours are negatively correlated with the dependent variable: 10 hours more of work are
associated with a decrease in allocation by 1%. Home-owners invest on average more (3.8%).
The unemployment rate shows a negative and significant correlation (at the 1% level). A one-
percent increase in the unemployment rate is associated with a 4% decrease in the dependent
variable. This result is consistent with the hedging motive, as a higher unemployment rate
indirectly represents a higher uninsurable background risk.
The influence of age on the demand for risky assets has been highly debated in the literature.
Some scholars predict that younger individuals should invest more in risky assets [Gomes and
Michaelides, 2005]. Other scholars conclude the opposite. King and Leape [1998] claim that
individuals should invest in risky assets later in their life, as information acquisition is costly.
In reduced form estimations, it is standard practice to control for non-linear effects of age
(Guiso et al. [1996], Arrondel and Calvo-Pardo [2014], Bonaparte et al. [2014]). A specification
including quadratic age, both for the main and the second earner, gives similar results to the
ones displayed in tables 3.2 and 3.3. The risk measure has a significant, negative coefficient.
The age variables do not show any significance. Both the second order age variables show a
negative sign, suggesting a concave relationship between age and allocation in risky assets.
17All estimation tables report marginal effects. The coefficients of the risk measures would have had a more
straightforward interpretation if the risk measures were expressed in levels. Unfortunately, when the volatility
measures were expressed in levels, the convergence process was continuously prevented by the presence of discon-
tinuous regions. Rescaling the risk measure and changing the optimization algorithm did not help the convergence
of the likelihood function. The choice of using logarithms is driven by this fact.
18Estimation of the labour income volatility measure has been replicated 200 times together with the reduced
form models. Resampling took place at a cross-sectional unit level. See Kapetanios [2008] for a discussion of
such bootstrapping procedure when both T and N are large. Kapetanios [2008] also justifies the adoption of such
procedure when N is large but T is fixed, as in this case.
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Table 3.3: Flexible Regression Model Dependent Variable: Percentage of Risky Assets Over Financial Wealth
Specification of table 3.3, column (8)
Age (ME) 0.000
(0.687)
Female (ME) 0. Education (ME)
0.015***
(3.651)
Age (SE) 0.001***
(3.014)
Education (SE) 0.007
(1.587)
Number of children -0.008***
(-3.283)
South -0.052***
(-5.422)
North 0.028***
(5.141)
Small Town -0.024***
(-3.608)
Bog Town 0.001
(0.216)
Worked Hours (ME) -0.000
(-1.283)
Worked Hours (SE) -0.001***
(-2.886)
Income (ME) -0.245***
(-5.049)
Income (SE) 0.017
(0.316)
Income squared (ME) 0.015***
(5.403)
Income squared (SE) -0.000
(-0.048)
Own the house 0.038***
(7.380)
Financial Liabilities -0.000
(-1.543)
Unemployment rate -0.004***
(-4.711)
Agriculture (ME) -0.202
(-1.214)
Manufacturing (ME) -0.011
(-0.370)
Banking (ME) 0.056
(1.567)
Government (ME) 0.009
(0.353)
Agriculture (SE) 0.087*
(1.742)
Manufacturing (SE) 0.019
(0.703)
Banking (SE) 0.001
(0.015)
Government (SE) -0.033
(-1.429)
Note. z-statistics in parentheses. Standard errors clustered by household. Marginal effects refer to a unit increase
in the variable level. *** p<0.01, ** p<0.05, * p<0.1
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3.5.5.2 Robustness check: alternative techniques
Table 3.4 contains models estimated with alternative econometric techniques (OLS, Two-stage
Heckit, Poisson Pseudo-ML, Tobit). The specification implemented is the one of table 3.2,
column (8). Estimating the model with different techniques does not affect the sign and the
significance of the coefficient of interest. Labour income risk negatively influences the choice of
investing in risky assets, and the finding is robust to the implementation of different techniques.
Table 3.4: Alternative Techniques
Dependent Variable: Percentage of Risky Assets Over Financial Wealth
Technique: OLS Tobit Poisson PML Two-stage Heckit
(1) (2) (3) (4)
Risk (Household) -0.089** -0.255** -0.648** -0.089***
(-2.294) (-2.220) (-2.280) (-2.844)
Personal Characteristics x x x x
Geographical Indicators x x x x
Labour Market Indicators x x x x
Income x x x x
Wealth Indicators x x x x
Year Dummies x x x x
Unemployment x x x x
Sector of Activity x x x x
Observations 1,971 1,971 1,971 2,027
R- squared 0.163 0.180
Inverse Mills ratio - - - 0.114
(0.759)
Note. t-statistics in parentheses. Standard errors clustered by household. Standard errors of two-stage Heckit
calculated on Bootstrapped coefficients (100 replications). *** p<0.01, ** p<0.05, * p<0.1
OLS estimation results are displayed for the sake of completeness. It is however fairly obvious
that OLS regression does not represent a suitable alternative, given the non-linearity of the
model on one side [Santos Silva et al., 2014] and the sample selection bias on the other [Guiso
et al., 1996]. The risk measure is negatively and significantly correlated. According to the OLS
estimate, a unit increase in the standard deviation of the log of labour income would reduce the
dependent variable by 9%.
Despite its strong distributional assumptions [Guiso et al., 1996], Tobit is a popular alternative
in the literature on the topic. In Tobit, regression coefficients have a similar interpretation with
Labour Income Risk Hedging in Italian Households. 68
respect to OLS estimation. They represent marginal changes on the subsample of uncensored
observations only. Among those who decide to participate, a unit increase in the regressor
reduces the dependent variable by 25.5%. This magnitude is higher than the one found for OLS
and the flexible model. Those who decide to invest seem to be more sensitive to labour income
volatility than the whole pool of individuals. This finding is consistent with the hedging motive.
It must be kept in mind, however, that Tobit estimation in this particular case would lead to
inconsistent estimates [Santos Silva and Tenreyro, 2006].
Santos Silva and Tenreyro [2006] suggest to estimate the gravity model of trade using Poisson
PML. Their main goal is to estimate a heteroskedasticity robust measure of elasticity. Under the
assumption that E[yi|x] = ex′β, the authors show that Poisson PML can be efficiently applied
even to non-integer and non-poisson distributed data, without having to be concerned about the
numerous zeros in the dependent variable (see also Gourieroux et al. [1984]). The assumption
on the conditional mean seems too restrictive to choose Poisson PML as the best option, given
the double bounded nature of the dependent variable. Poisson PML represents however a valid
alternative to compare to as a robustness check.
The third column of table 3.4 displays the estimation result for a Poisson PML model. The
result is consistent with the ones displayed so far, in terms of sign and significance. The
coefficient can be interpreted as a semi-elasticity and leads to the conclusion that a unit increase
in the dependent variable reduces investment in risky assets by 65%. This result is not at
all comparable with the ones displayed so far. Santos Silva et al. [2014] show however that
estimating a double bounded model using Poisson PML might lead to considerable bias in the
coefficients. The technique does not seem to be a good candidate for the problem analyzed in
this contribution.
As anticipated, Heckamn’s two-stage estimation [Heckman, 1979] is currently the most popular
alternative in the literature. In principle, implementing this technique would be useful to
investigate the stockholing puzzle. As Betermier et al. [2012] stress, individuals firstly choose
whether to participate, and secondly decide how much to allocate in risky assets. However,
the distribution assumption of Heckman two-stage estimator are not met in this kind of data.
The technique relies indeed on normality and homoskedasticity. The fourth column of table
3.4 displays estimation results for a two stage Heckit. Identification is generally facilitated
by an exclusion restriction. Following Arrondel and Calvo-Pardo [2014], who in turn invoke
King and Leape [1998], education is introduced only in the selection equation. Assuming that
the participation choice is explained only by information costs, education would influence the
participation choice, but not the allocation one.
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The coefficient of the risk measure is again significantly different from zero, and displays a
negative sign. It is worth noticing that the inverse Mills ratio is not statistically different from
zero. As Bonaparte et al. [2014] emphasize, this would imply that the sample of participants
is randomly drawn from the population. This finding is at odds with Betermier et al. [2012],
Bonaparte et al. [2014] and Vissing-Jorgensen [2002], but similar to what found in Arrondel and
Calvo-Pardo [2014].
A recently proposed test statistic allows to check whether the flexible model is preferable to
a two-stage estimation procedure [Santos Silva et al., 2015]. In the context of corner solution
problems, the test allows to discriminate between single-index models (like the flexible technique)
and double-index models (like two stage Heckit), and to suggest which alternative is better.
Table 3.5 below contains the test results. The statistics do not allow to reject the model implied
by the flexible specification, but allow to reject the sample selection one. This finding does
not necessarily imply that the zeros and the strictly positive values are generated by the same
mechanism. However, this result, together with the non-significance of the inverse Mills ratio,
hints that the zeros and the strictly positive values are not generated by different mechanisms,
at least in the sample considered.
Table 3.5: HPC test results
Null hypothesis p-value
The flexible model is not preferable to the sample selection model 0.000
The sample selection model is not preferable to the flexible model 0.986
3.5.5.3 Robustness check: alternative dependent variables
As already stated, a higher uninsurable labour income risk reduces investment in risky assets.
This statement is supported by theoretical predictions (Gomes and Michaelides [2005], Cocco
et al. [1998]), and herein empirically confirmed (tables 3.2 and 3.4). However, if households fac-
ing a higher labour income risk reduce their share of risky assets, they must increase the share
of wealth invested in some safer options. Theoretical models generally assume that individuals
can choose between two assets only, a risky one and a risk-free one (see the already mentioned
Gomes and Michaelides [2005] and Cocco et al. [1998], or for example Sanroman [2015]). Gov-
ernment bonds and liquidity are both assumed to be risk-free, and are usually not distinguished
from each other. However, as Gomes and Michaelides [2002] mention, long term government
bonds are sometimes considered risky assets (see for example Jappelli et al. [2001]).19 This
19On this ground, Gomes and Michaelides [2002] extend a baseline theoretical model with two assets by intro-
ducing an intermediate risk asset calibrated using long-term government bonds data.
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subsection provides evidence on this issue, confirms the results found and supports the hedging
motive.
Table 3.6 contains models estimated using the flexible technique, but with alternative dependent
variables. The specification is the one of of table 3.2, column (8). All dependent variables are
shares of a different financial asset over financial wealth.
Table 3.6: Flexible Regression Model
Alternative Dependent Variables
Dependent variable: % Gov. Bonds % Liquidity % Shares % LT gov bonds % ST gov bonds
(1) (2) (3) (4) (5)
Risk (Household) -0.036 0.155** -0.112** -0.023 -0.005
(-0.682) (2.041) (-2.518) (-0.738) (-0.143)
Personal Characteristics x x x x x
Geographical Indicators x x x x x
Labour Market Indicators x x x x x
Income x x x x x
Wealth Indicators x x x x x
Year Dummies x x x x x
Unemployment x x x x x
Sector of Activity x x x x x
Observations 1,971 1,971 1,971 1,971 1,971
Note. z-statistics in parentheses. Standard errors clustered by household. Marginal effects refer to a unit increase
in the standard error of log-labour income. *** p<0.01, ** p<0.05, * p<0.1
The table shows that Italian households are more likely to insure their labour income risk by
investing in liquidity rather than in government bonds. This statement is supported by the
regression results in the first two columns. Labour income volatility does not show a significant
correlation with investment in government bonds. A higher human capital risk, however, pushes
household liquidity up. When facing a higher background risk, households prefer to diversify
their portfolio by holding liquidity.20 A unit increase in the risk measure increases holding in
liquidity by almost 15.5%.
The dependent variable in column (3) of table 3.6 is the fraction of shares over financial wealth.
This is a subset of the dependent variable of the previous estimations. Not surprisingly, labour
income risk significantly lowers allocation in this asset. The magnitude is lower than the one
found in table 3.2, column (8): 11%. Columns (4) and (5) investigate whether households make
difference between long term and short term government bonds in terms of hedging behaviour.
20It is worth noticing that, in the SHIW database, financial assets are the sum of risky assets, government
bonds and liquidity. As a consequence, the three shares should sum up to one.
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Government bonds do not seem to play a diversification role in the sample considered, not even
when disentangled by maturity.
3.5.5.4 Robustness check: risk distribution within the household
The distribution of volatility among household members can influence how households hedge
their background risk when investing in risky assets. Suppose that two households have the
same levels of individual earnings risks (the variances). Suppose that the first is characterized
by a null covariance (i.e. household incomes are uncorrelated with each other), whilst the second
shows a positive covariance. Coeteris paribus, the second faces a higher background risk than
the first. How would these two households differ when allocating wealth to risky assets?
Table 3.7 shows the regression results when household risk is split into individual and joint risks
components (see section 3.4.2).21
Table 3.7: Flexible Regression Model
Dependent Variable: Percentage of Risky Assets Over Financial Wealth
(1) (2) (3) (4) (5) (6) (7) (8)
Risk (ME) -0.135 -0.097 0.037 0.018 0.081 0.081 0.018 0.017
(-1.051) (-1.033) (0.322) (0.188) (0.989) (1.007) (0.252) (0.237)
Risk (SE) -0.207 -0.074 -0.045 -0.049 -0.060 -0.058 -0.113 -0.134*
(-1.417) (-0.916) (-0.403) (-0.612) (-1.004) (-0.970) (-1.273) (-1.656)
Covariance -1.228*** -1.026*** -0.567 -0.518* -0.371* -0.357* -0.479** -0.441**
(-2.882) (-2.769) (-0.682) (-1.786) (-1.823) (-1.844) (-1.962) (-1.977)
Personal Characteristics - x x x x x x x
Geographical Indicators - - x x x x x x
Labour Market Indicators - - - x x x x x
Income - - - x x x x x
Wealth Indicators - - - - x x x x
Year Dummies - - - - - x x x
Unemployment - - - - - - x x
Sector of Activity - - - - - - - x
Omega -6.213 -1.486 1.784 0.520 7.593 8.458 -0.790 -0.753
Observations 2,151 1,996 1,996 1,971 1,971 1,971 1,971 1,971
R- squared 0.014 0.044 0.084 0.089 0.095 0.095 0.186 0.198
Note. z-statistics in parentheses. Standard errors clustered by household. Marginal effects refer to a unit increase
in the standard error of log-labour income. *** p<0.01, ** p<0.05, * p<0.1
21Betermier et al. [2012] follow a similar empirical strategy. The authors restrict their sample to households
in which it is possible to identify a main and a second earner. However, they focus their attention on household
level risk, without comparing household variance with disentangled volatility. Moreover, they do not introduce a
measure of covariance in their contribution. The present paper instead provides a comparison between household
level risk taken as a whole and disentangled by household members, providing a different empirical evidence.
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This specification takes into account the whole household income volatility, and allows to inves-
tigate how the distribution of risk within the household influences the dependent variable. The
only risk indicator characterized by a significant and negative coefficient is the covariance. The
result is robust to the introduction of an increasing number of regressors. A one unit increase in
the joint risk is associated with a 44.1% decrease in the dependent variable (table 3.7, column
(8)).
The covariance is the only component of household risk that induces them to invest less in
risky assets. If household earnings are positively correlated, a negative income shock would
negatively affect both incomes. This would make intra-household income compensations harder
to perform. The result that a higher joint portion of risk reduces household investment in risky
assets hints for a hedging behaviour in household investment.
3.5.5.5 Small sample size
Recall from section 3.3 that all analyses are performed on a sample of households observed at
least 5 times. Although this is a sufficient number of observations to estimate AR(1) models (see
section 3.4.2), concerns might arise that the estimates of interest are sensitive to small sample
size issues. No household can indeed be observed for more then 9 waves. As a consequence,
none of the models estimated following equation 3.3 has more than 8 degrees of freedom.
Before actually addressing the problem, it is worth discussing what are the consequences of
estimating the key regressor on small sample. Estimating the risk measure on a small sample
would lead to measurement error in the generated regressor. This, in turn, would bias the
coefficient of the flexible model estimation towards zero. The magnitude of the bias would
be bigger, the bigger the measurement error. All these consideration follow from standard
econometrics results (see for example [Wooldridge, 2010, page 74]).
As a robustness check, table [NUMBER] presents estimation results where the labour income
risk measure is calculated using the procedure described in section 3.4, but on smaller samples.
The rationale of these estimations is that risk measures calculated on smaller samples should
be characterized by a higher measurement error. Their coefficients, in turn, should be more
biased towards zero than the one of displayed in table 3.2. More in detail, in column (1) the
regression results are estimated on a sample that omits the first observation for each individual.
In column (2) the regression results are estimated on a sample that omits the first wave (1989).
In column (2) the regression results are estimated on a sample of individuals observed 5 to 8
times. The specification is the one of table 3.2, column (9).
Labour Income Risk Hedging in Italian Households. 73
Table 3.8: Flexible Regression Model
Robustness to amall sample
First Observation Omitted First Wave Omitted Observed 5-8 times
(1) (2)
Risk (Household) -0.113** -0.095** -0.097*
(-2.174) (-1.969) (-1.684)
Controls x x x
Observations 1,689 1,560 1,485
Note. z-statistics in parentheses. Standard errors clustered by household. Marginal effects refer to a unit increase
in the standard error of log-labour income. *** p<0.01, ** p<0.05, * p<0.1
The regression results are in line with the predictions: in all three cases the magnitude of
the coefficient is less negative, that is more biased towards zero. This result suggests that
measurement error due to small sample size should be taken into account, and that the actual
magnitude of the coefficient would be higher is the income processes were estimated on a longer
time span. Nevertheless, estimating the volatility measure on small samples does not alter
the main result: labour income risk significantly reduces allocation in risky assets. Further
reductions of the sample confirm that the result is robust.
3.5.6 Endogeneity
The volatility measure introduced in the reduced form estimations is an endogenous regressor.
Endogeneity needs to be addressed to claim that human capital risk has a direct influence on
household portfolio choices, and that these choices are motivated by a hedging motive [Betermier
et al., 2012]. The following sections will tackle endogeneity through several channels.
No attempt will be made to predict the direction of the omitted variable bias.22 The following
analyses do not solve the endogeneity problem. Yet, they show that the results commented
so far are robust to the introduction of several omitted indicators and overall consistent with
hedging (see also section 3.5.5.3).
22 ? (page 62) describes omitted variable bias in the linear case. He shows that the sign of the bias generated by
an omitted variable z correlated with a regressor x can be easily identified only by assuming that z is uncorrelated
with all other regressors. If the assumption is relaxed, the sign of the bias can be assessed only by calculating
partial correlations. Clarke [2005] critically reviews the literature on omitted variable bias. He quotes Yatchew
and Griliches [1985] as one of the few attempts of discussing the role of omitted variable bias in non-linear models.
He concludes (still quoting Yatchew and Griliches [1985]) that trying to predict the direction of the bias in the
non-linear case is a fruitless exercise.
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3.5.6.1 Attitude towards risk
Attitude towards risk is an omitted variable in the model. A risk averse individual is likely
to invest less in risky assets than a risk prone one. However, a more risk averse individual
is also more likely to work in a position characterized by low income fluctuations. Both the
main regressor and the dependent variable would be correlated with this omitted indicator. To
control for attitude towards risk and reduce the omitted variable bias, additional regressions
introduce on the right-hand-side past values of household’s investment in risky assets (loosely
following Betermier et al. [2012]). Table 3.8 displays estimation results that are consistent with
this logic. The model in column (1) conditions on the amount invested in risky assets when the
household is observed for the first time. Columns (2) to (4) introduce lags of the dependent
variable among the regressors.
Table 3.9: Flexible Regression Model
Dependent Variable: Percentage of Risky Assets Over Financial Wealth
(1) (2) (3) (4)
Risk (Household) -0.061** -0.053 -0.057* -0.046
(-2.557) (-1.579) (-1.888) (-1.550)
Initial % of risky assets 0.459***
(8.572)
% risky assets (t-4) - 0.220*** 0.096*** 0.037
(8.423) (3.335) (1.297)
% risky assets (t-3) - - 0.241*** 0.146***
(7.696) (5.107)
% risky assets (t-2) - - - 0.280***
(11.189)
Personal Characteristics x x x x
Geographical Indicators x x x x
Labour Market Indicators x x x x
Income x x x x
Wealth Indicators x x x x
Year Dummies x x x x
Unemployment x x x x
Sector of Activity x x x x
Observations 1,861 1,879 1,821 1,775
Note. z-statistics in parentheses. Standard errors clustered by household. Marginal effects refer to a unit increase
in the regressor. *** p<0.01, ** p<0.05, * p<0.1
Labour Income Risk Hedging in Italian Households. 75
The past shares of risky assets show positive and highly significant coefficients. A discrete unit
increase in the initial value of risky assets is associated with a 45.9% increase in the share of
risky assets. This implies that, for example, an increase in the initial investment by 5 percentage
points would raise the dependent variable by 2.25% (table 3.8, column (1)). Columns (2) to (4)
have a similar interpretation. In column (4), for example, a 5% increase in the amount of risky
assets invested two periods before increase the amount invested today by 1.42%
In column (1), the risk measure preserves its sign and significance (at the 10% level). A unit
increase in the risk measure reduces the dependent variable by 6.1% (table 3.8, column (1)).
The magnitude of the coefficient is reduced with respect to table 3.2. The influence of labour
income volatility is robust to controlling for attitude towards risk. Although consistent with
the overall findings, the results contained in columns (2)-(4) are less robust than the ones of
column (1), probably because of the bias generated by reverse causality.
3.5.6.2 Bargaining power
The distribution of bargaining power within the household represent another potential source
of endogeneity. Suppose that two households (‘one’ and ‘two’, for simplicity) show the same
level of labour income volatility. Suppose also that the second earner of household ‘one’ has less
bargaining power than the second earner of household ‘two’. Coeteris paribus, household ‘two’
would make safer investment choices than the other one, under the assumption that women
(who represent the vast majority of second earners) are more risk averse.23
A specification including the share of income of the SE over household income has been esti-
mated. The introduction of this additional regressor does not particularly influence the main
results. Little support is found towards an influence of intra-household bargaining on invest-
ment choices. The coefficient of the risk measure is characterized by the same significance, same
sign, and comparable magnitude with respect to the one of table 3.2, column (8) (-0.13, p-value:
0.04).24 The coefficient of the bargaining indicator, although not significant, is negative. The
result is consistent with the empirical evidence that women implement less risky investment
behaviours.
23Empirical estimations show that females are generally more risk averse. The evidence on this issue is contro-
versial, though (Jianakoplos and Bernasek [1998], Schubert [1999], among others). I refer to the cited papers for
a debate on the topic.
24No table is reported for this estimation. The results are reported in appendix 2, table 3.NUMBER
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3.5.6.3 Covariance income shocks - risky assets returns
The correlation between household labour income and asset returns influences their portfolio
choices (Bonaparte et al. [2014], Arrondel et al. [2010]). Suppose that an individual is employed
in a certain sector of activity, and that they decide to invest a share of their savings on stocks
in the same sector in which they work. If a negative shock hits that particular sector, both
human capital and stock market returns will be negatively influenced. As a consequence, a
good strategy to insure oneself against human capital risk is to invest in assets the returns of
which are negatively correlated with one’s labour income. However, familiarity reasons may
induce investors to participate in a sector the returns of which are positively correlated with
their earnings [Massa and Simonov, 2006].
Table 3.9 provides evidence on this issue. Columns (1) restricts the analysis to households
showing a positive covariance income - returns. Column (2) restricts the analysis to households
showing a negative covariance income - returns. The specification is the one of table 3.2, column
(8).
Table 3.10: Flexible Regression Model
Dependent Variable: Percentage of Risky Assets Over Financial Wealth
Cov(Inc.Shocks,Ret.) > 0 Cov(Inc.Shocks,Ret.) < 0
(1) (2)
Risk (Household) -0.076* 0.173
(-1.780) (0.681)
Personal Characteristics x x
Geographical Indicators x x
Labour Market Indicators x x
Income x x
Wealth Indicators x x
Year Dummies x -
Unemployment x x
Sector of Activity x -
Observations 1,620 351
Note. z-statistics in parentheses. Standard errors clustered by household. Marginal effects refer to a unit increase
in the standard error of log-labour income. To facilitate convergence, the specification of column (2) does not
contain year and sector of activity dummies. *** p<0.01, ** p<0.05, * p<0.1
Consistently with the hedging motive, columns (1) shows a negative and significant correlation
between labour income risk and household allocation in risky assets. When earnings and returns
Labour Income Risk Hedging in Italian Households. 77
are positively correlated labour income volatility has a stronger negative influence on risky assets
allocation than in the sample fully considered. This finding is consistent with the hedging
motive. The magnitude of the coefficient is lower than the one in table 3.2, column (8) (-7.6%).
When income shocks and returns are negatively correlated, a positive and significant coefficient
of the labour income risk measure would represent a striking evidence towards the hedging
motive. In column (2) the labour risk coefficient is indeed positive and with a sizable magnitude
(17.3%). It does not show any significance, though. Additional computations show, however,
that participation in the stock market is much higher when the covariance income shocks-
returns is negative (almost triple: 74.49%, against 27.86% when the covariance income-returns
is positive). These results overall support the hedging motive.
3.6 Conclusions
The aim of the present paper is to analyze whether labour income risk negatively influences
household portfolio allocation in risky assets. Reduced form estimations show that this is the
case, consistently with economic theory and with the empirical findings on the topic. The result
is robust to the introduction of an increasing number of regressors. Inference based on a boot-
strapped variance covariance matrix confirms the result. Estimating the model using different,
alternative techniques does not affect the main findings. Moreover, estimating the model using
alternative dependent variables strengthens the evidence that labour income volatility crowds
out allocation in risky assets.
Addressing endogeneity supports the idea that labour income volatility has a direct influence on
household investment, and that households implement a hedging behaviour. Additional empir-
ical results suggest that attitude towards risk and the covariance between household earnings’
shocks and assets returns matter in explaining the negative relationship between human capital
risk and household investment in risky assets. These findings generally support the hedging
motive.
The reduced form models implement an original measure of idiosyncratic labour income risk
that performs consistently with economic theory and previous empirical evidence. Not only the
volatility measure coefficient shows the predicted sign, but its significance is overall consistent
across different model. Finally, on a methodological ground, the technique chosen seems appro-
priate to estimate the empirical model. Statistical tests allow to conclude that this technique
is preferable with respect to an alternative double-index model (two-stage Heckit).
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Appendix 2: additional results
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Table 3.11: Logistic Regression. Dependent Variables: holding risky assets.
(1)
Risk (HH) -0.133∗∗
(-2.005)
Age (ME) -0.001
(-0.138)
Education (ME) 0.039
(1.365)
Age (SE) 0.004
(0.895)
Education (SE) -0.008
(-0.251)
Number of children -0.020
(-1.038)
From the south -0.032
(-0.439)
From the north 0.024
(0.537)
From a small town -0.057
(-1.001)
From a big city 0.013
(0.253)
Weekly worked hours (ME) -0.001
(-0.654)
Boss (ME) 0.002
(0.038)
Blue Collar (ME) -0.065
(-1.493)
Weekly worked hours (SE) -0.004∗∗∗
(-2.671)
Boss (SE) -0.027
(-0.456)
Blue Collar (SE) -0.049
(-1.147)
Labour Income (ME) -0.309
(-0.668)
Labour Income (SE) -1.051∗∗∗
(-2.781)
Labour Income Sq. (ME) 0.018
(0.751)
Labour Income Sq. (SE) 0.061∗∗∗
(2.834)
Own the house -0.015
(-0.387)
Financial Liabilities -0.000∗∗
(-2.029)
Unemployment rate -0.027∗∗∗
(-3.415)
In agriculture (SE) 0.065
(0.647)
In manufacturing (SE) -0.011
(-0.241)
In finance (SE) -0.033
(-0.448)
In public sector (SE) -0.067∗
(-1.725)
In agriculture (ME) -0.329
(-1.583)
In manufacturing (ME) -0.016
(-0.335)
In finance (ME) 0.088
(1.391)
In public sector (ME) -0.016
(-0.352)
Observations 1971
Marginal effects; t statistics in parentheses
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Appendix 3: The covariance structure of earnings
The present appendix develops an analysis of the covariance structure of earnings using the
SHIW database, using standard techniques. The computations are performed to obtain a better
understanding of individual labour income generating processes. The findings displayed provide
empirical justification for the creation of the idiosyncratic labour income risk measure described
in section 4. In particular, the evidence found justifies the specification of the second stage
regression.
The procedure used to determine the covariance structure of earnings is well established in
the literature on the topic (see for example, Abowd and Card [1989]). The analyses rely on
the assumption that all units in the sample are characterized by the same income generating
process. The following sections describe the estimation procedure, and display empirical results
for household heads (ME). The analysis follows exactly the same steps for for the second earner’s
labour income. The results obtained are quantitatively and qualitatively comparable to the
ones herein shown. As a consequence, evidence pertaining to the second earner is not displayed
(although available upon request).
First stage regression
The first step of this analysis involves the estimation of a first stage regression of log - earnings
on a set of covariates. What regressors to introduce into the first stage is still open to question.
Several scholars (see for example Baker [1997]; Abowd and Card [1989]) regress the logarithm of
labour income on potential experience, usually defined as individual age minus years of education
minus 5. Year effects are generally introduced as well. Baker [1997] for example regresses the
logarithm of labour income on potential experience, using a system of simultaneous equations
in which each equation corresponds to an year. Browning et al. [2010] regress log of labour
income on “on age and experience variables and time dummies”.
The specification proposed in the paper is the following:
lnyit = β0 + β1Y earDummyit + β2AgeDummyit + uit (3.9)
which is the same described in section 4. The reasons for this choice are the same described in
section 4, to which I refer to avoid redundancies.
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The creation of a variance-covariance matrix
The residuals of the first-stage regression represent income processes cleansed from within and
between group anticipated shocks [Abowd and Card, 1989]. To study the covariance structure
of earnings, the literature suggests the creation of a variance-covariance matrix of the residuals.
The estimation of this matrix is performed by pooling together individuals across waves. Calling
u¯i the between-group mean of the residuals, the deviations from the mean are defined by u˜i =
uit− u¯i. The estimated variance-covariance matrix is consequently: CL = 1nt
∑nt
i=1 u˜iu˜i
′, where
CL stands for “covariance of income levels”. CD (covariance of income deviations) is the name
of the variance covariance matrix for ∆uit, estimated using the same formula.
25 The variance
covariance matrices are informative about the nature of the income generating process. The
following sub-subsections describe the empirical results for the process in level and in first
differences respectively.
The process in levels
The following table displays the variance covariance matrix for the level of earnings (CL) of the
main earner.
Table 3.12: Correlations - ME labour income (levels)
2010 2008 2006 2004 2002 2000 1998 1995 1993 1991
2010 0.198* 0.785* 0.680* 0.749* 0.676* 0.621* 0.359* 0.422* 0.035* 0.018*
2008 0.150* 0.185* 0.731* 0.707* 0.668* 0.687* 0.412* 0.384* 0.422* 0.031*
2006 0.156* 0.162* 0.266* 0.697* 0.660* 0.584* 0.401* 0.336* 0.393* 0.216*
2004 0.133* 0.121* 0.143* 0.159* 0.743* 0.655* 0.455* 0.427* 0.418* 0.364*
2002 0.121* 0.115* 0.137* 0.119* 0.161* 0.680* 0.541* 0.458* 0.436* 0.375*
2000 0.108* 0.116* 0.118* 0.102* 0.107* 0.153* 0.700* 0.535* 0.527* 0.368*
1998 0.059* 0.065* 0.076* 0.067* 0.080* 0.101* 0.136* 0.581* 0.499* 0.461*
1995 0.057* 0.050* 0.053* 0.052* 0.056* 0.064* 0.065* 0.092* 0.584* 0.395*
1993 0.040* 0.070* 0.078* 0.064* 0.068* 0.079* 0.071* 0.068* 0.148* 0.486*
1991 0.003* 0.038* 0.038* 0.050* 0.052* 0.049* 0.058* 0.041* 0.064* 0.118*
Autocovariances below diagonal, autocorrelations above diagonal, cross sectional volatility on
diagonal. * : significant at the 5% level.
All the correlations displayed are significant at the 5% level. The generating process is con-
sequently characterized by a high persistence. This finding can be attributable to different
reasons. The process can be characterized by non stationarity. Alternatively, the generating
process can be stationary, and simply show a high persistence that does not die out in the time
span considered. Moreover, if the process is stationary and invertible, and if the error term fol-
lows an MA(q) process, the Wold representation theorem predicts that the autoregressive part
can be expressed as an AR(∞) model. This would lead to a highly persistent correlogram as
25The notation follows Abowd & Card’s statistical appendix (1989), to which I refer for further details.
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well. More detailed analysis of the process is consequently needed to draw accurate conclusions
about the nature of the generating process. In particular, the very same correlation analysis
should be performed on the process in first differences to understand what the nature of the
error term is (Baker [1997];Meghir and Pistaferri [2004]).
The following table shows how cross sectional volatility evolves along time. The table displays
how the sample size evolves, as the longitudinal data used are not balanced. Indeed, as the
sample contains individuals observed more than five times, at the beginning of the time span
the number of individuals has to be lower than in the middle of the period considered. Moreover,
displaying how volatility evolves is informative about the stationary properties of the process.
In a covariance stationary process, indeed, the variance should be constant along time. However,
if the variance increases or decreases with time, this represent a hint for the presence of non
stationarity.
Table 3.13: Cross sectional volatility across time - ME
Year Variance Frequency
1991 0.118 138
1993 0.148 170
1995 0.092 177
1998 0.136 228
2000 0.153 255
2002 0.161 256
2004 0.159 224
2006 0.266 210
2008 0.185 183
2010 0.198 140
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The following graph plots cross sectional variation against time:
Figure 3.3: Cross sectional variation against time
A covariance stationary process is characterized by a constant variance along time. The graph
shows instead a growing variance, or, in other words, a growing inequality. However, despite
at an aggregate level the process seems to show non stationary properties, it is still early to
conclude that the income generating process is non stationary. This pattern can be indeed due
to individual heterogeneity.
In a covariance stationary process, the covariance merely depends on the lag order considered,
and not on time. Hence the first order autocorrelation of a stationary process should oscillate
around a certain mean if plotted against time. The following graph shows the described plot.
The observation for 2010 represents the correlation between 2010 and 2008. The observation
for 2008 represents the correlation between 2008 and 2006, and so on.
Figure 3.4: First order autocovariance plotted against time
As for cross sectional dispersion, first order autocorrelation shows a growing pattern. That is,
the covariance does not seem to depend on the lag itself, but also on the time period considered.
According to this graph, the process has non stationary properties.
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The following two graphs plot second and third order autocorrelations against time. The con-
clusions drawn accordingly are similar to the ones drawn for the variance and the first order
autocorrelation.
Figure 3.5: Second order autocovariances
Figure 3.6: Third order autocovariances
In line with the time series plots of the variance and the autocovariances, the process shows
not stationary properties. The variance depends on time, and the autocovariances as well. The
following table contains OLS regression results where the dependent variables are the second
moments, and year represents a regressor. In the following, and using the notation commonly
used in time series analysis, the autocorrelation for the jth lag is indicated as γj .
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Table 3.14: Second moments regressed on time - ME
(1) (2) (3) (4) (5)
VARIABLES γ0 γ1 γ2 γ3 γ4 γ5
Year 0.00574*** 0.00600*** 0.00685*** 0.00556*** 0.00566** 0.00324
(4.200) (11.42) (10.21) (7.328) (3.781) (1.233)
Constant -11.32*** -11.89*** -13.62*** -11.05*** -11.27** -6.424
(-4.150) (-11.33) (-10.15) (-7.274) (-3.754) (-1.221)
Observations 11 10 9 8 7 6
R-squared 0.639 0.933 0.925 0.771 0.703 0.347
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
The regression results provides evidence that the second moments of the process are time de-
pendent. This finding is consistent with the literature on the topic. Baker [1997] for example
points out that ”there is evidence of non stationarity as variances rise briefly at the beginning
of the panel, and then trend rather randomly before rising sharply in the final years”. Abowd
and Card [1989] notice that “variances ... vary over time. Cross sectional dispersion in earnings
was relatively small in 1972-73 and relatively large in 1975-1976”. Variance dependence on time
as a hint for non stationarity is an established result in the literature. The analysis displayed
so far suggest that the generating process for earnings is non stationary.
The process in differences
The present subsection discusses the analysis of the first difference of the earnings process. This
represents a well established procedure in the literature, as studying the correlation of a process
in differences is informative about the time series properties of the error term (Baker [1997],
Meghir and Pistaferri [2004]). Supposing indeed that the generating process has an AR(1)
representation with a unit root and the error term shows an MA(q) representation, as indicated
in the following equation:
yt = c+ yt−1 + Ψ(ε; q)
the correlogram of ∆yt is informative about the time series properties of the error term. Indeed,
if the correlogram dies, say, after one lag, the error term has an MA(1) representation. If the
correlogram dies abruptly after 3 lags, the error term has an MA(3) representation. Quoting
Baker [1997]: “assuming (the presence of a unit root) ... all the autocovariance above the (MA)
order should be equal to zero; that is , in contrast to (the autocovariances of the process in
levels) there is no persistent serial correlation in the earnings growth rates.” The following
table displays the variance covariance matrix for the process expressed in first differences (CD).
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Table 3.15: Correlations - ME labour income (first differences)
2010 2008 2006 2004 2002 2000 1998 1995 1993 1991
2010 0.079 -0.239* -0.114 -0.066 -0.077 -0.098 -0.155 0.099 0.035 1.521
2008 -0.026* 0.156 -0.696* -0.008 -0.061 -0.024 -0.033 0.153 -0.080 -0.011
2006 -0.012 -0.103* 0.141 -0.275* 0.117 0.096 -0.035 -0.093 0.155 0.193
2004 -0.005 -0.001 -0.028* 0.074 -0.449* -0.112 -0.034 0.168 -0.140 -0.048
2002 -0.005 -0.006 0.011 -0.030* 0.062 -0.380* -0.050 0.074 -0.012 -0.057
2000 -0.007 -0.002 0.009 -0.008 -0.024* 0.065 -0.161* -0.089 0.175 0.051
1998 -0.011 -0.003 -0.003 -0.002 -0.003 -0.011* 0.067 -0.284* -0.093 -0.033
1995 0.008 0.017 -0.010 0.013 0.005 -0.006 -0.020* 0.076 -0.575* -0.156
1993 0.026 -0.012 0.022 -0.014 -0.001 0.017 -0.009 -0.059* 0.140 0.784*
1991 0.094 -0.020 0.016 -0.003 -0.003 0.003 -0.002 -0.009 0.064* 0.048
Autocovariances below diagonal, autocorrelations above diagonal, cross sectional volatility on
diagonal. * = significant at the 5% level.
The table shows how the correlogram dies after one lag, suggesting that the error term has an
MA(1) representation. An MA(1) process in the error term represents a plausible explanation
for the high persistency of the process in level, in case of stationarity and invertibility.
The following graphs plot cross sectional variation, first and higher order autocorrelations
against time:
Figure 3.7: Cross sectional variation Figure 3.8: First order autocovariance
Figure 3.9: Second order autocovariances Figure 3.10: Third order autocovariances
The process expressed in first differences shows stationary properties, despite cross sectional
volatility seems to be growing during in the last years of the sample. The following regression
shows how the second moments do not actually depend on time.
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Table 3.16: Second moments regressed on time - ME
(1) (2) (3) (4)
VARIABLES γ0 γ1 γ2 γ3
Year 0.00197 -0.00207 0.000404 -0.000908
(0.873) (-0.962) (0.731) (-1.117)
Constant -3.848 4.110 -0.814 1.821
(-0.853) (0.955) (-0.737) (1.117)
Observations 10 9 8 7
R-squared 0.106 0.153 0.081 0.218
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
To conclude, the process in differences shows stationary properties, with an error term charac-
terized by an MA(1) representation.
Conclusion
The analyses performed, under the (limiting) assumption that all individuals in the sample are
characterized by the same process, leads to the conclusion that the income generating process
in a non-stationary ARMA(1,1) process. This conclusion is consistent with the literature on the
topic. The assumption that all individuals in the sample are characterized by the same process
is partially relaxed in the paper, as labour income processes are estimated at an individual level
(allowing them to have their own intercept and slope parameters). The estimation of AR(1)
models, however, is empirically justified by the theoretical findings herein displayed. The degree
of individual heterogeneity, could not be pushed further due to data unavailability.
Appendix 4: discussion on the estimation of equation 3.3
The present appendix contains the estimation results for equation 3.3, and aims to support
the choice of estimating a individual specific models, rather than simply assuming that each
individual in the sample has a unit root in their earnings (see Browning et al. [2010]). Equation
3.3 is reported below to facilitate the comprehension.
uiti = ρ1i + ρ2iuit−1i + eiti
Recall from section 3.4 that the above equation is estimated for the income processes of the
main earner (ME) and the second earner (SE).
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The following tables describe the distributions of the two parameters. Table 3.15 focuses on the
main earner, table 3.16 focuses instead on the second earner. Kernel density estimators of the
intercept and slope parameters provide graphical representations of the distributions.
Table 3.17: Distribution of regression parameters - ME
(1) (2) (3) (4) (5) (6) (7)
Sample Size Mean Std. Dev. α25 α50 α75 α90
Intercept term (ρ1i) 919 0.18 4.53 0.09 0.26 0.48 0.75
Slope (ρ2i) 919 -0.03 4.29 -0.26 0.05 0.44 0.76
Slope (ρ2i) between -1 and 1 836 0.07 0.42 -0.24 0.04 0.39 0.64
Table 3.18: Distribution of the intercept term - SE
(1) (2) (3) (4) (5) (6) (7)
Sample Size Mean Std. Dev. α25 α50 α75 α90
Intercept term (ρ1i) 607 0.01 1.79 0.03 0.29 0.56 0.81
Slope (ρ2i) 607 0.07 2.68 -0.29 0.01 0.41 0.91
Slope (ρ2i) between -1 and 1 526 0.02 0.41 -0.27 -0.01 0.29 0.61
With respect to the introduction of intercept terms, the canonical, unit root representation of
earnings does not generally contain an intercept parameter (see appendix A in Browning et al.
[2010]). This is true for both structural specifications modeling life-cycle investment decisions
(such as Gomes and Michaelides [2002], Alan [2006]), and structural models of earnings dynamics
(such as Meghir and Pistaferri [2004]). When an intercept term is included, it is generally
intended to capture individual heterogeneity (see Sanroman [2015]). Empirical contributions
evaluating the covariance structure of earnings usually remain agnostic on the introduction
of an intercept term, as they generally estimate earning processes in growth rates (see Baker
[1997], Abowd and Card [1989]). Does estimation of equation 3.3 support the introduction of
an intercept parameter?
As the above tables display, the distribution of individual specific intercepts present averagely
positive values (0.18 and 0.01 respectively), and high dispersion (consistently with Browning
et al. [2010]). Moreover, the kernel density estimators shows that the low magnitude of these
estimates (and in particular, of the estimator of the second earner) is likely to be driven by
few, negative outliers. The distribution of the intercept terms is clearly skewed towards positive
values. Empirical evidence points here towards the introduction of an intercept parameter.
Following Browning et al. [2010], this can be interpreted as a ‘long-run mean’, that individual
expectations take into account (see[Browning et al., 2010, Eq. 7]).
The key question, at this stage, is whether earning processes have a unit root or not. Consistently
with Browning et al. [2010], the paper supports the idea that earning processes are highly
heterogenous, and on average stationary (see tables 3.15 and 3.16). The magnitudes of the
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Figure 3.11: Distribution of the intercept
terms - ME
Figure 3.12: Distribution of the intercept
terms - SE
slope parameters are however significantly lower than the ones found in Browning et al. [2010].
The authors, however, estimate a more flexible, and overall richer specification. Comparisons
over the magnitudes would be hazardous at this stage. The kernel density estimators reported
below provide a graphical representation of this findings.
Figure 3.13: Distribution of the slope -
ME
Figure 3.14: Distribution of of the slope
for positive values- ME
Figure 3.15: Distribution of the slope -
SE
Figure 3.16: Distribution of of the slope
for positive values- SE
To conclude, this appendix discusses whether the estimation of the model described by equation
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3.3 supports the canonical unit root representation [Meghir and Pistaferri, 2004], or the emerging
idea that income processes should be characterized by more heterogeneity [Browning et al.,
2010]. The empirical evidence provided supports the latter view: individuals have on average a
stationary earnings process, with a positive intercept. This result is at odds with the canonical
earnings representation.
Chapter 4
Interest Rates and Default in
Subprime Credit Markets: Evidence
from a Randomized Price
Experiment (With Sule Alan and
Eric Smith).
Summary
Exploiting an exogenous variation generated by a subprime lender’s randomized price experi-
ment, we estimate the causal effect of cost of borrowing on default behavior. After segmenting
the experiment sample into different risk categories based on its internal scoring algorithm,
the lender randomly allocates the individuals within each segment into treatment and control
groups. A six-month follow-up period allows us to estimate the effect of a 5 percentage point
increase in interest rate on default behavior conditional on risk characteristics of the borrowers.
We find that a large interest rate increase significantly raises the probability of default for liq-
uidity constrained individuals. We find that the effect sizes are heterogenous across risk groups.
Robustness checks confirm the main results.
4.1 Introduction
Access to high cost credit and its potential impact on household financial well being has been
a topic of contentious debates. Fueled by the latest financial crisis, subprime credit markets
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are central to these discussions. Supporters argue that subprime credit markets give access to
credit to otherwise rationed costumers [Adams et al., 2009]. Although expensive, high cost credit
provides insurance to temporary disruptions in households income (such as temporary lay offs or
sickness leaves), and unanticipated expenditure shocks (such as car repairs and funerals). OFT
[2010] for example reports that unemployed individuals are a relevant fraction of the sub-prime
borrowers. High cost credit is also found to stimulate regional growth in developing countries
where credit rationing is severe and the informal sector is prevalent (see Karlan and Zinman
[2009] for a description of high-cost credit in South Africa).
On the other hand, skeptics of the high cost credit argue that it pushes poor and financially
unsophisticated consumers disproportionately into debt trap and eventually tips them into
delinquency or default. OFT [2010] documents that UK high-cost credit clients are on av-
erage poorer, financially illiterate and lack credit history.1 PFRC - Bristol [2013] completes the
picture by showing that vulnerable categories, such as young, disabled and uneducated individ-
uals, or lonely parents, are over-represented among high cost borrowers. BIS [2013] shows that
costumers in this segment are characterized by disproportionately large levels of default with
respect to the regular market (above 20%). Adams et al. [2009] document that costumers is the
U.S. subprime credit market for used cars default in over 50% of the cases. Similar evidence
in found in Meier and Sprenger [2009]. From this point of view, high cost credit can generate
significant social losses.
Household financial well-being is not the only concern related to high default rates in sub-prime
credit markets. Defaulters are also potentially harmful for lending institutions. Theoretically,
a profit-maximizing lender faces a trade-off when choosing what interest rates to apply to their
clients [Stiglitz and Weiss, 1981]. High interest rates can generate high revenues. Yet, they
might lower the borrower’s incentive or capability to repay their debt, and eventually cause
them to default. Gross and Souleles [2002] mention indeed that defaults increase the marginal
cost of lending. Following these premises, it is clear that investigating the relationship between
cost of credit and individual default is of great importance both for the demand and the supply
sides of the market [Meier and Sprenger, 2009].
Albeit clear theoretically, the causal relationship between interest rates and default behaviour
is empirically hard to address because of endogeneity issues. Indeed, observed variations in
the cost of credit are generally endogenous to unobserved borrower characteristics. Vissing-
Jorgensen [2010], for example, regresses loss rates (amount of not repaid debt over total debt)
on a set of regressors and interest rate. She mentions that the interest rate reflects the lender’s
information on clients’ expected future losses, implicitly stating that the regressor is endogenous
1Financially illiterate costumers make poorer borrowing choices and pay on average more fees [Lusardi and
Tufano, 2009]. As a consequence, we argue, they are likely to default more.
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to information not observed by the researcher. In this paper we make use of a unique database
to estimate the causal relationship between cost of credit and default behaviour. Data consist
of detailed credit card transactions from a private lender that serves exclusively the subprime
market in the United Kingdom.2 Besides all individual transactions and credit terms, the data
contain information on a randomized price experiment implemented by the lender in February
2008.
The experimentation was performed on the existing clients as part of the lender’s risk pricing
practice so that it is not a solicitation based market experiment. The lender carried out the
experiment using a block design where a randomly selected sample of existing customers was
assigned to categories (‘cells’ from now onwards). The assignment was based on the customers’
utilization rates (statement balance over credit limit) and internally developed credit scores.
After allocating the experiment sample into different cells in November 2007, the lender ran-
domly selected a number of individuals in each cell and allocated them into control groups. The
treatment groups (remaining individuals) received a 5% interest rate increase that applies to
their existing stock of credit card debt. By design, the interest rate increase under the treatment
is exogenous to individual characteristics. Clients are followed for 6 months after the treatment
(from February 2008 to July 2008), allowing us to observe default and identify the causal effect
of the interest rates increase on default probability and credit demand.3
The block design used by the lender also allows us to assess whether the effect of the interest rate
on default propensities and credit demand is heterogeneous across borrower types within the
subprime population.4 The results suggest that there is a significant heterogeneity in propensity
to default and demand sensitivity among subprime credit users with respect to the interest
rates increase. Low risk borrowers exhibit a negative treatment effect on the demand for credit:
treated individuals reduce their credit demand 57% more than in comparison to individuals in
the control in reaction to the interest rate increase. Consistently, these costumers do not show a
treatment effect on default probability. Medium risk borrowers display an opposite behaviour.
We are able to isolate a positive, sizable and significant treatment effect on default probability
for this category (45% more than the control group, with a p-value of 0.013). As expected,
these costumers do not show a significant treatment effect on credit demand. Finally, high
risk borrowers show a very similar behaviour with respect to medium risk borrowers. They
are characterized by a positive treatment effect on default probability. The treatment does not
show significance, but we are able to show that this happens because of power issues.
2For confidentiality reasons, we do not disclose the name of the company. We will refer to it as the ‘lender’
from here on.
3The reason why the lender conducts this experiment and many other similar ones is to find out price sensi-
tivities as part of their risk-based pricing practices
4This approach has been followed in other studies. Gine et al. [2012], for example, assess whether dynamic
incentives have heterogeneous effects across predicted repayment groups.
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We also contribute to the literature by assessing whether the treatment influences the lender’s re-
turns, and whether the experiment is an overall profitable intervention. Although the treatment
causes low risk individuals to reduce their credit demand and high and medium risk individuals
to default, we find a positive and significant effect on interest rates charges on almost all cells.
Low risk individuals reduce their credit demands, however the price increase compensates the
quantity reduction. Similarly, for higher risk individuals, the higher revenues generated by the
price increase compensate the higher costs generated by individual defaults.
Several contributions provide evidence on the relationship between the cost of credit and house-
holds financial well being, both in developed and developing countries. The literature, and in
particular the one implementing field experiments, is currently skewed towards the latter ones.
Starting from advanced economies, Adams et al. [2009] show that in the U.S. sub-prime credit
market for used cars, a one percent increase in the annual interest rate positively influences
default rate by 2.2%. Ausubel [1999] finds that in the U.S. credit card market, inferior terms
(higher pre-approved interest rate, shorter term) have a positive, significant influence on individ-
ual delinquency and charge-offs. Given the peculiar nature of the data he analyses (randomize
trials), the author is able to attribute these findings to the presence of adverse selection. Agar-
wal et al. [2010] show that individuals who accept lower credit conditions are more likely to
default, and emphasize the negative role of adverse selection on financial well-being. A study
related to ours shows that low risk borrowers who fully utilize their credit limit lower their
credit due to an exogenous increase of the interest rate [Alan and Loranth, 2013].
Contributions in development economics often involve well-crafted field experimental designs.
Karlan and Zinman [2010] display positive evidence that high cost credit enhances financial well-
being. The authors show that even at rates as high as 200%APR, access to credit produces net
benefits for (marginal) borrowers over a range of outcomes in South Africa. They also find some
evidence that the marginal loans are profitable. In another contribution, Karlan and Zinman
[2009] identify informational asymmetries in the cash loan market in South Africa, showing
that 13% to 21% of defaults is attributable to moral hazard. Information asymmetries have an
important role in explaining the low financial well-being of sub-prime borrowers. Gine et al.
[2012] make use of a randomized field experiment to show that correctly identifying borrowers’
leads to higher repayment rate for high-risk clients in an unsophisticated credit market (rural
credit in Malawi).
A related literature analyses the recent increase in personal bankruptcies in the United States.
Livshits et al. [2010] analyze the possible causes for the observed increase in personal bankrupt-
cies observed in the U.S. in the years between 1970 and 2010. Gross and Souleles [2002] estimate
duration models of default probability, and attribute the recent and sizable increase in personal
filings in the U.S. to the decrease in filing costs. White [2007] describes this recent U.S. trend in
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great detail, provides several explanations for it, and extensively reviews the literature on the
topic.
The remainder of the paper is organized as follows. Section 4.2 motivates the outcome variables.
Data and the experimental design are detailed in section 4.3. The empirical results are outlined
in section 4.4. Section 4.5 concludes.
4.2 Theoretical motivations
The present section develops a simple theoretical framework to explain how the experimental
design can influence the probability of default, using a two-period model. This simple, two-
period specification will then be used to motivate the outcome variables of the empirical analysis
(see 4.2.2). The model draws conclusions on the optimal individual lending behaviour, taking
into account the characteristics of the experimental design.
The specification proposed is an intertemporal utility optimization problem, with two periods
and risk averse individuals (logarithmic utility). The two period specification with risk averse
agents is consistent with Edelberg [2004]. The utility function is defined as in the following:
ln c1 + β ln c2 (4.1)
where ci, where i = 1, 2 is consumption in the two periods, and β is a discount factor. The
budget constraints for the two periods are defined by the following equations:
c1 = L+ y1 (4.2)
c2 + L(1 + r) = ˆE[y2] (4.3)
where L is a loan, r is the interest rate and yi, where i = 1, 2 is income in the two periods.
The budget constraint for period one rules out the possibility that the loan is used for reasons
other than consumption, consistently with the data. The risk faced by individuals is income
volatility. This is again consistent with the data and the characteristics of the sub-prime credit
market (see Alan and Loranth [2013]).
Each individual is characterized by a behavioural score, θ, increasing in their riskiness. The
interest rate is an increasing function of individual riskiness. That is, r = r(θ), with r′(θ) > 0.
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Income in period one is observed and not stochastic. Income in period two is stochastic. In
particular:
E[y2] =
∫ H
L
pi(θ, y)y dy (4.4)
Income spans between ‘Low’ and ‘High’, where low income can be zero (unemployment) without
loss of generality. The income probabilities are drawn from a joint distribution of income and
individual observed risk. That is, pi = pi(θ, y). The expected income is found on the marginal
distribution of income. The joint probability has the following property:
piθ,y(θ, y) < 0 (4.5)
that is, when the individual is riskier it is less likely to jointly observe a high income (and the
other way round). This possibility is not ruled out, however. This property has important
consequences on the model’s predictions.
The individual decides how much to invest in period one. As a consequence, the model firstly
concentrates on the optimal loan amount. Then, labour income in period two is realized. After
labour income is realized, it is possible to draw conclusions on individual default. The objective
function is defined as in the following:
max
L
lnL+ y1 + β lnE[Y2]− L(1 + r(θ)) (4.6)
The solution of the program is given by:
L∗ =
E[Y2]− β(1 + r)y1
(1 + r)(1 + β)
(4.7)
and describes the optimal amount of a loan. Although the optimization problem does not
admit a corner solution for consumption (due to logarithmic utility), the individual can choose
to borrow, to lend or to have a zero amount for L, depending on the numerator of the above
equation. In the following we will concentrate on the case in which E[Y2] > β(1 + r)y1. This
expression implies that if income is on a growing path, this represents an incentive for the
individual to borrow more.
It is worth noticing that the optimal loan amount:
• is decreasing in Y1;
• is increasing in E[y2];
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• is decreasing in the interest rate. This is an important prediction, that will be tested
further using regression models;
• is decreasing in θ. This is important, as the model predicts that riskier individuals tend
to borrow more.
In period two, individuals default if:
c2 + L
∗(1 + r(θ)) > Y BM2 (4.8)
Where BM stands for ‘below mean’. These defaults take place for all incomes that are below
the expected value of income. That is:
Pr.default =
∫ Y BM2
L
pi(θ, y) dy (4.9)
The individuals described in so far represent the baseline hazard, that is those individuals who
default anyway regardless of the treatment. The following equation
c2 + L
∗(1 + r(θ)) < Y AM2 (4.10)
shows that a fraction of people does not default. AM stands for ‘above mean’.
The experimental design raises the interest rate in the treatment group by a certain fixed amount
rT . This impacts on the treatment group in the following way:
c2 + L
∗(1 + r(θ) + rT ) > Y BM2 (4.11)
that is, those who were supposed to default, default under the treatment as well.
Depending on the other model parameters, those who wouldn’t default are now facing the
following possibilities:
c2 + L
∗(1 + r(θ) + rT ) < yHT2 (4.12)
some of them do not default. HT stands for ‘high under treatment’. In the following period
these individuals would reduce their credit demand due to the higher interest rate. A fraction
of individuals, however, is pushed to default by the treatment:
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c2 + L
∗(1 + r(θ) + rT ) > yLT2 (4.13)
where LT stands for ‘low under treatment’. Under the assumption that riskier individuals are
more likely to face low income levels in period two (consistently with equation 4.5), we can
conclude that the treatment would push to default borrowers with a poor credit score more
relatively more.
4.2.1 Constrained individuals
Suppose that in period 1 individuals face the following budget constraints:
c1 + L0 = L+ y1 with probability p(θ)
c1 = L+ y1 with probability (1− p(θ))
where p′(θ) < 0. That is, individuals are given a negative endowment (for example, a previous
loan to repair) with a certain probability that is higher, the riskier the individual.
With the above budget constraints, the optimal loan amount is:
L˜∗ = L0
β
(1 + β)
+
E[Y2]− β(1 + r)y1
(1 + r)(1 + β)
(4.14)
with probability p(θ), and equal to the one in equation 4.7 with probability (1−p(θ)). Equation
NUM has a straightforward interpretation. Think of individual i, expecting income in period
2 to be higher than income in period 1. This individual would be a net saver, in absence of
a negative endowment. If income in period 1 is high enough, the individual does not need to
borrow to repay the negative endowment back. WHowever, if income in period 1 is low, then
the individual is forced to borrow, regardless of life-cycle considerations. Notice, moreover, that
in the above equation L0
β
(1 + β)
does not depend on the interest rate, implying that an increase
in the cost of credit might reduce the optimal loan amount for individuals in this category, but
never below a certain threshold. The demand for credit for these individuals should be relatively
insensitive to changes in the interest rate. We call these individuals ‘constrained borrowers’,
and we stick to this terminology for the rest of the paper.
All else equal,
L˜∗ > L∗ (4.15)
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As a consequence, given the linearity of the problem expressed in equations 4.8 - 4.13, it is clear
that individuals who are endowed a negative amount are more likely to default, both in the
baseline category and under the treatment.
4.2.2 Outcome variables
The model sketched so far works on the assumptions that individuals live for two periods
only, and that any loan to repay is a negative endowment assigned with a random, exogenous
probability. Mot only in the database (and in real life) individuals can divide their lifetime
in more than two periods, but it is also likely that the loan individuals have to repay is an
endogenous decision. Nevertheless, we believe that several of the model predictions can be
generalized to more than two periods, and are informative on individual behaviour even under
the assumption that past loans are exogenously assigned. This subsection provides further detail
about these issues, and motivates the choice of the variables to be introduced in the empirical
models.
Consistently with the discussion that follows equation 4.7, our sample contains individuals who
are very likely to be net borrowers. As a consequence, we conjecture that an increase in interest
rates would unambiguously lower their credit demand.5 However, as we mentioned above, this
statement holds only if the individual is not a ‘constrained borrower’ (see section 4.2.1). If the
individual is constrained, we do not expect credit demand to be particularly responsive to an
interest rate increase.
We here draw from Alan and Loranth [2013] to generalize the main results to more than two
periods, and to introduce a notation that takes into account the particular characteristics of
credit card borrowing. Differently from the model sketched above, the loan is not taken once in
a lifetime, but is transferred from period to period on a monthly basis. The notation needs to
take this into account.
On a credit card account, an individual does not incur interest charges if they pay the statement
balance in full at the specified due date. Therefore the actual monthly credit demand for a credit
card user is represented by monthly purchases on credit minus the subsequent payments made
5In a basic intertemporal consumption problem, the effect of a change in interest rate has an ambiguous effect
on the demand for credit. An interest rate increase would indeed generate both a substitution and income effect.
The former is unambiguously negative: higher interest rates lower borrowing [Gambacorta, 2005, page 22], and
lead to a reduction in current consumption levels. The latter instead depends on the individual’s wealth position.
If an individual is a net borrower an increase in interest rates would further reduce current consumption levels.
In this case, the overall effect of an interest rate increase is a reduction of credit demand. On the contrary if an
individual is a net saver, their income effect would be positive. The total effect of interest rates on consumption
cannot be determined a priori. If the effect on consumption is positive, a net saver could even increase their
credit demand to finance current consumption levels.
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toward the outstanding balance. This difference constitutes the monthly addition to the existing
credit card debt that accrues interest. Thus, our outcome variable is calculated in this way.
We call this indicator net new borrowing, NNB. We define NNB for a generic individual i, at
time t+ 1 as:
NNBit+1 = NTit,it+1 − Pit+1 (4.16)
where NTit,it+1 is new transactions made by individual i on credit between months t and t+ 1,
and Pit+1 is their payment made toward the outstanding balance at time t + 1. NTit,it+1is
interest exempt between period t and t + 1 whereas if NTit,it+1 − Pit+1 > 0, the difference
accrues interest charges until paid. Therefore, a positive (negative) value for NNB indicates
an increase (decrease) in monthly credit demand.
Assuming that NNB depends on gross interest rates, we expect the unconstrained borrower to
reduce NNB when facing an increase in borrowing rates, consistently with equation 4.7. More
formally:
∂NNBit+1
∂Rit+1
< 0 (4.17)
where Rit+1 is gross interest rate. However, for ‘constrained borrowers’ we expect very little or
no sensitivity to interest rates, consistently with equation 4.14. More specifically:
∂NNBit+1
∂Rit+1
= 0 (4.18)
Given that now individuals spread their decisions over more than two periods, constrained and
unconstrained individuals would as a consequence differ in terms of default behaviour. An
unconstrained individual is expected to be insensitive to an increase in interest rate, as they are
able to reduce their credit demand. Calling δ the probability of defaulting:
∂δit+1
∂Rit+1
= 0 (4.19)
On the contrary, a ‘constrained borrower’ would show default sensitivity to an increase in the
interest rate.6 Formally:
∂δit+1
∂Rit+1
> 0 (4.20)
The empirical analyses proposed in the following sections aim at testing these simple theoretical
predictions.
6Notice that we do not consider the personal cost of default, as the aim of this paper is not to model individual’s
choice of defaulting. The framework herein developed aims simply at motivating the experimental design and
the empirical analyses.
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4.3 Data and Experimental Design
As anticipated, the data implemented to test the above theoretical predictions come from a
unique database made available by a private lender. The company routinely operates random-
ized trials to measure the clients’ sensitivity to the interest rate. The analyses performed make
use of a peculiar experimental design by the lender in November 2007. The section is organized
as follows. Section 4.3.1 provides a general description of the lender and the data. Section
4.3.2 describes the experimental design. Section 4.3.3 describes the data and provides summary
statistics. Section 4.3.4 provides tests of internal validity.
4.3.1 The lender
Our lender operates in the sub-prime segment of the UK market.7 Given the limited number
of non-standard credit card issuers in the UK, for confidentiality reasons we do not divulge the
exact market share of the lender. However, for descriptive purposes, it can be said that the
lender plays a major role in the UK subprime market. It offers several credit card products
with characteristics typically observed in this niche, such as high interest rates and low credit
limits [Einav et al., 2012].
The lender has routinely been performing randomized interest rate experiments on sub-samples
of its clients since 2006. These experiments have the main target of monitoring clients’ sensitivity
to the interest rate. Each experiment lasts around 3-6 months and the lender generally initiates
a new experiment immediately after the previous one. Interest rate changes are permanent until
the next change is implemented. The proportion of individuals allocated to control groups has
become increasingly smaller with respect to earlier rounds. All interest rate experiments have
been designed based on ex-ante determined blocks. How the lender identified the blocks for the
present experiment will be explained in greater detail in the following section.
4.3.2 The experimental design
Regarding the experiment herein discussed, the lender carried out the randomization as a block
design where randomly selected samples of individuals were assigned to ‘cells’, as the lender
names them. For the ease of exposition we will use their term throughout the paper. Cells
were in turn defined by the interaction between utilization rates (month end balance divided
7For a definition of sub-prime credit market in the United Kingdom see PFRC - Bristol [2013], BIS [2013]
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by credit limit) and internally developed credit scores (‘behavioural scores’).8 The lender chose
this particular design mainly to structure the best risk pricing practice via proper segmentation
of the accounts. However, block designs have also the advantage that the ex-ante conditioning
on observable characteristics yields more precise estimations of average treatment effects, and
are indeed commonly used in field experimental designs.
More in detail, for each variable (utilization rate and internally developed credit score), the
lender identified three ‘bands’: low, medium and high. As a consequence, the interaction
between the two variables identifies 9 cells, as the following figure describes.
Figure 4.1: Experimental Design
It is worth noticing that in each cell the lender allocated a small fraction of costumers to
the control group: roughly 6.5% in each of them. Moreover, the lender did not allocate any
control groups in cells 2,3,5 and 6, making them unusable for our study. These cells will not be
considered in the analyses of the paper from now onwards, unless mentioned otherwise. In all
cells, the treatment consisted in a 5 percentage points increase in the clients’ interest rate. This
increase applied to all treated individuals regardless of their pre-treatment interest rates. The
pre-treatment interest rate distribution shows considerable volatility: from to minimum value
of 20.95% to a maximum value of 34.92%, with a median value of 29.9%.
8Notice that the score decreases in individual risk, such that high scores correspond to low risk. Internally
developed credit scoring systems are general practice for subprime lenders. In fact, they heavily invest to develop
precise default prediction algorithms using multivariate analysis. Although the exact features of the lender’s
scoring system was not disclosed, we were informed that it is a continuously updated multivariate probit type
system.
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4.3.3 Data and descriptive statistics
The data set contains rich and detailed information on individual transactions but offers, like
many propriety transactions data, limited information on demographics. It comprises transac-
tions including purchases, payments, cash withdrawals, statement balance and interest charges.
Moreover, it provides information on the characteristics of the contract, such as credit limit,
presence of direct debit payment authorization and interest rates. We have limited demographic
information such as income, age, employment and marital status, which were reported by the
client at the application stage. Unfortunately, we do not have information on individuals’ other
credit commitments such as mortgages and other consumer loans, or on their collateral.
The experimental sample was not chosen from the lender’s full clientele base. Accounts that are
flagged for reasons such as default, several months of delinquency or inactivity were excluded
before the selection of the sample. Furthermore, the lender excluded individuals who had been
with the lender for less than seven months at the time of the design (November 2007). Table
4.1 presents the characteristics of the individuals in the sample. Values are calculated in the
month in which individuals were assigned to treatment and control groups (November 2007).
Table 4.1: Descriptive statistics
Mean Median Std. Dev
Utilization rate (%) 0.79 0.95 0.33
Statement balance (£) 791.88 678.75 612.92
debt2 753.57 640.64 609.38
New retail transactions (£) 67.23 0.00 163.80
New cash withdrawal (£) 13.85 0.00 61.77
Credit limit (£) 1105.30 900.00 767.10
Interest rate (Nov.2007) 0.31 0.30 0.02
Income 18091.64 15600.00 36589.84
Age 38.43 37.00 11.59
Married (%) 0.43 0.00 0.50
Employed (%) 0.65 1.00 0.48
Self employed (%) 0.05 0.00 0.23
Home owner (%) 0.21 0.00 0.40
No other cards (%) 0.43 0.00 0.50
Observations 47821
The values presented in this table highlights the distinct characteristics of sub-prime borrowers.
The average credit limit is £1,127, which is significantly lower than the credit limits typically
found in the standard market . Individuals are charged fairly high interest rates (33.24% pa
on average), compared to the standard market (approximately 15-18% pa on average) [Data
Monitor UK, 2008]. Their average utilization rate (ratio of the statement balance to credit limit)
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is higher than the one typically observed in the prime market (79% vs 34%) [Data Monitor UK,
2008].
As already mentioned, the paper assesses whether the treatment has an effect on credit demand
and individual default, and analyzes whether this effect is heterogeneous across cells. Credit
demand and default are as a consequence the main dependent variables of our empirical models.
Credit demand is defined in section 4.2, and calculated as therein described. Default is defined
as in the following. In our data, if an individual is delinquent for four consecutive months of
delinquency, the interest charges (and late fees) disappear from their records. If two or more
months of delinquency follow this four-month delinquency period, the individual’s account gets
charged off and the outstanding debt is removed from the data base. We define individuals as
defaulters under these circumstances, and therefore we observe individual defaults six month
after the beginning of the treatment (in June 2008).
4.3.4 Internal validity tests
Our lender conducted this experiment as part of its risk based pricing practice so we believe
that they have every incentive to execute it correctly. However, it is important to verify that
the randomization was carried out properly to ensure the internal validity of our results.
Table 4.2 presents balancing results for each cell as at November 2007.
Table 4.2: Internal Validity Checks.
Cell 1 Cell 4 Cell 7 Cell 8 Cell 9
Mean(T) - Mean(C) Mean(T) - Mean(C) Mean(T) - Mean(C) Mean(T) - Mean(C) Mean(T) - Mean(C)
Utilization rate (%) 1.06 — 1.04 0.97 — 0.98 0.94 — 0.94 0.50 — 0.51 0.04 — 0.05
(0.23) (0.01) (0.73) (0.91) (0.49)
Statement balance (£) 837.28 — 843.92 766.05 — 759.87 1033.22 — 1028.24 699.21 — 694.24 192.37 — 160.34
(0.84) (0.75) (0.81) (0.83) (0.18)
Behavioural Score 586.52 — 585.61 504.32 — 481.50 636.27 — 633.42 636.22 — 622.19 635.13 — 629.41
(0.91) (0.03) (0.68) (0.19) (0.69)
debt2 812.40 — 821.39 744.39 — 739.38 1005.35 — 1002.02 635.52 — 635.69 47.60 — 58.74
(0.78) (0.79) (0.87) (0.99) (0.41)
New retail transactions (£) 13.68 — 9.03 43.36 — 39.57 80.71 — 74.02 134.00 — 131.49 61.41 — 57.76
(0.19) (0.40) (0.22) (0.79) (0.66)
New cash withdrawal (£) 3.96 — 3.24 14.64 — 12.47 17.28 — 16.59 19.33 — 20.37 7.73 — 5.75
(0.59) (0.28) (0.76) (0.73) (0.38)
Credit limit (£) 798.18 — 811.12 800.22 — 788.66 1131.45 — 1121.99 1461.20 — 1447.30 1529.57 — 1537.48
(0.69) (0.55) (0.67) (0.73) (0.88)
Interest rate (Nov.2007) 0.31 — 0.31 0.31 — 0.31 0.31 — 0.31 0.31 — 0.31 0.30 — 0.30
(0.58) (0.83) (0.20) (0.11) (0.62)
Income 17866.19 — 17672.64 17185.75 — 17597.75 17251.63 — 17900.43 17560.80 — 19335.33 18497.04 — 18745.22
(0.84) (0.33) (0.07) (0.09) (0.74)
Age 36.61 — 36.67 37.42 — 37.48 39.27 — 39.66 39.23 — 39.02 37.34 — 37.23
(0.93) (0.88) (0.28) (0.69) (0.88)
Net New Borrowing (£) -11.21 — -13.51 21.67 — 19.06 52.83 — 47.79 70.32 — 72.90 -96.56 — -52.73
(0.63) (0.54) (0.35) (0.80) (0.04)
Observations 4599 12448 17555 8123 5096
Mean values for treatment (T) and control (C). Estimation is performed in the month of randomization (Novem-
ber 2007). P-values for unpaired t-tests (Welch) are in parentheses.
We do not observe any statistically significant mean differences between treatment and control
groups in any cell. All tests are performed at the 5% level, at the month of November 2007.
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The test are performed without imposing equal variances in the treatment and the control
group (Welsh test). Imposing equal variances (Bonferroni test) does not change the results.
Distribution equality tests using Kolmogorov-Simirnov and K-Wallis tests were also performed,
and could not detect any statistically significant difference between the treatment and the control
groups.
Randomization is not the only source of potential concern for the validity of an experimental
design. Sample attrition, for example, can be of particular harm if caused by the treatment.
However, this attrition is the interest of this paper, i.e. we are interested in whether the
treatment (a 5 percentage point increase in interest rates) generates individual default. The
database does not contain any individual drop-outs within the sample period and we do not face
attrition in the traditional sense. Attrition does not represent a major concern for the validity
of our results.
4.3.5 External validity
Concerns might arise with respect to the external validity of the empirical results, as the exper-
iment takes place exactly during the main 2007-2008 financial crisis events. These very same
events might either have influenced the outcomes of the research, or have lead to results whose
importance is circumscribed to this particular period. We will briefly explain why in both cases
the financial crisis does not represent a source of concern for the external validity of the results.
With respect to the first criticisms, it is important to recollect that the experiment has been run
on a sample of individuals who had been clients of the lender for more than 7 months at the time
of the experimental design (November 2007). As the first events related to the financial crisis
date back to August 2007, we can exclude that the sample of costumers has been relying on
subprime credit because of the adverse economic downturn. Moreover, the experiment actually
takes place during the first six months of 2008, with default observed during the month of June.
This happened before the main disruptive event of the 2007-2008 crisis (the bankruptcy of
Lehman Brothers, taking place on September 15th 2008), leading us to think that the outcome
of the experiment has not been significantly influenced by the financial crisis.
Having said so, it is left to understand whether the empirical results are of general interest
and still relevant in the post-crisis. The answer is yes. As Personal Finance Research Centre
[2009] and Personal Finance Research Centre [2011] report, the global financial crisis has left
a scar on the personal finances of UK households. If in 2009 the worsening of UK household
finance conditions was still not so evident [Personal Finance Research Centre, 2009], in 2011
we observe a more pronounced change in the financial conditions and habits of UK households,
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with an increasing propensity to use unsecured debt and to rely on subprime credit to cope
with everyday expenses. The recent debate with respect to the introduction of a price-cap on
high cost credit [Financial Conduct Authority, 2014, Personal Finance Research Centre, 2014]
testifies the growing need to understand more on subprime credit behaviour, strengthening the
relevance of our results.
4.4 Results
This section discusses the empirical results.
4.4.1 Empirical Model
To estimate the average treatment effects of default probability, we run logit regressions. Esti-
mations are performed cell by cell, during the month of June 2008. The model is described by
the following equation:
Pr(Defaultij = 1) = Λ(α0 + α1Tij + α2Xij + εij) (4.21)
where Λ is the logistic density function; Defaultij = 1 is a dummy variable equal to 1 if the
individual i in cell j is a defaulter, and equal to zero otherwise (see section 4.3.4); T is a dummy
variable which equals 1 if individual i in cell j is in the treatment group and zero otherwise;
Xij is a vector of observables for individual i in cell j that are potentially predictive of the
default behavior. The vector contains their pre-treatment interest rate, income, age, marital
stuatus and employment status. We are interested in estimating the treatment effect on the
default probability. Since the randomization ensures that treatment status T is orthogonal to all
observable and unobservable individual characteristics in a given cell, α1 provides an unbiased
estimate of the treatment effect on default probability. Moreover, since the covariates we use
in our regressions are independent on the treatment status (see table 4.2), including them in
the analysis is expected to improve the precision of the estimated treatment effect to the extent
that they are predictive of the outcome (default).
Similarly, to estimate the average treatment effects of credit demand, we run OLS regressions.
Estimations are performed cell by cell, over the March - June 2008 period. Standard errors are
clustered by id. The model is described by the following equation:
NNBij = β0 + β1Tij + β2Xij + eij (4.22)
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where NNBij is net new borrowing, and the remaining variables are defined as above. Again,
since the randomization ensures that T is uncorrelated with unobservables contained in eij and
all other observable characteristics, β1 provides an unbiased estimate of the treatment effect on
the average credit demand for the March - June 2008 time span.
4.4.2 Main empirical results
Before discussing the main results, we display evidence that without an exogenous variation
in the interest rate we cannot identify its causal effect on individual default. To illustrate this
point we estimate a logit model of individual default on their risk score, utilization rate and
post-treatment interest rate. The results are contained in table 4.3.
Table 4.3: Logit Model. Dependent Variable: Default.
(1)
Behavioural Score -0.00015∗∗∗
(0.00)
Utilization rate (%) 0.11969∗∗∗
(0.01)
Interest Rate (June) -0.09456∗∗
(0.04)
Income -0.00000
(0.00)
Age -0.00017∗
(0.00)
Employment status yes
Marital status yes
Observations 48292
The estimations is performed on a cross section of clients observed in the month of June 2008.
The reported coefficient are marginal effects. Inference is based on a robust variance covariance
matrix. An individual is considered a defaulter if either charged-off or after six consecutive
months of delinquency. Behavioural Score is an internal client risk assessment operated by the
lender. Utilization rate is the ratio between statement balance and credit limit. Interest Rate
(June) is the post-treatment interest rate applied to the client. Income is individual income,
measured in pounds. Age is individual age, measured in years. Employment and marital status
are a set of binary indicators pertaining to these categories. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
The dependent variable is the probability of defaulting during the month of June 2008, as
defined in the previous section. In absence of experimental data, this is the regression one
would normally conduct. The estimation reveals how endogeneity influences the coefficient of
the independent variables. As predicted, a higher behavioral score is associated with a lower
default rate, whilst a higher utilization rate leads to higher default rates (Agarwal et al. [2010]).
However, not taking into account that interest rates are endogenous to borrower characteristics
leads to a misleading result: the correlation between interest rate and default probability is
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indeed negative. With this in mind, we can comment on our main results where we have
complete information on the counterfactual thanks to block randomization.
Table 4.4 presents the estimated treatment effect of a 5 percentage point increase in the interest
rate on the probablity of defaulting and on credit demand. Both models are estimated cell by
cell.
Table 4.4: Regression Models. Dependent Variables: Defualt ; Net New Borrowing.
Cell 1 Cell 4 Cell 7 Cell 8 Cell 9
Default NNB Default NNB Default NNB Default NNB Default NNB
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
A. T. E. 0.013 -2.735 0.022∗∗ -1.867 -0.003 -9.674∗∗∗ 0.007 -1.453 -0.003 -1.269
(0.03) (3.89) (0.01) (2.30) (0.01) (3.46) (0.01) (7.03) (0.00) (9.09)
Interest rate (Nov.2007) -0.325 -5.161 -0.044 18.302 -0.080 36.884 -0.008 -4.311 0.050 -96.621
(0.25) (40.51) (0.09) (29.46) (0.06) (36.48) (0.06) (81.79) (0.07) (119.91)
Income -0.000 0.000∗ -0.000 0.000 -0.000 0.000∗∗∗ -0.000 0.000 -0.000 0.000
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Age 0.001 -0.350∗∗∗ -0.001∗∗∗ -0.365∗∗∗ 0.000 -0.538∗∗∗ -0.000 -0.371∗∗ -0.000 -0.170
(0.00) (0.09) (0.00) (0.07) (0.00) (0.08) (0.00) (0.18) (0.00) (0.26)
Baseline Value 0.200∗∗∗ -24.323∗∗∗ 0.049∗∗∗ -21.319∗∗∗ 0.035∗∗∗ -16.866∗∗∗ 0.006∗ 13.197∗ 0.009∗ 49.435∗∗∗
(0.02) (3.74) (0.01) (2.20) (0.01) (3.36) (0.00) (6.81) (0.01) (8.71)
Employment Status Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Marital Status Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 4591 4591 12442 12442 17551 17551 7811 7811 4594 4594
M.D.E. (µ2) 0.26 -35.52 0.07 -27.07 0.05 -25.19 0.142 -4.32 0.02 23.44
Odd columns contain logit models. All estimations are performed on a cross section of clients observed in the
month on June 2008. The reported coefficient are marginal effects. Inference is based on a robust variance
covariance matrix. An individual is considered a defaulter if either charged-off or after six consecutive months
of delinquency. Even columns contain OLS models. All estimations are performed on a panel of clients observed
between the months of April and June 2008. Inference is based on a variance covariance matrix clustered by
individuals. Net new borrowing is defined as the monthly increase in credit card debt for retail purposes minus
the monthly payment and interest rate charges. In all regression, Interest Rate (2007) is the pre-treatment
interest rate applied to the client. Income is individual income, measured in pounds. Age is individual age,
measured in years. Employment and marital status are a set of binary indicators pertaining to these categories.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. M.D.E. stands for minimum detectable effects. M.D.E. are calculated using
sample estimations, and setting α = 0.05 and 1− β = 0.80. Reported, is the value the mean would have to take
under the treatment for a significant treatment effect to be detected at the 5% level.
Cells 8 (low risk, medium utilization rate) and 9 (low risk, low utilization rate) show a very
similar behaviour to each other. In both cells individuals in the control group have very low
default rates, increase their credit demand over the March - June 2008 period, and show no
treatment effect both on default and net new borrowing. The cells do not show particular power.
However, in both cells and for both variables the means under the treatment and the control
are fairly similar. We believe that even if the cells had more power, there would not be a sizable
effect to detect.
Cell 7 presents more interesting results. Individuals in this cell show a non-negligible baseline
default rate (3.5%) and overall reduce their credit demand in the control group. The cell is
characterized by a sizable negative treatment effect in credit demand (−9.674, p− value : 0.00).
This implies that treated individuals reduce their credit demand 57% more, on average. Cell 7
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displays instead a close-to-zero (and not significant) treatment effect on default. The behaviour
of cell 7 individuals is consistent with the result of equations (2) and (4) (section 4.2). Low
risk individuals do not seem to be borrowing constrained, as they reduce their credit demand
when facing an increase in their interest rate, but show no interest rate sensitivity with respect
to default. The cell is numerous enough to have power: it has the power to detect both the
difference in default probability, and the difference in credit demand.
Cell 4 behaves consistently with the theoretical predictions. Similarly to cell 7, individuals
in this cell show a sizable baseline default rate (4.9%) and overall reduce their credit demand
in the control group (-21 pounds over the March-June 2008 period). The treatment effects are
characterized by an opposite behaviour, though. We observe a positive and significant treatment
effect on the probability of default: 2.2%. This corresponds to a 45% increase with respect to
the baseline value. Moreover, we observe an overall small and non-significant treatment effect
on credit demand. The predicted change is 8% of the baseline value. However, the coefficient is
not significant despite the cell has the power to detect an effect (see the bottom of the table).
Moreover, such a coefficient would represent a reduction in credit demand of 45p per month. We
consider this amount small enough to conclude that individuals in these cell show no sensitivity
of credit demand with respect to an increase in the interest rate. Consistently with equations
(3) and (5) we conclude that individuals in cell 4 are on average borrowing constrained. Power
analysis partially supports our results: the cell has indeed the power to detect the treatment
effect on default. The credit demand effect is instead negligible in itself, and does not need
further comments.
The comments referring to Cell 4 apply to Cell 1 as well. Individuals in this cell show a huge
baseline default rate (20%), comparable to the findings of non-academic reports on the topic
[OFT, 2010]. Cell 1 individuals overall reduce their credit demand in the control group (-
24.3 pounds over the March-June 2008 period). We observe a positive and sizable treatment
effect on the probability of default, but this effect is not significant: 1.3%. This implies that
individuals in the treatment group default on average 6.5% more than individuals in the control
group. Moreover, we observe an overall small and non-significant treatment effect on credit
demand. The predicted change is 10% of the baseline value. Nowever, the coefficient represents,
in absolute terms, a reduction in credit demand of 68p per month. We consider this value small
enough to claim that these individuals do not really show a reduction in credit demand because
of the treatment.
Although individuals in cell 1 behaves consistently with the presence of borrowing constraints,
we are not able to identify a significant treatment effect on default probability. We have a couple
of explanations for this finding. Firstly, cell 1 is overall more heterogeneous than the other cells.
For example, new clients are given low behavioural scores just because they lack credit history
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with the lender. This does not make them intrinsically riskier, though. As a consequence, the
treatment effect is likely to be less sizable than it would be in a more homogeneous cell. Needless
to say, a smaller treatment effect is by definition more difficult to detect. Moreover, the sample
size of cell 1 is seinsibly lower than than the ones of Cells 4 and 7. It is 36% of cell 4, and 26%
of cell 7. Power analyses show that cell 1 simply does not have the power to detect an effect
that we argue would be significant otherwise.9
4.4.3 Interest rate sensitivity of returns
Lenders face a trade-off when setting their interest rates. Higher interest rates can increase
revenues, but they can also reduce the quantity demanded and increase the lender’s costs by
causing more individuals to default. In this section we assess whether the increase in the interest
rate associated with the treatment resulted in an overall profitable intervention for the lender.
The treatment caused indeed some individuals to reduce their credit demand (cell 7), and some
to default (cell 4, and cell 1 with some caveats : see the previous section).
To investigate the above question, we calculate the interest charges of each individual in the
sample, and we perform an OLS regression of interest charges on treatment and the controls
described above. Regressions are performed cell by cell. Similarly to what we did with NNB,
the analyses are performed on the March - June 2008 period. Inference is based on a cluster
variance-covariance matrix.
Table 4.5 contains the regression results.
As columns (1) to (5) suggest, the intervention resulted profitable for all cells apart from cell
9.10 Cell 8, where we do not observe any sizeable treatment effect on default or credit demand,
is the cell that show the higher profitability: the treatment effect represent almost 17% of the
baseline interest rate charges. Cells 1 and 7 follow, with a treatment effect close to 10% of
the baseline interest rate charges. Despite the significant reduction in credit demand, and the
(non-significant, though) increase in defaults, in these cell the treatment managed to increase
the interest rate charges. In cell 4 the treatment effect is relatively less profitable: 5% of
the baseline interest charges. This result can be attributed to the high number of defaulters
generated by the treatment. A client who reduces their credit demand can indeed still generate
9Although cells 2, 3, 5 and 6 do not contain a control group, it is worth checking whether they present
comparable default rates with respect to the other cells. Cell 2 is the riskiest, and present indeed the highest
default rate (11%). The other cell behave accordingly, with the lowest default rate found in the least risky cells
(4% in cells 5 and 6). Results are displayed in table 4.8 in the appendix.
10We are considering the interest charges defaulters do not pay as a the only cost the lender is bearing for
filing. We do not observe actual filing costs in the database, and for simplicity we are assuming they are equal
to zero. These profits should be read as an upper bound.
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Table 4.5: OLS regressions. Dependent Variable: Interest Rate Charges.
Cell 1 Cell 4 Cell 7 Cell 8 Cell 9
(1) (2) (3) (4) (5)
A. T. E. 6.203∗∗ 4.015∗∗ 9.718∗∗∗ 13.278∗∗∗ -2.006
(2.96) (1.85) (1.99) (2.74) (3.11)
Interest rate (Nov.2007) 31.112 -45.111∗∗ -110.157∗∗∗ 132.676∗∗∗ 128.874∗∗∗
(35.32) (22.13) (24.18) (37.65) (35.34)
Income 0.000 0.000 0.000 -0.000∗∗∗ -0.000∗
(0.00) (0.00) (0.00) (0.00) (0.00)
Age 0.275∗∗∗ 0.764∗∗∗ 0.857∗∗∗ 1.014∗∗∗ 0.233∗∗∗
(0.09) (0.05) (0.06) (0.08) (0.08)
Baseline Value 60.091∗∗∗ 73.728∗∗∗ 96.888∗∗∗ 81.627∗∗∗ 36.741∗∗∗
(3.06) (1.83) (1.96) (2.70) (3.16)
Employment Status Yes Yes Yes Yes Yes
Marital Status Yes Yes Yes Yes Yes
Observations 13794 37339 52665 24369 15284
All columns contain OLS models. All estimations are performed on a panel of clients observed between the
months of April and June 2008. Inference is based on a variance covariance matrix clustered by individual.
Interest rate charges are as the monthly sum of interest monthly interest rate charges from January 2008 till the
month in which the individual is observed. In all regression, Interest Rate (2007) is the pre-treatment interest
rate applied to the client. Income is individual income, measured in pounds. Age is individual age, measured in
years. Employment and marital status are a set of binary indicators pertaining to these categories. ∗ p < 0.1,
∗∗ p < 0.05, ∗∗∗ p < 0.01
revenue. However, a client who defaults does not generate revenues by definition. Nevertheless,
the intervention resulted profitable in cell 4 as well.
This exercise shows that despite the treatment represents a reasonably big increase in the
interest rate (5%), and despite individuals show a certain credit demand and default sensitivity
to the interest rate increase, the intervention managed to increase interest rate charges. The
price increase counterbalanced the quantity reduction in cell 7, generating higher revenues. The
higher revenues generated in cells 1 and 4 counterbalanced instead the filing costs.
It is worth mentioning that the exercise herein described discusses profitability and the sen-
sitivity of returns for the existing pool of costumers only. The purpose of the company is to
understand how sensitive existing costumers are, and how an increase in the interest rate would
affect profitability conditional on the clientele base already collected. This exercise is not infor-
mative on how and increase in the interest rate would affect the ability of the lender to attract
new costumers, or to retain the existing ones in the long run.11
11Coeteris paribus, higher interest rates would make the credit card product less attractive. With respect
to the ability to attract new costumers, economic theory can be informative to predict two different (and not
mutually exclusive) outcomes. The first is straightforward. All else equal, if the price of obtaining credit goes up,
the lender will be able to attract less costumers. The second, less intuitive, is that the worse credit conditions
would increase asymmetric information, sorting out bad credit (adverse selection) and creating incentive not to
repay (moral hazard). While the first prediction does not allow us to predict whether returns will go up or down
(as this depends on the elasticity of credit demand), the second would surely decrease returns, as higher adverse
selection and moral hazard would lead to higher default probabilities. With respect to the long run capacity to
retaining existing costumers, this depends on the characteristics of the pool of clients. Constrained clients, with
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4.4.4 Robustness check: transitions
At the time of the experimental design (November 2007) the behavioural scores of individuals
in different risk categories (low, medium, high) for a given level of utilization rate do not overlap
across cells. The same happens for utilization rates, given a certain risk category. After the
beginning of the experiment, however, behavioural scores and utilization rates are allowed to
change. As a matter of fact they start overlapping across cells. The following graph describes
the November to June transition of behavioural scores.
Figure 4.2: Bscores by cell - before and after the treatment
As a robustness check, we analyze whether the treatment caused individuals to worsen their
situation. The rationale of this analysis is to investigate whether individuals who are pushed
to a ‘worse cell’ by the treatment are likely to be our defaulters. To perform this analysis we
reallocated individuals to cells in June 2008, making use of the behavioural score and utilization
rate thresholds implemented in November 2007. We call ‘stayers’ individuals who, in June 2008,
are allocated to the same cell from which they started in November 2007. We call ‘worse-off
individuals’ clients who make a transition to a lower-ranked cell (say, from 7 to 5, or from 4 to
3). We call ‘better-off individuals’ clients who make a transition to a better-ranked cell (say,
from 3 to 6, or from 1 to 3).12
no access to other sources of credit, will remain clients, if in need for credit to cope with their everyday activities.
Unconstrained clients, with access to other sources of credit, would be more likely to change lender, all else equal.
See also section 4.4.6 for a discussion on this.
12It goes without saying that an individual with a lower behavioural score did not improve their position or
their financial well-being. We argue that having a higher utilization rate implies being more financially exposed.
As a consequence we consider an individual who stays at the same level of risk, but is more financially exposed,
worse-off, given the particular nature of the sub-prime credit market.
Interest Rates and Default in Subprime Credit Markets: Evidence from a Randomized Price
Experiment 113
The estimated regression model is the following:
Pr(Transitionfromcellji) = Λ(γ0 + γ1Treatedi + γ2Xij + i) (4.23)
where the transition, as anticipated, can be: staying, going to a worse cell, going to a better cell;
and the rest of the equation has been defined above (section 4.4.1). The sample is restricted
to individuals being charged the median pre-treatment interest rate (0.295). Although this
restriction reduces the sample size, it also reduces the heterogeneity of the sample, and actually
helps improving power. More details about power are contained in the following. Moreover, the
vast majority of the individuals in each cell are charged the median interest rate, so the analysis
is a relevant description of cell behaviour. Table 4.6 contains the regression results.
Table 4.6: Logit Models.
Panel 1 Dependent Variable: staying in a given cell.
From: Cell 1 Cell 4 Cell 7 Cell 8 Cell 9
A. T. E. 0.091∗∗ -0.001 0.008 -0.040 0.067∗
(0.04) (0.02) (0.02) (0.03) (0.03)
Baseline Probability 0.317∗∗∗ 0.275∗∗∗ 0.501∗∗∗ 0.354∗∗∗ 0.498∗∗∗
(0.04) (0.02) (0.02) (0.03) (0.03)
Controls x x x x x
Observations 2409 6982 10061 4813 3167
Panel 2 Dependent Variable: moving to a worse cell.
From Cell 1 Cell 4 Cell 7 Cell 8 Cell 9
A. T. E. - 0.037∗ -0.011 0.044 -0.072∗∗
- (0.02) (0.02) (0.03) (0.03)
Baseline Probability - 0.266∗∗∗ 0.291∗∗∗ 0.437∗∗∗ 0.455∗∗∗
- (0.02) (0.02) (0.03) (0.03)
Controls - x x x x
Observations - 6982 10061 4813 3167
Panel 3 Dependent Variable: moving to a better cell.
From Cell 1 Cell 4 Cell 7 Cell 8 Cell 9
A. T. E. -0.091∗∗ -0.035 0.004 -0.002 -
(0.04) (0.02) (0.02) (0.02) -
Baseline Probability 0.683∗∗∗ 0.459∗∗∗ 0.208∗∗∗ 0.209∗∗∗ -
(0.04) (0.02) (0.02) (0.02) -
Controls x x x x -
Observations 2409 6982 10061 4813 -
Panel 1 of table 4.6 describes the staying-on probability. Consistently with a borrowing con-
strains explanation, individuals in cell 1 are kept in their cell by the treatment. More in detail,
the treatment increase the probability of staying in cell 1 by 9%. This is a sizeable effect: 29%
of the baseline probability. Power analyses show that this mean difference can be detected with
a power of 0.7, which we consider a reasonably high number.
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Panel 2 of table 4.6 describes the probability of moving to a worse cell. Consistently, cell
4 displays a positive and significant treatment effect. 3.7% of the individuals are puhed to an
inferior cell by default. This represents 13% of the baseline value. Such an effect would be safely
detected even with a power of 90%. However, two questions remain open at this point. Firstly
we need to understand whether these individuals are borrowing constrained. Secondly, we need
to understand whether these individuals are our defaulters. To answer the fist question, we
claim that a borrowing constrained individual in cell 4 would who worsens their situation would
move to cell 1, but not to cells 2 or 3. This because they should not be able to reduce their credit
demand. Further analyses demonstrate that this is the case: we find a positive and significant
treatment effect on the probability of moving from cell 4 to cell 1 (0.04, p − value : 0.07), a
negative and not-significant treatment effect on the probability of moving from cell 4 to cell 2
(−0.002, p − value : 0.25), and no treated individuals moving from cell 4 to cell 3. To answer
the second question, we create an interaction variable between the default dummy and the
‘worsening’ dummy (from cell 4), and we perform a logistic regression on treatment. We find
that the treatment has a positive and significant effect on the probability of worsening from cell
4 and defaulting (0.016, p− value : 0.06).
Panel 3 simply shows that treated individuals in cell 1 are less likely to improve their situation:
the cell 1 stayers of panel 1. This result does not need further comments.
4.4.5 Robustness check: duration models
Gross and Souleles [2002] analyze data that are similar, in their structure, to the ones herein
implemented. They have monthly credit card transaction data, in which they observe delin-
quency, default, and a relatively limited number of demographics. In their contribution, they
estimate duration models of default. For comparability, and as a robustness check, we perform
a similar analysis. It is worth noticing, however, that this cannot be our main analysis: we
do not observe individuals longer than six months after the implementation of the experiment
(till July 2008). Default however cannot take place before the sixth month of delinquency. As
a consequence, the duration models we estimate do not contain such a different information
with respect to the binary choice models estimated above. It is anyway relevant to include such
analyses, for comparability with the related literature and to check the robustness of the results
obtained.
Table 4.7 contains the main results. Odd columns contain parametric proportional hazard
models with an exponential specification. Even columns contain non parametric proportional
hazard models (Cox models). The period considered is February - July 2008.
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Table 4.7: Duration models (robustness check).
Cell 1 Cell 4 Cell 7 Cell 8 Cell 9
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
A. T. E. 1.034 1.034 1.208∗ 1.210∗ 0.869 0.868 1.419 1.420 0.656 0.656
(0.10) (0.10) (0.13) (0.13) (0.10) (0.10) (0.48) (0.49) (0.26) (0.26)
Income (£) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Age (years) 1.000 1.000 0.997 0.997 0.996 0.996 0.983∗∗ 0.983∗∗ 0.985 0.985
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01) (0.01) (0.01) (0.01)
Employment Status Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Marital Status Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 4591 4591 12442 12442 17551 17551 7811 7811 4594 4594
Odd columns contain parametric models, and make use of an exponential survival distribution. Even columns
contain non-parametric models (Cox models). All estimations are performed on a panel of clients observed
between the months of February and July 2008. The reported numbers are exponentiated coefficients. They
represent the change in the hazard rate of defaulting associated with a marginal increase in the regressor. An
individual is considered a defaulter if either charged-off or after six consecutive months of delinquency. In all
regression, Interest Rate (2007) is the pre-treatment interest rate applied to the client. Income is individual
income, measured in pounds. Age is individual age, measured in years. Employment and marital status are a
set of binary indicators pertaining to these categories. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
The results are consistent with the one commented in section 4.3.2: we find a significant treat-
ment effect in cell 4. The treatment increases the hazard rate of defaulting in June or July
2008 by 20% (columns (3) and (4)). The result is consistent to parametric estimation using
alternative distributions (Weibull).
The analyses commented above present two drawbacks. Firstly, PH models assume that individ-
ual characteristics do not influence latent survival time. This assumption is restrictive, however
in our case it could represent a good description of the data, as individuals cannot default before
the sixth month of delinquency. Estimation of an Accelerated Failure Time Weibull model does
not change the main results.
The second drawback is that monthly data cannot be treated as continuous, in theory. Gross
and Souleles [2002] estimate indeed dynamic probit models to model the time dependence of
the defaulting event. We estimate a probit model of default with time dummies and clustered
standard errors on a February - July 2008 sample, and we find consistent results: individuals in
cell 4 default more because of the treatment, and the result is robust to the introduction of the
month dummies (0.01, p − value : 0.06). Individuals in the other cells do not show significant
treatment effects.
4.4.6 Access to other sources of credit
If individuals have access to alternative sources of credit, this can influence the baseline theo-
retical predictions linked to an increase in the cost of borrowing. If an individual has access to
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other credit opportunities, two motives are indeed present:
• a substitution motive: if the price of credit in a given alternative goes up, the individual
can choose to increase their credit demand in a cheaper borrowing option;
• a hedging motive: as an increase in the cost of credit represents an increase in default
probability, an individual might use less risky options to hedge their risk. Potentially,
they can reduce their credit demand from the risky line of credit by borrowing money
from a safer lender.
The first motive leads to the conclusion that an individual with no access to other sources of
credit is less able to reduce their credit demand. The second motive leads to the conclusion
that an individual with no access to other sources of credit is more prone to default.
As we are able to observe whether the clients have access to their credit card, the data allow
us to test the above predictions, at the same time checking the robustness of the experimental
design. The treatment is indeed orthogonal to all individual characteristics, access to alternative
sources of credit included. The introduction of this additional indicator in the reduced form
models should not affect the magnitude and the significance of the treatment coefficient.
The following table contains the regression results:
Consistently with what mentioned above:
• the significance, the sign and the magnitude of the treatment effects remain unchanged
with respect to the previous specification (see table 4.4 for a comparison);
• individuals with no other cards are less able to reduce their credit demand (consistently
with the substitution motive);
• individuals with no other cards are slightly more prone to default (consistently with the
hedging motive).
Unfortunately, our data is overall limited with respect to individual characteristics, and in
particular on their wealth. As a consequence, providing more involved evidence on the topic
is objectively not feasible. Nevertheless, this robustness check shows that the overall findings
of the paper, and the experimental design, are robust to controlling for additional sources of
credit. Moreover, the additional regressor behaves according to the theoretical predictions.
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Table 4.8: Regression Models. Dependent Variables: Defualt ; Net New Borrowing.
Cell 1 Cell 4 Cell 7 Cell 8 Cell 9
Default NNB Default NNB Default NNB Default NNB Default NNB
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
A. T. E. 0.012 -2.687 0.022∗∗ -1.872 -0.002 -9.820∗∗∗ 0.007 -1.748 -0.003 -1.945
(0.03) (3.89) (0.01) (2.28) (0.01) (3.46) (0.01) (7.01) (0.00) (9.11)
Interest rate (Nov.2007) -0.332 -6.119 -0.033 17.112 -0.083 33.210 -0.009 -12.927 0.053 -102.432
(0.25) (40.59) (0.09) (29.50) (0.06) (36.44) (0.06) (81.69) (0.07) (119.80)
Income -0.000 0.000∗ -0.000 0.000 -0.000 0.000∗∗∗ -0.000 0.000 -0.000 -0.000
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Age 0.001 -0.350∗∗∗ -0.001∗∗∗ -0.413∗∗∗ 0.000 -0.563∗∗∗ -0.000 -0.389∗∗ -0.000 -0.183
(0.00) (0.09) (0.00) (0.07) (0.00) (0.09) (0.00) (0.19) (0.00) (0.27)
No other cards (%) 0.014 1.699 0.008∗ 5.471∗∗∗ -0.001 3.994∗∗ 0.001 6.460∗ 0.002 -6.851
(0.01) (2.02) (0.00) (1.32) (0.00) (1.69) (0.00) (3.53) (0.00) (4.98)
Baseline Value 0.200∗∗∗ -24.323∗∗∗ 0.049∗∗∗ -21.319∗∗∗ 0.035∗∗∗ -16.866∗∗∗ 0.006∗ 13.197∗ 0.009∗ 49.435∗∗∗
(0.02) (3.74) (0.01) (2.20) (0.01) (3.36) (0.00) (6.81) (0.01) (8.71)
Employment Status Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Marital Status Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 4591 4591 12442 12442 17551 17551 7811 7811 4594 4594
Odd columns contain logit models. All estimations are performed on a cross section of clients observed in the
month on June 2008. The reported coefficient are marginal effects. Inference is based on a robust variance
covariance matrix. An individual is considered a defaulter if either charged-off or after six consecutive months
of delinquency. Even columns contain OLS models. All estimations are performed on a panel of clients observed
between the months of April and June 2008. Inference is based on a variance covariance matrix clustered by
individuals. Net new borrowing is defined as the monthly increase in credit card debt for retail purposes minus
the monthly payment and interest rate charges. In all regression, Interest Rate (2007) is the pre-treatment
interest rate applied to the client. Income is individual income, measured in pounds. Age is individual age,
measured in years. Employment and marital status are a set of binary indicators pertaining to these categories.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. M.D.E. stands for minimum detectable effects. M.D.E. are calculated using
sample estimations, and setting α = 0.05 and 1− β = 0.80. Reported, is the value the mean would have to take
under the treatment for a significant treatment effect to be detected at the 5% level.
4.5 Conclusions
Using experimental data coming from a unique database, we are able to isolate the causal effect
of an increase in interest rate on the probability of defaulting and credit demand for credit
card users. Given the experimental nature of the data, we are able to observe a true exogenous
variation in the interest rate that does not depend, as it generally happens, on individual
characteristics.
Other than identifying a causal relationship between an interest rate increase and default prob-
ability, the paper assesses whether this causal effect is heterogeneous across costumers. The
answer is that an increase in the interest rate affects individual differently depending on how
borrowing constrained they are. Not-constrained individuals face an increase in the interest
rate by reducing their credit demand. However, constrained individuals respond to an interest
rate increase by worsening their credit position, and eventually defaulting.
We check the robustness of our results by estimating duration models of default probability. As
expected, duration models confirm the main results.
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Appendix: additional results (chapter 4).
Table 4.9: Default Rate in Cells 2 3 5 6.
(1) (2) (3) (4)
Cell 2 Cell 3 Cell 5 Cell 6
Default rate (constant) 0.11∗∗∗ 0.05∗∗∗ 0.04∗∗∗ 0.04∗∗∗
(0.01) (0.00) (0.00) (0.00)
Observations 281 137 2317 793
The estimations is performed on a cross section of clients observed in the month of June 2008.
The reported coefficient are marginal effects. Inference is based on a robust variance covariance
matrix. An individual is considered a defaulter if either charged-off or after six consecutive
months of delinquency. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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