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Abstract
Let X be a non-compact hyperbolic Riemann surface of finite hyperbolic vol-
ume with genus g ≥ 1. By the uniformization theorem from complex analysis,
X can be realized as the quotient space Γ\H, where Γ ⊂ PSL2(R) is a Fuch-
sian subgroup of the first kind acting by fractional linear transformations on
H. Since X is non-compact, Γ admits parabolic elements. We assume that Γ
does not admit torsion points.
Associated to the canonical volume form µcan(z) on X, there exists a canonical
Green’s function gcan(z, w) on X×X which is smooth away from the diagonal,
and is log-singular along the diagonal. In this thesis, we obtain bounds for
the canonical Green’s function gcan(z, w) away from the diagonal, in terms of
invariants coming from the hyperbolic geometry of X.
We define the hyperbolic Green’s function ghyp(z, w) on X × X via the heat
kernel Khyp(t; z, w) defined on R>0 × X × X. We then study its behav-
ior at the parabolic fixed points, and then proceed to express the difference
ghyp(z, w) − gcan(z, w) in terms of integrals involving the hyperbolic Green’s
function ghyp(z, w) and the canonical volume form µcan(z) for all z, w ∈ X.
We then prove a formula which expresses the canonical volume form µcan(z)
in terms of the hyperbolic volume form µhyp(z) and the hyperbolic heat kernel
Khyp(t; z, w). Using this relation, we derive an expression for the difference of
the hyperbolic and canonical Green’s functions ghyp(z, w)− gcan(z, w) solely in
terms of expressions related to the hyperbolic heat kernel.
Using the existing bounds for the hyperbolic heat kernel Khyp(t; z, w), we first
derive upper bounds for the hyperbolic Green’s function ghyp(z, w), and then
for the difference ghyp(z, w) − gcan(z, w) in terms of invariants coming from
the hyperbolic geometry of X. Using these estimates, we derive bounds for
the canonical Green’s function gcan(z, w), both away from the parabolic fixed
points and at the parabolic fixed points.
Keywords:
Hyperbolic Green’s function, Canonical Green’s function
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Abstrakt
Es sei X eine nicht-kompakte Riemannsche Fla¨che von endlichem hyperbolis-
chen Volumen und Geschlecht g ≥ 1. Gema¨ß des Uniformisierungssatzes
aus der komplexen Analysis la¨sst sich X als Quotientenraum Γ\H realisieren,
wobei Γ ⊂ PSL2(R) eine Fuchssche Untergruppe erster Art ist, welche durch
gebrochen-lineare Transformation auf H wirkt. Wegen der nicht-Kompaktheit
von X entha¨lt Γ parabolische Elemente. Wir nehmen an, dass Γ keine Tor-
sionspunkte zula¨sst.
Es existiert eine kanonische Greensche Funktion gcan(z, w) auf X×X bezu¨glich
der kanonischen Volumenform µcan(z) auf X, welche glatt außerhalb der Di-
agonale und log-singula¨r entlang der Diagonale ist. In der vorliegenden Arbeit
bestimmen wir Schranken fu¨r die kanonische Greensche Funktion außerhalb
der Diagonale in Termen von Invarianten aus der hyperbolischen Geometrie.
Wir definieren die hyperbolische Greensche Funktion ghyp(z, w) auf X×X u¨ber
den Wa¨rmeleitungskern Khyp(t; z, w) auf R>0 ×X ×X. Danach untersuchen
wir ihr Verhalten an den parabolischen Fixpunkten und beschreiben daran
anschließend die Differenz ghyp(z, w)− gcan(z, w) fu¨r alle z, w ∈ X mithilfe von
Integralen, welche die hyperbolische Greensche Funktion ghyp(z, w) sowie die
kanonische Volumenform µcan(z) beinhalten.
Dann beweisen wir eine Formel, welche die kanonische Volumenform µcan(z)
in Termen der hyperbolischen Volumenform µhyp(z) und des hyperbolischen
Wa¨rmeleitungskerns Khyp(t; z, w) ausdru¨ckt. Damit gelingt es uns, einen Aus-
druck fu¨r die Differenz der hyperbolischen und kanonischen Greenschen Funk-
tion ghyp(z, w)−gcan(z, w) zu finden, und zwar ausschließlich in Termen, welche
im Zusammenhang mit dem hyperbolischen Wa¨rmeleitungskern stehen.
Unter Verwendung bereits existierender Schranken fu¨r Khyp(t; z, w) erhalten
wir obere Schranken fu¨r die hyperbolische Greensche Funktion ghyp(z, w), und
damit auch fu¨r die Differenz ghyp(z, w)−gcan(z, w), in Termen von Invarianten
aus der hyperbolischen Geometrie. Mithilfe dieser Abscha¨tzungen ko¨nnen
wir die kanonische Greensche Funktion gcan(z, w) ausserhalb sowie an den
parabolischen Fixpunkten von oben beschra¨nken.
Schlu¨sselwo¨rter:
Hyperbolische Greensche Funktion, Kanonische Greensche Funktion
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Introduction
Background
In [2], Arakelov defined an intersection theory for divisors on an arithmetic sur-
face by incorporating the associated compact Riemann surface with its complex
analytic geometry. The contribution at infinity is calculated by using cer-
tain Green’s functions defined on the corresponding Riemann surfaces. These
Green’s functions are known as the canonical Green’s functions.
In [5], B. Edixhoven et al. devised an algorithm which for a given prime `,
computes the Galois representations modulo ` associated to a fixed modular
form of arbitrary weight, in time polynomial in `. To show that the complexity
of the algorithm is polynomial in `, they needed an upper bound for the canon-
ical Green’s function associated to the modular curve X1(`), as a function of
`. In [5], F. Merkl has derived an estimate of the canonical Green’s function
that is polynomial in `, which proved sufficient to conclude that the algorithm
has complexity that is polynomial in `.
In [11], motivated by the work of B. Edixhoven, using completely different
techniques, J. Jorgenson and J. Kramer derived estimates of the canonical
Green’s function on a compact hyperbolic Riemann surface, after removing its
log-singularity along the diagonal. These estimates were derived in terms of
invariants coming from hyperbolic geometry. As an application, they deduced
bounds for the canonical Green’s functions through covers and for families of
modular curves. Their estimates of the canonical Green’s function associated
to the modular curve X1(`), as a function of ` are uniform in `, which are much
sharper than the one deduced by F. Merkl.
The main goal of the current thesis is to extend the methods of J. Jorgenson
and J. Kramer from [11] to non-compact hyperbolic Riemann surfaces of finite
hyperbolic volume. In this thesis, we derive estimates of the canonical Green’s
function on a non-compact hyperbolic Riemann surface of finite hyperbolic
volume, after removing its log-singularity along the diagonal. Following the
same techniques as in [11], we derive bounds for the canonical Green’s functions
through covers and for families of modular curves.
Estimates of the canonical Green’s function at the parabolic fixed points are
essential for calculating the Faltings height of a modular curve. In [1], in course
of bounding the arithmetic self-intersection number of the relative dualizing
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sheaf for the modular curve X0(N), A. Abbes and E. Ullmo have obtained
an estimate of the canonical Green’s function when evaluated at two different
parabolic fixed points. In [18], H. Mayer has extended the work of A. Abbes
and E. Ullmo to the modular curve X1(N), and also computed an estimate of
the canonical Green’s function when evaluated at two different parabolic fixed
points.
Motivated by these results, as an application of the analysis derived in this
thesis, we compute an upper bound for the canonical Green’s function when
evaluated at two different parabolic fixed points.
Though we assume that our Riemann surface is devoid of torsion points, our
methods easily extend to the case when the Riemann surface does admit torsion
points. We hope to address the case of torsion points in a future article.
Notations
Let X be a non-compact hyperbolic Riemann surface of finite hyperbolic vol-
ume volhyp(X) with genus g ≥ 1. Then by the uniformization theorem from
complex analysis, X can be realized as the quotient space Γ\H, where Γ ⊂
PSL2(R) is a Fuchsian subgroup of the first kind acting via fractional linear
transformations on the upper half-plane H. We identify points on X with their
pre-images in H.
Let P denote the set of parabolic fixed points of Γ. We assume that Γ does
not have torsion points. Let X denote the compactification of X obtained by
adding the set of parabolic fixed points P to X, i.e., X = X ∪ P.
Let ∆hyp denote the hyperbolic Laplacian on X. Let µhyp(z) denote the natural
metric on X, which is compatible with its complex structure. Locally, for
z ∈ X, it is given by
µhyp(z) =
i
2
· dz ∧ dz
Im(z)2
.
The rescaled hyperbolic metric
µshyp(z) =
µhyp(z)
volhyp(X)
measures the volume of X to be one.
Let Sk(Γ) denote the C-vector space of cusp forms of weight k with respect
to Γ equipped with the Petersson inner product. Let {f1, . . . , fg} denote an
orthonormal basis of S2(Γ) with respect to the Petersson inner product. The
canonical metric µcan(z) is given by
µcan(z) =
i
2g
g∑
j=1
∣∣fj(z)∣∣2dz ∧ dz.
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For z, w ∈ X, the canonical Green’s function gcan(z, w) is defined as the solution
of the differential equation
dzd
c
zgcan(z, w) + δw(z) = µcan(z),
with the normalization condition∫
X
gcan(z, w)µcan(z) = 0.
On the diagonal, gcan(z, w) admits a log-singularity, i.e., for z, w ∈ X, it satis-
fies
lim
w→z
(
gcan(z, w) + log
∣∣ϑz(w)∣∣2) = Oz(1), (1)
where ϑz(w) denotes the local coordinate function for an open coordinate disk
around the point z, and the contribution from the term Oz(1) is a smooth
function in z.
Let Khyp(t; z, w) denote the hyperbolic heat kernel on R>0×X×X. To simplify
notation, when z = w we write Khyp(t; z) instead of Khyp(t; z, z). For z, w ∈ X
and z 6= w, the hyperbolic Green’s function ghyp(z, w) is defined as
ghyp(z, w) = 4pi
∫ ∞
0
(
Khyp(t; z, w)− 1
volhyp(X)
)
dt.
In analogy to the canonical Green’s function gcan(z, w), the hyperbolic Green’s
function satisfies the differential equation
dzd
c
zghyp(z, w) + δw(z) = µshyp(z),
with the normalization condition∫
X
ghyp(z, w)µhyp(z) = 0.
On the diagonal, ghyp(z, w) admits a log-singularity, i.e., for z, w ∈ X, it
satisfies
lim
w→z
(
ghyp(z, w) + log
∣∣ϑz(w)∣∣2) = Oz(1),
where ϑz(w) and Oz(1) are as in equation (1).
Main Results
We now summarize the main results of this thesis. We first generalize the result
of J. Jorgenson and J. Kramer from [11]
g µcan(z) =(
1
4pi
+
1
volhyp(X)
)
µhyp(z) +
1
2
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z), (2)
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which relates the hyperbolic and canonical volume forms to a relation of cur-
rents acting on smooth functions on X (see Theorem 2.9.5). We then extend
this relation of currents to a certain class of singular functions (see Theorem
3.2.4). Noting that the hyperbolic Green’s function belongs to this class of
singular functions, we derive (see Corollary 3.2.7)
ghyp(z, w)− gcan(z, w) =
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)+
1
2g
∫
X
ghyp(w, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)− Chyp
4g2
, (3)
where Chyp is a suitable constant.
The expression derived in equation (3) allows us to estimate the canonical
Green’s function gcan(z, w) solely in terms of invariants coming from the hy-
perbolic geometry of X.
Adapting the bounds for heat kernels from [11] to compact subsets of X, we
compute an upper bound for the difference ghyp(z, w)−gcan(z, w) on a compact
subset of X (see Theorem 6.1.12). The upper bound is expressed in terms of
the first non-zero eigenvalue of the hyperbolic Laplacian on X, the injectiv-
ity radius of the compact subset, and other data coming from the hyperbolic
geometry of X.
Using a result of P. Bruin from [4], we extend this upper bound to neighbor-
hoods of parabolic fixed points. Furthermore, we derive two different upper
bounds for the canonical Green’s function, when evaluated at two different
parabolic fixed points (see Corollary 6.2.9 and Theorem 7.1.14).
We then extend study these bounds through covers and for families of modular
curves, which we now explain. Let N ⊆ N be such that the modular curve
Y0(N) = Γ0(N)\H has genus gN ≥ 1, and Γ0(N) has no torsion points for
N ∈ N . Let qN denote the smallest prime in N . We denote the set of
parabolic fixed points of Γ0(N) by PN and its cardinality by |PN |.
Let 0 < ε < 1 be any number such that for all N ∈ N , the following condition
holds true:
UN,ε(p) ∩ UN,ε(q) = ∅ (4)
for all parabolic fixed points p, q ∈ PN and p 6= q, where UN,ε(p), UN,ε(q)
denote open coordinate disks of radius ε around p, q ∈ PN , respectively.
For a fixed 0 < ε < 1 satisfying (4), put
Y0(N)ε = Y0(N)\
⋃
p∈PN
UN,ε(p).
For N ∈ N , let gN,can(z, w) and gN,hyp(z, w) denote the canonical and hy-
perbolic Green’s functions defined on Y0(N) × Y0(N), respectively. Then, for
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N ∈ N sufficiently large, we derive the estimate (see Theorem 7.2.13)
sup
z,w∈Y0(N)ε
∣∣∣∣gN,hyp(z, w)− gN,can(z, w)∣∣∣∣ = OqN ,ε(gN |PN |(1 + 1λN,1
))
, (5)
where λN,1 denotes the first non-zero eigenvalue of the hyperbolic Laplacian
∆hyp on Y0(N). Let p, q ∈ PN be two parabolic fixed points with p 6= q. Then,
for N ∈ N sufficiently large, we prove that (see Corollary 7.2.17)∣∣gN,can(p, q)∣∣ = OqN ,ε(gN |PN |(1 + 1λN,1
))
. (6)
These results extend with notational changes to other families of modular
curves like {Y1(N)}N∈N and {Y (N)}N∈N .
Unlike the estimates derived in [11], from (5) and (6), it is easy to see that
our estimates are not uniformly bounded in N . The initial aim of the thesis
was to derive estimates similar to the ones obtained in [11]. Although our
estimates are not optimal, it is quite feasible to extend our methods to achieve
the optimal estimates. For this we need to revisit an estimate (see Theorem
5.2.11), which we have directly adapted to our situation from [11].
It is to be mentioned that P. Bruin in his doctoral thesis [4], in course of
generalizing Edixhoven’s algorithm has derived bounds for canonical Green’s
functions on non-compact hyperbolic Riemann surfaces of finite hyperbolic
volume. His bounds are slightly stronger than ours.
Outline
In Chapter 1, we introduce the basic notions. We introduce the main players,
namely, the canonical Green’s function, the hyperbolic heat kernel, and the
hyperbolic Green’s function defined on a non-compact hyperbolic Riemann
surface of finite hyperbolic volume. We state their well-known properties, and
explain how they are related to the more extensively studied Green’s functions
like the free-space Green’s function and the automorphic Green’s function.
In Chapter 2, we start with investigating the behavior of the hyperbolic Green’s
function at the parabolic fixed points, and proceed to show that it defines a
Green’s current. We then extend the key identity (2) to torsion and parabolic
fixed points at the level of currents.
In Chapter 3, we extend the key identity from Chapter 2 to a certain class of
singular functions. Noting that the hyperbolic Green’s function belongs to this
class of singular functions and using the extended version of the key identity,
we prove equation (3).
In Chapter 4, we introduce certain automorphic functions, and compute their
asymptotics at the parabolic fixed points. We then show that the right-hand
side of equation (3) can be further decomposed into integrals involving these
automorphic functions and the hyperbolic volume form.
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In Chapter 5, we introduce certain hyperbolic-geometric invariants associated
to a compact subset of the Riemann surface. In [11] upper bounds for the
hyperbolic heat kernel and the hyperbolic Green’s function were derived in
terms of these hyperbolic-geometric invariants. We adapt the upper bounds
from [11] to a compact subset of the Riemann surface, and proceed to extend
these upper bounds to the neighborhoods of parabolic fixed points.
In Chapter 6, using the above mentioned decomposition from Chapter 4 and
using the upper bounds derived in Chapter 5 for the hyperbolic heat kernel and
the hyperbolic Green’s function, we compute upper bounds for the canonical
Green’s function on a compact subset of the Riemann surface, after removing
its log-singularity along the diagonal. We then extend these upper bounds to
the neighborhoods of parabolic fixed points.
In Chapter 7, using the asymptotics of certain automorphic functions from
Chapter 4, we compute an upper bound for the canonical Green’s function
when evaluated at two different parabolic fixed points. Furthermore, using
the upper bounds derived in Chapter 6, we compute upper bounds for the
canonical Green’s functions through covers and for families of modular curves.
18
Chapter 1
Background material
In this chapter we set up the notation for the rest of the thesis.
In Section 1.1, we describe the structure of the Riemann surface associated to
the quotient space Γ\H, where Γ ⊂ PSL2(R) is a Fuchsian subgroup of the first
kind acting by fractional linear transformations on the upper half-plane H.
In Section 1.2, we introduce the hyperbolic metric and the hyperbolic Laplacian
on the Riemann surface Γ\H.
In Sections 1.3 and 1.4, we describe the canonical metric and the canonical
Green’s function defined on the Riemann surface Γ\H, respectively.
In Section 1.5, we recall the notions of the parabolic Eisenstein series and the
Kronecker’s limit function associated to a parabolic fixed point, and describe
their Fourier expansions at the parabolic fixed points.
In Section 1.6, we introduce the Hilbert space of square integrable functions
with respect to the hyperbolic metric.
In Section 1.7, we introduce the hyperbolic heat kernels defined on H, and the
quotient space Γ\H. We then state the spectral expansion of the hyperbolic
heat kernel defined on Γ\H, and proceed to describe its long-time and short-
time asymptotics.
In Sections 1.8, 1.9, and 1.10, we introduce the free-space Green’s function,
the automorphic Green’s function, and the hyperbolic Green’s function, re-
spectively. We state the well-known properties of these Green’s functions, and
show how they are related to the heat kernels.
In Section 1.11, we recall a key identity which was first proved in [11] for a
compact quotient Γ\H. Using this identity, estimates of the canonical Green’s
function were obtained in [11]. In the coming chapters, we extend this identity
to torsion and parabolic fixed points.
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1.1 Structure of X as a compact Riemann surface
Let C denote the complex plane. For z ∈ C, let x = Re(z) and y = Im(z)
denote the real and imaginary parts of z, respectively. Let
H = {z ∈ C |y = Im(z) > 0}
be the upper half-plane. Let Γ ⊂ PSL2(R) be a Fuchsian subgroup of the first
kind acting by fractional linear transformations on H. Let X be the quotient
space Γ\H of genus g ≥ 1. The quotient space X admits the structure of a
Riemann surface.
Let T , P be the set of torsion points, parabolic fixed points of X, respectively,
and |P| denote the number of parabolic fixed points; put S = T ∪ P. Since Γ
is a Fuchsian subgroup of the first kind, X admits only finitely many torsion
points and parabolic fixed points. For t ∈ T , let mt denote the order of t ; for
p ∈ P, put mp =∞; for z ∈ X\T , put mz = 1.
Let H∗ denote H ∪ PΓ, where PΓ is a suitable denumerable subset of P1(R),
and let X denote the quotient space Γ\H∗; we have X = X ∪ P.
Locally, away from the torsion points and the parabolic fixed points, we identify
X with its universal cover H, and hence, denote the points on X\S by the same
letter as the points on H.
The quotient space X admits the structure of a compact Riemann surface.
X can be viewed as the compactification of X, obtained by adding the set of
parabolic fixed points P to X. We refer the reader to Section 1.8 in [19], for
the details regarding the structure of X as a compact Riemann surface.
We now describe the coordinate neighborhoods and local coordinate functions
of the torsion and parabolic fixed points of X. For z ∈ X, let Ur(z) denote
an open coordinate disk of radius r around z. Let us denote the coordinate
function for w ∈ Ur(z) by ϑz(w).
For z ∈ X\S, and w ∈ Ur(z), the local coordinate function ϑz(w) is given by
ϑz(w) = w − z.
Let z = t ∈ T be a torsion point, and w ∈ Ur(t), then ϑt (w) is given by
ϑt (w) =
(
w − t
w − t
)mt
.
Let z = p ∈ P be a parabolic fixed point. So there exists a scaling matrix
σp ∈ PSL2(R) satisfying the relations
σpi∞ = p and σ−1p Γpσp = 〈γ∞〉, (1.1)
where
γ∞ =
(
1 1
0 1
)
and Γp = 〈γp〉, (1.2)
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denotes the stabilizer of p, with generator γp. Then for w ∈ Ur(p), ϑp(w) is
given by
ϑp(w) = e
2piiσ−1p w.
1.2 Hyperbolic metric
Definition 1.2.1. We denote the (1,1)-form corresponding to the hyperbolic
metric of X, which is compatible with the complex structure on X and has
constant negative curvature equal to minus one, by µhyp(z). Locally, for z ∈
X\T , it is given by
µhyp(z) =
i
2
· dz ∧ dz
Im(z)2
.
In the neighborhood of a torsion point t ∈ T , we see that the hyperbolic metric
can be written using local coordinates ϑt (z) as
µhyp(z) =
2i
m2t
· dϑt ∧ dϑt
|ϑt |2(1−1/mt )
(
1− |ϑt |2/mt
)2 . (1.3)
From equation (1.3), it follows that though the hyperbolic metric is singular
at torsion points, it still remains integrable at these points.
Similarly, in the neighborhood of a parabolic fixed point p ∈ P, we find that
the hyperbolic metric can be expressed in local coordinates as
µhyp(z) =
i
2
· dϑp ∧ dϑp(|ϑp| log |ϑp|)2 . (1.4)
Let volhyp(X) be the volume of X with respect to the hyperbolic metric µhyp.
It is given by the formula
volhyp(X) = 2pi
(
2g − 2 + |P|+
∑
t∈T
(
1− 1
mt
))
.
The rescaled hyperbolic metric
µshyp(z) =
µhyp(z)
volhyp(X)
,
measures the volume of X to be one.
Definition 1.2.2. Locally, for z ∈ X, the hyperbolic Laplacian ∆hyp on X is
given by
∆hyp = −y2
(
∂2
∂x2
+
∂2
∂y2
)
= −4y2
(
∂2
∂z∂z
)
.
Recall that d =
(
∂ + ∂
)
, dc =
1
4pii
(
∂ − ∂), and ddc = − ∂∂
2pii
. So for any
smooth function f on X, we find
−4piddcf = (∆hypf)µhyp .
Since X admits parabolic fixed points, ∆hyp admits both a discrete and a
continuous spectrum.
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1.3 Canonical metric
Let Sk(Γ) denote the C-vector space of cusp forms of weight k with respect to
Γ equipped with the Petersson inner product
〈f, g〉 = i
2
∫
X
f(z)g(z) Im(z)k · dz ∧ dz
Im(z)2
(
where f, g ∈ Sk(Γ)
)
.
Definition 1.3.1. Let {f1, . . . , fg} denote an orthonormal basis of S2(Γ) with
respect to the Petersson inner product. Then, the (1,1)-form µcan(z) corre-
sponding to the canonical metric of X is given by
µcan(z) =
i
2g
g∑
j=1
|fj(z)|2 dz ∧ dz.
The canonical metric µcan(z) remains smooth at the torsion and parabolic fixed
points, and measures the volume of X to be one.
Definition 1.3.2. Put
dX = sup
z∈X
µcan(z)
µshyp(z)
. (1.5)
Since the (1,1)-form µcan(z) remains smooth at the torsion and parabolic fixed
points, and 1/ µshyp(z) is zero at these points, the quantity dX is well defined.
1.4 Canonical Green’s function
Definition 1.4.1. For z, w ∈ X, the canonical Green’s function gcan(z, w) is
defined as the solution of the differential equation
dzd
c
zgcan(z, w) + δw(z) = µcan(z), (1.6)
with the normalization condition∫
X
gcan(z, w)µcan(z) = 0. (1.7)
The canonical Green’s function gcan(z, w) admits a log-singularity at z = w,
i.e., for z, w ∈ X, it satisfies
lim
w→z
(
gcan(z, w) + log |ϑz(w)|2
)
= Oz(1).
We refer the reader to Section 2.2 for the details regarding the existence,
uniqueness, and symmetry of the canonical Green’s function.
22
1.5 Parabolic Eisenstein series
In this section, we introduce the parabolic Eisenstein series and the Kronecker’s
limit function associated to a parabolic fixed point. We also describe the
Fourier expansions of these two functions at the parabolic fixed points.
Definition 1.5.1. For z ∈ X and s ∈ C with Re(s) > 1, the parabolic Eisen-
stein series Epar,p(z, s) corresponding to a parabolic fixed point p ∈ P is defined
by the series
Epar,p(z, s) =
∑
γ∈Γp\Γ
Im(σ−1p γz)
s,
where Γp and σp are as in Section 1.1.
The following theorem gives the Laurent expansion of the parabolic Eisenstein
series Epar,p(z, s) associated to a parabolic fixed point p ∈ P at s = 1.
Theorem 1.5.2. For z ∈ X, the parabolic Eisenstein series Epar,p(z, s) asso-
ciated to a parabolic fixed point p ∈ P converges absolutely and uniformly for
Re(s) > 1. It admits a meromorphic continuation to all s ∈ C with a simple
pole at s = 1, and the Laurent expansion at s = 1 is of the form
Epar,p(z, s) = 1
volhyp(X)
· 1
s− 1 + κp(z) +Oz(s− 1), (1.8)
where κp(z) the constant term of Epar,p(z, s) at s = 1 is called Kronecker’s limit
function.
Proof. The proof can be read from chapter 6 of [8].
The following theorem describes the Fourier expansion of the Kronecker’s limit
function κp(z) associated to a parabolic fixed point p ∈ P at the parabolic fixed
points.
Theorem 1.5.3. For z ∈ X, and p, q ∈ P, the Kronecker’s limit function
κp(σqz) admits a Fourier expansion of the form
κp(σqz) =∑
n<0
kp,q(n)e
2piinz + δp,q Im(z) + kp,q(0)−
log
(
Im(z)
)
volhyp(X)
+
∑
n>0
kp,q(n)e
2piinz,
with Fourier coefficients kp,q(n) ∈ C.
Proof. We refer the reader to Theorem 1.1 of [16] for the proof.
Corollary 1.5.4. For p, q ∈ P, as z ∈ X approaches q, we have
κp(z) = δp,q Im(σ
−1
q z)−
log
(
Im(σ−1q z)
)
volhyp(X)
+Oz(1)
= δp,q
(
− log |ϑq(z)|
2pi
)
− log
(− log |ϑq(z)|)
volhyp(X)
+Oz(1),
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where the contribution from the term Oz(1) in the above equation is a smooth
function in z.
Proof. The corollary follows easily from Theorem 1.5.3.
The following theorem describes the Fourier expansion of the parabolic Eisen-
stein series Epar,p(z, s) associated to a parabolic fixed point p ∈ P at the
parabolic fixed points.
Theorem 1.5.5. Let p, q ∈ P, then for z ∈ X and s ∈ C with Re(s) > 1, the
parabolic Eisenstein series Epar,p(σqz, s) associated to p ∈ P, admits a Fourier
expansion of the form
Epar,p(σqz, s) = δp,qys + αp,q(s)y1−s +
∑
n6=0
αp,q(n, s)Ws(nz),
where αp,q(s) and αp,q(n, s) are given by equations (3.21) and (3.22) in [8],
respectively, and Ws(nz) is the Whittaker function given by equation (A.6).
Proof. We refer the reader to Theorem 3.4 in [8].
Remark 1.5.6. For z ∈ X and s ∈ C with Re(s) > 1, from the definition
of the parabolic Eisenstein series Epar,p(z, s) associated to the parabolic fixed
point p ∈ P, it follows that
Epar,p(z, s) = Epar,p(z, s).
Using the above relation and the Fourier expansion of the parabolic Eisenstein
series Epar,p(z, s) stated above in Theorem 1.5.5, and from the definitions of
the Fourier coefficients αp,q(s) and αp,q(n, s), we derive
Epar,p(σqz, s) = δp,qys + αp,q(s)y1−s +
∑
n6=0
αp,q(n, s)Ws(nz). (1.9)
The above equation will come handy in Chapter 7.
Corollary 1.5.7. For p, q ∈ P, as z ∈ X approaches q, we have
Epar,p(z, s) = δp,q Im(σ−1q z)s + αp,q(s) Im(σ−1q z)1−s+
O
((
1 + Im(σ−1q z)
−Re(s))e−2pi Im(σ−1q z)) .
Proof. We refer the reader to Corollary 3.5 in [8].
1.6 Space of square integrable functions L2(X)
Definition 1.6.1. Let L2(X) denote the space of square integrable functions
on X with respect to the hyperbolic (1,1)-form µhyp(z), i.e., every f ∈ L2(X)
satisfies the condition
‖f‖2 =
∫
X
|f(z)|2 µhyp(z) <∞.
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Definition 1.6.2. There exists a natural inner product 〈·, ·〉 on L2(X) given
by
〈f, g〉 =
∫
X
f(z)g(z)µhyp(z),
where f, g ∈ L2(X), making L2(X) into a Hilbert space.
Theorem 1.6.3. Every f ∈ L2(X) admits the spectral expansion
f(z) =
∞∑
n=0
〈f, ϕn(z)〉ϕn(z)+
1
4pi
∑
p∈P
∫ ∞
−∞
〈f, Epar,p(z, 1/2 + ir)〉Epar,p(z, 1/2 + ir)dr,
where {ϕn(z)} denotes the set of orthonormal eigenfunctions for the discrete
spectrum of ∆hyp, and {Epar,p(z, 1/2 + ir)} denotes the set of eigenfunctions
for the continuous spectrum of ∆hyp, with Epar,p(z, s) denoting the parabolic
Eisenstein series for the parabolic fixed point p ∈ P.
Proof. We refer the reader to Theorem 7.3 in [8] for the proof.
Proposition 1.6.4. Let f, g ∈ L2(X) admitting the following spectral expan-
sions
f(z) =
∞∑
n=0
fnϕn(z) +
1
4pi
∑
p∈P
∫ ∞
−∞
fp(r)Epar,p(z, 1/2 + ir)dr,
g(z) =
∞∑
n=0
gnϕn(z) +
1
4pi
∑
p∈P
∫ ∞
−∞
gp(r)Epar,p(z, 1/2 + ir)dr.
Then, we have the relation∫
X
f(z)g(z)µhyp(z) =
∞∑
n=0
fngn +
1
4pi
∑
p∈P
∫ ∞
−∞
fp(r)gp(r)dr.
Proof. Let p, q ∈ P be two parabolic fixed points. Then, from Proposition 7.1
in [8], we have
1
4pi
〈∫ ∞
−∞
fp(r)Epar,p(z, 1/2 + ir)dr,
∫ ∞
−∞
gq(s)Epar,q(z, 1/2 + is)ds
〉
=
δp,q
∫ ∞
−∞
fp(s)gq(s)ds.
The proof of the proposition follows directly from the above equation.
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1.7 Heat Kernels
Definition 1.7.1. For t ∈ R>0 and z, w ∈ H, the heat kernel KH(t; z, w) on
R>0 ×H×H is given by the formula
KH(t; z, w) =
√
2e−t/4
(4pit)3/2
∫ ∞
dH(z,w)
re−r2/4t√
cosh(r)− cosh(dH(z, w))
dr, (1.10)
where dH(z, w) is the hyperbolic distance between z and w.
Remark 1.7.2. From the above formula, it is easy to see that KH(t; z, w)
depends only on the hyperbolic distance dH(z, w) between z and w. So we will
denote KH(t; z, w) by KH(t; ρ), where ρ = dH(z, w).
For dH(z, w) = 0, the above formula simplifies to
KH(t; z, z) = KH(t; 0) =
1
2pi
∫ ∞
0
e−(r
2+1/4)tr tanh(pir)dr.
Definition 1.7.3. For t ∈ R>0 and z, w ∈ X, the hyperbolic heat kernel
Khyp(t; z, w) on R>0 ×X ×X is defined as
Khyp(t; z, w) =
∑
γ∈Γ
KH(t; z, γw). (1.11)
For z, w ∈ X, the hyperbolic heat kernel Khyp(t; z, w) satisfies the differential
equation (
∆hyp,z +
∂
∂t
)
Khyp(t; z, w) = 0, (1.12)
where ∆hyp,z denotes the hyperbolic Laplacian ∆hyp acting on the variable
z. Furthermore for a fixed w ∈ X, and any smooth function f on X, the
hyperbolic heat kernel Khyp(t; z, w) satisfies the equation
lim
t→0
∫
X
Khyp(t; z, w)f(z)µhyp(z) = f(w). (1.13)
From equations (1.12) and (1.13), it can be deduced that for a fixed w ∈ X,
and for all t > 0, the equation holds true∫
X
Khyp(t; z, w)µhyp(z) = 1. (1.14)
To simplify notation, we write Khyp(t; z) instead of Khyp(t; z, z), when z = w.
The hyperbolic heat kernel Khyp(t; z, w) admits the spectral expansion
Khyp(t; z, w) =
∞∑
n=0
ϕn(z)ϕn(w)e
−λnt+
1
4pi
∑
p∈P
∫ ∞
−∞
Epar,p(z, 1/2 + ir)Epar,p(w, 1/2− ir)e−(r2+1/4)tdr, (1.15)
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where λn denotes the eigenvalue of the normalized eigenfunction ϕn(z) and
(r2 + 1/4) is the eigenvalue of the eigenfunction Epar,p(z, 1/2 + ir) (see also
Theorem 1.6.3).
The heat kernel Khyp(t; z, w) satisfies the long-time and short-time asymp-
totics.
Khyp(t; z, w)− 1
volhyp (X)
= O
(
e−c1t
)
(z, w ∈ X; t→∞), (1.16)
Khyp(t; z, w) = O
(
e−c2/t
)
(z, w ∈ X; z 6= w; t→ 0), (1.17)
Khyp(t; z)−mzKH(t; 0) = O
(
e−c3/t
)
(z ∈ X; t→ 0). (1.18)
Here, c1, c2, and c3 are positive constants, which depend only on the Riemann
surface X.
1.8 Free-space Green’s function
Definition 1.8.1. For z, w ∈ H with z 6= w, and s ∈ C with Re(s) > 0, the
free-space Green’s function gH,s(z, w) is defined as
gH,s(z, w) = gH,s(u(z, w)) =
Γ(s)2
Γ(2s)
u−sF (s, s; 2s,−1/u),
where u = u(z, w) = |z − w|2/(4 Im(z) Im(w)) and F (s, s; 2s,−1/u) is the
hypergeometric function.
For z, w ∈ H with z 6= w, and s ∈ C with Re(s) > 0, the free-space Green’s
function gH,s(z, w) converges absolutely and uniformly.
For z, w ∈ H, and s ∈ C with Re(s) > 0, the free-space Green’s function
gH,s(z, w) admits a log-singularity along the diagonal, i.e.,
lim
w→z
(
gH,s(z, w) + log |z − w|2
)
= Os,z(1).
Remark 1.8.2. There is a sign error in the formula defining the free-space
Green’s function given by equation (1.46) in [8], i.e., the last argument −1/u in
the hypergeometric function has been incorrectly stated as 1/u, which we have
corrected in our definition. We have also normalized the free-space Green’s
function defined in [8] by multiplying it by 4pi.
For z, w ∈ H with z 6= w and s = 1, we put
gH(z, w) = gH,1(z, w),
and by substituting s = 1 in the definition of gH,s(z, w), we get
gH(z, w) = − log
∣∣∣∣z − wz − w
∣∣∣∣2. (1.19)
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1.9 Automorphic Green’s function
Definition 1.9.1. For z, w ∈ X with z 6= w, and s ∈ C with Re(s) > 1, the
automorphic Green’s function ghyp,s(z, w) is defined as
ghyp,s(z, w) =
∑
γ∈Γ
gH,s(z, γw).
The following theorem summarizes the basic properties of the automorphic
Green’s function.
Theorem 1.9.2. The automorphic Green’s function ghyp,s(z, w) satisfies the
following properties:
(1) For z, w ∈ X with z 6= w, and s ∈ C with Re(s) > 1 and Re(s(s− 1)) > 1,
we have
ghyp,s(z, w) = 4pi
∫ ∞
0
Khyp(t; z, w)e
−s(s−1)tdt. (1.20)
(2) For z, w ∈ X and z 6= w, the automorphic Green’s function satisfies the
differential equation (
∆hyp,z + s(s− 1)
)
ghyp,s(z, w) = 0, (1.21)
where ∆hyp,z denotes the hyperbolic Laplacian ∆hyp acting on the variable z,
as before.
(3) For z, w ∈ X, and s ∈ C with Re(s) > 1, we have
lim
w→z
(
ghyp,s(z, w) + log |ϑz(w)|2
)
= Os,z(1),
i.e, for z ∈ X\T , w ∈ X, and s ∈ C with Re(s) > 1, we have
lim
w→z
(
ghyp,s(z, w) + log |z − w|2
)
= Os,z(1),
and for z = t ∈ T , w ∈ X, and s ∈ C with Re(s) > 1, we have
lim
w→t
(
ghyp,s(t , w) + log |t − w|2mt
)
= Os,t (1).
(4) For a fixed w ∈ X, as z ∈ X approaches p ∈ P, and s ∈ C with Re(s) > 1,
we obtain
lim
z→p ghyp,s(z, w) = 0.
(5) For z, w ∈ X and z 6= w, the automorphic Green’s function ghyp,s(z, w)
admits a meromorphic continuation to all s ∈ C with a simple pole at s = 1
with residue 4pi/ volhyp(X), and the Laurent expansion at s = 1 is of the form
ghyp,s(z, w) =
4pi
volhyp(X)s
· 1
s− 1 + g
(1)
hyp(z, w) +Oz,w(s− 1), (1.22)
where g
(1)
hyp(z, w) is the constant term of ghyp,s(z, w) at s = 1.
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Proof. The above statements are well-known, and one can find the proofs in
chapters 5 and 6 of [8].
Definition 1.9.3. Let p, q ∈ P be two parabolic fixed points. Put
Cp,q = min
{
c > 0
∣∣∣∣( a bc d
)
∈ σ−1p Γσq
}
and Cp = Cp,p, where σp, σq are given by equation (1.1) in Section 1.1.
The following theorem, which gives the Fourier expansion of the automor-
phic Green’s function, is later used for computing the Fourier expansion, and
studying the behavior of the hyperbolic Green’s function at the parabolic fixed
points. It is also used in Chapters 4 and 7 to study the behavior of certain
automorphic functions at the parabolic fixed points.
Theorem 1.9.4. Let p, q ∈ P be two parabolic fixed points. Then for z, w ∈ X
with Im(w) > Im(z) and Im(w) Im(z) > C−2p,q , and s ∈ C with Re(s) > 1, the
automorphic Green’s function admits the Fourier expansion
ghyp,s(σpz, σqw) =
4pi Im(w)1−s
2s− 1
(
δp,q Im(z)
s + αp,q(s) Im(z)
1−s)+
4pi Im(z)1−s
2s− 1
∑
m6=0
αp,q(m, s)Ws(mw) +
4pi Im(w)1−s
2s− 1
∑
n6=0
αp,q(n, s)Ws(nz)+
δp,q
∑
n6=0
1
|n|Ws(nw)Vs(nz) + 4pi
∑
mn6=0
Zs(m,n)Ws(mw)Ws(nz), (1.23)
where αp,q(s), αp,q(n, s), and Ws(z) are as in Theorem 1.5.5; Vs(z) is the
Whittaker function given by equation (A.5), and Zs(m,n) is given by equation
(5.16) in [8].
Proof. We refer the reader to Theorem 5.3 in [8] for the proof.
An estimate of the automorphic Green’s function ghyp,s(σpz, σqw) was derived
in Lemma 5.4 in [8] using Theorem 1.9.4. But one of the expressions on the
right-hand side of equation (1.23) was wrongly estimated. In the following
corollary, we correct this estimate.
Corollary 1.9.5. With hypotheses as in Theorem 1.9.4, the Fourier expansion
of ghyp,s(σpz, σqw) given by equation (1.23) can be further simplified to
ghyp,s(σpz, σqw) = 4pi
Im(w)1−s
2s− 1 Epar,q(σpz, s)− δp,q log
∣∣1− e2pii(w−z)∣∣2+
O
(
e−2pi(Im(w)−Im(z))
)
. (1.24)
Proof. In the proof of Lemma 5.4 in [8], excepting the term
δp,q
∑
n6=0
1
|n|Ws(nw)Vs(nz)
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appearing in the third line on the right-hand side of equation (1.23), all other
terms have been correctly estimated. Considering the estimates derived in the
proof of Lemma 5.4 from [8] for the remaining terms on the right-hand side of
equation (1.23), we arrive at the estimate of the automorphic Green’s function
ghyp,s(σpz, σqw) = 4pi
Im(w)1−s
2s− 1 Epar,q(σpz, s)+∑
n6=0
1
|n|Ws(nw)Vs(nz) +O
(
e−2pi Im(σ
−1
p w)
)
. (1.25)
So to prove the lemma, it is sufficient to show that∑
n6=0
1
|n|Ws(nw)Vs(nz) = − log
∣∣1− e2pii(w−z)∣∣2 +O(e−2pi(Im(w)−Im(z))).
We apply the asymptotics (see proof of Lemma 5.4 in [8] for details)
Ws(nw) = e
(2piinRe(w)−2pi|n| Im(w)) · (1 +O(|n|−1)),
Vs(nz) = e
(−2piinRe(z)+2pi|n| Im(z)) · (1 +O(|n|−1)),
and arrive at∑
n6=0
1
|n|Ws(nw)Vs(nz) =
∑
n6=0
1
|n|e
(2piinRe(w)−2pi|n| Im(w))×
e(−2piinRe(z)+2pi|n| Im(z)) +O
(
e−2pi(Im(w)−Im(z))
)
.
So it suffices to prove that∑
n6=0
1
|n|e
(2piinRe(w)−2pi|n| Im(w)) · e(−2piinRe(z)+2pi|n| Im(z)) = − log ∣∣1− e2pii(w−z)∣∣2.
The left-hand side in the above equation can be written as a sum of two ex-
pressions ∑
n6=0
1
|n|e
(2piinRe(w)−2pi|n| Im(w)) · e(−2piinRe(z)+2pi|n| Im(z)) =
∑
n>0
1
n
e2piin(Re(w)+i Im(w)) · e2piin(−Re(z)−i Im(z))+
∑
n<0
−1
n
e2piin(Re(w)−i Im(w)) · e2piin(−Re(z)+i Im(z)). (1.26)
The first expression on the right-hand side of equation (1.26) can be written
as ∑
n>0
1
n
e2piin(Re(w)+i Im(w)) · e2piin(−Re(z)−i Im(z)) =
∑
n>0
1
n
e2piin(Re(w)+i Im(w)−Re(z)−i Im(z)) =
∑
n>0
1
n
e2piin(w−z). (1.27)
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Since ∣∣e2piin(w−z)∣∣ = ∣∣e2piin(Re(w)−Re(z))∣∣ · e−2pin(Im(w)−Im(z)) < 1,
from the Taylor expansion of − log |1− z|, we get∑
n>0
1
n
e2piin(w−z) = − log (1− e2pii(w−z)).
Similarly, after replacing the variable n by −m, the second expression in equa-
tion (1.26) simplifies to∑
n<0
−1
n
e2piin(Re(w)−i Im(w)) · e2piin(−Re(z)+i Im(z)) =
∑
m>0
1
m
e−2piim(Re(w)−Re(z)−i Im(w)+i Im(z)) =
∑
m>0
1
m
e−2piim(w−z) = − log (1− e−2pii(w−z)). (1.28)
Hence, combining equations (1.27) and (1.28), we get∑
n6=0
1
|n|e
(2piinRe(w)−2pi|n| Im(w)) · e(−2piinRe(z)+2pi|n| Im(z)) =
− log (1− e2pii(w−z))− log (1− e−2pii(w−z)) = − log ∣∣1− e2pii(w−z)∣∣2,
which proves the lemma.
1.10 Hyperbolic Green’s function
Definition 1.10.1. For z, w ∈ X and z 6= w, the hyperbolic Green’s function
is defined as
ghyp(z, w) = 4pi
∫ ∞
0
(
Khyp(t; z, w)− 1
volhyp(X)
)
dt.
The following theorem states the basic properties of the hyperbolic Green’s
function, which directly follow from its definition.
Theorem 1.10.2. The hyperbolic Green’s function ghyp(z, w) satisfies the fol-
lowing properties:
(1) For z, w ∈ X and z 6= w, ghyp(z, w) is smooth and symmetric in z and w.
(2) For z, w ∈ X, we have
lim
w→z
(
ghyp(z, w) + log |ϑz(w)|2
)
= Oz(1),
for z ∈ X\T and w ∈ X, we have
lim
w→z
(
ghyp(z, w) + log |z − w|2
)
= Oz(1),
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and for z = t ∈ T and w ∈ X, we have
lim
w→t
(
ghyp(z, w) + log |z − t |2mt
)
= Ot (1).
(3) For z, w ∈ X\T , the hyperbolic Green’s function satisfies the differential
equation
dzd
c
zghyp(z, w) + δw(z) = µshyp(z), (1.29)
with the normalization condition∫
X
ghyp(z, w)µhyp(z) = 0. (1.30)
(4) For z, w ∈ X and z 6= w, we have
g
(1)
hyp(z, w) = ghyp(z, w). (1.31)
Proof. The first three properties are well-known, and one can easily deduce
them either from the properties of the heat kernel mentioned in Section 1.7, or
from the properties of the automorphic Green’s function ghyp,s(z, w) discussed
in Section 1.9.
From equations (1.20) and (1.22), we find that
g
(1)
hyp(z, w) = lims→1
(
ghyp,s(z, w)− 4pi
volhyp(X)s
· 1
s− 1
)
= 4pi lim
s→1
(∫ ∞
0
Khyp(t; z, w)e
−s(s−1)dt−
∫ ∞
0
e−s(s−1)
volhyp(X)
dt
)
= 4pi
∫ ∞
0
(
Khyp(t; z, w)− 1
volhyp(X)
)
dt
= ghyp(z, w),
which proves assertion (4) and hence, the theorem.
1.11 Key identity
The following proposition will be useful in Section 2.7 for computing the first
Chern form with respect to the residual hyperbolic metric on Ω1
X
.
Proposition 1.11.1. For z ∈ X\T , we have
− dzdcz limw→z
(
ghyp(z, w) + log |z − w|2
)
=
1
2pi
µhyp(z) +
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z).
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Proof. When X admits no torsion and no parabolic fixed points, the result has
been proved as Proposition 3.3 in [11]. The same proof can be easily adapted
to our case, provided z ∈ X\T .
The following theorem gives a very important identity which relates the canon-
ical and hyperbolic metrics. Using computations of Chern forms, the result has
been proved as Theorem 3.4 in [11], for the case when X admits no torsion
and no parabolic fixed points.
In [10], using Theorem 3.4 in [11] and studying the degeneration of compact
Riemann surfaces, the result has been extended to the case when X admits
parabolic fixed points.
Theorem 1.11.2. For z ∈ X\T , we have the relation of differential forms
g µcan(z) =(
1
4pi
+
1
volhyp(X)
)
µhyp(z) +
1
2
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z).
Proof. As stated above, the result has been established as Theorem 3.4 in [11],
when X is compact. The proof given in [11] applies to our case where X does
admit torsion and parabolic fixed points, as long as z ∈ X\T .
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Chapter 2
Key identity for currents
As mentioned before, Theorem 1.11.2 which relates the canonical and hy-
perbolic metrics, has been first proved in [11] as Theorem 3.4. In [11], in
Lemma 3.1, J. Jorgenson and J. Kramer first expressed the difference of the
canonical and hyperbolic Green’s functions, in terms of integrals involving only
the hyperbolic Green’s function and the canonical metric.
Then in Proposition 3.3, they compute the first Chern form with respect to
the residual hyperbolic metric on the cotangent bundle. Then using the com-
putation of the first Chern form with respect to the residual canonical metric
on the cotangent bundle from [2], they establish Theorem 3.4.
In [10], J. Jorgenson and J. Kramer even extended Theorem 1.11.2 to non-
compact, finite volume Riemann surfaces without torsion points. They proved
the extension by studying Theorem 3.4 from [11] for a degenerating family of
compact hyperbolic Riemann surfaces.
In this chapter, we extend the relation of differential forms in Theorem 1.11.2
to torsion and parabolic fixed points at the level of currents. We follow the
original method of proof given in [11], as the computations carried out in this
article still remain valid away from the torsion and parabolic fixed points. We
also use computations and results from [14].
In Section 2.1 we describe the extensions of the hyperbolic and canonical met-
rics to X.
In Section 2.2, we introduce the canonical Green’s function on X×X, and then
show that its restriction to X ×X is the canonical Green’s function studied in
Section 1.4.
We also state a distributional relation from [17], which the current associated
to the canonical Green’s function satisfies on X.
In Section 2.3, we introduce the residual canonical metric, and state the first
Chern form with respect to this metric on the cotangent bundle of X .
In Section 2.4, using the Fourier expansion of the automorphic Green’s function
described in Section 1.9, we derive the asymptotics of the hyperbolic Green’s
function at the parabolic fixed points. These asymptotics are very useful in
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the analysis that follows.
In Section 2.5, using the analysis of Section 2.4, we describe an extension of the
hyperbolic Green’s function to X. We then show that the current [ĝhyp(·, w)]
associated to the hyperbolic Green’s function ghyp(z, w) defines a Green’s cur-
rent on X, for every w ∈ X\P.
In Section 2.6, we prove an auxiliary identity, which expresses the difference of
the canonical and hyperbolic Green’s functions, in terms of integrals involving
only the hyperbolic Green’s function and the canonical metric.
In Section 2.7, we introduce the residual hyperbolic metric, and compute the
first Chern form with respect to this metric on the cotangent bundle of X.
In Section 2.8, we recall results from [14], where it has been shown that the
function ∫ ∞
0
∆hypKhyp(t; z)dt
remains bounded on X.
In Section 2.9, using the results from previous sections, we derive an extension
of Theorem 1.11.2 to torsion and parabolic fixed points at the level of currents.
2.1 Extensions of µhyp and µcan to X
Remark 2.1.1. From equations (1.3) and (1.4), we find that the hyperbolic
(1,1)-form µhyp(z) becomes singular, but still remains integrable on X. We
denote this singular and integrable (1,1)-form on X by µ̂hyp(z).
Definition 2.1.2. Since the hyperbolic (1,1)-form µ̂hyp(z) is integrable on X,
it defines a current [µ̂hyp(z)] of type (1, 1) on X. The current [µ̂hyp(z)] acts on
smooth functions f defined on X in the usual way, i.e.,
[µ̂hyp(z)](f) =
∫
X
f(z) µ̂hyp(z).
Since µ̂hyp(z) is integrable at the parabolic fixed points, and since there are only
finitely many of them, the volume of X with respect to the extended hyperbolic
volume form µ̂hyp(z), is the same as that of X with respect to µhyp(z). So we
denote it again by volhyp(X).
The rescaled hyperbolic (1,1)-form is given by
µ̂shyp(z) =
µ̂hyp(z)
volhyp (X)
,
which measures the volume of X to be one. Let [µ̂shyp(z)] denote the current
defined by the rescaled hyperbolic (1,1)-form µ̂shyp(z) on X.
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Remark 2.1.3. Let µ̂can(z) denote (1,1)-form corresponding to the canonical
metric on X. Then the canonical (1,1)-form µcan(z) is the restriction of the
(1,1)-form µ̂can(z) to X.
Definition 2.1.4. The canonical (1,1)-form µ̂can(z) defines a current [µ̂can(z)]
of type (1, 1) on X, acting on smooth functions f defined on X in the usual
way, i.e.,
[µ̂can(z)](f) =
∫
X
f(z) µ̂can(z).
2.2 Extension of gcan(z, w) to X
Definition 2.2.1. For z, w ∈ X, the canonical Green’s function ĝcan(z, w) is
defined as the solution of the differential equation
dzd
c
z ĝcan(z, w) + δw(z) = µ̂can(z), (2.1)
with the normalization condition∫
X
ĝcan(z, w) µ̂can(z) = 0. (2.2)
The canonical Green’s function ĝcan(z, w) admits a log-singularity along the
diagonal, i.e., for z, w ∈ X, we have
lim
w→z
(
ĝcan(z, w) + log |ϑz(w)|2
)
= Oz(1). (2.3)
In [2], Arakelov has proved the existence, uniqueness, and symmetry of the
canonical Green’s function ĝcan(z, w), for all compact Riemann surfaces.
Lemma 2.2.2. The canonical Green’s function gcan(z, w) is the restriction of
ĝcan(z, w) to X × X.
Proof. It is easy to see that for z, w ∈ X\P, the canonical Green’s function
ĝcan(z, w) satisfies the differential equation (1.6). The canonical metric µ̂can(z)
remains smooth at the parabolic fixed points, so for w ∈ X\P bounded away
from the parabolic fixed points, ĝcan(z, w) remains smooth, as z approaches
the parabolic fixed points.
Since X is obtained by adding finitely many parabolic fixed points to X, we can
conclude that ĝcan(z, w) also satisfies the normalization condition, i.e., equation
(1.7), which implies that gcan(z, w) is the restriction of ĝcan(z, w) to X×X.
Corollary 2.2.3. The canonical Green’s function gcan(z, w) exists, and is
unique. Furthermore, for z, w ∈ X and z 6= w, gcan(z, w) is symmetric in
z and w.
Proof. The proof follows from Lemma 2.2.2, and from the existence, unique-
ness, and symmetry of ĝcan(z, w).
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Definition 2.2.4. For a fixed w ∈ X, the canonical Green’s function ĝcan(z, w)
defines a function on X with log-singularity at z = w, and remains smooth for
all z bounded away from w. So it is integrable with respect to smooth (1,1)-
forms η defined on X, and hence, defines a current [ĝcan(·, w)] of type (0, 0) on
X. Its action on smooth (1,1)-forms η is given by
[ĝcan(·, w)](η) =
∫
X
ĝcan(z, w)η(z).
The following lemma shows that the current [ĝcan(·, w)] associated to the canon-
ical Green’s function ĝcan(z, w) is a Green’s current, for a fixed w ∈ X.
Lemma 2.2.5. For a fixed w ∈ X, we have the distributional relation on X
dzd
c
z[ĝcan(z, w)] + δw(z) = [µ̂can(z)].
Proof. This result follows from Theorem II.1.5 in [17].
2.3 Residual canonical metric on Ω1
X
Definition 2.3.1. For z ∈ X, we define
log ‖dϑz‖2res,can(z) = limw→z
(
ĝcan(z, w) + log |ϑz(w)|2
)
.
Since the function
lim
w→z
(
ĝcan(z, w) + log |ϑz(w)|2
)
remains smooth for all z ∈ X, the residual canonical metric is well defined and
smooth on X.
Definition 2.3.2. Since log ‖dϑz‖2res,can(z) remains smooth on X, it defines a
current
[
log ‖dϑz‖2res,can(z)
]
of type (0,0) on X.
The following proposition gives the first Chern form associated to the residual
canonical metric on the cotangent bundle Ω1
X
.
Proposition 2.3.3. For z ∈ X, the first Chern form c1
(
Ω1
X
, ‖ · ‖res,can
)
is
given by the formula
c1
(
Ω1
X
, ‖ · ‖res,can
)
= −dzdcz log ‖dϑz‖2res,can(z) = (2g − 2) µ̂can(z).
Proof. We refer the reader to [2] for the details of the proof.
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2.4 ghyp(z, w) at the parabolic fixed points
In the following proposition, using the Fourier expansion of the automorphic
Green’s function stated in Proposition 1.9.4, we compute the Fourier expansion
of the hyperbolic Green’s function.
Using the Fourier expansion of the hyperbolic Green’s function, we ascertain
its behavior at the parabolic fixed points in the corollaries that follow.
Proposition 2.4.1. For a fixed w ∈ X, and for z ∈ X with Im(σ−1p z) >
Im(σ−1p w) and Im(σ−1p z) Im(σ−1p w) > C−2p , we have
ghyp(z, w) = 4piκp(w)− 4pi
volhyp(X)
− 4pi
volhyp(X)
log
(
Im(σ−1p z)
)−
log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2 +O(e−2pi(Im(σ−1p z)−Im(σ−1p w))), (2.4)
where σp is a scaling matrix associated to the parabolic fixed point p ∈ P given
by equation (1.1), and Cp is as defined in Section 1.9.
Proof. From the proof of Theorem 1.10.2, we have
ghyp(z, w) = lim
s→1
(
ghyp,s(w, z)− 4pi
volhyp(X)s
· 1
s− 1
)
= lim
s→1
(
ghyp,s(w, z)− 4pi
volhyp(X)
· 1
s− 1
)
+
4pi
volhyp(X)
. (2.5)
Now for a fixed w ∈ X, for each z ∈ X with Im(σ−1p z) > Im(σ−1p w) and
Im(σ−1p z) Im(σ−1p w) > C−2p , and s ∈ C with Re(s) > 1, from Corollary 1.9.5,
we have
ghyp,s(z, w) = 4pi
Im(σ−1p z)1−s
2s− 1 Epar,p(w, s)− log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2+
O
(
e−2pi(Im(σ
−1
p z)−Im(σ−1p w))). (2.6)
Since the limit in equation (2.5) converges uniformly, we can substitute the
automorphic Green’s function ghyp,s(z, w) in equation (2.5) by the expression
on the right-hand side of equation (2.6), and we get
ghyp(z, w) = 4pi lim
s→1
(
Im(σ−1p z)1−s
2s− 1 Epar,p(w, s)−
1
volhyp(X)
· 1
s− 1
)
+
4pi
volhyp(X)
− log ∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2 +O(e−2pi(Im(σ−1p z)−Im(σ−1p w))). (2.7)
To evaluate the limit
4pi lim
s→1
(
Im(σ−1p z)1−s
2s− 1 Epar,p(w, s)−
1
volhyp(X)
· 1
s− 1
)
,
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we need to compute the Laurent expansions of Epar,p(w, s), Im(σ−1p z)1−s, and
(2s − 1)−1 at s = 1. The Laurent expansions of Im (σ−1p z)1−s and (2s − 1)−1
at s = 1 are easy to compute, and are of the form
Im (σ−1p z)
1−s
= 1− (s− 1) log ( Im (σ−1p z))+O((s− 1)2),
1
2s− 1 = 1− 2(s− 1) +O
(
(s− 1)2);
from Theorem 1.5.2, we know that the Laurent expansion of Epar,p(w, s) at
s = 1 is of the form
Epar,p(w, s) = 1
volhyp(X)
· 1
s− 1 + κp(w) +Ow(s− 1).
Combining the above three equations, we arrive at
4pi lim
s→1
(
Im(σ−1p z)1−s
2s− 1 Epar,p(w, s)−
1
volhyp(X)
· 1
s− 1
)
=
4piκp(w)− 8pi
volhyp(X)
− 4pi
volhyp(X)
log
(
Im(σ−1p z)
)
, (2.8)
which together with equation (2.7) implies the proposition.
Corollary 2.4.2. For a fixed w ∈ X, as z ∈ X approaches a parabolic fixed
point p ∈ P, we have
ghyp(z, w) = − 4pi
volhyp(X)
log
(
Im(σ−1p z)
)
+Oz,w(1)
= − 4pi
volhyp(X)
log
(− log |ϑp(z)|)+Oz,w(1), (2.9)
where the contribution from the term Oz,w(1) in the above equation is a smooth
function in z.
Proof. The corollary follows from Proposition 2.4.1.
Corollary 2.4.3. For p, q ∈ P and p 6= q, and z, w ∈ X approaching p, q,
respectively, we have
ghyp(z, w) =
− 4pi
volhyp(X)
log
(
Im(σ−1p z)
)− 4pi
volhyp(X)
log
(
Im(σ−1q w)
)
+Oz,w(1) =
− 4pi
volhyp(X)
log
(− log |ϑp(z)|)− 4pi
volhyp(X)
log
(− log |ϑq(w)|)+Oz,w(1),
where the contribution from the term Oz,w(1) in the above equation is a smooth
function in z and w.
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Proof. We first let z ∈ X approach p ∈ P, and then allow w ∈ X approach
q ∈ P. From Proposition 2.4.1, we know that for a fixed w ∈ X, as z ∈ X
approaches p ∈ P, we get
ghyp(z, w) = 4piκp(w)− 4pi
volhyp(X)
− 4pi
volhyp(X)
log
(
Im(σ−1p z)
)
+Oz,w(1).
(2.10)
From Corollary 1.5.4, as w ∈ X approaches q ∈ P with q 6= p, we find
κp(w) = −
log
(
Im(σq
−1w)
)
volhyp(X)
+Ow(1). (2.11)
Now the corollary follows by just combining equations (2.10) and (2.11).
2.5 Extension of ghyp(z, w) to X
In this section, we define the current associated to the hyperbolic Green’s
function, and then proceed to prove that it is a Green’s current.
Definition 2.5.1. From Corollary 2.4.2, we know that for a fixed w ∈ X, the
hyperbolic Green’s function ghyp(z, w) has a log log-growth as z approaches a
parabolic fixed point. Hence, for a fixed w ∈ X\P, it defines a singular function
ĝhyp(z, w) on X with a log log-singularity at the parabolic fixed points and a
log-singularity at z = w.
Definition 2.5.2. For a fixed w ∈ X\P, we know that ĝhyp(z, w) admits a
log log-singularity at the parabolic fixed points and a log-singularity at z = w.
So it is integrable with respect to smooth (1,1)-forms defined on X, and hence,
defines a current [ĝhyp(·, w)] of type (0,0) on X. It acts on smooth (1,1)-forms
η defined on X in the usual way, i.e.,
[ĝhyp(·, w)](η) =
∫
X
ĝhyp(z, w)η(z).
Analogously, for a fixed z ∈ X\P, the hyperbolic Green’s function ghyp(z, w)
extends to a singular function ĝhyp(z, w) on X, and defines a current [ĝhyp(z, ·)]
of type (0,0) on X.
Since ghyp(z, w) is symmetric in z and w, we expect the currents [ĝhyp(·, w)]
and [ĝhyp(w, ·)] to be equal, which is indeed the case as shown in the following
lemma.
Lemma 2.5.3. For a fixed w ∈ X\P, we have the relation of currents
[ĝhyp(w, ·)] = [ĝhyp(·, w)].
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Proof. For any smooth (1,1)-form η on X, we need to prove that∫
X
ĝhyp(w, z)η(z) =
∫
X
ĝhyp(z, w)η(z).
Let Ur(w), Ur(p) denote open coordinate disks of radius r around w, a parabolic
fixed point p ∈ P, respectively. Put
Yr = X\
(
Ur(w) ∪
⋃
p∈P
Ur(p)
)
.
For z, w ∈ X and z 6= w, ghyp(z, w) is symmetric in z and w. So we get∫
Yr
ĝhyp(w, z)η(z) =
∫
Yr
ĝhyp(z, w)η(z).
We now choose r small enough such that for z ∈ Ur(w), we have
ĝhyp(w, z) = − log |z − w|2mw +Or,w(1) = ĝhyp(z, w),
and for z ∈ Ur(p) and p ∈ P, from Corollary 2.4.2, we have
ĝhyp(w, z) = − 4pi
volhyp(X)
log
(
Im(σ−1p z)
)
+Or,w(1) = ĝhyp(z, w).
Hence, we arrive at∫
Ur(w)
ĝhyp(w, z)η(z) =
∫
Ur(w)
ĝhyp(z, w)η(z),
and ∑
p∈P
∫
Ur(p)
ĝhyp(w, z)η(z) =
∑
p∈P
∫
Ur((p)
ĝhyp(z, w)η(z),
which finishes the proof.
In analogy to Lemma 2.2.5, we derive the following relation of currents on X.
In the following lemma, we show that the current [ĝhyp(·, w)], associated to the
hyperbolic Green’s function ĝhyp(z, w) is a Green’s current.
Lemma 2.5.4. For a fixed w ∈ X\P, we have the relation of currents on X
dzd
c
z[ĝhyp(z, w)] + δw(z) = [µ̂shyp(z)].
Proof. We need to show that for a fixed w ∈ X\P, and any smooth function
f on X, the equality holds true∫
X
ĝhyp(z, w)dzd
c
zf(z) + f(w) =
∫
X
f(z) µ̂shyp(z).
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We will mimic the proof of Theorem II.1.5 in [17]. We divide the proof into
two cases.
Case 1. Let w ∈ X\S and Ur(w), Ur(t), Ur(p) denote open coordinate disks
of radius r around w, a torsion point t ∈ T , and a parabolic fixed point p ∈ P,
respectively. Put
Yr = X\
(
Ur(w) ∪
⋃
t∈T
Ur(t) ∪
⋃
p∈P
Ur(p)
)
.
So we find that ∫
Yr
ghyp(z, w)dzd
c
zf(z)−
∫
Yr
f(z)µshyp(z) −−−→
r→0∫
X
ĝhyp(z, w)dzd
c
zf(z)−
∫
X
f(z) µ̂shyp(z) =
dzd
c
z[ĝhyp(z, w)](f)− [µ̂shyp(z)](f).
From equation (1.29), we have∫
Yr
ghyp(z, w)dzd
c
zf(z)−
∫
Yr
f(z)µshyp(z) =∫
Yr
ghyp(z, w)dzd
c
zf(z)−
∫
Yr
f(z)dzd
c
zghyp(z, w).
So it suffices to prove that∫
Yr
ghyp(z, w)dzd
c
zf(z)−
∫
Yr
f(z)dzd
c
zghyp(z, w) −−−→
r→0
−f(w). (2.12)
From Stokes’s theorem, we have∫
Yr
ghyp(z, w)dzd
c
zf(z)−
∫
Yr
f(z)dzd
c
zghyp(z, w) =∫
∂Ur(w)
f(z)dczghyp(z, w)−
∫
∂Ur(w)
ghyp(z, w)d
c
zf(z)+∑
t∈T
∫
∂Ur(t)
f(z)dczghyp(z, w)−
∑
t∈T
∫
∂Ur(t)
ghyp(z, w)d
c
zf(z)+
∑
p∈P
∫
∂Ur(p)
f(z)dczghyp(z, w)−
∑
p∈P
∫
∂Ur(p)
ghyp(z, w)d
c
zf(z).
Now for z ∈ Ur(w), we use dcz in polar coordinates, which is given by
dcz =
r
2
∂
∂r
dθ
2pi
− 1
4pi
∂
∂θ
dr
r
. (2.13)
From Theorem 1.10.2, we know that for z ∈ ∂Ur(w)
ghyp(z, w) = − log r2 +Or,w(1),
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where the contribution from the term Or,w(1) in the above equation is a smooth
function in r. So we derive∫
∂Ur(w)
f(z)dczghyp(z, w)−
∫
∂Ur(w)
ghyp(z, w)d
c
zf(z) =
−
∫
∂Ur(w)
f(z)r
∂ log r
∂r
dθ
2pi
+
∫
∂Ur(w)
r log r
∂f
∂r
dθ
2pi
+O(r).
Since f is a smooth function on X, and
r
∂ log r
∂r
−−−→
r→0
1 and r log r −−−→
r→0
0,
we get∫
∂Ur(w)
f(z)dczghyp(z, w)−
∫
∂Ur(w)
ghyp(z, w)d
c
zf(z) −−−→
r→0
−f(w). (2.14)
For z ∈ Ur(t) and w ∈ X\S, the hyperbolic Green’s function ghyp(z, w) remains
smooth. Since f is a smooth function on X, we get∫
∂Ur(t)
f(z)dczghyp(z, w)−
∫
∂Ur(t)
ghyp(z, w)d
c
zf(z) −−−→
r→0
0. (2.15)
From Corollary 2.4.2, we know that for z ∈ ∂Ur(p)
ghyp(z, w) = − 4pi
volhyp(X)
log
(− log r)+Or,w(1),
where the contribution from the term Or,w(1) in the above equation is a smooth
function in r. So using polar coordinates stated in equation (2.13), we derive∫
∂Ur(p)
f(z)dczghyp(z, w)−
∫
∂Ur(p)
ghyp(z, w)d
c
zf(z) =
− 4pi
volhyp(X)
∫
∂Ur(p)
f(z)
r
2
∂ log
(− log r)
∂r
dθ
2pi
+
4pi
volhyp(X)
∫
∂Ur(p)
r
2
log
(− log r)∂f
∂r
dθ
2pi
+O(r).
Again since f is smooth on X, and
r
∂ log
(− log r)
∂r
=
1
log r
−−−→
r→0
0 and r log
(− log r) −−−→
r→0
0, (2.16)
we get ∫
∂Ur(p)
f(z)dczghyp(z, w)−
∫
∂Ur(p)
ghyp(z, w)d
c
zf(z) −−−→
r→0
0. (2.17)
The above equation also holds true for w = t ∈ T .
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Combining equations (2.14), (2.15), and (2.17), we arrive at equation (2.12),
which proves the lemma for the case w ∈ X\S.
Case 2. Let w = u ∈ T . Since equation (2.15) remains valid for w = u ∈ T , it
suffices to prove that∑
t∈T
∫
∂Ur(t)
f(z)dczghyp(z, u)−
∑
t∈T
∫
∂Ur(t)
ghyp(z, u)dczf(z) −−−→
r→0
−f(u).
For z ∈ ∂Ur(t) and t 6= u, ghyp(z, u) remains smooth. Since f is a smooth
function on X, we get∫
∂Ur(t)
f(z)dczghyp(z, u)−
∫
∂Ur(t)
ghyp(z, u)dczf(z) −−−→
r→0
0. (2.18)
For z ∈ ∂Ur(u), from Theorem 1.10.2, we can express ghyp(z, u) as
ghyp(z, u) = − log |z − u|2mu +Or,u(1),
which in local coordinates around u transforms to
ghyp(z, u) = − log |ϑu(z)|2 +Or,u(1) = − log r2 +Or,u(1),
where again the contribution from the term Or,u(1) in the above equation is
a smooth function in r. This implies that Case 2 is analogous to Case 1, and
hence, the proof follows.
Definition 2.5.5. Using the fact that ĝhyp(z, w) admits a log log-singularity at
the parabolic fixed points, it can be shown that the limit lim
w→p[ĝhyp(·, w)] does
not exist, where p ∈ P. But from Lemma 2.5.4, we find that dzdcz[ĝhyp(z, w)]
still exists. So for w = p ∈ P, we put
dzd
c
z[ĝhyp(z, p)] = [µ̂shyp(z)]− δp(z).
Proposition 2.5.6. For a fixed w ∈ X, we have the relation of currents on X
dzd
c
z[ĝhyp(z, w)] + δw(z) = [µ̂shyp(z)].
Proof. The proof follows from Lemma 2.5.4 and Definition 2.5.5.
2.6 An auxiliary identity
When X is compact, and devoid of any torsion and parabolic fixed points,
Lemma 3.1 in [11] expresses the difference of the hyperbolic and canonical
Green’s functions as a sum of integrals involving the hyperbolic Green’s func-
tion and the canonical metric. In this section, we extend this lemma to the
case when X admits torsion and parabolic fixed points.
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Lemma 2.6.1. There exists a unique integrable function Φ̂(z) defined on X
satisfying the equation
dzd
c
z[Φ̂(z)] = [µ̂shyp(z)]− [µ̂can(z)], (2.19)
with the normalization condition∫
X
Φ̂(z)µcan(z) = 0, (2.20)
where [Φ̂(z)] is the current determined by Φ̂(z) on X.
Proof. Since the cohomology classes of [µ̂shyp(z)] and [µ̂can(z)] are equal in
H2
(
X,Z
) ∼= Z, the difference
[µ̂shyp(z)]− [µ̂can(z)]
is a d-exact current on X. Hence, from the ∂∂¯-lemma for currents, we can
conclude that there exists an integrable function Φ̂(z) defined on X such that
dzd
c
z[Φ̂(z)] = [µ̂shyp(z)]− [µ̂can(z)],
which proves the existence of Φ̂(z).
Let Ψ̂(z) be another integrable function on X satisfying equations (2.19) and
(2.20). Then
dzd
c
z[Φ̂(z)− Ψ̂(z)] = 0,
which implies that [Φ̂(z) − Ψ̂(z)] is a harmonic current on X, and since X is
compact, we get
Φ̂(z) = Ψ̂(z) + C,
for some constant function C on X. Since both Φ̂(z) and Ψ̂(z) satisfy equation
(2.20), it implies that the constant C = 0, and hence the function Φ̂(z) is
uniquely determined by equations (2.19) and (2.20).
Lemma 2.6.2. Let us denote the restriction of Φ̂(z) to X by Φ(z). Then, for
z, w ∈ X, we have
ghyp(z, w)− gcan(z, w) =
1
2
(
Φ(z) + Φ(w) +
∫
X
ghyp(z, ζ)µcan(ζ) +
∫
X
ghyp(w, ζ)µcan(ζ)
)
. (2.21)
Proof. For a fixed w ∈ X, consider the function
Fw(z) = ghyp(z, w)− gcan(z, w)−
∫
X
ghyp(w, ζ)µcan(ζ)
defined on X.
For a fixed w ∈ X, we know that ghyp(z, w) is integrable with respect to
smooth (1,1)-forms, and determines a current of type (0,0) on X. Moreover,
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the canonical metric µ̂can(z) remains smooth at the parabolic fixed points, and
since there are only finitely many parabolic fixed points, we can conclude that∫
X
ĝhyp(w, ζ) µ̂can(ζ) =
∫
X
ghyp(w, ζ)µcan(ζ),
and hence, the integral ∫
X
ghyp(w, ζ)µcan(ζ)
exists. Furthermore,
ghyp(z, w)− gcan(z, w)
remains bounded as z approaches w. So we can conclude that the function
Fw(z) is well defined on X.
For a fixed w ∈ X, we have seen in Sections 2.2 and 2.5 that the Green’s
functions gcan(z, w) and ghyp(z, w) extend to X and define currents [ĝcan(·, w)]
and [ĝhyp(·, w)], respectively, of type (0,0). Hence, for a fixed w ∈ X, the
function Fw(z) determines a current
[F̂w] = [ĝhyp(·, w)]− [ĝcan(·, w)]−
∫
X
ghyp(w, ζ)µcan(ζ)
of type (0,0) on X. It follows from Lemmas 2.2.5 and 2.5.4 that [F̂w] satisfies
equation (2.19).
It is also easy to see that Fw(z) satisfies equation (2.20). Hence, from the
uniqueness of Φ̂(z), we get
Φ(z) = Fw(z) = ghyp(z, w)− gcan(z, w)−
∫
X
ghyp(w, ζ)µcan(ζ), (2.22)
which implies that Fw(z) is independent of w ∈ X.
From the symmetry of the Green’s functions ghyp(z, w) and gcan(z, w), it follows
that
Φ(w) = ghyp(z, w)− gcan(z, w)−
∫
X
ghyp(z, ζ)µcan(ζ), (2.23)
and combining equations (2.22) and (2.23), we arrive at
ghyp(z, w)− gcan(z, w) =
1
2
(
Φ(z) + Φ(w) +
∫
X
ghyp(z, ζ)µcan(ζ) +
∫
X
ghyp(w, ζ)µcan(ζ)
)
,
which proves the lemma.
Remark 2.6.3. From equation (2.22), we have∫
X
ghyp(ξ, ζ)µcan(ζ) = ghyp(z, ξ)− gcan(z, ξ)− Φ(z),
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for ξ, z ∈ X. Since the integral of each term on the right-hand side of the
above equation exists when integrated with respect to µcan(ξ) on X, we can
conclude that the integral∫
X
∫
X
ghyp(ξ, ζ)µcan(ζ)µcan(ξ)
exists.
Proposition 2.6.4. For z, w ∈ X, we have
ghyp(z, w)− gcan(z, w) = φ(z) + φ(w),
where
φ(z) =
∫
X
ghyp(z, ζ)µcan(ζ)− 1
2
∫
X
∫
X
ghyp(ξ, ζ)µcan(ζ)µcan(ξ).
Proof. For all z, w ∈ X, from Lemma 2.6.2, we have
2
∫
X
(
ghyp(z, w)− gcan(z, w)
)
µcan(w) =∫
X
(
Φ(z) + Φ(w) +
∫
X
ghyp(z, ζ)µcan(ζ) +
∫
X
ghyp(w, ζ)µcan(ζ)
)
µcan(w),
which due to equation (2.20), further simplifies to
2
∫
X
ghyp(z, w)µcan(w) =
Φ(z) +
∫
X
ghyp(z, ζ)µcan(ζ) +
∫
X
∫
X
ghyp(ξ, ζ)µcan(ζ)µcan(ξ).
Hence, we arrive at∫
X
ghyp(z, ζ)µcan(ζ) = Φ(z) +
∫
X
∫
X
ghyp(ξ, ζ)µcan(ζ)µcan(ξ),
which leads to
Φ(z) =
∫
X
ghyp(z, ζ)µcan(ζ)−
∫
X
∫
X
ghyp(ξ, ζ)µcan(ζ)µcan(ξ).
Substituting the above formula for Φ(z) in equation (2.21), we get
ghyp(z, w)− gcan(z, w) =
∫
X
ghyp(z, ζ)µcan(ζ)+∫
X
ghyp(w, ζ)µcan(ζ)−
∫
X
∫
X
ghyp(ξ, ζ)µcan(ζ)µcan(ξ).
The proof of the proposition follows by setting
φ(z) =
∫
X
ghyp(z, ζ)µcan(ζ)− 1
2
∫
X
∫
X
ghyp(ξ, ζ)µcan(ζ)µcan(ξ).
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Using Corollary 2.4.2, we derive the behavior of the function φ(z) at the
parabolic fixed points in the following corollary.
Corollary 2.6.5. As z ∈ X approaches a parabolic fixed point p ∈ P, we have
φ(z) = − 4pi
volhyp(X)
log
(− log |ϑp(z)|)+Oz(1), (2.24)
where the contribution from the term Oz(1) in the above equation is a smooth
function in z.
Proof. From Proposition 2.6.4, we know that for z ∈ X,
φ(z) = ghyp(z, w)− gcan(z, w)− φ(w),
for any w ∈ X, fixed. The proof now follows from Corollary 2.4.2, and the fact
that the canonical Green’s function gcan(z, w) remains smooth, as z approaches
a parabolic fixed point p ∈ P.
We can give an alternate proof for Corollary 2.4.3, using Proposition 2.6.4 and
Corollary 2.6.5.
Corollary 2.6.6. For p, q ∈ P and p 6= q, and z, w ∈ X approaching p, q,
respectively, we have
ghyp(z, w) =
− 4pi
volhyp(X)
log
(− log |ϑp(z)|)− 4pi
volhyp(X)
log
(− log |ϑq(w)|)+Oz,w(1),
where the contribution from the term Oz,w(1) in the above equation is a smooth
function in z and w.
Proof. From Proposition 2.6.4, we have
ghyp(z, w) = gcan(z, w) + φ(z) + φ(w).
Now the proof easily follows from Corollary 2.6.5, and the fact that the canoni-
cal Green’s function gcan(z, w) remains bounded, as z, w approach p, q, respec-
tively, for p 6= q.
Remark 2.6.7. From Corollary 2.6.5, we know that the function φ(z) is
smooth on X, with a log log-growth at the parabolic fixed points. So φ(z) ∈
L2(X), i.e., the function φ(z) is square integrable with respect to the hyper-
bolic metric µhyp(z) on X. Hence, from Theorem 1.6.3 it follows that φ(z)
admits a spectral expansion of the form
φ(z) =
∞∑
n=0
φnϕn(z) +
1
4pi
∑
p∈P
∫ ∞
−∞
φp(r)Epar,p(z, 1/2 + ir)dr,
where φn =
〈
φ(z), ϕn(z)
〉
and φp(r) =
〈
φ(z), Epar,p(z, 1/2 + ir)
〉
, and the inner
product 〈·, ·〉 is as defined in Section 1.6.
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2.7 Residual hyperbolic metric on Ω1
X
In this section, we introduce the residual hyperbolic metric on the cotangent
bundle Ω1
X
. We show that it is log log-singular at the parabolic fixed points,
and then compute the first Chern form associated to the residual hyperbolic
metric.
Definition 2.7.1. For z ∈ X, define
log ‖dϑz‖2res,hyp(z) = limw→z
(
ghyp(z, w) + log |ϑz(w)|2
)
.
Remark 2.7.2. From Proposition 1.10.2, we know that
lim
w→z
(
ghyp(z, w) + log |ϑz(w)|2
)
remains bounded for all z ∈ X, so we can conclude that the residual hyperbolic
metric is well defined on X.
In the following proposition, we show that the residual hyperbolic metric is
log log-singular at the parabolic fixed points.
Proposition 2.7.3. As z ∈ X approaches a parabolic fixed point p ∈ P, we
have
log ‖dϑz‖2res,hyp(z) = −
8pi
volhyp(X)
log
(− log |ϑp(z)|)+Oz(1),
where the contribution from the term Oz(1) in the above equation is a smooth
function in z.
Proof. Let z ∈ Ur(p), where Ur(p) denotes an open disk of radius r around
the parabolic fixed point p ∈ P. For a fixed w ∈ X and r small enough, from
Proposition 2.4.1, we have
ghyp(z, w) = 4piκp(w)− 4pi
volhyp(X)
− 4pi
volhyp(X)
log
(
Im(σ−1p z)
)−
log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2 +O(e−2pi(Im(σ−1p z)−Im(σ−1p w))).
This implies that as w approaches z, we get
lim
w→z
(
ghyp(z, w) + log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2) =
4piκp(z)− 4pi
volhyp(X)
log
(
Im(σ−1p z)
)
+Oz(1).
Recalling the Fourier expansion of the Kronecker’s limit function κp(z) de-
scribed in Corollary 1.5.4, and combining it with the above equation, we get
lim
w→z
(
ghyp(z, w) + log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2) =
4pi
(
Im(σ−1p z)−
2
volhyp(X)
log
(
Im(σ−1p z)
))
+Oz(1), (2.25)
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where the contribution from the term Oz(1) in the above equation is a smooth
function in z. Now for z ∈ Ur(p), we have
log ‖dϑz‖2res,hyp(z) = limw→z
(
ghyp(z, w) + log |ϑz(w)|2
)
=
lim
w→z
(
ghyp(z, w) + log
∣∣e2piiσ−1p w − e2piiσ−1p z∣∣2) =
lim
w→z
(
ghyp(z, w) + log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2 + log ∣∣e2piiσ−1p w∣∣2) =
lim
w→z
(
ghyp(z, w) + log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2)− 4pi Im(σ−1p z), (2.26)
and combining equations (2.25) and (2.26), we arrive at
log ‖dϑz‖2res,hyp(z) = −
8pi
volhyp(X)
log
(
Im(σ−1p z)
)
+Oz(1) =
− 8pi
volhyp(X)
log
(− log |ϑp(z)|)+Oz(1),
which completes the proof of the proposition.
Remark 2.7.4. One can also prove the above proposition using Proposition
2.6.4 and Corollary 2.6.5. From Proposition 2.6.4, we have
lim
w→z
(
ghyp(z, w) + log |ϑz(w)|2
)
= lim
w→z
(
gcan(z, w) + log |ϑz(w)|2
)
+ 2φ(z).
Since
lim
w→z
(
ĝcan(z, w) + log |ϑz(w)|2
)
remains bounded, as z approaches a parabolic fixed point p ∈ P, Proposition
2.7.3 follows directly from Corollary 2.6.5.
Definition 2.7.5. From Proposition 2.7.3, it follows that log ‖dϑz‖2res,hyp(z) is
smooth on X\P, and admits a log log-singularity at the parabolic fixed points.
So it remains integrable at parabolic fixed points, and hence, defines a current[
log ‖dϑz‖2res,hyp(z)
]
of type (0,0) on X.
Using Proposition 1.11.1, we compute the first Chern form associated to the
residual hyperbolic metric in the following proposition.
Proposition 2.7.6. For z ∈ X\S, the first Chern form c1
(
Ω1
X
, ‖ · ‖res,hyp
)
is
given by the formula
c1
(
Ω1
X
, ‖ · ‖res,hyp
)
= −dzdcz log ‖dϑz‖2res,hyp(z) =
1
2pi
µhyp(z) +
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z).
Proof. For z ∈ X, away from the torsion points and parabolic fixed points, we
have
lim
w→z
(
ghyp(z, w) + log |ϑz(w)|2
)
= lim
w→z
(
ghyp(z, w) + log |z − w|2
)
,
and then the proposition follows directly from Proposition 1.11.1.
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2.8 Some convergence and boundedness results
The function ∫ ∞
0
∆hypKhyp(t; z)dt,
is one of the ingredients of the key identity described in Theorem 1.11.2. We
recall results from [14], where this function has been shown to be bounded on
X, and also at the parabolic fixed points.
The boundedness of the above mentioned quantity is crucial for the extension
of the key identity to torsion and parabolic fixed points at the level of currents.
Proposition 2.8.1. For z ∈ X, the series∑
γ∈Γ\{id}
γ parabolic
∆hyp gH(z, γz)
is absolutely and locally uniformly convergent, and remains bounded at the
parabolic fixed points.
Proof. We refer the reader to Lemma 5.2 in [14], for the proof.
Proposition 2.8.2. For z ∈ X, the series∑
γ∈Γ\{id}
γ torsion
∆hyp gH(z, γz)
is absolutely and locally uniformly convergent, and remains bounded at the
parabolic fixed points.
Proof. The proof follows from Lemma 6.3 in [14].
Proposition 2.8.3. For z ∈ X∑
γ∈Γ\{id}
γ hyperbolic
∆hyp gH(z, γz)
is absolutely and locally uniformly convergent, and remains bounded at the
parabolic fixed points.
Proof. The proof follows from Proposition 7.2 in [14].
Theorem 2.8.4. For all z ∈ X\T , we have the relation
4pi
∫ ∞
0
∆hypKhyp(t; z)dt =
∑
γ∈Γ\{id}
∆hyp gH(z, γz). (2.27)
Furthermore, the series ∑
γ∈Γ\{id}
∆hyp gH(z, γz)
remains bounded, as z approaches a torsion point or a parabolic fixed point.
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Proof. In [14], equation (2.27) has been proved as Lemma 8.2.
From Propositions 2.8.1, 2.8.2, and 2.8.3, it follows that we can write∑
γ∈Γ\{id}
∆hyp gH(z, γz) =
∑
γ∈Γ\{id}
γ parabolic
∆hyp gH(z, γz)+
∑
γ∈Γ\{id}
γ torsion
∆hyp gH(z, γz) +
∑
γ∈Γ\{id}
γ hyperbolic
∆hyp gH(z, γz),
and conclude that the series ∑
γ∈Γ\{id}
∆hyp gH(z, γz)
remains bounded at the torsion and parabolic fixed points, which completes
the proof of the theorem.
Definition 2.8.5. From Theorem 2.8.4, we know that∫ ∞
0
∆hypKhyp(t; z)dt,
defines a smooth function on X, which we denote symbolically by∫ ∞
0
∆hyp K̂hyp(t; z)dt.
Hence, we can conclude that the differential form(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)
defines a current [(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)
]
of type (1,1) on X.
2.9 Extension of the key identity to currents
In this section, we extend Theorem 1.11.2, which relates the hyperbolic and
canonical metrics to a relation of currents on X.
We use the following notation only until the end of this chapter.
Notation 2.9.1. Let Ur0(s), denote an open coordinate disk of fixed radius r0
around a torsion or a parabolic fixed point s ∈ S, and r0 is small enough such
that any two coordinate disks are disjoint. Put
Ur0 =
⋃
s∈S
Ur0(s) and Yr0 = X\Ur0 .
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Furthermore, let Ur(s) denote an open coordinate disk of radius r around s ∈ S
and 0 < r < r0. Put
Ur =
⋃
s∈S
Ur(s) and Ur0,r = Ur0\Ur.
The following proposition is an extension of Proposition 2.3.3 to torsion and
parabolic fixed points at the level of currents.
Proposition 2.9.2. For f a smooth function on Ur0, we have the relation of
currents on Ur0
− dzdcz
[
log ‖dϑz‖2res,can(z)
]
(f) = (2g − 2)[µ̂can(z)](f)+∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z)).
Proof. To prove the proposition it suffices to prove that∫
Ur0,r
log ‖dϑz‖2res,can(z)(−dzdczf(z))− (2g − 2)
∫
Ur0,r
f(z)µcan(z) −−−→
r→0∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z)).
(2.28)
From Proposition 2.3.3, for all z ∈ Ur0,r, we have by restriction
−dzdcz log ‖dϑz‖2res,can(z) = (2g − 2) µ̂can(z).
Using the above relation, the left-hand side of the limit considered in (2.28)
simplifies to the expression∫
Ur0,r
log ‖dϑz‖2res,can(z)(−dzdczf(z))−
∫
Ur0,r
f(z)(−dzdcz log ‖dϑz‖2res,can(z)).
By Stokes’s theorem, the above expression further decomposes into the four
terms∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z))+∫
∂Ur
log ‖dϑz‖2res,can(z)dczf(z)−
∫
∂Ur
f(z)dcz log ‖dϑz‖2res,can(z).
Since log ‖dϑz‖2res,can(z) and the function f are both smooth on Ur0 , the third
and fourth terms in the above expression yield∫
∂Ur
log ‖dϑz‖2res,can(z)dczf(z)−
∫
∂Ur
f(z)dcz log ‖dϑz‖2res,can(z) −−−→
r→0
0.
This concludes the proof of the proposition.
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The following proposition is an extension of Proposition 2.7.6 to torsion and
parabolic fixed points at the level of currents.
Proposition 2.9.3. For f a smooth function on Ur0, we have the relation of
currents on Ur0
− dzdcz
[
log ‖dϑz‖2res,hyp(z)
]
(f) =
1
2pi
[µ̂hyp(z)](f) +
[(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)
]
(f)+∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z)).
Proof. To prove the proposition we need to show that∫
Ur0,r
log ‖dϑz‖2res,hyp(z)(−dzdczf(z))−
1
2pi
∫
Ur0,r
f(z)µhyp(z)−∫
Ur0,r
f(z)
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z) −−−→
r→0∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z)).
(2.29)
By Proposition 2.7.6, for all z ∈ Ur0,r, we have
−dzdcz log ‖dz‖2res,hyp(z) =
1
2pi
µhyp(z) +
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z).
So the expression on the left-hand side of the limit considered in (2.29) simpli-
fies to the expression∫
Ur0,r
log ‖dϑz‖2res,hyp(z)(−dzdczf(z))−
∫
Ur0,r
f(z)(−dzdcz log ‖dϑz‖2res,hyp(z)).
By Stokes’s theorem, the above expression decomposes into the four terms∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z))+∫
∂Ur
log ‖dϑz‖2res,hyp(z)dczf(z)−
∫
∂Ur
f(z)dcz log ‖dϑz‖2res,hyp(z). (2.30)
So it suffices to prove that as r approaches zero, the expression in the second
line of (2.30) converges to zero, i.e.,∫
∂Ur
log ‖dϑz‖2res,hyp(z)dczf(z)−
∫
∂Ur
f(z)dcz log ‖dϑz‖2res,hyp(z) =∑
s∈S
∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∑
s∈S
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,hyp(z) −−−→
r→0
0. (2.31)
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For each s ∈ S, we now consider the limit
lim
r→0
(∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,hyp(z)
)
.
Let s = t ∈ T be a torsion point. Then by Remark 2.7.2, we know that
log ‖dϑz‖2res,hyp(z) remains smooth on Ur0(t). Hence, we find that∑
t∈T
∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∑
t∈T
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,hyp(z) −−−→
r→0
0. (2.32)
Let s = p ∈ P be a parabolic fixed point. From Proposition 2.7.3, we know that
log ‖dϑz‖2res,hyp(z) is log log-singular at the parabolic fixed points. For p ∈ P,
using the formula for dcz in polar coordinates described in equation (2.13), we
have ∫
∂Ur(p)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∫
∂Ur(p)
f(z)dcz log ‖dϑz‖2res,hyp(z) =
− 8pi
volhyp(X)
∫
∂Ur(p)
r
2
log
(− log r)∂f
∂r
dθ
2pi
+
8pi
volhyp(X)
∫
∂Ur(p)
f(z)
r
2
∂ log
(− log r)
∂r
dθ
2pi
+O(r).
From equation (2.16), and the fact that f is smooth on Ur0(p), we conclude
that ∑
p∈P
∫
∂Ur(p)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∑
p∈P
∫
∂Ur(p)
f(z)dcz log ‖dϑz‖2res,hyp(z) −−−→
r→0
0. (2.33)
Combining (2.32) and (2.33) establishes the limit under consideration in (2.31)
and hence, the proposition.
The following proposition is an extension of Proposition 3.2 of [11] to torsion
and parabolic fixed points at the level of currents.
Proposition 2.9.4. For f a smooth function on Ur0, we have the relation of
currents on Ur0
− dzdcz
[
log ‖dϑz‖2res,hyp(z)
]
(f) = 2g[µ̂can(z)](f)− 2[µ̂shyp(z)](f)+∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z)).
(2.34)
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Proof. From Proposition 2.9.2, for f a smooth function on Ur0 , we have the
relation of currents on Ur0
− dzdcz
[
log ‖dϑz‖2res,can(z)
]
(f) = (2g − 2)[µ̂can(z)](f)+∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z)).
Subtracting the above equation from the desired equality in (2.34), it follows
that, it is sufficient to prove that the difference of the currents
(−dzdcz)
[
log ‖dϑz‖2res,hyp(z)
]
(f)− (−dzdcz)
[
log ‖dϑz‖2res,can(z)
]
(f)
is equal to the expression
2[µ̂can(z)](f)− 2[µ̂shyp(z)](f)+∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z))+∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z))−
∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z)).
So in order to prove the proposition, we have to show that∫
Ur0,r
(
log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z)
)
(−dzdczf(z))−
2
∫
Ur0,r
f(z)
(
µcan(z)− µshyp(z)
) −−−→
r→0∫
∂Ur0
(
log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z)
)
(−dczf(z))−∫
∂Ur0
f(z)
(− dcz( log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z))). (2.35)
For all z, w ∈ Ur0,r, by Proposition 2.6.4, we have
ghyp(z, w)− gcan(z, w) = φ(z) + φ(w).
For z ∈ Ur0,r, taking dzdcz we get
µshyp(z)− µcan(z) = dzdczφ(z). (2.36)
Furthermore, for z ∈ X, we have
log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z) =
lim
w→z
(
ghyp(z, w)− gcan(z, w)
)
= 2φ(z). (2.37)
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Using equations (2.36) and (2.37), the left-hand side of (2.35) simplifies to the
expression∫
Ur0,r
(
log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z)
)
(−dzdczf(z))−
2
∫
Ur0,r
f(z)
(
µcan(z)− µshyp(z)
)
=
2
∫
Ur0,r
φ(z)(−dzdczf(z))− 2
∫
Ur0,r
f(z)(−dzdczφ(z)).
By Stokes’s theorem, the quantity on the right-hand side of the above equation
decomposes into the four terms
2
∫
∂Ur0
φ(z)(−dczf(z))− 2
∫
∂Ur0
f(z)(−dczφ(z))+
2
∫
∂Ur
φ(z)dczf(z)− 2
∫
∂Ur
f(z)dczφ(z). (2.38)
Using equation (2.37), we find that the first two terms in (2.38) give∫
∂Ur0
(
log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z)
)
(−dczf(z))−∫
∂Ur0
f(z)
(− dcz( log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z))).
So it suffices to prove that, as r approaches zero, the expression in the second
line of (2.38) converges to zero, i.e.
2
∫
∂Ur
φ(z)dczf(z)− 2
∫
∂Ur
f(z)dczφ(z) =
2
∑
s∈S
(∫
∂Ur(s)
φ(z)dczf(z)−
∫
∂Ur(s)
f(z)dczφ(z)
)
−−−→
r→0
0. (2.39)
For each s ∈ S, we now consider the limit
lim
r→0
(∫
∂Ur(s)
φ(z)dczf(z)−
∫
∂Ur(s)
f(z)dczφ(z)
)
.
Let s = t ∈ T be a torsion point. Since φ(z) remains smooth at torsion points,
we get ∑
t∈T
(∫
∂Ur(t)
φ(z)dczf(z)−
∫
∂Ur(t)
f(z)dczφ(z)
)
−−−→
r→0
0. (2.40)
Let s = p ∈ P be a parabolic fixed point. Recalling from equation (2.24) that
φ(z) admits a log log-singularity at the parabolic fixed points, we conclude as
in the proof of Proposition 2.9.3 that∑
p∈P
(∫
∂Ur(p)
φ(z)dczf(z)−
∫
∂Ur(p)
f(z)dczφ(z)
)
−−−→
r→0
0. (2.41)
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Combining (2.40) and (2.41) proves the limit under consideration in (2.39) and
hence, the proposition.
The following theorem is an extension of Theorem 1.11.2 to torsion and para-
bolic fixed points at the level of currents.
Theorem 2.9.5. We have the relation of currents on X
g[µ̂can(z)] =(
1
4pi
+
1
volhyp(X)
)
[µ̂hyp(z)] +
1
2
[(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)
]
.
Proof. From the equality of differential forms described in Theorem 1.11.2 for
all z ∈ X\S, for any smooth function f defined on X, we have the equation of
currents on the compact subset Yr0
g[µ̂can(z)](f) =(
1
4pi
+
1
volhyp(X)
)
[µ̂hyp(z)](f) +
1
2
[(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)
]
(f).
(2.42)
Recalling that
X = Yr0 ∪ Ur0 ,
it remains to show that the equality of currents explicated in equation (2.42)
also holds true on Ur0 .
Combining Propositions 2.9.3 and 2.9.4, for any smooth function f defined on
X, we have the equation of currents on Ur0
2g[µ̂can(z)](f)− 2[µ̂shyp(z)](f) =
1
2pi
[µ̂hyp(z)](f) +
[(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)
]
(f).
Solving for [µ̂can(z)](f), we arrive at
g[µ̂can(z)](f) =(
1
4pi
+
1
volhyp(X)
)
[µ̂hyp(z)](f) +
1
2
[(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)
]
(f),
which completes the proof of the theorem.
Remark 2.9.6. We know that
µ̂hyp(z) and
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z),
are both singular at the torsion and parabolic fixed points, whereas µ̂can(z)
remains smooth at these points. So it is not possible to extend Theorem 1.11.2
to torsion and parabolic fixed points at the level of differential forms. However
Theorem 2.9.5 provides an extension of Theorem 1.11.2 to torsion and parabolic
fixed points, at the level of currents.
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Chapter 3
Key identity for singular
functions
From Proposition 2.6.4 proved in last chapter, for z, w ∈ X, we have
ghyp(z, w)− gcan(z, w) = φ(z) + φ(w),
where
φ(z) =
∫
X
ghyp(z, ζ)µcan(ζ)− 1
2
∫
X
∫
X
ghyp(ξ, ζ)µcan(ζ)µcan(ξ).
Given any smooth function f defined on X, the key identity proved in Theorem
2.9.5 allows us to express the integral∫
X
f(z) µ̂can(z)
in terms of the integrals∫
X
f(z) µ̂hyp(z) and
∫
X
f(z)
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z).
If we can extend Theorem 2.9.5 to functions which have log log-growth at the
parabolic fixed points, and are log-singular at finitely many points of X, using
the normalization condition for ghyp(z, w) from equation (1.30), we find∫
X
ghyp(z, ζ)µcan(ζ) =
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z).
Such an expression will enable us to estimate the function φ(z) in terms of
invariants coming from hyperbolic geometry in coming chapters.
In this chapter, we extend Theorem 2.9.5 to functions which are log log-singular
at the parabolic fixed points, and log-singular at finitely many points of X\P.
In Section 3.1, we introduce C`,``(X), a space of functions which are log log-
singular at the parabolic fixed points, and log-singular at finitely many points
of X\P. We then extend Lemma 2.5.4 to functions of C`,``(X).
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In Section 3.2, following the same strategy and techniques as in Section 2.9,
we extend Propositions 2.9.2, 2.9.3, and 2.9.4 to functions of C`,``(X). This
enables us to extend Theorem 2.9.5 to functions of C`,``(X).
3.1 The space C`,``(X)
In this section, we first define C`,``(X), a space of functions which are log log-
singular at the parabolic fixed points, and log-singular at finitely many points
of X\P.
We then prove the existence of a few integrals, whose existence is essential for
the extension of Theorem 2.9.5, which is established Section 3.2. We end the
section by extending Lemma 2.5.4 to functions of C`,``(X).
Definition 3.1.1. Let C`,``(X) denote the set of complex-valued functions
f : X → P1(C), which admit the following type of singularities at finitely
many points Sing(f) ⊆ X, and are smooth away from Sing(f):
(1) If s ∈ Sing(f)\P, then as z approaches s, the function f satisfies
f(z) = cf,s log |ϑs(z)|+Oz(1), (3.1)
for some cf,s ∈ C, and the contribution from the term Oz(1) is a smooth
function in z.
(2) For p ∈ Sing(f) ∩ P, as z approaches p, the function f satisfies
f(z) = cf,p log
(− log |ϑp(z)|)+Oz(1), (3.2)
for some cf,p ∈ C, and the contribution from the term Oz(1) is a smooth
function in z.
Remark 3.1.2. For 0 < r0 < 1, we find
lim
→0
∫ r0

∫ 2pi
0
r log
(− log r)drdθ
(r log r)2
= lim
→0
2pi
∫ r0

log
(− log r)dr
r(log r)2
.
Substituting ρ = − log r, we arrive at
lim
→0
2pi
∫ r0

log(− log r)dr
r(log r)2
= −2pi lim
→0
∫ − log r0
− log 
log ρ dρ
ρ2
=
2pi lim
→0
([
log ρ
ρ
]− log r0
− log 
−
∫ − log r0
− log 
dρ
ρ2
)
=
2pi lim
→0
(
− log(− log r0)
log r0
+
log(− log )
log 
− 1
log r0
+
1
log 
)
=
− 2pi
log r0
(
log(− log r0) + 1
)
. (3.3)
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So from equations (3.2) and (3.3), we can deduce that any f ∈ C`,``(X) remains
integrable with respect to the hyperbolic metric µ̂hyp(z) at the parabolic fixed
points. Moreover, since f admits only finitely many singularities of log-type
on X\P, we can conclude that the integrals∫
X
f(z) µ̂hyp(z),
∫
X
f(z)
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)
exist. Furthermore, the canonical metric µ̂can(z) is a smooth (1,1)-form on X,
which implies the existence of the integral∫
X
f(z) µ̂can(z).
We use the following notation until the end of this chapter.
Notation 3.1.3. Let Ur0(s) denote an open coordinate disk of fixed radius r0
around s ∈ Sing(f) ∪ S, and r0 is small enough such that any two coordinate
disks are disjoint. Put
Ur0 =
⋃
s∈Sing(f)∪S
Ur0(s) and Yr0 = X\Ur0 .
Furthermore, for 0 < r < r0, let Ur(s) denote an open coordinate disk of radius
r around s ∈ Sing(f) ∪ S, and let Ur0,r(s) denote the annulus Ur0(s)\Ur(s).
Put
Ur =
⋃
s∈Sing(f)∪S
Ur(s) and Ur0,r = Ur0\Ur.
Lemma 3.1.4. Let f ∈ C`,``(X), then f defines a current of type (0, 0) on X,
and furthermore the integral∫
X
ĝhyp(z, w)dzd
c
zf(z)
exists, for a fixed w ∈ X\(Sing(f) ∪ P).
Proof. Since f is log log-singular at the parabolic fixed points, and log-singular
at finitely many points of X\P, we can conclude that f remains integrable
with respect to smooth (1,1)-forms on X, and hence, defines a current of type
(0,0) on X.
For z ∈ X bounded away from Sing(f), the (1,1)-form dzdczf(z) is smooth. So
we can conclude that ĝhyp(z, w) remains integrable with respect to dzd
c
zf(z),
for z ∈ X bounded away from Sing(f).
For s ∈ Sing(f)\P, we now prove the integrability of ĝhyp(z, w) with respect
to dzd
c
zf(z) at s, for a fixed w ∈ X\(Sing(f) ∪ P). Let Ur0(s) and Ur0,r(s) be
as defined above in Notation 3.1.3. Then it suffices to show that the integral∫
Ur0 (s)
ghyp(z, w)dzd
c
zf(z) = lim
r→0
∫
Ur0,r(s)
ghyp(z, w)dzd
c
zf(z)
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exists. For z 6= s, we know that dzdcz log |ϑs(z)| = 0. So for r 6= 0, from equation
(3.1), it follows that dzd
c
zf(z) defines a smooth form for all z ∈ Ur0,r(s). Hence,
for r 6= 0, the existence of the integral∫
Ur0,r(s)
ghyp(z, w)dzd
c
zf(z)
is known. As f is only log-singular at s ∈ Sing(f)\P, the integral∫
Ur0 (s)
f(z)µshyp(z) = lim
r→0
∫
Ur0,r(s)
f(z)µshyp(z)
also exists. So it suffices to show that the limit exists
lim
r→0
(∫
Ur0,r(s)
ghyp(z, w)dzd
c
zf(z)−
∫
Ur0,r(s)
f(z)µshyp(z)
)
. (3.4)
From equation (1.29), we have∫
Ur0,r(s)
ghyp(z, w)dzd
c
zf(z)−
∫
Ur0,r(s)
f(z)µshyp(z) =∫
Ur0,r(s)
ghyp(z, w)dzd
c
zf(z)−
∫
Ur0,r(s)
f(z)dzd
c
zghyp(z, w).
By Stokes’s theorem, the right-hand side of the above equation can be expressed
as ∫
∂Ur0 (s)
ghyp(z, w)d
c
zf(z)−
∫
∂Ur0 (s)
f(z)dczghyp(z, w)+∫
∂Ur(s)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(s)
f(z)(−dczghyp(z, w)). (3.5)
As the first two terms in the above expression do not depend on r, the limit
exists
lim
r→0
(∫
∂Ur0 (s)
ghyp(z, w)d
c
zf(z)−
∫
∂Ur0 (s)
f(z)dczghyp(z, w)
)
.
So it remains to show that as r approaches zero, the third and fourth terms
in (3.5) converge. From equation (3.1) and the fact that ĝhyp(z, w) remains
smooth for z ∈ Ur(s), we get
lim
r→0
(∫
∂Ur(s)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(s)
f(z)(−dczghyp(z, w))
)
=
− lim
r→0
cf,s
(∫
∂Ur(s)
ghyp(z, w)
r
2
∂ log r
∂r
dθ
2pi
+
∫
∂Ur(s)
r
2
log r
∂ghyp(z, w)
∂r
dθ
2pi
)
=
− cf,s
2
ghyp(s, w),
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which implies that the limit (3.4) exists. Hence, we can conclude that for a
fixed w ∈ X\(Sing(f)∪P), the hyperbolic Green’s function ĝhyp(z, w) remains
integrable with respect to dzd
c
zf(z) at s ∈ Sing(f)\P.
From equation (3.2), we know that for z ∈ Ur0(p), the function f(z) in local
coordinates (r, θ), where z = reiθ, is of the form
f(z) = cf,p log
(− log |ϑp(z)|)+Oz(1) = cf,p log (− log r)+Or(1).
The contribution from the Or(1) term in the above equation is a smooth func-
tion in r. Observing that dzd
c
z in local coordinates (r, θ) is given by
dzd
c
z =
1
4pi
(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
)
rdrdθ,
we compute
dzd
c
z log
(− log r) = 1
4pi
(
∂2 log
(− log r)
∂r2
+
1
r
∂ log
(− log r)
∂r
)
rdrdθ =
1
4pi
(
− 1
r2(log r)2
− 1
r2 log r
+
1
r2 log r
)
rdrdθ = − 1
4pi
rdrdθ
(r log r)2
=
− i
8pi
dϑp(z) ∧ dϑp(z)(|ϑp(z)| log |ϑp(z)|)2 = − 14pi µhyp(z).
So we gather that, for z ∈ Ur0(p),
dzd
c
zf(z) = −
cf,p
4pi
µ̂hyp(z) + η(z),
where η(z) is a smooth (1,1)-form on Ur0(p).
The hyperbolic Green’s function ĝhyp(z, w) is integrable at the parabolic fixed
points with respect to µ̂hyp(z) on X, for a fixed w ∈ X\P. This implies that
for w ∈ X\(Sing(f)∪P) fixed, ĝhyp(z, w) is integrable with respect to dzdczf(z)
at the parabolic fixed points. Hence, we can conclude that the integral∫
X
ĝhyp(z, w)dzd
c
zf(z)
exists, for a fixed w ∈ X\(Sing(f) ∪ P).
Lemma 3.1.5. For any f ∈ C`,``(X), the integrals∫
Ur0
log ‖dϑz‖2res,can(z)dzdczf(z) =∑
s∈Sing(f)∪S
∫
Ur0 (s)
log ‖dϑz‖2res,can(z)dzdczf(z)
exist.
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Proof. Since the function log ‖dϑz‖2res,can(z) is smooth on all of X, the existence
of the above integral follows from arguments similar to the ones used in the
proof of Lemma 3.1.4.
Lemma 3.1.6. For any f ∈ C`,``(X), the integrals∫
Ur0
log ‖dϑz‖2res,hyp(z)dzdczf(z) =∑
s∈Sing(f)∪S
∫
Ur0 (s)
log ‖dϑz‖2res,hyp(z)dzdczf(z)
exist.
Proof. From Proposition 2.7.3, we know that for z ∈ X bounded away from
the parabolic fixed points, log ‖dϑz‖2res,hyp(z) remains smooth, and is log log-
singular at the parabolic fixed points, similar to the behavior of ĝhyp(z, w) at
the parabolic fixed points, for a fixed w ∈ X\P. Hence, for each s ∈ Sing(f)∪S
the existence of the integral∫
Ur0 (s)
log ‖dϑz‖2res,hyp(z)dzdczf(z)
follows from the integrability of ĝhyp(z, w) with respect to dzd
c
zf(z) on X, for
a fixed w ∈ X\(Sing(f) ∪ P), as shown in Lemma 3.1.4. This completes the
proof of the lemma.
The following lemma provides an extension of Lemma 2.5.4 to functions f ∈
C`,``(X).
Lemma 3.1.7. Let f ∈ C`,``(X), then for w ∈ X\(Sing(f)∪P) fixed, we have
the equality of integrals∫
X
ĝhyp(z, w)dzd
c
zf(z) + f(w) +
∑
s∈Sing(f)
s6∈P
cf,s
2
ĝhyp(s, w) =
∫
X
f(z) µ̂shyp(z).
(3.6)
Proof. Let w ∈ X\(Sing(f)∪P) and let Ur(w), Ur(t), Ur(s), and Ur(p) denote
open coordinate disks of radius r around w, a torsion point t ∈ T , s ∈ Sing(f),
and a parabolic fixed point p ∈ P, respectively.
Put
Yr = X\
(
Ur(w) ∪
⋃
t∈T ,t 6=w
t 6∈Sing(f)
Ur(t) ∪
⋃
s∈Sing(f)
s6∈P
Ur(s) ∪
⋃
p∈P
Ur(p)
)
.
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From equation (1.29), it suffices to prove that∫
Yr
ghyp(z, w)dzd
c
zf(z)−
∫
Yr
f(z)µshyp(z) =
∫
Yr
ghyp(z, w)dzd
c
zf(z)−∫
Yr
f(z)dzd
c
zghyp(z, w) −−−→
r→0
−f(w)−
∑
s∈Sing(f)
s6∈P
cf,s
2
ghyp(s, w).
By Stokes’s theorem, we have∫
Yr
ghyp(z, w)dzd
c
zf(z)−
∫
Yr
f(z)dzd
c
zghyp(z, w) =∫
∂Ur(w)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(w)
f(z)(−dczghyp(z, w))+∑
t∈T ,t 6=w
t 6∈Sing(f)
(∫
∂Ur(t)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(t)
f(z)(−dczghyp(z, w))
)
+
∑
s∈Sing(f)
s6∈P
(∫
∂Ur(s)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(s)
f(z)(−dczghyp(z, w))
)
+
∑
p∈P
(∫
∂Ur(p)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(p)
f(z)(−dczghyp(z, w))
)
. (3.7)
Since w 6∈ Sing(f), and f remains smooth on X\Sing(f), using equations (2.14)
and (2.15), we derive∫
∂Ur(w)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(w)
f(z)(−dczghyp(z, w)) −−−→
r→0
−f(w),
and∑
t∈T ,t 6=w
t 6∈Sing(f)
(∫
∂Ur(t)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(t)
f(z)(−dczghyp(z, w))
)
−−−→
r→0
0,
respectively. So it remains to show that, as r approaches zero, the summation of
the expressions in the third and fourth lines on the right-hand side of equation
(3.7) converges to the quantity
−
∑
s∈Sing(f)
s6∈P
cf,s
2
ghyp(s, w).
From equation (3.1), for s ∈ Sing(f)\P, we get∫
∂Ur(s)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(s)
f(z)(−dczghyp(z, w)) =
−cf,s
∫
∂Ur(s)
ghyp(z, w)
r
2
∂ log r
∂r
dθ
2pi
+ cf,s
∫
∂Ur(s)
r
2
log r
∂ghyp(z, w)
∂r
dθ
2pi
+O(r).
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As w 6∈ Sing(f), the hyperbolic Green’s function ghyp(z, w) remains smooth at
s ∈ Sing(f)\P, so we deduce that∑
s∈Sing(f)
s6∈P
∫
∂Ur(s)
ghyp(z, w)(−dczf(z))−
∑
s∈Sing(f)
s6∈P
∫
∂Ur(s)
f(z)(−dczghyp(z, w)) −−−→
r→0
−
∑
s∈Sing(f)
s6∈P
cf,s
2
ghyp(s, w).
For any parabolic fixed point p ∈ P, and h any smooth function on Ur(p), as
r approaches zero, we find∫
∂Ur(p)
log
(− log r)dczh(z) =∫
∂Ur(p)
r
2
log
(− log r)∂h(z)
∂r
dθ
2pi
= O(rα) (3.8)
for some 0 < α < 1, and∫
∂Ur(p)
h(z)dcz log
(− log r) = ∫
∂Ur(p)
h(z)
r
2
∂ log
(− log r)
∂r
dθ
2pi
=
∫
∂Ur(p)
h(z)
1
2 log r
dθ
2pi
= O(1/ log r). (3.9)
Hence, using Corollary 2.4.2, and equations (3.2), (3.8), and (3.9), for p ∈ P,
we compute∫
∂Ur(p)
ghyp(z, w)(−dczf(z))−
∫
∂Ur(p)
f(z)(−dczghyp(z, w)) =
4picf,p
volhyp(X)
∫
∂Ur(p)
r
2
log
(− log r)∂ log (− log r)
∂r
dθ
2pi
−
4picf,p
volhyp(X)
∫
∂Ur(p)
r
2
log
(− log r)∂ log (− log r)
∂r
dθ
2pi
+O(1/ log r) −−−→
r→0
0.
This proves equation (3.6).
Corollary 3.1.8. Let f ∈ C`,``(X), then for a fixed w ∈ X\ (Sing(f) ∩X),
we have the equality of integrals∫
X
ghyp(z, w)dzd
c
zf(z) + f(w) +
∑
s∈Sing(f)
s6∈P
cf,s
2
ghyp(s, w) =
∫
X
f(z)µshyp(z).
Proof. Since ĝhyp(z, w) is integrable with respect to dzd
c
zf(z), and f(z) is in-
tegrable with respect to µ̂shyp(z), and there are only finitely many parabolic
fixed points, we have∫
X
ĝhyp(z, w)dzd
c
zf(z) =
∫
X
ghyp(z, w)dzd
c
zf(z), (3.10)∫
X
f(z) µ̂shyp(z) =
∫
X
f(z)µshyp(z). (3.11)
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The proof of the corollary follows from Lemma 3.1.7, together with equations
(3.10) and (3.11).
3.2 Key identity for C`,``(X)
In this section, we extend Propositions 2.9.2, 2.9.3, and 2.9.4 to singular func-
tions f ∈ C`,``(X). We get appropriate residual terms in the extended versions
of these propositions, but the residual terms cancel out nicely, to provide an
extension of Theorem 2.9.5 to singular functions f ∈ C`,``(X).
We continue to follow the same notation as in Notation 3.1.3. The following
proposition is an extension of Proposition 2.9.2 to C`,``(X).
Proposition 3.2.1. Let f ∈ C`,``(X), then we have the equality of integrals
−
∫
Ur0
log ‖dϑz‖2res,can(z)dzdczf(z) = (2g − 2)
∫
Ur0
f(z) µ̂can(z)+∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z))+∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,can(s).
Proof. To prove the proposition, it suffices to prove that
−
∫
Ur0,r
log ‖dϑz‖2res,can(z)dzdczf(z)− (2g − 2)
∫
Ur0,r
f(z)µcan(z) −−−→
r→0∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z))+∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,can(s). (3.12)
From Proposition 2.3.3, for all z ∈ Ur0,r, we have by restriction
−dzdcz log ‖dϑz‖2res,can(z) = (2g − 2)µcan(z).
Using the above relation, the left-hand side of the limit considered in (3.12)
simplifies to the expression∫
Ur0,r
log ‖dϑz‖2res,can(z)(−dzdczf(z))−
∫
Ur0,r
f(z)(−dzdcz log ‖dϑz‖2res,can(z)).
By Stokes’s theorem, we find that the above expression decomposes into the
four terms∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z))+∫
∂Ur
log ‖dϑz‖2res,can(z)dczf(z)−
∫
∂Ur
f(z)dcz log ‖dϑz‖2res,can(z). (3.13)
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So it suffices to prove that, as r approaches zero, the expression in the second
line of (3.13) converges to the quantity∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,can(s).
Recall that the expression in the second line of (3.13) can be written as∑
s∈Sing(f)∪S
∫
∂Ur(s)
log ‖dϑz‖2res,can(z)dczf(z)−
∑
s∈Sing(f)∪S
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,can(z).
For each s ∈ Sing(f) ∪ S, we now investigate the behavior of the limit
lim
r→0
(∫
∂Ur(s)
log ‖dϑz‖2res,can(z)dczf(z)−
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,can(z)
)
.
Observe that we have the decomposition
Ur =
⋃
s∈Sing(f)∪S
Ur(s) =
⋃
t∈T
t 6∈Sing(f)
Ur(t) ∪
⋃
s∈Sing(f)
s6∈P
Ur(s) ∪
⋃
p∈P
Ur(p). (3.14)
Since both log ‖dϑz‖2res,can(z) and f remain smooth on Ur(t), for t ∈ T and
t 6∈ Sing(f), we derive∑
t∈T
t 6∈Sing(f)
∫
∂Ur(t)
log ‖dϑz‖2res,can(z)dczf(z)−
∑
t∈T
t 6∈Sing(f)
∫
∂Ur(t)
f(z)dcz log ‖dϑz‖2res,can(z) −−−→
r→0
0. (3.15)
From equation (3.1) and the fact that log ‖dϑz‖2res,can(z) is smooth on X, for
s ∈ Sing(f)\P, we compute∫
∂Ur(s)
log ‖dϑz‖2res,can(z)dczf(z) =
∫
∂Ur(s)
log ‖dϑz‖2res,can(z)
r
2
∂f
∂r
dθ
2pi
=
cf,s
∫
∂Ur(s)
log ‖dϑz‖2res,can(z)
r
2
∂ log r
∂r
dθ
2pi
+O(r) −−−→
r→0
cf,s
2
log ‖dϑz‖2res,can(s);
and∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,can(z) =
∫
∂Ur(s)
f(z)
r
2
∂ log ‖dϑz‖2res,can(z)
∂r
dθ
2pi
=
cf,s
∫
∂Ur(s)
r
2
log r
∂ log ‖dϑz‖2res,can(z)
∂r
dθ
2pi
+O(r) −−−→
r→0
0.
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This implies that∑
s∈Sing(f)
s6∈P
∫
∂Ur(s)
log ‖dϑz‖2res,can(z)dczf(z)−
∑
s∈Sing(f)
s6∈P
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,can(z) −−−→
r→0
∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,can(s).
(3.16)
From equation (3.2) and the fact that log ‖dϑz‖2res,can(z) is smooth on X, for
any parabolic fixed point p ∈ P, we get∫
∂Ur(p)
log ‖dϑz‖2res,can(z)dczf(z) =
∫
∂Ur(p)
log ‖dϑz‖2res,can(z)
r
2
∂f(z)
∂r
dθ
2pi
=
cf,p
∫
∂Ur(p)
log ‖dϑz‖2res,can(z)
r
2
∂ log
(− log r)
∂r
dθ
2pi
+O(r) =
cf,p
∫
∂Ur(p)
log ‖dϑz‖2res,can(z)
1
2 log r
dθ
2pi
+O(r) −−−→
r→0
0;
and∫
∂Ur(p)
f(z)dcz log ‖dϑz‖2res,can(z) =
∫
∂Ur(p)
f(z)
r
2
∂ log ‖dϑz‖2res,can(z)
∂r
dθ
2pi
=
cf,p
∫
∂Ur(p)
r
2
log
(− log r)∂ log ‖dϑz‖2res,can(z)
∂r
dθ
2pi
+O(r) −−−→
r→0
0.
Using the above two equations, we derive∑
p∈P
∫
∂Ur(s)
log ‖dϑz‖2res,can(z)dczf(z)−
∑
p∈P
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,can(z) −−−→
r→0
0. (3.17)
Hence, using the decomposition described in equation (3.14), and combining
equations (3.15), (3.16), and (3.17), we get∫
∂Ur
log ‖dϑz‖2res,can(z)dczf(z)−∫
∂Ur
f(z)dcz log ‖dϑz‖2res,can(z) −−−→
r→0
∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,can(s).
This proves the limit under consideration in (3.12), which completes the proof
of the proposition.
The following proposition is an extension of Proposition 2.9.3 to C`,``(X).
71
Proposition 3.2.2. Let f ∈ C`,``(X), then we have the equality of integrals
−
∫
Ur0
log ‖dϑz‖2res,hyp(z)dzdczf(z) =
1
2pi
∫
Ur0
f(z) µ̂hyp(z)+∫
Ur0
f(z)
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z)+∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z))+∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,hyp(s).
Proof. To prove the proposition, we have to show that
−
∫
Ur0,r
log ‖dz‖2res,hyp(z)dzdczf(z)−
1
2pi
∫
Ur0,r
f(z)µhyp(z)−∫
Ur0,r
f(z)
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z) −−−→
r→0∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z))+∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,hyp(s). (3.18)
From Proposition 2.7.6, for all z ∈ Ur0,r, we have
−dzdcz log ‖dϑz‖2res,hyp(z) =
1
2pi
µhyp(z) +
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z).
So the left-hand side of the limit considered in (3.18) simplifies to the expression∫
Ur0,r
log ‖dϑz‖2res,hyp(z)(−dzdczf(z))−
∫
Ur0,r
f(z)(−dzdcz log ‖dϑz‖2res,hyp(z)).
By Stokes’s theorem, the above expression further decomposes into the four
terms∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z))+∫
∂Ur
log ‖dϑz‖2res,hyp(z)dczf(z)−
∫
∂Ur
f(z)dcz log ‖dϑz‖2res,hyp(z). (3.19)
So it suffices to prove that, as r approaches zero, the expression in the second
line of (3.19) converges to the quantity∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,hyp(s).
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Recall that the expression in the second line of (3.19) can be written as∑
s∈Sing(f)∪P
∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∑
s∈Sing(f)∪P
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,hyp(z).
For each s ∈ Sing(f) ∪ P, we now investigate the behavior of the limit
lim
r→0
(∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,hyp(z)
)
.
From Remark 2.7.2, we know that log ‖dϑz‖2res,hyp(z) and f both remain smooth
on Ur(t), for t ∈ T and t 6∈ Sing(f), so it follows that∑
t∈T
t 6∈Sing(f)
∫
∂Ur(t)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∑
t∈T
t 6∈Sing(f)
∫
∂Ur(t)
f(z)dcz log ‖dϑz‖2res,hyp(z) −−−→
r→0
0. (3.20)
From equation (3.1) and the fact that log ‖dϑz‖2res,hyp(z) is smooth on Ur(s),
for s ∈ Sing(f)\P, we compute∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)dczf(z) =
∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)
r
2
∂f
∂r
dθ
2pi
=
cf,s
∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)
r
2
∂ log r
∂r
dθ
2pi
+O(r) −−−→
r→0
cf,s
2
log ‖dϑz‖2res,hyp(s);
and∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,hyp(z) =
∫
∂Ur(s)
f(z)
r
2
∂ log ‖dϑz‖2res,hyp(z)
∂r
dθ
2pi
=
cf,s
∫
∂Ur(s)
r
2
log r
∂ log ‖dϑz‖2res,hyp(z)
∂r
dθ
2pi
+O(r) −−−→
r→0
0.
This implies that∑
s∈Sing(f)
s6∈P
∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∑
s∈Sing(f)
s6∈P
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,hyp(z) −−−→
r→0
∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,hyp(s).
(3.21)
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Using Proposition 2.7.3, and equations (3.2), (3.8), and (3.9), for any parabolic
fixed point p ∈ P, we derive∫
∂Ur(p)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∫
∂Ur(p)
f(z)dcz log ‖dϑz‖2res,hyp(z) =
− 8picf,p
volhyp(X)
∫
∂Ur(p)
r
2
log
(− log r)∂ log (− log r)
∂r
dθ
2pi
+
8picf,p
volhyp(X)
∫
∂Ur(p)
r
2
log
(− log r)∂ log (− log r)
∂r
dθ
2pi
+O(1/ log r) −−−→
r→0
0.
From the above equation it follows that
∑
p∈P
∫
∂Ur(s)
log ‖dϑz‖2res,hyp(z)dczf(z)−
∑
p∈P
∫
∂Ur(s)
f(z)dcz log ‖dϑz‖2res,hyp(z) −−−→
r→0
0. (3.22)
Hence, using the decomposition described in equation (3.14), and combining
equations (3.20), (3.21), and (3.22), we get∫
∂Ur
log ‖dϑz‖2res,hyp(z)dczf(z)−∫
∂Ur
f(z)dcz log ‖dϑz‖2res,hyp(z) −−−→
r→0
∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,hyp(s),
which completes the proof of the proposition.
The following proposition is an extension of Proposition 2.9.4 to C`,``(X).
Proposition 3.2.3. Let f ∈ C`,``(X), then we have the equality of integrals
−
∫
Ur0
log ‖dϑz‖2res,hyp(z)dzdczf(z) =
2g
∫
Ur0
f(z) µ̂can(z)− 2
∫
Ur0
f(z) µ̂shyp(z)+∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z))+∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,hyp(s). (3.23)
Proof. From Proposition 3.2.1, for f a smooth function on Ur0 , we have the
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relation of integrals on Ur0
−
∫
Ur0
log ‖dϑz‖2res,can(z)dzdczf(z) = (2g − 2)
∫
Ur0
f(z) µ̂can(z)+∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z))+∑
s∈Sing(f)
s6∈P
cf,s
2
log ‖dϑz‖2res,can(s).
Subtracting the above equation from the desired equality in (3.23), it follows
that, it is sufficient to prove that the difference of the integrals∫
Ur0
log ‖dϑz‖2res,hyp(z)(−dzdczf(z))−
∫
Ur0
log ‖dϑz‖2res,can(z)(−dzdczf(z))
is equal to the summation of the term
2
∫
Ur0
f(z) µ̂can(z)− 2
∫
Ur0
f(z) µ̂shyp(z)+∫
∂Ur0
log ‖dϑz‖2res,hyp(z)(−dczf(z))−
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,hyp(z))
with the expression
−
∫
∂Ur0
log ‖dϑz‖2res,can(z)(−dczf(z)) +
∫
∂Ur0
f(z)(−dcz log ‖dϑz‖2res,can(z))+∑
s∈Sing(f)
s6∈P
cf,s
2
(
log ‖dϑz‖2res,hyp(s)− log ‖dϑz‖2res,can(s)
)
.
So in order to prove the proposition, it suffices to prove that as r approaches
zero, the term∫
Ur0,r
log ‖dϑz‖2res,hyp(z)(−dzdczf(z))−
∫
Ur0,r
log ‖dϑz‖2res,can(z)(−dzdczf(z))−
2
∫
Ur0,r
f(z)
(
µcan(z)− µshyp(z)
)
, (3.24)
converges to the expression∫
∂Ur0
(
log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z)
)
(−dczf(z))−∫
∂Ur0
f(z)
(− dcz( log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z)))+∑
s∈Sing(f)
s6∈P
cf,s
2
(
log ‖dϑz‖2res,hyp(s)− log ‖dϑz‖2res,can(s)
)
.
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For z, w ∈ Ur0,r, from Proposition 2.6.4, we have
ghyp(z, w)− gcan(z, w) = φ(z) + φ(w).
Taking dzd
c
z for z ∈ Ur0,r, we get
µcan(z)− µhyp(z) = −dzdczφ(z). (3.25)
Furthermore, for z ∈ X, we have
log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z) =
lim
w→z
(
ghyp(z, w)− gcan(z, w)
)
= 2φ(z). (3.26)
Hence, using equations (3.25) and (3.26), we find that the expression in (3.24)
simplifies to the expression
2
∫
Ur0,r
φ(z)(−dzdczf(z))− 2
∫
Ur0,r
f(z)(−dzdczφ(z)).
By Stokes’s theorem, it follows that the above expression decomposes into the
expression
2
∫
∂Ur0
φ(z)(−dczf(z))− 2
∫
∂Ur0
f(z)(−dczφ(z))+
2
∫
∂Ur
φ(z)dczf(z)− 2
∫
∂Ur
f(z)dczφ(z). (3.27)
Using equation (3.26), we find that the expression in the first line of (3.27) can
be written as∫
∂Ur0
(
log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z)
)
(−dczf(z))−∫
∂Ur0
f(z)
(− dcz( log ‖dϑz‖2res,hyp(z)− log ‖dϑz‖2res,can(z))).
So it suffices to prove that as r approaches zero, the expression in the second
line of (3.27) converges to the limit, i.e.,∫
∂Ur
φ(z)dczf(z)−
∫
∂Ur
f(z)dczφ(z) −−−→
r→0∑
s∈Sing(f)
s6∈P
cf,s
4
(
log ‖dz‖2res,hyp(s)− log ‖dz‖2res,can(s)
)
. (3.28)
For each s ∈ Sing(f) ∪ S, we now consider the limit
lim
r→0
(∫
∂Ur(s)
φ(z)dczf(z)−
∫
∂Ur(s)
f(z)dczφ(z)
)
.
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Since φ(z) and f(z) both remain smooth on Ur(t), for t ∈ T and t 6∈ Sing(f),
it follows that
∑
t∈T
t 6∈Sing(f)
(∫
∂Ur(t)
φ(z)dczf(z)−
∫
∂Ur(t)
f(z)dczφ(z)
)
−−−→
r→0
0. (3.29)
From equation (3.1) and the fact that φ(z) remains smooth on Ur(s), for s ∈
Sing(f)\P, we find that∫
∂Ur(s)
φ(z)dczf(z)−
∫
∂Ur(s)
f(z)dczφ(z) =
cf,s
(∫
∂Ur(s)
φ(z)
r
2
∂ log r
∂r
dθ
2pi
−
∫
∂Ur(s)
r
2
log r
∂φ(z)
∂r
dθ
2pi
)
+O(r) −−−→
r→0
cf,s
2
φ(s) =
cf,s
4
(
log ‖dϑz‖2res,hyp(s)− log ‖dϑz‖2res,can(s)
)
.
This implies that
∑
s∈Sing(f)
s6∈P
(∫
∂Ur(s)
φ(z)dczf(z)−
∫
∂Ur(s)
f(z)dczφ(z)
)
−−−→
r→0
∑
s∈Sing(f)
s6∈P
cf,s
4
(
log ‖dϑz‖2res,hyp(s)− log ‖dϑz‖2res,can(s)
)
. (3.30)
From Corollary 2.6.5 and equations (3.2), (3.8), and (3.9), for a parabolic fixed
point p ∈ P, we compute∫
∂Ur(p)
φ(z)dczf(z)−
∫
∂Ur(p)
f(z)dczφ(z) =
− 4picf,p
volhyp(X)
∫
∂Ur(p)
r
2
log
(− log r)∂ log (− log r)
∂r
dθ
2pi
+
4picf,p
volhyp(X)
∫
∂Ur(p)
r
2
log
(− log r)∂ log (− log r)
∂r
dθ
2pi
+O(1/ log r) −−−→
r→0
0.
Using the above computation, we derive
∑
p∈P
(∫
∂Ur(p)
φ(z)dczf(z)−
∫
∂Ur(p)
f(z)dczφ(z)
)
−−−→
r→0
0. (3.31)
Using the decomposition described in equation (3.14), and then combining
(3.29), (3.30), and (3.31) proves the limit under consideration in (3.28), which
completes the proof of the proposition.
The following theorem is an extension of Theorem 2.9.5 to C`,``(X).
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Theorem 3.2.4. Let f ∈ C`,``(X), then we have the equality of integrals
g
∫
X
f(z) µ̂can(z) =
(
1
4pi
+
1
volhyp(X)
)∫
X
f(z) µ̂hyp(z)+
1
2
∫
X
f(z)
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z).
Proof. From the equality of differential forms described in Theorem 1.11.2 for
all z ∈ X\S, for any f ∈ C`,``(X), we have the equation of integrals on the
compact subset Yr0
g
∫
Yr0
f(z) µ̂can(z) =
(
1
4pi
+
1
volhyp(X)
)∫
Yr0
f(z) µ̂hyp(z)+
1
2
∫
Yr0
f(z)
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z). (3.32)
Recalling that
X = Yr0 ∪ Ur0 ,
it remains to show that the equality of integrals explicated in equation (3.32)
also holds true on Ur0 .
Combining Propositions 3.2.2 and 3.2.3, for any f ∈ C`,``(X), we have the
equation of integrals on Ur0∫
Ur0
log ‖dz‖2res,hyp(z) (−dzdczf(z)) =
1
2pi
∫
Ur0
f(z) µ̂hyp(z)+∫
Ur0
f(z)
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z) =
2g
∫
Ur0
f(z) µ̂can(z)− 2
∫
Ur0
f(z) µ̂shyp(z).
Solving for
g
∫
Ur0
f(z) µ̂can(z),
we arrive at
g
∫
Ur0
f(z) µ̂can(z) =
(
1
4pi
+
1
volhyp(X)
)∫
Ur0
f(z) µ̂hyp(z)+
1
2
∫
Ur0
f(z)
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z).
This completes the proof of the theorem.
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Corollary 3.2.5. Let f ∈ C`,``(X), then we have the equality of integrals
g
∫
X
f(z)µcan(z) =
(
1
4pi
+
1
volhyp(X)
)∫
X
f(z)µhyp(z)+
1
2
∫
X
f(z)
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z).
Proof. Since f(z) is integrable with respect to
µ̂can(z), µ̂hyp(z), and
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z),
and there are only finitely many parabolic fixed points, we can conclude that∫
X
f(z) µ̂can(z) =
∫
X
f(z)µcan(z), (3.33)∫
X
f(z) µ̂hyp(z) =
∫
X
f(z)µhyp(z), (3.34)
and ∫
X
f(z)
(∫ ∞
0
∆hyp K̂hyp(t; z)dt
)
µ̂hyp(z) =∫
X
f(z)
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z). (3.35)
The proof of the corollary follows from Theorem 3.2.4 and equations (3.33),
(3.34), and (3.35).
Using the above corollary we have the following result, which as stated in
the beginning of the chapter expresses the difference of the hyperbolic and
canonical Green’s functions in terms of integrals involving the hyperbolic heat
kernel and the hyperbolic metric.
Definition 3.2.6. For notational convenience, we put
Chyp =
∫
X
∫
X
ghyp(ζ, ξ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
×(∫ ∞
0
∆hypKhyp(t; ξ)dt
)
µhyp(ξ)µhyp(ζ). (3.36)
Corollary 3.2.7. For z, w ∈ X, we have
ghyp(z, w)− gcan(z, w) =
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)+
1
2g
∫
X
ghyp(w, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)− Chyp
4g2
.
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Proof. For a fixed z ∈ X\P, the hyperbolic Green’s function ĝhyp(z, ζ) ∈
C`,``(X) with Sing(ĝhyp(z, ·)) = P ∪ {z}. So from Corollary 3.2.5, and the
normalization condition for ghyp(z, ζ) given in equation (1.30), we have∫
X
ghyp(z, ζ)µcan(ζ) =
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ).
From which we derive
φ(z) =
∫
X
ghyp(z, ζ)µcan(ζ)− 1
2
∫
X
∫
X
ghyp(ζ, ξ)µcan(ξ)µcan(ζ)
=
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)− Chyp
8g2
. (3.37)
Now the proof of the corollary follows directly from Proposition 2.6.4.
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Chapter 4
Convergence of certain
automorphic functions
Combining Proposition 2.6.4 and equation (3.37), for z, w ∈ X, we have
ghyp(z, w)− gcan(z, w) = φ(z) + φ(w),
where
φ(z) =
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)− Chyp
8g2
.
In order to estimate the difference of the hyperbolic and canonical Green’s
functions, we need to estimate the function φ(z). So we first study the integral∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ).
The computational complexity of the analysis that follows, does not decrease
by much on removal of torsion points. So for notational brevity, we omit torsion
points for the rest of the thesis. Hence, we assume that the Fuchsian subgroup
Γ contains only hyperbolic and parabolic elements.
In this chapter we establish the relation
4pi
∫ ∞
0
∆hypKhyp(t; z)dt = ∆hypH(z) + ∆hyp P (z),
where H(z) and P (z) are certain automorphic functions, which depend only
on the hyperbolic and parabolic elements of Γ, respectively. Following the
methods from [11] closely, and using the above decomposition and estimates of
the hyperbolic Green’s function which we later derive in Chapter 5, we obtain
bounds for the function φ(z) in Chapter 6.
The methods and techniques used in this chapter are inspired from the ones
used in [14].
In Section 4.1, we introduce the hyperbolic heat trace, the Selberg zeta function
and a constant related to it.
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In Section 4.2, we show that the automorphic function P (z), and its Laplacian
∆hyp P (z) are well defined. We also derive the asymptotics of the function
P (z) at the parabolic fixed points.
In Section 4.3, we show that the automorphic function H(z) is well defined. We
also ascertain the behavior of the function H(z) at the parabolic fixed points,
and show that Ĥ(z), its extension to X, is an element of C`,``(X).
We then proceed to show that the following decomposition makes sense
4pi
∫ ∞
0
∆hypKhyp(t; z)dt = ∆hypH(z) + ∆hyp P (z).
Using the above equality, we obtain an expression for the function φ(z) in terms
of the functions H(z), P (z), and other hyperbolic-geometric invariants.
4.1 A constant related to the Selberg zeta function
In this section, we introduce the Selberg zeta function and a constant related
to it. We then define the hyperbolic heat trace, and state the relation between
it and the constant related to the Selberg zeta function.
Definition 4.1.1. Let H(Γ) denote a complete set of representatives of non-
conjugate, primitive, hyperbolic elements in Γ. The hyperbolic length of the
closed geodesic determined by γ ∈ H(Γ) on X is given by
`γ = inf{dH(z, γz)| z ∈ H}.
It is well-known that the equality holds true
|tr(γ)| = 2 cosh(`γ/2),
where tr(γ) denotes the trace of the matrix γ.
Definition 4.1.2. The length of the shortest geodesic `X on X is given by
`X = inf{dH(z, γz)| γ ∈ Γ\{id}, γ hyperbolic, z ∈ H}.
From the definition, it is clear that `X > 0.
Definition 4.1.3. For s ∈ C with Re(s) > 1, the Selberg zeta function asso-
ciated to X is defined as
ZX(s) =
∏
γ∈H(Γ)
Zγ(s), where Zγ(s) =
∞∏
n=0
(
1− e(s+n)`γ).
Definition 4.1.4. The Selberg zeta function ZX(s) admits a meromorphic
continuation to all s ∈ C, with zeros and poles characterized by the spectral
theory of the hyperbolic Laplacian. Furthermore, ZX(s) has a simple zero at
s = 1, and the constant
cX = lim
s→1
(
Z
′
X(s)
ZX(s)
− 1
s− 1
)
, (4.1)
is well defined.
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Remark 4.1.5. The constant cX was studied in great detail in [13], and upper
and lower bounds for this constant were computed for a hyperbolic Riemann
surface of finite volume. The analysis from [13] is extended to certain sequences
of compact Riemann surfaces in [12]. We will come back to the bounds for the
constant cX for certain sequences of non-compact Riemann surfaces in detail
in Section 7.2.
Definition 4.1.6. For z ∈ H and t ∈ R≥0, put
HKhyp(t; z) =
∑
γ∈Γ\{id}
γ hyperbolic
KH(t; z, γz).
The function HKhyp(t; z) is invariant under the action of Γ, and hence, defines
a function on X.
Similarly, for z ∈ H and t ∈ R≥0, the series∑
γ∈Γ\{id}
γ parabolic
KH(t; z, γz),
is invariant under the action of Γ, and hence, defines a function on X.
Remark 4.1.7. From the definition of KH(t; z, w) given by equation (1.10),
it is clear that KH(t; z, γz) is positive for all γ ∈ Γ, z ∈ H, and t ∈ R≥0. This
implies that Khyp(t; z) is positive for all z ∈ X and t ∈ R≥0. So from the
inequality ∑
γ∈Γ\{id}
γ parabolic
KH(t; z, γz) ≤ Khyp(t; z),
we derive that the series ∑
γ∈Γ\{id}
γ parabolic
KH(t; z, γz),
converges for all z ∈ X and t ∈ R≥0. Furthermore, we can also make the
inference that the function
HKhyp(t; z) = Khyp(t; z)−KH(t; 0)−
∑
γ∈Γ\{id}
γ parabolic
KH(t; z, γz)
converges for all z ∈ X and t ∈ R≥0, and hence, is well defined.
Definition 4.1.8. For t ∈ R≥0, the hyperbolic heat trace HTrKhyp(t) is given
by
HTrKhyp(t) =
∫
X
HKhyp(t; z)µhyp(z).
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The convergence of the integral∫
X
HKhyp(t; z)µhyp(z)
follows from the Selberg trace formula. Hence, the function HTrKhyp(t) is
well defined for all t ∈ R≥0. We refer the reader to Chapter 8 of [6], where the
Selberg trace formula has been proved in great detail.
The following lemma gives the relation between cX , the constant related to the
Selberg zeta function, and the hyperbolic heat trace HTrKhyp(t).
Lemma 4.1.9. The constant cX can be expressed as
cX = 1 +
∫ ∞
0
(
HTrKhyp(t)− 1
)
dt =
∫ ∞
0
(
HTrKhyp(t)− 1 + e−t
)
dt.
Proof. We refer the reader to Lemma 4.2 in [13].
4.2 Convergence of a certain parabolic series
In this section we prove the absolute and uniform convergence of a certain
parabolic series, which we denote by P (z), and derive its asymptotics at the
parabolic fixed points.
To prove the convergence of P (z), we follow the same techniques employed in
Lemma 5.2 in [14], for proving the convergence of the series∑
γ∈Γ\{id}
γ parabolic
∆hyp gH(z, γz).
Definition 4.2.1. For z ∈ H, put
P (z) =
∑
γ∈Γ\{id}
γ parabolic
gH(z, γz).
The function P (z) is invariant under the action of Γ, and hence, defines a
function on X.
Remark 4.2.2. From the proof of Lemma 5.2 in [14], we have the disjoint
union decomposition of parabolic elements of Γ
{γ ∈ Γ\{id}, γ parabolic} =
⋃
p∈P
⋃
η∈Γp\Γ
(
η−1Γpη\{id}
)
=
⋃
p∈P
⋃
η∈Γp\Γ
⋃
n6=0
{
η−1γnp η},
84
where γp is a generator of the stabilizer subgroup Γp of the parabolic fixed
point p ∈ P. This implies that formally, we have
P (z) =
∑
γ∈Γ\{id}
γ parabolic
gH(z, γz) =
∑
p∈P
∑
η∈Γp\Γ
∑
n6=0
gH(z, η
−1γnp ηz)
=
∑
p∈P
∑
η∈Γp\Γ
∑
n6=0
gH(ηz, γ
n
p ηz) =
∑
p∈P
∑
η∈Γp\Γ
Pgen,p(ηz), (4.2)
where Pgen,p(z) =
∑
n6=0
gH(z, γ
n
p z).
For a parabolic fixed point p ∈ P, from the definition of the scaling matrix σp
given in equation (1.1), it follows that
Pgen,p(z) =
∑
n6=0
gH(z, γ
n
p z) =
∑
n6=0
gH(σ
−1
p z, γ
n
∞σ
−1
p z). (4.3)
Lemma 4.2.3. For z ∈ H and p ∈ P a parabolic fixed point, the series Pgen,p(z)
converges absolutely and uniformly, and hence, is well defined on H.
Proof. For n 6= 0, from the definition of the free-space Green’s function and
that of the matrix γ∞ given in equations (1.19) and (1.2), respectively, we have
gH(z, γ
n
p z) = gH(σ
−1
p z, γ
n
∞σ
−1
p z) = log
(
4 Im(σ−1p z)2 + n2
n2
)
> 0.
Since every term of the series Pgen,p(z) is real-valued and positive, we have∣∣Pgen,p(z)∣∣ = ∑
n6=0
∣∣gH(σ−1p z, γn∞σ−1p z)∣∣ = Pgen,p(z).
Furthermore, we have the elementary estimate of the series Pgen,p(z)
Pgen,p(z) =
∑
n6=0
gH(σ
−1
p z, γ
n
∞σ
−1
p z) =
∑
n6=0
log
(
4 Im(σ−1p z)2 + n2
n2
)
≤ 2 log (4 Im(σ−1p z)2 + 1)+ 2 ∫ ∞
1
log
(
4 Im(σ−1p z)2 + t2
t2
)
dt. (4.4)
For a fixed a ∈ R and t ∈ R, consider the function
Fa(t) = t log
(
a2
t2
+ 1
)
+
∫
2a2
a2 + t2
dt.
Observing that
dFa(t)
dt
= log
(
a2
t2
+ 1
)
+
t
a2/t2 + 1
·
(−2a2
t3
)
+
2a2
a2 + t2
= log
(
a2
t2
+ 1
)
,
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we derive∫ ∞
1
log
(
a2
t2
+ 1
)
dt =
[
Fa(t)
]∞
1
=
[
t log
(
a2
t2
+ 1
)]∞
1
+
∫ ∞
1
2a2
a2 + t2
dt.
Substituting a = 2 Im(σ−1p z) in the above equation, we get∫ ∞
1
log
(
4 Im(σ−1p z)2 + t2
t2
)
dt =[
t log
(
4 Im(σ−1p z)2 + t2
t2
)]∞
1
+
∫ ∞
1
8 Im(σ−1p z)2
4 Im(σ−1p z)2 + t2
dt =[
t log
(
4 Im(σ−1p z)2 + t2
t2
)]∞
1
+
[
4 Im(σ−1p z) tan
−1
(
t
2 Im(σ−1p z)
)]∞
1
.
Evaluating the limits, we get[
t log
(
4 Im(σ−1p z)2 + t2
t2
)]∞
1
= − log (4 Im(σ−1p z)2 + 1) (4.5)
and [
4 Im(σ−1p z) tan
−1
(
t
2 Im(σ−1p z)
)]∞
1
=
2pi Im(σ−1p z)− 4 Im(σ−1p z) tan−1
(
1
2 Im(σ−1p z)
)
. (4.6)
Combining equations (4.5) and (4.6), we get∫ ∞
1
log
(
4 Im(σ−1p z)2 + t2
t2
)
dt =
2pi Im(σ−1p z)− log
(
4 Im(σ−1p z)
2 + 1
)− 4 Im(σ−1p z) tan−1( 1
2 Im(σ−1p z)
)
.
(4.7)
Combining inequality (4.4) and equation (4.7), we deduce the inequality
Pgen,p(z) ≤ 4pi Im(σ−1p z)− 8 Im(σ−1p z) tan−1
(
1
2 Im(σ−1p z)
)
. (4.8)
We now show that the above expression is bounded by 32 Im(σ−1p z)2, i.e.,
Pgen,p(z) ≤ 4pi Im(σ−1p z)− 8 Im(σ−1p z) tan−1
(
1
2 Im(σ−1p z)
)
≤ 32 Im(σ−1p z)2, (4.9)
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which will prove the absolute and uniform convergence of Pgen,p(z) on H. For
this, we consider for t ∈ R≥0, the function
F (t) = 32t2 − 4pit+ 8t tan−1
(
1
2t
)
.
As F (0) = 0, to establish inequality (4.9), it suffices to show that the function
F (t) is a monotone increasing function for all t ∈ R≥0. So we compute
dF (t)
dt
= 64t− 4pi + 8 tan−1
(
1
2t
)
− 16t
4t2 + 1
.
To prove that dF (t)dt > 0, for all t ∈ R≥0, it suffices to show that the function
G(t) = 64t+ 8 tan−1
(
1
2t
)
− 16t
4t2 + 1
is a monotone increasing function for all t ∈ R≥0, as G(0) = 4pi. Computing
the derivative of G(t), we find
dG(t)
dt
= 64− 16
4t2 + 1
+
64t2 − 16
(4t2 + 1)2
= 64− 32
(4t2 + 1)2
> 0,
which proves inequality (4.9), and hence, the absolute and uniform convergence
of Pgen,p(z) on H.
Using the above lemma, and some of the estimates derived in course of its proof,
we prove the absolute and uniform convergence of the automorphic function
P (z) in the following proposition.
Proposition 4.2.4. For z ∈ X, the series P (z) converges absolutely and uni-
formly, and hence, is well defined on X.
Proof. For z ∈ X, from equation (4.2), we have
P (z) =
∑
p∈P
∑
η∈Γp\Γ
Pgen,p(ηz).
From the estimate obtained in equation (4.9), we derive
P (z) =
∑
p∈P
∑
η∈Γp\Γ
Pgen,p(ηz) ≤ 32
∑
p∈P
∑
η∈Γp\Γ
Im(σ−1p ηz)
2
= 32
∑
p∈P
Epar,p(z, 2), (4.10)
where Epar,p(z, 2) is the parabolic Eisenstein series associated to p ∈ P at s = 2,
as defined in Section 1.5. Since every term of the series P (z) is real-valued and
positive, we can conclude that P (z) is absolutely and uniformly convergent on
X, and hence, well defined on X.
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In the following proposition, we investigate the behavior of the automorphic
function P (z) at the parabolic fixed points.
Proposition 4.2.5. As z ∈ X approaches a parabolic fixed point p ∈ P, the
function P (z) satisfies the estimate
P (z) = 4pi Im(σ−1p z)− log
(
4 Im(σ−1p z)
2
)
+Oz(1),
where the contribution from the term Oz(1) is a smooth function in z.
Proof. Let z ∈ X approach a parabolic fixed point p ∈ P. From equation (4.2),
we obtain the decomposition
P (z) =
∑
q∈P
q 6=p
∑
η∈Γq\Γ
Pgen,q(ηz) +
∑
η∈Γp\Γ
η 6=id
Pgen,p(ηz) + Pgen,p(z). (4.11)
We now estimate the right-hand side of the above equation term by term. For
the first term, using inequality (4.9), we derive the estimate∑
q∈P
q 6=p
∑
η∈Γq\Γ
Pgen,q(ηz) ≤ 32
∑
q∈P
q 6=p
∑
η∈Γq\Γ
Im(σ−1q ηz)
2 = 32
∑
q∈P
q 6=p
Epar,q(z, 2). (4.12)
For the second term, we deduce∑
η∈Γp\Γ
η 6=id
Pgen,p(ηz) ≤ 32
∑
η∈Γp\Γ
η 6=id
Im(σ−1p ηz)
2 = 32
(Epar,p(z, 2)− Im(σ−1p z)2).
(4.13)
To deduce an estimate of (4.12) and (4.13), we use Corollary 1.5.7, which shows
that for z ∈ X approaching p ∈ P, we have
Epar,q(z, 2) = δq,p Im(σ−1p z)2 + αq,p(2) Im(σ−1p z)−1+
O
((
1 + Im(σ−1p z)
−2)e−2pi Im(σ−1p z)) .
This implies that as z ∈ X approaches p ∈ P, we have∑
q∈P
q 6=p
∑
η∈Γq\Γ
Pgen,q(ηz) ≤ 32
∑
q∈P
q 6=p
Epar,q(z, 2) = O
(
Im(σ−1p z)
−1)
and ∑
η∈Γp\Γ
η 6=id
Pgen,p(ηz) ≤ 32
(Epar,p(z, 2)− Im(σ−1p z)2) = O (Im(σ−1p z)−1) .
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Hence, as z ∈ X approaches p ∈ P, we arrive at the estimate∑
q∈P
q 6=p
∑
η∈Γq\Γ
Pgen,q(ηz) +
∑
η∈Γp\Γ
η 6=id
Pgen,p(ηz) = O
(
Im(σ−1p z)
−1) . (4.14)
We are now left to investigate the behavior of the third term
Pgen,p(z) =
∑
n6=0
gH(σ
−1
p z, γ
n
∞σ
−1
p z)
= lim
w→z lims→1
( ∞∑
n=−∞
gH,s(σ
−1
p w, γ
n
∞σ
−1
p z)− gH,s(σ−1p z, σ−1p w)
)
,
(4.15)
as z ∈ X approaches p ∈ P.
From Lemma 5.1 in Chapter 5 of [8], for Im(σ−1p z) > Im(σ−1p w), and s ∈ C
with Re(s) > 1, we have
∞∑
n=−∞
gH,s(σ
−1
p w, γ
n
∞σ
−1
p z) =
4pi
2s− 1 Im(σ
−1
p w)
s Im(σ−1p z)
1−s+
∑
n6=0
1
|n|Ws(nσ
−1
p z)Vs(nσ
−1
p w). (4.16)
Substituting the above expression in equation (4.15), we get
Pgen,p(z) = 4pi Im(σ
−1
p z)+
lim
w→z lims→1
(∑
n6=0
1
|n|Ws(nσ
−1
p z)Vs(nσ
−1
p w)− gH,s(σ−1p z, σ−1p w)
)
. (4.17)
From the proof of Corollary 1.9.5, we have the estimate∑
n6=0
1
|n|Ws(nσ
−1
p z)Vs(nσ
−1
p w) = − log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2+
O
(
e−2pi(Im(σ
−1
p z)−Im(σ−1p w))).
Using the estimate stated in above equation, we compute
lim
w→z lims→1
(∑
n6=0
1
|n|Ws(nσ
−1
p z)Vs(nσ
−1
p w)− gH,s(σ−1p z, σ−1p w)
)
=
lim
w→z
(
− log ∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2 − log ∣∣∣∣σ−1p z − σ−1p wσ−1p z − σ−1p w
∣∣∣∣2)+Oz(1) =
lim
w→z log
∣∣∣∣ σ−1p z − σ−1p w
1− e2pii(σ−1p z−σ−1p w)
∣∣∣∣2 − log (4 Im(σ−1p z)2)+Oz(1) =
− log (4 Im(σ−1p z)2)+Oz(1). (4.18)
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Combining equations (4.17) and (4.18), we arrive at the estimate
Pgen,p(z) = 4pi Im(σ
−1
p z)− log
(
4 Im(σ−1p z)
2
)
+Oz(1),
which along with the estimate obtained in equation (4.14) completes the proof
of the proposition.
Definition 4.2.6. For z ∈ X, we put
C ′par = max
z∈H
(∑
p∈P
∑
η∈Γp\Γ
η 6=id
Pgen,p(ηz)
)
. (4.19)
The existence of the constant C ′par follows from the upper bound derived in
equation (4.13).
Remark 4.2.7. While estimating the function φ(z) later in Chapter 6, we
bound some of the quantities involved by the constant C ′par.
In the following lemma, we prove the absolute and uniform convergence of
∆hyp P (z), the Laplacian applied to the automorphic function P (z).
Lemma 4.2.8. For z ∈ X, the function ∆hyp P (z) converges absolutely and
locally uniformly on X, and remains bounded at the parabolic fixed points.
Furthermore, we have
∆hyp P (z) =
∑
p∈P
∑
η∈Γp\Γ
∆hyp Pgen,p(ηz),
where ∆hyp Pgen,p(z) = 2
(
2pi Im(σ−1p z)
sinh(2pi Im(σ−1p z))
)2
− 2.
Proof. In Lemma 5.1 of [14], it has been shown that the series∑
n6=0
∆hyp gH(σ
−1
p z, γ
n
∞σ
−1
p z)
converges absolutely and uniformly on H. Furthermore, the relation has been
established∑
n6=0
∆hyp gH(σ
−1
p z, γ
n
∞σ
−1
p z) = 2
(
2pi Im(σ−1p z)
sinh(2pi Im(σ−1p z))
)2
− 2.
This implies that
∆hyp Pgen,p(z) = ∆hyp
∑
n6=0
gH(σ
−1
p z, γ
n
∞σ
−1
p z) =
∑
n6=0
∆hyp gH(σ
−1
p z, γ
n
∞σ
−1
p z) = 2
(
2pi Im(σ−1p z)
sinh(2pi Im(σ−1p z))
)2
− 2. (4.20)
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From Proposition 2.8.1, we know that the series∑
γ∈Γ\{id}
γ parabolic
∆hyp gH(z, γz)
is absolutely and locally uniformly convergent on X, and remains bounded at
the parabolic fixed points. Hence, from Proposition 4.2.4, it follows that
∆hyp P (z) = ∆hyp
∑
γ∈Γ\{id}
γ parabolic
gH(z, γz) =
∑
γ∈Γ\{id}
γ parabolic
∆hyp gH(z, γz) =
∑
p∈P
∑
η∈Γp\Γ
∑
n6=0
∆hyp gH(σ
−1
p ηz, γ
n
∞σ
−1
p ηz) =
∑
p∈P
∑
η∈Γp\Γ
∆hyp Pgen,p(ηz).
This proves the absolute and locally uniform convergence of the the function
∆hyp P (z), and its boundedness at the parabolic fixed points.
Definition 4.2.9. For z ∈ X, we define
C ′′par = max
z∈X
∣∣∆hyp P (z)∣∣. (4.21)
The existence of the constant C ′′par follows from Lemma 4.2.8.
In Chapter 6, in course of estimating the function φ(z), we bound some of the
quantities involved by the constant C ′′par.
Remark 4.2.10. For z ∈ H, from Proposition 4.2.8, we have
∆hyp Pgen,p(z) = 2
(
2pi Im(σ−1p z)
sinh(2pi Im(σ−1p z))
)2
− 2 < 0.
This implies that, for z ∈ X, every term of the series
∆hyp P (z) =
∑
p∈P
∑
η∈Γp\Γ
∆hyp Pgen,p(ηz)
is negative. Hence, we arrive at∣∣∆hyp P (z)∣∣ = −∑
p∈P
∑
η∈Γp\Γ
∆hyp Pgen,p(ηz).
4.3 Expressing φ(z) in terms of purely hyperbolic-
geometric functions
In this section we introduce another automorphic functionH(z), which depends
only on the hyperbolic elements of the Fuchsian subgroup Γ. We prove its
convergence, and compute the asymptotics of it at the parabolic fixed points.
We end the section with an expression for φ(z) in terms of H(z), P (z), and
other hyperbolic-geometric invariants.
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Definition 4.3.1. For z ∈ X, put
H(z) = 4pi
∫ ∞
0
(
HKhyp(t; z)− 1
volhyp(X)
)
dt. (4.22)
The function H(z) is invariant under the action of Γ, and hence, defines a
function on X.
The following proposition proves the convergence of the function H(z).
Proposition 4.3.2. The function H(z) is well defined on X. Moreover it
satisfies
H(z) = lim
w→z
(
ghyp(z, w)− gH(z, w)
)− P (z). (4.23)
Proof. From Proposition 4.2.4, we know that the series
P (z) =
∑
γ∈Γ\{id}
γ parabolic
gH(z, γz) =
∑
γ∈Γ\{id}
γ parabolic
4pi
∫ ∞
0
KH(t; z, γz)dt
converges absolutely for all z ∈ X. So, we can interchange summation and
integration to obtain
P (z) = 4pi
∫ ∞
0
( ∑
γ∈Γ\{id}
γ parabolic
KH(t; z, γz)
)
dt. (4.24)
The integral ∫ ∞
0
(
Khyp(t; z)−KH(t; 0)− 1
volhyp(X)
)
dt (4.25)
converges for all z ∈ X. Using equation (4.24) and the convergence of the
integral in (4.25), we can write
H(z) = 4pi
∫ ∞
0
(
HKhyp(t; z)− 1
volhyp(X)
)
dt =
4pi
∫ ∞
0
(
Khyp(t; z)−KH(t; 0)− 1
volhyp(X)
−
∑
γ∈Γ\{id}
γ parabolic
KH(t; z, γz)
)
dt =
4pi
∫ ∞
0
(
Khyp(t; z)−KH(t; 0)− 1
volhyp(X)
)
dt− P (z), (4.26)
which proves the convergence of the function H(z).
We now prove equation (4.23). From the convergence of the integral in (4.25),
and an application of Fatou’s lemma from real analysis, we can interchange
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limit and integration in the expression to derive
lim
w→z
(
ghyp(z, w)− gH(z, w)
)
=
lim
w→z 4pi
∫ ∞
0
(
Khyp(t; z, w)−KH(t; z, w)− 1
volhyp(X)
)
dt =
4pi
∫ ∞
0
(
Khyp(t; z)−KH(t; 0)− 1
volhyp(X)
)
dt. (4.27)
Combining equations (4.26) and (4.27) proves equation (4.23).
In the following proposition, we describe the behavior of the automorphic func-
tion H(z) at the parabolic fixed points.
Proposition 4.3.3. As z ∈ X approaches a parabolic fixed point p ∈ P, we
have
H(z) =
− 8pi
volhyp(X)
log
(
Im(σ−1p z)
)− 4pi
volhyp(X)
+ 4pikp,p(0) +O
(
Im(σ−1p z)
−1),
where kp,p(0) is the zeroth Fourier coefficient in the Fourier expansion of Kro-
necker’s limit function κp(z) associated to the parabolic fixed point p ∈ P (see
Theorem 1.5.3).
Proof. Combining equations (4.23) and (4.11), we have
H(z) = lim
w→z
(
ghyp(z, w)− gH(z, w)
)− P (z) =
lim
w→z
(
ghyp(z, w)− gH(z, w)−
∑
n6=0
gH(σ
−1
p w, γ
n
∞σ
−1
p z)
)
−
∑
q∈P
q 6=p
∑
η∈Γq\Γ
Pgen,q(ηz)−
∑
η∈Γp\Γ
η 6=id
Pgen,p(ηz).
We now estimate the right-hand side of the above equation term by term. As
z ∈ X approaches the parabolic fixed point p ∈ P, from the estimate derived
in equation (4.14), we have the estimate of the expression in the second line
on the right-hand side of the above equation∑
q∈P
q 6=p
∑
η∈Γq\Γ
Pgen,q(ηz) +
∑
η∈Γp\Γ
η 6=id
Pgen,p(ηz) = O
(
Im(σ−1p z)
−1) .
So we arrive at the estimate of the function H(z)
H(z) = lim
w→z
(
ghyp(z, w)−
∞∑
n=−∞
gH(σ
−1
p w, γ
n
∞σ
−1
p z)
)
+O
(
Im(σ−1p z)
−1).
(4.28)
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We are now left to compute the asymptotics of the limit
lim
w→z
(
ghyp(z, w)−
∞∑
n=−∞
gH(σ
−1
p w, γ
n
∞σ
−1
p z)
)
=
lim
w→z lims→1
(
ghyp,s(z, w)− 4pi
volhyp(X)s
· 1
s− 1 −
∞∑
n=−∞
gH,s(σ
−1
p w, γ
n
∞σ
−1
p z)
)
,
(4.29)
as z ∈ X approaches the parabolic fixed point p ∈ P. From the estimate of
the automorphic Green’s function ghyp,s(z, w) stated in equation (1.25), for
z, w ∈ X with Im(σ−1p z) > Im(σ−1p w) and Im(σ−1p z) Im(σ−1p w) > C−2p , and
s ∈ C with Re(s) > 1, we have
ghyp,s(z, w) =
4pi Im(σ−1p z)1−s
2s− 1 Epar,p(w, s)+∑
n6=0
1
|n|Ws(nσ
−1
p z)Vs(nσ
−1
p w) +O
(
e−2pi Im(σ
−1
p z)
)
. (4.30)
So for z, w ∈ X with Im(σ−1p z) > Im(σ−1p w) and Im(σ−1p z) Im(σ−1p w) > C−2p ,
and s ∈ C with Re(s) > 1, combining equation (4.16) with the estimate stated
in equation (4.30), we have
ghyp,s(z, w)−
∞∑
n=−∞
gH,s(σ
−1
p w, γ
n
∞σ
−1
p z) =
4pi Im(σ−1p z)1−s
2s− 1 Epar,p(w, s)−
4pi
2s− 1 Im(σ
−1
p w)
s Im(σ−1p z)
1−s +O
(
e−2pi Im(σ
−1
p z)
)
.
As z ∈ X approaches p ∈ P, we can substitute the above estimate in the
right-hand side of the limit (4.29) to derive
lim
w→z
(
ghyp(z, w)−
∞∑
n=−∞
gH(σ
−1
p w, γ
n
∞σ
−1
p z)
)
=
lim
w→z lims→1
(
4pi Im(σ−1p z)1−s
2s− 1 Epar,p(w, s)−
4pi
volhyp(X)
· 1
s− 1
)
+
4pi
volhyp(X)
− 4pi Im(σ−1p z) +O
(
e−2pi Im(σ
−1
p z)
)
.
From equation (2.8), as z ∈ X approaches p ∈ P, we get
lim
w→z lims→1
(
4pi Im(σ−1p z)1−s
2s− 1 Epar,p(w, s)−
4pi
volhyp(X)
· 1
s− 1
)
=
lim
w→z
(
4piκp(w)− 4pi
volhyp(X)
log
(
Im(σ−1p z)
)− 8pi
volhyp(X)
)
=
4piκp(z)− 4pi
volhyp(X)
log
(
Im(σ−1p z)
)− 8pi
volhyp(X)
.
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So we get
lim
w→z
(
ghyp(z, w)−
∞∑
n=−∞
gH(σ
−1
p w, γ
n
∞σ
−1
p z)
)
= 4piκp(z)− 4pi Im(σ−1p z)−
4pi
volhyp(X)
log
(
Im(σ−1p z)
)− 4pi
volhyp(X)
+O
(
e−2pi Im(σ
−1
p z)
)
. (4.31)
From the Fourier expansion of Kronecker’s limit function κp(z) described in
Theorem 1.5.3, we have
κp(z) = Im(σ
−1
p z) + kp,p(0)−
log
(
Im(σ−1p z)
)
volhyp(X)
+O
(
e−2pi Im(σ
−1
p z)
)
.
Substituting the above estimate of κp(z) in the expression on the right-hand
side of equation (4.31), we get
lim
w→z
(
ghyp(z, w)−
∞∑
n=−∞
gH(σ
−1
p w, γ
n
∞σ
−1
p z)
)
=
− 8pi
volhyp(X)
log
(
Im(σ−1p z)
)− 4pi
volhyp(X)
+ 4pikp,p(0) +O
(
e−2pi Im(σ
−1
p z)
)
.
(4.32)
Hence, as z ∈ X approaches p ∈ P, combining equations (4.28) and (4.32), we
arrive at
H(z) =
− 8pi
volhyp(X)
log
(
Im(σ−1p z)
)− 4pi
volhyp(X)
+ 4pikp,p(0) +O
(
Im(σ−1p z)
−1),
which completes the proof of the proposition.
Corollary 4.3.4. As z ∈ X approaches a fixed point p ∈ P, we have
H(z) = − 8pi
volhyp(X)
log
(− log |ϑp(z)|)+Oz(1),
where the contribution from the term Oz(1) term is a smooth function in z.
Proof. The corollary follows directly from Proposition 4.3.3.
Definition 4.3.5. From Propositions 4.3.2 and 4.3.3, we know that H(z) is
a smooth function for all z ∈ X, and has log log-growth at the parabolic
fixed points. Hence, it defines a singular function Ĥ(z) on X with a log log-
singularity at the parabolic fixed points, and remains smooth for z ∈ X\P, so
Ĥ(z) ∈ C`,``(X).
Remark 4.3.6. From Lemma 4.1.9, it follows that∫
X
H(z)µhyp(z) = 4pi(cX − 1). (4.33)
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In the following lemma, we obtain a decomposition for the function∫ ∞
0
∆hypKhyp(t; z)dt
in terms of the functions H(z) and P (z).
Lemma 4.3.7. For all z ∈ X, we have
4pi
∫ ∞
0
∆hypKhyp(t; z)dt = ∆hypH(z) + ∆hyp P (z). (4.34)
Proof. Using the relation proved in equation (4.23), we get
∆hyp P (z) + ∆hypH(z) = ∆hyp lim
w→z
(
ghyp(z, w)− gH(z, w)
)
.
Since the integral
4pi
∫ ∞
0
( ∑
γ∈Γ\{id}
KH(t; z, γz)− 1
volhyp(X)
)
dt,
as well as the integral of the derivatives of the integrand are absolutely con-
vergent, we can take the Laplace operator ∆hyp inside the integral. So we
find
∆hypH(z) + ∆hyp P (z) = ∆hyp lim
w→z
(
ghyp(z, w)− gH(z, w)
)
=
4pi ∆hyp
∫ ∞
0
( ∑
γ∈Γ\{id}
KH(t; z, γz)− 1
volhyp(X)
)
dt =
4pi
∫ ∞
0
∆hypKhyp(t; z)dt.
This completes the proof of the lemma.
Theorem 4.3.8. For z ∈ X, we can express φ(z) as
φ(z) =
H(z)
2g
+
1
8pig
∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)− Chyp
8g2
− 2pi(cX − 1)
g volhyp(X)
.
(4.35)
Proof. From equation (3.37), it follows that
φ(z) =
∫
X
ghyp(z, ζ)µcan(ζ)− 1
2
∫
X
∫
X
ghyp(ζ, ξ)µcan(ξ)µcan(ζ)
=
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)− Chyp
8g2
. (4.36)
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Furthermore, from equation (4.34), we find
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ) =
1
8pig
∫
X
ghyp(z, ζ) ∆hypH(ζ)µhyp(ζ) +
1
8pig
∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ).
(4.37)
As Ĥ(ζ) ∈ C`,``(X) with Sing(Ĥ) = P, combining Corollary 3.1.8 and equation
(4.33), we get
1
8pig
∫
X
ghyp(z, ζ) ∆hypH(ζ)µhyp(ζ) = − 1
2g
∫
X
ghyp(z, ζ)dzd
c
zH(ζ) =
H(z)
2g
− 1
2g
∫
X
H(ζ)µshyp(ζ) =
H(z)
2g
− 2pi(cX − 1)
g volhyp(X)
. (4.38)
The proof of the theorem, follows from combining equations (4.36), (4.37), and
(4.38).
97

Chapter 5
Bounds for heat kernels and
hyperbolic Green’s functions
In [11], estimates of the hyperbolic heat kernel are derived in terms of certain
hyperbolic-geometric invariants on a compact Riemann surface. Using these
estimates of the hyperbolic heat kernel, an upper bound was computed for the
function φ(z).
The hyperbolic-geometric invariants used in [11] are not finite for a non-
compact Riemann surface. Furthermore, even the function φ(z) is not bounded
on a non-compact Riemann surface. So we restrict ourselves to estimating the
function φ(z) on a compact subset of the non-compact Riemann surface X,
which will be done in the next chapter.
In this chapter, we adapt the arguments from [11], to obtain estimates of
the hyperbolic heat kernel on a compact subset of the non-compact Riemann
surface. We then use the bounds for the heat kernel to derive estimates of the
hyperbolic Green’s function.
These estimates of the hyperbolic Green’s function are used in the next chapter
to derive upper bounds for the function φ(z).
As stated before in Chapter 4, we continue to assume that the Fuchsian sub-
group Γ contains only hyperbolic and parabolic elements, i.e., Γ has no torsion
elements.
In Section 5.1, we introduce the injectivity radius rε, and a constant C
HK
ε
associated to the compact subset Yε of X, which is given by
Yε = X\
⋃
p∈P
Uε(p),
where Uε(p) is an open coordinate disk of radius ε around the parabolic fixed
point p ∈ P. We then compute the asymptotics of rε and CHKε , as ε approaches
zero.
From Section 5.2, we fix an ε > 0 for the rest of the thesis. We then adapt
the arguments used in [11] to derive bounds for the heat kernel, and for the
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hyperbolic Green’s function in terms of rε and C
HK
ε on the compact subset Yε
of X.
In Section 5.3, we use the estimates derived in Section 5.2, to deduce bounds
for the hyperbolic Green’s function in the neighborhoods of parabolic fixed
points.
5.1 Some hyperbolic-geometric invariants
Let 0 < ε < 1 be any number such that the following condition holds true:
Uε(p) ∩ Uε(q) = ∅ (5.1)
for all parabolic fixed points p, q ∈ P and p 6= q, where Uε(p), Uε(q) denote
open coordinate disks of radius ε around p, q ∈ P, respectively.
Notation 5.1.1. For any 0 < ε < 1 satisfying (5.1), put
Yε = X\
⋃
p∈P
Uε(p).
Then, Yε is a compact subset of X. For a parabolic fixed point p ∈ P, put
Yε,p = X\Uε(p), i.e., Yε,p = Yε ∪
⋃
q∈P
q 6=p
Uε(q).
Notation 5.1.2. Let F ⊂ H denote a fixed fundamental domain of the Rie-
mann surface X, and Π : H −→ Γ\H = X be the universal covering map.
Let Y ′ε , Y ′ε,p, and U ′ε(p) denote Π−1(Yε)∩F , Π−1(Yε,p)∩F , and Π−1
(
Uε(p)
)∩F ,
respectively.
Remark 5.1.3. For a parabolic fixed point p ∈ P, the set
{σ−1p ηF | η ∈ Γp\Γ}
covers the strip
{z ∈ H | 0 < Re(z) < 1}.
Similarly, the set
{σ−1p ηY ′ε,p | η ∈ Γp\Γ}
covers the strip{
z ∈ H | 0 < Re(z) < 1, 0 < Im(z) ≤ − log ε
2pi
}
.
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For the remaining part of this section, we assume that ε satisfies (5.1). We in-
troduce certain hyperbolic-geometric quantities, namely, the injectivity radius
rε and C
HK
ε associated to the compact subset Yε of X. We then compute the
asymptotics of these two quantities, for a sufficiently small ε > 0.
Definition 5.1.4. We define the injectivity radius rε of Yε to be
rε = inf
{
dH(z, γz)| γ ∈ Γ\{id}, z ∈ Y ′ε
}
. (5.2)
Remark 5.1.5. As Yε is compact, and Γ has no torsion elements, it follows
that rε > 0.
In the following lemma, we investigate the behavior of the injectivity radius rε
of the compact subset Yε of X, for a sufficiently small ε > 0.
Lemma 5.1.6. For ε > 0 sufficiently small, we have
sinh2(rε/2) =
pi2
(log ε)2
.
Proof. From the definition of the injectivity radius, it follows that we need to
investigate the behavior of the quantity
inf
{
dH(z, γz)| γ ∈ Γ\{id}, z ∈ Y ′ε
}
for a sufficiently small ε > 0. Without loss of generality, let us assume that Γ
has only one parabolic fixed point, say p with stabilizer subgroup Γp. From the
definition of the length of the shortest geodesic `X , we have the lower bound
0 < `X ≤ inf{dH(z, γz)| γ ∈ Γ\{id}, γ hyperbolic, z ∈ F}.
As ε > 0 becomes arbitrarily small, any z ∈ ∂Y ′ε gets arbitrarily close to the
parabolic fixed point, so the infimum of the set{
dH(z, γz)| γ ∈ Γ\{id}, γ parabolic, z ∈ Y ′ε
}
also gets arbitrarily small. Hence, for ε > 0 sufficiently small, we can conclude
that
rε = inf
{
dH(z, γz)| γ ∈ Γ\{id}, γ parabolic, z ∈ Y ′ε
}
.
As Γ contains only one parabolic fixed point, we have the disjoint union de-
composition of parabolic elements of Γ{
γ ∈ Γ\{id}, γ parabolic} = ⋃
η∈Γp\Γ
{
η−1Γpη\{id}
}
.
For η ∈ Γp\Γ and η 6= id, we have the lower bound
0 < cη ≤ inf
{
dH(z, γz)| γ ∈ η−1Γpη\{id}, z ∈ F
}
,
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for some constant cη > 0. Hence, for ε > 0 sufficiently small, we find
rε = inf
{
dH(z, γz)| γ ∈ Γp\{id}, z ∈ Y ′ε
}
.
For z, w ∈ H, from equation (1.3) in [8], we have
cosh(dH(z, w)) = 1 + 2u(z, w), where u(z, w) =
|z − w|2
4 Im(z) Im(w)
. (5.3)
Since cosh(t) is a positive monotone increasing function for t ∈ R≥0, from
equation (5.3), for ε > 0 sufficiently small, we have
cosh(rε) = inf
γ∈Γp\{id}
z∈Y ′ε
cosh(dH(z, γz)) = 1 + 2 inf
γ∈Γp\{id}
z∈Y ′ε
u(z, γz).
Hence, for ε > 0 sufficiently small, we derive
sinh2(rε/2) = inf
γ∈Γp\{id}
z∈Y ′ε
u(z, γz). (5.4)
From the definition of the scaling matrix σp, for γ ∈ Γp\{id}, we have
σ−1p γz = γ
n
∞σ
−1
p z = σ
−1
p z + n,
for some n 6= 0. So using the PSL2(R)-invariance of the function u(z, w), we
compute
inf
γ∈Γp\{id}
z∈Y ′ε
u(z, γz) = inf
γ∈Γp\{id}
z∈Y ′ε
u(σ−1p z, σ
−1
p γz) =
inf
n∈Z\{0}
z∈Y ′ε
u(σ−1p z, σ
−1
p z + n) = inf
n∈Z\{0}
z∈Y ′ε
n2
4 Im(σ−1p z)2
=
pi2
(log ε)2
. (5.5)
The proof of the lemma follows from combining equations (5.4) and (5.5).
Definition 5.1.7. For the remaining part of this chapter, we fix t0 satisfying
0 < t0 < 1, and define
CHKε = max
z∈Yε
(
Khyp(t0; z)
)
. (5.6)
As Yε is compact, C
HK
ε is finite.
In the following lemma we investigate the behavior of CHKε , for a sufficiently
small ε > 0.
Lemma 5.1.8. For ε > 0 sufficiently small, we have
CHKε = −
e−t0/4√
4pit0
· log ε
2pi
+Oz(1),
where the contribution from the term Oz(1) is a smooth function in z.
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Proof. Without loss of generality, let us assume that Γ has only one parabolic
fixed point, say p with stabilizer subgroup Γp. For z ∈ X bounded away from
the parabolic fixed point p, the function Khyp(t0; z) remains bounded.
The series ∑
γ∈Γ\Γp
KH(t0; z, γz)
is absolutely and uniformly convergent in a sufficiently small neighborhood of
the parabolic fixed point p. So for z ∈ X approaching p, we can interchange
summation and limit to derive
lim
z→p
∑
γ∈Γ\Γp
KH(t0; z, γz) =
∑
γ∈Γ\Γp
lim
z→pKH(t0; z, γz).
From the integral formula for KH(t0; ρ) described in equation (1.10), for every
γ ∈ Γ\Γp, we have
lim
z→pKH(t0; z, γz) = 0,
which implies that
lim
z→p
∑
γ∈Γ\Γp
KH(t0; z, γz) = 0. (5.7)
Furthermore, from Proposition 3.3.5 in [7], which is a reformulation of a result
from [20], for z ∈ X approaching p, we have
∑
γ∈Γp
KH(t0; z, γz) =
e−t0/4 · Im(σ−1p z)√
4pit0
+Oz(1)
= − e
−t0/4
√
4pit0
· log |ϑp(z)|
2pi
+Oz(1), (5.8)
where the contribution from the term Oz(1) is a smooth function in z. Com-
bining equations (5.7) and (5.8), for z ∈ X approaching p, we deduce that
Khyp(t0; z) = − e
−t0/4
√
4pit0
· log |ϑp(z)|
2pi
+Oz(1).
From the above equation, for ε > 0 sufficiently small, it follows that
CHKε = −
e−t0/4√
4pit0
· log ε
2pi
+Oz(1),
which completes the proof of the lemma.
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5.2 Bounds for heat kernels and hyperbolic Green’s
functions
For the remaining part of the thesis, we fix an 0 < ε < 1 satisfying (5.1). In
this section, we adapt the bounds derived for the hyperbolic heat kernel on a
compact Riemann surface in [11] to the compact subset Yε of X.
We then use the estimates of the hyperbolic heat kernel to bound the hyperbolic
Green’s function on the compact subset Yε of X.
Lemma 5.2.1. There exist constants c0 and c∞ such that for 0 < t < t0, we
have
KH(t; ρ) ≤ c0
4pit
e−ρ
2/(4t)
for all ρ ≥ 0; and for all t ≥ t0, we get
KH(t; ρ) ≤ c∞e−t/4
for all ρ ≥ 0. Furthermore, there exists a δ0 > 0, such that KH(t; ρ) is a
monotone decreasing function of ρ for ρ > δ0 and all 0 < t < t0.
Proof. The proof follows directly from the integral formula for KH(t; ρ) given
by equation (1.10).
Notation 5.2.2. For δ0 as in Lemma 5.2.1, we fix a δε satisfying
δε > max {δ0, 4rε + 5}. (5.9)
Definition 5.2.3. For δ > 0 and fixed z, w ∈ X, identifying X with the
fundamental domain F , we define the set
SΓ(δ; z, w) = {γ ∈ Γ| dH(z, γw) < δ}. (5.10)
Remark 5.2.4. From arguments as in the proof of Theorem 2.1 of [15], we
have the upper bound
sup
z,w∈Yε
#SΓ(δ; z, w) ≤ sinh(δ + rε)
sinh(rε)
. (5.11)
Definition 5.2.5. For any δ ≥ δε, α > 0, and z, w ∈ Yε, put
Kα,δhyp(t; z, w) =
Khyp(t; z, w)−
∑
n: 0≤λn<α
ϕn(z)ϕn(w)e
−λnt −
∑
γ∈SΓ(δ;z,w)
KH(t; dH(z, γw)),
where {λn} denotes the set of discrete eigenvalues of the hyperbolic Laplacian
∆hyp with associated orthonormal eigenfunctions {ϕn(z)} (see also equation
(1.15)).
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Lemma 5.2.6. For any δ > 0, t ∈ R>0, and z, w ∈ Yε, we have the upper
bound ∑
γ∈SΓ(δ;z,w)
KH(t; dH(z, γw)) ≤ Khyp(t; z, w). (5.12)
Furthermore, for all 0 < t < t0 and δ > δ0, we have the upper bound
Khyp(t; z, w) ≤
∑
γ∈SΓ(δ;z,w)
KH(t; dH(z, γw)) +
sinh(rε) sinh(δ)
sinh2(rε/2)
·KH(t; δ)+
1
sinh2(rε/2)
∫ ∞
δ−4rε
KH(t; ρ) sinh(ρ+ 2rε)dρ. (5.13)
Proof. We refer the reader to [15], where inequalities (5.12) and (5.13) have
been established in course of the proof of Theorem 2.1.
Remark 5.2.7. The eigenfunctions {ϕn(z)} of the hyperbolic Laplacian ∆hyp
can all be chosen to be real-valued. So for the remaining part of the thesis, we
assume that the eigenfunctions {ϕn(z)} are real-valued.
The following lemma is an adaption of Lemma 4.1 proved in [11] to the compact
subset Yε of X.
Lemma 5.2.8. Let t0 and C
HK
ε be as in Section 5.1. For any α > 0 and
z, w ∈ Yε, we have the upper bound involving the eigenfunctions ϕn(z) of the
hyperbolic Laplacian ∆hyp∑
n: 0≤λn<α
|ϕn(z)ϕn(w)| ≤ CHKε eαt0 .
Proof. From the estimate
|ϕn(z)ϕn(w)| ≤ 1
2
(
ϕ2n(z) + ϕ
2
n(w)
)
,
if follows that for z, w ∈ Yε, it suffices to prove that∑
n: 0≤λn<α
ϕ2n(z) ≤ CHKε eαt0 .
From the spectral expansion of the hyperbolic heat kernel given by equation
(1.15), we have
Khyp(t0; z) =
∞∑
n=0
ϕ2n(z)e
−λnt0 +
1
4pi
∑
p∈P
∫ ∞
−∞
∣∣Epar,p(z, 1/2 + ir)∣∣2e−(r2+1/4)t0dr.
Observe that the functions
ϕ2n(z)e
−λnt0 and
∫ ∞
−∞
∣∣Epar,p(z, 1/2 + ir)∣∣2e−(r2+1/4)t0dr
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both remain positive for all z ∈ Yε, n ∈ N, and p ∈ P. So for z ∈ Yε, we derive
the estimate ∑
n: 0≤λn<α
ϕ2n(z)e
−λnt0 ≤ Khyp(t0; z) ≤ CHKε . (5.14)
For all 0 ≤ λn < α, we have
e−λnt0eαt0 ≥ 1.
Hence, for z ∈ Yε, using the estimate derived in (5.14), we deduce that∑
n: 0≤λn<α
ϕ2n(z) ≤
∑
n: 0≤λn<α
ϕ2n(z)e
−λnt0eαt0
≤ Khyp(t0; z)eαt0 ≤ CHKε eαt0 .
This completes the proof of the lemma.
The following lemma is an adaption of Lemma 4.2 proved in [11] to the compact
subset Yε of X.
Lemma 5.2.9. Let t0, c0, c∞, rε, δε, and CHKε be as in Sections 5.1 and 5.2.
For any δ ≥ δε, α > 0, and z, w ∈ Yε, we have the following upper bounds:
(a) If 0 < t < t0, then∣∣Kα,δhyp(t; z, w)∣∣ ≤ CHKε eαt0 + c0 sinh(rε) sinh(δ)8δ2 sinh2(rε/2) + c0e
2rε
2pi sinh2(rε/2)
;
(b) If t ≥ t0, then∣∣Kα,δhyp(t; z, w)∣∣ ≤ CHKε e−α(t−t0) + c∞ sinh(δ + rε)sinh(rε) e−t/4.
Proof. This result has been established in Lemma 4.2 of [11], when X does
not admit parabolic fixed points. The estimate stated in (5.11), and Lemmas
5.2.1, 5.2.6, and 5.2.8 ensure that the proof of Lemma 4.2 of [11], extends to
the compact subset Yε of X.
The following lemma is a slight refinement of the bound obtained in Lemma 4.4
in [11].
Lemma 5.2.10. For z, w ∈ H with 0 < a ≤ dH(z, w), we have the bounds
0 < gH(z, w) ≤ − log(tanh2(a/2)).
Proof. Recall that for z, w ∈ H and dH(z, w) > 0, we have
gH(z, w) = − log
∣∣∣∣z − wz − w
∣∣∣∣2.
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From the above equation, for z, w ∈ H and dH(z, w) > 0, it follows that gH(z, w)
is real-valued and strictly positive.
From p. 130 in [3], we have
gH(z, w) = − log
(
tanh2(dH(z, w)/2)
)
.
For t ∈ R≥0, the function tanh2(t) is a monotone increasing function satisfying
the condition
0 ≤ tanh2(t) ≤ 1.
Furthermore, log t is also a monotone increasing function for t ∈ R≥0, so for
z, w ∈ H with 0 < a ≤ dH(z, w), we have
−∞ < log ( tanh2(a/2)) ≤ log ( tanh2(dH(z, w)/2)) ≤ 0.
This implies that
gH(z, w) = − log
(
tanh2(dH(z, w)/2)
) ≤ − log ( tanh2(a/2)),
which completes the proof of the lemma.
The following theorem has been proved as Theorem 4.5 in [11], whenX does not
admit parabolic fixed points. Lemma 5.2.9 and the estimate stated in equation
(5.11) ensure that the computations carried out in the proof of Theorem 4.5
of [11] extend to the compact subset Yε of X.
Theorem 5.2.11. Let t0, c0, c∞, rε, δε, and CHKε be as in Sections 5.1 and
5.2. For any α > 0, δ > 0, and z, w ∈ Yε, we have the upper bound∣∣∣∣ghyp(z, w)− ∑
n: 0<λn<α
4pi
λn
ϕn(z)ϕn(w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤ Bε,α,δ,
where, for δ > δε, we have
Bε,α,δ = 4pi
(
CHKε e
αt0 +
c0 sinh(rε) sinh(δ)
8δ2 sinh2(rε/2)
+
c0e
2rε
2pi sinh2(rε/2)
+
4c∞ sinh(δ + rε)
sinh(rε)
+
CHKε
α
)
;
and for δ ≤ δε, we have
Bε,α,δ = Bε,α,δε +
sinh(δε + rε)
sinh(rε)
∣∣ log ( tanh2(δ/2))∣∣.
Proof. The proof of the theorem follows from Theorem 4.5 of [11], after con-
sidering the refined estimate obtained in Lemma 5.2.10.
107
In the following corollary, we derive an upper bound for the hyperbolic Green’s
function, when z ∈ Yε and w ∈ ∂Yε/2. This upper bound will be quite useful
for computing an estimate of the function φ(z) on the compact subset Yε of X,
which will be done in the next chapter. For this purpose we make the following
definition.
Definition 5.2.12. Put
cε = inf
{
dH(z, γw)| γ ∈ Γ, z ∈ Y ′ε , w ∈ ∂Y ′ε/2
}
. (5.15)
From the definition of the constant cε, it is clear that cε > 0.
Corollary 5.2.13. For any α ∈ (0, λ1), δ ∈ (0, cε), z ∈ Yε, and w ∈ ∂Yε/2, we
have the upper bound
|ghyp(z, w)| ≤ Bε/2,α,δ,
where λ1 is the first non-zero eigenvalue of the hyperbolic Laplacian ∆hyp, and
cε is as defined in (5.15).
Proof. For any α ∈ (0, λ1), δ ∈ (0, cε), z ∈ Yε, and w ∈ ∂Yε/2, we have∣∣ghyp(z, w)∣∣ = ∣∣∣∣ghyp(z, w)− ∑
n: 0<λn<α
4pi
λn
ϕn(z)ϕn(w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣.
The proof of the corollary follows directly from Theorem 5.2.11.
5.3 Bounds for the hyperbolic Green’s function at
parabolic fixed points
In this section, using the estimates from the previous section, we derive es-
timates of the hyperbolic Green’s function in the neighborhoods of parabolic
fixed points. The estimates obtained in this section will enable us to compute
estimates of the canonical Green’s function in the neighborhoods of parabolic
fixed points.
Lemma 5.3.1. Let p ∈ P be a parabolic fixed point. Then, for a fixed z ∈ Yε
and w ∈ Uε(p), we have the relation
ghyp(z, w) = − 4pi
volhyp(X)
log
(
log |ϑp(w)|
log ε
)
+ gp(z, w),
where gp(z, w) is a harmonic function in the variable w ∈ Uε(p).
Proof. For a fixed z ∈ Yε and w ∈ Uε(p), the hyperbolic Green’s function
ghyp(z, w) is a solution of the differential equation
dwd
c
wu(w) = µshyp(w) =
µhyp(w)
volhyp(X)
. (5.16)
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Notice that the function
− 4pi
volhyp(X)
log
(
log |ϑp(w)|
log ε
)
also satisfies the differential equation (5.16) in the neighborhood Uε(p). This
implies that, for a fixed z ∈ Yε and w ∈ Uε(p), we find
ghyp(z, w) = − 4pi
volhyp(X)
log
(
log |ϑp(w)|
log ε
)
+ gp(z, w),
where gp(z, w) is a harmonic function in the variable w ∈ Uε(p). This completes
the proof of the lemma.
Corollary 5.3.2. Let p ∈ P be a parabolic fixed point. Then, for any α ∈
(0, λ1) and δ ∈ (0, cε), we have the upper bound
sup
z∈Yε
w∈Uε/2(p)
∣∣gp(z, w)∣∣ ≤ Bε/2,α,δ,
where cε is as defined in (5.15).
Proof. From Lemma 5.3.1, for a fixed z ∈ Yε and w ∈ Uε/2(p), we have
ghyp(z, w) = − 4pi
volhyp(X)
log
(
log |ϑp(w)|
log(ε/2)
)
+ gp(z, w).
From the construction of the function gp(z, w), it follows that for a fixed z ∈ Yε
and w ∈ ∂Uε/2(p), we have
gp(z, w) = ghyp(z, w).
As gp(z, w) is a harmonic function, |gp(z, w)| is a subharmonic function. So
from the maximum principle for subharmonic functions, and Corollary 5.2.13,
for a fixed z ∈ Yε, we deduce the upper bound
sup
w∈Uε/2(p)
∣∣gp(z, w)∣∣ = sup
w∈∂Uε/2(p)
∣∣gp(z, w)∣∣ =
sup
w∈∂Uε/2(p)
∣∣ghyp(z, w)∣∣ ≤ sup
w∈∂Yε/2
∣∣ghyp(z, w)∣∣ ≤ Bε/2,α,δ,
for any α ∈ (0, λ1) and δ ∈ (0, cε). The proof of the corollary follows from
the fact that the upper bound derived above does not depend on the fixed
z ∈ Yε.
Lemma 5.3.3. Let p ∈ P be a parabolic fixed point. Then, for any δ > 0,
z ∈ Uε(p), and a fixed w ∈ Yε, we have the relation
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw) = − 4pi
volhyp(X)
log
(
log |ϑp(z)|
log ε
)
+ hδ,p(z, w),
where hδ,p(z, w) is a harmonic function in the variable z ∈ Uε(p).
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Proof. For any δ > 0, z ∈ Uε(p), and a fixed w ∈ Yε, both functions
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw) , − 4pi
volhyp(X)
log
(
log |ϑp(z)|
log ε
)
are solutions of the differential equation
dzd
c
zu(z) = µshyp(z) =
µhyp(z)
volhyp(X)
.
So we find that
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw) = − 4pi
volhyp(X)
log
(
log |ϑp(z)|
log ε
)
+ hδ,p(z, w),
where hδ,p(z, w) is a harmonic function in the variable z ∈ Uε(p).
Corollary 5.3.4. Let p ∈ P be a parabolic fixed point. Then, for any α ∈
(0, λ1) and δ > 0, we have the upper bound
sup
z∈Uε(p)
w∈Yε
∣∣hδ,p(z, w)∣∣ ≤ Bε,α,δ.
Proof. From Lemma 5.3.3, for any δ > 0, z ∈ Uε(p), and a fixed w ∈ Yε, we
have
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw) = − 4pi
volhyp(X)
log
(
log |ϑp(z)|
log ε
)
+ hδ,p(z, w).
From the construction of the function hδ,p(z, w), it follows that for any δ > 0,
z ∈ ∂Uε(p), and a fixed w ∈ Yε, we have
hδ,p(z, w) = ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw).
As hδ,p(z, w) is a harmonic function, |hδ,p(z, w)| is a subharmonic function. So
from the maximum principle for subharmonic functions, and Theorem 5.2.11,
for a fixed w ∈ Yε, we arrive at the estimate
sup
z∈Uε(p)
∣∣hδ,p(z, w)∣∣ = sup
z∈∂Uε(p)
∣∣hδ,p(z, w)∣∣ =
sup
z∈∂Uε(p)
∣∣∣∣ghyp(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, w)
∣∣∣∣ ≤ Bε,α,δ,
for any α ∈ (0, λ1) and δ > 0. The proof of the corollary follows from the fact
that the upper bound derived above does not depend on the fixed w ∈ Yε.
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Corollary 5.3.5. Let p, q ∈ P be parabolic fixed points with p 6= q. Then, for
any δ > 0, z ∈ Uε(p), and w ∈ Uε(q), we have the relation
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw) =
− 4pi
volhyp(X)
log
(
log |ϑp(z)|
log ε
)
− 4pi
volhyp(X)
log
(
log |ϑq(w)|
log ε
)
+ hδ,p,q(z, w),
where hδ,p,q(z, w) is a harmonic function in both the variables z ∈ Uε(p) and
w ∈ Uε(q).
Proof. The proof of the corollary follows directly from arguments as in Lemma
5.3.3.
Corollary 5.3.6. Let p, q ∈ P be parabolic fixed points with p 6= q. Then, for
any α ∈ (0, λ1) and δ > 0, we have the upper bound
sup
z∈Uε(p)
w∈Uε(q)
∣∣hδ,p,q(z, w)∣∣ ≤ Bε,α,δ.
Proof. From Corollary 5.3.5, for any δ > 0, z ∈ Uε(p), and w ∈ Uε(q), we have
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw) =
− 4pi
volhyp(X)
log
(
log |ϑp(z)|
log ε
)
− 4pi
volhyp(X)
log
(
log |ϑq(w)|
log ε
)
+ hδ,p,q(z, w).
From the construction of the function hδ,p,q(z, w), it follows that for any δ > 0,
z ∈ ∂Uε(p), and w ∈ ∂Uε(q), we find
hδ,p,q(z, w) = ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw).
As hδ,p,q(z, w) is a harmonic function, |hδ,p,q(z, w)| is a subharmonic func-
tion. So from the maximum principle for subharmonic functions, and Theorem
5.2.11, we arrive at the estimate
sup
z∈Uε(p)
w∈Uε(q)
∣∣hδ,p,q(z, w)∣∣ = sup
z∈∂Uε(p)
w∈∂Uε(q)
∣∣hδ,p,q(z, w)∣∣ =
sup
z∈∂Uε(p)
w∈∂Uε(q)
∣∣∣∣ghyp(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤ Bε,α,δ,
for any α ∈ (0, λ1) and δ > 0. This completes the proof of the corollary.
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Chapter 6
Bounds for canonical Green’s
functions
Recall that for z, w ∈ X, we have shown that
ghyp(z, w)− gcan(z, w) = φ(z) + φ(w),
where
φ(z) =
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)− Chyp
8g2
with the constant Chyp as defined in (3.36).
In this chapter, using the estimates of heat kernels and the hyperbolic Green’s
function obtained in Chapter 5, we derive bounds for the function φ(z). Us-
ing these bounds, we derive estimates of the canonical Green’s function, after
removing its log-singularity along the diagonal.
Recall that for a fixed 0 < ε < 1 satisfying (5.1), we have defined
Yε = X\
⋃
p∈P
Uε(p),
where Uε(p) is an open coordinate disk of radius ε around the parabolic fixed
point p ∈ P. From its definition, it follows that Yε is a compact subset of X.
In Section 6.1, we compute an estimate of the function φ(z) on the compact
subset Yε of X. Using this estimate, we derive upper bounds for the canon-
ical Green’s function on the compact subset Yε of X, after removing its log-
singularity along the diagonal.
In Section 6.2, we derive estimates of the function φ(z) in the neighborhoods
of parabolic fixed points. Using these estimates, we derive upper bounds for
the canonical Green’s function in the neighborhoods of parabolic fixed points,
after removing its log-singularity along the diagonal.
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6.1 Bounds for the canonical Green’s function on a
compact subset
Recall that for z ∈ X, we have defined
P (z) =
∑
γ∈Γ\{id}
γ parabolic
gH(z, γz), H(z) = 4pi
∫ ∞
0
(
HKhyp(t; z)− 1
volhyp(X)
)
dt
in Sections 4.2, 4.3, respectively. Furthermore, in Theorem 4.3.8, we have
shown that
φ(z) =
H(z)
2g
+
1
8pig
∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)− Chyp
8g2
− 2pi(cX − 1)
g volhyp(X)
,
where cX is as defined in (4.1).
In this section, we obtain an upper bound for φ(z) on the compact subset Yε,
by estimating each of the terms on the right-hand side of the above equation.
We start by estimating the integral∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ).
Using these bounds, we derive an upper bound for the function φ(z) on the
compact subset Yε of X.
In the following lemma, we decompose the integral∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ),
into five different terms.
Lemma 6.1.1. For z ∈ Yε, we have the equality of integrals∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ) = 4piP (z)− 4pi
∫
Yε/2
P (ζ)µshyp(ζ)+
4pi
∑
p∈P
(∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)−
∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
)
+
∑
p∈P
∫
Uε/2(p)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ).
Proof. From Lemma 4.2.8, we know that the function ∆hyp P (ζ) is bounded on
X. Furthermore, for a fixed z ∈ Yε, the hyperbolic Green’s function ghyp(z, ζ)
is log-singular at ζ = z, and has log log-growth at the parabolic fixed points.
So for any parabolic fixed point p ∈ P, the integrals∫
Yε/2
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ),
∫
Uε/2(p)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)
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exist. Therefore, the decomposition of integrals is valid∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ) =∫
Yε/2
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ) +
∑
p∈P
∫
Uε/2(p)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ).
From the above equation, we deduce that, to prove the lemma, it suffices to
prove that∫
Yε/2
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ) = 4piP (z)− 4pi
∫
Yε/2
P (ζ)µshyp(ζ)+
4pi
∑
p∈P
(∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)−
∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
)
. (6.1)
Let Ur(z) denote an open coordinate disk of radius r around z ∈ Yε/2 with r
small enough such that Ur(z) ( Yε/2. Using equation (6.1), we derive that, to
prove the lemma, it suffices to show that∫
Yε/2\Ur(z)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ) + 4pi
∫
Yε/2\Ur(z)
P (ζ)µshyp(ζ) −−−→
r→0
4piP (z) + 4pi
∑
p∈P
(∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)−
∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
)
.
(6.2)
Observe that∫
Yε/2\Ur(z)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ) + 4pi
∫
Yε/2\Ur(z)
P (ζ)µshyp(ζ) =
− 4pi
∫
Yε/2\Ur(z)
ghyp(z, ζ)dζd
c
ζP (ζ) + 4pi
∫
Yε/2\Ur(z)
P (ζ)dζd
c
ζghyp(z, ζ).
So combining the above equation with (6.2), it follows that, it suffices to show
that
− 4pi
∫
Yε/2\Ur(z)
ghyp(z, ζ)dζd
c
ζP (ζ) + 4pi
∫
Yε/2\Ur(z)
P (ζ)dζd
c
ζghyp(z, ζ) −−−→
r→0
4piP (z) + 4pi
∑
p∈P
(∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)−
∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
)
.
Using Stokes’s theorem, we compute
−4pi
∫
Yε/2\Ur(z)
ghyp(z, ζ)dζd
c
ζP (ζ) + 4pi
∫
Yε/2\Ur(z)
P (ζ)dζd
c
ζghyp(z, ζ) =
4pi
∫
∂Ur(z)
ghyp(z, ζ)d
c
ζP (ζ)− 4pi
∫
∂Ur(z)
P (ζ)dcζghyp(z, ζ)+
4pi
∑
p∈P
(∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)−
∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
)
. (6.3)
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As Yε/2 is compact and P (ζ) is smooth on Yε/2, using equation (2.14) from the
proof of Lemma 2.5.4, we deduce that
4pi
∫
∂Ur(z)
ghyp(z, ζ)d
c
ζP (ζ)− 4pi
∫
∂Ur(z)
P (ζ)dcζghyp(z, ζ) −−−→
r→0
4piP (z). (6.4)
The proof of the lemma follows from (6.3) by letting r approach zero in com-
bination with (6.4).
Corollary 6.1.2. For z ∈ Yε, we have
φ(z) =
1
2g
(
H(z) + P (z)−
∫
Yε/2
P (ζ)µshyp(ζ)
)
+
1
2g
∑
p∈P
(∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)−
∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
)
+
1
8pig
∑
p∈P
∫
Uε/2(p)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)− Chyp
8g2
− 2pi(cX − 1)
g volhyp(X)
, (6.5)
where Chyp and cX are as defined in (3.36) and (4.1), respectively.
Proof. The corollary follows by combining Theorem 4.3.8 with Lemma 6.1.1.
We will now obtain bounds for each of the quantities on the right-hand side of
equation (6.5).
Remark 6.1.3. As the bounds for each of the quantities on the right-hand
side of equation (6.5) involve the terms λ1, rε, cε, dX , and Bε,α,δ, we recall their
definitions again. Here, λ1 is the first non-zero eigenvalue of the hyperbolic
Laplacian ∆hyp, the injectivity radius rε is as defined in (5.2), the constant cε
is as defined in (5.15), the constant dX is as given by (1.5), and the constant
Bε,α,δ is as defined in Theorem 5.2.11.
Furthermore, C ′par and C ′′par are as defined in (4.19) and (4.21), respectively.
Using an estimate of the hyperbolic Green’s function that we derived in Chapter
5, the first two terms on the right-hand side of equation (6.5) can easily be
estimated, which is accomplished in the following proposition.
Proposition 6.1.4. With the recollections of Remark 6.1.3, for any α ∈ (0, λ1)
and δ ∈ (0, rε/2), we have the upper bound
sup
z∈Yε
|H(z) + P (z)| ≤ Bε/2,α,δ.
Proof. From equation (4.23), we know that
H(z) + P (z) = lim
w→z
(
ghyp(z, w)− gH(z, w)
)
.
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Using the above equation, for any α ∈ (0, λ1) and δ ∈ (0, rε/2), we have
sup
z∈Yε
|H(z) + P (z)| = sup
z∈Yε
∣∣∣∣ limw→z (ghyp(z, w)− gH(z, w))
∣∣∣∣ ≤
sup
z∈Yε/2
∣∣∣∣ limw→z (ghyp(z, w)− gH(z, w))
∣∣∣∣ =
sup
z∈Yε/2
∣∣∣∣ limw→z
(
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw)
)
−
∑
n: 0<λn<α
4pi
λn
ϕ2n(z)
∣∣∣∣.
Now the claimed estimate follows from Theorem 5.2.11.
In the following proposition, we derive a bound for the third term on the right-
hand side of equation (6.5).
Proposition 6.1.5. We have the upper bound∣∣∣∣ ∫
Yε/2
P (z)µshyp(z)
∣∣∣∣ ≤ −2 |P| log(ε/2),
where |P| denotes the number of parabolic fixed points of Γ.
Proof. Since P (z) is a non-negative function on X, from equation (4.2), we
have the estimate∫
Yε/2
P (z)µshyp(z) =
∫
Y ′
ε/2
∑
p∈P
∑
η∈Γp\Γ
Pgen,p(ηz)µshyp(z) ≥ 0,
where Y ′ε/2 is as defined in Notation 5.1.2 and
Pgen,p(z) =
∑
n6=0
gH(z, γ
n
p z),
where γp is a generator of the stabilizer subgroup Γp of the parabolic fixed
point p ∈ P. Interchanging summation and integration, we obtain∫
Y ′
ε/2
∑
p∈P
∑
η∈Γp\Γ
Pgen,p(ηz)µshyp(z) =
∑
p∈P
∑
η∈Γp\Γ
∫
Y ′
ε/2
Pgen,p(ηz)µshyp(z).
(6.6)
The interchange of summation and integration in the above equation is valid,
provided that the latter series converges absolutely, which we prove now. For
p ∈ P a parabolic fixed point, recall that
Y ′ε/2,p = Y
′
ε/2 ∪
⋃
q∈P
q 6=p
U ′ε/2(q).
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Since the function Pgen,p(ηz) is non-negative on H, we have∑
p∈P
∑
η∈Γp\Γ
∫
Y ′
ε/2
Pgen,p(ηz)µshyp(z) ≤
∑
p∈P
∑
η∈Γp\Γ
∫
Y ′
ε/2,p
Pgen,p(ηz)µshyp(z).
After making the substitution z 7→ η−1σpz, from the PSL2(R)-invariance of
the metric µshyp(z), we get∑
p∈P
∑
η∈Γp\Γ
∫
Y ′
ε/2,p
Pgen,p(ηz)µshyp(z) =
∑
p∈P
∑
η∈Γp\Γ
∫
σ−1p ηY ′ε/2,p
Pgen,p(σpz)µshyp(z).
From Remark 5.1.3, we have∑
p∈P
∑
η∈Γp\Γ
∫
σ−1p ηY ′ε/2,p
Pgen,p(σpz)µshyp(z) =
1
volhyp(X)
∑
p∈P
∫ − log(ε/2)
2pi
0
∫ 1
0
Pgen,p(σpz)
dxdy
y2
.
From the estimate obtained in equation (4.9), we derive
1
volhyp(X)
∑
p∈P
∫ − log(ε/2)
2pi
0
∫ 1
0
Pgen,p(σpz)
dxdy
y2
≤
1
volhyp(X)
∑
p∈P
∫ − log(ε/2)
2pi
0
∫ 1
0
32y2
dxdy
y2
= −16 |P| log(ε/2)
pi volhyp(X)
.
Using the fact that 2pi ≤ volhyp(X), we arrive at
1
volhyp(X)
∑
p∈P
∫ − log(ε/2)
2pi
0
∫ 1
0
Pgen,p(σpz)
dxdy
y2
≤
− 16 |P| log(ε/2)
pi volhyp(X)
≤ −16 |P| log(ε/2)
2pi2
≤ −2 |P| log(ε/2).
This proves that the right-hand side of equation (6.6) converges absolutely.
Hence, the interchange of summation and integration in equation (6.6) remains
valid. The claim of the proposition now follows from the above estimate.
In the following proposition, we derive a bound for the fourth term on the
right-hand side of equation (6.5).
Proposition 6.1.6. With the recollections of Remark 6.1.3, for any α ∈ (0, λ1)
and δ ∈ (0, cε), we have the upper bound
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)
∣∣∣∣ ≤ |P|Bε/2,α,δ.
118
Proof. Observe the elementary estimate
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)
∣∣∣∣ ≤
sup
z∈Yε
ζ∈∂Yε/2
∣∣ghyp(z, ζ)∣∣ · (∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
dcζP (ζ)
∣∣∣∣). (6.7)
From Corollary 5.2.13, we have the upper bound
sup
z∈Yε
ζ∈∂Yε/2
|ghyp(z, ζ)| ≤ Bε/2,α,δ, (6.8)
for any α ∈ (0, λ1) and δ ∈ (0, cε). We are now left to estimate the sum∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
dcζP (ζ)
∣∣∣∣.
From Stokes’s theorem, we have
∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
dcζP (ζ)
∣∣∣∣ = 14pi∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
∆hyp P (ζ)µhyp(ζ)
∣∣∣∣.
From Remark 4.2.10, we know that ∆hyp P (ζ) is a non-positive function on X.
So we arrive at the estimate
1
4pi
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
∆hyp P (ζ)µhyp(ζ)
∣∣∣∣ =
1
4pi
∑
p∈P
∫
Uε/2(p)
|∆hyp P (ζ)|µhyp(ζ) ≤ 1
4pi
∫
X
|∆hyp P (ζ)|µhyp(ζ).
We now try to estimate the integral∫
X
∆hyp P (ζ)µhyp(ζ).
From Corollary 3.2.5, we have∫
X
g µcan(ζ) =(
1
4pi
+
1
volhyp(X)
)∫
X
µhyp(ζ) +
1
2
∫
X
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ).
Using the above equation and the fact that
volhyp(X) = 2pi
(
2g − 2 + |P|),
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we compute ∫
X
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ) =
2g − 2 volhyp(X)
(
1
4pi
+
1
volhyp(X)
)
= −|P|.
Furthermore, using Lemma 4.3.7, we derive
4pi
∫
X
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ) =∫
X
∆hypH(ζ)µhyp(ζ) +
∫
X
∆hyp P (ζ)µhyp(ζ) = −4pi |P|.
For the subsequent calculation, we let Ur(p) denote an open coordinate disk of
radius r around a parabolic fixed point p ∈ P and set
Yr = X\
⋃
p∈P
Ur(p).
Then, using Stokes’s theorem, we find∫
X
∆hypH(ζ)µhyp(ζ) = −4pi lim
r→0
∫
Yr
dζd
c
ζH(ζ) =
4pi
∑
p∈P
lim
r→0
∫
∂Ur(p)
dcζH(ζ) = 4pi
∑
p∈P
lim
r→0
∫ 2pi
0
r
2
∂H(ζ)
∂r
dθ
2pi
.
Using Corollary 4.3.4, for p ∈ P and ζ ∈ ∂Ur(p), we compute
lim
r→0
∫ 2pi
0
r
2
∂H(ζ)
∂r
dθ
2pi
= − 8pi
volhyp(X)
lim
r→0
(∫ 2pi
0
r
2
∂ log
(− log r)
∂r
dθ
2pi
+O(r)
)
= − 8pi
volhyp(X)
lim
r→0
1
2 log r
= 0.
This implies that∫
X
∆hypH(ζ)µhyp(ζ) = 0 and
∫
X
|∆hyp P (ζ)|µhyp(ζ) = 4pi |P|.
So we arrive at∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
dcζP (ζ)
∣∣∣∣ = 14pi∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
∆hyp P (ζ)µhyp(ζ)
∣∣∣∣ ≤ |P|. (6.9)
Hence, combining the estimates obtained in (6.7), (6.8), and (6.9), for any
α ∈ (0, λ1) and δ ∈ (0, cε), we derive
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)
∣∣∣∣ ≤ |P|Bε/2,α,δ.
This completes the proof of the proposition.
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In the following proposition, we derive a bound for the fifth term on the right-
hand side of equation (6.5).
Proposition 6.1.7. With the recollections of Remark 6.1.3, we have the upper
bound
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
∣∣∣∣ ≤ −2 |P| log(ε/2) + C ′par.
Proof. Since P (ζ) is a non-negative function on X, we have
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
∣∣∣∣ ≤
sup
ζ∈Yε/2
P (ζ) ·
(
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
dcζghyp(z, ζ)
∣∣∣∣). (6.10)
We now bound the product on the right-hand side of the above inequality, term
by term. Using Stokes’s theorem, we have the upper bound for the second term
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
∂Uε/2(p)
dcζghyp(z, ζ)
∣∣∣∣ =
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
dζd
c
ζghyp(z, ζ)
∣∣∣∣ = ∑
p∈P
∫
Uε/2(p)
µshyp(ζ) ≤ 1. (6.11)
We now compute an upper bound for the term
sup
ζ∈Yε/2
P (ζ).
Using the decomposition stated in equation (4.2), we find
sup
ζ∈Yε/2
P (ζ) ≤ sup
ζ∈Y ′
ε/2
∑
p∈P
∑
η∈Γp\Γ
η 6=id
Pgen,p(ηζ) + sup
ζ∈Y ′
ε/2
∑
p∈P
Pgen,p(ζ). (6.12)
We now try to estimate the right-hand side of the above inequality term by
term. Recalling the definition of the constant C ′par from (4.19), we have the
upper bound for the first term
sup
ζ∈Y ′
ε/2
∑
p∈P
∑
η∈Γp\Γ
η 6=id
Pgen,p(ηζ) ≤ C ′par. (6.13)
For the second term on the right-hand side of equation (6.12), using the esti-
mate computed in equation (4.9), we derive the inequality
sup
ζ∈Y ′
ε/2
∑
p∈P
Pgen,p(ζ) ≤
sup
ζ∈Y ′
ε/2
∑
p∈P
(
4pi Im(σ−1p ζ)− 8 Im(σ−1p ζ) tan−1
(
1
2 Im(σ−1p ζ)
))
≤
sup
ζ∈Y ′
ε/2
∑
p∈P
4pi Im(σ−1p ζ) = −2 |P| log(ε/2).
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Combining the above estimate with (6.13), we get
sup
ζ∈Yε/2
P (ζ) ≤ −2 |P| log(ε/2) + C ′par. (6.14)
Hence, combining the estimates obtained in (6.10), (6.11), and (6.14), we arrive
at the upper bound
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
∂Uε(p)
P (ζ)dcζghyp(z, ζ)
∣∣∣∣ ≤ −2 |P| log(ε/2) + C ′par.
This completes the proof of the proposition.
In the following proposition, we derive a bound for the sixth term on the right-
hand side of equation (6.5).
Proposition 6.1.8. With the recollections of Remark 6.1.3, for any α ∈ (0, λ1)
and δ ∈ (0, cε), we have the upper bound
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)
∣∣∣∣ ≤
− 2pi |P|C
′′
par
log(ε/2)
(
Bε/2,α,δ +
4pi
volhyp(X)
)
.
Proof. Observe the inequality
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)
∣∣∣∣ ≤
sup
ζ∈X
∣∣∆hyp P (ζ)∣∣ · ( sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
ghyp(z, ζ)µhyp(ζ)
∣∣∣∣).
We now estimate the product on the right-hand side of the above inequality
term by term.
Recalling the definition of the constant C ′′par from (4.21), we have an upper
bound for the first term in the product on the right-hand side of the above
inequality
sup
ζ∈X
∣∣∆hyp P (ζ)∣∣ ≤ C ′′par. (6.15)
We are left to estimate the quantity
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
ghyp(z, ζ)µhyp(ζ)
∣∣∣∣.
From Lemma 5.3.1, we have∑
p∈P
∫
Uε/2(p)
ghyp(z, ζ)µhyp(ζ) =
∑
p∈P
∫
Uε/2(p)
gp(z, ζ)µhyp(ζ)−
∑
p∈P
∫
Uε/2(p)
4pi
volhyp(X)
log
(
log |ϑp(ζ)|
log(ε/2)
)
µhyp(ζ), (6.16)
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where gp(z, ζ) is a harmonic function in the variable ζ ∈ Uε/2(p) for each p ∈ P.
We now derive an upper bound for the quantity on the right-hand side of the
above equation, term by term. Using the estimate derived in Corollary 5.3.2,
we compute
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
gp(z, ζ)µhyp(ζ)
∣∣∣∣ ≤
∑
p∈P
sup
z∈Yε
ζ∈Uε/2(p)
∣∣gp(z, ζ)∣∣ · ∫
Uε/2(p)
µhyp(ζ) ≤ Bε/2,α,δ ·
(∑
p∈P
∫
Uε/2(p)
µhyp(ζ)
)
,
for any α ∈ (0, λ1) and δ ∈ (0, cε). For any parabolic fixed point p ∈ P, we
make the volume computation∫
Uε/2(p)
µhyp(ζ) =
∫ ε/2
0
∫ 2pi
0
rdrdθ
(r log r)2
= 2pi
∫ ε/2
0
d(log r)
(log r)2
= − 2pi
log(ε/2)
.
(6.17)
Using the above computation, we arrive at the upper bound for the first term
on the right-hand side of equation (6.16)
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
gp(z, ζ)µhyp(ζ)
∣∣∣∣ ≤ −2pi |P|Bε/2,α,δlog(ε/2) , (6.18)
for any α ∈ (0, λ1) and δ ∈ (0, cε).
We now compute the integral∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
4pi
volhyp(X)
log
(
log |ϑp(ζ)|
log(ε/2)
)∣∣∣∣µhyp(ζ),
which is the second term on the right-hand side of equation (6.16). From
equation (3.3), we have∫
Uε/2(p)
log
(− log |ϑp(ζ)|)µhyp(ζ) = ∫ ε/2
0
∫ 2pi
0
r log
(− log r)drdθ
(r log r)2
= − 2pi
log(ε/2)
(
log
(− log(ε/2))+ 1).
(6.19)
Using equations (6.17) and (6.19), we derive∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
4pi
volhyp(X)
log
(
log |ϑp(ζ)|
log(ε/2)
)∣∣∣∣µhyp(ζ) =
∑
p∈P
∫
Uε/2(p)
4pi
volhyp(X)
log
(− log |ϑp(ζ)|
− log(ε/2)
)
µhyp(ζ) = − 8pi
2 |P|
volhyp(X) log(ε/2)
.
(6.20)
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Hence, combining the estimate derived in (6.18) and equation (6.20), we arrive
at the upper bound
sup
z∈Yε
∑
p∈P
∣∣∣∣ ∫
Uε/2(p)
ghyp(z, ζ)µhyp(ζ)
∣∣∣∣ ≤ − 2pi |P|log(ε/2)
(
Bε/2,α,δ +
4pi
volhyp(X)
)
,
(6.21)
for any α ∈ (0, λ1) and δ ∈ (0, cε). Finally, combining the estimates obtained
in (6.15) and (6.21), we get
sup
z∈Yε
∣∣∣∣ ∫
Uε/2(p)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)
∣∣∣∣ ≤
− 2pi |P|C
′′
par
log(ε/2)
(
Bε/2,α,δ +
4pi
volhyp(X)
)
,
for any α ∈ (0, λ1) and δ ∈ (0, cε). This completes the proof of the proposition.
In the following proposition, we derive a bound for the double integral Chyp,
using techniques similar to the ones used to prove Proposition 4.1 in [12].
Proposition 6.1.9. With the recollections of Remark 6.1.3, we have the upper
bound
Chyp ≤ 16pig
2 (dX + 1)
2
λ1 volhyp(X)
.
Proof. In order to prove the proposition, it will be useful to prove an alternative
formula for Chyp. To derive this formula, we recall that Chyp is defined as
(see (3.36))
Chyp =
∫
X
∫
X
ghyp(ζ, ξ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
×(∫ ∞
0
∆hypKhyp(t; ξ)dt
)
µhyp(ξ)µhyp(ζ).
From equation (4.36), we have
φ(z) =
1
2g
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)− Chyp
8g2
. (6.22)
Furthermore, from Proposition 2.6.4, we have
dzd
c
zφ(z) = µshyp(z)− µcan(z), (6.23)
from which we derive ∫
X
dzd
c
zφ(z) = 0.
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So combining equations (6.22) and (6.23), we get
− 1
4pi
∫
X
φ(z) ∆hyp φ(z)µhyp(z) =
∫
X
φ(z)dzd
c
zφ(z) =
1
2g
∫
X
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)µshyp(z)−
1
2g
∫
X
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)µcan(z)−
Chyp
8g2
∫
X
dzd
c
zφ(z).
Observe that the first and third integrals on the right-hand side of the above
equation are zero. Therefore, we arrive at∫
X
φ(z) ∆hyp φ(z)µhyp(z) =
2pi
g
∫
X
∫
X
ghyp(z, ζ)
(∫ ∞
0
∆hypKhyp(t; ζ)dt
)
µhyp(ζ)µcan(z). (6.24)
From Theorem 1.11.2, we have the expression for the canonical metric µcan(z)
g µcan(z) =(
1
4pi
+
1
volhyp(X)
)
µhyp(z) +
1
2
(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(z).
Substituting the expression on the right-hand side of the above equation for
the canonical metric µcan(z) in equation (6.24), we get∫
X
φ(z) ∆hyp φ(z)µhyp(z) =
pi
g2
∫
X
∫
X
ghyp(z, ζ)×(∫ ∞
0
∆hypKhyp(t; ζ)dt
)(∫ ∞
0
∆hypKhyp(t; z)dt
)
µhyp(ζ)µhyp(z) =
pi
g2
Chyp,
which implies that
Chyp =
g2
pi
∫
X
φ(z) ∆hyp φ(z)µhyp(z). (6.25)
Using the above formula, we now derive estimates for the constant Chyp. From
equation (6.23), we have
∆hyp φ(z) =
4pi µcan(z)
µhyp(z)
− 4pi
volhyp(X)
.
Using the above relation, we compute the upper bound
sup
z∈X
|∆hyp φ(z)| ≤ sup
z∈X
∣∣∣∣ 4pi µcan(z)volhyp(X)µshyp(z)
∣∣∣∣+ 4pivolhyp(X) = 4pi (dX + 1)volhyp(X) ,
(6.26)
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where dX is as defined in (1.5). From Remark 2.6.7, we have the spectral
expansion for the function φ(z)
φ(z) =
∞∑
n=0
φnϕn(z) +
1
4pi
∑
p∈P
∫ ∞
−∞
φp(r)Epar,p(z, 1/2 + ir)dr, (6.27)
where φn =
〈
φ(z), ϕn(z)
〉
and φp(r) =
〈
φ(z), Epar,p(z, 1/2 + ir)
〉
.
Applying the Laplace operator to both sides of the above equation, we find
∆hyp φ(z) =
∞∑
n=1
λnφnϕn(z) +
1
4pi
∑
p∈P
∫ ∞
−∞
(
r2 +
1
4
)
φp(r)Epar,p(z, 1/2 + ir)dr. (6.28)
Using the above equation and Proposition 1.6.4, we deduce that∫
X
|∆hyp φ(z)|2 µhyp(z) =
∞∑
n=1
λ2n
∣∣φn∣∣2 + 1
4pi
∑
p∈P
∫ ∞
−∞
(
r2 +
1
4
)2 ∣∣φp(r)∣∣2dr.
(6.29)
Recall from Remark 5.2.7 that we have chosen the eigenfunctions {ϕn(z)} of the
hyperbolic Laplacian ∆hyp to be real-valued. Furthermore, both the functions
φ(z) and ∆hyp φ(z) are real-valued. So using equations (6.27) and (6.28), and
Proposition 1.6.4, we compute∫
X
φ(z) ∆hyp φ(z)µhyp(z) =
∞∑
n=1
λn
∣∣φn∣∣2 + 1
4pi
∑
p∈P
∫ ∞
−∞
(
r2 +
1
4
) ∣∣φp(r)∣∣2dr.
(6.30)
Using the fact that λn ≥ λ1 for all n ∈ N≥1 and 0 < λ1 ≤ 1/4, we arrive at the
two inequalities
∞∑
n=1
λ1λn
∣∣φn∣∣2 ≤ ∞∑
n=1
λ2n
∣∣φn∣∣2,
∑
p∈P
λ1
∫ ∞
−∞
(
r2 +
1
4
) ∣∣φp(r)∣∣2dr ≤∑
p∈P
∫ ∞
−∞
(
r2 +
1
4
)2 ∣∣φp(r)∣∣2dr.
From the above two inequalities, and equations (6.29) and (6.30), it then follows
that ∫
X
φ(z) ∆hyp φ(z)µhyp(z) ≤ 1
λ1
∫
X
|∆hyp φ(z)|2 µhyp(z).
Using the above estimate, and the upper bound derived in (6.26), we deduce
that∫
X
φ(z) ∆hyp φ(z)µhyp(z) ≤ 1
λ1
∫
X
|∆hyp φ(z)|2 µhyp(z) ≤ 16pi
2 (dX + 1)
2
λ1 volhyp(X)
.
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Hence, from equation (6.25), and the above estimate, we arrive at the upper
bound
Chyp =
g2
pi
∫
X
φ(z) ∆hyp φ(z)µhyp(z) ≤ 16pig
2 (dX + 1)
2
λ1 volhyp(X)
.
This completes the proof of the proposition.
Definition 6.1.10. Put
r˜ε = min{rε/2, cε} (6.31)
Collecting all the estimates that we have derived so far in this section, we arrive
at the following upper bound for the function φ(z) on the compact subset Yε
of X.
Theorem 6.1.11. With the recollections of Remark 6.1.3, for any α ∈ (0, λ1)
and δ ∈ (0, r˜ε), we have the upper bound
sup
z∈Yε
|φ(z)| ≤ Cε,α,δ,
where the constant Cε,α,δ is given by
Cε,α,δ =
Bε/2,α,δ
2g
(
1 + |P| − |P|C
′′
par
log(ε/2)
)
− 2 |P| log(ε/2)
g
+
C ′par
2g
+
2pi
(
dX + 1
)2
λ1 volhyp(X)
+
2pi|cX − 1|
g volhyp(X)
− C
′′
par
g log(ε/2)
. (6.32)
Proof. From Corollary 6.1.2, we have
φ(z) =
1
2g
(
H(z) + P (z)−
∫
Yε/2
P (ζ)µshyp(ζ)
)
+
1
2g
∑
p∈P
(∫
∂Uε/2(p)
ghyp(z, ζ)d
c
ζP (ζ)−
∫
∂Uε/2(p)
P (ζ)dcζghyp(z, ζ)
)
+
1
8pig
∑
p∈P
∫
Uε/2(p)
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)− Chyp
8g2
− 2pi(cX − 1)
g volhyp(X)
. (6.33)
Combining Propositions 6.1.4 and 6.1.5, the first line on the right-hand side of
equation (6.33) is bounded by
1
2g
(
Bε/2,α,δ − 2 |P| log(ε/2)
)
. (6.34)
Combining Propositions 6.1.6 and 6.1.7, the second line on the right-hand side
of equation (6.33) is bounded by
1
2g
(
|P|Bε/2,α,δ − 2|P| log(ε/2) + C ′par
)
. (6.35)
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Combining Propositions 6.1.8 and 6.1.9, the third line on the right-hand side
of equation (6.33) is bounded by
− |P|C
′′
par
4g log(ε/2)
(
Bε/2,α,δ +
4pi
volhyp(X)
)
+
2pi (dX + 1)
2
λ1 volhyp(X)
+
2pi|cX − 1|
g volhyp(X)
.
Using the inequality pi|P| ≤ volhyp(X), we derive the upper bound for the first
term in the above expression
− |P|C
′′
par
4g log(ε/2)
(
Bε/2,α,δ +
4pi
volhyp(X)
)
≤ −|P|C
′′
parBε/2,α,δ
2g log(ε/2)
− C
′′
par
g log(ε/2)
.
Using the above estimate, we have the upper bound for the third line on the
right-hand side of equation (6.33)
−|P|C
′′
parBε/2,α,δ
2g log(ε/2)
− C
′′
par
g log(ε/2)
+
2pi (dX + 1)
2
λ1 volhyp(X)
+
2pi|cX − 1|
g volhyp(X)
. (6.36)
The proof of the theorem follows from combining the upper bounds derived in
(6.34), (6.35), and (6.36), and rearranging the terms.
In the following theorem, we obtain an upper bound for the difference of the
canonical and hyperbolic Green’s function on the compact subset Yε on X.
It can be seen as an extension of Theorem 4.8 in [11] to the case when X is
non-compact.
Theorem 6.1.12. For any α ∈ (0, λ1) and δ ∈ (0, r˜ε), we have the upper
bound
sup
z,w∈Yε
∣∣ghyp(z, w)− gcan(z, w)∣∣ ≤ 2Cε,α,δ,
where Cε,α,δ is as in Theorem 6.1.11.
Proof. From Proposition 2.6.4, we have
sup
z,w∈Yε
∣∣ghyp(z, w)− gcan(z, w)∣∣ ≤ sup
z∈Yε
2 |φ(z)|.
The proof of the theorem follows from the estimate of the function φ(z) given
in Theorem 6.1.11.
The following theorem is an extension of Theorem 4.9 in [11] to non-compact
Riemann surfaces.
Theorem 6.1.13. For any α ∈ (0, λ1) and δ ∈ (0, r˜ε), we have the upper
bound
sup
z,w∈Yε
∣∣∣∣gcan(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤ Aε,α,δ, (6.37)
where Aε,α,δ = Bε,α,δ + 2Cε,α,δ with Bε,α,δ and Cε,α,δ as defined in Theorems
5.2.11 and 6.1.11, respectively.
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Proof. From Theorem 5.2.11, for any α ∈ (0, λ1) and δ ∈ (0, r˜ε), we have
sup
z,w∈Yε
∣∣∣∣ghyp(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤ Bε,α,δ. (6.38)
The claim follows from the elementary inequality∣∣∣∣gcan(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤
∣∣ghyp(z, w)− gcan(z, w)∣∣+ ∣∣∣∣ghyp(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣,
and by combining the estimates obtained in Theorem 6.1.12 and (6.38).
6.2 Bounds for the canonical Green’s function at
parabolic fixed points
In this section using results proven in [4], and Sections 5.3 and 6.1, we obtain
estimates of the canonical Green’s function in the neighborhoods of parabolic
fixed points.
We first use results from [4] to estimate the function φ(z) at parabolic fixed
points. We then use results from Sections 5.3 and 6.1, first to bound the
difference of the hyperbolic and canonical Green’s functions, and then the
canonical Green’s function, in the neighborhoods of parabolic fixed points.
In the following proposition, we describe the behavior of the function φ(z) at
a parabolic fixed point.
Proposition 6.2.1. Let p ∈ P be a parabolic fixed point. Then, for any
z ∈ Uε(p), we have the relation
φ(z) = − 4pi
volhyp(X)
log
(
log
∣∣ϑp(z)∣∣
log ε
)
−
∫
Uε(p)
gε,p(z, ζ)µcan(ζ) + φhar,p(z),
where gε,p(z, ζ) = log
∣∣∣∣∣ (1/ε)
(
ϑp(z)− ϑp(ζ)
)
1− (1/ε2)ϑp(z)ϑp(ζ)
∣∣∣∣∣
2
and φhar,p(z) is a harmonic func-
tion on Uε(p).
Proof. The proposition follows from p. 86 of [4], after making the appropriate
sign changes and adjusting the normalization used.
Remark 6.2.2. Let p ∈ P be a parabolic fixed point. Then for z, ζ ∈ Uε(p)
and z 6= ζ, the function gε,p(z, ζ) is a non-positive function and vanishes on
the boundary ∂Uε(p), which implies that∣∣∣∣ ∫
Uε(p)
gε,p(z, ζ)µcan(ζ)
∣∣∣∣ = −∫
Uε(p)
gε,p(z, ζ)µcan(ζ)
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and for z ∈ ∂Uε(p), we have
φhar,p(z) = φ(z).
Proposition 6.2.3. Let p ∈ P be a parabolic fixed point. Then, for any
α ∈ (0, λ1), δ ∈ (0, r˜ε), and z ∈ Uε(p), we have the upper bound
|φ(z)| ≤ 4pi
volhyp(X)
log
(
log
∣∣ϑp(z)∣∣
log ε
)
+
pidX
(log ε)2 volhyp(X)
+ Cε,α,δ,
where dX and Cε,α,δ are as defined in (1.5) and Theorem 6.1.11, respectively.
Proof. From Proposition 6.2.1, we have the elementary estimate
|φ(z)| ≤
4pi
volhyp(X)
log
(
log
∣∣ϑp(z)∣∣
log ε
)
+
∣∣∣∣ ∫
Uε(p)
gε,p(z, ζ)µcan(ζ)
∣∣∣∣+ maxz∈Uε(p) ∣∣φhar,p(z)∣∣.
(6.39)
As φhar,p(z) is a harmonic function,
∣∣φhar,p(z)∣∣ is a subharmonic function. So
from the maximum principle of subharmonic functions, and from Theorem
6.1.11, it follows that
max
z∈Uε(p)
|φhar,p(z)| = max
z∈∂Uε(p)
|φ(z)| ≤ max
z∈∂Yε
|φ(z)| ≤ Cε,α,δ. (6.40)
Furthermore, from (3.6) on p. 87 of [4], we have the estimate∣∣∣∣ ∫
Uε(p)
gε,p(z, ζ)µcan(ζ)
∣∣∣∣ = −∫
Uε(p)
gε,p(z, ζ)µcan(ζ) ≤ pidX
(log ε)2 volhyp(X)
.
(6.41)
The claimed estimate follows from combining (6.39), (6.40), and (6.41).
In the following proposition, using Proposition 6.2.3, we derive an upper bound
for the difference of the hyperbolic and canonical Green’s functions, when one
variable is in the neighborhood of a parabolic fixed point and the other is
bounded away from the parabolic fixed points.
Proposition 6.2.4. Let p ∈ P be a parabolic fixed point. Then, for any
α ∈ (0, λ1), δ ∈ (0, r˜ε), z ∈ Uε(p), and w ∈ Yε, we have the upper bound∣∣ghyp(z, w)− gcan(z, w)∣∣ ≤
4pi
volhyp(X)
log
(
log
∣∣ϑp(z)∣∣
log ε
)
+
pidX
(log ε)2 volhyp(X)
+ 2Cε,α,δ,
where dX and Cε,α,δ are as defined in (1.5) and Theorem 6.1.11, respectively.
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Proof. For any α ∈ (0, λ1), δ ∈ (0, r˜ε), z ∈ Uε(p), and w ∈ Yε, we have∣∣ghyp(z, w)− gcan(z, w)∣∣ ≤ |φ(z)|+ sup
w∈Yε
|φ(w)|.
The claimed estimate follows from combining the estimates obtained in Theo-
rem 6.1.11, and Proposition 6.2.3.
In the following proposition, using Proposition 6.2.3, we derive an upper bound
for the difference of the hyperbolic and canonical Green’s functions, when both
variables are in the neighborhoods of different parabolic fixed points.
Proposition 6.2.5. Let p, q ∈ P be two parabolic fixed points with p 6= q.
Then, for any α ∈ (0, λ1), δ ∈ (0, r˜ε), z ∈ Uε(p), and w ∈ Uε(q), we have the
upper bound
∣∣ghyp(z, w)− gcan(z, w)∣∣ ≤ 4pi
volhyp(X)
log
(
log
∣∣ϑp(z)∣∣
log ε
)
+
4pi
volhyp(X)
log
(
log
∣∣ϑp(w)∣∣
log ε
)
+
2pidX
(log ε)2 volhyp(X)
+ 2Cε,α,δ,
where dX and Cε,α,δ are as defined in (1.5) and Theorem 6.1.11, respectively.
Proof. The claimed upper bound follows from the estimate obtained in Propo-
sition 6.2.3.
In the following proposition, using Proposition 6.2.3, we derive an upper bound
for the difference of the hyperbolic and canonical Green’s functions, when both
variables are in the neighborhood of the same parabolic fixed point.
Proposition 6.2.6. Let p ∈ P be a parabolic fixed point. Then, for any
α ∈ (0, λ1), δ ∈ (0, r˜ε), and z, w ∈ Uε(p), we have the upper bound∣∣ghyp(z, w)− gcan(z, w)∣∣ ≤
8pi
volhyp(X)
log
(
log
∣∣ϑp(z)∣∣
log ε
)
+
2pidX
(log ε)2 volhyp(X)
+ 2Cε,α,δ,
where dX and Cε,α,δ are as defined in (1.5) and Theorem 6.1.11, respectively.
Proof. The claimed upper bound follows from the estimate obtained in Propo-
sition 6.2.3.
The following theorem is an extension of Theorem 6.1.13 to parabolic fixed
points, when one variable is in the neighborhood of a parabolic fixed point and
the other remains bounded away from the parabolic fixed points.
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Theorem 6.2.7. Let p ∈ P be a parabolic fixed point. Then, for any α ∈ (0, λ1)
and δ ∈ (0, r˜ε), we have the upper bound
sup
z∈Uε(p)
w∈Yε
∣∣∣∣gcan(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤ Aε,α,δ + pidX(log ε)2 volhyp(X) ,
where dX and Aε,α,δ are as defined in (1.5) and Theorem 6.1.13, respectively.
Proof. From Proposition 2.6.4, we have
gcan(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw) =
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw)− φ(z)− φ(w).
Combining Proposition 6.2.1 and Lemma 5.3.3 for z ∈ Uε(p) and w ∈ Yε, the
right-hand side of the above equation can be expressed as
hδ,p(z, w)− φhar,p(z) +
∫
Uε(p)
gε,p(z, ζ)µcan(ζ)− φ(w),
where hδ,p(z, w) is as defined in Lemma 5.3.3. This implies that
sup
z∈Uε(p)
w∈Yε
∣∣∣∣gcan(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤ sup
z∈Uε(p)
w∈Yε
∣∣hδ,p(z, w)∣∣+
sup
z∈Uε(p)
∣∣φhar,p(z)∣∣+ sup
z∈Uε(p)
∣∣∣∣ ∫
Uε(p)
gε,p(z, ζ)µcan(ζ)
∣∣∣∣+ sup
w∈Yε
∣∣φ(w)|.
Combining the estimates obtained in Corollary 5.3.4 and (6.40), we arrive at
sup
z∈Uε(p)
w∈Yε
∣∣hδ,p(z, w)∣∣+ sup
z∈Uε(p)
∣∣φhar,p(z)∣∣ ≤ Bε,α,δ + Cε,α,δ, (6.42)
for any α ∈ (0, λ1) and δ ∈ (0, r˜ε). Combining the estimates obtained in (6.41)
and Theorem 6.1.11, we find
sup
z∈Uε(p)
∣∣∣∣ ∫
Uε(p)
gε,p(z, ζ)µcan(ζ)
∣∣∣∣+ sup
w∈Yε
∣∣φ(w)| ≤ pidX
(log ε)2 volhyp(X)
+ Cε,α,δ,
(6.43)
for any α ∈ (0, λ1) and δ ∈ (0, r˜ε). The proof of the theorem follows from
combining the upper bounds derived in (6.42) and (6.43).
The following theorem is an extension of Theorem 6.1.13 to parabolic fixed
points, when both variables are in the neighborhoods of different parabolic
fixed points.
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Theorem 6.2.8. Let p, q ∈ P be two parabolic fixed points with p 6= q. Then,
for any α ∈ (0, λ1) and δ ∈ (0, r˜ε), we have the upper bound
sup
z∈Uε(p)
w∈Uε(q)
∣∣∣∣gcan(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤ Aε,α,δ + 2pidX(log ε)2 volhyp(X) ,
where dX and Aε,α,δ are as defined in (1.5) and Theorem 6.1.13, respectively.
Proof. From Proposition 2.6.4, we have
gcan(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw) =
ghyp(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw)− φ(z)− φ(w).
Combining Proposition 6.2.1 and Corollary 5.3.5 for z ∈ Uε(p) and w ∈ Uε(q),
the right-hand side of the above equation can be expressed as
hδ,p,q(z, w)− φhar,p(z)− φhar,q(w)+∫
Uε(p)
gε,p(z, ζ)µcan(ζ) +
∫
Uε(q)
gε,q(w, ζ)µcan(ζ),
where hδ,p,q(z, w) is as defined in Corollary 5.3.5. This implies that
sup
z∈Uε(p)
w∈Uε(q)
∣∣∣∣gcan(z, w)− ∑
γ∈SΓ(δ;z,w)
gH(z, γw)
∣∣∣∣ ≤
sup
z∈Uε(p)
w∈Uε(q)
∣∣hδ,p,q(z, w)∣∣+ sup
z∈Uε(p)
∣∣φhar,p(z)∣∣+ sup
w∈Uε(q)
∣∣φhar,q(w)∣∣+
sup
z∈Uε(p)
∣∣∣∣ ∫
Uε(p)
gε,p(z, ζ)µcan(ζ)
∣∣∣∣+ sup
w∈Uε(q)
∣∣∣∣ ∫
Uε(q)
gε,q(w, ζ)µcan(ζ)
∣∣∣∣.
Combining the estimates obtained in Corollary 5.3.6 and (6.40), we arrive at
sup
z∈Uε(p)
w∈Uε(q)
∣∣hδ,p,q(z, w)∣∣+ sup
z∈Uε(p)
∣∣φhar,p(z)∣∣+ sup
w∈Uε(q)
∣∣φhar,q(w)∣∣ ≤
Bε,α,δ + 2Cε,α,δ = Aε,α,δ. (6.44)
Furthermore, from the upper bound derived in (6.41), we obtain
sup
z∈Uε(p)
∣∣∣∣ ∫
Uε(p)
gε,p(z, ζ)µcan(ζ)
∣∣∣∣+ sup
w∈Uε(q)
∣∣∣∣ ∫
Uε(q)
gε,q(w, ζ)µcan(ζ)
∣∣∣∣ ≤
2pidX
(log ε)2 volhyp(X)
. (6.45)
The proof of the theorem follows from combining the estimates derived in (6.44)
and (6.45).
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Corollary 6.2.9. Let p, q ∈ P be two parabolic fixed points with p 6= q. Then,
for any α ∈ (0, λ1) and δ ∈ (0, r˜ε), we have the upper bound∣∣∣∣gcan(p, q)∣∣∣∣ ≤ Aε,α,δ + 2pidX(log ε)2 volhyp(X) ,
where dX and Aε,α,δ are as defined in (1.5) and Theorem 6.1.13, respectively.
Proof. For p, q ∈ P with p 6= q, as z, w ∈ X approach p, q, respectively, and
for any γ ∈ Γ, the free-space Green’s function gH(z, γw) approaches zero.
Hence, the corollary follows immediately from Theorem 6.2.8 by letting z ∈
Uε(p) and w ∈ Uε(q) approach p and q, respectively.
Remark 6.2.10. The above bound for the canonical Green’s function, when
evaluated at two different parabolic fixed points is not optimal, as it depends
on the choice of ε. We derive a sharper upper bound for it, independent of ε
in next chapter.
Remark 6.2.11. Using our methods, we cannot extend Theorem 6.1.13 to the
case when both the variables belong to the neighborhood of the same parabolic
fixed point. This is because, for p ∈ P a parabolic fixed point and z, w ∈ Uε(p)
with w approaching z, we find
gcan(z, w) = − log
∣∣ϑz(w)∣∣2 +Oz(1) = − log ∣∣ϑp(z)− ϑp(w)∣∣2 +Oz(1) =
4pi Im(σ−1p z)− log |z − w|2 +Oz(1),
where the contribution from the term Oz(1) is a smooth function in z. This
implies that the quantity
gcan(z, w)−
∑
γ∈SΓ(δ;z,w)
gH(z, γw)
is not bounded, as w approaches z. Hence, an extension of Theorem 6.1.13 to
the whole of X is not feasible.
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Chapter 7
Applications
In the previous chapter, we have derived upper bounds for the canonical
Green’s function both away and in the neighborhoods of parabolic fixed points.
Furthermore, in Corollary 6.2.9 we also computed an upper bound for the
canonical Green’s function when evaluated at two different parabolic fixed
points. We also noted that the derived upper bound depends on the choice
of an ε > 0.
In this chapter, using different techniques, we compute a sharper upper bound
for the canonical Green’s function when evaluated at two different parabolic
fixed points. We then derive bounds for the canonical Green’s function through
covers and for families of modular curves.
7.1 Bounds for the canonical Green’s function at
parabolic fixed points, revisited
Let p, q ∈ P be two parabolic fixed points with p 6= q. Then, combining
Proposition 2.6.4 and Theorem 4.3.8, we find
gcan(p, q) = lim
z→p limw→q
(
ghyp(z, w)− φ(z)− φ(w)
)
, (7.1)
where
φ(z) =
H(z)
2g
+
1
8pig
∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)− Chyp
8g2
− 2pi(cX − 1)
g volhyp(X)
.
(7.2)
Recall that the functions P (z) and H(z) are as defined in Sections 4.2 and 4.3,
respectively, and the constants Chyp and cX are as defined in (3.36) and (4.1),
respectively.
From Proposition 2.4.1, we know the complete asymptotics of the hyperbolic
Green’s function ghyp(z, w) at the parabolic fixed points. Though we know that
the function φ(z) is log log-singular at parabolic fixed points from Corollary
2.6.5, we do not know its complete asymptotics.
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From Proposition 4.3.3, we know the complete asymptotics of the function
H(z) at the parabolic fixed points. Furthermore, we have derived an estimate
of the constant Chyp in Proposition 6.1.9.
So if we can compute the asymptotics of the integral∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)
at the parabolic fixed points, using (7.2), we can compute the asymptotics of
the function φ(z) at the parabolic fixed points. Hence, using (7.1) we will be
able to compute another upper bound for the canonical Green’s function when
evaluated at two different parabolic fixed points. This upper bound will be
sharper than the one deduced in Corollary 6.2.9.
In the following two lemmas, we compute the zeroth Fourier coefficient of the
automorphic Green’s function and the hyperbolic Green’s function, which will
be useful for computing the asymptotics of the integral∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)
at the parabolic fixed points.
Notation 7.1.1. For the remaining part of the thesis, for p ∈ P a parabolic
fixed point and z ∈ H, we denote Im(σ−1p z) by yp.
Lemma 7.1.2. Let p, q ∈ P be two parabolic fixed points. Then, for z and
w = u+ iv ∈ X with yp > v and vyp > 1, and s ∈ C with Re(s) > 1, we have∫ 1
0
ghyp,s(z, σqw)du =
4piv1−s
2s− 1 Epar,q(z, s) +
4piδp,q
2s− 1
(
vsy1−sp − v1−sysp
)
, (7.3)
where Epar,q(z, s) denotes the parabolic Eisenstein series associated to the para-
bolic fixed point q ∈ P, which is as defined in Section 1.5. Furthermore, for
v > yp and vyp > 1, and s ∈ C with Re(s) > 1, we have∫ 1
0
ghyp,s(z, σqw)du =
4piv1−s
2s− 1 Epar,q(z, s). (7.4)
Proof. For z and w = u + iv ∈ X with yp > v and vyp > 1, and s ∈ C with
Re(s) > 1, combining Lemmas 5.1 and 5.2 of [8], we have∫ 1
0
ghyp,s(z, σqw)du =
4piy1−sp
2s− 1
(
δp,qv
s + αp,q(s)v
1−s)+ 4piv1−s
2s− 1
∑
n6=0
αp,q(n, s)Ws(nσ
−1
p z).
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The expression on the right-hand side of the above equation can be rewritten
as
4piv1−s
2s− 1
(
δp,qy
s
p + αp,q(s)y
1−s
p +
∑
n6=0
αp,q(n, s)Ws(nσ
−1
p z)
)
+
4piδp,q
2s− 1
(
vsy1−sp − v1−sysp
)
. (7.5)
For s ∈ C and Re(s) > 1, recalling the Fourier expansion of the parabolic
Eisenstein series Epar,q(z, s) described in Theorem 1.5.5, we get
4piv1−s
2s− 1
(
δp,qy
s
p + αp,q(s)y
1−s
p +
∑
n6=0
αp,q(n, s)Ws(nσ
−1
p z)
)
=
4piv1−s
2s− 1 Epar,q(z, s). (7.6)
Combining equations (7.5) and (7.6) proves equation (7.3).
We now prove equation (7.4). For v > yp and vyp > 1, and s ∈ C with
Re(s) > 1, combining Lemmas 5.1 and 5.2 of [8], we have∫ 1
0
ghyp,s(z, σqw)du =
4piv1−s
2s− 1
(
δp,qy
s
p + αp,q(s)y
1−s
p +
∑
n6=0
αp,q(n, s)Ws(nσ
−1
p z)
)
.
From equation (7.6), we derive that∫ 1
0
ghyp,s(z, σqw)du =
4piv1−s
2s− 1 Epar,q(z, s),
which proves equation (7.4), and completes the proof of the lemma.
Lemma 7.1.3. Let p, q ∈ P be two parabolic fixed points. Then, for z and
w = u+ iv ∈ X with yp > v and vyp > 1, we have∫ 1
0
ghyp(z, σqw)du = 4piκq(z)− 4pi
volhyp(X)
− 4pi log v
volhyp(X)
+ 4piδp,q(v − yp),
(7.7)
where κq(z) denotes Kronecker’s limit function, which is as defined in Section
1.5. Furthermore, for v > yp and vyp > 1, we have∫ 1
0
ghyp(z, σqw)du = 4piκq(z)− 4pi
volhyp(X)
− 4pi log v
volhyp(X)
. (7.8)
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Proof. We first prove equation (7.7), and then prove equation (7.8). Observe
that∫ 1
0
ghyp(z, σqw)du =
∫ 1
0
lim
s→1
(
ghyp,s(z, σqw)− 4pi
volhyp(X)s
· 1
s− 1
)
du =
lim
s→1
(∫ 1
0
ghyp,s(z, σqw)du− 4pi
volhyp(X)
· 1
s− 1
)
+
4pi
volhyp(X)
. (7.9)
For z and w = u+ iv ∈ X with yp > v and vyp > 1, combining equations (7.3)
and (7.9), we find∫ 1
0
ghyp(z, σqw)du = lim
s→1
(
4piv1−s
2s− 1 Epar,q(z, s)−
4pi
volhyp(X)
· 1
s− 1
)
+
lim
s→1
4piδp,q
2s− 1
(
vsy1−sp − v1−sysp
)
+
4pi
volhyp(X)
. (7.10)
From equation (2.8), we have
lim
s→1
(
4piv1−s
2s− 1 Epar,q(z, s)−
4pi
volhyp(X)
· 1
s− 1
)
=
4piκq(z)− 8pi
volhyp(X)
− 4pi log v
volhyp(X)
. (7.11)
Substituting the above limit into equation (7.10) gives us∫ 1
0
ghyp(z, σqw)du = 4piκq(z)− 4pi
volhyp(X)
− 4pi log v
volhyp(X)
+ 4piδp,q(v − yp),
which proves equation (7.7).
We now prove equation (7.8). For v > yp and vyp > 1, combining equations
(7.4) and (7.9), we find∫ 1
0
ghyp(z, σqw)du =
lim
s→1
(
4piv1−s
2s− 1 Epar,q(z, s)−
4pi
volhyp(X)
· 1
s− 1
)
+
4pi
volhyp(X)
. (7.12)
Combining equations (7.12) and (7.11), we find∫ 1
0
ghyp(z, σqw)du = 4piκq(z)− 4pi
volhyp(X)
− 4pi log v
volhyp(X)
,
which proves equation (7.8), and hence, completes the proof of the lemma.
Remark 7.1.4. As the calculations that follow involve the functions Pgen,p(w)
and ∆hyp Pgen,p(w), we recall their definitions again. For any parabolic fixed
point p ∈ P, the functions Pgen,p(w) and ∆hyp Pgen,p(w) are as defined in (4.3)
and Lemma 4.2.8, respectively. Furthermore, for any p, q ∈ P, the constant
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kq,p(0) denotes the Fourier coefficient of Kronecker’s limit function κq(z) at the
parabolic fixed point p, as stated in Theorem 1.5.3.
The constants Chyp and cX are as defined in (3.36) and (4.1), respectively. The
constant dX is as defined in (1.5) and λ1 denotes the first non-zero eigenvalue
of the hyperbolic Laplacian ∆hyp on X.
Proposition 7.1.5. Let p ∈ P be a parabolic fixed point. Then, with the
recollections of Remark 7.1.4, for z and w = u+ iv ∈ X with yp > 1, we have
the formal decomposition∫
X
ghyp(z, w) ∆hyp P (w)µhyp(w) =∑
q∈P
∫ 1/yp
0
∫ 1
0
ghyp(z, σqw) ∆hyp Pgen,q(σqw)
dudv
v2
+
∑
q∈P
∫ ∞
1/yp
(
4piκq(z)− 4pi
volhyp(X)
− 4pi log v
volhyp(X)
)
∆hyp Pgen,q(σqw)
dv
v2
+
4pi
∫ yp
1/yp
(v − yp) ∆hyp Pgen,p(σpw)dv
v2
. (7.13)
Proof. From Lemma 4.2.8, we have
∆hyp P (w) =
∑
q∈P
∑
η∈Γq\Γ
∆hyp Pgen,q(ηw).
Furthermore, we also know that every term of the series ∆hyp P (w) is negative,
and the series itself is absolutely and uniformly convergent. This implies that∫
X
ghyp(z, w) ∆hyp P (w)µhyp(w) =∑
q∈P
∑
η∈Γq\Γ
∫
F
ghyp(z, w) ∆hyp Pgen,q(ηw)µhyp(w), (7.14)
where F ⊆ H denotes a fixed fundamental domain of the Riemann surface
X. After making the substitution w 7→ η−1σqw, from the Γ-invariance of
ghyp(z, w), and from the PSL2(R)-invariance of µhyp(z), formally for w = u +
iv ∈ X, we find∑
q∈P
∑
η∈Γq\Γ
∫
F
ghyp(z, w) ∆hyp Pgen,q(ηw)µhyp(w) =
∑
q∈P
∑
η∈Γq\Γ
∫
σ−1q ηF
ghyp(z, σqw) ∆hyp Pgen,q(σqw)µhyp(w).
From Remark 5.1.3, formally the right-hand side of the above equation unfolds
to give ∑
q∈P
∫ ∞
0
∫ 1
0
ghyp(z, σqw) ∆hyp Pgen,q(σqw)
dudv
v2
. (7.15)
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From Lemma 4.2.8, for q ∈ P a parabolic fixed point, we have
∆hyp Pgen,q(σqw) = 2
(
2piv
sinh(2piv)
)2
− 2.
From the above equation, we infer that the function ∆hyp Pgen,q(σqw) does not
depend on u. So the expression in (7.15) further decomposes to give
∑
q∈P
∫ 1/yp
0
∫ 1
0
ghyp(z, σqw) ∆hyp Pgen,q(σqw)
dudv
v2
+
∑
q∈P
∫ yp
1/yp
(∫ 1
0
ghyp(z, σqw)du
)
∆hyp Pgen,q(σqw)
dv
v2
+
∑
q∈P
∫ ∞
yp
(∫ 1
0
ghyp(z, σqw)du
)
∆hyp Pgen,q(σqw)
dv
v2
. (7.16)
Since in the second line of formula (7.16) we have 1/yp < v < yp, we can apply
equation (7.7), and rewrite the second line of formula (7.16) as
∑
q∈P
∫ yp
1/yp
(∫ 1
0
ghyp(z, σqw)du
)
∆hyp Pgen,q(σqw)
dv
v2
=
∑
q∈P
∫ yp
1/yp
(
4piκq(z)− 4pi
volhyp(X)
− 4pi log v
volhyp(X)
)
∆hyp Pgen,q(σqw)
dv
v2
+
4pi
∫ yp
1/yp
(v − yp) ∆hyp Pgen,p(σpw)dv
v2
. (7.17)
Since in the third line of formula (7.16) we have v > yp > 1/yp, we can apply
equation (7.8), and rewrite the third line of formula (7.16) as
∑
q∈P
∫ ∞
yp
(∫ 1
0
ghyp(z, σqw)du
)
∆hyp Pgen,q(σqw)
dv
v2
=
∑
q∈P
∫ ∞
yp
(
4piκq(z)− 4pi
volhyp(X)
− 4pi log v
volhyp(X)
)
∆hyp Pgen,q(σqw)
dv
v2
. (7.18)
The proof of the proposition follows from combining equations (7.17) and
(7.18).
Remark 7.1.6. The formal unfolding of the integral obtained in Proposition
7.1.5 translates into an equality of integrals, only if each of the three integrals
on the right-hand side of equation (7.13) converges absolutely, which we prove
in the lemmas that follow.
In the following lemma, we prove the absolute convergence of the first integral
on the right-hand side of equation (7.13), and compute its asymptotics as z ∈ X
approaches a parabolic fixed point.
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Lemma 7.1.7. Let p, q ∈ P be two parabolic fixed points. Then, with the
recollections of Remark 7.1.4, for z ∈ X and w = u+ iv ∈ H, the integral∫ 1/yp
0
∫ 1
0
ghyp(z, σqw) ∆hyp Pgen,q(σqw)
dudv
v2
converges absolutely. Furthermore as z ∈ X approaches the parabolic fixed
point p ∈ P, we have
∑
q∈P
∫ 1/yp
0
∫ 1
0
ghyp(z, σqw) ∆hyp Pgen,q(σqw)
dudv
v2
= oz(1), (7.19)
where the contribution from the term oz(1) is a smooth function in z, which
approaches zero, as z ∈ X approaches the parabolic fixed point p ∈ P.
Proof. For v ∈ R>0, from the formula for the function ∆hyp Pgen,q(σqw) from
Lemma 4.2.8, we derive that
∆hyp Pgen,q(σqw)
v2
=
8pi2
sinh2(2piv)
− 2
v2
remains bounded. So it suffices to show that the integral∫ 1/yp
0
∫ 1
0
ghyp(z, σqw)dudv
converges absolutely. Let I denote the set [0, 1]× [0, 1/yp]. We view the above
integral as a real-integral on the compact subset I ⊂ R2. The hyperbolic
Green’s function ghyp(z, σqw) is at most log-singular on a measure zero sub-
set of the interior points of I. Furthermore, the hyperbolic Green’s function
ghyp(z, σqw) is at most log log-singular on a measure zero subset of the bound-
ary points of I. Hence, it is absolutely integrable on I. This implies that the
integral ∫ 1/yp
0
∫ 1
0
ghyp(z, σqw) ∆hyp Pgen,q(σqw)
dudv
v2
converges absolutely, and also proves the asymptotic relation asserted in equa-
tion (7.19).
In the following lemma, we prove the absolute convergence of the first two
terms involved in the second integral on the right-hand side of equation (7.13),
and compute their asymptotics as z ∈ X approaches a parabolic fixed point.
Lemma 7.1.8. Let p, q ∈ P be two parabolic fixed points. Then, with the
recollections of Remark 7.1.4, for z ∈ X and w = u+ iv ∈ H, the integral∫ ∞
1/yp
(
4piκq(z)− 4pi
volhyp(X)
)
∆hyp Pgen,q(σqw)
dv
v2
(7.20)
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converges absolutely. Furthermore, as z ∈ X approaches the parabolic fixed
point p ∈ P, we have∑
q∈P
∫ ∞
1/yp
(
4piκq(z)− 4pi
volhyp(X)
)
∆hyp Pgen,q(σqw)
dv
v2
=
16pi2
(
− yp +
|P|( log yp + 1)
volhyp(X)
−
∑
q∈P
kq,p(0) +
2pi
3
)
+O
(
log yp
yp
)
.
Proof. Substituting the formula for the function ∆hyp Pgen,q(σqw) from Lemma
4.2.8, we have∫ ∞
1/yp
(
4piκq(z)− 4pi
volhyp(X)
)
∆hyp Pgen,q(σqw)
dv
v2
=(
8piκq(z)− 8pi
volhyp(X)
)∫ ∞
1/yp
((
2piv
sinh(2piv)
)2
− 1
)
dv
v2
.
The integral on the right-hand side of the above equation further simplifies to
give (
8piκq(z)− 8pi
volhyp(X)
)[
1
v
− 2pi coth(2piv)
]∞
1/yp
=(
8piκq(z)− 8pi
volhyp(X)
)(
− 2pi − yp + 2pi coth
(
2pi
yp
))
. (7.21)
Hence, from equation (7.21), we can conclude that the integral (7.20) converges
absolutely.
We now compute the asymptotics of the expression obtained on the right-hand
side of equation (7.21), as z ∈ X approaches the parabolic fixed point p ∈ P.
We first compute the asymptotics for the expression in the second bracket on
the right-hand side of equation (7.21), as z ∈ X approaches the parabolic fixed
point p ∈ P.
For t ∈ R>0, recall that the Taylor series expansion of the function coth(t) as
t approaches zero is of the form
coth(t) =
1
t
+
t
3
+O(t3).
As z ∈ X approaches p ∈ P, the quantity 1/yp approaches zero. So as z ∈ X
approaches p ∈ P, using the Taylor expansion of coth(2pi/yp), we have the
asymptotic relation
− 2pi − yp + 2pi coth
(
2pi
yp
)
=
− 2pi − yp + 2pi
(
yp
2pi
+
2pi
3yp
+O
(
1
y3p
))
= −2pi + 4pi
2
3yp
+O
(
1
y3p
)
. (7.22)
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As z ∈ X approaches p ∈ P, from the Fourier expansion of Kronecker’s limit
function κq(z) described in Theorem 1.5.3, we have the asymptotic relation for
the first bracket on the right-hand side of equation (7.21)
8piκq(z)− 8pi
volhyp(X)
=
8piδp,qyp − 8pi log yp
volhyp(X)
+ 8pikq,p(0)− 8pi
volhyp(X)
+O
(
e−2piyp
)
. (7.23)
Combining equations (7.22) and (7.23), as z ∈ X approaches p ∈ P, we have
the asymptotic relation for the right-hand side of equation (7.21)(
8piδp,qyp − 8pi log yp
volhyp(X)
+ 8pikq,p(0)− 8pi
volhyp(X)
+O
(
e−2piyp
))×(
− 2pi + 4pi
2
3yp
+O
(
1
y3p
))
=
16pi2
(
− δp,qyp + (log yp + 1)
volhyp(X)
− kq,p(0) + 2pi
3
δp,q +O
(
log yp
yp
))
.
Hence, as z ∈ X approaches p ∈ P, we derive∑
q∈P
∫ ∞
1/yp
(
4piκq(z)− 4pi
volhyp(X)
)
∆hyp Pgen,q(σqw)
dv
v2
=
16pi2
(
− yp +
|P|( log yp + 1)
volhyp(X)
−
∑
q∈P
kq,p(0) +
2pi
3
)
+O
(
log yp
yp
)
,
which completes the proof of the lemma.
In the following lemma, we prove the absolute convergence of the third term
involved in the second integral on the right-hand side of equation (7.13), and
compute an upper bound for it.
Lemma 7.1.9. Let p, q ∈ P be two parabolic fixed points. Then, with the
recollections of Remark 7.1.4, for z ∈ X and w = u+ iv ∈ H, the integral∫ ∞
1/yp
4pi log v
volhyp(X)
∆hyp Pgen,q(σqw)
dv
v2
(7.24)
converges absolutely. Furthermore, we have the upper bound∑
q∈P
∫ ∞
1/yp
∣∣∣∣∣ 4pi log vvolhyp(X) ∆hyp Pgen,q(σqw)
∣∣∣∣∣dvv2 ≤ 8pi|P|volhyp(X)
(
1 +
4pi2
3
)
. (7.25)
Proof. We prove the upper bound asserted in (7.25), which also proves the ab-
solute convergence of the integral in (7.24). Observing the elementary estimate∫ ∞
1/yp
∣∣∣∣ log v∆hyp Pgen,q(σqw)∣∣∣∣dvv2 ≤∫ 1
0
∣∣∣∣ log v∆hyp Pgen,q(σqw)∣∣∣∣dvv2 +
∫ ∞
1
∣∣∣∣ log v∆hyp Pgen,q(σqw)∣∣∣∣dvv2 , (7.26)
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we proceed to bound the two integrals on the right-hand side of the above
inequality. For v ∈ R>0, from the formula stated in Lemma 4.2.8 for the
function ∆hyp Pgen,q(σqw), we find that the function
−∆hyp Pgen,q(σqw)
v2
=
2
v2
− 8pi
2
sinh2(2piv)
is a positive monotone decreasing function, and hence, attains its maximum
value at v = 0. So we compute the limit
− lim
v→0
∆hyp Pgen,q(σqw)
v2
.
For t ∈ R>0, the Taylor expansion for the function 1/ sinh2(t) as t approaches
zero is of the form
1
sinh2(t)
=
1
t2
− 1
3
+O(t2),
from which we compute
max
v∈R>0
∣∣∣∣∆hyp Pgen,q(σqw)v2
∣∣∣∣ = − limv→0 ∆hyp Pgen,q(σqw)v2 =
lim
v→0
(
2
v2
− 8pi2
(
1
4pi2v2
− 1
3
))
=
8pi2
3
.
So using the fact that, for v ∈ (0, 1], | log v| = − log v, we have the upper bound
for the first integral on the right-hand side of inequality (7.26)∫ 1
0
∣∣∣∣ log v∆hyp Pgen,q(σqw)∣∣∣∣dvv2 ≤ −8pi23
∫ 1
0
log vdv =
8pi2
3
. (7.27)
We now bound the second integral on the right-hand side of inequality (7.26).
From the formula stated in Lemma 4.2.8 for the function ∆hyp Pgen,q(σqw), we
have the upper bound
max
v∈R>0
∣∣∆hyp Pgen,q(σqw)∣∣ = max
v∈R>0
(
2− 8pi
2v2
sinh2(2piv)
)
= 2.
Using the above bound, we derive the estimate of the second integral on the
right-hand side of inequality (7.26)∫ ∞
1
∣∣∣∣ log v∆hyp Pgen,q(σqw)∣∣∣∣dvv2 ≤
2
∫ ∞
1
log v
v2
dv = 2
([
− log v
v
]∞
1
+
[
− 1
v
]∞
1
)
= 2. (7.28)
Hence combining the estimates derived in (7.27) and (7.28), we arrive at the
upper bound∑
q∈P
∫ ∞
1/yp
∣∣∣∣ 4pi log vvolhyp(X) ∆hyp Pgen,q(σqw)
∣∣∣∣dvv2 ≤ 8pi|P |volhyp(X)
(
1 +
4pi2
3
)
,
which proves the lemma.
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In the following lemma, we prove the absolute convergence of the second term
involved in the third integral on the right-hand side of equation (7.13), and
compute its asymptotics as z ∈ X approaches a parabolic fixed point.
Lemma 7.1.10. Let p ∈ P be a parabolic fixed point. Then, with the recol-
lections of Remark 7.1.4, for z ∈ X and w = u + iv ∈ H with yp > 1, the
integral
−4piyp
∫ yp
1/yp
∆hyp Pgen,p(σpw)
dv
v2
(7.29)
converges absolutely. Furthermore, as z ∈ X approaches the parabolic fixed
point p ∈ P, we have
−4piyp
∫ yp
1/yp
∆hyp Pgen,p(σpw)
dv
v2
=
4pi
(
4piyp coth(2piyp)− 2− 8pi
2
3
)
+O
(
1
y2p
)
. (7.30)
Proof. Using the formula for the function ∆hyp Pgen,p(σpw) from Lemma 4.2.8
for a parabolic fixed point p ∈ P, we find
−4piyp
∫ yp
1/yp
∆hyp Pgen,p(σpw)
dv
v2
=
−8piyp
∫ yp
1/yp
(
4pi2
sinh2(2piv)
− 1
v2
)
dv = −8piyp
[
1
v
− 2pi coth(2piv)
]yp
1/yp
=
−8piyp
(
1
yp
− 2pi coth(2piyp)− yp + 2pi coth
(
2pi
yp
))
. (7.31)
The right-hand side of equation (7.31) further simplifies to
−8pi + 16pi2yp coth(2piyp)− 8piyp
(
− yp + 2pi coth
(
2pi
yp
))
. (7.32)
This implies that the integral (7.29) converges absolutely.
We now investigate the asymptotic behavior of the third term in the above
expression, at the parabolic fixed point p ∈ P. As z ∈ X approaches the
parabolic fixed point p ∈ P, from the Taylor expansion of coth(2pi/yp) already
used in equation (7.22), we get
−8piyp
(
− yp + 2pi coth
(
2pi
yp
))
= −8piyp
(
4pi2
3yp
+O
(
1
y3p
))
= −32pi
3
3
+O
(
1
y2p
)
.
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As z ∈ X approaches the parabolic fixed point p ∈ P, substituting the above
asymptotic relation into (7.32), we get
−4piyp
∫ yp
1/yp
∆hyp Pgen,p(σpw)
dv
v2
=
4pi
(
4piyp coth(2piyp)− 2− 8pi
2
3
)
+O
(
1
y2p
)
,
which proves the lemma.
In the following lemma, we prove the absolute convergence of the first term
involved in the third integral on the right-hand side of equation (7.13), and
compute its asymptotics as z ∈ X approaches a parabolic fixed point.
Lemma 7.1.11. Let p ∈ P be a parabolic fixed point. Then, with the recol-
lections of Remark 7.1.4, for z ∈ X and w = u + iv ∈ H with yp > 1, the
integral
4pi
∫ yp
1/yp
∆hyp Pgen,p(σpw)
dv
v
. (7.33)
converges absolutely. Furthermore, as z ∈ X approaches the parabolic fixed
point p ∈ P, we have
4pi
∫ yp
1/yp
∆hyp Pgen,p(σpw)
dv
v
= −8pi log yp + 8pi(1− log(4pi)) +O
(
1
yp
)
.
(7.34)
Proof. Using the formula for the function ∆hyp Pgen,p(σpw) from Lemma 4.2.8
for a parabolic fixed point p ∈ P, we find∫ yp
1/yp
∆hyp Pgen,p(σpw)
dv
v
= 2
∫ yp
1/yp
(
− 1
v
+
4pi2v
sinh2(2piv)
)
dv =
2
[
− log v − 2piv coth(2piv) + log(sinh(2piv))
]yp
1/yp
.
Substituting the formulae for coth(2piv) and sinh(2piv), the right-hand side of
the above equation can be further simplified to
2
[
− log v − 4piv − 4piv
e4piv − 1 + log
(
e4piv − 1
2
)]yp
1/yp
.
Observe that[
− log v − 4piv − 4piv
e4piv − 1 + log
(
e4piv − 1
2
)]yp
1/yp
=
− log yp − 4piyp − 4piyp
e4piyp − 1 + log
(
e4piyp − 1)+
log
(
1
yp
)
+
4pi
yp
+
4pi
yp
(
e4pi/yp − 1) − log (e4pi/yp − 1).
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The right-hand side of the above equation further simplifies to
− log yp − log
(
e4piyp
e4piyp − 1
)
− 4piyp
e4piyp − 1 +
4pi
yp
+
4pi
yp
(
e4pi/yp − 1) − log (yp(e4pi/yp − 1)), (7.35)
which proves that the integral (7.33) converges absolutely.
To prove (7.34), it suffices to compute the asymptotic expansion of each of the
terms in the above expression, as z ∈ X approaches the parabolic fixed point
p ∈ P. As z ∈ X approaches the parabolic fixed point p ∈ P, we have the
asymptotic relation for the first and second terms of (7.35)
− log yp − log
(
e4piyp
e4piyp − 1
)
= − log yp +O
(
e−4piyp
)
; (7.36)
the third and fourth terms of (7.35) satisfy the asymptotic relation
− 4piyp
e4piyp − 1 +
4pi
yp
= O
(
1
yp
)
. (7.37)
As z ∈ X approaches the parabolic fixed point p ∈ P, the fifth term satisfies
the asymptotic relation
4pi
yp
(
e4pi/yp − 1) = 4pi
yp
( ∞∑
n=1
(4pi)n
n! ynp
) =
1
1 +
∞∑
n=1
(4pi)n
(n+ 1)! ynp
= 1 +O
(
1
yp
)
; (7.38)
the sixth term satisfies the asymptotic relation
− log (yp(e4pi/yp − 1)) = − log( ∞∑
n=1
(4pi)n
n! yn−1p
)
=
− log
(
4pi +
∞∑
n=1
(4pi)n+1
(n+ 1)! ynp
)
= − log(4pi) +O
(
1
yp
)
. (7.39)
Substituting the asymptotic relations obtained in equations (7.36), (7.37),
(7.38), and (7.39) into (7.35), we derive the asymptotic relation
4pi
∫ yp
1/yp
∆hyp Pgen,p(σpw)
dv
v
= −8pi log yp + 8pi(1− log(4pi)) +O
(
1
yp
)
,
as z ∈ X approaches the parabolic fixed point p ∈ P. This proves the lemma.
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In the following proposition, combining all the asymptotics established in this
section, we compute the asymptotics of the integral∫
X
ghyp(z, w) ∆hyp P (w)µhyp(w),
as z ∈ X approaches a parabolic fixed point p ∈ P.
Proposition 7.1.12. Let p ∈ P be a parabolic fixed point. Then, with the
recollections of Remark 7.1.4, as z ∈ X approaches the parabolic fixed point
p ∈ P, we have∫
X
ghyp(z, w) ∆hyp P (w)µhyp(w) = −32pi
2(g − 1) log yp
volhyp(X)
−∑
q∈P
∫ ∞
1/yp
4pi log v
volhyp(X)
∆hyp Pgen,q(σqw)
dv
v2
+ αp + oz(1),
where
αp =
16pi2|P|
volhyp(X)
− 16pi2
∑
q∈P
kq,p(0)− 8pi log(4pi), (7.40)
and the contribution from the term oz(1) is a smooth function in z, which
approaches zero, as z ∈ X approaches the parabolic fixed point p ∈ P.
Proof. As z ∈ X approaches the parabolic fixed point p ∈ P, from Proposition
7.1.5, we formally have∫
X
ghyp(z, w) ∆hyp P (w)µhyp(w) =∑
q∈P
∫ 1/yp
0
∫ 1
0
ghyp(z, σqw) ∆hyp Pgen,q(σqw)
dudv
v2
+
∑
q∈P
∫ ∞
1/yp
(
4piκq(z)− 4pi
volhyp(X)
− 4pi log v
volhyp(X)
)
∆hyp Pgen,q(σqw)
dv
v2
+
4pi
∫ yp
1/yp
(v − yp) ∆hyp Pgen,p(σpw)dv
v2
. (7.41)
From Lemmas 7.1.7, 7.1.8, 7.1.9, 7.1.10, and 7.1.11, it follows that each of the
integrals on the right-hand side of the above equation is absolutely convergent.
This implies that the above equality of integrals indeed holds true for all z ∈ X
provided that yp > 1.
As z ∈ X approaches the parabolic fixed point p ∈ P, combining Lemmas 7.1.7
and 7.1.8, we find that the first two integrals on the right-hand side of equation
(7.41) yield
16pi2
(
− yp +
|P|( log yp + 1)
volhyp(X)
−
∑
q∈P
kq,p(0) +
2pi
3
)
−
∑
q∈P
∫ ∞
1/yp
4pi log v
volhyp(X)
∆hyp Pgen,q(σqw)
dv
v2
+ oz(1), (7.42)
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where the contribution from the term oz(1) is a smooth function in z, which
approaches zero, as z ∈ X approaches the parabolic fixed point p ∈ P. As
z ∈ X approaches the parabolic fixed point p ∈ P, combining Lemmas 7.1.10
and 7.1.11, we find that the third integral on the right-hand side of equation
(7.41) yields
16pi2yp coth(2piyp)− 8pi log yp − 32pi
3
3
− 8pi log(4pi) +O
(
1
yp
)
. (7.43)
Combining (7.42) and (7.43), as z ∈ X approaches the parabolic fixed point
p ∈ P, the right-hand side of equation (7.41) simplifies to
−16pi2yp + 16pi2yp coth(2piyp) + 16pi
2|P| log yp
volhyp(X)
− 8pi log yp + 16pi
2|P|
volhyp(X)
−
16pi2
∑
q∈P
kq,p(0)−
∑
q∈P
∫ ∞
1/yp
4pi log v
volhyp(X)
∆hyp Pgen,q(σqw)
dv
v2
−
8pi log(4pi) + oz(1). (7.44)
As z ∈ X approaches the parabolic fixed point p ∈ P, we have the asymptotic
relation for the first two terms in the above expression
16pi2yp
(
coth(2piyp)− 1
)
= 16pi2yp
(
cosh(2piyp)− sinh(2piyp)
sinh(2piyp)
)
=
16pi2yp
(
2e−2piyp
e2piyp − e−2piyp
)
= O
(
e−yp
)
.
Furthermore, as z ∈ X approaches the parabolic fixed point p ∈ P, the third
and fourth terms in the above expression give
16pi2|P| log yp
volhyp(X)
− 8pi log yp = −32pi
2(g − 1) log yp
volhyp(X)
.
Hence, as z ∈ X approaches the parabolic fixed point p ∈ P, the expression in
(7.44) further reduces to give
−32pi
2(g − 1) log yp
volhyp(X)
−
∑
q∈P
∫ ∞
1/yp
4pi log v
volhyp(X)
∆hyp Pgen,q(σqw)
dv
v2
+
16pi2|P|
volhyp(X)
− 16pi2
∑
q∈P
kq,p(0)− 8pi log(4pi) + oz(1).
This completes the proof of the proposition.
In the following corollary, using the above proposition, we compute the asymp-
totics of the function φ(z), as z ∈ X approaches a parabolic fixed point p ∈ P.
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Corollary 7.1.13. Let p ∈ P be a parabolic fixed point. Then, with the recol-
lections of Remark 7.1.4, as z ∈ X approaches the parabolic fixed point p ∈ P,
we have
φ(z) = − 4pi log yp
volhyp(X)
−
∑
q∈P
∫ ∞
1/yp
log v
2g volhyp(X)
∆hyp Pgen,q(σqw)
dv
v2
+
αp
8pig
+
2pikp,p(0)
g
− Chyp
8g2
− 2picX
g volhyp(X)
+ oz(1),
where the constant αp is as defined in (7.40), and the contribution from the term
oz(1) is a smooth function in z, which approaches zero, as z ∈ X approaches
the parabolic fixed point p ∈ P.
Proof. From Theorem 4.3.8, we have
φ(z) =
H(z)
2g
+
1
8pig
∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ)− Chyp
8g2
− 2pi(cX − 1)
g volhyp(X)
.
As z ∈ X approaches the parabolic fixed point p ∈ P, we have from Proposition
4.3.3
H(z)
2g
− Chyp
8g2
− 2pi(cX − 1)
g volhyp(X)
=
− 4pi log yp
g volhyp(X)
+
2pikp,p(0)
g
− Chyp
8g2
− 2picX
g volhyp(X)
+O
(
1
yp
)
. (7.45)
As z ∈ X approaches the parabolic fixed point p ∈ P, using Proposition 7.1.12,
we find that
1
8pig
∫
X
ghyp(z, ζ) ∆hyp P (ζ)µhyp(ζ) = − 4pi log yp
volhyp(X)
+
4pi log yp
g volhyp(X)
−∑
q∈P
∫ ∞
1/yp
log v
2g volhyp(X)
∆hyp Pgen,q(σqw)
dv
v2
+
αp
8pig
+ oz(1), (7.46)
where the contribution from the term oz(1) is a smooth function in z, which ap-
proaches zero, as z ∈ X approaches the parabolic fixed point p ∈ P. The proof
of the corollary follows from combining the estimates deduced in equations
(7.45) and (7.46).
In the following theorem, using the above corollary, we compute an upper
bound for the canonical Green’s function, when evaluated at two different
parabolic fixed points.
Theorem 7.1.14. Let p, q ∈ P be two parabolic fixed points with p 6= q. Then,
with the recollections of Remark 7.1.4, we have the upper bound∣∣gcan(p, q)∣∣ ≤ 4pi∣∣kp,q(0)∣∣+ 2pi
g
(∑
s∈P
s6=p
∣∣ks,p(0)∣∣+∑
s∈P
s6=q
∣∣ks,q(0)∣∣)+
1
volhyp(X)
(
4pi(dX + 1)
2
λ1
+
∣∣4picX ∣∣
g
+
43|P|
g
+ 4pi
)
+
2 log(4pi)
g
.
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Proof. For z, w ∈ X, we have from Proposition 2.6.4
gcan(p, q) = lim
z→p limw→q
(
ghyp(z, w)− φ(z)− φ(w)
)
.
From Proposition 2.4.1, for a fixed w ∈ X with z ∈ X approaching the
parabolic fixed point p ∈ P, we have
ghyp(z, w) = 4piκp(w)− 4pi
volhyp(X)
− 4pi log yp
volhyp(X)
−
log
∣∣1− e2pii(σ−1p z−σ−1p w)∣∣2 +O(e−2pi(yp−vp)),
where vp = Im(σ
−1
p w). Combining the above equation with Corollary 7.1.13,
we find
lim
z→p
(
ghyp(z, w)− φ(z)
)
= 4piκp(w)− 4pi
volhyp(X)
− αp
8pig
− 2pikp,p(0)
g
+
Chyp
8g2
+
2picX
g volhyp(X)
+ lim
yp→∞
∑
s∈P
∫ ∞
1/yp
log ζ
2g volhyp(X)
∆hyp Pgen,s(σsξ)
dζ
ζ2
,
(7.47)
where ζ = Im(ξ). As w ∈ X approaches the parabolic fixed point q ∈ P with
q 6= p, from the Fourier expansion of Kronecker’s limit function κp(w), stated
in Theorem 1.5.3, we have
4piκp(w) = 4pikp,q(0)− 4pi log vq
volhyp(X)
+O
(
e−2pivq
)
.
So using Corollary 7.1.13 one more time, and substituting the above asymptotic
relation into equation (7.47), we compute the limit
lim
z→p limw→q
(
ghyp(z, w)− φ(z)− φ(w)
)
=
4pikp,q(0)− 4pi
volhyp(X)
− αp
8pig
− 2pikp,p(0)
g
− αq
8pig
− 2pikq,q(0)
g
+
Chyp
4g2
+
4picX
g volhyp(X)
+ lim
yp→∞
∑
s∈P
∫ ∞
1/yp
log ζ
2g volhyp(X)
∆hyp Pgen,s(σsξ)
dζ
ζ2
+
lim
vq→∞
∑
s∈P
∫ ∞
1/vq
log ζ
2g volhyp(X)
∆hyp Pgen,s(σsξ)
dζ
ζ2
.
(7.48)
Using the definition of the constant αp from (7.40), we find that the first six
terms on the right-hand side of the above equation give
4pikp,q(0)− 1
g
(
2pi|P|
volhyp(X)
− 2pi
∑
s∈P
ks,p(0)− log(4pi)
)
− 2pikp,p(0)
g
−
4pi
volhyp(X)
− 1
g
(
2pi|P|
volhyp(X)
− 2pi
∑
s∈P
ks,q(0)− log(4pi)
)
− 2pikq,q(0)
g
=
4pikp,q(0) +
2pi
g
(∑
s∈P
s6=p
ks,p(0) +
∑
s∈P
s6=q
ks,q(0)
)
− 4pi(|P|+ g)
g volhyp(X)
+
2 log(4pi)
g
.
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Furthermore, the expression on the right-hand side of the above equation can
be bounded by
4pi
∣∣kp,q(0)∣∣+ 2pi
g
(∑
s∈P
s6=p
∣∣ks,p(0)∣∣+∑
s∈P
s6=q
∣∣ks,q(0)∣∣)+ 13|P|+ 4pig
g volhyp(X)
+
2 log(4pi)
g
.
(7.49)
Using Proposition 6.1.9, we derive the upper bound for the next two terms on
the right-hand side of equation (7.48)
Chyp
4g2
+
4picX
g volhyp(X)
≤ 4pi (dX + 1)
2
λ1 volhyp(X)
+
∣∣4picX ∣∣
g volhyp(X)
. (7.50)
From Lemma 7.1.9, we have the upper bound for the absolute value of the last
two terms on the right-hand side of equation (7.48)
lim
yp→∞
∑
s∈P
∫ ∞
1/yp
∣∣∣∣∣ log ζ2g volhyp(X) ∆hyp Pgen,s(σsξ)
∣∣∣∣∣dζζ2 +
lim
vq→∞
∑
s∈P
∫ ∞
1/vq
∣∣∣∣∣ log ζ2g volhyp(X) ∆hyp Pgen,s(σsξ)
∣∣∣∣∣dζζ2 ≤
2|P|
g volhyp(X)
(
1 +
4pi2
3
)
≤ 30|P|
g volhyp(X)
. (7.51)
The proof of the theorem follows from combining the estimates obtained in
equations (7.49), (7.50), and (7.51).
7.2 Bounds for the canonical Green’s function in
covers
In this section, we investigate the bounds obtained in Chapters 5 and 6 for
certain sequences of Riemann surfaces similar to the study conducted in Section
5 of [11].
We start with the definition of an admissible sequence of non-compact hyper-
bolic Riemann surfaces of finite hyperbolic volume.
Definition 7.2.1. Let {XN}N∈N be a set of non-compact hyperbolic Riemann
surfaces of finite hyperbolic volume of genus gN ≥ 1 without torsion points
indexed by N ∈ N ⊆ N. We say that the sequence is admissible if it is one of
the following two types:
(1) If N = N and N ∈ N , then XN+1 is a finite degree cover of XN .
(2) For N ∈ N>0, let
Y0(N) = Γ0(N)\H,
Y1(N) = Γ1(N)\H,
Y (N) = Γ(N)\H
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with the congruence subgroups Γ0(N), Γ1(N), Γ(N), respectively. In each of
the three cases above, let N ⊆ N be such that Y0(N), Y1(N), Y (N) has genus
bigger than zero for N ∈ N , respectively. We then consider here the families
{XN}N∈N given by
{Y0(N)}N∈N , {Y1(N)}N∈N , {Y (N)}N∈N .
Denote by qN ∈ N the minimal element of the indexing set N ; in Case (1)
qN = 0 and in Case (2) qN is the smallest prime in N .
Remark 7.2.2. It is to be noted that the family of hyperbolic modular curves
do not form a single tower of hyperbolic Riemann surfaces, hence, the distinc-
tion in the above definition. However, they form a different structure which
we call a net. This concept has been introduced in Section 5 of [12]. We refer
the reader to Appendix A.3 for the details.
Definition 7.2.3. For each N ∈ N , the non-compact hyperbolic Riemann
surface of finite hyperbolic volume XN can be realized as the quotient space
ΓN\H, where ΓN ⊂ PSL2(R) is a Fuchsian subgroup of the first kind acting by
fractional linear transformations on H. Furthermore, ΓN admits finitely many
parabolic fixed points. We denote the set of parabolic fixed points of ΓN by
PN and its cardinality by |PN |.
Notations 7.2.4. To emphasize the dependence on XN , for each N ∈ N , we
use the following notation for the rest of this section.
(1) As in (1.5), we put
dXN = sup
z∈XN
µcan(z)
µshyp(z)
.
(2) Let {λN,n} denote the set of discrete eigenvalues of the hyperbolic Laplacian
∆hyp on XN with associated orthonormal eigenfunctions {ϕN,n(z)}. As before,
we assume that the eigenfunctions ϕN,n(z) are real-valued.
Furthermore, let λN,1 denote the first non-zero eigenvalue of the hyperbolic
Laplacian ∆hyp on XN .
(3) The canonical Green’s function and the hyperbolic Green’s function defined
on XN ×XN are denoted by gN,can(z, w) and gN,hyp(z, w), respectively.
(4) As in Section 4.2, for z ∈ XN and p ∈ PN , we put
PN (z) =
∑
γ∈ΓN\{id}
γ parabolic
gH(z, γz) =
∑
p∈PN
∑
η∈ΓN,p\ΓN
PN,gen,p(ηz),
where PN,gen,p(z) =
∑
n6=0
gH(z, γ
n
p z) with γp a generator of the stabilizer sub-
group ΓN,p of the parabolic fixed point p ∈ PN .
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(5) As in (4.19) and (4.21), we define
C ′N,par = max
z∈XN
( ∑
p∈PN
∑
η∈ΓN,p\ΓN
η 6=id
PN,gen,p(ηz)
)
,
C ′′N,par = max
z∈XN
∣∣∆hyp PN (z)∣∣.
(6) We denote the constant defined in (4.1) related to the Selberg zeta function
associated to the Riemann surface XN by cXN .
(7) Let 0 < ε < 1 be any number such that for all N ∈ N , the following
condition holds true:
UN,ε(p) ∩ UN,ε(q) = ∅ (7.52)
for all parabolic fixed points p, q ∈ PN and p 6= q, where UN,ε(p), UN,ε(q)
denote open coordinate disks of radius ε around p, q ∈ PN , respectively.
For a fixed 0 < ε < 1 satisfying (7.52), put
YN,ε = XN\
⋃
p∈PN
UN,ε(p).
Let FN ⊂ H denote a fixed fundamental domain of the Riemann surface XN .
Furthermore, let ΠN : H −→ ΓN\H = XN be the universal covering map, and
define
Y ′N,ε = Π
−1
N (YN,ε) ∩ FN , U ′N,ε = Π−1N (UN,ε) ∩ FN .
(8) Let KN,hyp(t; z, w) denote the hyperbolic heat kernel on R>0 ×XN ×XN .
As in (5.6), we define
CHKN,ε = max
z∈YN,ε
(
KN,hyp(t0; z)
)
,
where t0 is a fixed number satisfying 0 < t0 < 1.
(9) As in (5.10), for δ > 0 and z, w ∈ XN , we put
SΓN (δ; z, w) = {γ ∈ ΓN | dH(z, γw) < δ}.
(10) As in (5.2), we put
rN,ε = inf
{
dH(z, γz)| γ ∈ ΓN\{id}, z ∈ Y ′N,ε
}
.
(11) As in (5.15), we put
cN,ε = inf
{
dH(z, γw)| γ ∈ ΓN , z ∈ Y ′N,ε, w ∈ ∂Y ′N,ε/2
}
.
(12) As in (6.31), we put
r˜N,ε = min{rN,ε/2, cN,ε}.
(13) The constants BN,ε,α,δ and CN,ε,α,δ associated to the compact subset YN,ε
of XN are as defined in Theorems 5.2.11 and 6.1.11, respectively.
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In the following five lemmas, we obtain bounds for the terms that contribute
to the constant CN,ε,α,δ through covers and for families of modular curves. We
study the behavior of the quantities dXN , cXN , C
′
N,par, C
′′
N,par, C
HK
N,ε , and rN,ε
for N ∈ N sufficiently large. We will employ the same techniques as the ones
used in the proof of Lemma 5.3 of [11].
Lemma 7.2.5. Let {XN}N∈N be an admissible sequence of non-compact hy-
perbolic Riemann surfaces of finite hyperbolic volume. Then, with the notations
as in 7.2.4, we have the following upper bounds:
(1) For any N ∈ N , we have
dXN = OqN (1).
(2) For any N ∈ N , we have
cXN = OqN
(
gN
λN,1
)
.
Proof. The proof of the lemma follows from Lemma 5.3 of [11].
Notation 7.2.6. For Γ ⊂ PSL2(R) a Fuchsian subgroup of the first kind, let
Mpar(Γ) denote the set of maximal parabolic subgroups of Γ. Note that for
P ∈ Mpar(Γ), we have P = 〈γP 〉 ∈ Mpar(Γ), where γP denotes a generator of
the maximal parabolic subgroup P . Furthermore, there exists a scaling matrix
σP satisfying the condition
σ−1P γPσP = γ∞, where γ∞ =
(
1 1
0 1
)
. (7.53)
Remark 7.2.7. Let Γ be a subgroup of finite index in Γ0 ⊂ PSL2(R), a
Fuchsian subgroup of the first kind. Then, there is a bijection
ϕ :Mpar(Γ) −→Mpar(Γ0),
which is given as follows. For each P ∈ Mpar(Γ), there exists a maximal
parabolic subgroup P0 ⊂ Γ0 containing P , and we set ϕ(P ) = P0; the inverse
map is given by ϕ−1(P0) = P0 ∩ Γ.
Furthermore, the scaling matrices σP0 and σP of the parabolic subgroups P0
and P , respectively, can be chosen such that they satisfy the relation
σP0 = σP
(
1/
√
nP0P 0
0
√
nP0P
)
, (7.54)
where nP0P = [P0 : P ].
Lemma 7.2.8. Let {XN}N∈N be an admissible sequence of non-compact hy-
perbolic Riemann surfaces of finite hyperbolic volume. Then, with the notations
as in 7.2.4, for any N ∈ N , we have
C ′N,par = OqN (1).
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Proof. We first prove the lemma for {XN}N∈N , an admissible sequence of
Riemann surfaces of type (1). In order to do so, we need to consider the pair
of Riemann surfaces XN and XqN , where XN is a finite degree cover of XqN .
For any N ∈ N and XN = ΓN\H, consider the set
P(ΓN ) =
{
ΓN,p | p ∈ PN
}
,
where ΓN,p denotes the stabilizer subgroup of the parabolic fixed point p ∈ PN .
Keeping in mind that the set PN is in bijection with the set of conjugacy classes
of maximal parabolic subgroups of ΓN , we have the equality⋃
p∈PN
⋃
η∈ΓN,p\ΓN
η−1ΓN,pη =
⋃
P∈Mpar(ΓN )
P ,
from which we can conclude that∑
p∈PN
∑
η∈ΓN,p\ΓN
η 6=id
PN,gen,p(ηz) =
∑
P∈Mpar(ΓN )
P 6∈P(ΓN )
∑
n6=0
gH(z, γ
n
P z),
where γP denotes a generator of P ∈Mpar(ΓN ). For P ∈Mpar(ΓN ), from the
definition of the scaling matrix σP as defined in (7.53), we find∑
p∈PN
∑
η∈ΓN,p\ΓN
η 6=id
PN,gen,p(ηz) =
∑
P∈Mpar(ΓN )
P 6∈P(ΓN )
∑
n6=0
gH(σ
−1
P z, γ
n
∞σ
−1
P z)
=
∑
P∈Mpar(ΓN )
P 6∈P(ΓN )
∑
n6=0
log
∣∣∣∣4y2P + n2n2
∣∣∣∣, (7.55)
where yP = Im(σ
−1
P z). From Remark 7.2.7, we have a bijective map
ϕN,qN :Mpar
(
ΓN
) −→Mpar(ΓqN ),
sending P ∈ Mpar(ΓN ) to P0 = ϕN,qN (P ) ∈ Mpar(ΓqN ). Then, for z ∈ H,
using the relation stated in equation (7.54), we have
yP = Im(σ
−1
P z) =
(
1/
√
nP0P 0
0
√
nP0P
)
Im(σ−1P0 z) =
yP0
nP0P
, (7.56)
where nP0P = [P0 : P ]. For z ∈ H, using the above relation and the bijection
between the sets Mpar(ΓN ) and Mpar(ΓqN ), we derive∑
P∈Mpar(ΓN )
P 6∈P(ΓN )
∑
n6=0
log
∣∣∣∣4y2P + n2n2
∣∣∣∣ ≤ ∑
P0∈Mpar(ΓqN )
P0 6∈P(ΓqN )
∑
n6=0
log
∣∣∣∣4y2P0/n2P0P + n2n2
∣∣∣∣
≤
∑
P0∈Mpar(ΓqN )
P0 6∈P(ΓqN )
∑
n6=0
log
∣∣∣∣4y2P0 + n2n2
∣∣∣∣. (7.57)
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Combining equation (7.55) with (7.57), we deduce that
C ′N,par ≤ C ′qN ,par = OqN (1),
which proves the lemma for the case of an admissible sequence of Riemann
surfaces of type (1).
We now prove the lemma for {XN}N∈N , an admissible sequence of Riemann
surfaces of type (2). We prove the lemma only for the sequence of modular
curves {Y0(N)}N∈N , as the proof extends with notational changes to the other
sequences of modular curves {Y1(N)}N∈N and {Y (N)}N∈N .
For any N ∈ N the modular curve Y0(N) is a finite degree cover of Y0(1) =
PSL2(Z)\H. Extending the notations from 7.2.4 to the modular curve Y0(1)
and adapting the arguments from the proof for admissible sequences of Rie-
mann surfaces of type (1), for N ∈ N sufficiently large, we have
C ′N,par = O(1),
which trivially implies that
C ′N,par = OqN (1).
This completes the proof of the lemma.
Lemma 7.2.9. Let {XN}N∈N be an admissible sequence of non-compact hy-
perbolic Riemann surfaces of finite hyperbolic volume. Then, with the notations
as in 7.2.4, for any N ∈ N , we have
C ′′N,par = OqN (1).
Proof. For the case of admissible sequences of Riemann surfaces of type (1),
this result has been established as Proposition 5.4 in [14]. Using Proposition 5.4
from [14] and adapting the arguments from Lemma 7.2.8 will trivially prove
the lemma for the case of admissible sequences of Riemann surfaces of type
(2).
Lemma 7.2.10. Let {XN}N∈N be an admissible sequence of non-compact hy-
perbolic Riemann surfaces of finite hyperbolic volume. Then, with the notations
as in 7.2.4, for N ∈ N sufficiently large, we have
CHKN,ε = OqN ,ε
(
gN
)
.
Proof. We first prove the lemma for {XN}N∈N , an admissible sequence of
Riemann surfaces of type (1). In order to do so, we need to consider the pair
of Riemann surfaces XN and XqN , where XN is a finite degree cover of XqN .
For any N ∈ N and any parabolic fixed point p ∈ PN , the covering map
ΠN,qN : XN −→ XqN takes the coordinate disk Uε(p) of radius ε around p ∈ PN
to the coordinate disk Uεn(p0) of radius ε
n around ΠN,qN (p) = p0 ∈ PqN ,
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where n denotes the index [ΓqN ,p0 : ΓN,p]. Let n0 = [ΓqN : ΓN ]. Since,
n = [ΓqN ,p0 : ΓN,p] ≤ [ΓqN : ΓN ] = n0, we have ΠN,qN (YN,ε) ⊆ YqN ,εn0 .
As ΓN is a subgroup of ΓqN , for all z ∈ YN,ε, it trivially follows that
CHKN,ε = max
z∈YN,ε
(
KN,hyp(t0; z)
) ≤ max
z∈ΠN,qN (YN,ε)
(
KqN ,hyp(t0; z)
) ≤
max
z∈YqN ,εn0
(
KqN ,hyp(t0; z)
)
= CHKqN ,εn0 . (7.58)
We now analyze the term CHKqN ,εn0 for sufficiently large N ∈ N . Without loss
of generality, let us assume that ΓqN has only one parabolic fixed point, say
p0 with stabilizer subgroup ΓqN ,p0 . From the integral formula for KH(t; ρ)
described in (1.10), we find
lim
z→p0
∑
γ∈ΓqN \ΓqN ,p0
KH(t0; z, γz) = 0. (7.59)
Furthermore, from Proposition 3.3.5 in [7], which is a reformulation of a result
from [20], for z ∈ XqN approaching p0, we have∑
γ∈ΓqN ,p0
KH(t0; z, γz) =
e−t0/4 · yp0√
4pit0
(
1 +
∑
n6=0
e−4pi
2n2y2p0 t0 +O
(
1
y2p0
))
,
(7.60)
where yp0 denotes Im(σ
−1
p0 z) with σp0 being a scaling matrix of the parabolic
fixed point p0. Hence, for N ∈ N sufficiently large, combining equations (7.59)
and (7.60), we derive
CHKqN ,εn0 = −
e−t0/4√
4pit0
· n0 log ε
2pi
+OqN (1) = OqN ,ε(n0). (7.61)
For N ∈ N sufficiently large, from the Riemann-Hurwitz formula, we have
n0 = [ΓqN : ΓN ] = OqN
(
gN
)
. (7.62)
Combining the estimates obtained in (7.61) and (7.62) completes the proof of
the lemma for the case of an admissible sequence of Riemann surfaces of type
(1).
We now prove the lemma for {XN}N∈N , an admissible sequence of Riemann
surfaces of type (2). We prove the lemma only for the sequence of modular
curves {Y0(N)}N∈N , as the proof extends with notational changes to the other
sequences of modular curves {Y1(N)}N∈N and {Y (N)}N∈N .
For any N ∈ N the modular curve Y0(N) is a finite degree cover of Y0(1) =
PSL2(Z)\H. Extending the notations from 7.2.4 to the modular curve Y0(1)
and adapting the arguments from the proof for admissible sequences of Rie-
mann surfaces of type (1), for N ∈ N sufficiently large, we have
CHKN,ε = Oε
(
gN
)
,
158
which trivially implies that
CHKN,ε = OqN ,ε
(
gN
)
.
This completes the proof of the lemma.
Lemma 7.2.11. Let {XN}N∈N be an admissible sequence of non-compact hy-
perbolic Riemann surfaces of finite hyperbolic volume. Then, with the notations
as in 7.2.4, for N ∈ N sufficiently large, we have
1
sinh(rN,ε/2)
= OqN ,ε
(
gN
)
.
Proof. We first prove the lemma for {XN}N∈N , an admissible sequence of
Riemann surfaces of type (1). In order to do so, we need to consider the pair
of Riemann surfaces XN and XqN , where XN is a finite degree cover of XqN .
For any N ∈ N , the covering map ΠN,qN : XN −→ XqN induces a map from
FN to FqN , the fundamental domain of XN to the fundamental domain of XqN ,
respectively, which we again denote by ΠN,qN . Let n0 = [ΓqN : ΓN ]. From the
definition of the injectivity radius, we have
rN,ε = inf
{
dH(z, γz)| γ ∈ ΓN\{id}, z ∈ Y ′N,ε
}
= inf
{
dH(γ
′z, γγ′z)| γ ∈ ΓN\{id}, γ′ ∈ ΓqN , z ∈ ΠN,qN
(
Y ′N,ε
)}
= inf
{
dH(z, γ
′−1γγ′z)| γ ∈ ΓN\{id}, γ′ ∈ ΓqN , z ∈ ΠN,qN
(
Y ′N,ε
)}
≥ inf {dH(z, γ′′z)| γ′′ ∈ ΓqN \{id}, z ∈ ΠN,qN (Y ′N,ε)}. (7.63)
Since ΠN,qN (YN,ε) ⊆ YqN ,εn0 , using the above inequality, we deduce that
rqN ,εn0 ≤ rN,ε. (7.64)
As sinh(t) is a monotone increasing function for t ∈ R≥0, we have
sinh
(
rqN ,εn0/2
) ≤ sinh(rN,ε/2).
From Lemma 5.1.6, for N ∈ N sufficiently large, we have
sinh
(
rqN ,εn0/2
)
= − pi
n0 log ε
.
Hence, for N ∈ N sufficiently large, we have
1
sinh(rN,ε/2)
≤ 1
sinh
(
rqN ,εn0/2
) = −n0 log ε
pi
= OqN ,ε(n0).
Combining the above estimate with (7.62) completes the proof of the lemma
for the case of an admissible sequence of Riemann surfaces of type (1).
We now prove the lemma for {XN}N∈N , an admissible sequence of Riemann
surfaces of type (2). We prove the lemma only for the sequence of modular
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curves {Y0(N)}N∈N , as the proof extends with notational changes to the other
sequences of modular curves {Y1(N)}N∈N and {Y (N)}N∈N .
For any N ∈ N the modular curve Y0(N) is a finite degree cover of Y0(1) =
PSL2(Z)\H. Extending the notations from 7.2.4 to the modular curve Y0(1)
and adapting the arguments from the proof for admissible sequences of Rie-
mann surfaces of type (1), for N ∈ N sufficiently large, we have
1
sinh(rN,ε/2)
= Oε
(
gN
)
.
which trivially implies that
1
sinh(rN,ε/2)
= OqN ,ε
(
gN
)
.
This completes the proof of the lemma.
The following theorem is an extension of Theorem 5.5 in [11] to admissible
sequences of non-compact hyperbolic Riemann surfaces of finite hyperbolic
volume.
Theorem 7.2.12. Let {XN}N∈N be an admissible sequence of non-compact
hyperbolic Riemann surfaces of finite hyperbolic volume and genus gN ≥ 1.
Then, with the notations as in 7.2.4, for any N ∈ N sufficiently large, 0 < ε <
1, α > 0, and δ > 0, we have the upper bound
sup
z,w∈YN,ε
∣∣∣∣gN,hyp(z, w)− ∑
n: 0<λN,n<α
4pi
λN,n
ϕN,n(z)ϕN,n(w)−
∑
γ∈SΓN (δ;z,w)
gH(z, w)
∣∣∣∣ = OqN ,ε,α,δ(g2N).
Proof. From Theorem 5.2.11, for any N ∈ N , 0 < ε < 1, α > 0, and δ > 0, we
have
sup
z,w∈YN,ε
∣∣∣∣gN,hyp(z, w)− ∑
n: 0<λN,n<α
4pi
λN,n
ϕN,n(z)ϕN,n(w)−
∑
γ∈SΓN (δ;z,w)
gH(z, w)
∣∣∣∣ ≤ BN,ε,α,δ.
Recall that in (5.9) δN,ε is defined as a fixed number satisfying
δN,ε > max {δ0, 4rN,ε + 5},
where δ0 is a constant, which is as defined in Lemma 5.2.1. We first assume
that δ > δN,ε and derive an upper bound for BN,ε,α,δ. From Theorem 5.2.11,
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for δ > δN,ε, we have
BN,ε,α,δ = 4pi
(
CHKN,ε e
αt0 +
c0 sinh(rN,ε) sinh(δ)
8δ2 sinh2(rN,ε/2)
+
c0e
2rN,ε
2pi sinh2(rN,ε/2)
+
4c∞ sinh(δ + rN,ε)
sinh(rN,ε)
+
CHKN,ε
α
)
.
We now estimate each of the terms which contribute to BN,ε,α,δ.
From Lemma 7.2.10, for N ∈ N sufficiently large, we have the following esti-
mates of the first and the last term of BN,ε,α,δ (note that 0 < t0 < 1 is fixed
as in Definition 5.1.7):
CHKN,ε e
αt0 = OqN ,ε,α
(
gN
)
and
CHKN,ε
α
= OqN ,ε,α
(
gN
)
. (7.65)
In order to proceed, we need an upper bound for rN,ε. For any N ∈ N and a
parabolic fixed point p ∈ PN , observe that
rN,ε = inf
{
dH(z, γz)| γ ∈ ΓN\{id}, z ∈ Y ′N,ε
}
≤ inf {dH(z, γz)| γ ∈ ΓN,p\{id}, z ∈ ∂U ′N,ε(p)}, (7.66)
where ΓN,p denotes the stabilizer subgroup of the parabolic fixed point p. Recall
that from equation (5.3), we have
cosh(dH(z, w)) = 1 + 2u(z, w), where u(z, w) =
|z − w|2
4 Im(z) Im(w)
.
Since cosh(t) is a positive monotone increasing function for t ∈ R≥0, from
inequality (7.66), we have
cosh(rN,ε) ≤ inf
γ∈ΓN,p\{id}
z∈∂U ′N,ε(p)
cosh(dH(z, γz)) = 1 + 2 inf
γ∈ΓN,p\{id}
z∈∂U ′N,ε(p)
u(z, γz). (7.67)
From the computation carried out in equation (5.5), we derive
inf
γ∈ΓN,p\{id}
z∈∂U ′N,ε(p)
u(z, γz) =
pi2
(log ε)2
.
Combining the above equation with inequality (7.67), we arrive at the upper
bound
cosh(rN,ε) = Oε(1). (7.68)
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Combining (7.68) with Lemma 7.2.11, for N ∈ N sufficiently large, we have
the following estimates of the second, third, and fourth term of BN,ε,α,δ :
• c0 sinh(rN,ε) sinh(δ)
8δ2 sinh2(rN,ε/2)
=
c0 cosh(rN,ε/2) sinh(δ)
4δ2 sinh(rN,ε/2)
=
Oε,δ
(
1
sinh(rN,ε/2)
)
= OqN ,ε,δ
(
gN
)
,
• c0e
2rN,ε
2pi sinh2(rN,ε/2)
≤ c0 cosh(2rN,ε)
pi sinh2(rN,ε/2)
=
Oε
(
1
sinh2(rN,ε/2)
)
= OqN ,ε
(
g2N
)
,
• 4c∞ sinh(δ + rN,ε)
sinh(rN,ε)
= 4c∞ cosh(δ) +
4c∞ sinh(δ) cosh(rN,ε)
sinh(rN,ε)
=
Oε,δ
(
1
sinh(rN,ε)
)
= OqN ,ε,δ
(
gN
)
. (7.69)
For N ∈ N sufficiently large and δ > δN,ε, combining the above estimates with
(7.65), we arrive at the upper bound
BN,ε,α,δ = OqN ,ε,α,δ
(
g2N
)
.
We now compute an upper bound for BN,ε,α,δ, when δ ≤ δN,ε. From Theorem
5.2.11, for δ ≤ δN,ε, we have
BN,ε,α,δ = BN,ε,α,δN,ε +
sinh(δN,ε + rN,ε)
sinh(rN,ε)
∣∣ log ( tanh2(δ/2))∣∣. (7.70)
Choose δN,ε = max {δ0+1, 4rN,ε+6}. From the choice of δN,ε, we have δN,ε ≥ 6.
Furthermore, from (7.68), we deduce the upper bound for δN,ε
δN,ε = Oε(1). (7.71)
Hence, for N ∈ N sufficiently large, substituting δ = δN,ε in (7.69), we have
the estimate for the first term on the right-hand side of equation (7.70)
BN,ε,α,δN,ε = OqN ,ε,α
(
g2N
)
. (7.72)
Combining (7.71) with Lemma 7.2.11, for N ∈ N sufficiently large, we have
the estimate for the remaining term on the right-hand side of equation (7.70)
sinh(δN,ε + rN,ε)
sinh(rN,ε)
∣∣ log ( tanh2(δ/2))∣∣ ≤ sinh(2δN,ε)
sinh(rN,ε)
∣∣ log ( tanh2(δ/2))∣∣ =
Oε,δ
(
1
sinh(rN,ε)
)
= OqN ,ε,δ
(
gN
)
. (7.73)
Hence, for N ∈ N sufficiently large and δ ≤ δN,ε, combining the estimates
obtained in (7.72) and (7.73), we arrive at the upper bound
BN,ε,α,δ = OqN ,ε,α,δ
(
g2N
)
,
which completes the proof of the theorem.
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The following theorem is an extension of Theorem 5.6 in [11] to admissible
sequences of non-compact hyperbolic Riemann surfaces of finite hyperbolic
volume.
Theorem 7.2.13. Let {XN}N∈N be an admissible sequence of non-compact
hyperbolic Riemann surfaces of finite hyperbolic volume and genus gN ≥ 1.
Then, with the notations as in 7.2.4, for any N ∈ N sufficiently large, 0 < ε <
1, and δ ∈ (0, r˜N,ε), we have the upper bound
sup
z,w∈YN,ε
∣∣gN,hyp(z, w)− gN,can(z, w)∣∣ = OqN ,ε,δ(gN |PN |(1 + 1λN,1
))
.
Proof. From Theorem 6.1.12, for any N ∈ N , 0 < ε < 1, α ∈ (0, λN,1), and
δ ∈ (0, r˜N,ε), we have
sup
z,w∈YN,ε
∣∣gN,hyp(z, w)− gN,can(z, w)∣∣ ≤ 2CN,ε,α,δ,
where
CN,ε,α,δ =
BN,ε/2,α,δ
2gN
(
1 + |PN | −
|PN |C ′′N,par
log(ε/2)
)
− 2 |PN | log(ε/2)
gN
+
C ′N,par
2gN
+
2pi
(
dXN + 1
)2
λN,1 volhyp(XN )
+
2pi|cXN − 1|
gN volhyp(XN )
− C
′′
N,par
gN log(ε/2)
. (7.74)
We choose α = λN,1/2 and derive estimates of each of the terms which con-
tribute to CN,ε,α,δ.
We start with estimating the term BN,ε/2,α,δ for α = λN,1/2. For N ∈ N
sufficiently large, substituting α = λN,1/2 in (7.65) and (7.69), from the proof
of Theorem 7.2.12, we have the estimate
BN,ε/2, λN,1/2, δ
gN
= OqN ,ε,δ
(
gN
(
1 +
1
λN,1
))
. (7.75)
From Lemmas 7.2.8 and 7.2.9, we know that the constants C ′N,par and C
′′
N,par
are bounded by constants which depend only on the Riemann surface XqN ,
respectively. Using (7.75), for N ∈ N sufficiently large and δ ∈ (0, r˜N,ε), we
have the following estimate of the first line on the right-hand side of equation
(7.74)
BN,ε/2, λN,1/2, δ
2gN
(
1 + |PN | −
|PN |C ′′N,par
log(ε/2)
)
− 2 |PN | log(ε/2)
gN
+
C ′N,par
2gN
=
OqN ,ε,δ
(
gN |PN |
(
1 +
1
λN,1
))
. (7.76)
From Lemmas 7.2.5 and 7.2.9, we know that the constants dXN and C
′′
N,par are
bounded by constants which depend only on the Riemann surface XqN , respec-
tively. Furthermore, from Lemma 7.2.5 and the fact that gN ≤ volhyp(XN ),
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we have
2pi|cXN − 1|
gN volhyp(XN )
= OqN
(
1
gNλN,1
)
.
So for N ∈ N sufficiently large, we derive the following estimate of the second
line on the right-hand side of equation (7.74)
2pi
(
dXN + 1
)2
λN,1 volhyp(XN )
+
2pi|cXN − 1|
gN volhyp(XN )
− C
′′
N,par
gN log(ε/2)
= OqN ,ε
(
1
gN
(
1 +
1
λN,1
))
.
(7.77)
Hence, combining the estimates obtained in (7.76) and (7.77) completes the
proof of the theorem.
The following theorem is an extension of Corollary 5.7 in [11] to admissible
sequences of non-compact hyperbolic Riemann surfaces of finite hyperbolic
volume.
Theorem 7.2.14. Let {XN}N∈N be an admissible sequence of non-compact
hyperbolic Riemann surfaces of finite hyperbolic volume and genus gN ≥ 1.
Then, with the notations as in 7.2.4, for any N ∈ N sufficiently large, 0 < ε <
1, and δ ∈ (0, r˜N,ε), we have the upper bound
sup
z,w∈YN,ε
∣∣∣∣gN,can(z, w)− ∑
γ∈SΓN (δ;z,w)
gH(z, γw)
∣∣∣∣ =
OqN ,ε,δ
(
gN |PN |
(
1 +
1
λN,1
))
.
Proof. From Theorem 6.1.13, for any N ∈ N , 0 < ε < 1, α ∈ (0, λN,1), and
δ ∈ (0, r˜N,ε), we have
sup
z,w∈YN,ε
∣∣∣∣gN,can(z, w)− ∑
γ∈SΓN (δ;z,w)
gH(z, γw)
∣∣∣∣ ≤ AN,ε,α,δ,
where AN,ε,α,δ = BN,ε,α,δ + 2CN,ε,α,δ. For N ∈ N sufficiently large, α ∈
(0, λN,1), and δ ∈ (0, r˜N,ε), the claimed upper bound follows from the upper
bounds derived for the quantities BN,ε,α,δ and CN,ε,α,δ in the proof of Theorem
7.2.13.
The following theorem is an extension of Theorem 7.2.14 to parabolic fixed
points, when one variable is in the neighborhood of a parabolic fixed point and
the other remains bounded away from the parabolic fixed points.
Theorem 7.2.15. Let {XN}N∈N be an admissible sequence of non-compact
hyperbolic Riemann surfaces of finite hyperbolic volume and genus gN ≥ 1, and
let p ∈ PN be a parabolic fixed point. Then, with the notations as in 7.2.4, for
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any N ∈ N sufficiently large, 0 < ε < 1, and δ ∈ (0, r˜N,ε), we have the upper
bound
sup
z∈UN,ε(p)
w∈YN,ε
∣∣∣∣gN,can(z, w)− ∑
γ∈SΓN (δ;z,w)
gH(z, γw)
∣∣∣∣ =
OqN ,ε,δ
(
gN |PN |
(
1 +
1
λN,1
))
.
Proof. From Theorem 6.2.7, for any N ∈ N , 0 < ε < 1, α ∈ (0, λN,1), and
δ ∈ (0, r˜N,ε), we have
sup
z∈UN,ε(p)
w∈YN,ε
∣∣∣∣gN,can(z, w)− ∑
γ∈SΓN (δ;z,w)
gH(z, γw)
∣∣∣∣ ≤
AN,ε,α,δ +
pidXN
(log ε)2 volhyp(XN )
.
From the proof of Theorem 7.2.14, for N ∈ N sufficiently large, 0 < ε < 1,
α ∈ (0, λN,1), and δ ∈ (0, r˜N,ε), we have the following upper bound for the first
term on the right-hand side of the above inequality
AN,ε,α,δ = OqN ,ε,δ
(
gN |PN |
(
1 +
1
λN,1
))
. (7.78)
From Lemma 7.2.5, we have the following upper bound for the second term
pidXN
(log ε)2 volhyp(XN )
= OqN ,ε
(
1
gN
)
(7.79)
The claimed upper bound follows from combining the estimates obtained in
(7.78) and (7.79).
The following theorem is an extension of Theorem 7.2.14, when both variables
are in the neighborhoods of different parabolic fixed points.
Theorem 7.2.16. Let {XN}N∈N be an admissible sequence of non-compact
hyperbolic Riemann surfaces of finite hyperbolic volume and genus gN ≥ 1, and
let p, q ∈ PN be two parabolic fixed points with p 6= q. Then, with the notations
as in 7.2.4, for any N ∈ N sufficiently large, 0 < ε < 1, and δ ∈ (0, r˜N,ε), we
have the upper bound
sup
z∈UN,ε(p)
w∈UN,ε(q)
∣∣∣∣gN,can(z, w)− ∑
γ∈SΓN (δ;z,w)
gH(z, γw)
∣∣∣∣ =
OqN ,ε,δ
(
gN |PN |
(
1 +
1
λN,1
))
.
165
Proof. From Theorem 6.2.8, for any N ∈ N , 0 < ε < 1, α ∈ (0, λN,1), and
δ ∈ (0, r˜N,ε), we have
sup
z∈UN,ε(p)
w∈UN,ε(q)
∣∣∣∣gN,can(z, w)− ∑
γ∈SΓN (δ;z,w)
gH(z, γw)
∣∣∣∣ ≤
AN,ε,α,δ +
2pidXN
(log ε)2 volhyp(XN )
.
The claimed upper bound follows from the same arguments as in Theorem
7.2.15.
Corollary 7.2.17. Let {XN}N∈N be an admissible sequence of non-compact
hyperbolic Riemann surfaces of finite hyperbolic volume and genus gN ≥ 1, and
let p, q ∈ PN be two parabolic fixed points with p 6= q. Then, with the notations
as in 7.2.4, for any N ∈ N sufficiently large, 0 < ε < 1, and δ ∈ (0, r˜N,ε), we
have the upper bound∣∣gN,can(p, q)∣∣ = OqN ,ε,δ(gN |PN |(1 + 1λN,1
))
.
Proof. From Corollary 6.2.9, for any N ∈ N , 0 < ε < 1, α ∈ (0, λN,1), and
δ ∈ (0, r˜N,ε), we have∣∣gN,can(p, q)∣∣ ≤ AN,ε,α,δ + 2pidXN
(log ε)2 volhyp(XN )
.
The claimed upper bound follows from the same arguments as in Theorem
7.2.15.
Lemma 7.2.18. For any N ∈ N>0, let XN be any of the modular curves
Y0(N), Y1(N), or Y (N) having genus bigger than zero. Then, with the nota-
tions as in 7.2.4, there is a constant c > 0 satisfying λN,1 ≥ c.
Proof. The proof of the lemma follows from extending the arguments from
Lemma 5.9 in [11] to modular curves of genus bigger than zero.
The following Corollary is an extension of Corollary 5.10 in [11] to admissible
sequences of non-compact modular curves.
Corollary 7.2.19. Let {XN}N∈N be an admissible sequence of non-compact
hyperbolic Riemann surfaces of finite hyperbolic volume and genus gN ≥ 1 of
type (2), i.e., of modular curves. Then, with the notations as in 7.2.4, for any
N ∈ N sufficiently large, 0 < ε < 1, and δ ∈ (0, r˜N,ε), we have the following
upper bounds
sup
z,w∈YN,ε
∣∣gN,hyp(z, w)− gN,can(z, w)∣∣ = OqN ,ε,δ(gN |PN |),
sup
z,w∈YN,ε
∣∣∣∣gN,can(z, w)− ∑
γ∈SΓN (δ;z,w)
gH(z, γw)
∣∣∣∣ = OqN ,ε,δ(gN |PN |).
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Proof. The proof of the corollary follows directly from combining the upper
bounds obtained in Theorems 7.2.13 and 7.2.14 with the lower bound obtained
for the first eigenvalue λN,1 of any of the modular curves Y0(N), Y1(N), or
Y (N) in Lemma 7.2.18.
Corollary 7.2.20. Let {XN}N∈N be an admissible sequence of non-compact
hyperbolic Riemann surfaces of finite hyperbolic volume and genus gN ≥ 1 of
type (2), i.e., of modular curves, and let p, q ∈ PN be two parabolic fixed points
with p 6= q. Then, with the notations as in 7.2.4, for any N ∈ N sufficiently
large, 0 < ε < 1, and δ ∈ (0, r˜N,ε), we have the upper bound∣∣gN,can(p, q)∣∣ = OqN ,ε,δ(gN |PN |).
Proof. The proof of the corollary follows from combining the upper bound
obtained in Corollary 7.2.17 with the lower bound obtained for the first eigen-
value λN,1 of any of the modular curves Y0(N), Y1(N), or Y (N) in Lemma
7.2.18.
Remark 7.2.21. For N ∈ N , the constant cN,ε associated to the Riemann
surface XN does not behave well in covers, which makes it difficult to estimate
it in covers. So the estimates which we have derived above depend on the
choice of a δ ∈ (0, r˜N,ε). However, for a sufficiently small choice of ε, it can be
shown that the constant cN,ε satisfies the upper bound
1
cN,ε
= Oε(1).
So if we choose ε > 0 sufficiently small, the dependence of our estimates on
the constant δ > 0 can be removed.
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Appendix A
Special functions and net of
modular curves
A.1 Bessel functions
For z, v ∈ C, the modified Bessel function of the first kind is a solution of the
differential equation
z2
∂2f
∂z2
+ z
∂f
∂z
− (z2 − v2)f = 0, (A.1)
and is given by the power series
Iv(z) =
∞∑
k=0
1
k! Γ(k + 1 + v)
(
z
2
)v+2k
.
If v ∈ Z, then as a function in z, Iv(z) is a holomorphic function on C. If
v 6∈ Z, then as a function in z, Iv(z) is singular along the negative x-axis, i.e.,
along the set {z = x + iy ∈ C|x < 0, y = 0}. The parameter v is called the
order of the Bessel function.
Both Iv(z) and I−v(z) are linearly independent if and only if v is not an integer.
If v ∈ Z, we have the relation
Iv(z) = I−v(z).
We set
Kv(z) =
pi
(
I−v(z)− Iv(z)
)
2 sin(piv)
.
The functions Iv(z) and Kv(z) are two linearly independent solutions of the
differential equation (A.1). The function Kv(z) is called the modified Bessel
function of the second kind.
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The modified Bessel functions of the first kind satisfy the following recurrence
relations
Iv−1(z)− Iv+1(z) = 2vIv(z)
z
, Iv−1(z) + Iv+1(z) = 2
∂Iv(z)
∂z
,
∂
(
zvIv(z)
)
∂z
= zvIv−1(z),
∂
(
z−vIv(z)
)
∂z
=
Iv+1(z)
zv
. (A.2)
The modified Bessel functions of the second kind Kv(z) satisfy the above for-
mulae with a negative sign on the right-hand side.
The modified Bessel functions of half order are elementary functions given by
the following formulae
I1/2(z) =
√
2
piz
sinh z, K1/2(z) =
√
pi
2z
e−z. (A.3)
Using the recurrence relations elucidated in equation (A.2), and the formulae
for Bessel functions of half order given by equation (A.3), one can obtain
elementary expressions for Bessel functions of any half-integer v.
For y > 1 + |v|2, we have the following asymptotic behavior for the modified
Bessel functions
Iv(y) =
√
1
2piy
ey
(
1 +O
(
1 + |v|2
y
))
,
Kv(y) =
√
pi
2y
e−y
(
1 +O
(
1 + |v|2
y
))
.
A.2 Whittaker functions
A function f : H → C with continuous partial derivatives of order 2 is an
eigenfunction of the hyperbolic Laplacian ∆hyp with eigenvalue λ ∈ C if
(∆hyp−λ) f = 0. (A.4)
The Whittaker function of first order Vs(z) is an eigenfunction of the hyperbolic
Laplacian ∆hyp with eigenvalue λ = s(1− s) given by the formula
Vs(z) = 2pi
√
y Is−1/2(2piy) e2piix. (A.5)
The Whittaker function of second order Ws(z) is an eigenfunction of the Lapla-
cian with eigenvalue λ = s(1− s) given by the formula
Ws(z) = 2
√
y Ks−1/2(2piy) e2piix. (A.6)
The Whittaker functions Vs(z) and Ws(z) are linearly independent solutions
of the differential equation (A.4) for λ = s(1− s).
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The Whittaker functions Vs(z) and Ws(z) are extended to the entire complex-
plane by imposing the symmetry
Vs(z) = Vs(z), Ws(z) = Ws(z).
The Whittaker functions Vs(z) and Ws(z) exhibit distinct behavior at infinity,
namely
Vs(z) = O
(
e2piiz
)
, Ws(z) = O
(
e2piiz
)
,
as y approaches infinity.
A.3 Net of modular curves
For N ∈ N>0 and for the congruence subgroups Γ0(N), Γ1(N), Γ(N), let
Y0(N) = Γ0(N)\H,
Y1(N) = Γ1(N)\H,
Y (N) = Γ(N)\H
be the corresponding modular curves, respectively. In each of the three cases
above, let N ⊆ N be such that Y0(N), Y1(N), Y (N) has no torsion points and
has genus bigger than zero for N ∈ N , respectively. We then consider here the
families {XN}N∈N given by
{Y0(N)}N∈N , {Y1(N)}N∈N , {Y (N)}N∈N .
Denote by qN ∈ N the smallest prime in N . For example, we can choose
qN = 11.
The families of modular curves {XN}N∈N do not form a single tower of hy-
perbolic Riemann surfaces. However, they can be parametrized by a set of
integers B(qN ), which we call a net. This was first studied in Section 5 of [12].
Definition A.3.1. Let P denote the set of primes.
(1) We call N ∈ N base hyperbolic, if there exists no proper divisor N ′ of N
such that the genus gN ′ of the modular curve XN ′ is bigger than zero.
(2) Put
B1(qN ) = {N base hyperbolic |N = qα11 · . . . · qαkk , qj ≤ qN , j = 1, . . . , k ∈ N}.
From the above definition, it follows that the set B1(qN ) is finite.
(3) Put
B2(qN ) = {q ∈ P | q > qN }.
(4) Put
B(qN ) = B1(qN ) ∪ B2(qN ).
The set B(qN ) is called the net for the families of modular curves {XN}N∈N .
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From the above definition, it is easy to see that for every N ∈ N , there exists
a N ′|N with N ′ ∈ B1(qN ) or a q|N with q ∈ B2(qN ). This implies that for
any N ∈ N , there exists a N ′ ∈ B(qN ) such that XN is a finite degree cover of
XN ′ . This is how the set B(qN ) parametrizes the families of modular curves
{XN}N∈N .
172
Bibliography
[1] A. Abbes and E. Ullmo, Auto-intersection du dualisant relatif des courbes
modulaires X0(N), J. Reine Angew. Math. 484 (1997), 1–70.
[2] S. J. Arakelov, Intersection theory of divisors on an arithmetic surface,
Math. USSR Izv. 8 (1974), 1167–1180.
[3] A. Beardon, The geometry of discrete groups, Graduate Texts in Mathe-
matics, Vol. 91, Springer-Verlag, Berlin, 1995.
[4] P. Bruin, Modular Curves, Arakelov theory, algorithmic applications,
Ph.D. Thesis, Universiteit Leiden, Mathematisch Instituut, 2010.
[5] J.-M. Couveignes and S. J. Edixhoven (with J. G. Bosman, R. S. de Jong,
and F. Merkl), Computational Aspects of Modular Forms and Galois Rep-
resentations, Ann. of Math. Stud. 176, Princeton Univ. Press, Princeton,
New Jersey, 2011.
[6] D. A. Hejhal, The Selberg Trace Formula for PSL(2,R), Vol. 2, Lecture
Notes in Mathematics, Vol. 1001, Springer-Verlag, Berlin, 1983.
[7] T. Hahn, An arithmetic Riemann-Roch theorem for metrics with cusps,
Ph.D. Thesis, Humboldt-Universita¨t zu Berlin, Institut fu¨r Mathematik,
2007.
[8] H. Iwaniec, Spectral Methods of Automorphic Forms, Graduate Studies
in Mathematics, Vol. 53, American Mathematical Society, Providence, RI,
2002.
[9] J. Jorgenson, Asymptotic behavior of Faltings’s delta function, Duke
Math. J. 61 (1990), 221–254.
[10] J. Jorgenson and J. Kramer, A relation involving Rankin-Selberg L-
functions of cusp forms and Maass forms, In: B. Kro¨tz, O. Offen, E. Sayag
(eds.), Representation Theory, Complex Analysis, and Integral Geometry,
9–40, Birkha¨user-Verlag, 2012.
[11] J. Jorgenson and J. Kramer, Bounds on canonical Green’s functions, Com-
positio Math. 142 (2006), 679–700.
173
[12] J. Jorgenson and J. Kramer, Bounds on Faltings’s delta function through
covers, Ann. of Math. (2) 170 (2009), 1–43.
[13] J. Jorgenson and J. Kramer, Bounds for special values of Selberg zeta
functions of Riemann surfaces, J. Reine Angew. Math. 541 (2001), 1–28.
[14] J. Jorgenson and J. Kramer, Sup-norm bounds for automorphic forms
and Eisenstein series, In: J. Cogdell et al. (eds.), Arithmetic Geometry
and Automorphic Forms, ALM 19, 407–444, Higher Education Press and
International Press, Beijing-Boston, 2011.
[15] J. Jorgenson and R. Lundelius, Convergence theorems for relative spectral
functions on hyperbolic Riemann surfaces of finite volume, Duke Math. J.
80 (1995), 785–819.
[16] J. Jorgenson and C. O’Sullivan, Convolution Dirichlet Series and a Kro-
necker Limit Formula for Second-Order Eisenstein Series, Nagoya Math.
J. 179 (2005), 47–102.
[17] S. Lang, Introduction to Arakelov Theory, Springer-Verlag, Berlin, 1988.
[18] H. Mayer, Self-intersection of the dualizing sheaf of modular curvesX1(N),
Ph.D. Thesis, Humboldt-Universita¨t zu Berlin, Institut fu¨r Mathematik,
2012.
[19] T. Miyake, Modular Forms, Springer-Verlag, Berlin, 2006.
[20] W. Mu¨ller, Spectral theory for Riemannian manifolds with cusps and a
related trace formula, Math. Nachr. 111 (1983), 197–288.
[21] W.-K. To and L. Weng, The asymptotic behavior of Green’s functions for
quasi-hyperbolic metrics on degenerating Riemann surfaces, Manuscripta
Math. 93 (1997), 465–480.
174
Acknowledgments
First and foremost, I wish to thank my doctoral advisor Prof. Dr. Ju¨rg Kramer,
for introducing me to the fascinating area of automorphic forms and Arakelov
theory. I am greatly indebted to him, not only for the amount of mathematics
that I have learnt from him, but also for the great amount of time that he has
invested in teaching me the art of mathematical writing. I would also like to
thank him for providing me continuous financial support during the full course
of my doctoral studies.
I am very grateful to Prof. Dr. Jay Jorgenson and Dr. Anna von Pippich
for their constant support and encouragement. I would like to thank them for
taking the time to discuss my work, and introducing me to new concepts in
number theory.
I am also quite indebted to Dr. Robin de Jong and Prof. Dr. Bas Edixhoven
who introduced me to Arakelov theory and also supervised my master thesis.
I am also quite thankful for their helpful remarks and kind suggestions.
I would also like to thank Prof. Dr. Walter Gubler for his insightful courses on
“Arakelov theory” and “Arithmetic Riemann-Roch” during his stay in Berlin.
I would also like to express my gratitude to Dr. Peter Bruin, Ananyo Dan,
Giovanni De Gaetano, Dr. Fritz Ho¨rmannn, Barbara Jung, Alexandre Kresti-
achine, Frank Lapp, Dr. Paul Larsen, Dr. Hartwig Mayer, Nicholas Schmidt,
Dr. Nicola Tarasca, Dr. Filippo Viviani, Christian Wald, and Dr. Nahid Walji
for many interesting mathematical discussions.
I would like to thank the DFG Research Training Group “Arithmetic and
Geometry” for supporting my studies for the years 2007–2010.
I would also like to thank the secretary of the “Institut fu¨r Mathematik”,
Humboldt-Universita¨t zu Berlin, Ms. Marion Thomma for her invaluable help
in sorting out all kinds of bureaucratic hassles.
I am greatly indebted to my parents, my sister Pani, and my wife Niharika for
their constant moral support, encouragement, and understanding throughout
my doctoral years.
Finally I would like to thank my school teacher Mr. N. Sri Ram Murthy, for
nurturing my interest in mathematics, and for his encouragement to take up
mathematics as a career.
175
