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Abstract-- Surface electromyography (sEMG) provides information about
the performance of muscles and nerves. An sEMG signal can be modelled as
a sum of  filtered random impulse processes.  The Bispectrum suppresses
Gaussian noise and provides the system information only, however, a
bispectrum based system reconstruction requires considerable computation.
In this paper, we present a new approach to filter response reconstruction
from the cepstrum of bispectrum which is computationally simple and
performs better than other established methods.
Keyword- System reconstruction, Blind deconvolution, Bispectrum,
Cepstrum, Bicepstrum, EMGI.  INTRODUCTION
Electromyography (EMG) and surface based
electromyography (sEMG) are the study of muscle
performance from the electrical signal (EMG or
sEMG signal) emitted from the muscles. Both EMG
and sEMG may be used to measure muscle response to
nerve stimulation, to evaluate muscle weakness and to
determine if the weakness is related to the muscles
themselves or to the nerves that supply the muscles.
The EMG and sEMG signal are obtained from needle
electrodes and surface electrodes respectively. A
detected EMG signal consists of a train of action
potentials, generated when the muscle fibres of a
single neuromuscular unit (NMU) are activated by the
motor neuron. Needle electrode electromyography can
identify individual motor unit action potential trains
(MUAPT) [1] but it is an invasive procedure and thus
painful for the subject. On the other hand, a sEMG
signal is the superposition of many MUAPTs caused
by a number of NMU activities observed at the skin
surface. However, as the sEMG is not invasive, it
would be useful to be able to recover estimates of the
motor unit action potentials (MUAP) from it.The sEMG signal can be represented as a sum of
filtered impulse random processes [2]. An MUAP was
recovered in [2] by a method which used both the
bispectrum and the power spectrum. The main
disadvantage of this method is that system noise may
affect the recovered MUAP as Gaussian noise affects
the power spectrum. In [3], we established a
bispectrum based method for MUAP estimation
which overcomes this problem and this produces a
better MUAP reconstruction. However, it requires
quite a lot of computation as the method considers all
points of the principal domain of the bispectrum
plane.
In this paper, we present a new approach to system
reconstruction from the cepstrum of bispectrum. A
conventional bicepstrum based system estimation is
also considered for comparison. Both methods have
been implemented to estimate the MUAP from a
simulated sEMG signal. Finally, we applied our
proposed idea to a real sEMG signal to estimate the
MUAP.
II.  BACKGROUND
The sEMG signal can be modelled as a superposition
of MUAPTs plus noise. The MUAPT can be
expressed as a convolution of the MUAP (muscle
response, h(t)) with the firing impulse train. In the
digital domain, we model the sEMG signal for a
single muscle fiber as [1] and [2],
(1)
where is a stationary, non-Gaussian white i.i.d.
random process that represents the firing impulses,
represents the MUAP and is a zero mean
additive white Gaussian noise, which is independent
from  and represents the system noise.
In the frequency domain, the input and output signal
of the above LTI system can be expressed in terms of
any member of Higher Order Spectra(HOS). The
input output bispectra of Equation (1) can be written
as [4] and [5],
(2)
where are the frequency indices, * denotes the
complex conjugate, is the bispectrum of
and is the discrete Fourier transform (DFT) of
the filter . Note that, the bispectrum of any
Gaussian signal is theoretically zero and, therefore,
the input bispectral value in Equation (2) suppresses
any Gaussian noise which is affecting the non-
Gaussian input signal.
Brillinger [6] and Rao and Gabr [7] established that
the bispectrum of any non-Gaussian white random
process has a constant value over all frequency
indices. Therefore, we can rewrite Equation (2) as
(3)
where  is a constant.
Again, unlike the power spectrum, the bispectrum
retains both the magnitude and phase information of
the signal - as the bispectrum comes from a triple
correlation of where carries the magnitude
and phase information of the system.
III.  CEPSTRUM AND BICEPSTRUM
The complex cepstrum of a signal can be found from
the inverse Fourier transform of the logarithm of the
Fourier spectrum [8]. The complex cepstrum of
of Equation (1) can be written as
(4)
where denotes the 1-D inverse Fourier
transform and the Fourier transform of the
signal . The power cepstrum is defined by the
same operation applied to the power spectrum [8],
(5)
where is the power spectrum of the signal .
Pan and Nikias [9] introduced the two-dimensional
bicepstrum to estimate minimum and nonminimum
phase components of the system response. [8] and [9]
defined the bicepstrum as
(6)
where denotes the 2-D inverse Fourier
transform. [10] extended the definition to the n-
dimensional complex cepstrum that can be found
from the n-dimensional inverse Fourier transform of
the logarithm of the n-dimensional spectrum.
The bicepstrum found in Equation (6) can further be
written as [9], [10]
(7)
where denotes Kronecker delta function. In fact,
the complex bicepstrum shows the complex cepstrum
of the system except at . [9] established from
Equation (7) that the bicepstral value along the k and l
axes and the line where gives cepstral
coefficients that contain the minimum and maximum
phase information.
a) Cepstrum of Bispectrum - A New
Computation
In this section, we provide a new approach to find the
logarithm of the system frequency response, i.e,
, from the bispectrum with less
computation. From the above discussion, it is seen
that the cepstrum can be found upon applying the 1-D
inverse Fourier transform to the logarithm of the 1-D
frequency domain signal whereas the bicepstrum can
be computed from the 2-D inverse Fourier transform
of logarithm of the 2-D frequency domain signal.
Here we present complex cepstrum of Bispectrum
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which gives a frequency-time representation of
logarithmic bispectra. The key aspect of this new idea
is the application of a 1-D inverse Fourier transform
to the logarithm of the bispectrum
Assuming the bispectrum is factorizable [10], the
logarithm of the bispectrum can be written from
Equation (3) as
(8)
Applying a 1-D inverse Fourier transform on the l-
axis to Equation (8),
(9)
where represents the 1-D inverse Fourier
transform to be applied on the l-axis. Note that, k and l
represent the frequency indices but m represents the
time index. As shown in Appendix - A, can
be written as,
(10)
where denotes the Kronecker delta function and
is the power spectrum. Two main properties
of  the  above equation are  -  (i) when ,   the
Figure 1: Typical cepstrum of bispectrum of sEMG
signal
cepstrum of bispectrum gives the logarithmic
frequency domain transfer function with a scaling
factor and (ii) gives the power cepstrum of
output signal of the LTI system when . A
graphical representation of a typical cepstrum of
bispectrum is shown in Figure 1
IV.  SYSTEM RECONSTRUCTION
In this section we present system reconstruction from
the bicepstrum and the cepstrum of bispectrum.
a) System Reconstruction from Bicepstrum
From the formulation of the bicepstrum found in
Equation (7), the bicepstrum gives a direct relation
with the cepstrum of the system transfer function only
on the bicepstrum region where m=0, n=0 or m=n
[10]. Therefore, if we consider the bicepstrum region
n=0, Equation (7) can be written as,
(11)
where is a constant that comes from the 2-D
inverse Fourier transform of the constant term due
to the bispectrum of the non-Gaussian white noise
(NGWN). We rewrite Equation (11) as
(12)
where  is constant over all m.
The frequency domain system transfer function with a
scaling factor can be found by taking the exponential
and applying a 1-D Fourier transform on Equation
(12) as
(13)
The inverse Fourier transform of Equation (13) gives
the reconstructed system transfer function in the time
domain.
b) System Reconstruction from cepstrum of
Bispectrum
From Equation (10) and considering m=0, we can
further derive as
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The second and last part of Equation (14) gives a
constant value over all . Equation (14) can be
written concisely as
(15)
where is a constant scaling factor that comes from
the second and last part of Equation (14).
Finally, taking the exponential of Equation (15) gives
the frequency domain system transfer function with a
scaling factor.
(16)
this effectively arrives at the same result as [10], but
with a different deviation revealing relationship with
power cepstrum. The inverse Fourier transform of
Equation (16) gives the reconstructed system transfer
function in the time domain.
V.  SIMULATION RESULT AND
COMPARISON
To test the methods for system reconstruction,
described in Section -IV, we first simulated an sEMG
signal generated from 50 muscle fibers as shown in
Equation (1) as
(17)
The firing rate of a motor unit is a function of duration
(k) and it can be presented as a sequence of Dirac
delta impulse as [1]
(18)
where denotes the location of firing impulse which
is random. The MUAP can be different possible
shapes but we follow [2] where the MUAP was given
by
(19)
where . Now
considering Equation (18) as and Equation (19)
as , we simulate two types of sEMG signal: (i)
noise free sEMG signal, i.e., and (ii) noisy
sEMG signal (Figure 2).
Figure 2: Simulated sEMG signal for noisy case
In both types of sEMG signal we have taken 4096
samples. First, we applied both methods defined in
Section -IV to estimate the system response (MUAP)
from the noise free simulated sEMG signal. Figure 3
shows the estimated system responses and compares
them with the real system.
Figure 3: Real and estimated MUAP for noise free case
Secondly, we applied the same algorithms on a noisy
sEMG signal. Figure 4 illustrates the comparison of
the reconstructed system response from both methods.
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Figure 4: Real and estimated MUAP for noisy case
We also compared the performance of new proposed
system recognition method with the system
recognition method reported by us in [3] and with the
method of [11] as applied to a same simulated sEMG
signal in Figure 4. Figure 5 shows this comparison.
Figure 5: Comparison between two proposed MUAP
estimations and MUAP estimated by [3] and [11]
VI.  APPLICATION ON REAL SEMG
SIGNAL
In the previous section, we presented the performance
of our proposed methods. Here we apply these
methods to a real sEMG signal to recover the MUAP.
The sEMG is signal recorded from the Tibialis
anterior muscle which is artificially stimulated by a
functional electrical stimulator with 50% MVC (mean
voluntary contraction). To estimate the MUAP from
this sEMG signal we consider 1024 samples and
Figure 6 shows the result.
Figure 6: Estimated MUAP using two proposed system
recognition and estimation methods.
VII.  DISCUSSION AND CONCLUSION
In this paper, we have discussed the definition and
mathematical representation of the cepstrum and
bicepstrum of output signal of a LTI system with a
NGWN input. We have proposed a computationally
simple algorithm to reconstruct the system from the
cepstrum of the bispectrum. To observe the
performance of this new technique for system
reconstruction, we tested it on a simulated sEMG
signal (using Equation (17)). Both the noiseless and
noisy conditions were considered. In the noiseless
condition, it is observed in Figure 3 that both the
bicepstrum based system reconstruction method and
the proposed algorithm can recover the MUAP but our
proposed method gives a better estimateof the MUAP
as it is much closer to the real MUAP. In the noisy
case (Figure 4), it is observed that noise affects the
system and the bicepstrum based method again fails
to recover better MUAP. In comparison on each
number of samples (Figure 4), the estimated MUAP
recovered by our proposed method diverges less from
the real MUAP and this divergenc happens on fewer
samples.
We also carefully re-established a few existing system
reconstruction techniques reported in [3], [10] and
[11] and compared our new method with those
techniques. We found the new proposed system
reconstruction technique estimates much better
MUAP with much less deviation from the real MUAP.
There is one point to remember that no phase
unwrapping technique has been applied in this
0 10 20 30 40 50 60 70
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Real and Estimated MUAP for Noisy Case
Sample Number
Am
pl
itu
de
Real MUAP
Est. MUAP [Sec−IV a]
Est. MUAP [Sec−IV b]
0 10 20 30 40 50 60 70
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Comparison Between Estimated MUAP [sec−IV], [3] and [13]
Sample Number
A
m
pl
itu
de
Est. MUAP [Sec−IV b]
Est. MUAP [3]
Est. MUAP [13]
0 10 20 30 40 50 60 70
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Estimated MUAP from Real sEMG Signal
Sample Number
A
m
pl
itu
de
Est. MUAP [Sec−IV a]
Est. MUAP [Sec−IV b]
proposed system reconstruction technique and,
therefore, for certain cases, it may be required to add a
phase unwrapping method, like [9], to the proposed
system reconstruction technique.
Finally, it is concluded that the proposed system
reconstruction techniques requires less computation
than the algorithm proposed in [3], [10] and [11].
Moreover, proposed algorithm gives better
performance in sEMG signal analysis especially in
reconstruction of MUAP.
APPENDIX - A
Starting from Equation (9), cepstrum of the
bispectrum can be rewritten by using the Fourier
transform property of linearity as
(A-I)
Again using the frequency shifting properties of
Fourier transform in the last part of Equation (A-I)
gives,
(A-II)
In the above equation and are
constant along the l-axis of l-k bispectrum plane.
Therefore, using the delta function properties of
Fourier transform, we can rewrite as
(A-III)
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