Abstract. We generalize the geometric discount of finite discounted cost Markov Decision Processes to "exponentially representable" discount functions, prove existence of optimal policies which are stationary from some time N onward, and provide an algorithm for their computation. Outside this class, optimal "N -stationary" policies in general do not exist.
Introduction
In Markov decision models (MDPs), discounting is used to model the fact that the further in the future something happens, the less important it is. Simple discounting, where the reward is multiplied by a constant discount factor at each epoch, arises naturally in economics when considering constant rates of interest or inflation. Such models are relatively easy to analyze, and it is well known [5] that for this case there exists an optimal policy which is stationary, namely independent of the time and of past states. Because it can be intuitively understood and handily analyzed, simple discounting has been thoroughly researched and applied to countless models-from machine learning, computer networks to game theory and psychology.
Difficulties arise in models where the rate of discounting is not constant. The most immediate example concerns interest rates, but it is definitely not the only one. In models of human preferences, it makes sense to use discounting with a decreasing rate. An intuitive reason for this is the fact that while tomorrow may be considerably less important than today, a year and a day from now is just about the same as a year from now. "Hyperbolic discount functions", which are of the form: (1 + αn)
−γ/α with α, γ > 0, feature a decreasing discounting rate, and are reported to effectively model psychological preferences (see [3] for presentation, and [6] for critique).
Because of the difficulty of analyzing decision processes with general discount functions, most theoretical results are obtained with "toy functions". A noticeable example is the function f = 1, δβ, δβ 2 , δβ 3 , . . . , which in a sense has a decreasing discounting rate for 0 < δ < 1, and often serves as a replacement of the hyperbolic function mentioned above (see, for example, [4] ).
In models of "learning curves", the cost of "getting to know" the system is added to the original criterion. The discounting in the added learning curve criterion typically has a power-law form, though some models have geometric learning curves. The addition of an exponentially-decreasing learning curve to a discounted Markov decision model results in a weighted discounted criterion-that is, a criterion that is the sum of several standard discounted criteria. A theory for finite models with weighted discounted criteria was developed by Feinberg and Shwartz [2] . The main results are that for such criteria there are optimal policies that are stationary from some finite time onwards, called N -stationary policies, and an algorithm for the computation of these policies is given.
Following the lines of the weighted discounted theory, we define the class of "exponentially representable" functions, prove that when they are used as discount functions there exist N -stationary optimal policies, and describe a computation algorithm. These functions may display the decreasing discount rate of the hyperbolic discount functions. However, we show that the hyperbolic discount functions are not exponentially representable, and moreover-that exponentially representable discount functions cannot be used to model power-law learning curves.
In the rest of this section we give definitions of MDPs, relevant value criteria, N -stationary policies and exponentially representable functions. We then state our main result formally. In section 2 we develop the algorithm for the computation of the optimal policy and through it prove our result. In section 3 we further discuss the meaning of exponential representability and which functions belong in that class. Finally, in section 4 we give an example of a monotonically decreasing discount function for which there is no Nstationary optimal policy, in order to demonstrate that the existence of the N -stationary property is not always assured.
1.1. Markov Decision Processes. Consider a discrete time process with a finite state space X, finite action sets A(x) with A = x∈X A(x). Let x n (a n ) denotes the state (resp. chosen action) at time n. The transition probability are p (x n+1 |x n , a n ). The immediate reward at time n is r (x n , a n ).
We call h n = x 0 a 0 · · · x n−1 a n−1 x n the history at time n. A policy is a mapping of every history h n to a probability measure π (·|h n ) on A(x n ). Policies in which only one action is possible for each given history are called deterministic, so that a n = π(h n ). Policies which depend only on the current state and the time, i.e. π (·|h n ) = π (·|x n , n) are called Markov policies, and Markov policies which do not depend on the time are called stationary.
For every initial state x ∈ X, the discounted criterion assigns to each policy a value
where E π x is the expectation operator corresponding to the probability measure on the process induced by policy π, given that h 0 = x, and 0 < β < 1 is called the discount factor. Since r (x, a) is bounded, the value is always finite.
In this work we discuss a more general discounted criterion, in which β n is replaced with a discount function f (n):
A sufficient condition for the above summation to be well defined is |f (n)| ≤ Kβ n for some 0 < β < 1 or, equivalently, f (n) = β n g(n) for 0 < β < 1 and some bounded function g(n). We call a function that satisfies this condition exponentially bounded.
A third relevant criterion is the weighted discounted criterion, which is a sum of a finite number of standard discounted criteria, each with a possibly different immediate reward function:
Let us define the maximal and minimal values of an MDP, respectively:
An optimal policy is a policy for which V (x; π) = V (x), for all x ∈ X.
1.2. Two further definitions. Before stating our main result, two more concepts need to be defined.
such that:
is positive, strictly decreasing and β 1 < 1.
, and the sum converges absolutely, starting from some time N < ∞.
is exponentially representable for 0 < β 0 < 1. It is logarithmically convex ((log f (x)) > 0), which is equivalent to a decreasing rate of discounting, since the rate is inversely proportional to f (n + 1) /f (n). This is the required property in the human preferences models mentioned in the introduction.
1.3. The main result. Our starting point will be the following result on the structure of optimal policies under criteria (3) and (2). Theorem 1.4. In a weighted discounted MDP (3), there exists an optimal policy which is Markov and deterministic. This holds also in MDPs with general discounting (2) when the discount function is exponentially bounded.
For the case of a weighted discounted MDP, a full proof (under more general conditions) is given in [2] , Theorem 2.2. The idea of the proof is to embed the process in an ordinary discounted MDP with a countable state space, where the time is added to the state, and use the standard result that discounted criteria have deterministic and stationary optimal policies. The same embedding can be carried out in the case of a single general discount function which is exponentially bounded. This theorem also extends straightforwardly to a criterion that is a sum of several criteria with general discount functions, as long as those functions are exponentially bounded.
From now on our discussion will focus on exponentially representable discount functions. Since those functions are exponentially bounded, in light of Theorem 1.4 we can and shall restrict our policies to be Markov and deterministic unless specifically mentioned otherwise. We can now state our main result. In what follows, we prove our result by construction.
Optimal policies for exponentially representable discount functions
The generalized discounted criterion in (2), with f (n) exponentially representable, is an infinite version of the weighted discounted criterion. To see this, find {c k } ∞ k=1 and decreasing {β k } ∞ k=1 such that f (n) = ∞ k=1 c k β n k , and rewrite the criterion as
which is an infinite weighted discounted criterion with r k (x n , a n ) = c k r (x n , a n ).
In the rest of this section we adapt the algorithm described in part 3 of [2] to the case of infinite weighted discounted criteria induced by an exponentially representable discount function. To this end, we will review the construction of the algorithm, and add to the proofs as necessary. We will also prove that this algorithm halts after a finite number of iterations, and provide a bound on that number. Let
It is easy to see that Γ 1 (x) is the set of optimal actions in state x for criterion V 1 , and thus a policy is optimal for this criterion if and only if it chooses actions from the set Γ 1 (x) when in state x: see Lemma 3.1 in [2] .
Let X 1 = {x ∈ X | Γ 1 (x) = A(x)} be the set of states for which suboptimal actions for criterion V 1 exist. If X 1 = ∅, define:
ε 1 is the value of the smallest "mistake" one can make in the choice of a single action, with regard to criterion V 1 . If X 1 = ∅ define N 1 ≡ 0. Otherwise define:
Clearly, N 1 "suffers" from the transition to an infinite sum, and we need to show that it is well defined and finite.
Lemma 2.1. If f (n) is exponentially representable, N 1 is well defined and finite.
Proof. Define:
Let M = max x∈X,a∈A(x) r (x, a) − min x∈X,a∈A(x) r (x, a) denote the span semi-norm of r (x, a). Using this definition, it is straightforward that
and therefore
Since f (n) is exponentially representable, Having made sure that all the basic definitions of the weighted discounted theory are still meaningful, we are ready to rephrase the theory's main lemma. Using the definitions (9) and (11) of Γ 1 (x) and N 1 respectively, Lemma 2.3. Consider a finite Markov Decision Process with an exponentially representable discount function. If σ is an optimal Markov policy for this problem, then for every n ≥ N 1 and every state z ∈ X such that P σ x {x n = z} > 0, we have σ(z, n) ∈ Γ 1 (z).
Proof. Due to Lemma 2.1, the proof is essentially the same as that of Lemma 3.3 in [2] , and is therefore omitted. See [1] for details.
If the set Γ 1 (x) is a singleton for all x ∈ X, then the lemma requires any optimal policy to be N 1 -stationary, and determines the stationary part of the policy. If it is not a singleton, we know that after time N 1 our action sets reduce to Γ 1 (x) and for every admissible policy, V 1 will attain its maximum value and therefore be irrelevant.
Our task therefore becomes finding the optimal policy for the weighted sum starting from the second discount factor, with the action sets restricted to Γ 1 . Clearly, we may iterate the above process. For this purpose define recursively for k > 1, the restricted action sets in iteration k -A k (x) = Γ k−1 (x), the m th value function restricted to the k th action set -V 
where ε k is taken to be ∞ in the case that X k = ∅. Similarly to N 1 , N k is well defined when f (n) is exponentially representable. Using the above definitions, the following is evident:
Lemma 2.4. Consider a finite Markov Decision Process with an exponentially representable discount function. If σ is an optimal Markov policy for this problem, then for every k ≥ 1, n ≥ N k and state z ∈ X such that P σ x {x n = z} > 0, we have σ(z, n) ∈ Γ k (z).
Proof. By induction using Lemma 2.3 and the above definitions.
We will now prove that iterating this procedure does indeed provide us with an Nstationary policy after a finite and bounded number of computations.
Lemma 2.5. Consider a finite Markov Decision Process with an exponentially representable discount function, and let S = |X|. Then for all k ≥ 2S − 1 and every x ∈ X,
Proof. If Γ 2S−1 (x) is a singleton for all x ∈ X, then the lemma is immediate. Otherwise, let Φ = {φ 1 , φ 2 , ..., φ L } be the set of stationary policies such that
Since P φ is a stochastic matrix, by the Perron-Frobenius theorem I − βP φ is invertible for β ∈ [0, 1) and singular for β = 1. For a square invertible matrix M , M −1 = adj (M ) / det (M ). Applying this relation to (20) reveals that every entry (coordinate) of f φ is a rational function of β, with numerator degree S − 1 and denominator degree S. We also know that every entry of f φ has a pole at β = 1, which possibly cancels with a zero in some of the entries.
Since φ ∈ Φ if and only if it is optimal for all criteria V k for k = 1, 2, ..., 2S−1 (under different action sets for each k), all policies in Φ must have the same values for β 1 , β 2 , ..., β 2S−1 . Consequently, for every i, j ≤ L:
Fix i and j and consider each entry of the vector equation f φi (β) − f φj (β) = 0 separately. We find it is a polynomial equation of degree 2S − 2 (since the common poles at β = 1 cancel). However, according to (21), this polynomial has 2S − 1 distinct roots-and is therefore identically zero. We conclude that f φi (β) = f φj (β) for all β ∈ [0, 1) and every two policies φ i , φ j ∈ Φ, and accordingly V k (x; φ) is the same over all φ ∈ Φ, for each x ∈ X and k ≥ 2S − 1. This means that for k ≥ 2S − 1, all possible policies have identical values, and will therefore all be optimal. Since the set of optimal policies remains constant, so do the conserving sets.
We are now able to prove our main result.
Proof.
[of Theorem 1.5] Suppose the given Markov Decision Process has state space of size S, a finite action space, an exponentially representable discount function f (n) = ∞ k=1 c k β n k , and immediate reward function r (x, a). Rewrite the criterion as an infinite weighted discounted criterion, with discount factors {β k } ∞ k=1 and reward functions r k (x, a) = c k r (x, a). Compute N 2S−1 as defined in (18). Let π (x, n) denote an optimal Markov policy for this problem. Applying Lemma 2.4, we may assume without loss of generality that π (z, n) ∈ Γ 2S−1 (z) for all z ∈ X and n ≥ N 2S−1
since when P π x {x n = z} = 0 we can change π so that π (z, n) ∈ Γ 2S−1 (z) without changing its (optimal) value. Write the value of the MDP as
The expression f (n)r (x n , a n ) and P σ x x N2S−1 = z depend only on the policy at times n < N 2S−1 . On the other hand, by Lemma 2.5, for any policy π satisfying (22), π N2S−1 (x, m) = π (x, n + N 2S−1 ) ∈ Γ k (x) for any x ∈ X, k ≥ 1 and m ≥ 0. Therefore V k z; π N2S−1 is constant over all such policies, for each z ∈ X, and so is
This means that we can choose the actions in π N2S−1 (x, n) arbitrarily from Γ 2S−1 (x), and might as well make the choice constant for all times n. This proves the existence of an N 2S−1 -stationary optimal policy.
Before describing a computation method for the optimal policy, there is one more issue that needs to be addressed. The computation of {N k } 2S−1 k=1 involves evaluations of infinite sums, which are unlikely to be feasible for non-trivial models. In order to avoid this, we can instead find upper boundsN k ≥ N k for each k, and compute anN 2S−1 -stationary optimal policy with a stationary part determined by the conserving sets. One way to findN k is to use the semi-norm bounds in (14). In each iteration, the semi-norm of the reward function should be computed with respect to the restricted action set, and therefore decrease.
Finally, the computation algorithm is stated. 2. Compute Γ k (x) for all x ∈ X, ε k and N k or an appropriate upper bound. 3. If Γ k (x) is a singleton for every x ∈ X, or k = 2S + 1, set N = N k and continue.
Otherwise set A k+1 (·) = Γ k (·), increment k by 1 and go back to step 2. 4. Fix a stationary policy ψ, such that ψ (x) ∈ Γ k (x) for all x ∈ X. 5. Compute an optimal Markov policy σ, for the N -step finite-horizon MDP, with state space, action space and transition probabilities as the original model, immediate reward function r n (x, a) = f (n) r (x, a), for n = 0, 1, ...N − 1 and terminal reward
6. Output the N -stationary optimal policy
