In this note, three Lagrange multiplier rules introduced in the literature for set valued optimization problems are compared. A generalization of all three results is given which proves that under rather mild assumptions, x is a weak solution to the constrained problem, if and only if it is a weak solution to the Lagrangian.
Introduction
In [3] , an approximate weak lattice solution concept to set optimization problems is studied and a problem with constraints is studied. The authors formulate a Lagrangian function to this, using linear operators as dual variables and in Theorem 3.2 prove a Lagrange multiplier rule under rather strong assumptions on the image of the approximate solution x 0 of the primal problem. In [6, Theorem 4.1] , a different set of assumptions is applied to prove a Lagrange multiplier rule for weak lattice solutions. A different weak solution concept is studied in [1] , also providing a Lagrange multiplier rule in Theorem 4.1.
In the present note, we will relax the assumptions applied in these publications, and on the other also aim to strengthen the conclusions possible even under the more general assumptions. The resulting Lagrange multiplier rule will be a generalizations of [1] and [6] , as well as of [3] .
We will point out that the convexity assumption on the primal function f and the constraints is weakest in [3, Theorem 3.2] and strongest in [1, Theorem 4.1] , while the remaining assumptions are weakest in [1, Theorem 4 .1] and strongest in [3, Theorem 3.2] . Surprisingly, the result in [6, Theorem 4.1] is intermediate between both other results, especially, the assumptions in [3, Theorem 3.2] are, but for the convexity assumption, stronger than those of [6, Theorem 4.1] . It is also notable that the assumptions in [6] and [3] are actually strong enough to guarantee that the weak lattice solution to the primal problem is in fact a weak solution with respect to the vector criteria.
In the next section, we will gather several definitions and provide results needed in the main sections. The third section collects the Lagrange multiplier rules from [1] , [6] and [3] while in the fourth section, a generalization of all three results is presented and the connection between the known Multiplier Rules is established. A final section summarizes the results.
Setting and Basic Results
Throughout this note, X is a nonempty set, Y , Z are Hausdorff topological vector spaces with duals Y * , Z * and power sets P(Y ) and P(Z) respectively, including ∅ and Y , or Z. The set K ⊆ Y is a convex cone with 0 ∈ K and nonempty topological interior int K and likewise C ⊆ Z is a convex cone with 0 ∈ K and int C = ∅. The set P(Y ) is ordered by means of
compare [8] or [5] on the order relations on power sets of linear spaces.
The (positive) dual cones of K and C are denoted as K + and C + , respectively. If e ∈ int K, then y * (e) < 0 is true for all y * ∈ K + \ {0}. Throughout the text, e ∈ int K is assumed and ε ≥ 0.
A set A ⊆ Y is K-bounded, iff for every 0-neighbourhood U ⊆ Y there exists a t > 0 such that A ⊆ tU + K. Especially, A ⊆ Y is K-bounded, if an only if A ⊆ −te + K is true for some t > 0.
To any set valued function f , the domain of f is dom f = {x ∈ X | f (x) = ∅}. A function f : X → P(Y ) is said to be convex, iff
especially, if f is convex, then f (x) + C is a convex set for all x ∈ X and x∈X f (x) + C is convex, too.
If f and g are convex functions, then Q is a convex set.
proving the statement.
A set valued function f : 
In the following, we will investigate the connection between solutions of
will take the special form T = T (z * ,e) for some z * ∈ C + and e ∈ int K, defined as ∀z ∈ Z : T (z * ,e) (z) = z * (z)e Definition 2.3 An element x 0 is called an (a) ε-v-wmin -solution of (P ), iff x 0 ∈ M and there exists
A 0-v-wmin -solution is, for short, denoted as a v-wmin -solution.
(b) ε-l-wmin -solution of (P ), iff x 0 ∈ M and for all x ∈ M it holds
A 0-l-wmin -solution is, for short, denoted as a l-wmin -solution.
The v in the definition refers to the fact that f (x 0 ) is ε-weak minimal in the set {f (x) | x ∈ M } with respect to the vector criteria, while the l refers to the fact that f (x 0 ) is ε-weak minimal in the set {f (x) | x ∈ M } with respect to the lattice criteria, compare [5] .
Lemma 2.4 If x 0 ∈ M is a ε-v-wmin -solution to (P ), then it is also a ε-lwmin -solution to (P ). If additionally f (x 0 ) = y 0 + K is true for some y 0 ∈ f (x 0 ), then x 0 is a ε-v-wmin -solution to (P ), if and only if it is a ε-l-wminsolution to (P ).
On the other hand, let f (x 0 ) = y 0 + K be true for some y 0 ∈ f (x 0 ) and y ∈ f (x) such that x ∈ M and y + εe ∈ (y 0 − int K). Then y 0 ∈ f (x 0 ) ⊆ f (x) + int K + εe is true and as x 0 is a ε-l-wmin -solution to (P ), this implies
Assume thatȳ = y 0 + z * (z 0 )e with (y 0 , z 0 ) ∈ cl Q, then there is a net in Q converging to (y 0 , z 0 ) and thus y i + z * (z i )e converges toȳ, a contradiction, hence
which immediately implies convexity.
In Langrange duality, the Slater condition plays an important role to guarantee strong duality. It already appears in the Lagrange multiplier rule. The following two equations are two possible generalizations to the set valued situation. We will prove in Lemma 2.6 that if f × g is closely convex like, then both are equivalent.
Lemma 2.6 Let cl Q be convex, then (2.1) is satisfied, if and only if (2.2) is satisfied.
Proof. 
Letȳ be chosen such thatȳ
hence this choice ofȳ implies y * = 0 and z * = 0, implying
But as both sets are convex, there exists a separating function z * ∈ C + \ {0}, a contradiction to (2.2).
Multiplier Rules in the Literature
The result in [1] is given in a form to maximize a concave function. The formulation below is equivalent to the original one, but given to fit the setting of this paper. In [6] , a collection of assumptions is given, such that a l-wmin -solution to (P ) is also a l-wmin -solution to (LP T
The formulation in [6] is given for T +m with m ∈ −K, however the constant term does not influence the result and can be neglected. Moreover, the authors state that and T (z)+m ∈ −C for all z ∈ g(x 0 )∩−C. However this is immediate, as T ∈ L + (Z, Y ).
Most recently, a multiplier rule for approximate solutions is given in [3] .
2) is satisfied and x 0 ∈ M is a ε-l-wmin -solution to (P ). If additionally
All three theorems are proven by setting T = T (z * ,e) for a specified z * ∈ C + , e ∈ int K. It is easily seen that the convexity assumption in [3] is the most general one. However, all three theorems are proven by using a separation theorem which only applies the convexity of cl Q.
In the next section we will prove that, but for the convexity assumption, the assumptions of Theorem 3.1 are the most general ones of the three and those of Theorem 3.3 the most specific for the case ε = 0. Theorem 4.8 will provide an argument why the assumptions of Theorem 3.1 can only be weakened in terms of the convexity assumption and Theorem 4.6 generalizes Theorem 4.8 to ε-v-wmin -solutions. This result is also generalization of the result given in [3] .
Connecting the Dots
Lemma 4.1 Let cl Q be convex, then x 0 ∈ X is a ε-v-wmin -solution to (P ), if and only if
In this case, −εy * (e) ≤ z * (z) is true for all z ∈ g(x 0 ). If additionally (2.1) is satisfied, then y * = 0 is true and without loss y * (e) = 1.
Proof. Assume x 0 ∈ X is a ε-v-wmin -solution to (P ), i.e.
Then by definition there is x ∈ M such that y ∈ f (x) and z ∈ g(x), hence
a contradiction. Thus, if x 0 is a ε-v-wmin -solution to (P ), then
Both sets are convex, hence
which is equivalent to
But as
is true for all (y * , z
hence x 0 is a ε-v-wmin -solution to (P ). Moreover,
Finally, let g(x) ∩ −int C = ∅ be assumed, y 0 ∈ f (x 0 ), y * = 0 and z * ∈ C + be such that y * (y 0 − εy * (e)) ≤ inf
a contradiction to (2.1).
An alternative formulation of Lemma 4.1 is as follows Lemma 4.2 Let cl Q be convex, then x 0 ∈ X is a ε-v-wmin -solution to (P ), if and only if
In this case, −εy * (e) ≤ z * (z) is true for all z ∈ g(x 0 ). If additionally (2.1) is satisfied, then y * = 0 is true.
Corollary 4.3
Let cl Q be convex, then x 0 ∈ X is a v-wmin -solution to (P ), if and only if
In this case, z * (z) = 0 is true for all z ∈ g(x 0 ). If additionally (2.1) is satisfied, then y * = 0 is true.
Lemma 4.4 Let cl Q be convex, z * ∈ C + and e ∈ int K, then x 0 ∈ X is a ε-v-wmin -solution to (LP T ) with T = T (z * ,e) , if and only if
Proof. By definition x 0 ∈ X is a ε-v-wmin -solution to (LP T ) with T = T (z * ,e) , if and only if
As by Lemma 2.5 cl {y + z * (z)e | (y, z) ∈ Q} is convex, this is equivalent to
Corollary 4.5 Let cl Q be convex, z * ∈ C + and e ∈ int K, then x 0 ∈ X is a v-wmin -solution to (LP T ) with T = T (z * ,e) , if and only if
Theorem 4.6 Let cl Q be convex and (2.1) be satisfied. Then x 0 ∈ X is a ε-vwmin -solution to (P ), if and only if it exists z * ∈ C + and e ∈ int K such that x 0 is a ε-v-wmin -solution to (LP T ) with T = T (z * ,e) . In this case, T (g(x 0 )) ⊆ {(t − ε)e | t ≥ 0}.
Proof. Proven in Lemma 4.1 and Lemma 4.4.
Remark 4.7
Under the assumption of [3, Theorem 3.2] , cl Q is convex, (2.1) is satisfied and x 0 ∈ X is a ε-v-wmin -solution to (P ), hence it is a special case of Theorem 4.6, while the conclusions of Theorem 4.6 is more specific than those in [3] , hence our result strengthens the previous one.
Theorem 4.8 Let cl Q be convex and (2.1) is satisfied, then x 0 ∈ X is a vwmin -solution to (P ), if and only if it exists z * ∈ C + and e ∈ int K such that x 0 is a v-wmin -solution to (LP T ) with T = T (z * ,e) . In this case, T (z) = 0 for all z ∈ g(x 0 ) ∩ −C. 
If additionally (2.1) is assumed, y * ∈ K + \ {0} is true.
Proof. Let x 0 be a l-wmin -solution to (P ) and assume to the contrary
hence there existsx ∈ M such that
As x 0 is a l-wmin -solution to (P ), this implies
and as both sets are convex, they can be separated by a continuous linear function (y * , z
Under the assumption of (2.1) and y * = 0 this implies
a contradiction, hence y * ∈ K + \ {0}. Hence the assumptions are more specific, but for the convexity assumption, than those of [6, Theorem 4.1], while the implication in [6, Theorem 4.1] is more specific on the fact, that x 0 is a v-wmin -solution to (LP T ).
Conclusion
In Theorem 4.6 and 4.8, a Lagrange multiplier rule for (approximate) weak solutions (with respect to the vector criteria) to a constrained set valued optimization problem is given. Both rules provide an equivalent description of a (approximate) weak solution. We have proven that, when relaxing the convexity assumption to cl Q convex in the older two results, the multiplier rule in [3] is, for ε = 0, a special case of the one in [6] , which in turn is a special case of the one presented in [1] . Ultimately, the assumptions in Theorem 4.8 are identical to those in [1] but for the convexity assumption, so our result is a generalization of all three multiplier rules under consideration. Notably, Theorem 4.6 is a generalization of the multiplier rule for approximate solutions presented in [3] . The implications in Theorem 4.8 are given in a stronger way than in the quoted multiplier rules. In the proofs for all three multiplier rules, the authors exploit the fact that the implication is of the form we stated in Theorem 4.8. Thus our conclusion is stronger, but implicitly present in the quoted literature.
