Abstract-In this contribution, we provide an overview of the novel class of channel codes referred to as turbo codes, which have been shown to be capable of performing close to the Shannon Limit. We commence with a brief discussion on turbo encoding, and then move on to describing the form of the iterative decoder most commonly used to decode turbo codes. We then elaborate on various decoding algorithms that can be used in an iterative decoder, and give an example of the operation of such a decoder using the so-called Soft Output Viterbi Algorithm (SOVA). Lastly, the effect of a range of system parameters is investigated in a systematic fashion, in order to gauge their performance ramifications.
by Battail [8] . Le Goff et al. [10] , Wachsmann and Huber [11] , as well as Robertson and Worz [12] suggested to use the codes in conjunction with bandwidth efficient modulation schemes. Further advances in understanding the excellent preformance of the codes are due, for example, to Benedetto and Montorsi [13] , [15] , Perez et al. [14] . Hagenauer et al. [16] , [17] extend the concept to use concatenated block codes. Jung and Naßhan [36] , [34] characterized the coded performance under the constraints of short transmission frame length, which is characteristic of speech systems. In collaboration with Blanz, they also applied turbo codes to a CDMA system using joint detection and antenna diversity [39] . Barbulescu and Pietrobon addressed the issues of interleaver design [31] . Due to space limitations here we have to curtail listing the range of further contributors in the field, without whose advances this contribution could not have been written. In this paper, we build on a previous tutorial paper by Sklar [18] in describing the iterative decoder, and the component decoders used within it, that are employed to decode turbo codes. For more general information on turbo codes, the reader is referred to [18] .
The paper is structured as follows. Section II is concerned with the basic iterative decoder scheme, leading on to a discussion on the MAP decoding algorithm and its underlying theory in Section III. Section IV justifies the advantages of iterative decoding, while Section V considers the simplification of the MAP algorithm, paving the way for introducing the Soft-Output Virebi Algorithm (SOVA), which is also augmented with examples in Section VII. Section VIII compares the various decoder principles, which are then comparatively studied in terms of their performance in Section IX over Gaussian channels, while in Section X over Rayleigh channels. We conclude in Section X.
II. ITERATIVE DECODER STRUCTURE
Let us commence our discourse by considering the general structure of the iterative turbo decoder shown in Fig. 1 . Two component decoders are linked by interleavers in a structure similar to that of the encoder. As seen in the figure, each decoder takes three inputs: 1) the systematically encoded channel output bits; 2) the parity bits transmitted from the associated component encoder; and 3) the information from the other component decoder about the likely values of the bits concerned. This information from the other decoder is referred to as a-priori information. The component decoders have to exploit both the inputs from the channel and this a-priori information. They must also provide what are known as soft outputs for the decoded bits. This means that as well as providing the decoded output bit sequence, the component decoders must also give the associated probabilities for each bit that it has been correctly decoded. Two 0018-9545/00$10.00 © 2000 IEEE suitable decoders are the so-called SOVA proposed by Hagenauer and Hoeher [19] and the MAP [6] algorithm of Bahl et al. which are described in Sections VI and III, respectively.
The soft outputs from the component decoders are typically represented in terms of the so-called Log Likelihood Ratios (LLRs), the magnitude of which gives the sign of the bit, and the amplitude the probability of a correct decision. The LLRs are simply, as their name implies, the logarithm of the ratio of two probabilities. For example, the LLR for the value of a decoded bit is given by (1) where is the probability that the bit , and similarly for . Notice that the two possible values of the bit are taken to be 1 and 1, rather than 1 and 0, as this simplifies the derivations that follow.
The decoder of Fig. 1 operates iteratively, and in the first iteration the first component decoder takes channel output values only, and produces a soft output as its estimate of the data bits. The soft output from the first encoder is then used as additional information for the second decoder, which uses this information along with the channel outputs to calculate its estimate of the data bits. Now the second iteration can begin, and the first decoder decodes the channel outputs again, but now with additional information about the value of the input bits provided by the output of the second decoder in the first iteration. This additional information allows the first decoder to obtain a more accurate set of soft outputs, which are then used by the second decoder as a-priori information. This cycle is repeated, and with every iteration the BER of the decoded bits tends to fall. However, the improvement in performance obtained with increasing numbers of iterations decreases as the number of iterations increases. Hence, for complexity reasons, usually only about eight iterations are used.
Due to the interleaving used at the encoder, care must be taken to properly interleave and de-interleave the LLRs which are used to represent the soft values of the bits, as seen in Fig. 1 . Furthermore, because of the iterative nature of the decoding, care must be taken not to re-use the same information more than once at each decoding step. For this reason the concept of so-called extrinsic and intrinsic information was used in their seminal paper by Berrou et al. describing iterative decoding of turbo codes [1] . These concepts and the reason for the subtraction circles shown in Fig. 1 are described in Section IV. Having considered the basic decoder structure, let us now focus our attention on the MAP algorithm in the next section.
III. THE MAXIMUM A-POSTERIORI ALGORITHM

A. Introduction and Mathematical Preliminaries
In 1974 ,an algorithm, which has become known as the MAP algorithm, was proposed by Bahl et al. [6] in order to estimate the a-posteriori probabilities of the states and the transitions of a Markov source observed in memoryless noise. Bahl et al. showed how the algorithm could be used to decode both block and convolutional codes. When used to decode convolutional codes, the algorithm is optimal in terms of minimizing the decoded BER, unlike the Viterbi algorithm [20] , which minimizes the probability of an incorrect path through the trellis being selected by the decoder. Thus the Viterbi algorithm can be thought of as minimizing the number of groups of bits associated with these trellis paths, rather than the actual number of bits, which are decoded incorrectly. Nevertheless, as stated by Bahl et al. in [6] , in most applications the performance of the two algorithms will be almost identical. However, the MAP algorithm examines every possible path through the convolutional decoder trellis and therefore initially seemed to be unfeasibly complex for application in most systems. Hence, it was not widely used before the discovery of turbo codes.
However, the MAP algorithm provides not only the estimated bit sequence, but also the probabilities for each bit that it has been decoded correctly. This is essential for the iterative decoding of turbo codes proposed by Berrou et al. [1] , and so MAP decoding was used in this seminal paper. Since then research efforts have been invested in reducing the complexity of the MAP algorithm to a reasonable level. In this section we describe the theory behind the MAP algorithm as used for the soft output decoding of the component convolutional codes of turbo codes. It is assumed that binary codes are used.
The MAP algorithm gives, for each decoded bit , the probability that this bit was 1 or 1, given the received symbol sequence . This is equivalent to finding the a-posteriori LLR , where
If the previous state and the present state are known in a trellis then the input bit which caused the transition between these states will be known. This, along with Bayes' rule and the fact that the transitions between the previous the present state in a trellis are mutually exclusive (i.e., only one of them could have occured at the encoder), allow us to rewrite (2) as (3) where is the set of transitions from the previous state to the present state that can occur if the input bit , and similarly for . For brevity we shall write as .
We now consider the individual probabilities from the numerator and denominator of (3). The received sequence can be split up into three sections: the received codeword associated with the present transition , the received sequence prior to the present transition and the received sequence after the present transition . We can thus write for the individual probabilities (4) Fig. 2 , which shows a section of a four state trellis for a RSC code, shows this split of the received channel sequence. In this figure solid lines represent transitions as a result of a 1 input bit, and dashed lines represent transistion resulting from a 1 input bit. The and symbols shown represent values, which will be defined shortly, calculated by the MAP algorithm.
Using a derivation from Bayes' rule that and the fact that if we assume that the channel is memoryless, then the future received sequence will depend only on the present state and not on the previous state or the present and previous received channel sequences and , we can write
where (6) is the probability that the trellis is in state at time and the received channel sequence up to this point is , as visualized in Fig. 2 
(7)
is the probability that given the trellis is in state at time the future received channel sequence will be , and lastly (8) is the probability that given the trellis was in state at time , it moves to state and the received channel sequence for this transition is . Equation (5) shows that the probability , that the encoder trellis took the transition from state to state and the received sequence is , can be split into the product of three termsand . The meaning of these three probability terms is shown in Fig. 2 , for the transition to shown by the bold line in this figure. From (3) and (5) we can write for the conditional LLR of , given the received sequence
The MAP algorithm finds and for all states throughout the trellis, i.e., for , and for all possible transitions from state to state , again for
. These values are then used with (9) to give the conditional LLRs that the MAP decoder delivers. These operations are summarized in the flowchart of Fig. 4 . We now describe how the values and can be calculated.
B. The Forward Recursive Calculation of the Values
Consider first . From the definition of in (6) we can write (10) where in the last line we split the probability into the sum of joint probabilities over all possible previous states . Using Bayes' rule and the assumption that the channel is memoryless again, we can proceed as follows:
(11) Thus, once the values are known, the values can be calculated recursively. Assuming that the trellis has the initial state , the initial conditions for this recursion are (12) Fig. 3 shows an example of how one value, for , is calculated recursively using values of and for our example RSC code. Notice that, as we are considering a binary trellis, only two previous states, and , have paths to the state . Therefore, the summation in (11) is over only two terms.
C. The Backward Recursive Calculation of the Values
The values of can similarly be calculated recursively. Using a similar derivation to that for (11) it can be shown that (13) Thus, once the values are known, a backward recursion can be used to calculate the values of from the values of using (13) . Fig. 3 again shows an example of how the value is calculated recursively using values of and for our example RSC code.
D. Calculation of the Values
We now consider how the transition probability values in (5) can be calculated from the received channel sequence and any a-priori information that is available. Using the definition of from (8) and the derivation from Bayes' rule we have (14) where input bit necessary to cause the transition from state to state ; a-priori probability of this bit; transmitted codeword associated with this transition. Hence, the transition probability is given by the product of the a-priori probability of the input bit necessary for the transisiton, and the probability that given the codeword associated with the transition was transmitted we received the channel sequence . The a-priori probability is derived in an iterative decoder from the output of the previous component decoder, and the conditional received sequence probability is given, assuming a memoryless Gaussian channel with BPSK modulation, as (15) where and individual bits within the transmitted and received codewords and ; number of these bits in each codeword; transmitted energy per bit; noise variance; fading amplitude (we have for nonfading AWGN channels).
E. Summary of the MAP Algorithm
From the description given above, we see that the MAP decoding of a received sequence to give the a-posteriori LLR can be carried out as follows. As the channel values are received, they and the a-priori LLRs (which are provided in an iterative turbo decoder by the other component decoder-see Section IV) are used to calculate according to (14) and (15 . These operations are summarized in the flowchart of Fig. 4 . Care must be taken to avoid numerical underflow problems in the recursive calculation of and , but such problems can be avoided by careful normalization of these values. Such normalization cancels out in the ratio in (9) and so causes no change in the LLRs produced by the algorithm.
The MAP algorithm is, in the form described in this section, extremely complex due to the multiplications needed in (11) and (13) for the recursive calculation of and , the multiplications and exponential operations required to calculate using (15) , and the multiplication and natural logarithm operations required to calculate using (9) . However, much work has been done to reduce this complexity, and the Log-MAP algorithm [7] , which will be described in Section V, gives the same performance as the MAP algorithm, but at a significantly reduced complexity and without the numerical problems described above. In the next section we will first describe the principles behind the iterative decoding of turbo codes, and how the MAP algorithm described in this section can be used in such a scheme, before detailing the Log-MAP algorithm.
IV. ITERATIVE TURBO DECODING PRINCIPLES
A. Turbo Decoding Mathematical Preliminaries
In this section, we explain the concepts of extrinsic and intrinsic information as used by Berrou et al. [1] , and highlight how the MAP algorithm described in the previous section, and other soft-in soft-out decoders, can be used in the iterative decoding of turbo codes.
It can be shown [1] that, for a systematic code such as a RSC code, the output from the MAP decoder, given by (9), can be re-written as (16) where (17) Here, is the a-priori LLR given by (1) , and is called the channel reliability measure and is given by (18) is the received version of the transmitted systematic bit and
Thus, we can see that the a-posteriori LLR calculated with the MAP algorithm can be thought of as comprising of three termsand . The a-priori LLR term comes from in the expression for the branch transition probability in (14) . This probability should come from an independent source. In most cases we will have no independent or a-priori knowledge of the likely value of the bit , and so the a-priori LLR will be zero, corresponding to an a-priori probability . However, in the case of an iterative turbo decoder, each component decoder can provide the other decoder with an estimate of the a-priori LLR , as described later.
The second term in (16) is the soft output of the channel for the systematic bit , which was directly transmitted across the channel and received as . When the channel signal-tonoise (SNR) is high, the channel reliability value of (18) will be high and this systematic bit will have a large influence on the a-posteriori LLR . Conversely, when the channel is poor and is low, the soft output of the channel for the received systematic bit will have less impact on the a-posteriori LLR delivered by the MAP algorithm.
The final term in (16), , is derived, using the constraints imposed by the code used, from the a-priori information sequence and the received channel information sequence , excluding the received systematic bit and the a-priori information for the bit . Hence, it is called the extrinsic LLR for the bit . Equation (16) shows that the extrinsic information from a MAP decoder can be obtained by subtracting the a-priori information and the received systematic channel input from the soft output of the decoder. This is the reason for the subtraction paths shown in Fig. 1 . Equations similar to (16) can be derived for the other component decoders which are used in iterative turbo decoding.
We summarize below what is meant by the terms a-priori, a-posteriori, and extrinsic information which are central concepts behind the iterative decoding of turbo codes use throughout this treatise.
a-priori
The a-priori information about a bit is information known before decoding starts, from a source other than the received sequence or the code constraints. It is also sometimes referred to as intrinsic information to contrast with the extrinsic information described next. extrinsic
The extrinsic information about a bit is the information provided by a decoder based on the received sequence and on a-priori information excluding the received systematic bit and the a-priori information for the bit . Typically, the component decoder provides this information using the constraints imposed on the transmitted sequence by the code used. It processes the received bits and a-priori information surrounding the systematic bit , and uses this information and the code constraints to provide information about the value of .
a-posteriori
The a-posteriori information about a bit is the information that the decoder gives taking into account all available sources of information about . It is the a-posteriori LLR, i.e., , that the MAP algorithm gives as its output.
B. Iterative Turbo Decoding
We now describe how the iterative decoding of turbo codes is carried out. Consider initially the first component decoder in the first iteration. This decoder receives the channel sequence containing the received versions of the transmitted systematic bits , and the parity bits , from the first encoder. Usually, to obtain a half rate code, half of these parity bits will have been punctured at the transmitter, and so the turbo decoder must insert zeros in the soft channel output for these punctured bits. The first component decoder can then process the soft channel inputs and produce its estimate of the conditional LLRs of the data bits . In this notation, the subscript 11 in indicates that this is the a-posteriori LLR in the first iteration from the first component decoder. Note that in this first iteration the first component decoder will have no a-priori information about the bits, and hence in (14) giving will be 0.5. Next, the second component decoder comes into operation. It receives the channel sequence containing the interleaved version of the received systematic bits, and the parity bits from the second encoder. Again the turbo-decoder will need to insert zeroes into this sequence if the parity bits generated by the encoder are punctured before transmission. However, now, in addition to the received channel sequence , the decoder can use the conditional LLR provided by the first component decoder to generate a-priori LLRs to be used by the second component decoder. Metaphorically speaking, these a-priori LLRs -which are related to bit -would be provided by an "independent conduit of information, in order to have two independent channel-impaired opinions" concerning bit . This would provide a "second channel-impaired opinion" as regards to bit . In an iterative turbo decoder, the extrinsic information from the other component decoder is used as the a-priori LLRs, after being interleaved to arrange the decoded data bits in the same order as they were encoded by the second encoder. The second component decoder thus uses the received channel sequence and the a-priori LLRs (derived by interleaving the extrinsic LLRs of the first component decoder) to produce its a-posteriori LLRs . This is then the end of the first iteration.
For the second iteration the first component encoder again processes its received channel sequence , but now it also has a-priori LLRs provided by the extrinsic portion of the a-posteriori LLRs calculated by the second component encoder, and hence it can produce an improved a-posteriori LLR . The second iteration then continues with the second component decoder using the improved a-posteriori LLRs from the first encoder to derive, through (16) , improved a-priori LLRs which it uses in conjunction with its received channel sequence to calculate .
This iterative process continues, and with each iteration on average the BER of the decoded bits will fall. However, in [18, Fig. 9 ], the improvement in performance for each additional iteration carried out falls as the number of iterations increases. Hence, for complexity reasons usually only around six to eight iterations are carried out, as no significant improvement in performance is obtained with a higher number of iterations. Fig. 5 shows how the a-posteriori LLRs output from the component decoders in an iterative decoder vary with the number of iterations used. The output from the second component decoder is shown after one, two, four, and eight iterations. The input sequence consisted entirely of 1 values, hence negative a-posteriori LLR values correspond to a correct hard decision, and positive values to an incorrect hard decision. The encoded bits were transmitted over an AWGN channel at a channel SNR of 1 dB, and then decoded using an iterative turbo decoder using the MAP algorithm. It can be seen that as the number of iterations used increases, the number of positive a-posteriori LLR values, and hence the BER, decreases until after eight iterations there are no incorrectly decoded values. Furthermore, as the number of iterations increases, the decoders become more certain about the value of the bits and hence the magnitudes of the LLRs gradually become larger. The erroneous decisions in the figure appear in bursts, since deviating from the error-free path trellis path typically inflicts several bit errors.
When the series of iterations finishes the output from the turbo decoder is given by the de-interleaved a-posteriori LLRs of the second component decoder, , where is the number of iterations used. The sign of these a-posteriori LLRs gives the hard decision output, i.e., whether the decoder believes that the transmitted data bit was 1 or 1, and in some applications the magnitude of these LLRs, which gives the confidence the decoder has in its decision, may also be useful.
Ideally, for the iterative decoding of turbo codes, the a-priori information used by a component decoder in the context of bit should be based on a "conduit of information" independent from the channel outputs used by that decoder. More explicitly, for example, an original systematic information bit and the parity-related information smeared across a number of bits by the encoder due to the code constraints imposed are affected by the channel differently. Hence, even if the original systematic information bit was badly corrupted by the channel, the surrounding parity information may assist the decoder in obtaining a high-confidence estimate concerning the channel-impaired original systematic bit. However, in turbo decoders the extrinsic LLR for the bit , as explained above, uses all the available received parity bits and all the received systematic bits except the received value associated with the bit . The same received systematic bits are also used by the other component decoder, which uses the interleaved or de-interleaved version of as its a-priori LLRs. Hence, the a-priori LLRs are not truly independent from the channel outputs used by the component decoders. However, due to the fact that the component convolutional codes have a short memory, usually of only 4 b or less, the extrinsic LLR is only significantly affected by the received systematic bits relatively close to the bit . When this extrinsic LLR is used as the a-priori LLR by the other component decoder, because of the interleaving used, the bit and its neighbors will probably have been well separated. Henc, the dependence of the a-priori LLRs on the received systematic channel values which are also used by the other component decoder will have relatively little effect, and the iterative decoding provides good results.
Another justification for using the iterative arrangement described above is how well it has been found to work. In the limited experiments that have been carried out with optimal decoding of turbo codes [21] [22] [23] it has been found that optimal decoding performs only a fraction of a decibel (around 0.35-0.5 dB) better than iterative decoding with the MAP algorithm. Furthermore, various turbo coding schemes have been found [23] , [24] , that approach the Shannonian limit, which gives the best performance theoretically available, to a similar fraction of a decibel. Therefore, it seems that, for a variety of codes, the iterative decoding of turbo codes gives an almost optimal performance. Hence, it is this iterative decoding structure, which is almost exclusively used with turbo codes.
Having described how the MAP algorithm can be used in the iterative decoding of turbo codes, we now proceed to describe other soft-in soft-out decoders, which are less complex and can be used instead of the MAP algorithm. In the forthcoming section, we first describe two related algorithms, the Max-Log-MAP [25] , [26] and the Log-MAP [7] , which are derived from the MAP algorithm, and then another, referred to as the SOVA [8] , [9] , [19] , derived from the Viterbi algorithm.
V. MODIFICATIONS OF THE MAP ALGORITHM
A. Introduction
The MAP algorithm as described in Section III is much more complex than the Viterbi algorithm and with hard decision outputs performs almost identically to it. Therefore, for almost 20 years it was largely ignored. However, its application in turbo codes renewed interest in the algorithm, and it was realized that its complexity can be dramatically reduced without affecting its performance. Initially the Max-Log-MAP algorithm was proposed by Koch and Baier [25] and Erfanian et al. [26] . This technique simplified the MAP algorithm by transferring the recursions into the log domain and invoking an approximation to dramatically reduce the complexity. Because of this approximation its performance is sub-optimal compared to that of the MAP algorithm. However, Robertson et al. [7] in 1995 proposed the Log-MAP algorithm, which corrected the approximation used in the Max-Log-MAP algorithm and hence gave a performance identical to that of the MAP algorithm, but at a fraction of its complexity. These two algorithms are described in this section.
B. Mathematical Description of the Max-Log-MAP Algorithm
The MAP algorithm calculates the a-posteriori LLRs using (9) . To do this requires the following values: 1) The values, which are calculated in a forward recursive manner using (11); 2) the values, which are calculated in a backward recursion using (13),; and 3) the branch transition probabilities , which are calculated using (14) . The Max-Log-MAP algorithm simplifies this by transferring these equations into the log arithmetic domain and then using the approximation (20) where means the maximum value of . Then, with and defined as follows:
and (23) we can rewrite (11) as (24) Equation (24) implies that for each path in Fig. 2 from the previous stage in the trellis to the state at the present stage, the algorithm adds a branch metric term to the previous value to find a new value for that path. The new value of according to (24) is then the maximum of the values of the various paths reaching the state . This can be thought of as selecting one path as the "survivor" and discarding any other paths reaching the state. The value of should give the natural logarithm of the probability that the trellis is in state at stage , given that the received channel sequence up to this point has been . However, because of the approximation of (20) used to derive (24) , only the Maximum Likelihood (ML) path through the state is considered when calculating this probability. Thus, the value of in the Max-Log-MAP algorithm actually gives the probability of the most likely path through the trellis to the state , rather than the probability of any path through the trellis to state . This approximation is one of the reasons for the sub-optimal performance of the Max-Log-MAP algorithm compared to the MAP algorithm.
We see from (24) that in the Max-Log-MAP algorithm the forward recursion used to calculate is exactly the same as the forward recursion in the Viterbi algorithm-for each pair of merging paths the survivor is found using two additions and one comparison. Notice that for binary trellises the summation, and maximization, over all previous states in (24) will in fact be over only two states, because there will be only two previous states with paths to the present state . For all other values of we will have . Similarly to (24) for the forward recursion used to calculate the , we can rewrite (13) as (25) giving the backward recursion used to calculate the values. Again, this is equivalent to the recursion used in the Viterbi algorithm except it proceed backward rather than forwaards through the trellis. Using (14) and (15), we can write the branch metrics in the above recursive equations for and as (26) where does not depend on or on the transmitted codeword and so can be considered a constant and omitted. Hence, the branch metric is equivalent to that used in the Viterbi algorithm, with the addition of the a-priori LLR term . Furthermore, the correlation term is weighted by the channel reliability value of (18). Finally, from (9), we can write for the a-posteriori LLRs which the Max-Log-MAP algorithm calculates (27) This means that in the Max-Log-MAP algorithm for each bit the a-posteriori LLR is calculated by considering every transition from the trellis stage to the stage . These transitions are grouped into those that might have occured if
, and those that might have occured if . For both of these groups the transition giving the maximum value of is found, and the a-posteriori LLR is calculated based on only these two "best" transitions.
The Max-Log-MAP algorithm can be summarized as follows. Forward and backward recursions, both similar to the forward recursion used in the Viterbi algorithm, are invoked to calculate using (24) and employing (25) . The branch metric is given by (26) , where the constant term can be omitted. Once both the forward and backward recursions have been carried out, the a-posteriori LLRs can be calculated using (27) . Thus the complexity of the Max-Log-MAP algorithm is not significantly higher than that of the Viterbi algorithm-instead of one recursion two are carried out, the branch metric of (26) has the additional a-priori term term added to it, and for each bit (27) must be used to give the a-posteriori LLRs. Viterbi states [27] that the complexity of the Log-MAP-Max algorithm is no greater than three times that of a Viterbi decoder. Unfortunately the storage requirements are much greater due to the need to store both the forward and backward recursively calculated metrics and before the values can be calculated. However, Viterbi also states [27] , [28] that by increasing the computational load slightly, to four times that of the Viterbi algorithm, the memory requirements can be dramatically reduced to become essentially equal to those of the Viterbi decoder.
C. Correcting the Approximation-The Log-MAP Algorithm
The Max-Log-MAP algorithm gives a slight degradation in performance compared to the MAP algorithm due to the approximation of (20) . When used for the iterative decoding of turbo codes, Robertson et al. [7] found this degradation to result in a drop in performance of about 0.35 dB. However, the approximation of (20) can be made exact by using the Jacobian logarithm (28) where can be thought of as a correction term. This is then the basis of the Log-MAP algorithm proposed by Robertson et al. [7] . Similarly to the Max-Log-MAP algorithm, values for and are calculated using a forward and a backward recursion. However, the maximization in (24) and (25) is complemented by the correction term in (28) . This means that the exact rather than approximate values of and are calculated. The correction term need not be computed for every value of , but instead can be stored in a look-up table. Robertson et al. [7] found that such a look-up table need contain only eight values for , ranging between 0 and 5. This means that the Log-MAP algorithm is only slightly more complex than the Max-Log-MAP algorithm, but it gives exactly the same performance as the MAP algorithm. Therefore, it is a very attractive algorithm to use in the component decoders of an iterative turbo decoder.
Having described two techniques based on the MAP algorithm, which exhibited reduced complexity, in the next section we highlight the principles of an alternative soft-in soft-out decoder based on the Viterbi algorithm.
VI. THE SOVA ALGORITHM
A. Mathematical Description of the SOVA Algorithm
In this section, we describe a variation of the Viterbi algorithm, referred to as the SOVA [9] , [19] . This algorithm has two modifications over the classical Viterbi algorithm which allow it to be used as a component decoder for turbo codes. Firstly the path metrics used are modified to take account of a-priori information when selecting the ML path through the trellis. Secondly, the algorithm is modified so that it provides a soft output in the form of the a-posteriori LLR for each decoded bit.
The first modification is easily accomplished. Consider the state sequence which gives the states along the surviving path at state at stage in the trellis. The probability that this is the correct path through the trellis is given by (29) As the probability of the received sequence for transitions up to and including the th transition is constant for all paths through the trellis to stage , the probability that the path is the correct one is proportional to
. Therefore, our metric should be defined so that maximizing the metric will maximize . The metric should also be easily computable in a recursive manner as we go from the th stage in the trellis to the th stage. If the path at the th stage has the path for its first transitions then, assuming a memoryless channel and using the definition of from (8), we will have (30) A suitable metric for the path is therefore , where
Using (26) and omitting the constant term we then have (32) Hence, our metric in the SOVA algorithm is updated as in the Viterbi algorithm, with the additional term included so that the a-priori information available is taken into account. Notice that this is equivalent to the forward recursion in (24) used to calculate in the Max-Log-MAP algorithm. Let us now discuss the second modification of the algorithm required, i.e., to give soft outputs. In a binary trellis there will be two paths reaching state at stage in the trellis. The modified Viterbi algorithm, which takes account of the a-priori information , calculates the metric from (32) for both merging paths, and discards the path with the lower metric. If the two paths and reaching state have metrics and
, and the path is selected as the survivor because its metric is higher, then we can define the metric difference as (33) The probability that we have made the correct decision when we selected path as the survivor and discarded path , is then correct decision at (34) Upon taking into account our metric definition in (31) we have correct decision at (35) and the LLR that this is the correct decision is simply given by . Fig. 6 shows a simplified section of the trellis of the RSC code, with the metric differences marked at various points in the trellis.
When we reach the end of the trellis and have identified the ML path through the trellis, we need to find the LLRs giving the reliability of the bit decisions along the ML path. Observations of the Viterbi algorithm have shown that all the surviving paths at a stage in the trellis will normally have come from the same path at some point before in the trellis. This point is taken to be at most transitions before , where usually is set to be five times the constraint length of the convolutional code. Therefore, the value of the bit associated with the transition from state to state on the ML path may have been different if, instead of the ML path, the Viterbi algorithm had selected one of the paths which merged with the ML path up to transitions later, i.e., up to the trellis stage . By the arguments above if the algorithm had selected any of the paths which merged with the ML path after this point the value of would not be affected, because such paths will have diverged from the ML path after the transition from to . Thus, when calculating the LLR of the bit , the soft output Viterbi algorithm (SOVA) must take account of the probability that the paths merging with the ML path from stage to stage in the trellis were incorrectly discarded. This is done by considering the values of the metric difference for all states along the ML path from trellis stage to . It is shown by Hagenauer in [29] that this LLR can be approximated by (36) where is the value of the bit given by the ML path, and is the value of this bit for the path which merged with the ML path and was discarded at trellis stage . Thus the minimization in (36) is carried out only for those paths merging with the ML path which would have given a different value for the bit if they had been selected as the survivor. The paths which merge with the ML path, but would have given the same value for as the ML path, obviously do not affect the reliability of the decision of . For clarification of these operations refer again to Fig. 6 showing a simplified section of the trellis for the RSC code. In this figure, as before, solid lines represent transitions taken when the input bit is a 1, and dashed lines represent transitions taken when the input bit is a 1. We assume that the all-zero path is identified as the ML path, and this path is shown as a bold line. Also shown are the paths which merge with this ML path. It can be seen from the figure that the ML path gives a value of for , but the paths merging with the ML path at trellis stages and all give a value of 1 for the bit . Hence, if we assume for simplicity that , from (36) the LLR will be given by 1 multiplied by the minimum of the metric differences and .
B. Implementation of the SOVA Algorithm
The SOVA algorithm is implemented as follows. For each state at each stage in the trellis the metric is calculated for both of the two paths merging into the state using (32) . The path with the highest metric is selected as the survivor, and for this state at this stage in the trellis a pointer to the previous state along the surviving path is stored, just as in the classical Viterbi algorithm. However, in order to allow the reliability of the decoded bits to be calculated, the information used in (36) to give is also stored. Thus the difference between the metrics of the surviving and the discarded paths is stored, together with a binary vector containing bits, which indicate whether or not the discarded path would have given the same series of bits for back to as the surviving path does. This series of bits is called the update sequence in [29] , and as noted by Hagenauer it is given by the result of a modulo two addition (i.e., an exclusive-or operation) between the previous decoded bits along the surviving and discarded paths. When the SOVA has identified the ML path, the stored update sequences and metric differences along this path are used in (36) to calculate the values of . The SOVA algorithm described in this section is the least complex of all the soft-in soft-out decoders discussed in this chapter. In [7] it is shown by Robertson et al. that the SOVA algorithm is about half as complex as the Max-Log-MAP algorithm. However, the SOVA algorithm is also the least accurate of the algorithms we have described in this chapter and, when used in an iterative turbo decoder, performs about 0.6 dB worse [7] than a decoder using the MAP algorithm.
Let us now augment our understanding of iterative turbo decoding by considering a specific example in the next section.
VII. TURBO DECODING EXAMPLE
In this section, we discuss an example of turbo decoding using the SOVA algorithm [9] , [19] detailed in Section VI. This example serves to illustrate the details of the SOVA algorithm and the iterative decoding of turbo codes discussed in Section IV.
We consider a simple half-rate turbo code using the RSC code. The reason for using RSC codes instead of conventional nonsystematic, nonrecursive codes is two-fold, which we attempt to make plausible at this stage. Firstly, it would be rather wasteful in terms of both transmitted signal energy and bit rate to transmit the information and the parity bits of both component encoders twice. This would namely erode the performance benefits of turbo coding. If, however, a systematic component encoder is used, it is straightforward to puncture or obliterate one of the original systematic information bits from the transmitted bitstream. Furthermore, systematic codes impose less constraints on the encoded bitstream, than their nonsystematic counterparts, since in systematic encoders the original information bits are directly copied to the encoder's output. Hence, the systematic codes exhibit a slightly better BER performance, than the nonsystematic codes, since the latter codes are overwhelmed by the plethora of channel errors and hence precipitate more errors upon attempting to correct errors, when the channel BER is high. Since turbo codes are of most interest at high-channel BERs, systematic codes are preferred.
Secondly, the importance of the recursive nature of the RSC encoder can be made plausible as follows. For a nonrecursive convolutional code the trellis path corresponding to an input sequence of containing a single emerges from and merges back into the all-zero trellis path within a finite number of trellis transitions, depending on the minimum distance of the code. For recursive codes however, the input sequence would result in a eternally cycling through the encoder's shift register stages, such that the corresponding trellis path never remerges into the all-zero path. This would result in an output sequence containing an infinite number of " "s. Since their associated output is quite different, the closest neighbor transmitted sequences of (the all-" " dataword) and above would rarely be confused with each other in the decoder in the case of recursive component codes. The path corresponding to is hence a very unlikely deviation from the all-zero path during the decoding process in the case of a recursive code, whereas it is the most likely deviation for a nonrecursive code.
Following the above brief justification for using RSC codes the generator polynomials are expressed in octal form as 7 and 5, as shown in [18, Fig. 6 ]. Two such codes are combined, as shown in [18, Fig. 7] , with a block interleaver to give a simple turbo code. The parity bits from both the component codes are punctured, so that alternate parity bits from the first and the second component encoder are transmitted. Thus the first, third, fifth, seventh, and ninth parity bits from the first component encoder are transmitted, and the second, fourth, sixth, and eighth parity bits from the second component encoder are transmitted. The first component encoder is terminated using two bits chosen to take this encoder back to the all zero state. The transmitted sequence will therefore contain nine systematic and nine parity bits. Of the systematic bits, seven will be the input bits, and two will be the bits chosen to terminate the first trellis. Of the nine parity bits, five will come from the first encoder, and four from the second encoder.
The state transition diagram for the component RSC codes is shown in Fig. 7 . As in all our diagrams in this section, a solid line denotes a transition resulting from a 1 input bit, and a dashed lines represents an input bit of 1. The figures within the boxes along the transition lines give the output bits associated with that transition-the first bit is the systematic bit, which is the same as the input bit, and the second is the parity bit.
For the sake of simplicity we assume that an all 1 input sequence is used. Thus there will be seven input bits which are 1, and the encoder trellis will remain in the state. The two bits necessary to terminate the trellis will be 1 in this case and, as can be seen from Fig. 7 , the resulting parity bits will also be 1. Thus, all 18 of the transmitted bits will be 1 for an all 1 input sequence. Assuming that BPSK modulation is used with the transmitted symbols being 1 or 1, the transmitted sequence will be a series of 18 1's. The received channel output sequence for the example-together with the input and the parity bits detailed above are shown in Table V. Notice that approximately half the parity bits from each component encoder are puncturedthis is represented by a dash in Table V . Also note that the received channel sequence values shown in Table V are the matched filter outputs, which were denoted by in previous sections. If hard decision demodulation were used then negative values would be decoded as 1's, and positive values as 1's. It can be seen that from the 18 coded bits which were transmitted, all of which were 1, three would be decoded as 1 if hard decision demodulation were used. In order to illustrate the difference between iterative turbo decoding and the decoding of convolutional codes, we initially consider how the received sequence shown in Table V would be decoded by a convolutional decoder using the Viterbi algorithm. Imagine the half-rate RSC code detailed above used as an ordinary convolutional code to encode an input sequence of seven 1's. If trellis termination was used then two Table V. 1's would be employed to terminate the trellis, and the transmitted sequence would consist of 18 1's, just as for our turbo coding example. If the received sequence was as shown in Table  V , then the Viterbi algorithm decoding this sequence would have the trellis diagram shown in Fig. 8 . The metrics shown in this figure are given by the cross correlation of the received and expected channel sequences for a given path, and the Viterbi algorithm maximizes this metric to find the ML path, which is shown by the bold line in Fig. 8 . Notice that at each state in the trellis where two paths merge, the path with the lower metric is discarded and its metric is shown crossed out in the figure. As can be seen from Fig. 8 , the Viterbi algorithm makes an incorrect decision at stage in the trellis and selects a path other than the all zero path as the survivor. This results in three of the seven bits being decoded incorrectly as 1's.
Having seen how Viterbi decoding of a RSC convolutional code would fail and produce three errors given the received sequence, we now proceed to detail the operation of an iterative turbo decoder for the same channel sequence. Consider first the operation of the first component decoder in the first iteration. The component decoder uses the SOVA algorithm to decide upon not only the most likely input bits, but also the LLRs of these bits, as described in Section VI.
The metric for the SOVA algorithm is given by (32) , which is repeated here for convenience (37) As initially we are considering the operation of the first decoder in the first iteration there is no a-priori information and hence we have for all , which corresponds to an a-priori probability of 0.5. The received sequence given in Table V was derived from the transmitted channel sequence (which has ) by adding AWGN with variance . Hence, as the fading amplitude is , from (18) we have for the channel reliability measure . Fig. 9 shows the trellis for this first component decoder in the first iteration. Due to the puncturing of the parity bits used at the encoder, the second, fourth, sixth, and eighth parity bits have been received as zeros. The a-priori and channel values shown in Fig. 9 are given as and so that the metric values, given by (37), can be calculated by simple addition and subtraction of the values shown. As we have and , these metrics are again given by the cross correlation of the expected and received channel sequences. Notice however, that because of the puncturing used the metric values shown in Fig. 9 are not the same as those in Fig. 8 . Despite this the ML path, shown by the bold line in Fig. 9 , is the same as the one that was chosen by the Viterbi algorithm shown in Fig. 8 , with three of the input bits being decoded as 1's rather than 1's.
We now discuss how, having determined the ML path, the SOVA algorithm finds the LLRs for the decoded bits. Fig. 10 is a simplified version of the trellis from Fig. 9 , which shows only the ML path and the paths that merge with this ML path and are discarded. Also shown are the metric differences, denoted by in Section VI, between the ML and the discarded paths. These metric differences, together with the previously de- fined update sequences that indicate for which of the bits the survivor and discarded paths would have given different values, are stored by the SOVA algorithm for each node at each stage in the trellis. When the ML path has been identified, the algorithm uses these stored values along the ML path to find the LLR for each decoded bit. Table I is always 1. Notice furthermore that although in the example the update sequences are all of different lengths, this is only because of the very short frame length we have used. More generally, as explained in Section VI, all the stored update sequences will be bits long, where is usually set to be five times the constraint length of the convolutional code.
We now explain how the SOVA algorithm can use the stored update sequences and metric differences along the ML path to calculate the LLRs for the decoded bits. Equation (36) shows that the decoded a-posteriori LLR for a bit is given by the minimum metric difference of merging paths along the ML path. This minimum is taken only over the metric differences for stages where the value of the bit given by the path merging with the ML path at stage is different from the value given for this bit by the ML path. Whether or not the condition is met is determined using the stored update sequences. Denoting the update sequence stored at stage along the ML path as , for each bit the SOVA algorithm examines the MSB of , the second MSB of , etc. up to the th bit (which will be the LSB) of . For our example this examination of the update sequences is limited because of our short frame length, but the same principles are used. Taking the fourth bit as an example, to determine the decoded LLR for this bit the algorithm examines the MSB of in row four of Table I , the second MSB of in row five, etc. up to the sixth MSB of in row nine. It can be seen, from the corresponding rows in Table I , that only the paths merging at stages and of the trellis give values different from the ML path for the bit . Hence, the decoded LLR from the SOVA algorithm for this bit is calculated using (36) as the value of the bit given by the ML path times the minimum of the metric differences stored at Stages 4 and 6 of the trellis (7.2 and 2), yeilding .
The remaining decoded LLR values in Table I are computed following a similar procedure. However, it is worth noting explicitly that the low value (2) of the metric difference for the merging path at Stage 6 in the trellis, which is where the incorrect path is chosen as the survivor, gives the LLR for the bits where this path and the ML path give different values. Hence, the LLRs for the three incorrectly decoded bits, i.e., and , have the lowest magnitudes of any of the decoded bits.
We now move on to describing the operation of the second component decoder in the first iteration. This decoder uses the extrinsic information from the first decoder as a-priori information to assist its operation, and therefore should be able to provide a better estimate of the encoded sequence than the first decoder was. Equation (16) from Section IV give the extrinisic information from a component decoder as the soft output from the decoder with the a-priori information (if any was available) and the received systematic channel information subtracted. This is equivalent to [18, eq. (13)]. Table II shows the extrinsic information calculated from (16) from the first decoder, which is then interleaved by a block interleaver and used as the a-priori information for the second component decoder. The second component decoder also uses the interleaved received systematic channel values, and the received parity bits from the second encoder which were not punctured (i.e., the second, fourth, sixth, and eighth bits). Fig. 11 shows the trellis for the SOVA decoding of the second decoder in the first iteration. The extrinsic information values from Table II are shown after being interleavered and divided by two as . Also shown is the channel information used by this decoder. Notice that as the trellis is not terminated for the second component encoder, paths terminating in all four possible states of the trellis are considered at the decoder. However, the metric for the state is the maximum of the four final metrics, and hence this all zero state is used as the final state of the trellis.
The ML path chosen by the second component decoder is shown by a bold line in Fig. 11 , together with the LLR values output by the decoder. These are calculated, using update sequences and minumum metric differences, in the same way as was explained for the first decoder using Fig. 10 and Table I . It can be seen that the decoder makes an incorrect decision at stage in the trellis and selects a path other than the all zero path as the survivor. However, the incorrectly chosen path gives decoded bits of 1 for only two transitions, and hence only two, rather than three, decoding errors are made. Furthermore, the difference in the metrics between the correct and the chosen path at trellis stage is only 2.2, and so the magnitude of the decoded LLRs for the two incorrectly decoded bits, and , is only 2.2. This is significantly lower than the magnitudes of the LLRs for the other bits, and indicates that the algorithm is less certain about these two bits being 1 than it is about the other bits being 1.
Having calculated the LLRs from the second component decoder, the turbo decoder has now completed one iteration. The soft output LLR values from the second component decoder shown in the bottom line of Fig. 11 could now be de-interleaved and used as the output from the turbo decoder. This de-interleaving would result in an output sequence which gave negative LLRs for all the decoded bits except and , which would be incorrectly decoded as 1's as their LLRs are both 2.2. Thus, even after only one iteration, the turbo decoder has decoded the received sequence with one less error than the convolutional decoder did. However, generally better results are achieved with more iterations, and so we now progress to describe the operation of the turbo decoder in the second iteration.
In the second, and all subsequent, iterations the first component decoder is able to use the extrinsic information from the second decoder in the previous iteration as a-priori information. Table III shows the calculation of this extrinsic information using (16) from the second decoder in the first iteration. It can be seen that it gives negative LLRs for all the bits except and , and for these two bits the LLRs are close to zero. This extrinsic information is then de-interleaved and used as the a-priori information for the first decoder in the next (second) iteration. The trellis for this decoder is shown in Fig. 12 . It can be seen that this decoder uses the same channel information as it did in the first iteration. However now, in contrast to Fig. 9 , it also has a-priori information, to assist it in finding the correct path through the trellis. The selected ML path is again shown by a bold line, and it can be seen that now the correct all zero path is chosen. The second iteration is then completed by finding the extrinsic information from the first decoder, interleaving it and using it as a-priori information for the second decoder. It can be shown that this decoder will also now select the all zero path as the ML path, and hence the output from the turbo decoder after the seond iteration will be the correct all 1 sequence. This concludes our example of the operation of an iterative turbo decoder using the SOVA algorithm, leading on to a comparison of the component decoder algorithms.
VIII. COMPARISON OF THE COMPONENT DECODER ALGORITHMS
In this article, we have described in detail the iterative structure and the component decoders used to decode turbo codes. A numerical example illustrating this decoding was given in the previous section. We now conclude by summarizing the operation of the algorithms which can be used as component decoders, highlighting the similarities and differences between these algorithms, and noting their relative complexities and performances.
The MAP algorithm is the optimal component decoder for turbo codes. It finds the probability of each bit being a 1 or 1 by calculating the probability for each transition from state to that could occur if the input bit was 1, and similarly for every transition that could occur if the input bit was 1. As these transitions are mutually exclusive, the probability of any one of them occurring is simply the sum of their individual probabilities, and hence the LLR for a bit is given by the ratio of two sums of probabilities, as in (3) .
Due to the Markov nature of the trellis and the assumption that the output from the trellis is observed in memoryless noise, the individual probabilities of the transitions in (3) can be expressed as the product of three termsand , as in (5). The terms can be calculated from the a-priori probabilities for the decoded bits, and the received channel information, as in (14) and (15) . Then the and terms can be calculated recursively as in . (11) and (13) . The MAP algorithm is optimal for the decoding of turbo codes, but is extremely complex. Furthermore, because of the multiplications used in the recursive calculation of the and terms it often suffers from numerical problems in practice. The Log-MAP algorithm is theoretically identical to the MAP algorithm, but transfers its operations to the log domain. Thus multiplications are replaced with additions, and so the numerical problems of the MAP algorithm are avoided and its complexity is dramatically reduced.
The Max-Log-MAP algorithm further reduces the complexity of the Log-MAP algorithm using the maximization approximation given in (20) . This has two effects on the operation of the algorithm compared to that of the Log-MAP algorithm. Firstly, as can be seen by examining (27) , it means that only two transitions are considered when finding the LLR for each bit -the best transition from to that would give and the best that would give . Similarly in the recursive calculations of the and terms of (24) and (25) the approximation means that only one transition, the most likely one, is considered when calculating from the terms and from the terms. This means that although should give the logarithm of the probability that the trellis reaches state along any path from the initial state , in fact it gives the logarithm of the probability of only the most likely path to state . Similarly should give the logarithm of the probability of the received sequence given only that the trellis is in state at stage . However, the maximization in (25) used in the recursive calculation of the terms means that only the most likely path from state to the end of the trellis is considered, and not all paths.
Hence, the Max-Log-MAP algorithm finds the LLR for a given bit by comparing the probability of the most likely path giving to the probability of the most likely path giving . For the next bit, , again the best path that would give and the best path that would give are compared. One of these "best paths" will always be the ML path, and so will not change from one stage to the next, whereas the other may change. In contrast the MAP and the Log-MAP algorithms consider every path in the calculation of the LLR for each bit. All that changes from one stage to the next is the division of paths into those that give and those that give . Thus the Max-Log-MAP algorithm gives a degraded performance compared to the MAP and Log-MAP algorithms.
In the SOVA algorithm the ML path is found by maximizing the metric given in (32) . The recursion used to find this metric is identical to that used to find the terms in (24) in the Max-Log-MAP algorithm. Once the ML path has been found, the hard decision for a given bit is determined by which transition the ML path took between trellis stages and . The LLR for this bit is determined by examining the paths which merge with the ML path that would have given a different hard decision for the bit . The LLR is taken to be the minimum metric difference for these merging paths which would have given a different hard decision for the bit . Using the notation associated with the Max-Log-MAP algorithm, once a path merges with the ML path, it will have the same value of as the ML path. Hence, as the metric in the SOVA is identical to the values in the Max-Log-MAP, taking the difference between the metrics of the two merging paths in the SOVA algorithm is equivalent to taking the difference between two values of in the Max-Log-MAP algorithm, as in (27) . The only difference is that in the Max-Log-MAP algorithm one path will be the ML path, and the other will be the most likely path that gives a different hard decision for . In the SOVA algorithm again one path will be the ML path, but the other may not be the most likely path that gives a different hard decision for . Instead, it will be the most likely path that gives a different hard decision for and survives to merge with the ML path. Other, more likely paths, which give a different hard decision for the bit to the ML path may have been discarded before they merge with the ML path. Thus the SOVA algorithm gives a degraded performance compared to the Max-Log-MAP algorithm. However, as pointed out in [7] by Robertson et al. the SOVA and Max-Log-MAP algorithms will always give the same hard decisions, as in both algorithms these hard decisions are determined by the ML path, which is calculated using the same metric in both algorithms.
A comparison of the complexities of the Log-MAP, the Max-Log-MAP, and the SOVA algorithms is given in [7] . The relative complexity of the algorithms depends on the constraint length of the convolutional codes used, but it is shown that the Max-Log-MAP algorithm is about twice as complex as the SOVA algorithm. The Log-MAP algorithm is slightly more complex than the Max-Log-MAP algorithm due to the look-ups required to find the correction factors . The performance of the algorithms when used in the iterative decoding of turbo codes falls in the same order as their complexities, with the best performance given by the Log-MAP algorithm, then the Max-Log-MAP algorithm, and the worst performance given by the SOVA algorithm. In the next section we study the effect of the various parameters on the codec performance. 
IX. THE EFFECT OF VARIOUS CODEC PARAMETERS
In this section we present simulation results for turbo codes using Binary Phase Shift Keying (BPSK) over Additive White Gaussian Noise (AWGN) channels. We show that there are many parameters, some of which are interlinked, which affect the performance of turbo codes. Some of these parameters are:
• The component decoding algorithm used.
• The number of decoding iterations used.
• The frame-length or latency of the input data.
• The specific design of the interleaver used.
• The generator polynomials and constraint lengths of the component codes. The standard parameters that we have used in our simulations are shown in Table IV . The turbo encoder uses two component RSCs in parallel. The RSC component codes are codes with generator polynomials and in octal representation. These generator polynomials are optimum in terms of maximizing the minimum free distance of the component codes [30] . The effects of changing these parameters are examined in Section IX-E. The standard interleaver used between the two component RSC codes is a 1000-bit random interleaver with odd-even separation [31] . The effects of changing the length of the interleaver, and its structure, are examined in Sections IX-D and IX-F. Unless otherwise stated, the results in this section are for half-rate codes, where half the parity bits generated by each of the two component RSC codes are punctured. However, for comparison, we also include some results for turbo codes where all the parity bits from both component encoders are transmitted, Fig. 13 . Turbo coding BER performance using different numbers of iterations of the MAP algorithm. other parameters as in Table IV. leading to a one-third rate code. At the decoder two component, soft-in soft-out, decoders are used in parallel in the structure shown in Fig. 1 . In most of our simulations we use the Log-MAP decoder, but the effect of using other component decoders is investigated in Section IX-C. Usually 8 iterations of the component decoders are used, but in the next section we consider the effect of the number of iterations. Fig. 13 shows the performance of a turbo decoder using the MAP algorithm versus the number of decoding iterations which were used. For comparison, the uncoded BER and the BER obtained using convolutional coding with a standard nonrecursive convolutional code, are also shown. Like the component codes in the turbo encoder, the convolutional encoder uses the optimum octal generator polynomials of 7 and 5. It can be seen that the performance of the turbo code after one iteration is roughly similar to that of the convolutional code at low SNRs, but improves more rapidly than that of the convolutional coding as the SNR is increased. As the number of iterations used by the turbo decoder increases, the turbo decoder performs significantly better. However, after eight iterations there is little improvement achieved by using further iterations. For example, it can be seen from Fig. 13 that using 16 iterations rather than eight gives an improvement of only about 0.1 dB. Similar results are obtained when using the SOVA algorithm-again there is little improvement in the BER performance of the decoder from using more than eight iterations. Hence, for complexity reasons usually only about eight iterations are used, and so, unless otherwise stated, in our future simulations we have used eight iterations. In the next section, we consider the effect of puncturing.
A. The Effect of the Number of Iterations Used
B. The Effect of Puncturing
Again, in a turbo encoder two or more component encoders are used to generate parity information from an input data sequence. We have used two RSC component encoders, and this is the arrangement most commonly used for turbo codes with rates below two-thirds. Typically, in order to give a half-rate code, Table IV. half the parity bits from each component encoder are punctured. This was the arrangement used in their original paper by Berrou et al. on turbo codes [1] . However, it is of course possible to omit the puncturing and transmit all the parity information from both component encoders, which gives a one-third rate code. The performance of such a code, compared to the corresponding half-rate code, is shown in Fig. 14 . In this figure, the encoders use the same parameters as were described above for Fig. 13 . It can be seen that transmitting all the parity information gives a gain of about 0.6 dB, in terms of , at a BER of 10 . This corresponds to a gain of about 2.4 dB in terms of channel SNR. Very similar gains are seen for turbo codes with different frame-lengths. Let us now consider the performance of the various soft-in soft-out component decoding algorithms.
C. The Effect of the Component Decoding Algorithm Used
It can also be seen from Fig. 15 that the Max Log MAP and the SOVA algorithms both give a degradation in performance compared to the MAP and Log MAP algorithms. At a BER of Other parameters as in Table IV. 10 this degradation is about 0.1 dB for the Max Log MAP algorithm, and about 0.6 dB for the SOVA algorithm. Fig. 16 compares the Log MAP, Max Log MAP and SOVA algorithms for a turbo decoder with a frame-length of only 169 b, rather than 1000 b as was used for Fig. 15 . It can be seen that although all three decoders give a worse BER performance than those shown in Fig. 15 , the differences in the performances between the decoders are very similar to those shown in Fig. 15 . Similarly, Fig. 17 compares these three decoding algorithms for a one-third rate code, and again the degradations relative to a decoder using the Log-MAP algorithm are about 0.1 dB for the Max-Log-MAP algorithm, and about 0.6 dB for the SOVA algorithm.
D. The Effect of the Frame-Length of the Code
In the original paper on turbo coding by Berrou et al. [1] , and many of the subsequent papers, impressive results have been presented for coding with very large frame lengths. Dolinar et al. All Interleavers except L = 169 block interleaver use random separated interleavers [31] . Other parameters as in Table IV. analyzed the associated theoretical performance limits as a function of the coded frame length in [32] . However, for many applications, such as speech transmission systems, the large delays inherent in using high frame-lengths are unacceptable. Therefore, an important area of turbo coding research is achieving as impressive results with short frame-lengths as have been demonstrated for long frame-length systems. Fig. 18 shows how dramatically the performance of turbo codes depends on the framelength used in the encoder. The 169-bit code would be suitable for use in a speech transmission systems at approximately 8 kb/s with a 20-ms frame-length [33] , while the 1000-bit code would be suitable for video transmission. The larger frame-length systems would be useful in data or nonreal time transmission systems. It can be seen from Fig. 18 that the performance of turbo codes is very impressive for systems with long frame lengths. However, even for a short frame-length system, using 169 b per frame, it can be seen that turbo codes give good results, comparable to or better than a constraint length convolutional code. The use of the convolutional code as a bench-marker is justified below. Fig. 15 shows a comparison between turbo decoders using the parameters described above. In this figure the "Log MAP (exact)" curve refers to a decoder which calculates the correction term in (28) of Section 5 exactly, i.e., using (38) rather than using a look-up table as described in [7] . The Log MAP curve refers to a decoder which does use a look-up table with eight values of stored, and hence introduces an approximation to the calculation of the LLRs. It can be seen that, as expected, the MAP and the Log-MAP (exact) algorithms give identical performances. Furthermore, as Robertson found [7] , the look-up procedure for the values of the correction terms introduces no degradation to the performance of the decoder.
It can be shown that a single decoding operation with the Log-MAP decoder, including using the a-priori information, is about four times as complex as decoding the same code using a standard Viterbi decoder. The curves shown in Fig. 18 , and in most of our results, were generated using two component decoders with eight iterations. Therefore, the overall complexity of a turbo decoder is approximately times that of a Viterbi decoder for one of the component convolutional codes. This means that the complexity of our turbo decoder using eight iterations of two component codes is approximately the same as the complexity of a Viterbi decoder for an ordinary convolutional code. However, this ignores the fact that, at any given iteration after the first, the component decoders re-use the same channel information they used in the first iteration. Only the a-priori information inputs to the component decoders change from one iteration to the next. Therefore, the complexity of iterations after the first one can be reduced by storing information used in the first iteration, rather than recalculating it. This allows us to reduce the complexity of the turbo decoder by about a third. In order to give a comparison between the performance of turbo codes and convolutional codes for similar complexity decoders, we will compare our turbo codes with an eight iteration decoder to a convolutional code. However, it should be noted that it is possible to reduce the complexity of the turbo decoder below that of the convolutional decoder. Fig. 18 shows the performance of such a convolutional code. A nonrecursive convolutional code using the generator polynomials and in octal notation, which maximize the free distance of the code [30] , was used. These generator polynomials provide the best performance in the AWGN channels we use in this section. A frame-length of 169 b is used, and the code is terminated. It can be seen that even for the short frame-length of 169 b, turbo codes out-perform similar complexity convolutional codes. As the frame-length is increased, the performance gain from using turbo codes, rather than high constraint length convolutional codes, increases dramatically. Fig. 19 shows how the performance of a one-third rate turbo code varies with the frame-length of the code. Again, the performance of the turbo code is better the longer the frame-length of the code, but impressive results are still obtained with a frame length of only 169 b. Again the results for a convolutional code are shown, this time using a third rate code with the optimal generator polynomials of and [30] in octal notation. Again it can be seen that the high constraint length convolutional code is out-performed by turbo codes with frame-lengths of 169 and higher.
Let us now consider the effect of using different RSC component codes.
E. The Component Codes
Both the constraint length and the generator polynomials used in the component codes of turbo codes are important parameters. Often in turbo codes the generator polynomials which lead to the largest minimum free distance for ordinary convolutional codes are used, although when the effect of interleaving is considered these generator polynomials do not necessarily lead to the best minimum free distance for turbo codes. Fig. 20 shows Fig. 19 . Effect of frame-length on BER performance of 1=3 rate turbo coding. All interleavers except L = 169 block interleaver use random interleavers.
Other parameters as in Table IV. the huge difference in performance that can result from different generator polynomials being used in the component codes. The other parameters used in these simulations were the same as detailed above in Table IV .
Most of the results given in this report were obtained using constraint length three component codes. For these codes we have used the optimum generator polynomials in terms of maximizing the minimum free distance of the component convolutional codes, i.e., 7 and 5 in octal representation. These generator polynomials were also used for constraint length three turbo coding by Hagenauer et al. in [16] and Jung in [34] . It can be seen from Fig. 20 that the order of these generator polynomials is important-the octal value 7 should be used for the feedback generator polynomial of the encoder (denoted here by ). If and are swapped round, the performance of a convolutional code (both regular and recursive systematic codes) would be unaffected, but for turbo codes this gives a significant degradation in performance.
The effect of increasing the constraint length of the component codes used in turbo codes is shown in Fig. 21 . For the constraint length four turbo code we again used the optimum minimum free distance generator polynomials for the component codes (15 and 17 in octal, 13 and 15 in decimal representations). The resulting turbo code gives an improvement of about 0.25 dB at a BER of 10 over the curve. For the constraint length 5 turbo code we used the octal generator polynomials 37 and 21 (31 and 17 in decimal), which were the polynomials used by Berrou et al. [1] in the original paper on turbo coding. We also tried using the octal generator polynomials 23 and 35 (19 and 29) , which are again the optimum minimum free distance generator polynomials for the component codes, as suggested by Hagenauer et al.in [16] . We found that these generator polynomials gave almost identical results to those used by Berrou et al.It can be seen from Fig. 21 that increasing the constraint length of the turbo code does improve its performance, with the code performing about 0.25 dB better than the code at a BER of 10 , and the code giving a further improvement of about 0.1 dB. However, Table IV. these improvements are provided at the cost of approximately doubling or quadrupling the decoding complexity. Therefore, unless otherwise stated, we have used component codes with a constraint length of 3 in our work. Let us now focus on the effects of the interleaver used within the turbo encoder and decoder.
F. The Effect of the Interleaver
It is well known that the interleaver used in turbo codes has a vital influence on the performance of the code. The interleaver design together with the generator polynomials used in the component codes, and the puncturing used at the encoder, have a dramatic affect on the free distance of the resultant turbo code. Several algorithms have been proposed, for example, in [35] and [36] , that attempt to choose good interleavers based on maximizing the minimum free distance of the code. However, this process is complex, and the resultant interleavers are not necessarily optimum. For example, in [37] random interleavers designed using the technique given in [36] are compared to a Table IV. block interleaver, and the "optimized" interleavers are found to perform worse than the block interleaver.
In [31] , a simple technique for designing good interleavers, which is referred to as "odd-even separation" is proposed. With alternate puncturing of the parity bits from each of the component codes, which is the puncturing most often used, if an interleaver is designed so that the odd and even input bits are kept separate, then it can be shown that one (and only one) parity bit associated with each information bit will be left unpunctured. This is preferable to the more general situation, where some information bits will have their parity bits from both component codes transmitted, whereas others will have neither of their parity bits transmitted.
A convenient way of achieving odd-even separation in the interleaver is to use a block interleaver with an odd number of rows and columns [31] . The benefits of using an odd number of rows and columns with a block interleaver can be seen in Fig. 22 . This shows a comparison between turbo coders using several block interleavers with frame-lengths of approximately 190 b. The block interleaver, proposed for short frame transmission systems in [37] and used by the same authors in other papers such as [34] , [38] , [39] , clearly has a somewhat lower performance than the other block interleavers, which use an odd number of rows and columns. It is also interesting to note that of the two block interleavers with an odd number of rows and columns, the interleaver which is closer to being square (i.e., the interleaver) performs better than the more rectangular interleaver. We also attempted using random interleavers of various frame-lengths. The effect of the interleaver choice for a turbo coding system with a frame-length of approximately 960 b is shown in Fig. 23 . It can be seen from this figure that, as was the case with the codes with frame-lengths around 192 b shown in Fig. 22 , the block interleaver with an odd number of rows and columns (the interleaver) performs significantly better than the interleaver with an even number of rows and columns (the interleaver). However, both of these interleavers are outperformed by the two random interleavers. Other parameters as in Table IV . Other parameters as in Table IV. In the "random separated" interleaver odd-even separation, as proposed by Barbulescu and Pietrobon [31] , is used. This interleaver performs very slightly better than the other random interleaver, which does not use odd-even separation. However, the effect of odd-even separation is much less significant for the random interleavers than it is for the block interleavers.
Similar curves are shown in Fig. 24 for turbo coding schemes with approximately 169 b per frame. It can be seen again that the scheme using block interleaving with odd-even separation (i.e., the interleaver) performs better than the the scheme using block interleaving without odd-even separation (i.e., the interleaver). However, for this short frame-length system the two random interleavers perform worse than the best block interleaver. From our results it appears that although random interleavers give the best performance for turbo codes with long frame-lengths, for short frame-length systems the best performance is given using a block interleaver with an odd number of rows and columns. Table IV. When puncturing is not used, and we have a third rate code, the benefit of using odd-even separation with block interleavers, i.e., using block interleavers with an odd number of rows and columns, disappears. This can be seen from Fig. 25 , which compares the performance of a turbo code with no puncturing using three different interleavers, all with a length of approximately 169 b. As in the case of the half-rate turbo codes using puncturing in Fig. 24 , for a small frame length, such as 169 b, the best performance is given by using a block rather than a random interleaver. However, it can be seen from Fig. 25 that, unlike for half-rate codes, for turbo codes without puncturing there is little difference between the block interleavers with and without odd-even separation, i.e., between the and interleavers.
In [40] , Herzberg suggests that a "reverse block" interleaver, i.e., a block interleaver in which the output bits are read from the block in the reverse order relative to an ordinary block interleaver, gives an improved performance over ordinary block interleavers. He also suggests that for high SNRs, and low BERs, reverse block interleavers with a small frame-length give a better performance than random interleavers with a much longer frame length. However, as can be seen from Fig. 26 , which shows the performance of ordinary and reverse block interleavers for various frame-lengths, we found very little difference between the performances of block and reverse block interleavers. One difference between our results and those in [40] is that we have used punctured half-rate turbo codes, whereas Herzberg used turbo codes without puncturing. However, we found that even with third-rate turbo codes using no puncturing, and using interleavers as Herzberg did, the performance of block and reverse block interleavers were almost identical. It appears in [40] that for turbo codes with long random interleavers, and with an ordinary block interleaver, Herzberg used the generator polynomials and , whereas for the reverse block interleaver he used the generator polynomials and . The generator polynomials and were used so that the performance of turbo codes with long random interleavers could be approximated using the Union bound and the error coefficients calculated by Benedetto and Montorosi in Table IV. [15] for these generator polynomials. However, as was seen in Fig. 20 , these generator polynomials give a significantly worse performance that the generator polynomials and we have used for most of our simulations, and Herzberg used with his reverse block interleaver. Thus it appears that the reason Herzberg found such promising results for the reverse block interleaver was not because of this interleaver's superiority, but because of the inferiority of the generator polynomials he used with random and block interleavers.
Having investigated the performance of turbo codes when used with BPSK modulation over AWGN channels, in the next section we will briefly characterize the expected performance over Rayleigh-fading channels.
X. TURBO CODING OVER RAYLEIGH CHANNELS
In the previous sections, we have discussed the performance of turbo coded BPSK over AWGN channels. In this section we have trasmitted over Rayleigh fading channels, assuming that the receiver has exact estimates of the fading amplitude and phase inflicted by the channel. This assumption is justified as several techniques, e.g., Pilot Symbol Assisted Modulation (PSAM) [4] , are available which provide practical CSI recovery with performance very close to that assuming perfect recovery. In Section X-A we consider the performance of various turbo codes over Rayleigh fading channels, which are perfectly interleaved. Then in Section X-B we characterize the effects of various Doppler frequencies. Fig. 27 shows the performance of three turbo codes with different frame-lengths over a perfectly interleaved Rayleigh fading channel using BPSK modulation. All the turbo codecs use two RSC component codes with generator polynomials and . At the decoder eight iterations of the Log-MAP decoder are used. Also shown in Fig. 27 is the performance of a constraint length convolutional code which, as explained earlier, has a decoder complexity which is Table IV. similar or slightly higher than that of the turbo decoder. It can be seen that the turbo codes with frame-lengths of or give a significant increase in performance over the convolutional code. Even the turbo code with a short frame length of 169 b outperforms the convolutional code for BERs below 10 .
A. Turbo Coded Perfomance over Perfectly Interleaved Rayleigh Channels
Comparing the performance of the and turbo codes in Fig. 27 to those in Fig. 18 for the same codes over an AWGN channel, we see that the perfectly interleaved fading of the received channel values degrades the BER performance of the code by around 2 dB at a BER of 10 , with a larger degradation for the shorter frame-length codes.
The short frame-length turbo codec in Fig. 27 uses a block interleaver. We found in Section IX-F that with a Gaussian channel for short frame-lengths a block interleaver with an odd number of rows and columns should be used. Fig. 28 shows the effect of using different interleavers, all with a framelength of approximately 169 b, on the BER performance of a turbo codec over a perfectly interleavered Rayleigh channel. It Table IV. can be seen from this figure that again for the short frame-length of 169 b the best performance is given by a block interleaver with an odd number of rows and columns. This block interleaver acheives odd-even separation [31] so that each data bit has one, and only one, of the two parity bits associated with it transmitted. The block interleaver shown in Fig. 28 does not give odd-even separation, and so even through its frame-length is almost identical to that of the block interleaver (168 rather than 169 b) it performs almost 1 dB worse than the block interleaver at a BER of 10 . The two random interleavers shown in Fig. 28 also perform worse than the block interleaver, although the random interleaver with odd-even separation does perform better than the nonseparated interleaver. Fig. 29 shows how the choice of the component decoders used at the turbo decoder affects the performance of the codec over a perfectly interleavered Rayleigh channel. It can be seen that again the Log-MAP decoder gives the best performance, followed by the Max-Log-MAP decoder with the SOVA decoder, the simplest of the three, giving the worst performance. It can also be seen that the differences in performances between the different decoders are slightly larger than they were over an AWGN channel-the Max-Log-MAP decoder performs about 0.2 dB worse than the Log-MAP decoder, and the SOVA decoder is about 0.8 dB worse than the Log-MAP decoder. Fig. 30 shows the effect of puncturing on a turbo code with frame-length over the perfectly interleaved Rayleigh channel. In Fig. 14 we saw that over the AWGN channel the third-rate code outperformed the half-rate code by about 0.6 dB in terms of . We see from Fig. 30 that again for the perfectly interleaved Rayleigh channel the difference in performance is bigger-about 1.5 dB in terms of or about 3.25 dB in terms of channel SNR. Fig. 31 shows the performance of a half-rate turbo coding system with over various Rayleigh fading channels. It can be seen that by far the best performance is given by Fig. 30 . The BER performance comparison between one-third and one-half rate of turbo codes over perfectly interleaved Rayleigh fading channels. Other turbo codec parameters as in Table IV . Fig. 31 . Performance of turbo coding over Rayleigh fading channels. Turbo codec parameters as in Table IV. the perfectly interleaved Rayleigh channel where there are no correlations between sucessive fading values. The narrowband Rayleigh channel shown has a normalized Doppler frequency of , given by assuming a carrier frequency of 1.9 GHz, a symbol rate of 360 Kbaud and a vehicular speed of 50 km/h. These values correspond to a RACE ATDMA long macro-cell type system. It can be seen that the turbo codes give a significant coding gain over the uncoded BER results even for this channel. We found that for Rayleigh fading channels with faster fading, i.e., a higher normalized Doppler frequency, the coding gain increased. Also it can be seen that interleaving the output bits from the turbo encoder before transmission over the Rayleigh fading channel improves the performance for the narrowband system by about 2.5 dB at a BER of 10 . This gain was acheived by merely interleaving over the length of the output block from the turbo encoder (2000 b). Higher interleaving gains can be acheived, at the cost of extra delay, by interleaving over longer periods. Perfect interleaving over a much longer period would give the performance shown by the uncorrelated Rayleigh curve in Fig. 31 .
B. Turbo Coded Performance over Correlated Rayleigh Channels
Also shown in Fig. 31 is the performance of our turbo codec over an Orthogonal Frequency Division Multiplexing (OFDM) system with Rayleigh fading. The effects of OFDM with turbo coding will be explored in the next section, but it can be seen that the OFDM gives a coded performance much closer to that for the perfectly interleaved Rayleigh channel. Again interleaving over the 2000 output bits from the turbo encoder improves the coded performance.
Having portrayed the performance of turbo codes using BPSK modulation over Rayleigh channels, in the next section we offer our conclusions.
XI. CONCLUSION
In this article, we have described the techniques used for the decoding of turbo codes. Although it is possible to optimally decode turbo codes in a single noniterative step [21] , [22] , for complexity reasons a nonoptimum iterative decoder is almost always preferred. Such an iterative decoder employs two component soft-in soft-out decoders, and we have described the MAP, Log-MAP, Max-Log-MAP and SOVA algorithms, which can all be used as component decoders. The MAP algorithm is optimal for this task, but it is extremely complex. The Log-MAP algorithm is a simplification of the MAP algorithm, and offers the same optimal performance with a reasonable complexity. The other two algorithms, the Max-Log-MAP and the SOVA, are both less complex again, but give a slightly degraded performance. In order to gauge the expected coding performance we also provided a range of performance results using a variety of codec parameters.
Research continues in a range of areas, attempting to improve the complexity versus performance tradeoffs. For example, while innovating in the field of block-based turbo codes, near-Shannonian performance was achieved by Hagenauer et al. using a near-unity coding rate, although at a high decoding complexity. Other efforts are in the field of incorporating turbo codes in practical speech and video systems. A range of application examples can be found in the context of interactive and broadcast video systems as well as local area networks in [4] and [5] , and in [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] . In short, an exciting era at the 50th anniversary of Shannonian information theory, witnessing the first practical systems performing close to information theoretical limits, stimulating the research community to aspire to similar performance over dispersive, fading wireless channels.
