Abstract We present a novel method for the automatic segmentation of the vertebral bodies from 2D sagittal magnetic resonance (MR) images of the spine. First, a new affinity matrix is constructed by incorporating neighboring information, which local intensity is considered to depict the image and overcome the noise effectively. Second, the Gaussian kernel function is to weight chi-square distance based on the neighboring information, which the vital spatial structure of the image is introduced to improve the accuracy of the segmentation task. Third, an adaptive local scaling parameter is utilized to facilitate the image segmentation and avoid the optimal configuration of controlling parameter manually. The encouraging results on the spinal MR images demonstrate the advantage of the proposed method over other methods in terms of both efficiency and robustness.
Introduction
Segmentation of anatomical structures and pathologies from magnetic resonance (MR) images is a fundamental problem, since the results play a crucial role in various medical evaluations, including measure tissue volumes, diagnosis, treatment planning, and surgical navigation. The segmentation of vertebral bodies in MR images is much challenging and complex due to the relatively variations in soft tissue contrast and artifacts like radio-frequency inhomogeneity.
Manual segmentation is time-consuming and varies from case to case, so automatic or semi-automatic segmentation of MR images is clinically desired. Up to now, many considerable segmentation approaches based on image gray level information have been proposed extensively, such as fuzzy clustering [1] , statistical classification [2] , active contour model (ACM) [3] [4] [5] [6] [7] , active shape model (ASM) [8] , and active appearance model (AAM) [9] methods. One of the most widely used fuzzy clustering algorithms is the fuzzy c-means (FCM) algorithm, which was first proposed by Dunn [10] and promoted as the general FCM clustering algorithm by Bezdek [11] . An image can be represented in various feature spaces, and the FCM algorithm classifies the image by grouping similar data points in the feature space into clusters. This clustering is achieved by iteratively minimizing a cost function that is dependent on the distance of the pixels to the cluster centers in the feature domain. In the segmentation based on the statistical classification, Markov random field (MRF)-based methods [12] are used to segment MR images due to their capability of coping with noise in images. The image is viewed as MRF and the observed intensity and the contextual information were combined to guide the classification under a Bayesian framework. However, due to the overlaps between object and nearby tissue in the image gray distribution, fuzzy clustering and statistical classification methods based on gray level information are susceptible to environmental noise and image inhomogeneity. ACM is another popular image segmentation technique. The basic idea of the ACM is to evolve a curve to fit the desired object boundary according to predefined cost function. ACM is sensitive to initial curve placement and easily falls into local minimum. To increase the robustness of the ACM, ASM establish a statistical model of the shape of target object by introducing a training mechanism, and the shape is constrained in a learned shape space during the iterative shape deformation procedures. One disadvantage of ASM is that limited image information extracted around the shape landmarks can be used to guide the shape deformation, but all the other information, i.e., the image information of the regions far from landmarks, cannot be modeled in ASM. To overcome this problem, a combination model of the shape and image appearance is constructed in AAM. The shape constrains and the abundant image appearance information are available synchronously for AAM.
Notably, as graph-based method [13, 14] , NCut [15] , extensively used for nature image segmentation, has been applied in MR image segmentation [16] . NCutbased approaches mainly include two steps. First, a weighted graph is constructed, where nodes of the graph correspond to image pixels, and the weight of the edge reflects the similarity between two joined nodes. A graph can be represented by an affinity matrix. Second, the image segmentation is performed by solving the eigenvectors and eigenvalues of the affinity matrix. This step follows a partitioning criterion that maximizes the total similarity within groups and minimizes the total similarity between different groups. Using NCut-based approaches, an image is usually segmented into several distinct regions rather than the target and the background, and the pixels have high similarity within each region. Through NCut, an optimal solution can be calculated elaborately by solving the eigenvectors and eigenvalues of the weight matrix.
NCut is a very flexible segmentation framework where appropriate image feature extraction methods and similarity metrics can be selected according to the specific segmentation task. J. Gamio et al. [17] applied Ncut to segment MR T1-weighted sagittal images of the spine using windowed histograms of intensity [18] as the most promising features. Due to the usage of the simple statistical characteristics of local histogram, Gamio's algorithm is not a good choice for segmenting the images with same statistical characteristics of local histogram and low-contrast objects. As a typical example, Fig. 1a , b illustrates that two windowed patches (A and B) share the same statistical characteristics of local histogram. The difference of the synthetic patch A and patch B is obvious. Meanwhile, the corresponding histograms are same as shown in Fig. 1c, d . The results demonstrate that local statistic feature of the intensity value cannot depict an image boundary exactly because of the spatial information not taken into account. In other words, the analysis of the local histograms does not allow the segmentation method to accurately separate the vertebral bodies from rest of the spine by the presence of nearby structures of similar intensity.
In the current paper, we develop a new approach to automatically segment vertebral bodies from spinal MR images. Our methodology is novel in the following ways: To build a new affinity matrix for advanced image segmentation, we first use a cutoff window around each pixel and stack the gray values inside the window into a vector, which local intensity is introduced to depict the image exactly and help to distinguish different tissues. Second, considering the contribution of the nearby pixels to the centered pixel, we adopt the Gaussian kernel function to incorporate local spatial information, thus allowing the suppression of noise and improve the accuracy of the segmentation. Third, an adaptive local scaling parameter is used to refine the segmentation rather than a fixed scaling parameter to avoid the manually tuned parameter. Finally, the built affinity is introduced into the segmentation process by using a graph-based method to achieve the complete target. Extensively experiments show that the present approach can accurately and efficiently segment the vertebral bodies from MR images containing the vertebral body lesions.
The remaining of the paper is organized as follows: "Materials and Methods" section describes the image data, the built affinity matrix, and the present method. In "Results" section, the experiments setup and the evaluation results are presented. Finally, the conclusions are given in "Conclusions" section. 
Materials and Methods

Image Data
Sagittal MR images of the spine were performed at 3.0 T with the protocol name of 8CTL L-SPINE/2, at the department of Orthopedics, Nanfang Hospital, Guangzhou, China and were collected from 2009 to 2010. The final data set comprised of 100 images (34 healthy and 66 unhealthy) of 40 patients. The patients' ages ranged from 40 to 65 years old. Patients were placed supine in the MR scanner, and T1-weighted and T2-weighted images were performed with the following parameters: pixel spacing00.5859 mm, slice thickness04 mm, image matrix size of 512 pixels×512 pixels, and slice spacing of 0.4 mm. A randomly selected 2D slice that was outlined by four independent trained radiologists with more than 20 years of clinical experience was considered the golden standard. Manual segmentations were performed using specially designed software and saved for validating the performance of the proposed method. The trained radiologist ensured that the segmented images covered the entire vertebral bodies.
Methodology
Graph-based image segmentation is an unsupervised segmentation method that casts image segmentation as a graphpartitioning problem. The given image I is represented as a weighted undirected graph G0(V, E), with the pixels as graph nodes V and the connections between every pair of nodes as graph edge E. The above graph partitioning is based on the eigenvectors and eigenvalues of a N×N matrix derived from the matrix of pairwise affinities W. N represents the number of pixels in the image, and the weight of an edge is the measurement of the dissimilarity between the two pixels connected by that edge (e.g., the difference in brightness, distance, color, motion, location, or some other local attribute). The strength of these edges is weighted with an exponential factor and usually defined as
where d(i, j) is the measure of the dissimilarity between pixels i and j and σ controls the scale of this measure. 
Various Affinity Matrixes
We briefly introduce three affinity matrixes and compare them in "Results" section. A well-known example of an affinity matrix that uses intensity information is that NJW [19] algorithm, which is defined as
where I i and I j denote the intensities of pixel i and pixel j, respectively. NJW algorithm is sensitive to noise and other imaging artifacts. J Gamio et al. [17] proposed another new affinity matrix which uses local neighborhood information.
where h i k is the number of pixels with intensity inside the range of the k-th bin of the i-th local histogram, i.e., the local histogram of the i-th pixel. This method will lead to poor segmentation because the various patches maybe share the same statistical characteristics. Next, we consider a more complex matrix based on intensity and intervening contours, and this matrix is referred to as Shi's algorithm [20] , which is shown as
where X i and I i denote pixel location and intensity; line i, j is a straight line joining pixels i and j; Edge x is the edge strength at location x; σ x , σ I , and σ C are the scale parameters; and α is the weight of the element W ij C . This approach has been found to be favor of image segmentation, but increase the parameters.
The overall quality of segmentation depends on the efficacious affinity matrix. In order to remedy the deficiency of the three approaches, we propose a novel affinity matrix that has a tendency to deliver good results in object segmentation. In NJW algorithm, only intensities information was used. However, the intensity varies significantly in certain tissues and organs because of the noise and artifacts. Moreover, the intensity of segmented object is close to the tissues growing around the object. J. Gamio et al. [17] used windowed histograms of intensity as the feature, thereby missing the spatial distribution information will result in incorrect results. One of the important characteristics of an image is that neighboring pixels are highly correlated. So we take into account the values of neighboring pixels to solve the above problem and extract a good spatial structure feature. A box of 5×5 pixels centered on each pixel is first used to extract local intensities of 25 pixels in order. Figure 2 shows the comparison between features, and the pixels p and q do not have the same intensity, as shown in Fig. 2b . Note that the difference between the histograms of p and q is very small (as shown in Fig. 2c ), unlike the intensities of the local patch centered around the image pixels p and q (as shown in Fig. 2d ).
The neighboring pixels possess similar feature values, and the probability that they belong to the same cluster is great. This spatial relationship is important in clustering. To introduce the spatial information in graph cut, a spatial function h i is defined as
where N n denotes a local square neighborhood of the pixel i, n is the number of the square neighborhood of a fixed size, and v i k is the intensity of the k-th pixel of the local square neighborhood centered around the image pixel i. We incorporate the local Fig. 6 Segmentation results by the various methods. a NJW algorithm (σ00.2, C035); b the Gamio's algorithm (σ00.45, C035); c the Shi's algorithm (σ x 0∞, σ I 00.12, σ C 00.08, α01, C065); d the present algorithm (C040). e Golden standard. Row1 and row2 show the boundaries (red line) and segmentation results of the vertebral bodies, respectively. In row3, the golden standard is displayed in the green line, and the automatic segmentation is displayed in the red line intensity and spatial information to the dissimilarity measure. The dissimilarity between a pair of pixels can be written as:
where w k is the feature weight of the k-th pixel. Weight w k depends on the Euclidean distance between the center and the neighboring pixels. The closer the distance between the position of the neighboring and center pixel, the higher the weight value and vice versa.
where p i k is the spatial coordinate of the k-th pixel of the local square neighborhood centered around the image pixel i, and the parameter l controls the decay of the exponential function and the decay of the weights as a function of the Euclidean distances. Because the window size is 5×5, l should be between 0.5 and 1. To show the effect of the size l, the weights, coded in grayscale color map, of the neighborhood are shown in Fig. 3 . The local intensities and spatial neighboring information are then combined and weighted through the Gaussian function. This affinity matrix not only considers the intensity of a single point but also the influence of neighboring pixels and the geometrical configuration in a whole neighborhood, which is incorporated to suppress the noise effectively and improve the accuracy of the segmentation. In row3, the golden standard is displayed in the green line, and the automatic segmentation is displayed in the red line
Local Scaling
The scaling parameter is used to control the similarity of two pixels. Andrew Y. Ng et al. ran their clustering algorithm repeatedly and selected σ from a number of values of σ using the criteria of least distorted clusters but the calculation cost is very expensive. The range of values to be tested should also be set manually. Rather than selecting a fixed scaling parameter σ, our approach aims to calculating a local scaling parameter σ i for each pixel i, which is similar to the one proposed by Manor and Perona [21] . They used Euclidean distance between the two points, which is sensitive to the noise. In order to avoid the influence of the noise, we use the chisquare distance between the two points to incorporate the local spatial information. The distance from i to j as "seen" by i is d i, j /σ i while the converse is d i, j /σ j .
Therefore, the affinity between a pair of points can be given as:
The neighbors of pixel i are sorted in ascending order of the distance to i. Following the ordering process, pixel K is the K-th distant neighbor from point i. We choose a fixed and predetermined value of K07, which gives good results even for various Gaussian window sizes. The adaptive local scaling is automatically computed to avoid the manually tuned parameter. The affinity should be large for pixels that should belong together and small if otherwise. With this adaptive local scaling, the present algorithm can remedy the deficiency of using a fixed scaling parameter and improve the segmentation results. Partitioning on the construction graph provides segmentation of the image regions by minimizing the cut functions, which play an important role in the process of segmentation. The common cut functions include minimum cuts [14] , normalized cuts [15] , and ratio cuts [22] . To find a balanced partition, we use the normalized cuts to segment the image and the objective function of our method is defined as
where A represents the set of all pixel nodes and I denotes the image, which is assumed to be portioned into C not necessarily disjoint sets A 1 , A 2 , … and A c . A c is the complement of A c . We use fixed choices C040 and l00.5 to obtain the segmentation of the vertebral bodies. We summarize our suggested algorithm as follows: Fig. 9 Segmentation results by the various methods. a The NJW algorithm (σ00.18, C040); b the Gamio's algorithm (σ00.35, C0 35); c the Shi's algorithm (σ x 0∞, σ I 00.12, σ C 00.12, α01, C070); d the present algorithm (C040). Row1 and row2 show the boundaries (red line) and segmentation results of the vertebral bodies, respectively. In row3, the golden standard is displayed in the green line, and the automatic segmentation is displayed in the red line 1. Compute the dissimilarity and the local scale σ i using Eqs. (9) and (12) 
6. Treat each row of Yas a point in ℜ C and cluster via k-means. 7. Assign the original point i to cluster c if and only if the corresponding row i of the matrix Y was assigned to cluster c. 8. Display the segmented vertebral bodies through the use of morphological operation.
Results
Comparison with Other Matrixes
In "Materials and Methods" section, we introduced three matrixes and constructed our novel matrix. The purpose of the experiments is to demonstrate that the algorithm using the novel matrix can improve the performance of the segmentation. All segmentations are done in a computer with an Intel Core Duo processor, 2.53 GHz, and 2 GB RAM. The original MR images are preprocessed by the anisotropic diffusion [23, 24] for the present method, the NJW, Shi's, and the Gamio's algorithms. Then, we give an example to exhibit the result after performing the anisotropic diffusion step, as shown in Fig. 4 . We divided the MR images of the patients in four categories: T1-weighted normal spine, T1 weighted with vertebral Fig. 10 Segmentation results by the various methods. a The NJW algorithm (σ00.1, C050); b the Gamio's algorithm (σ00.1, C040); c the Shi's algorithm (σ x 0∞, σ I 00.22, σ C 00.05, α01, C090); d the present algorithm (C040). Row1 and row2 show the boundaries (red line) and segmentation results of the vertebral bodies, respectively. In row3, the golden standard is displayed in the green line, and the automatic segmentation is displayed in the red line lesion and disk degeneration, T2-weighted normal spine, and T2-weighted with vertebral lesion and disk degeneration. T1-weighted scans work well for differentiating fat from water with water appearing darker and fat brighter. These scans are obtained to observe the anatomical structure of the spine. T2-weighted scans are another basic type. Like the T1-weighted scan, fat is differentiated from water-but in this case, fat shows darker and water lighter. In the case of spinal study, the cerebrospinal fluid will be lighter in T2-weighted images. These scans are acquired to examine the pathologic change of the spine. Figure 5 shows the result obtained by one of the four medical experts manually. The result is regarded as the golden standard, which is used to validate the feasibility and superiority of the algorithm. From Fig. 6 , the NJW method is most likely to lead to the phenomena of undersegmentation (results are larger than the manual labels) in the joint location (refer to the blue arrow in Fig. 6a ) which shows little contrast between vertebral bodies and the rest of the anatomical structures. Moreover, the pixel intensity in the same tissue varies sharply because of the noise and anisotropic factors, and NJW technique tends to over-segment in some vertebral bodies (refer to the red arrow in Fig. 6a) .
Subject 1 T1-weighted normal spine
The Gamio's algorithm uses the windowed histograms of intensity as the most promising features, but the histograms do not consider the spatial information. It can be seen from the Fig. 6b that the vertebral bodies are segmented in accordance with the object boundaries. However, it uses a single scaling parameter, which must be tuned for the optimal result manually. In Fig. 6c , the segmentation results of the vertebral bodies we obtain by the Shi's algorithm is not smooth due to the information of intervening contours.
The present method uses local scaling and takes into account the intensity of each pixel as well as the intensity of the neighboring pixels. This approach to the self-acting segmentation of vertebral bodies has encouraging results on the location of the intensities of the vertebral bodies, which are similar to the tissues around the vertebral bodies. Obviously, the phenomena of oversegmentation and under-segmentation can then be reduced effectively. The vertebral bodies are cleanly separated from the spine using the local spatial information, as shown in Fig. 6d . Subject 2 The patient has vertebral body lesions and disk degeneration (T1-weighted) The patients suffer from vertebral disease, such as degenerative spondylosis and spinal disk herniation. Figure 7 shows the encouraging results of the present method. In this experiment, the proposed metric allows the segmentation 
The √ denotes the method has the parameter, if not is × technique to accurately separate the degenerative vertebral bodies from the rest of the thoracic image despite its weak edge and the presence of nearby structures of similar intensity. It can be seen that the NJW algorithm, Gamio's algorithm, and Shi's algorithm cannot find the desired object boundary exactly, but the improved approach resulted in fewer pixels being misclassified.
Subject 3 T2-weighted normal
The vertebral bodies of the patient are normal in the 2D sagittal magnetic resonance images of the spine, and the vertebral bodies show high contrast with respect to the intervertebral bodies and surrounding structures. The vertebral bodies are easier to segment compared with other images. Figure 8 shows how the NJW algorithm leads to a few of the phenomena in under-segmentation (refer to the blue arrow in Fig. 8 ). The segmentation of vertebral bodies by the Gamio's algorithm is much smaller than the golden standard. The improved algorithm segments the vertebral bodies smoothly, clearly, and accurately. The segmented boundary of the present method is very close to the golden standard. We can observe from Fig. 8a-c that the NJW algorithm, the Gamio's algorithm, and the Shi's algorithm fail to segment the object, while the correct segmentation result is obtained from the present method.
Then, we consider the Fig. 9 . Here, the vertebral bodies of the patient are normal, and the pedicle of vertebral arch is scanned because of the different scanning flip angles. As we all know, the pedicle of vertebral arch is a part of the vertebral body so we should segment the pedicle of vertebral arch together with the vertebral body. The new algorithm is capable of extending further to segment the pedicle of vertebral arch (refer to the blue arrow in Fig. 9 ). The Gamio's algorithm performed well in the vertebral bodies showing high contrast with respect to the intervertebral disks and surrounding structures (as shown in Fig. 9 ). However, the performance was poor if the condition was not satisfied (as shown in Figs. 7 and 9 ). This improved algorithm can segment the vertebral bodies smoothly, clearly, and accurately. The segmented results of the improved algorithm are more similar to the golden standard than those of NJW algorithm, Shi's algorithm, and Gamio's algorithm. Subject 4 The patient has vertebral body lesions and disk degeneration (T2-weighted) One will have vertebral body lesions (refer to the red arrow in Fig. 10 ) and disk degeneration (refer to blue the arrow in Fig. 10 ) with advancing age. There is bright prospect in the vertebral bodies via the limitation of imaging methods, which increases the level of complexity in the image. Consequently, the segmented result of the NJW algorithm is very poor, as illustrated in Fig. 10 . Again, a clear improvement is shown. Although the patient has vertebral body lesions and disk degeneration, the segmentation of the present algorithm is much more accurate than the other algorithms.
Dice index [25] , misclassification error (ME) [26] , and Hausdorff distance (HD) [27] are selected to evaluate the accuracy of segmentation. The Dice, ME, and HD are, respectively, given by Fig. 13 Dice, ME, and HD similarity measures computed for all methods. Original image is shown in red, and the images added Gaussian white noise with variances 0.01 and 0.02 are shown in green and blue, respectively where F Manual and B Manual are the foreground and background of the manual algorithm, respectively, as the F Auto and B Auto are foreground and background of the automatic algorithm, and the |F Manual | denotes the number of pixels assigned to the foreground by the medical expert. Dice index measures the similarity between automatic segmentation results and the golden standard, whereas ME measures error ratio between automatic segmentation results and the golden standard. The higher the value of Dice index, the better the overall performance of the segmentation will be. Dice index equal to 1 suggests a good match between manual and automatic segmentation. The lower the ME ratio, the fewer the misclassified pixels are. HD measures the maximum distance between two contours. According to Table 1 , the segmentation results of the present approach are much more accurate than the other algorithms.
The Comparison of the Variability
The NJW algorithm and the Gamio's algorithm segment the objects base on the intensity information. So in the segmentation process, the parameter of the intensity information must be set and tuned manually. The Shi's algorithm based on intensity and intervening contours increases the scaling parameter parameters and the complexity. We incorporate the spatial information to the present segmentation algorithm by introducing the adaptive local scaling to avoid the manually tuned scaling parameter σ repeatedly. In many cases, there is no appropriate scaling parameter to obtain the good segmentation results. Comparison of the manually tuned parameters is as in Table 2 , and the parameters, which are set at the beginning of the experiments and need not tune, do not listed, such as the nbins of the Gamio's method.
Our algorithm has the least parameter than other methods, in which the parameters σ, σ I , σ x , σ C , α, and C have high impact on the segmentation quality. The parameters selected manually from a number of values, and this requires a significant calculation, which is expensive. The range of values to be tested should also be set manually. We repeat abundant number of experiment and choose the best ones for the NJW, the Gamio's, and the Shi's algorithms by experts. In our method, the Gaussian weighted local spatial information and adaptive scaling parameter σ i for each pixel i makes the set of cluster number easier to set parameter C, as shown in Figs. 6, 7, 8, 9 , and 10. Here, we can utilize the fixed parameter C(040) to obtain the high-quality segmentation results.
The execution time for the present method, the NJW, Shi's, and the Gamio's algorithms are shown as in Table 2 , and the cost times of the computation of the affinity matrix are 0.3366, 0.3571, 0.6864, and 0.7650 s, respectively. Although the proposed algorithm took more time than other methods, it is just a calculation unlike other methods due to the optimal configuration of controlling parameter manually.
Sensitivity to Noise
To study the effect of noise on the performance, a real image is added zero-mean Gaussian white noise, and the segmentation results are shown in Figs. 11 and 12 . The original image and the segmentation results are shown in row1. Rows 2 and 3 in Fig. 11 show the segmentation results on Fig. 14 The segmentations of the meningioma of four patients (window size07×7,C06). Top row the boundary of the segmented meningioma; bottom row the segmentation results of the meningioma image added zero-mean Gaussian white noise with variances 0.01 and 0.02, respectively. We show in Fig. 13 the Dice, ME, and HD similarity measures for the whole segmentation, in the four methods studied, and in order to compare, we show in Fig. 13 the Dice, ME, and HD values, scaled to a range of the various and appropriate size. In both sub-images, the ordering of the methods is: the NJW algorithm, the Gamio's algorithm, the Shi's algorithm, and the present algorithm. From Figs. 11, 12 , and 13, we can see that the proposed algorithm has higher anti-noise for the Gaussian noise.
The encouraging results with real MR images demonstrate the superior performance of the present method over other clustering methods in terms of both accuracy and robustness. The present method is a general one which can be devoted to developing segmentation of other tissues and organs. According to Fig. 14 , the edge of the meningioma is not smooth, but our algorithm can obtain the object boundary correctly. All segmentations are done in a computer with an Intel Core Duo processor, 2.53 GHz, and 2 GB RAM.
Conclusions
In this work, we present an adaptive segmentation algorithm using local spatial neighboring information and Gaussian weighted chi-square distance. In the traditional algorithms, the parameter setting requires labor-intensive and timeconsuming. We incorporate the weighted spatial structure information into the affinity matrix to allow for the affinity between two pixels to be influenced by their neighborhoods, which not only improve the accuracy of segmentation results but also overcome the noise effectively. Additionally, the scale parameters can be tuned automatically. The experimental results show that the proposed method has stronger anti-noise property and higher segmentation precision than other matrixes. The robust and accurate result of segmentation should serve image registration and the analysis of spinal deformities. It can also be used in organ location and image-guided vertebra operation, with presumed significant clinical impact.
The future work is to differentiate the normal vertebral bodies from the unmoral vertebral bodies and estimate vertebral fracture risk evaluation by using of the segmentation results. Furthermore, as a reviewer's comment, for decreasing the computational time, a localization method like the generalized Hough transform will be a interspersing choice to improve the efficiency of the algorithm and meet the realtime requirements, instead of processing the entire image and utilizing the GPU or the multi-scale graph decomposition.
