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Abstract Passive optical networks are attractive due to their
enhanced reliability, reduced electrical power consumption,
and small latency. This paper determines the feasibility
of WDM (Wavelength Division Multiplexing) passive net-
works with low wavelength count for small environments
such as buildings/homes from the viewpoint of the physical
network configuration. After describing the general charac-
teristics of WDM passive networks in the bus, star, and ring
configurations, we elucidate the optical path losses to find
design solutions when the three physical configurations are
used to create small networks. It is concluded that the star
configuration is the most feasible approach. The bus and ring
are also feasible only for small areas and low wavelength
counts.
Keywords Optical communication · WDM · Physical
network configuration
1 Introduction
Fiber optic technologies have dramatically advanced since
the actual commercial deployment of fiber optic systems
A part of this paper was presented at the 33rd International
Conference on Telecommunications and Signal Processing (TSP2010)
held in 17–20 August 2010 in Baden near Vienna, Austria.
K. Oguchi () · T. Sakai · D. Hanawa
Information Networking Laboratory, Graduate School of Science
and Technology, Seikei University, 3-3-1 Kichijoji-Kitamachi,






in the early 80’s. Core networks are transmitting, on a sin-
gle fiber, several tens of wavelengths, each carrying a 10
or 40 Gb/s channel. Total capacity is reaching the Ter-
abit/second region. In access networks, the fiber-to-the-
home (FTTH) system has spread rapidly in several coun-
tries. In Japan, more than 17 million users are already en-
joying bandwidth-rich environments through FTTH [1]. Its
major service is the Triple Play of broadband video (IP-TV),
voice over Internet protocol (VoIP), and broadband Internet.
Optical technologies have also penetrated into small areas:
Local area networks (LANs) have been enhanced with the
enhancement of Ethernet in terms of its bit rate and distance.
They use optical modules such as SFP (Small Form factor
Pluggable) modules in the short or long wavelength region
for linking routers/bridges. Some home appliances (HA) use
an optical digital link [2] for connecting AV terminals to the
display for better QoS (Quality of Service) or longer dis-
tance.
Among the networks described above, regardless of size,
passive optical technology is used only in the FTTH appli-
cation. It is also called the PON (Passive Optical Network).1
It has a star configuration that sets a fiber splitter, or an op-
tical power splitter, between the OLT (Optical Line Termi-
nal) in the telephone office and the ONUs (Optical Network
Unit) in home premises for reducing total cable length, or
cable cost. The passive optical network has also been exam-
ined recently due to its good ability to reduce power con-
sumption, or CO2 emission. However, it has the technical
issue of how to configure the physical network, especially
for point-to-multipoint (PtoM) or multipoint-to-multipoint
(MtoM) connections.
1Please refer to papers appeared in PON or FTTH sessions in OFCN-
FOEC, ECOC, OECC conferences.
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Fig. 1 Network configurations considered: Bus, Star and Ring. CN
denotes center node and RNi ith-remote node
The purpose of this paper is to identify the most feasi-
ble physical configuration for WDM (Wavelength Division
Multiplexing) passive networks when implemented in small
areas such as buildings/homes. The configurations consid-
ered here are the bus, star, and ring.
Section 2 depicts the physical configurations considered
and describes the general characteristics of WDM passive
networks. Section 3 elucidates the optical path losses to find
design solutions for the three physical configurations. Sec-
tion 4 gives the conclusion and future work.
This paper is a modified version of the paper presented
by the authors at the 33rd International Conference on
Telecommunications and Signal Processing (TSP2010) [3].
2 Network configuration and features
2.1 Network configuration
Figure 1 depicts the high level functional blocks of the gen-
eral three WDM configurations: (a) bus, (b) star, and (c)
ring. We assume that the center node (CN) and multiple re-
mote nodes (RNs) are linked by 2 fibers. Each fiber is used
on unidirectional WDM transmission basis. Bidirectional
transmission lies outside the scope of this paper. WDM de-
vices are set in each RN for bus and ring, and between CN
and RNs for star. The CN transmits multiple wavelengths
(e.g. n wavelengths from λ1 to λn) downstream for bus
and star, and both directions for ring. At each RN, ded-
icated wavelength(s) is (are) dropped and then optical-to-
electrical (O/E) conversion is performed. The same wave-
length(s) is (are) added after electrical-to-optical (E/O) con-
version. Wavelengths other than the dedicated one(s) are
passed through the RN for bus and ring.
2.2 Characteristics of each configuration
Generally speaking, passive networks offer higher network
reliability and lower power consumption. The former is due
to the use of passive optical devices rather than active ones.
The latter is due to the absence of active devices such as
EO/OE converters, which consume electrical power in be-
tween the nodes.
Each configuration has several additional features as fol-
lows:
The bus is the simplest configuration as shown in Fig. 1(a)
since several RNs are connected to each other in a cascaded
manner. A WDM device at each RN simply drops a ded-
icated wavelength and passes the remaining wavelengths.
The nearest RN to the CN may have highest priority in
terms of traffic management because its propagation time,
between the CN and RN, is the shortest. The bus needs to
have a mechanism that ensures network reliability. If some
failure happens at any RN or link between nodes, the down
stream side of the RN becomes isolated.
The star is the most popular passive optical network to-
day and is used in the PON, or FTTH. A WDM device sim-
ply routes each dedicated wavelength to the corresponding
output port. An AWG (Arrayed Waveguide Grating) is the
best device to implement this function. The star can broad-
cast optical signals to multiple RNs simultaneously. If some
failure happens at the WDM device or link between CN and
the device, all RNs become isolated. If some failure happens
on a link between the WDM device and a RN, only the cor-
responding RN becomes isolated.
The ring has a somewhat complicated mechanism as it
has two rings that transmit in reverse direction. A WDM
device at each RN simply drops a dedicated wavelength and
passes the remaining wavelengths. This configuration is the
most reliable. If some failure happens at any remote node or
link between nodes, optical loop-back is performed which
creates a protection ring at the cost of higher optical power
consumption.
The deployment feasibility of each physical configura-
tion relies strongly on the optical power budget of the net-
work. The next section uses simplified network models to
evaluate the optical path losses between the transmitter and
receiver in order to clarify the application area of each net-
work configuration.
3 Path loss evaluations
Given an optical power budget, network design is straight-
forward if the attributes of the optical entities in the network
are mature. Since WDM systems for small area applications
are still immature, design has to be performed with several
estimated parameters.
WDM passive network design for small wavelength-count in local area/home applications 1519
This section evaluates total path losses in terms of the op-
tical power for the furthest link connection using estimated
optical attributes for the bus, star, and ring configurations.
3.1 Furthest link in each configuration
In order to simulate the network, actual wiring routes are
considered using a housing model [4] that consists of mul-
tiple stacked boxes, each with size of a × b × c as shown
in Fig. 2. Each building/house accommodates a NGW (Net-
work Gateway) that connects to the optical outlet located
on the wall of each room. Each terminal/home appliance is
connected to the NGW through its nearest optical outlet, so
each room has several optical outlets. It is also assumed that
each room has a WDM device in the ceiling (left corner) if
needed. Moreover, the ring type is structured as one ring per
floor.
Previous evaluations [5, 6] indicate that the longest length
for a typical Japanese house is less than 30 m, and for most
buildings less than 100 m. For campus buildings the longest
may not exceed 300 m, e.g. a = 60 m, b = 15 m, c = 4 m.
Therefore, the path loss evaluations in the next subsection
use the fiber lengths of the following 3 options as; (i) ≤30 m,
(ii) ≤100 m, and (iii) ≤300 m considering local area/home
applications.
Fig. 2 Room model consists of a box with a×b×c. House or building
model consists of multiple stacked boxes. Here shows an example of 3
floors each with 2 × 2 rooms where four optical outlets locate at each
corner
3.2 Estimation of total path losses
Path loss is here defined as the difference between the output
at the CS and the input at the RN; it is the summation of the
losses of all intervening optical entities [7]. Therefore, the
loss (Lpath) is given as:
Lpath = Lfib + Lben + Lwdm + Lcon + Msys (1)
where Lfib: loss of fiber (product of per km loss and fiber
length, lenf ); Lben: fiber bending loss for installation in
e.g. duct in building/home walls; Lwdm: loss of WDM de-
vice that is further categorized into Lmux for mux/demux
loss, Lad for adding/dropping port loss in an ADM, Lthr for
through port loss, Llop for loop-back loss in operation for
protection; Lcon: connection loss for connector/splice; and
Msys: system margin.
Table 1 summarizes several parameters for the bus con-
figuration. Some parameters are common for all configu-
rations. These values are provided by considering those of
commercially available products, or estimation from recent
research activities in this area:
– Number of wavelengths used (λ): 4 or 8,
– Fiber length (lenf ): less than 30, less than 100 or less than
300 m,
– Fiber loss (Lfib): 1.0, 5.0, 10.0 or 50.0 dB/km consider-
ing both standard MM (Multi-Mode) -GOF (Glass Op-
tical Fiber) and POF (Polymer Optical Fiber) in shorter
wavelength region (e.g. 800 nm region CWDM [8]),
– Total bending loss (Lben): 2.0 dB,
– Loss of WDM device for adding or dropping (Lad): 1.0,
2.0 or 3.0 dB for 4 λs, and 2.0, 4.0 or 6.0 dB for 8 λs,
– Loss of WDM for through port (Lthr): 2.0, 4.0 or 6.0 dB
for 4 λs, and 3.0, 5.0 or 7.0 dB for 8 λs, and,
– Connection loss (Lcon): 0.5 dB per connector or splice
with 10 pieces for <30 m, 14 for <100 m and 18 for
<300 m for 4 λs, and 18, 22 or 26 for 8 λs, and
– System margin (Msys): 2.0 dB.
Table 1 Several parameters for the bus configuration
Wavelength count Items Note
4 8
lenf [m] ≤30 ≤100 ≤300 ≤30 ≤100 ≤300
Lfib [dB] {1.0/5.0/10.0/50.0} × lenf {1.0/5.0/10.0/50.0} × lenf dB/km (MM-GOF, POF considered)
Lben [dB] 2.0 2.0 total loss
Lad [dB] {1.0/2.0/3.0} {2.0/4.0/6.0} add/drop loss
Lthr [dB] {2.0/4.0/6.0} {3.0/5.0/7.0} through path loss
Lcon [dB] 0.5 × 10 0.5 × 14 0.5 × 18 0.5 × 18 0.5 × 22 0.5 × 26 0.5 dB/connector or splice
Msys [dB] 2.0 2.0
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Table 2 Several parameters for the star configuration
Wavelength count Items Note
4 8
lenf [m] ≤30 ≤100 ≤300 ≤30 ≤100 ≤300
Lfib [dB] {1.0/5.0/10.0/50.0} × lenf {1.0/5.0/10.0/50.0} × lenf dB/km (MM-GOF, POF considered)
Lben [dB] 2.0 2.0 total loss
Lmux [dB] {2.0/4.0/6.0} {3.0/5.0/7.0} includes mux and demux
Lcon [dB] 0.5 × 4 0.5 × 8 0.5 × 16 0.5 × 4 0.5 × 8 0.5 × 16 0.5 dB/connector or splice
Msys [dB] 2.0 2.0
Table 3 Several parameters for the ring configuration
Wavelength count Items Note
4 8
lenf [m] ≤30 ≤100 ≤300 ≤30 ≤100 ≤300
Lfib [dB] {1.0/5.0/10.0/50.0} × lenf {1.0/5.0/10.0/50.0} × lenf dB/km (MM-GOF, POF considered)
Lben [dB] 2.0 2.0 total loss
Lad [dB] {1.0/2.0/3.0} {2.0/4.0/6.0} add/drop loss
Lthr [dB] {2.0/4.0/6.0} {3.0/5.0/7.0} through path loss
Llop [dB] 1.0 1.0 loop-back loss
Lcon [dB] 0.5 × 10 0.5 × 14 0.5 × 18 0.5 × 18 0.5 × 22 0.5 × 26 0.5 dB/connector or splice
Msys [dB] 2.0 2.0
Table 2 summarizes several parameters for the star con-
figuration. They are almost the same as Table 1, but:
– Loss of the WDM device is that just for a simple
mux/demux, and
– It has fewer connections than the bus.
Table 3 summarizes parameters for the ring configura-
tion. They are almost the same as Tables 1 and 2, but:
– Loss of loop-back connection for network restoration is
added, and
– Other values are similar to those for the bus in Table 1
as the network configuration is similar except the end of
network is routed back to the CN.
3.3 Estimation results
Figure 3 depicts the optical path loss for the bus with 4 λs
calculated using the parameters in Table 1. As shown in the
figure, WDM device loss dominates the path loss because
the path includes several WDM devices e.g. 3 devices for
a 4 λs’ bus as illustrated in the figure. If Lthr is 6.0 dB,
the path loss could not illustrated in this figure as it has
more than 30 dB. Given the path loss of less than 20 dB,
the fiber loss of <10.0 dB/km is required with the WDM
device losses of 2.0 (Lthr) and 1.0 (Lad) dB, respectively,
for lengths under 100 m. For longer lenf, or higher fiber loss
value, the bus could be difficult to realize as it uses so many
connectors. Realizing a bus with 8 λs could also be difficult
as it has so many WDM devices.
Given the path loss of about 30 dB, indicated for Gb/s
application [9], the combination of fiber length and fiber
loss could be extended. For configuring the bus, however,
the fiber loss of 50 dB/km still presents some limit at longer
lengths e.g. >100 m.
Figure 4 depicts the optical path loss for the star with 4 λs
calculated using the parameters in Table 2. As shown in the
figure, fiber loss dominates the path loss because the path in-
cludes only a pair of WDM mux and demux. Given the path
loss of less than 20 dB, the fiber loss of <50.0 dB/km is
enough for any WDM mux/demux losses when lenf is less
than 100 m. This means that the current POF technology
may apply for this configuration. For longer lenf, smaller
Lmux and the fiber loss of <10.0 dB/km are needed. Al-
though the optical path loss for the star with 8 λs is not de-
picted, the result is similar to that for 4 λs.
Though optical path losses for the ring with 4 or 8 λs
are not depicted, the results are similar to those for the 4 or
8 λs bus. One difference in terms of loss is the additional
loss, 1.0 dB, imposed by the optical loop-back operation,
see Table 3.
Figure 5 depicts the impact of the number of wave-
lengths/ RNs on optical path loss for (a) bus and (b) star
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Fig. 3 Optical path losses for
4-wavelengths bus configuration
Fig. 4 Optical path losses for
4-wavelengths star configuration
Fig. 5 Optical path losses vs.
the number of wavelengths/RNs
for the bus and star
configurations
configurations calculated using the parameters listed in Ta-
bles 1 and 2. Length of fiber, lenf is set 100 m with loss val-
ues of 50.0 or 1.0 dB/km. WDM device losses are 3.0/5.0 dB
for the through port and 2.0 dB for the add/drop port in the
bus; and 3.0/5.0/7.0 dB for the mux/demux loss for the star.
The number of connectors in the bus depends on the number
of the RNs connected. For example, if three RNs are con-
nected, a total of seven connectors are needed, which cor-
responds to 3.5 dB loss. As shown in the figure, the loss in-
creases dramatically with the number of RNs in (a). As men-
tioned before, the bus sets several WDM devices between
the CS and furthest RN yielding much higher path loss. On
the other hand, the star has almost constant path loss regard-
less of the number of RNs as it has just one WDM device
between the CS and any RN. Ring application in Fig. 5 is
not shown, but it has almost the same performance as the
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Fig. 6 Optical path losses vs
(a) loss of WDM and (b)
connection loss
bus except that the ring has an additional loss component
due to loop back operation.
The simple estimation depicted in Fig. 5(a) clarifies that
the bus has rather a limited applicable area in terms of sev-
eral optical parameters. A further elucidation of WDM de-
vice loss and connection loss, dominant items in terms of
path loss, is given below.
Figure 6 depicts the impact of (a) the loss of WDM de-
vices and (b) connection loss on optical path loss for the
bus configuration. As for the ring, the path loss is almost
the same as that for bus as already described. Wavelength
counts are 4 and 8. Length of fiber, lenf is set to 100 m
with loss values of 50.0 or 1.0 dB/km. Adding/dropping port
loss (Lad) is set to just half that for through port (Lthr). In
Fig. 6(a), connection loss (Lcon) is set 0. In Fig. 6(b), Lthr
is set 2.0/4.0 dB for 4 λs and 1.0/2.0 dB for 8 λs. As seen in
Fig. 6(a), lower WDM loss value is needed for the length of
100 m i.e. around 4 dB or less for 4 λs and 2 dB or less for 8
λs even with no connection loss given the path loss of 20 dB.
Even with the WDM loss value (Lthr) of 2.0/4.0 dB for 4 λs
and 1.0/2.0 dB for 8 λs, lower connection loss is also needed
as depicted in Fig. 6(b) i.e. 10 dB or less for 2.0 dB for 4 λs
and 1.0 for 8 λs with fiber loss of 1.0 dB/km given the path
loss of 20 dB. Connection loss of 10 dB corresponds to 20
connectors/splices if each has 0.5 dB loss, so that the sys-
tem can be easily configured even when several short pieces
of fiber are connected or several devices are present in the
system. However, for the fiber loss of 50 dB/km or larger
WDM loss (Lthr), only smaller connection values might be
acceptable, i.e. a couple of dB. This means that precise con-
figuration design in terms of the number of connection and
WDM devices will be needed for the system.
Even though an actual optical network design will de-
mand more precise evaluations using the latest device val-
ues, the above results clarify that the star is feasible in all
cases examined here, and that the bus and ring are also fea-
sible when the WDM optical devices (e.g. WDM Add/Drop
Multiplexer) have low loss or the network is relatively small.
It is also clarified that if the number of connections i.e. opti-
cal connectors or fiber splices, is reduced, network size can
be enhanced.
4 Conclusion and future work
Passive optical networks are attractive due their good reli-
ability, high electrical power efficiency, and small latency.
This paper determined the feasibility of WDM (Wavelength
Division Multiplexing) passive networks with low wave-
length counts for small areas such as buildings/homes from
the viewpoint of physical network configuration. After de-
scribing the general characteristics of WDM passive net-
works in the bus, star, and ring configurations, we elucidated
the optical path losses to find design solutions when WDM
devices are used in small networks based on the three physi-
cal configurations. It is concluded that the star configuration
is most feasible, while the bus and ring are feasible only for
small areas and low wavelength counts.
Following the network design described in this paper, the
authors are prototyping passive WDM networks: the star
with POF and the ring with the reconfigurable optical add-
drop multiplexer (ROADM) node that uses dielectric thin
film filters (TFs) for low wavelength count (≤8) applica-
tions.
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