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a b s t r a c t
Complete infinite order approximate symmetry and approximate homotopy symme-
try classifications of the Cahn–Hilliard equation are performed and the reductions are
constructed by an optimal system of one-dimensional subalgebras. Zero order similarity
reduced equations are nonlinear ordinary differential equations while higher order sim-
ilarity solutions can be obtained by solving linear variable coefficient ordinary differen-
tial equations. The relationship between two methods for different order are studied and
the results show that the approximate homotopy symmetry method is more effective to
control the convergence of series solutions than the approximate symmetry one.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Lie group theory provides remarkable techniques in effectively studying nonlinear problems such as mapping known
solutions to new solutions, reducing the order of ordinary differential equation and the number of variables in partial
differential equations (PDEs), constructing similarity solutions and mapping a given PDE to a more tractable PDE
(e.g. linearization of nonlinear PDE), etc. [1–4]. Hence, local and nonlocal symmetries, such as nonclassical symmetry,
Lie–Bäcklund symmetry, potential symmetry and so on [5–7], are developed in order to achieve these goals.
Another vital aspect is that, among the PDEs in applications, many of them depend on a small parameter, so it is very
important to search for approximate solutions. The general methods for tackling such equations are the numerical method
and the perturbation analysis method. Meanwhile, some non-perturbative approaches, e.g., the artificial small parameter
method [8] and the Adomian’s decomposition method [9], etc., are proposed to study the equations which don’t involve
small parameters. Especially, Liao [10,11] introduced the homotopy analysis method to get series solutions of various types
of nonlinear problem (see [12–14] and references therein). In thismethod, the solution is considered as the sumof an infinite
series of homotopy parameters, which converges rapidly to accurate solutions of the governing equations through adjusting
the convergence-control parameter.
In a further development, the approximate symmetry method (ASM) is introduced which is a magnificent combination
of Lie group theory and perturbation theory. Consequently, two reasonably well-known approaches originated from Baikov
et al. [15] and Fushchich and Shtelen [16], which employ standard perturbation techniques about the symmetry operator
and dependent variables to obtain approximate symmetry respectively. In [17,18], these two methods are applied to the
potential Burgers equation, non-Newtonian creeping flow equations and advection–diffusion equations, and it is shown
that the second method is superior to the first one.
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Recently, Jiao et al. [19] propose the approximate homotopy symmetry method (AHSM), which is an integration of the
homotopy concept, perturbation analysis and the symmetry method, to study nonlinear problems and successfully apply it
to the sixth-order ill-posed Boussinesq equation. However, they present no theoretical comparison of ASM and AHSM nor
do they consider certain important examples in which the system of equations contain unknown shape functions.
It is the intention below to make a comparison between ASM and AHSM which will be exemplified primarily with one
of the simplest models to characterize the process in the context of the continuum theory of phase transitions, i.e., the
Cahn–Hilliard equation [20,21]
ut = −[Q (u)+ϵ 2uxx]xx, (1)
with homogeneous boundary conditions for ux and uxxx at x = ±1. The nonlinearity Q (u) is the derivative of a double-
well potential with wells of equal depth. In Eq. (1),ϵ ≪ 1 measures the thickness of an interface separating the two
preferred states of the system, and the term−ϵ 2uxxxx represents a gradient energy regularization of the ill-posed problem
ut = −[Q (u)]xx.
For formal brevity of Eq. (1), we focus on the comparison of ASM and AHSM to the Cahn–Hilliard equation in the form
ut = −[F(u)ux]x − ϵuxxxx, (2)
where F(u) = Q ′(u), ϵ =ϵ 2.
The purpose of this paper aims at two aspects:
1. Performing complete infinite order symmetry classification of Eq. (2) by ASM and AHSM and constructing similarity
reductions by an optimal system of one-dimensional subalgebras.
2. Obtaining the connections between ASM and AHSM for first order and higher order cases respectively. We show that the
coupled system with first order precision and the reduced equations for higher order cases derived by the two methods
are equivalent under two scaling transformations respectively.
The outline of the paper is organized as follows. In Section 2, two basic definitions of ASM and AHSM are reviewed
and complete infinite order approximate symmetry and approximate homotopy symmetry classifications of Eq. (2) are
obtained. The relationship between the first order coupled system by two methods is established. Section 3 is devoted to
construct reductions by an optimal system of one-dimensional subalgebras of approximate homotopy Lie algebra. Section 4
concentrates on the comparison between ASM and AHSM for the higher order case and two numerical comparisons of
approximate solutions are performed. The last section concerns the conclusion and discussion of the results.
2. Classification by ASM and AHSM
In this section, we first briefly review two basic definitions of ASM and AHSM, and then perform complete infinite order
approximate symmetry classification for Eq. (2) and build the relationship for first order case.
2.1. Two basic definitions
We take the following nonlinear PDE
E(u) = E0(u)+ ϵE1(u) = 0 (3)
for example to recall two concerning definitions, where E, E0, E1 are differential operators, ϵ is a perturbed parameter,
u = u(x, t) is an undetermined function, and x, t are independent variables.
Firstly, we consider approximate symmetry of Eq. (3) by themethod due to Fushchich and Shtelen. This method employs
a perturbation of a dependent variable and then the approximate symmetry of the original equation is defined to the exact
symmetry of the system corresponding to each order in the small parameter.
Specifically, expanding the dependent variable with respect to the small parameter ϵ yields
u =
∞
k=0
ϵkuk, 0 < ϵ ≪ 1, (4)
then inserting it into Eq. (3) and separating at each order of ϵ, one obtains a coupled system
O(ϵ i) : ∂
i
∂ϵ i
E

i
k=0
ϵkuk

|ϵ=0
= 0, i = 0, 1, 2, . . . . (5)
Definition 1 (Approximate Symmetry [16]). The kth order approximate symmetry of Eq. (3) is defined to the exact symmetry
of the system of the first k+ 1 equations in Eq. (5).
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Next, for the approximate homotopy symmetry of Eq. (3), we consider the following homotopy model
H(u, q) = 0, (6)
where q ∈ [0, 1] is an embedding homotopy parameter. The above homotopy model has the property
H(u, 0) = H0(u), H(u, 1) = E(u),
where H0(u) = 0 is a differential equation of which the solutions can be easily obtained.
Assuming Eq. (3) has the homotopy series solutions in the form
u =
∞
k=0
qkuk, (7)
where uk solve
O(q0) : H0(u0) = 0,
O(qi) : H ′0(u0)ui + Fi(u0, u1, . . . , uk−1) = 0, i = 1, 2, . . . , (8)
in which H ′0(u0) is defined as
H ′0(u0)f =
∂
∂α
H0(u0 + αf )|α=0
with arbitrary function f (x, t) and all Fi satisfying
Fi = 1i!
∂ i
∂qi
E

k≠i
ukqk

|q=0
, i = 1, 2, . . . .
Definition 2 (Approximate Homotopy Symmetry [19]). The kth order approximate homotopy symmetry of Eq. (3) is an exact
symmetry of the system of the first k+ 1 equations in Eq. (8).
The homotopy model (6) can be freely chosen. For simplicity later, the following simple homotopy model is exclusively
taken
H(u, q) = (1− q)E0(u)+ q(1− θ)E(u) = 0, (9)
where q is defined as in Eq. (6) and θ (≠1) denotes the convergence-control parameter throughout the paper. We use 1− θ
instead of θ in Eq. (9) in order to simplify the expressions of similarity reductions in Section 3.
Though both methods impose the perturbation technique on the dependent variable and generate the same zero order
equations (see Theorem 1), the differences between the two ways to construct series solutions still exist. For ASM, after
obtaining uk, expression (4) is a series solution of Eq. (3) directly. Nevertheless, for AHSM, onemust set homotopy parameter
q = 1 to construct solution of Eq. (3) whose convergence can be controlled by the convergence-control parameter (see
Section 4.2).
2.2. Classification by ASM
In the sense of Definition 1, we perform complete approximate symmetry classification for Eq. (2). Expanding the
dependent variable uwith respect to ϵ as (4), then one can expand F(u) in a series in ϵ
F(u) = F
 ∞
k=0
ϵkuk

=
∞
k=0
ϵk
k!

∂kF(u)
∂ϵk

ϵ=0

.
Substituting the expansions into Eq. (2) and separating at each order of perturbation parameter, one has
uk,t +

k
i=0
F (j)(u0)
j0!j1! . . . ji!u
j0
l0
uj1l1 . . . u
ji
li
uk−i,x

x
+ uk−1,xxxx = 0, (10)
where, hereinafter, u−1 = 0, uk,t = ∂uk/∂t, ujili = (uli)ji , j0 + j1 + · · · + ji = j, l0j0 + l1j1 + · · · + liji = i, 0 ≤ j ≤ i
and l0, l1, . . . , li are not equal to zero and mutual inequivalent. li, ji, j, k (i, j, k = 0, 1, 2, . . .) are nonnegative integers and
satisfy the above relations. The kth order approximate symmetries of Eq. (2) correspond to the exact symmetries of the first
k+ 1 equations in Eq. (10).
To simplify our calculations, we use the following equivalence transformation of Eq. (10). In particular, by simple
calculations, we have Proposition 1.
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Table 1
Infinite order approximate symmetry classification of Eq. (2).
F(u) Approximate symmetry operators
Arbitrary X1 = − 12 x∂x−t∂t+
∞
i=0 iui∂ui , X2 = ∂x, X3 = ∂t
eλu X1, X2, X3, X4 = − 12λx∂x − 2λt∂t + ∂u0
uλ X1, X2, X3, X5 = − 12λx∂x − 2λt∂t +
∞
i=0 ui∂ui
Proposition 1. Any transformation of the form
x = c1x+ c2, t = (c1)4t + c3, uk = c4uk + ck+5, F (j)(u0) = (c4)j(c1)−2F (j)(u0), (11)
where j, k = 0, 1, 2, . . . and c1c4 ≠ 0, is an equivalence transformation of Eq. (10), i.e., transformation (11)maps Eq. (10) into
uk,t +

k
i=0
F (j)(u0)
j0!j1! . . . ji!uj0l0uj1l1 . . .ujiliuk−i,x

x +
uk−1,xxxx = 0. (12)
Now, we consider a one-parameter Lie symmetry group of local transformations with an infinitesimal operator of the
form
X = ξ(x, t, u0, u1 . . .)∂x + τ(x, t, u0, u1 . . .)∂t +
∞
i=0
ηi(x, t, u0, u1 . . .)∂ui , (13)
which leaves Eq. (10) invariant. The classical infinitesimal Lie invariance criterion for the first k + 1 equations of Eq. (10)
with respect to the operator (13) read as
prX (4)

uk,t +

k
i=0
F (j)(u0)
j0!j1! . . . ji!u
j0
l0
uj1l1 . . . u
ji
li
uk−i,x

x
+ uk−1,xxxx

= 0, k = 0, 1, . . . , (14)
for any ui (i = 0, 1, 2, . . . , k) solve the first k + 1 equations of Eq. (10). The symbol prX (4) is the usual fourth-order
prolongation [1,2] of operator (13). Substituting the coefficients of prX (4) into Eq. (14) and splitting it with respect to the
different order derivatives of ui, one obtains a system of linear over-determining equations for the unknown functions ξ, τ
and ηi. The system is difficult to solve by hand, thus, the differential characteristic set method [22,23] is used.
Until now, there is no general method to obtain an infinite order approximate symmetry classification of perturbed PDEs.
Thus, we first restrict our computations to a finite number of equations in Eq. (14) and adopt the method of mathematical
induction. That is to say, inducing from the first, second and third-order approximate symmetry classifications and enlarging
the domain of k by degrees and repeating similar procedures several times, we discover the formal coherence of ξ, τ and ηi
for the infinite order approximate symmetry of Eq. (2). The approximate symmetry operators admitted by Eq. (2) are listed
in Table 1.
Remarks 1. In Table 1, operatorsX1, X2, X3 span the approximate principal Lie algebra of Eq. (2). X4 andX5 are the extensions
of the principle Lie algebra for the two specific F(u) respectively. The symmetry approach allows us to single out two simple
equations (F(u) = eλu and F(u) = uλ) having new symmetry properties from Eq. (2). The most extensive symmetry group
X1, . . . , X4 (or X5) can generate new reduced equations and more affluent similarity solutions than is the case for arbitrary
F(u).
2.3. Classification by AHSM
Here, we turn to the simple homotopy model (9) to obtain a complete approximate homotopy symmetry classification
of Eq. (2).
For the approximate homotopy symmetry of Eq. (2), the homotopy model (9) simplifies to
H(u, q) = (1− θq)[ut + [F(u)ux]x] + qϵ(1− θ)uxxxx = 0. (15)
The above homotopy model has the property
H(u, 0) = ut + [F(u)ux]x, H(u, 1) = ut + [F(u)ux]x + ϵuxxxx.
Expanding the dependent variable with respect to homotopy parameter q as (7), then one can expand F(u) in a series
in q
F(u) = F
 ∞
k=0
qkuk

=
∞
k=0
qk
k!

∂kF(u)
∂qk

q=0

. (16)
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Table 2
Infinite order approximate homotopy symmetry classification of Eq. (2).
F(u) Approximate homotopy symmetry operators
Arbitrary Y1 = − 12 x∂x− t∂t +
∞
i=1

iui− (i−1)θui−1

∂ui , Y2 = ∂x, Y3 = ∂t
eλu Y1, Y2, Y3, Y4 = − 12λx∂x − 2λt∂t + ∂u0
uλ Y1, Y2, Y3, Y5 = − 12λx∂x − 2λt∂t +
∞
i=0 ui∂ui
Inserting (7) and (16) into Eq. (2) and separating at each order of homotopy parameter, one has
uk,t +

k
i=0
F (j)(u0)
j0!j1! . . . ji!u
j0
l0
uj1l1 . . . u
ji
li
uk−i,x

x
+ ϵ(1− θ)
k−1
i=0
θ k−1−iui,xxxx = 0. (17)
The kth order approximate homotopy symmetries of Eq. (2) correspond to the exact symmetries of the first k+ 1 equations
of Eq. (17).
Clearly, when θ = 0, Eq. (17) is identical to Eq. (10) after using the scaling transformation u0 = u0, uk = ϵkuk (k =
0, 1, 2, . . .). When θ ≠ 0, Theorem 1 gives the relationship between the coupled system with first order precision derived
by two methods for Eq. (2).
Theorem 1. For Eq. (2), the coupled system with first order precision obtained from two methods are equivalent under one
scaling transformation. Furthermore, first order approximate homotopy symmetries are the same with first order approximate
symmetries.
Proof. In order to prove the theorem, we consider Eqs. (10) and (17) with k = 1.
The coupled equations obtained by ASM with first order precision are
u0,t + [F(u0)u0,x]x = 0,
u1,t + u0,xxxx + [F(u0)u1,x + u1F ′(u0)u0,x]x = 0. (18)
The system derived by AHSM with first order precision are
u0,t + [F(u0)u0,x]x = 0,
u1,t + ϵ(1− θ)u0,xxxx + [F(u0)u1,x + u1F ′(u0)u0,x]x = 0. (19)
Obviously, the second equation in Eq. (19) is linear about u1 and its derivatives, thus, the transformation u0 =u0, u1 =
ϵ(1 − θ)u1 convert Eq. (19) to Eq. (18) after deleting the symbolabove ui. Furthermore, Eqs. (18) and (19) have the same
symmetry operators in Table 1 or Table 2 (see below) with k = 1. This proves Theorem 1. 
However, for the higher order cases with θ ≠ 0, the relationship between Eqs. (10) and (17) appears quite difficult to
figure out, so we carry out symmetry reductions of Eq. (17) to search for the links in a tentative way.
Assuming that operator (13) leaves Eq. (17) invariant and still adopting the equivalent transformation (11) for Eq. (17),
with a similar procedure as ASM,we get the classification results in Table 2. Note that Yj stand for the approximate homotopy
operators obtained by AHSM while Xj represent the operators derived by ASM, where j = 1, 2, . . . , 5.
For θ = 0, we find that approximate symmetry operators Xj in Table 1 are identical to the operators Yj in Table 2 for
each j respectively. Thus, in what follows, we only concentrate on the reductions of Eq. (17) by an optimal system of one-
dimensional subalgebras, while the reduced equations by ASM can be obtained by setting θ = 0 and using the scaling
transformation u0 =u0, uk = ϵkuk (k = 0, 1, 2, . . .) from the reductions by AHSM.
Remarks 2. Infinite order approximate homotopy symmetry classification is obtained based on the homotopy model (15),
however, the model can be chosen as another form such as
H(u, q) = E0(u)1−qE(u)q. (20)
When performing the above method for model (20), we obtain that the zero order equation has the same form as the first
equation of Eq. (18) (or Eq. (19))while other higher order equations are all identically equal to zero,whichmakes themethod
fail. Hence, though the model can be freely chosen, proper model selection is necessary. More strictly speaking, the above
approximate homotopy symmetry classification is associated with the homotopy model (15).
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Table 3
An optimal system of one-dimensional subalgebras by AHSM.
F(u) Infinitesimal operators of an optimal system
Arbitrary Y1, Y3 + aY2, a ∈ R
eλu Y4, Y3 + aY2, aY4 + Y1, Y1 − 1λ Y4 + aY2, Y1 − 12λ Y4 + aY3, a ∈ R
uλ Y5, Y3 + aY2, aY5 + Y1, λY1 − Y5 + aY2, 2λY1 − Y5 + aY3, a ∈ R
3. Approximate homotopy symmetry reduction
A Lie group (or Lie algebra) usually contains many one-dimensional subgroups (or subalgebras). It is impossible to use
all of them to construct invariant solutions. However, a well-known standard procedure [1,3] allows us to classify all one-
dimensional subalgebras into subsets of conjugate subalgebras, that is an optimal system of subalgebras. The construction
of an optimal system of subalgebras can be carried out by using a global matrix of the adjoint transformation as suggested
in [3]. But here, we follow the method proposed in [1] to derive an optimal system of one-dimensional subalgebras of an
infinite order approximate homotopy Lie algebra of Eq. (2). After direct and tedious computation, we obtain the results listed
in Theorem 2.
Theorem 2. An optimal system of one-dimensional subalgebras of an approximate homotopy Lie algebra of Eq. (2) is given in
Table 3.
In what follows, using the infinitesimal operators of the optimal system in Theorem 2, we construct the corresponding
similarity reduced equations of Eq. (17).
3.1. Reduction by Y1
The similarity variables of Y1 are derived from the characteristic equations
2dx
−x =
dt
−t =
du0
0
= du1
u1
= · · · = duk
kuk − (k− 1)θuk−1 ,
which are
z = x√
t
, u0 = P0, uk =
k−1
m=0

k− 1
m

(tθ)mPk−m
tk
.
Viewing Pk as a function of z and inserting these variables into Eq. (17), we have reduced equations given by
1
2
zPk,z + kPk −

k
i=0
F (j)(P0)
j0!j1! . . . ji!P
j0
l0
P j1l1 . . . P
ji
li
Pk−i,z

z
− ϵ(1− θ)Pk−1,zzzz = 0. (21)
3.2. Reduction by aY2 + Y3
This case is traveling wave reduction. Following the above procedure we arrive at similarity variables z = x − at
(a is the wave speed), uk = Pk, substituting them into Eq. (17), one obtains
aPk,z −

k
i=0
F (j)(P0)
j0!j1! . . . ji!P
j0
l0
. . . P jili Pk−i,z

z
− ϵ(1− θ)
k−1
i=0
θ k−1−iPi,zzzz = 0.
3.3. Reduction by Y4
Integrating the associated characteristic equations for Y4 leads to similarity variables z = x/ 4
√
t, u0 = − 12λ ln t+P0, uk =
Pk. Inserting them into Eq. (17), one has
1
4
zP0,z − [eP0P0,z]z + 12λ = 0,
1
4
zPk,z −

k
i=0
λjeλP0
j0!j1! . . . ji!P
j0
l0
. . . P jili Pk−i,z

z
− ϵ(1− θ)
k−1
i=0
θ k−1−iPi,zzzz = 0.
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3.4. Reduction by aY4 + Y1
To proceed, two cases are distinguished concerning the similarity reduction by aY4 + Y1.
(I) a ≠ − 12λ
With a similar procedure as Y4, we have
z = x t− 1+λa2+4λa , u0 = − a1+ 2λa ln t + P0, uk =
k−1
m=0

k− 1
m

t
m−k
1+2λa θmPk−m,
so the reduced equations are
1+ λa
2+ 4λazP0,z − [e
λP0P0,z]z + a1+ 2λa = 0,
1+ λa
2+ 4λazPk,z +
k
1+ 2λaPk −

k
i=0
λjeλP0P j0l0 . . . P
ji
li
Pk−i,z
j0!j1! · · · ji!

z
− ϵ(1− θ)Pk−1,zzzz = 0.
(II) a = − 12λ
For a = − 12λ , similarity variables are
z = t, u0 = 2
λ
ln x+ P0, uk =
k−1
m=0

k− 1
m

θmx4(m−k)Pk−m. (22)
Using these similarity variables, Eq. (17) can be recast in the form
P0,z + 2
λ
eλP0 = 0,
P1,z + 6eλP0P1 − 12
λ
ϵ(1− θ) = 0, (23)
Pk,z +

k
i=0
4(k− i)(4k− 1)λj
j0!j1! . . . ji! e
λP0P j0l0 . . . P
ji
li
Pk−i

+ ϵ(1− θ) (4k− 1)!
(4k− 5)!Pk−1 = 0.
3.5. Reduction by Y1 − 1λY4 + aY2
Inserting the similarity variables of the operator Y1 − 1λY4 + aY2
z = x− a ln t, u0 = −1
λ
ln t + P0, uk =
k−1
m=0

k− 1
m

θmtk−mPk−m,
into Eq. (17), we find
aP0,z − [eλP0P0,z]z + 1
λ
= 0,
kPk − aPk,z +

k
i=0
λjeλP0
j0!j1! . . . ji!P
j0
l0
. . . P jili Pk−i,z

z
+ ϵ(1− θ)Pk−1,zzzz = 0.
3.6. Reduction by Y1 − 12λY4 + aY3
The case a = 0 is contained in Section 3.4, thus we only consider a ≠ 0. Here, the similarity variables turn out to be
z = xe t4a , u0 = − t2λa + P0, uk =
k−1
m=0

k− 1
m

θme
(k−m)t
a Pk−m,
and the reduced equations of Eq. (17) take the form
1
4a
zP0,z − [eλP0P0,z]z + 12λa = 0,
k
a
Pk + 14azPk,z +

k
i=0
λjeλP0
j0!j1! . . . ji!P
j0
l0
. . . P jili Pk−i,z

z
+ ϵ(1− θ)Pk−1,zzzz = 0.
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3.7. Reduction by Y5
The similarity variables z = x/ 4√t, uk = t− 12λ Pk transform Eq. (17) to a system of ordinary differential equations
1
4
zPk,z + 12λPk −

k
i=0
λ!Pλ−j0
(λ− j)!j0! . . . ji!P
j0
l0
. . . P jili Pk−i,z

z
− ϵ(1− θ)
k−1
i=0
θ k−1−iPi,zzzz = 0.
3.8. Reduction by aY5 + Y1
In this case, we consider the following two cases.
(I) a ≠ − 12λ
Under the similarity transformation
z = xt− 1+λa2+4λa , u0 = P0t− a1+2aλ , uk =
k−1
m=0

k− 1
m

(θ t)mt−
a+k
1+2λa Pk−m,
Eq. (17) are reduced to
1+ λa
2+ 4λazPk,z +
a+ k
1+ 2λaPk −

k
i=0
λ!Pλ−j0 P j0l0 . . . P
ji
li
Pk−i,z
(λ− j)!j0!j1! . . . ji!

z
− ϵ(1− θ)Pk−1,zzzz = 0.
(II) a = − 12λ
For a = − 12λ , similarity variables for this case are
z = t, u0 = x 2λ P0, uk = x 2λ−4k
k−1
m=0

k− 1
m

(θx4)mPk−m,
which reduce Eq. (17) to
Pk,z −

k
i=0
 2
λ
− 4(k− i) λ!
(λ− j)!j0!j1! . . . ji!P
λ−j
0 P
j0
l0
. . . P jili Pk−i

+ ϵ(1− θ)ΛPk−1 = 0,
whereΛ =  2
λ
− 4k+ 4  2
λ
− 4k+ 3  2
λ
− 4k+ 2  2
λ
− 4k+ 1.
3.9. Reduction by λY1 − Y5 + aY2
In terms of the similarity variables
z = x− a
λ
ln t, u0 = t− 1λ P1, uk = t− 1λ
k−1
m=0

k− 1
m

θmtk−mPk−m,
Eq. (17) can be converted to
k− 1
λ

Pk − a
λ
Pk,z +

k
i=0
λ!Pλ−j0 P j0l0 . . . P
ji
li
Pk−i,z
(λ− j)!j0!j1! . . . ji!

z
+ ϵ(1− θ)Pk−1,zzzz = 0.
3.10. Reduction by 2λY1 − Y5 + aY3
The case for a = 0 is contained in Section 3.8, so we omit it and directly consider a ≠ 0. We get similarity variables
z = xe t2a , u0 = e− ta P0, uk = e− ta
k−1
m=0

k− 1
m

θme
2λ(k−m)t
a Pk−m,
which map Eq. (17) to
(2λk− 1)t
a
Pk + λ2azPk,z +

k
i=0
λ!Pλ−j0 P j0l0 . . . P
ji
li
Pk−i,z
(λ− j)!j0!j1! . . . ji!

z
+ ϵ(1− θ)Pk−1,zzzz = 0.
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4. Comparison between ASM and AHSM
In this section, we show that, for the higher order cases, the reduced equations derived by the approximate homotopy
symmetry operators a1Y1+ajYj of the optimal system in Theorem 2 are equivalent to the ones constructed by corresponding
approximate symmetry operators a1X1+ajXj under one scaling transformation,where a1 ≠ 0, aj (j = 2, . . . , 5) are arbitrary
constants in the sequel. Two numerical comparisons of approximate solutions are presented.
4.1. Higher order cases
According to the reduction results by AHSM in Section 3,we establish the connection between the corresponding reduced
equations by the two methods for the higher order cases.
Theorem 3. For θ ≠ 0, the transformation
P0 =P0, P1 = ϵ(1− θ)P1, P2 = [ϵ(1− θ)]2P2, . . . , Pk = [ϵ(1− θ)]kPk (24)
converts the reduced equations constructed by operators a1Y1 + ajYj to the corresponding ones by a1X1 + ajXj.
Proof. We take a pair of operators Y1 and X1 as an example, the other cases can be done with a similar method. By Y1, the
reduced equations for each order are listed as follows
k = 0 : 1
2
zP0,z − [F(P0)P0,z]z = 0,
k = 1 : 1
2
zP1,z + P1 − [P1,zF(P0)+ F ′(P0)P1P0,z]z − ϵ(1− θ)P0,zzzz = 0,
k = 2 : 1
2
zP2,z + 2P2 −

P2,zF(P0)+ F ′(P0)P1P1,z + 12P0,zP
2
1 F
′′(P0)+ P2F ′(P0)

z
− ϵ(1− θ)P1,zzzz = 0,
· · · · · · · · ·
1
2
zPk,z + kPk −

k
i=0
F (j)(P0)
j0!j1! . . . ji!P
j0
l0
P j1l1 . . . P
ji
li
Pk−i,z

z
− ϵ(1− θ)Pk−1,zzzz = 0. (25)
Evidently, the first equation in Eq. (25) is the unperturbed equationwhich is identical to the first equation of the reduction
by X1.
The second equation is linear about P1 and its derivatives, so setting P1 = ϵ(1− θ)P1, then we convert it to the form
P1 + 12 zP1,z − [P1,zF(P0)+ F ′(P0)P1P0,z]z − P0,zzzz = 0,
which has the same form as the second reduced equation by X1 after deleting the constant ϵ(1− θ).
For k = 2, assuming P1 = ϵ(1− θ)P1, P2 = [ϵ(1− θ)]2P2, then we have
2P2 + 12 zP2,z −
P2,zF(P0)+ F ′(P0)P1P1,z + 12P0,zP21 F ′′(P0)+P2F ′(P0)

z
− P0,zzzz = 0,
which has the same form as the third one of the reduction by X1.
Deriving by inductive reasoning, using the transformation
P0 =P0, P1 = ϵ(1− θ)P1, P2 = [ϵ(1− θ)]2P2, . . . , Pk = [ϵ(1− θ)]kPk,
we convert Eq. (21) to the reduction by X1. This proves Theorem 3. 
In summary, the reduced equations derived by approximate homotopy symmetry operators containing Y1 are equivalent
to the corresponding ones by ASM under the transformations (24) for Eq. (2). Nevertheless, due to the similarity variables
by AHSM containing convergence control parameters θ , for the same solutions Pk (k = 0, 1, . . .) of the reduced equations,
the convergence of approximate homotopy series solutions can be adjusted. As mentioned in [10], the admissible values of
θ for which the homotopy series solutions converges can be determined by plotting the so-called θ-curves or by plotting
the residual error verses θ .
Remarks 3. For the operators which don’t contain Y1, the similarity variables are identical and the corresponding reduced
equations are different.
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Fig. 1. x = 1, t = 1, a = −1, ϵ = 0.01, horizontal axis denote θ , vertical axis denote the error.
4.2. Two numerical comparisons
We consider the following two cases to compare the approximate solutions obtained by ASM and AHSM.
I. Traveling wave form for F = 1/u
By ASM, we construct the traveling wave solutions with third-order precision after selecting proper parameters
u = 10 a
3 (a t − x)9 − 30 a2 (a t − x)6 ϵ + 774 a (a t − x)3 ϵ2 − 51273 ϵ3
10 a4 (a t − x)10 . (26)
By AHSM, we obtain third-order approximate traveling wave solutions by specializing some parameters
u = 1
20 a4 (a t − x)10

20 a3 (a t − x)9 + 60 a2 q ϵ(θ − 1) (a t − x)6
− 12 a q2 (x− a t)3(θ − 1) ϵ 5 a θ(x− a t)3 + 111(θ − 1)ϵ
+ 3 q3(θ − 1)ϵ20a2θ2(a t − x)6 − 888aθϵ(θ − 1)(a t − x)3 + 26541ϵ2(θ − 1)2 . (27)
Taking solution (26) into account for Eq. (2) and setting x = 1, t = 1, a = −1, ϵ = 0.01, one has
ut + [F(u)ux]x + ϵuxxxx ≈ −2.0610× 10−2.
Similarly, inserting (27) into Eq. (2) and taking x = 1, t = 1, a = −1, ϵ = 0.01, we get Fig. 1 which demonstrates the
error of solution (27) with respect to the auxiliary parameter θ .
From Fig. 1, in particular, assuming convergence-control parameter θ = 0.56, one has
ut + [F(u)ux]x + ϵuxxxx ≈ −5.6704× 10−6.
II. F = eu
Here, we look for solutions of the reduced Eq. (23). By ASM, we construct the following approximate solutions with
third-order precision after assigning a proper value to some parameters
u = ln

x2
2 t

+ 3 t ϵ
x4
− 5229 t
2 ϵ2
46 x8
+ 21148227 t
3 ϵ3
1334 x12
. (28)
By AHSM, we obtain third-order approximate solutions in the form
u = ln

x2
2 t

− 3 q(θ − 1)ϵ t
x4
− 3 q
2 t(θ − 1) ϵ[46 θx4 + 1743ϵ(θ − 1)t]
46 x8
− 3 q
3 t(θ − 1)ϵ[1334 θ2x8 + 101094 t (θ − 1)θϵx4 + 7049409(θ − 1)2 ϵ2t2]
1334 x12
. (29)
Observe that solution (29) with θ = 0, q = 1 becomes solution (28). Conversely, using transformation (24) and
similarity variables (22), one obtains solution (29) via solution (28). Substituting solution (28) into Eq. (2) and setting
x = 1, t = 0.1, ϵ = 0.01, one has
ut + [F(u)ux]x + ϵuxxxx ≈ 5.2539× 10−3.
When the constants and variables in solution (29) are specified by x = 1, t = 0.1, ϵ = 0.01, the relationship between
the error of (29) and parameter θ is sketched in Fig. 2.
Especially, taking convergence-control parameter θ = 0.26, one has
ut + [F(u)ux]x + ϵuxxxx ≈ 7.28143× 10−6.
Obviously, both examples show that appropriate convergence-control parameter θ can adjust the precision of series
solutions.
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Fig. 2. x = 1, t = 0.1, ϵ = 0.01, horizontal axis denote θ , vertical axis denote the error.
5. Conclusion and discussion
Complete symmetry classifications by ASM and AHSM are obtained and the reductions are performed by the optimal
system of one-dimensional subalgebras of Eq. (2). Furthermore, we show that first order coupled equations derived by two
methods are equivalent under one scaling transformation. For the higher order cases, the reduced equations derived by the
operators containing the convergence-control parameter are equivalent to the corresponding ones by ASMunder the scaling
transformation (24). Moreover, numerical comparisons demonstrate that AHSM is superior to ASM for Eq. (2) because the
convergence of series solutions by AHSM can be controlled by adjusting the parameter θ after solving the same reduced
equations.
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