In this paper, we focus on the reliable detection of facial fiducial points, such as eye, eyebrow and mouth corners. The proposed algorithm aims to improve automatic landmarking performance in challenging realistic face scenarios subject to pose variations, high-valence facial expressions and occlusions. We explore the potential of several feature modalities, namely, Gabor Wavelets, Independent Component Analysis (ICA), Non-negative Matrix Factorization (NMF), and Discrete Cosine Transform (DCT), both singly and jointly. We show that the selection of the highest scoring face patch as the corresponding landmark is not always the best, but that there is considerable room for improvement with the cooperation among several high scoring candidates and also using a graph-based post-processing method. We present our experimental results on Bosphorus Face database, a new challenging database.
Introduction
The localization of facial features is a fundamental step in many different applications such as facial expression analysis, face animation, 3D face reconstruction and it is instrumental in face recognition and face tracking. Correct localization of the facial features greatly affects the overall performance of the face processing system. Facial feature localization remains still a challenging computer-vision task due to the following reasons:
• Intrinsic variability: Facial expressions, pose, occlusions due to hair or hand movements or self-occlusion due to rotations impede successful feature detection. A unique facial feature localizer that will work well under all intrinsic variations of faces and that will deliver in a time efficient manner the target features has not yet been feasible.
• Acquisition conditions: Much as in the case of face recognition, acquisition conditions, such as illumination, resolution and pose greatly affect the localization performance. For example, feature localizer trained in one database (say, ORL) can perform poorly in another database, (say, FRGC) where the acquisition conditions differ substantially from that of the former [1] .
In this paper, we address the problem of the accurate localization of principal or primary facial fiducial points, which are the nose tip, chin tip, the two mouth corners, the four inner and outer eye, and similarly the four eyebrow corners, in total 12 points. These are called primary in that they are characterized by corners and edges, and they are most instrumental in determining facial identity and expression. There are also secondary landmark points, such as nostrils, chin, nose bridge, cheek contours as many as 62 points. These are called secondary in that they have more scarce low-level image evidence. These secondary landmarks are typically found aided by a graph structure trained on primary landmarks.
The novelty of our facial landmarking algorithm is the use of a multi feature framework. We model facial landmarks redundantly by four different feature categories, namely, Discrete Cosine Transform (DCT), Nonnegative Matrix Factorization (NNMF), Independent Component Analysis (ICA) and Gabor Wavelets. We run them in parallel in order to subsequently fuse their estimates or decisions so as to combat the effects of illumination and expression variations.
The paper is organized as follows. Previous work is reviewed in Section 2. Automatic facial landmark extraction algorithm, including feature extraction to decision fusion stage, is given in Section 3. The database and experimental results are provided in Section 4. In Section 5, we discuss future work and draw our conclusions.
Previous Works on Facial Landmarking
We can classify the existing works in the literature for automatic facial landmarking into four main groups based 978-1-4244-2154-1/08/$25.00 c 2008 IEEE on the type of features and anthropometrical information they use:
Appearance-based Approaches: These approaches generally use texture (intensity) information only and learn the characteristics of the landmark neighborhoods projected in a suitable subspace. Examples of these approaches are eigenfeatures [11] , Haar features [15] , Independent Component Analysis [2] and Gabor features [16] in conjunction with Multilayer Perceptron (MLP), Support Vector Machines (SVMs) or boosted classifiers. Template matching techniques can also be thought as a subset of appearancebased approaches [4] .
Geometry-based Approaches: These methods are based on the geometric relationship (distances, angles etc.) between facial features [14] . They have some success in detecting facial features; but they cannot handle large variations in faces such as rotations, facial expressions and inaccurate landmarks.
Graph-based Approaches: These approaches generally process together the intensity and geometric information, and seem to be very effective in many cases. The idea is based on constructing a template (graph) from anthropometrical information and deforming this graph according to a defined criterion [17] . Another example of this approach is to first process face data by appearance-based methods and then refine the results via a graphical model [1] .
3D Vision-based Approaches: Recent advances in 3D acquisition devices provide opportunities to use of 3D face data. One advantage is that the 3D face measurements are independent from lighting and pose variations. However given the noisy nature of the 3D data, they require a preprocessing stage to reduce spikes and discontinuities. Recent 3D landmarking studies can be listed as [6] , [8] . In addition, multi-modal approaches that combine 2D and 3D data, have shown promising performance [12] .
Our method is a combination of appearance-based and graph-based methods. We run four appearance-based channels in parallel, fuse the outcomes and, then resort to a graphical model to correct gross localization errors or estimate the missing features. We test our method on a new challenging database: the Bosphorus Face Database that is replete with strong facial expressions, occlusions and rotations [13] . We also present experimental results on BioID Face Database which includes a larger variety of illumination conditions, backgrounds and face size; but more subdued in poses and expressions [18].
Facial Landmarking Algorithm
The framework of the proposed method is given in Figure 1 . First, the original image is downsampled by a factor of 8 (i.e. 640 × 480 original image is downsampled to 80 × 60 resolution) for a two-tier search. In the first lowresolution tier, each feature channel identifies the candidate landmark points in the face image. For each landmark, we allow a number of candidates that will take role in a voting or fusion scheme as outputted by the SVM. These candidates are qualified according the goodness scores given by the corresponding SVM. For example, one approach is the fusion by using weighted median where normalized SVM scores are used as the weights of the candidate points. When multi-feature approach is not able to locate landmark points at the coarse level, we declare as a missing landmark and we try to recover these points via a graph-based back projection, that is, simply estimating their position using the face graph fitted to the detected landmarks as in [12] . Finally, these coarsely estimated points are refined by a local search over the full-resolution image.
Description of Features for Landmarks
To catch the landmarks, we tried to model their typical characteristics by different approaches. In this paper, we investigate four different methods: DCT templates (Discrete Cosine Transform), Gabor Wavelet coefficients (Gabor Wavelet Transform), encoding vectors produced by NMF (Non-negative Matrix Factorization) and mixing coefficients of ICA (Independent Component Analysis). To form the training data, several k × k patches (i.e., k = 8 for 80 × 60 resolution) centered at landmark points, such as eye corners, nose tip, mouth corners, plus non-fiducial points (false positives) are cropped, vectorized and stored in the columns of a matrix. Then, we extract relevant features from the data matrix separately and use them to train individual SVM classifiers.
Discrete Cosine Transform: DCT templates represent the intensity changes and statistical shape variations in a given image block. They are proved to be quite discriminative in the previous studies [1] , [12] . The features are the low to bandpass coefficients. In the coarse-level search, 8 × 8 DCT blocks (corresponding to 64 × 64 blocks in the full resolution) are considered while in the refinement stage, 16 × 16 DCT blocks are taken. In either case, two thirds of the DCT coefficients in the zigzag pattern are selected as the feature vector and fed into their respective SVMs.
Gabor Wavelets: Gabor wavelets represent local characteristics and provide robustness against luminance variations in the image. By changing the frequency and orientation parameters, one can match and hence locate patterns having similar scales and orientations. In our experiments, we employed three scales v = 0, 1, 2 and four orientation µ = 0, 2, 4, 6 resulting in 12 Gabor filters [12] . Gabor feature vector is obtained by convolving 8 × 8 patches with proposed filters. Then, PCA is used to reduce this 8×8×12-dimensional feature vector to 100-dimensional feature vector.
Independent Component Analysis: ICA aims to express a set of random variables as linear combination of statistically independent component variables [7] . There two different approaches in the use of ICA [3] . In our experiments, we adopted Architecture I for facial landmark detection problem as illustrated in Fig. 2 , where the appearance of landmarks modeled as a linear combination of statistically independent source images. The data matrix, X is first subjected to PCA so that the data is first projected on the M eigenvector matrix, V , that is R = XV . The ICA analysis is performed on V T , where eigenvectors form the rows of this matrix. Then, we obtain ICA basis images as S = W V T . By using the PCA representation coefficients R and separating matrix W , de-mixing matrix is calculated as A = RW −1 . In testing stage, a given test block, x test is first projected onto feature subspace r test = x test V . Then, ICA feature vector is obtained by multiplying with the inverse of the separation matrix, a test = r test W −1 . The decision as to whether a given patch x test corresponds to one of the fiducial landmarks is based on the comparison between the training feature vectors {a 1 , a 2 . . . a k } and the patch data appropriately projected onto principal components and then de-mixed, that is, a test . Here, we use 52 factors for the coarse level.
Non-negative Matrix Factorization: Non-negative Matrix Factorization (NMF) decomposes a data matrix into the product of two matrices that are constrained to have nonnegative elements. The resulting factors can be interpreted as the subspace vectors and the weight coefficients, and hence NMF can be used as a feature extraction technique. More explicitly, given an n × m data matrix V , NMF finds two non-negative matrices W ∈ R n×r and H ∈ R In this study, we used projected gradient method in our experiments [10] . In Fig. 3-(a) , the idea behind NMF is illustrated as a facial feature extraction method. In the training stage, NMF approximately factorized the data matrix, V which is composed of different feature types, into matrices W and H. The rows of H, namely, encoding vectors construct the feature vectors of each fiducial point. Once we obtain W , the testing stage is straightforward. For any unknown image block, feature vector is obtained as h test = W † * v test . In Fig. 3 -(b), we give some examples of encoding vectors correspond to different type of features. As shown, various facial features result in different encoding vectors. In our experiments, as in ICA case, we use 52 factors at the coarse level.
Decision Fusion and Refinement
The extracted features from patches classified by a binary SVM classifier, trained for that specific landmark, to be a possible landmark point or not. This is repeated for each patch: for example, in the coarse search for eye corners we consider n possible patches in the upper left quarter of the face. We rank the positive outcomes from the SVM and then we can pick the highest ranking patch. However, the highest ranking patch might be misleading under some face scenarios, such as extreme facial expressions, different illumination conditions. Alternatively, we propose the following algorithm to overcome these difficulties: 1) Score Fusion: Instead if immediately deciding upon only one candidate, we can select the top L highest scoring patches. Then, we fuse these multiple candidates using a weighted median filter on their spatial locations as illus- trated in 5. Before median filtering, we re-normalize the SVM scores of candidates by min-max method and replicate the most probable points according to their normalized scores. If our search over the entire region does not yield any candidate points for a specific landmark we label this landmark as missing, and we leave its recovery to postprocessing via the graph-based structural completion. An example of score fusion is given in Fig. 4 .
2) Structural-completion: The structural completion is based on a graph whose nodes coincide with the 12 landmark points. The arcs between the nodes are modeled as Gaussian spring forces with means and variances learnt during training phase. Thus, for example, the left outer eye corner is tied tightly to left eye inner corner, but more loosely, to right eye corners, to mouth corners and to nose. In fact, the more the anthropometric variability in the training database, the larger the corresponding variance and the looser the bond. Here, the structural completion method serves the purposes of recovering the missing landmarks. Accordingly, the reliably estimated landmarks are used as anchor points for the graph of the actual face. The missing landmarks are simply read off from the adapted graph. In Fig. 5 , we give an example scatter plot of the estimated locations of the missing landmark points based on seven reliable landmark points (eyebrow corners, outer eye corners and left mouth corner). The details can be found in [12] .
3) Refinement: In the refining stage, each coarse-level landmark is transferred to the full-resolution image, where they are refined by searching for a better fit around the coarsely estimated points. This step is realized only using DCT features.
Experimental Results

Database
In our experiments, we utilized comparatively two facial databases: 1) Bosphorus Face Database [13] and 2) BioID Database [18] . The full Bosphorus database is intended to have a rich set of poses (13) , expressions (34), some neutrals and four occlusions, but no illumination effects. We consider a subset of 31 different facial expressions, slight head rotations (smaller than 10 o ), occlusions (eye glasses, hand and hair) and neutral poses common to the 81 subjects. Some example images are shown in Fig. 6 . The data are split into two disjoint parts including non-overlapping subjects; training set (1048 samples) and test set (1186 samples).
The better known BioID database consists of 1521 gray level images [18] . Each image shows the frontal view of a face of one out of 23 different test persons. It differs from Bosphorus database in that the images are acquired under less controlled conditions, lower resolution and often with illumination effects. We have manually picked 14 subjects (847 samples) as our training set and 9 subjects (674 samples) for testing.
Experimental Results
The performance of the feature localizers is evaluated in two ways: 1) By computing the mean of Euclidean distances (in terms of pixel) between the estimated point and its manual ground point; 2) By computing the percentage of faces where a specific feature was successfully detected. An estimated point is considered as correctly detected if its distance from the reference point is less than a threshold. This acceptance threshold is defined in terms of inter-ocular distance (IOD). There is a general agreement that to take this threshold value as 10% of IOD.
In Fig. 7 , we compare the average performance of individual feature channels and our fusion method for both of the databases. The Bosphorus database is composed of high quality images and homogeneous illumination conditions. For this reason, the individual feature channels exhibit all similar performance and nothing is practically gained by any fusion. However, in BioID database, the low quality images and adverse illumination conditions result in significantly lower performance. In this case, it does pay to fuse the scores of individual feature channels followed by graph-completion resulting in a net improvement 7.1%. The missing landmarks are estimated via graph-completion algorithm, which is itself based on the more accurately detected landmarks, hence yielding overall more reliable results.
In a second experiment, we analyzed the cross-database effects, that is, training the landmarker in one database and testing on a diverse database. As expected, the highest performance is obtained when we perform both training and test on the same database, as evident in Table 1 . However, if we train over Bosphorus (BioID) and test on the other one, that is BioID (Bosphorus) the landmarking algorithm deteriorates rapidly. For example, the average performance of DCT features is 30.3% (train set: BioID, test set: Bosphorus) and 33.4% (train set: Bosphorus, test set: BioID). However, some of the lost performance can be recuperated via fusion scheme.
In Fig. 8 , we separately investigate the localization performance for each type of landmark. One can observe that the most successfully detected landmarks are inner eye corners which have an accuracy of 94.8%. The outer eye corners (93.8%) and inner eyebrow corners (89.7%) can also be Finally, we analyze the localization performance with respect to facial expressions and occlusions. In neutral poses, the performance of fusion scheme is 98.5% and 92.6% for inner eye corners and mouth corners, respectively. On the other hand, DCT features achieve 95% accuracy for inner eye corners and 91.1% for mouth corners. The performance difference of DCT features and fusion scheme increases with respect to facial expressions and occlusions. For example, the localization performance of inner eye corners de- creases to 90% in images including eyeglasses, while with DCT features it drops down to 82.5%. Occlusion by hand heavily affects both of the methods; in eye occlusion, the inner eye rate is 69.5% with fusion scheme and 63.4% with DCT features, while in mouth occlusion, the mouth rate decreases to 20.7% and 15.8% with fusion scheme and DCT features, respectively. For extreme facial action units, the fusion scheme generally surpasses the DCT features. As an example, in cheek puff, the mouth localization accuracy is 78.7% with fusion scheme and 68.2% with DCT features. In facial expressions, such as happiness, fusion scheme (inner eye rate = 95.1%, mouth rate = 93%) is more robust than DCT features (inner eye rate = 85.3%, mouth rate = 89%). However, in some poses, the both methods exhibit equivalent performances. In poses where the eyes are closed, the localization accuracy of inner eye corners is approximately equal to 85% for both methods.
Conclusions & Future Directions
We have presented a multi-attribute face landmarking method with score fusion based on weighted median filter. Fusion seems to contribute somewhat especially when faces are captured under uncontrolled conditions. Otherwise, it does help to combat against the effects of facial expressions, occlusions and poses. In our preliminary experiments, we have obtained some promising results for different facial expressions. We have achieved 89% overall localization performance for all landmarks, except for the chin tip. The chin tip decreased the overall performance approximately 9%; the contour of the chin does not provide discriminative characteristics as the other facial landmarks.
Whether one uses hand-picked features such as DCT or NMF coefficients or one uses Adaboost features as in the Viola-Jones algorithm, we have come to the conclusion that the face landmarking problem must be attacked by a face pose, followed by pose-specialized landmarker.
