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Abstract
We prove that certain (“basis separating”) linear injections are automatically continuous. We dis-
cuss openness of such maps in Section 5. There are two stages to the proof of continuity: (1) An
injective basis separating map can be written in a canonical form (Theorem 4.3). (2) Any map of
this form is continuous (Theorem 4.4). Given Banach spaces X and Y with Schauder bases {xn} and
{yn}, respectively, we say that H :X → Y , H(∑n∈N x(n)xn) =∑n∈NHx(n)yn, is basis separating
if for all elements x =∑n∈N x(n)xn and y =∑n∈N y(n)xn of X, x(n)y(n) = 0 for all n ∈ N im-
plies that Hx(n)Hy(n) = 0 for all n ∈ N. Associated with any linear basis separating map H , there
is a support map h :N → N∞ that we discuss in Section 3. The support map enables us to develop
the canonical form (Eq. (3.2)) for basis separating maps.
 2005 Elsevier B.V. All rights reserved.
MSC: primary 46H40; secondary 46A30
Keywords: Automatic continuity; Separating map
1. Introduction
Separating maps A between spaces of functions f,g, . . . (in which multiplication is de-
fined) are characterized by the property fg = 0 ⇒ AfAg = 0. Linear separating maps
are also known as Lamperti operators, separation-preserving operators, disjoint operators,
disjointness-preserving operators and d-homomorphisms. Separating maps figure promi-
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of continuous or integrable functions (see the survey article [8], for example). An espe-
cially important type of separating map is the weighted composition f → w · (f ◦ g)
where f and w are real- or complex-valued functions defined on topological spaces S
and T , respectively, and g maps T into S. Extending a result of Banach’s for real or com-
plex Lp[0,1], 1  p ∞, p = 2, Lamperti [6] showed that a surjective linear isometry
H :Lp(T ,µ) → Lp(T ,µ) where µ is a σ -finite measure on T , must be a weighted com-
position, i.e., of the form Hf = w · (f ◦ g) (f ∈ Lp(T ,µ)) where g :T → T is a Borel
measurable map onto almost all of T and w ∈ Lp(T ,µ) is such that |w(t)| = 1 a.e. Such
maps H are separating in the sense that fg = 0 (µ a.e.) ⇒ HfHg = 0 (µ a.e.). Ba-
nach [3, pp. 170–173] proved that for compact metric spaces S and T , a linear isometry
H of C(S) onto C(T ) (continuous real-valued functions on S and T , respectively) must
be a weighted composition in which w = H1, |w| ≡ 1 and g is a homeomorphism of T
onto S. Stone removed the metric hypotheses on S and T in Banach’s result and proved
what is now known as the Stone–Banach theorem. Similarly [2, Proposition 3] for real-
compact spaces S and T , if H :C(S) → C(T ) is a linear biseparating map (i.e., H and
H−1 separating) then H is a weighted composition and S and T are homeomorphic.
In [4] we investigated a basis separating map H :X → Y where X and Y are Banach
spaces with Schauder bases (Definition 2.3 below). We obtained analogs of some of the
results just mentioned in that context. For example, if X and Y have symmetric bases, we
showed the equivalence of homeomorphism and biseparation for basis separating linear bi-
jections H :X → Y [4, Theorems 8 and 9]. We obtain a similar result here in Corollary 4.5,
but instead of surjectivity, we only require that H(X) contain the basis for Y . We discuss
openness of basis separating linear injections in Section 5.
A key feature of the development is the support map h :N → N∞ associated with a
linear basis separating map H :X → Y . We list the important features of the support map
in Section 3; proofs can be found in [4].
2. Setting/notation
• N∞ = N ∪ {∞} denotes the one-point compactification of the discrete space N of
positive integers. For n ∈ N, [n,∞] and [n,∞) denote {n ∈ N∞: n  k} and {n ∈
N: n k}, respectively.
• X and Y are real or complex Banach spaces with Schauder bases {xn} and {yn} of unit
vectors, respectively. We represent u ∈ X as u =∑n∈N u (n)xn.• The canonical basis: en = (δnk)k∈N (n ∈ N).
• c0 denotes the Banach space of real-or complex-valued null sequences (x(n)) (i.e.,
x(n) → 0) normed by ‖(x(n))‖∞ = sup{|x(n)|: n ∈ N}.
• H :X → Y , ∑n∈N x(n)xn →∑n∈NHx(n)yn denotes a basis separating map (Defi-
nition 2.3) and h denotes the support map of H (see Definitions 3.1, 3.3 and Theo-
rem 3.2).
• [w1, . . . ,wn] denotes the linear span of {w1, . . . ,wn}.
• clA denotes the topological closure of the set A ⊂ N∞ in N∞.
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set cozx of x is the complement z(x) of z(x).
• For series x =∑n∈N x(n)xn, y =∑n∈N y(n)xn or sequences x = (x(n)), y = (y(n)),
x ∗ y = 0 means that x(n)y(n) = 0 for every n.
For ease of reference we include the version of the open mapping theorem that we use
here.
Theorem 2.1 (Open mapping theorem [9, p. 319]). Let X be a complete pseudometrizable
space, Y a Hausdorff topological vector space and A :X → Y a continuous linear map. If
A(X) is nonmeager then A is a surjective open map.
Theorem 2.2 (Sequences and series). The map I0 : (X,‖ · ‖) → (c0,‖ · ‖∞), ∑n∈N x(n)×
xn → (x(n)), is a continuous linear injection.
Proof. I0 is clearly a linear injection. It is easy to verify that X is also complete
with respect to the norm ‖∑n∈N x(n)xn‖1 = supm∈N ‖∑mn=1 x(n)xn‖. Consequently‖ · ‖ is equivalent to ‖ · ‖1 by the open mapping theorem. Hence, if a sequence wk =∑
n∈Nwk(n)xn → 0 as k → ∞ then limk supm∈N ‖
∑m
n=1 wk(n)xn‖ = 0. Thus for ε > 0,
for sufficiently large k, ‖∑mn=1 wk(n)xn‖ < ε/2 for all m ∈ N. It follows that for any m
and sufficiently large k,
∣∣wk(m)∣∣=
∥∥∥∥∥
m∑
n=1
wk(n)xn −
m−1∑
n=1
wk(n)xn
∥∥∥∥∥< ε.
Hence limk ‖(wk(n))‖∞ = 0 for every n. 
Definition 2.3 (Basis separating). An additive map H :X → Y , ∑n∈N x(n)xn →∑
n∈NHx(n)yn, is called basis separating with respect to the Schauder bases {xn} and {yn}
if, for all x =∑n∈N x(n)xn, y =∑n∈N y(n)xn in X, x ∗ y = 0 implies that Hx ∗Hy = 0;
in other words, cozx ∩ cozy = ∅ ⇒ cozHx ∩ cozHy = ∅. If H and H−1 are basis
separating, H is basis biseparating. We assume throughout that basis separating maps H
are pointwise nontrivial in the sense that for every n ∈ N there exists x ∈ X such that
Hx(n) = 0.
The weighted compositions of Example 2.4 constitute an important class of basis sepa-
rating maps.
Example 2.4 (Weighted compositions). Let π :N → N be any map. Let {xn} be a sym-
metric Schauder basis Definition 5.1 and choose a nonvanishing sequence w :N → R or
C such that
∑
n∈Nw(n)x(π(n))yn converges for all x ∈ X (e.g., (w(n)) ∈ ∞); call w a
weight function. Define a weighted composition W :X → Y by taking W(∑n∈N x(n)xn) =∑
n∈Nw(n)x(π(n))yn; in other words, Wx(n) = w(n)x(π(n)) (n ∈ N). If π is a bijection,
then W is called a weighted permutation. A weighted permutation W is a basis biseparating
map.
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rating because “basis separating” is very much a basis-dependent property.
Example 2.5 (Basis separating and choice of basis). Bases for X and Y for which the
identity map I :L2[−π,π] → L2[−π,π], x → x, is not basis separating.
Let X = Y = L2[−π,π] be the Hilbert space of square summable functions on [−π,π].
Let {xn} = {1, cos t, sin t, cos 2t, sin 2t, . . .} where 1 is the function identically equal to 1.
Let {yn} = {1, eit , e−it , . . .}. Note that cos t ∗ sin t = (0,1,0,0, . . .) ∗ (0,0,1,0, . . .) = 0,
but
I (cos t) ∗ I (sin t) = (1/2)(0,1,1,0, . . .) ∗ (1/2i)(0,1,−1,0, . . .)
= (1/4i)(0,1,−1,0, . . .) = 0.
On the other hand, for homeomorphisms, we have:
Theorem 2.6 (Homeomorphism implies biseparating). If H :X → Y , is a surjective linear
homeomorphism, then H is basis biseparating with respect to {xn} and {Hxn}.
3. Mechanism: The support map
We summarize here the results that establish that for every basis separating map
H :X → Y there is an associated support map h :N → N∞. Some essential properties
of the support map are collected in Theorems 3.6 and 3.8. We use the support map to ob-
tain a canonical form, Eq. (3.2), for basis separating maps in Theorem 3.7. For the most
part, we refer to [4] for proofs.
Definition 3.1 (Support set). Let H :X → Y , ∑n∈N x(n)xn →∑n∈NHx(n)yn, be basis
separating. For any positive integer m, m^ ◦ H denotes the evaluation map (or projection)
[m^ ◦ H ]x = Hx(m) for any x ∈ X. A clopen set U ⊂ N∞ is called a vanishing set for
m^ ◦ H if cozx ⊂ U implies that Hx(m) = 0. The complement suppm^ ◦ H of the union
of vanishing sets for m^ ◦ H is called the support (set) of m^ ◦ H .
Remark 1. If W is a weighted composition (Example 2.4) then the vanishing sets for
m^ ◦ W (m ∈ N) are precisely those clopen sets U to which π(m) does not belong.
It is easy to show that finite unions of vanishing sets are vanishing sets, from which it
follows that suppm^ ◦ H is a singleton for every m:
Theorem 3.2 (Cf. [1, Theorem 2.2], or [5, Lemma 2.1]). If H :X → Y is basis separating,
then for all m ∈ N, suppm^ ◦ H is a singleton.
Definition 3.3 (Support map). Let H :X → Y be basis separating. We call the map h :N →
N∞, m → suppm^ ◦ H , the support map of H . We reserve h for the support map in the
sequel.
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The support map is particularly easy to compute in Examples 3.4 and 3.5.
Example 3.4. If H :X → Y , ∑n∈N x(n)xn → ∑n∈NHx(n)yn, is basis separating then
Hxn = yn for every n if and only if Hxn(n) = 1 for every n; if so, then h = IN, the identity
map n → n of N onto itself.
Example 3.5 (Support of weighted composition). Let W be a weighted composition as
in Example 2.4 so that Hx(n) = w(n)x(h(n)). Since the vanishing sets of m^ ◦ W are
precisely those clopen sets U to which π(m) does not belong, it follows that the support
map of W is π .
We list some properties in Theorem 3.6 that lead to the development of a canonical form
for basis separating maps in Theorem 3.7.
Theorem 3.6 [4, Theorem 3]. Let H :X → Y , ∑n∈N x(n)xn →∑n∈NHx(n)yn, be basis
separating. Let x =∑n∈N x(n)xn ∈ X and m ∈ N.
(a) Let U be a clopen subset of N∞. If U ∩ N ⊂ z(x) then h−1(U) ⊂ z(Hx).
(b) Let u = ∑n∈N u(n)xn ∈ X. If h(m) < ∞ and x(h(m)) = u(h(m)), then Hx(m) =
Hu(m).
(c) If h(m) < ∞ then Hxh(m)(m) = 0 and
Hx(m) = x(h(m))Hxh(m)(m) for all x ∈ X. (3.1)
(d) If h(m) = n < ∞ then Hxn(m) = 0 for any m such that h(m) = n; thus, Hxn =∑
h(m)=n Hxn(m)ym.
(e) For p ∈ N, let xp =∑np x(n)xn. If h(m) = ∞, then Hxp(m) = Hx(m).
The canonical decomposition of Eq. (3.2) for linear basis separating maps plays an
important role in the sequel.
Theorem 3.7 ([4, Theorem 4] Canonical form). Let H :X → Y , x = ∑n∈N x(n)xn →∑
n∈NHx(n)yn, be a linear basis separating map. If {yn} is unconditional, then for any
x ∈ X
Hx =
∑
h(m)<∞
( ∑
h(m)=n
x(n)Hxn(m)ym
)
+
∑
h(m)=∞
Hx(m)ym. (3.2)
Theorem 3.8 ([4, Theorem 5] Properties of support map). The support map h :N → N∞
of the linear basis separating map H :X → Y , ∑n∈N x(n)xn →∑n∈NHx(n)yn, has the
following properties:
(a) For any x ∈ X, h(cozHx) ⊂ cozx.
(b) For any m ∈ N, h(m) =⋂ cozx.x∈cozm^◦H
E. Beckenstein, L. Narici / Topology and its Applications 153 (2005) 724–734 729(c) The support map h is 1–1 if and only if H is detaching in the sense that for any
two distinct points m,m′ ∈ N there exist x, y ∈ X such that cozx ∩ cozy = ∅ while
Hx(m)Hy(m′) = 0.
(d) (Cf. [5, Theorem 2.2]). For any m ∈ N, the map m^ ◦ H (m ∈ N) is continuous if and
only if h(m) < ∞. (For an H for which h(m) = ∞, see Example 6.4.)
(e) If H is injective, then h(N) is dense in N∞ and N ⊂ h(N). Conversely, if N ⊂ h(N)
then H is injective.
(f) If h(N) ⊂ z(x) then h(cozHx) = {∞}.
As we indicate in Theorem 3.10, injectivity of the support map h is characterized by the
proportionality condition of Definition 3.9.
Definition 3.9 (Proportionality condition). Let h be the support map of the basis sepa-
rating map H :X → Y , ∑n∈N x(n)xn →∑n∈NHx(n)yn. Let m and n be distinct points
of h−1(N). The pair (m,n) satisfies the proportionality condition if for some scalar c,
Hx(m) = cHx(n) for all x ∈ X.
Theorem 3.10 ([4, Theorem 6] Injective support map). Let h be the support map of a linear
basis separating map H . The support map h is injective on h−1(N) if and only if there do
not exist m,n ∈ h−1(N) that satisfy the proportionality condition.
4. Automatic continuity
We consider a weaker variant of surjectivity of H :X → Y , namely basis covering (Def-
inition 4.1) which only requires that each basis element of the codomain Y have a preimage,
i.e., {yn} ⊂ H(X). If {yn} is unconditional, we then show that a basis covering injective lin-
ear basis separating map H must be continuous (Theorems 4.3 and 4.4): Indeed,
basis covering injection ⇒ weighted permutation ⇒ continuous
Basis covering injective linear maps need not be surjective (Examples 4.2 and 6.1); if not
basis covering, basis separating linear injections may be discontinuous (Example 6.4).
Definition 4.1 (Basis covering). The basis separating map H : X → Y is basis covering if
{yn: n ∈ N} ⊂ H(X).
Clearly weighted permutations are basis covering; they need not be onto as shown by
Example 4.2.
Example 4.2 (Basis covering, not surjective). Suppose that q > p and consider the proper
subspace p of q , each with the canonical basis {en}. The identity map I :p → q ,
x → x, is basis covering but not onto.
Theorem 4.3 (Basis covering injections are weighted permutations). Let {yn} be an uncon-
ditional basis. If H :X → Y , is a basis covering linear injection, then its support map h is
injective, h(N) = N, and the form of H simplifies to
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∑
n∈N
x
(
h(n)
)
Hxh(n)(n)yn for any x ∈ X (4.1)
so that H is a weighted permutation.
Proof. To see that h is injective, let m and n be distinct positive integers. Since H is basis
covering, there exist zm, zn ∈ X such that Hzn = yn and Hzm = ym. Since Hzn(n) = 1 and
Hzn(m) = 0 while Hzm(m) = 1 and Hzm(n) = 0, m and n do not satisfy the proportional-
ity condition of Definition 3.9; hence h(n) = h(m) by Theorem 3.10. Since H is injective,
N ⊂ h(N) by Theorem 3.8(e). To show that h(N) = N, suppose to the contrary that p ∈ N
is such that h(p) = ∞. Since H is basis covering, there exists x =∑n∈N x(n)xn ∈ X such
that Hx = yp . Since h is injective, the canonical form equation, Eq. (3.2), becomes
yp = Hx =
∑
h(m)<∞
x
(
h(m)
)
Hxh(m)(m)ym +
∑
h(m)=∞
Hx(m)ym. (4.2)
As the coefficients in the above sums are unique, x(h(m))Hxh(m)(m) = 0 for every m such
that h(m) ∈ N. Since Hxh(m)(m) = 0 for every m such that h(m) ∈ N (Theorem 3.6(c))
and N ⊂ h(N), it follows that x(n) = 0 for all n ∈ N, i.e., x = 0 which contradicts Hx =
yp = 0. Hence h(N) = N and Eq. (3.2) simplifies to Eq. (4.1). 
Theorem 4.4 (Weighted permutations are continuous). The weighted permutation (Exam-
ple 2.4) W(∑n∈N x(n)xn) =∑n∈Nw(n)x(π(n))yn is continuous.
Proof. It suffices to show that the graph G of W is closed. To that end, let 〈x, y〉 ∈ clG.
Let uk =∑n∈N uk(n)xn → x =∑n∈N x(n)xn be such that
Wuk = W
(∑
n∈N
uk(n)xn
)
=
∑
n∈N
w(n)uk
(
π(n)
)
yn → y =
∑
n∈N
y(n)yn.
As k → ∞, uk(n) → x(n) for every n and w(n)uk(π(n)) → y(n); hence y(n) =
w(n)x(π(n)) for all n. Thus 〈x, y〉 ∈ G. 
Corollary 4.5 (Continuity and openness). Let {yn} be unconditional. Then:
(a) Basis covering linear injections H :X → Y are continuous.
(b) Surjectivity of such maps is equivalent to nonmeagerness of the range (open mapping
theorem).
(c) Open basis covering linear injections are surjective homeomorphisms. (Since Y is a
Banach space, it is a Baire space; hence if H is open, then H(X), as a nonempty open
subset of a Baire space, is nonmeager.)
5. Openness and gauge
We assume that H is a basis separating linear injection in this section. Whether or
not the set {|Hxh(n)(n)|: n ∈ N} is bounded away from 0 plays a role in characterizing
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in Theorem 5.2, we recall the following definitions.
Definition 5.1 (Dominance, symmetry). Let {xn} and {yn} be Schauder bases for X and Y ,
respectively.
(a) We say that {xn} dominates {yn} if the convergence of ∑n∈N x(n)xn implies the con-
vergence of
∑
n∈N x(n)yn. If {xn} and {yn} dominate each other, then {xn} and {yn}
are equivalent in the sense that
∑
n∈N x(n)xn converges if and only if
∑
n∈N x(n)yn
converges.
(b) The basis {xn} is symmetric if for every permutation π of N, {xπ(n)} is an equivalent
basis.
(c) The basis {xn} is subsymmetric if it is unconditional and for every increasing sequence
(nk) of integers {xnk } is equivalent to {xn}.
Symmetric bases are unconditional [7, p. 113]. The canonical basis {en} is a symmetric
basis for c0 and p , 1 p ∞. Orlicz and Lorentz spaces also have symmetric bases [7,
p. 115]. Every symmetric basis is subsymmetric [7, p. 114, Proposition 3.a.3].
Theorem 5.2 ({|Hxh(n)(n)|} is bounded). If {xn} is symmetric, {yn} is unconditional and
H :X → Y is a basis covering linear injection, then {|Hxh(n)(n)|: n ∈ N} is bounded.
Proof. Consider x = ∑n∈N x(n)xn ∈ X such that x(n) = 0 for every n ∈ N. By The-
orem 4.3, Hx = ∑n∈N x(h(n))Hxh(n)(n)yn. If {|Hxh(n)(n)|: n ∈ N} is unbounded,
then there exists a subsequence (nk) such that |x(h(k))Hxh(nk)(nk)| > 1 for each k ∈
N. Since {xn} is symmetric, it is subsymmetric; hence ∑k∈N x(k)xnk = z ∈ X. Thus|Hz(nk)| = |x(h(k))Hxh(nk)(nk)| > 1 for every k which contradicts the convergence of∑
k∈N x(h(k))Hxh(nk)(nk)ynk = Hz. 
Definition 5.3 (The gauge of a basis separating map). For a basis separating map H :X →
Y , we define the gauge of H to be γ (H) = infn |Hxh(n)(n)|.
Suppose {xn} is symmetric and {yn} is unconditional. In these circumstances, if H is
open, then γ (H) > 0 (5.4(a)). But γ (H) can be positive even when H is not open (Exam-
ple 6.2). By Theorem 5.4(a), Corollary 4.5, and the open mapping Theorem 2.1, it follows
that γ (H) = 0 implies that H(X) is a meager subspace of Y .
Theorem 5.4 (Positive gauge). Suppose that H :X → Y is a basis covering linear injec-
tion. Then:
(a) If {xn} is symmetric, {yn} is unconditional and H is open, then γ (H) > 0; the converse
is false (Example 6.2).
(b) If {xn} is unconditional, {yn} is symmetric and γ (H) > 0, then {xn} dominates {yn}.
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xh(nm)(nm)| < ∞. Choose x =
∑
n∈N x(n)xn ∈ X such that x(n) = 0 for each n ∈ N. For
each j, k ∈ N let
zj (k) =
{
x(1 + p), k = h(nj+p), p  0,
0, all other k
so, for example,
z3 = x(1)xh(n3) + x(2)xh(n4) + · · · ,
z4 = x(1)xh(n4) + x(2)xh(n5) + · · · ,
z5 = x(1)xh(n5) + x(2)xh(n6) + · · · .
Since {xn} is subsymmetric, the sums zj = ∑k∈N zj (k)xk converge for all j ∈ N. To
demonstrate the discontinuity of H−1, we show that Hzj → 0 but zj  0. Since the map
I0 of Theorem 2.2 is continuous and ‖I0zj‖∞  |x(1)| > 0 for all j , zj  0. Letting
p = m + 1 − j ,
Hzj =
∑
mj
x(m + 1 − j)Hxh(nm)(nm)ynm
=
∑
p∈N
x(p)Hxh(nj+p−1)(nj+p−1)ynj+p−1 .
Since
∑
m∈N |Hxh(nm)(nm)| < ∞,
∑
p∈N |x(p)||Hxh(nj+p−1)(nj+p−1)| → 0 as j → ∞. It
follows that Hzj → 0.
(b) Let x =∑n∈N x(n)xn. Since infn |Hxh(n)(n)| > 0, z =∑n∈N[Hxn(h−1(n))]−1x ×
(n)xn converges. It follows that
Hz =
∑
n∈N
Hxh(n)(n)
[
Hxh(n)
(
h−1
[
h(n)
])]−1
x
(
h(n)
)
yn
=
∑
n∈N
x
(
h(n)
)
yn
converges. Since {yn} is symmetric and h is a permutation of N (Theorem 4.3),∑
n∈N x(n)yn ∈ Y . 
The canonical map U below characterizes equivalence of bases.
Definition 5.5 (The canonical map U). If {xn} dominates {yn} we define the (basis sep-
arating) canonical map U :X → Y , by taking U(∑n∈N x(n)xn) = ∑n∈N x(n)yn (i.e.,
Uxn = yn). Clearly U is bijective if and only if {xn} and {yn} are equivalent.
If H is a basis covering linear injection and γ (H) > 0 then {xn} dominates {yn} (The-
orem 5.4(b)), so we may consider the map U . Theorem 5.6 shows that under certain
circumstances, basis covering linear injections may be used to characterize equivalence
of bases.
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covering linear injection and γ (H) > 0 then H is surjective if and only if U is surjective;
both are homeomorphisms and {xn} and {yn} are equivalent in this case.
Proof. If U is surjective, then {xn} and {yn} are equivalent; hence, for any y =∑
n∈N y(n)yn ∈ Y ,
∑
n∈N y(n)xn ∈ X. Since {xn} is symmetric,
∑
n∈N y(h−1(n))xn ∈ X
as well. Since ([Hxn(h−1(n))]−1) is a bounded sequence, ∑n∈N[Hxn(h−1(n))]−1 ×
y(h−1(n))xn ∈ X and
H
(∑
n∈N
[
Hxn
(
h−1(n)
)]−1
y
(
h−1(n)
)
xn
)
=
∑
n∈N
y(n)yn = y,
i.e., H is surjective. The proof of the converse is virtually identical. By the open mapping
theorem, surjectivity of U implies that U is a homeomorphism. 
6. Examples
The examples here illustrate a number of possibilities and demonstrate the need for
certain hypotheses.
Example 6.1. Let {xn} be an orthonormal basis for the Hilbert space X. Then H :X → X,∑
n∈N x(n)xn →
∑
n∈N(x(n)/n)xn, is a nonsurjective, continuous linear basis biseparat-
ing injection. For each n, Hxh(n)(n) = 1/n, so γ (H) = 0. Consequently H is not open by
Theorem 5.4(a).
Example 6.2 (γ (H ) > 0 and H not open). As follows from Example 4.2, the (continuous)
identity map I :p → q , x → x, 1  p < q < ∞, is not open. Since Ixh(n)(n) = 1 for
all n, γ (I) = 1.
Example 6.3. A weighted permutation H may have γ (H) > 0 and not be basis cover-
ing. Let {xn} be a basis for X equivalent to a basis {yn} for Y . Then for H :X → Y ,∑
n∈N x(n)xn →
∑
n∈N x(n)y2n, H(X) is a closed proper subspace of Y . In this case H
and H−1 are continuous.
Example 6.4 (Discontinuous, injective, not basis covering). Let z ∈ X be such that coz z
is infinite and let F be an ultrafilter containing the sets coz z and Sk = {n: n  k} for
all k ∈ N. Let M be the linear subspace {x ∈ X: x|A = az|A for some scalar a on some
A ∈ F }]. Obviously z ∈ M . Let L be an algebraic complement of M in X. Then for any
x ∈ X, x = w+v where w ∈ M and v ∈ L. There exists some A ∈ F on which w|A = az|A
for some scalar a. We define f (x) = a. Because F is an ultrafilter, it can be shown that
f is well-defined and separating. Let zp =∑np z(n)xn for p ∈ N. Then f (zp) = 1 for
all p. Since zp → 0, f is discontinuous. Thus, for any m > 1, the map H :X → X defined
by
H
(∑
x(n)xn
)
=
m−1∑
x(n)xn + f (x)xm +
∞∑
x(n − 1)xnn∈N n=1 n=m+1
734 E. Beckenstein, L. Narici / Topology and its Applications 153 (2005) 724–734is discontinuous. Since H is injective, it cannot be basis covering by Corollary 4.5(a). Note
that m^ ◦ H = f ; since any finite subset of N is a vanishing set for m^ ◦ H , it follows that
h(m) = ∞.
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