Introduction
Nonconvex programs which have either nonconvex minimand and/or nonconvex feasible region have been considered by most mathematical programmers as a hopelessly difficult area of research. There are, however, two exceptions where considerable effort to obtain a global optimum is under way. One is integer linear programming and the other is nonconvex quadratic programming. This paper addresses itself to a special class of nonconvex quadratic program referred to as a 'bilinear program' in the lieterature. We will propose here a cutting plane algorithm to solve this class of problems. The algorithm 1S along the lines of [17] and [19] but the major difference is in its exploitation of special structure. Though the algorithm is not guaranteed at this stage to converge to a global optimum, the preliminary results are quite encouraging.
In Section 2, we analyze the structure of the problem and develop an algorithm to obtain an £-locally maximum pair of basic feasible solutions. In Section 3, we will generate a cutting plane to eliminate current pair of £-locally maximum basic feasible solutions. We use, for these purposes, simplex algorithm intensively. Section 4 gives an illustrative example and the results of numerical experimentations.
Definitions and a Locally Maximum Pair of Basic Feasible Solutions
The bilinear program is a class of quadratic programs with the following structure:
(2.1) n.
m. m. x n. n l x n 2 where c i ' xi £ R ｾ Ｌ b i £ R ｾ Ｌ Ai £ R ｾ ｾ Ｌ ｩ = 1, 2 and C £ R
We will call this a bilinear program in 'standard' form.
Note that a bilinear program is a direct extension of the standard linear program: max{ctx I Ax = b, x ｾ o} in which we consider c to be linearly constrained variables and maximize ctx with respect to c and x simultaneously. Let us denote
Theorem 2.1. If X., i = 1, 2 are non-empty and bounded, then (2.1) has ｾ an optimal solution (xi, ｸ ｾ Ｉ where xi is a basic feasible solution of the constraint equations defining X., i = 1, 2. ｾ Proof. Let (Xl' x 2 ) be an optimal solution, which clearly exists by assumption. Consider a linear program:
let xi be its optimal basic solution.
and since ｾ ｬ is a feasible solution to the linear program considered above. Next, consider another linear program: ｭ ｡ ｸ ｻ ｾ Ｈ ｸ ｩ Ｌ
x 2 ) I x 2 £ X 2 } and let ｸ ｾ be its optimal basic solution. Then by the similar arguments as before, we have ｾ Ｈ ｸ ｩ Ｌ which implies * *" * * ""
x 2 ) ｾ ｾ Ｈ ｸ ｬ Ｇ x 2 )· Thus we conclude that ｾ Ｈ ｸ ｬ Ｇ x 2 ) ｾ ｾ Ｈ ｸ ｬ Ｇ x 2 ), that (xi, ｸ ｾ Ｉ is a basic optimal solution of (2.1).
II
Given a feasible basis B. of A., we will partition it as (B., N.) B,x' B + N,x' N = b. and suppressing the basic variables x1.'B' we get the 1. 1. 1. 1. 1.
following system which is totally equivalent to (2.1):
where For future reference, we will introduce the notations, i.
and rewrite (2.3) as follows:
We will call (2.4) a canonical representation of (2.1) relative to (B l , B
and use standard form (2.1) and canonical form (2.4) interchangeably whichever is the more convenient for our presentation. To express the dependence of vectors in (2.4) on the pair of feasible bases (B l , B 2 ), we will occasionally use the notation d l (B l , B 2 ), etc. 
Algorithm 1 The proof of Theorem 1 suggests to us a vertex following algorithm to be described below:
(Mountain Climbing)
Step Let us assume 1n the following that a Kuhn-Tucker point has been II obtained and that a canonical representation (2.4) relative to associated pa1r of bases has been given.
By Theorem 2 (iii), that pa1r of basic feasible solutions is optimal if Q < o. We will assume that this is not the case and let
Let us define for (i, j) £ K, a function $ .. : Given a Kuhn-Tucker point Ｈ ｸ ｾ Ｌ x;), we will compute $(x l , x 2 ) for all
x. £ ｎ Ｎ Ｈ ｸ ｾ Ｉ Ｌ ｾ = 1, 2 for which a potential increase of objective function ｾ ｾ ｾ $ is possible. Given a canonical representation, it is sufficient for this purpose to calculate ｾ .. (t., n.) for (i, j) £ K where t. and n. Step 1. Apply Algorithm 1 and let ｸ ｾ EX., 1 = 1, 2, be the resulting 1 1 pair of basic feasible solutions.
Step 2. If Ｈ ｸ ｾ Ｌ x;) is an E-locally maximum pair of basic feasible solutions, then HALT. Otherwise, move to the adjacent pair of basic feasible and go to Step 1.
Cutting Planes
We will assume 1n this section that an E-locally maximum pair of basic feasible solutions has been obtained and that a canonical representation relative to this pair of basic feasible solution Ｈ ｸ ｾ Ｌ x;j has been given.
Since we will refer here exclusively to a canonical representation, we will reproduce it for future conven1ence: 
Proof 
(3.5) where 6 > 0 is constant.
Then
The right hand side term inside the limit is a bilinear program with bounded feasible region and hence by Theorem 2.1, there exists an optimal solution -13among basic feasible solutions. Since the basic feasible solution for the systems of inequalities defining ｾ Ｈ Ｘ ) are (0, •.• , 0) and Proof. Each cutting plane added does not eliminate any point for which the objective function is greater than ¢max + E.
. , t+1
Hence 1f e1ther Y l t+2 or Y 2 becomes empty, we can conclude that
According to this algorithm, the number of constraints increases by II 1 whenever we pass step 2 or 2' and the size of subproblem becomes bigger and the constraints are also more prone to degeneracy. From this viewpoint, we want to add fewer number of cutting planes, particularly when the original constraints have a good structure (e.g. ｴ ｲ ｡ ｮ ｳ ｰ ｯ ｲ ｡ ｴ ｩ ｯ ｮ ｾ Ｎ Insuch case, we might as well omit step 2' taking Y and YZ. This aspect will be discussed in full detail ･ Ｑ ｳ ･ ｷ ｨ ･ ［ ｾ [llJ.
1
The following theorem gives us a method to compute a using the dual simplex method.
Theorem 3.5. only one row different for different ｾ Ｌ so that they are expected to be solved without exceeding amount of computation.
Though it usually takes only several pivotal steps to solve (3.8),
it may be necessary, however, to pivot more for large scale problems.
However, since the value objective function of (3.8) approaches to its minimal value monotonically from below, we can stop pivoting if we like when the value of objective function becomes greater than some specified value. Important thing to note is that if we pivot more, we tend to get a deeper cut, in general.
Numerical Examples
The figure below shows a simple 2 dimensional example: Problem 2 is taken from [20] . and problem 9 from [2J. 11 tV 13 are the same problems having six global maxima with eElual value. These are in fact global optima. The data for this problem is given below: 
