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Abstract
We compute the two-point functions for chiral matter states in toroidal intersecting
D6-brane models. In particular, we provide the techniques to calculate Mo¨bius strip
diagrams including the worldsheet instanton contribution.
1 Introduction
Today’s high energy physics faces open questions such as the construction of a quan-
tum theory of gravity, explaining baryogenesis, the rotation curves of galaxies, the
expansion of the universe, or understanding the gauge hierarchy problem... These
motivate investigations of many extensions of the Standard Model of particle physics,
including, for instance, supersymmetric and higher dimensional ones. The correspond-
ing effective field theories find in string theory a unique framework for an ultraviolet
completion. There, the quantum field theory peturbative expansion is replaced by a
sum over world-sheet surfaces, each order being ultraviolet finite in supersymmetric
vacua.
Because they characterise the effective low energy theory, the lowest dimension
correlation functions are of special interest. It is important, for instance, to under-
stand their dependence on the different data of the string compactification. Of these,
the two-point function of scalars φi belonging to chiral multiplets Φ
i gives information
about the Ka¨hler metric:
〈φi(k)φi(−k)〉 = k2G
Φi,Φ
i . (1.1)
The computation of these two point functions is the subject of this work.
The chiral fields have a cubic superpotential W ⊃ λijk3! ΦiΦjΦk. In type IIB string
theory, λijk depend only on the complex structure and open string moduli, while in
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type IIA it may only depend upon the Ka¨hler and open string moduli. The one loop
correlator can be split into field theory part and threshold correction
∆(1)G
ΦI ,Φ
I = −γ˜Φi log k2/M2s +∆ΦI (1.2)
where γ˜Φi is given by
γ˜Φi =
|λijk|2
16π2
1
GΦj ,ΦjGΦk,Φk
. (1.3)
and is related to the one-loop anomalous dimension γ
(1)
Φi
by
γ
(1)
Φi
=
γ˜Φi
GΦi,Φi
=
|Yijk|2
16π2
, (1.4)
where Yijk is the physical Yukawa coupling. Just as threshold corrections modify the
tree-level gauge couplings, so corrections to the Ka¨hler potential change the Yukawa
couplings (see for example [1]) of which the one loop corrections may be significant.
Moreover, they can teach us about the expected effects of supersymmetry breaking
when mediated by moduli fields.
Below, we will carry out these computations for the case of toroidal orbifold /
orientifold compactification factorisable on three two tori T 2 of type II strings (see [2]
for reviews of IIB model building, and [3] for IIA, and [4] for recent work in this area) .
These models provide an exceptional laboratory in this respect as they have a simple
geometrical picture and they allow an explicit computation through conformal field
theory techniques [5, 6, 7]. The chiral states are identified with the massless modes
of two types of open strings: (i) open strings with both ends on the same stack of
branes; and (ii) open strings with one end on a brane stack a and the second end on a
different one b, the two stacks intersecting at non-vanishing angles θκab on each torus κ.
To our knowledge the one-loop two point functions have been computed only for the
former case (i) in [8, 9, 10]. This was related to the calculation of corrections to closed
string moduli, as also in [11, 12, 13]. Moreover, because of the diverse application of
moduli fields for the determination of coupling “constants”, supersymmetry breaking
or inflationary models, previous works focused on the contributions from the N = 2
sectors of orbifolds where the moduli dependence appears. However the states of type
(ii) localised at brane intersections play an important role, as for example, usually
the matter and the Higgs fields in phenomenological considerations are most often
identified with them. We believe it is useful to provide the tools and expressions to
compute explicitly the one-loop two point functions for these states. The computation
proceeds in a different manner as it involves now computing two point functions for
boundary changing operators. Using the techniques of [14] for twist operators, the
computation of the tree-level correlations of boundary changing operators have been
introduced for open strings in [15], successively used, first with four insertions with
orthogonal brane intersections in [16], then for generic angles, the worldsheet instanton
contributions was found in [17] before the full CFT computation was performed in
[18, 19, 20], and finally generic N-point functions were calculated in [21]. Later,
building on the general methods of [22], one-loop diagrams with boundary changing
operators have been constructed [23, 24].
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Amplitudes involving boundary changing operators are sensitive to the compact-
ification space data (as the vacuum expectation values of the moduli) as they are
suppressed by contributions of the world-sheet instantons. For tree-level amplitudes
this dependence appear explicitely for three and higher points correlations. However,
at higher loops, it is already present at the two-point function. Part of this dependence
is due to the Yukawa couplings in equation (1.3), but it is interesting to investigate
the remaining moduli-dependent parts. For the case of the annulus amplitude, some
steps in computing the two-point function have been taken in this direction in [24].
Although the method was outlined, the computation in the case where the amplitude
involved three boundaries was not performed. Moreover, we did not find a similar
computation for the Mo¨bius strip available in the literature. We will present here the
relevant techniques and apply them to get explicit results.
The paper is organised as follows. In section 2, we will start by computing the
one-loop two point function in the case of open strings with both ends on the same
stack of D-branes when an orbifold action leads to an N = 1 massless theory. This will
allow us to compare the results with the case of open strings on brane intersections.
The two point function for the latter is given in the case of annulus in section 3,
and in the case of Moebius strip in section 4. Some useful formulae are listed in the
appendix.
2 Warm Up: Orbifolds
In this section, we are interested by the two point functions for the massless chiral
modes of open strings propagating on D3 branes in orbifold models. For simplicity,
the target space is taken as R4 × (T2 × T2 × T2)/Γ, where Γ ⊂ SU(3) is an abelian
orbifold group. The compact space is parametrised by complex pairs of coordinates
XI ,X
I
(I = 1, 2, 3) with the torus identifications:
XI ∼ XI + 2πRI1, XI ∼ XI + 2πiRI2 sinαI (2.1)
where the angle αI parametrises the complex structure of the torus; alternatively the
torus data is encoded in the Ka¨hler and complex structure moduli respectively
T I ≡ T I1 + iT I2 = iRI1RI2 sinαI , U I ≡
RI2
RI1
eiα
I
. (2.2)
The action of an element g of the orbifold on the three compact dimensions is specified
by the twist vector (g1, g2, g3) ∈ SU(3) (i.e.
∑
I gI = 0 to preserve at least N = 1
supersymmetry) by
gXI = e2πigIXI . (2.3)
This projection acts on the open strings modes leading to chiral massless states ΦI
(where I = 1, 2, 3 refers to an internal dimension and group indices are suppressed)
We will not discuss the brane and orientifold content of the model which depends
for instance on N , but and suppose a set of D3 branes can be located at the fixed
points, intersecting with (a possibly vanishing number) of D7 branes. On each of the
3
D3 brane, we assume a set of chiral states ΦI (where I = 1, 2, 3 refers to an internal
dimension and group indices are suppressed).
Depending on the orbifold, there can be twist vectors (g1, g2, g3) lying in SU(2)
or U(1) instead of SU(3). They lead respectively to sectors with states in N = 2 or
N = 4 supersymmetry representations. Their contribution at one-loop to the Ka¨hler
potential has been calculated. For the N = 4 case, it is found to vanish. In contrast,
the N = 2 sectors have attracted a lot of attention as they give moduli dependent
results. It was computed in full in [10]. Their result for the correction to the Ka¨hler
metric at zero expectation value for the chiral matter fields (analagous to the one that
we shall give below for N = 1 sectors) is
〈φI(k)φI(−k)〉 = k
2
16π2
d2σ
4T I2
log(8π3µ(k2)T2U2|η(U)|4)
∑
σ
∑
g
(
tr(γσ,gλλ
†Qσ,g)
)
(2.4)
where µ(k2) is an infra-red regulator. The parameter σ is used to indicate the bound-
ary conditions: {σ} = {A33,A37I ,M33} denoting annulus diagrams between D3−D3,
D3 −D7I branes and Mo¨bius diagrams between D3 branes respectively. dσ = 1 for
annulus diagrams, dσ = 2 for Mo¨bius strip diagrams. Also
γσ,g ≡


γ3g ⊗ (γ3g )−1 σ = A33
γ3g ⊗ (γ7Ig )−1 σ = A37I
−(γ3Ωg)T (γ3Ωg)−1 σ =M33
(2.5)
and
Qσ,g ≡
∏
J |gJ 6=0,hJ=0
(2 sin πgJ) (2.6)
where hI = 0∀I for a D3 − D3 partition function, and hI = 0, hJ 6=I = ±1/2 for
D3−D7I . ∑I hI = 0 is required to preserve supersymmetry.
The field theory behaviour of the N = 1 sectors was studied on the Z3 orientifold
with purely D3 branes in [9]; in the following we provide a general analysis with the
inclusion of the contribution of D7 branes, and give a closed form expression for the
moduli-independent constants. We also regularise using the off-shell extension of the
amplitude, which allows a direct identification of the infra-red cutoff with the physical
momentum; this amplitude proves to be a good example where this technique can be
easily applied, rather than, for example, zeta-function regularisation. However, it
is worth mentioning that it can be shown that the same techniques apply to the
calculations of [28] and give the same result.
In the internal compact space, the total D3 and D7-brane Ramond-Ramond
charges must vanish. The global cancellation of the corresponding tadpoles reads∑
i
tr(γ3i1 )−NO3/2 =
∑
j
Π7j − 8ΠO7 = 0, (2.7)
where the sum is over untwisted sectors and we have included the contribution of the
orientifold planes O3 and O7; ΠA denotes the homology element corresponding to
the cycle wrapped by the D7 brane or orientifold. We find, however, that the global
considerations are irrelevant for the calculation of the two point corrections. More
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important is the twisted tadpole cancellation condition, enforced at each fixed point.
Since
γ−1Ωg γ
T
Ωg = ργ2g (2.8)
where ρ = ±1, we cancel Mo¨bius diagrams at twist g with annulus diagrams at twist
2g
tr(γA33,2gQA33,2g) +
∑
J
tr(γA37J ,2gQA37J ,2g) + 4ρtr(γ2gQM33,g) = 0. (2.9)
This then factorises:
tr(γ32g)QA33,2g +
∑
J
tr(γ7J2g )QA37J ,2g + 4ρQM33,g = 0. (2.10)
Note that for certain orbifolds (such as ZN with N non-prime) there is a separate
condition ∑
σ 6=M33
tr(γσ,gQσ,g) = 0 |g 6= 2g′ (2.11)
for elements of the orbifold not generated by 2g′.
In the spin structures
[
α
β
]
, the partition function for annulus or Mo¨bius diagrams
can be written (see, for example, [10]):
Zhg
[
α
β
]
(τ) =
ηαβ
(8π2α′ℑ(τ))2
1
η3(τ)
θ
[
α
β
]
(0, τ)
3∏
I=1
ZIint
[
α
β
]
(τ) (2.12)
Our conventions for ηαβ and for the theta-functions given in appendix A and
ZIint
[
α
β
]
(τ) =
θ
[
α+ hI
β + gI
]
(0, τ)
θ
[
1/2 + hI
1/2 + gI
]
(0, τ)
× f(hI) (2.13)
with
f(hI) ≡
{
2 sin(πgI) hI = 0
1 hI = ±1/2 . (2.14)
The zero ghost picture vertex operators V 0
ΦI
, V 0
Φ
I corresponding to the complex
scalars in the chiral ΦI and anti-chiral Φ
I
multiplets, respectively, are given by
V 0ΦI = λ
[
2α′(k · ψ)ΨI + X˙I
]
eik·X
V 0
Φ
I = λ
†
[
2α′(k · ψ)ΨI + ˙¯XI
]
eik·X . (2.15)
without any factors of the string coupling. The worldsheet fields appearing in the
above are the compact coordinates XI(z1),X
I
(z2), their fermionic superpartners
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ΨI(z1),Ψ
I
(z2) and the non-compact fermionic fields ψ
µ(zi). The Chan-Paton fac-
tors λ, λ† are determined by the orbifold projections by requiring
γgλγ
−1
g = e
2πivIgλ, (2.16)
To calculate annulus and Mo¨bius strip diagrams, we insert the vertex operators
on the imaginary axis taking z1 = 0 and z2 = iq. The one-loop worldsheets are
mapped to complex plane domains defined to be [0, 1/2] × [0, it] for the annulus and
[0, 1/2]× [0, 2it] for the Mo¨bius strip. However, in order to sum over the diagrams, it
is necessary to rescale the modular parameter for the Mo¨bius strip by t → t/4, and
so we shall in this section use [0, 1/2] × [0, it/dσ ] as the domain. We can then write
all of the diagrams in a unified way, using τ ≡ it for the annulus, and τ ≡ 1/2 + it/4
for the Mo¨bius strip. Using the elementary Green functions
〈ΨI(iq)ΨI(0)〉α,βgI ,hI =
θ
[
α+ hI
β + gI
]
(iq, τ)θ′1(0)
θ
[
1/2 + hI
1/2 + gI
]
(0, τ)θ1(iq, τ)
(2.17)
we obtain:
AσI ≡ 4(α′)2k2
∫ ∞
0
dt
∫ t/dσ
0
dqχ(q)
× ηαβ
(8π2α′t/d2σ)
2
2π
θ′1(0)θ
[
α
β
]
(iq, τ)
(θ1(iq, τ))2
θ
[
α+ hI
β + gI
]
(iq, τ)
θ
[
1/2 + hI
1/2 + gI
]
(0, τ)
f(hI)
∏
J 6=I
ZJint
where
χ(q) ≡ 〈eik·X(iq)e−ik·X(0)〉 =
(
θ1(iq)
θ′1(0)
e−
d2σpi
t
q2
)−2α′k2
. (2.18)
The two-point function of interest then reads:
〈ΦI(k)ΦI(−k)〉 =
∑
g
AσI tr(γσ,gλλ†Qσ,g) (2.19)
Note that by using equation 2.10 we can cancel any function that is universal to the
annulus and Mo¨bius diagrams; we find
tr(γM33,2gλλ
†QM33,g)F(2g) +
∑
σ 6=M33
tr(γσ,2gλλ
†Qσ,2g)F(2g) = 0 (2.20)
for any F(2g).
The identity (A.4) and the supersymmetry conditions
∑
I hI =
∑
I gI = 0 are
used to write Aσ as (c.f. [9])
AσI = 8πi(α′)2
∫ ∞
0
dt
(8π2α′t/d2σ)
2
∫ t/dσ
0
dqe−2πhIq
θ′1(0, τ)θ1(iq + hIτ + gI , τ)
θ1(iq, τ)θ1(hIτ + gI , τ)
χ(iq)
(2.21)
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which, in the closed string channel, i.e. expressed in terms of l = 1/t takes the form:
A3sI =
∫ ∞
0
idl
8π3
∫ 1
0
dx i e−2πigIx
θ′1(0, il)θ1(x+ hI − gI il, il)
θ1(x, il)θ1(hI − gI il, il) χ(ix/l) (2.22)
M33I = d2σ
∫ ∞
0
idl
8π3
∫ 1
0
dx i e−4πigIx
θ′1(0, il − 1/2)θ1(x− 2gI il, il − 1/2)
θ1(x, il − 1/2)θ1(−2gI il, il − 1/2) χ(ix/l)
where s = {3, 7J}. The expansion
θ′1(0)θ1(a+ b)
θ1(a)θ1(b)
= π cot(πa) + π cot(πb) + 4π
∞∑
m,n=1
e2πmniτ sin(2πma+ 2πnb) (2.23)
allows the identification of two sources of infrared divergences. The first in the open
string channel, proportional to log k2, corresponds to the usual beta-function running.
The second in the closed string channel, ultra-violet in the open string one, which
instead appear as a 1/k2 pole preceding a divergent integral, indicating a fundamen-
tal inconsistency of the theory arising from uncancelled RR charges. If we expand
in the closed string channel, then the UV divergence can be simply subtracted; it
comes entirely from the closed string zero mode. However, in this channel regulating
the infra-red divergence is more subtle. Consider the behaviour of the momentum
dependent part in the two regimes
χ→
{
(dσl)
2α′k2(2 sin πx)−2α
′k2 l→∞
e−
2piα′tk2x(1−x)
dσ t→∞
(2.24)
Since we are interested in the divergent and finite terms, but not those O(k2), we can
split the integral into two regions, l greater or less than Cǫ, where ǫ ≡ 2πα′k2, and
C is some constant. Employing
coth(x) = sign(x)[1 + 2
∞∑
n=1
exp(−2|x|n)] (2.25)
we find as ǫ→ 0
−8π3A33I = −i
∫ 1
0
dx
∫ Cǫ
0
dl
l
π(−i+ cot πg)e−ǫx(1−x)/l
+
∫ 1
0
dx
∫ ∞
Cǫ
dle−2πigIx4π
∞∑
m,n=1
e−2πmnl sin(2πmx− 2πngil)
+
∫ 1
0
dx
∫ ∞
Cǫ
dle−2πigIxπ(cot πgI il + i), (2.26)
where we have subtracted the zero mode terms without affecting the finite part of the
amplitude.
After some algebra, taking ǫ→ 0 and C →∞ such that Cǫ→ 0, leads to
A33I =
i
8π2
e−πigI
sinπgI
[
log 2πǫ− 2 + γE
]
+
i
8π4
e−πigI sinπgI
[
ζ ′(2, 1− gI) + ζ ′(2, gI)
]
.
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In the above, the derivatives of the Hurwitz zeta function are on the first argument,
so that
ζ ′(s, a) ≡
∞∑
m=0
log |m+ a|
|m+ a|s . (2.27)
The contribution from D3 − D7I states is identical to the above. However, for
D3−D7J with J 6= I we have hI = 1/2 whose contribution can be seen to be infra-
red finite. Hence we can expand in the closed string channel and set k2 = 0 directly.
Expanding
8π3A37JI =
∫ 1
0
dx
∫ ∞
0
dlπe−2πigIx[
cot πx+ i tanh πgl +4
∑
m,n=1
(−1)ne−2πmnl sin(2πmx− 2πngil)
]
,
then subtracting the pole parts and integrating we obtain
A37JI =
i
8π2
e−iπgI
sinπgI
log 2 (2.28)
The contribution from Mo¨bius amplitudes does contain an infra-red portion; we
obtain
−8π3M33I = −i
∫ 1
0
dx
∫ Cǫ
0
dl
l
π(−i+ cot πg)e−ǫx(1−x)/2l (2.29)
+
∫ 1
0
dx
∫ ∞
Cǫ
dlπe−4πigIx
[
cot πx
+i coth π2gI l + 4
∑
m,n=1
(−1)mne−2πmnl sin(2πmx− 4πngI il)
]
which then becomes
M33I =
i
8π2
e−πigI
sinπgI
[
log 2πǫ− 2 + γE
]
+
i
32π4
sin 2πgIe
−2πigI
[
ζ ′(2, 1− |gI |) + ζ ′(2, |gI |) + log 2
cos2 πgI
]
(2.30)
We have thus computed all of the contributions to the one-loop Ka¨hler metric for
the states ΦI on such orientifolds. These can be split into beta-function and threshold
contributions according to the choice of renormalisation scheme that one wishes to
match in the field theory. However, note that, since M−2s = 4π
2α′, we can rewrite
in each contributino log 2πǫ = log k2/M2s . It was shown in [9] for the Z3 orientifold
that the field theory result was reproduced; here we have generalised the approach
slightly, included the contribution from D7-branes (which do not contribute to the
field theory running, only the Ka¨hler metric corrections) and computed the numerical
corrections. It is hoped that these may have useful applications as they have a certain
universal quality: since they do not depend upon the moduli, we expect them to be
unaffected by implanting the singularity in a different geometry.
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At the end of this section, we would like to notice that exchanging the internal
direction I with one of the non-compact directions takes us to the two-point function
for gauge bosons which allows to compute gauge thresholds corrections contribution
from N = 1 sector. The result is moduli independent2 and is found to be:
−8π3AGT =
∫ 1
0
dx
∫ ∞
0
dt
t
∑
I
θ′1(hI it+ gI)
θ1(hI it+ gI)
(
θ1(ixt, it)
θ′1(0, it)
e−πx
2t
)−2α′k2
(2.31)
which becomes for the case of D3-branes:
−i8π2A33GT = cot πgI(2− γE + logC)− i
[
− 2isign(gI) log 2π|gI |Cǫ
2π|gI |
−2i
∑
n
log 2π(n + gI)Cǫ
2π(n + gI)
− log 2π(n− gI)Cǫ
2π(n − gI)
]
(2.32)
Noting the identity
∞∑
n=1
1
n2 − a2 =
1− πa cot πa
2a2
(2.33)
we observe that the C-dependent parts cancel, and we obtain
A33GT =
i
8π2
cot πgI(2− γE − log 2πǫ) + 2gI
π
[
ζ ′(1, |gI |)− ζ ′(1, 1 − |gI |)
]
3 Annulus Diagrams in IIA
In this section we compute the related amplitudes to the previous section but in type
IIA string backgrounds. Here we take D6-branes intersecting at angles πθκab in the
torus κ with κ = 1, 2, 3, which are the analogues of branes at blown-up orbifolds.
In the orientifold model considered here, there are many one-loop diagrams that
could conribute. They can be graphically visualised as cylinders with two boundaries:
the first fixed to some brane a, and the second to either brane a or another brane. We
place the vertex operators for our chiral states both on one boundary (the amplitude
vanishes if they are on opposite boundaries) just as in the previous section, but now
the vertex operators differ due to the presence of boundary changing operators. We
shall suppose that our chiral states are trapped at the intersection ab with angles
πθκab. There are then three classes of two-point diagrams that can be constructed,
which correspond to the three types of partition function that are possible:
1. Annulus diagrams with the second boundary on brane a or b.
2. Annulus diagrams with the second boundary on a third brane c not parallel to
a or b.
3. Mo¨bius strip diagrams; since there is only one boundary, there is an insertion
of an orientifold operator ΩR which changes the boundary from brane a to its
orientifold image a′ (or b to b′).
2The moduli-dependent parts which arises from N = 2 sectors, have been explicitely computed for
instance in [25, 26, 27, 28, 29].
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The diagrams of type 1 were calculated in [24], where it was found that there were
poles corresponding to RR tadpoles just as in the orbifold case; these must cancel
against similar poles in the diagrams of type 2 and 3, as we shall show. The techniques
required to perform the calculation in this section - the diagrams of type 2 - were also
developed there for general N -point correlators, but an analysis of the two-point
function was lacking and is provided here. In the next section we shall compute the
third type of diagram.
3.1 Correlators of Boundary-Changing Operators
The most non-trivial part of the calculation is that involving the boundary-changing
operators; these are operators inserted into the worldsheet at a boundary that in-
terpolate between D-branes. To understand their appearance, consider that the
target space fields obey Dirichlet boundary conditions perpendicular to the branes,
but Neumann along them, and once we have applied the doubling trick we have
a periodic boundary condition very much like for orbifolds. On the infinite strip
[−i∞, i∞]× [0, 1/2] we extend to [−i∞, i∞] × [−1/2, 1/2] by
∂X(w) =
{
∂X(w) ℜ(w) > 0
−∂¯X¯(−w) ℜ(w) < 0 (3.1)
to obtain
∂X(w + 1) = e2πiθ∂X(w). (3.2)
This global periodicity on the strip for an intersecting state is then mapped to a local
periodicity on a worldsheet for fields in the presence of a boundary-changing operator,
which represents the bosonic ground state:
∂X(w)σθ(z) ∼ (w − z)θ−1τθ(z)
∂X¯(w)σθ(z) ∼ (w − z)−θτ ′θ(z). (3.3)
They are primary operators in the theory with conformal weight θ2(1− θ).
Using these boundary changing operators we form vertex operators for the massless
scalars at the intersection between branes a and b, which we shall denote Cab, in the
−1 ghost picture (with e−φ the bosonised ghost operators) as
V −1Cab(z1) =
√
2α′GCab,Cabe
−φeik·X
3∏
κ=1
ei(θ
κ
ab
−1)Hκσθκ
ab
V −1
C¯ab
(z2) =
√
2α′GCab,Cabe
−φe−ik·X
3∏
κ=1
e−i(θ
κ
ab
−1)Hκσ1−θκ
ab
(3.4)
where the intersection is specified by three angles θκab, κ = 1, 2, 3, and where to
preserve supersymmetry
∑3
κ=1 θ
κ
ab = 0 mod 2. The Ka¨hler metric for these models
is [30, 31, 28, 32, 33]:
GCab,Cab =
[ 3∏
κ=1
(
Γ(|θκab|)
Γ(1− |θκab|)
)sign(θκ
ab
)/2 ] 1P3
κ=1
sign(θκ
ab
)
. (3.5)
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In the following we shall assume θκab ≥ 0 and thus
∑3
κ=1 θ
κ
ab = 2, and to perform
the below calculations with negative angles we can take θκab → 1 + θκab. This is a
requirement of the formalism rather than merely a choice of convenience.
To calculate the diagrams of type (2) above we must calculate the correlator on
an annulus of two boundary changing operators σθκ
ab
, σ1−θκ
ab
fixed to one boundary
of the worldsheet. In the target space this boundary is attached to branes a and
b, interpolating between them by absorption of an open string state. The other
worldsheet boundary is fixed in the target space to a brane c not parallel to a or b (in
the parallel case the calculation is that of [24]). We take brane c to lie at an angle φκca
to brane a in each torus, (where to preserve supersymmetry we take
∑3
κ=1 φ
κ
ca = 2,
although the techniques below apply also for summing to zero mod 2), and the result
is a worldsheet periodicity on the annulus (taken to be [0, 1/2] × [0, it] doubled to
[−1/2, 1/2] × [0, it] as above on the infinite strip) of
∂X(w + 1) = e2πiφ
κ
ca∂X(w). (3.6)
Correlators are split into quantum and classical parts. The correlator
〈σθκ
ab
(z1)σ1−θκ
ab
(z2)〉 = N(t)(i||W κ||)−1/2e2πiφκcaPκ
(
θ1(z1 − z2)
θ′1(0)
)−θκ
ab
(1−θκ
ab
)
e−Scl
(3.7)
is determined by the following quantities:
P κ ≡
∑
i
(1/2 − θi)zi = (1/2 − θκab)qi, (3.8)
where we have placed
z1 = 1/2 + iq, z2 = 1/2, (3.9)
and
||W κ|| = Aκ1Bκ2 +Aκ2Bκ1 (3.10)
where
Ai ≡
∫ 0
it
dzωi(z)
Bi ≡
∫ 1/2
−1/2
dzωi(z) (3.11)
in addition to
ωκ1 (z) = e
2πiφκcaz
θ2(z − (1− θκab)qi+ φκcait)
θ2(z − iq)
(
θ2(z − iq)
θ2(z)
)θκ
ab
ωκ2 (z) = e
−2πiφκcaz
θ2(z − θκabqi− φκcait)
θ2(z − iq)
(
θ2(z − iq)
θ2(z)
)1−θκ
ab
. (3.12)
We also require these for the classical action, which is given by
Sκ=
i
4πα′
[
MAAκ (A
κ
1B
κ
2−Aκ2Bκ1 )− 2Bκ1Bκ2
(Aκ1B
κ
2+A
κ
2B
κ
1 )
(vκA)
2 +
2Aκ1A
κ
2
Aκ1B
κ
2 +A
κ
2B
κ
1
(MAAvκA − vκB)vκB
]
(3.13)
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Figure 1: Canonical dissection of torus.
where
MAAκ = −2i
sin πφκca sinπ(θ
κ
ab + φ
κ
ca)
sinπθκab
= 2i
sinπφκca sinπ(2− θκab − φκca)
sinπθκab
≡ 2iF (θκab, φκca)
(3.14)
and
vκA = −
1√
2
[nκAL
κ
c ]
vκB = i
√
2[hκ + nκB
4π2T κ2
Lκc
] = i
√
2F (θκab, φ
κ
ca)[b
κ + nκB
4π2T κ2
F (θκab, φ
κ
ca)L
κ
c
]. (3.15)
where hκ, bκ are the height and base of the smallest triangle abc, Lκc is the wrapping
length of brane c, and hκ = F (θκab, φ
κ
ca)b. The classical contribution is then
e−Scl ≡
∑
nκ
A
,nκ
B
e−S
κ
(3.16)
Note that we have written N(t) for the normalisation. This shall be determined
by considering the factorisation on the partition function. In doing this and in the
following, we note that the integrals Ai, Bi control much of the information about the
amplitude, and we can use the following to help determine the Ai:
Aκi = −
sinπθκab
sinπ(θκab + φ
κ
ca)
e−iπφ
κ
ca
∫ it+1/2
z1
ωκi ≡
sinπθκab
sinπψκbc
e−iπφ
κ
caDi
=
sinπθκab
sinπφκca
eiπψ
κ
bc
∫ z1
1/2
ωκi ≡
sinπθκab
sinπφκca
eiπψ
κ
bcCi. (3.17)
(see fig. 3.1 ).
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3.1.1 Normalisation
To normalise, we consider q → 0. Note that using the above and the integral over the
C contour for the A integrals (and the property of the theta-functions that θ1(x) =
xθ′1(0) +
x3
3! θ
′′′
1 (0) + ...) we determine
Aκ1 →
θ1(φ
κ
cait)
θ′1(0)
π
sinπφκca
Aκ2 → Aκ1
Bκ1 → ∞
Bκ2 → Bκ1 (3.18)
and thus
||W || → 2Bκ1
θ1(φ
κ
cait)
θ′1(0)
π
sinπφκca
. (3.19)
The classical action reduces to
S → i
4πα′
[
− B
A
v2A +
A
B
(MAAvA − vB)vB
]
. (3.20)
where we have omitted the subscripts since they become redundant in this limit.
We also have ||W || → 2AB. Note that we have to Poisson-resum on nB since the
second term above vanishes, giving a divergent contribution after summing over nB.
The coefficient of n2B is then
−iA(4π2Tκ2 )
2
B2πα′(Lκc )
2 , and so the classical part of the boundary
changing operator amplitude, plus the determinant factor, becomes
||W ||−1/2e−Scl → e
πi/4
A
√
α′
Lκc
4πT κ2
=
√
α′
Lκc
T κ2
sinπφκca
4π2
θ′1(0)
θ1(φκcait)
. (3.21)
Note that it can be shown that there is no zero mode contribution to the action
(nA = nB = 0) as required; this can be used to show that there can be no zero mode
contribution to vA. We must compare this with the partition function and the OPE
coefficient C
(aba)
θκ
ab
,1−θκ
ab
.
First consider the disk normalisation
〈1〉a = 1
(2πα′)2
g−2a (3.22)
where ga is the Yang-Mills coupling on the brane, given by
g−2a =
1
2πgs
Va
lp−3s
(3.23)
where ls = 2π
√
α′ and Va is the compact volume of the p-brane a. We require an
expression for a given, internal, complex dimension, and can therefore write
〈1〉a = 〈1〉4
3∏
κ=1
〈1〉κ (3.24)
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where for D6-branes
〈1〉4 = 1
(2πα′)2
1
2πgs
〈1〉κ = L
κ
a
2π
√
α′
. (3.25)
Here Lκa is the length of the brane wrapping a one-cycle in complex dimension κ. Then
since we have the freedom to normalise the wavefunctions of the vertex operators, we
can use
〈σabθκ
ab
σba1−θκ
ab
〉a = 1 = C(aba)θκ
ab
,1−θκ
ab
〈1〉a (3.26)
to determine
C
(aba)
θκ
ab
,1−θκ
ab
=
2π
√
α′
Lia
(3.27)
Now we wish to normalise the boundary changing operator amplitudes at one loop,
so we consider
〈σabθκ
ab
(z1)σ
ba
1−θκ
ab
(z2)〉ac ∼ (z1 − z2)−θκab(1−θκab)C(aba)θκ
ab
,1−θκ
ab
ZX
κ
ac (3.28)
where
ZX
κ
ac = −iIκac
exp(π(φκca)
2t)η(it)
θ1(iφκcat)
. (3.29)
Here, Iκac is the number of intersections between branes a and c in the torus κ. Then,
with the aid of the identity ([27])
sinπφκca =
4π2T κ2 I
κ
ac
LκcL
κ
a
(3.30)
we can write
N(t) =
eπ(φ
κ
ca)
2t
η2(it)
(3.31)
3.1.2 Field Theory Limit
The field theory limit of the above amplitude is found by considering t→∞. In this
regime we may expand theta-functions as
θ1(z) → ie−πt/4(e−πiz − eπiz − e−2πt(e−3πiz − e3πiz)) +O(e−πt)
θ2(z) → e−πt/4(e−πiz + eπiz + e−2πt(e−3πiz + e3πiz)) +O(e−πt) (3.32)
We neglect terms O(e−πt) and O(e−2πq) (although retain fractional powers). We use
this to determine the integrals Ai and Bi, with the aid of the following:∫ q
0
dye2παy(1−e−2πy)β(1−e−2πqe2πy)γ = e
2παq
2π
B(α, 1+γ)+
1
2π
B(−α, 1+β)+O(e−2πq)
(3.33)
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and∫ 1/2
−1/2
dxeπiαx(2 cos πx)β =
1
(1 + β)
1
B(1 + β−α2 , 1 +
β+α
2 )
=
Γ(1 + β)
Γ(1 + β−α2 )Γ(1 +
β+α
2 )
.
(3.34)
This allows us to determine (for φκca > 0)
Aκ1 →−
i
2π
eπφ
κ
cat
[
e−2π(1−θ
κ
ab
)qB(θκab+φ
κ
ca− 1, 1 −φκca) + e−2πφ
κ
caqB(1−θκab−φκca, φκca)
]
Aκ2 →−
i
2π
eπφ
κ
cat
[
e2πq(θ
κ
ab
+φκca−1)B(φκca + θ
κ
ab − 1, 1 − φκca) +B(1− θκab − φκca, φκca)
]
Bκ1 → e−2πq(1−θ
κ
ab
)+πφκcat
Γ(1− θκab)
Γ(φκca)Γ(2 − θκab − φκca)
+ e−πφ
κ
cat
Γ(1− θκab)
Γ(1 + φκca)Γ(1− θκab − φκca)
Bκ2 → eπφ
κ
cat
sinπφ
π
[
B(φκca, θ
κ
ab)− e2π(qθ
κ
ab
+(φκca−1)t)B(φκca − 1, θκab)
]
→ e
πφκcat
B(1− ψκbc, 1− φκca)
[
1
1− ψκbc
+
e2π(qθ
κ
ab
+(φκca−1)t)
1− φκca
]
(3.35)
The leading behaviour of ||W || (where for simplicity in the following we shall take
θκab, φ
κ
ca > 1/2) is given by
||W || → − i
2π
exp[2πφκcat] exp[2πq(θ
κ
ab − ψκbc)]Γκ (3.36)
where we have defined
Γκ ≡ Γ(1− θ
κ
ab)Γ(1− φκca)Γ(1− ψκbc)
Γ(θκab)Γ(φ
κ
ca)Γ(ψ
κ
bc)
(3.37)
for later use; note that GCab,CabGCbc,CbcGCca,Cca =
∏
κ(Γ
κ)1/2.
In this limit, A2B1 dominates over A1B2 and we obtain for the classical action
Sκ → i
4πα′
[
−MAAκ (vκA)2 +
2A1
B1
(MAAκ v
κ
A − vκB)vκB
]
(3.38)
Noting that
Aκ1
Bκ1
→ 1/MAA, we obtain
Sκ → i
4πα′
[
−MAA
(
vA − vB
MAA
)2
− v
2
B
MAA
]
(3.39)
which gives us
S → 1
2πα′
1
2
F (θκab, φ
κ
ca)
[
(bκ + nκAL
κ
c + n
κ
B
4π2T κ2
F (θκab, φ
κ
ca)L
κ
c
)2+(bκ + nκB
4π2T κ2
F (θκab, φ
κ
ca)L
κ
c
)2
]
→ 1
2πα′
[A(nA, nB) +A(nB)] (3.40)
This is just two sums over areas of triangles abc wrapping the torus, and gives the ex-
pected field theory factor as the product of two Yukawa couplings. Note the similarity
to the tree level expression as given for instance by equation (A.17) of [24].
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3.1.3 Fermionic Part
Accompanying the bosonic amplitude is the fermionic one. The correlators are given
by
〈
∏
j
eiaiH(zj)〉ν = e2πiαQθν(αit+Q)
∏
i<j
(
θ1(zi − zj)
θ′1(0)
)aiaj
(3.41)
where
Q ≡
∑
i
aizi. (3.42)
This gives for us
Q = (θκab − 1)(z1 − z2) = (θκab − 1)qi (3.43)
for the operator ei(θ
κ
ab
−1)He−i(θ
κ
ab
−1)H , while for eiθ
κ
ab
He−iθ
κ
ab
H we have
Q′ = θκabqi. (3.44)
Note that the fermionic partition function is
Zψ
κ
ac = −i
θν(iφ
κ
cat)
exp[π(φκca)
2t]η(it)
. (3.45)
and thus we require a normalisation factor of iη(it)−1 exp[−π(φκca)2t].
3.2 Full N = 1 Amplitude
We have now assembled all of the ingredients to write down the full amplitude. This
is
A ≡ 〈Cab(k)C¯ab(−k)〉c = GCab,CabNctr(λabλ
†
ab)4(α
′)2k2∫ ∞
0
dt
(8π2α′t)2
1
η3(it)
∫ t
0
dqχ(qi)e2πq
(
θ1(iq)
θ′1(0)
)−2∑
ν
δν
1
2
[
θν(qi) + θν(−qi)
]
3∏
κ=1
θν(qi(θ
κ
ab − 1) + φκcait)
η3(it)
|W κ|−1/2
∑
nκ
A
,nκ
B
e−S(n
κ
A,n
κ
B) (3.46)
where χ is as defined in (2.18).
After summing over spin structures ν we find
A = k
2
16π2
GCab,CabNctr(λabλ
†
ab)
∫ ∞
0
dt
t2
1
η(it)6
∫ t
0
dqe2πqχ(qi)θ1(iq)
−1
3∏
κ=1
θ1(qi(θ
κ
ab − 1) + φκcait)|W κ|−1/2
∑
nκ
A
,nκ
B
e−S(n
κ
A
,nκ
B
). (3.47)
This, with the expression (3.13) is the main result of this section. We see that all of
the moduli dependence is contained in the classical action.
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Note that χ ∼ (qi)−2α′k2 as q → 0 and χ ∼ (t − q)−2α′k2 as q → t and thus the
above amplitude has poles at q = 0, t, as predicted in [24]. Using equation (3.21) we
can see that the prediction there is exactly correct, and we find
A =
GCab,Cab
32π3
tr(λabλ
†
ab)
[
(2π
√
α′)3
2α′
(
NcIac
La
+
NcIbc
Lb
)∫ ∞
0
dt
t2
+ finite
]
(3.48)
3.2.1 Field Theory Limit
If we now wish to take the field theory limit of the expression (3.47) we must consider
t→∞. Using the expressions from section 3.1.2 and equation (2.24), we easily derive
A = tr(λabλ†ab)
{
GCab,Cab
Nck
2
16π2
[ 3∏
κ=1
(Γκ)−1/2|λ|2
∫ ∞
1/2πα′Λ2
dt
t
e−2πα
′tk2x(1−x)
]
+ k2∆GCab,Cab
}
(3.49)
where
|λ|2 ≡
3∏
κ=1
∑
nκ
A
,nκ
B
√
2πe−
A(nA,nB)
2piα′
−
A(nB)
2piα′ (3.50)
is the square of the coupling appearing in the superpotential. ∆GCab,Cab is the correc-
tion to the Ka¨hler metric from integrating out the massive string modes. Note that we
have used a different cutoff scheme here to section 1; here we cannot claim that there
is no contribution from massive modes in the region [1/2πα′Λ2,∞] of t, but instead
these give finite contributions to ∆GCab,Cab . It would be very interesting to compute
this correction, but it is complicated by, among other issues, the explicit summation
over worldsheet instantons. Note that the classical action is only a constant in the
field theory limit; in general it is a function of the worldsheet coordinates and the
modular parameter, and so should give interesting dependence on the Ka¨hler moduli
to the full amplitude.
Performing the integration in the above we obtain
A = −Nctr(λabλ†ab)
|λ|2
16π2
1
GCbc,CbcGCca,Cca
k2
(
log k2/Λ2 − 2 + γE
− k
2
Λ2
2F2(1, 2; 2, 5/2;−k2/4Λ2)
)
+ k2∆GCab,Cab . (3.51)
This reproduces exactly the field theory result for the anomalous dimension of the
superfields.
4 The Mo¨bius Strip Amplitude in IIA
In this section we provide new techniques to calculate Mo¨bius strip amplitudes for
states at intersections between branes. This further generalises the techniques that
were developed for periodic closed string amplitudes in [22], were first applied to the
case of intersecting branes in [23] and we generalised to the case of generic annulus
diagrams (i.e. with no restrictions upon the angles of the branes) in [24].
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4.1 Worldsheet Periodicity
A Mo¨bius strip can be considered to be a strip closed under an orientation reversal:
consider
X(w + it, w¯ − it) = ΩX(w, w¯) = X(1/2 − w¯, 1/2− w). (4.1)
If we now combine this with a reflection to make an orientifold model
X(w + it, w¯ − it) = ΩRX(w, w¯) = X¯(1/2 − w¯, 1/2 − w). (4.2)
we see that we can consistently combine this with the doubling trick for intersecting
brane models. We align the coordinate system along the orientifold plane, so that
for worldsheet the strip [0, it] × [0, 1/2], on the imaginary axis we have Neumann
boundary conditions along X + e2πiφa,O6X¯ − c(1 + e2πiφaO6) with Dirichlet condi-
tions perpendicular, and along the axis ℜ(w) = 1/2 we have Neumann conditions
along X + e−2πiφa,O6X¯ − c(1 + e−2πiφaO6), where c is the position of the intersection
along the O6 plane. We then have boundary conditions ∂X = −e±2πiφa,O6∂¯X¯, ∂X¯ =
−e∓2πiφa,O6∂¯X where the upper (lower) sign is for ℜ(w) = 0(1/2). Using the doubling
trick
∂X(w) =
{
∂X(w) ℜ(w) > 0
−e2πiφa,O6 ∂¯X¯(−w¯) ℜ(w) < 0 (4.3)
and similarly for ∂X¯, ∂¯X, we arrive at the new periodicity conditions
∂X(w + 1) = e−4πiφa,O6∂X(w)
∂X(w + 1/2 + it) = e−2πiφa,O6∂X(w)
∂X¯(w + 1) = e4πiφa,O6∂X¯(w)
∂X¯(w + 1/2 + it) = e2πiφa,O6∂X¯(w). (4.4)
This provides a convenient way to obtain the holomorphic differentials with given
boundary conditions. Note that these lead to
∂X(w + 2it) = ∂X(w), ∂X¯(w + 2it) = ∂X¯ (4.5)
To compute the worldsheet instanton contribution, we integrate the (doubly periodic)
function ∂X∂¯X¯(w, w¯) over the fundamental domain - but it is more convenient to
extend this to the domain [0, 2it] × [0, 1/2], and take half of the resulting action.
If there is also an orbifold projection, we may combine the action with the orien-
tifold as above and adapt the doubling trick accordingly, or we can simply align our
coordinate system relative to the new fixed planes.
4.2 Cut Differentials
The cut differentials with the periodicities (4.4) are given by using the theta-function
θ
[
1/2− 2a
1/2 + a
]
(z +m; τ) = exp(2πi(1/2 − 2a)m) θ
[
1/2 − 2a
1/2 + a
]
(z; τ) (4.6)
θ
[
1/2− 2a
1/2 + a
]
(z +mτ ; τ) = exp(−2πia) exp(−2πim/2)
× exp(−πim2τ − 2πimz) θ
[
1/2 − 2a
1/2 + a
]
(z; τ).
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We thus define
θφa,O6(z) ≡ θ
[
1/2 − 2φa,O6
1/2 + φa,O6
]
(z;
1
2
+ it)
θ1(z) ≡ θ
[
1/2
1/2
]
(z;
1
2
+ it). (4.7)
For a correlator of L vertex operators at coordinates zi (all lying on the imaginary
axis), each with angles θi we may take
∑L
i=1 θi =M .We then have L−M cut differ-
entials as a basis for ∂X, with {i′} = {1, ..., L −M}:
ω˜i′(z) = γX(z)θ+φa,O6(z − zi′ − Y )
L−M∏
j∈{α}6=α
θ1(z − zj) (4.8)
and we have the set of M differentials for ∂X¯ with {i′′} = {L−M + 1, ..., L}:
ω˜i′′(z) = γX¯(z)θ−φa,O6(z − zi′′ + Y )
L∏
j∈{β}6=β
θ1(z − zj). (4.9)
Here
Y = −
∑
i′
θi′ zi′ +
∑
i′′
(1− θi′′)zi′′
γX(z) =
L∏
i=1
θ1(z − zi)θi−1
γX¯(z) =
L∏
i=1
θ1(z − zi)−θi . (4.10)
These cut differentials are a natural basis which is convenient for deriving the
quantum part of the amplitude, but for performing calculations it is convenient to
express the above only in usual theta functions. We replace
θ±φa,O6(z − zα ∓ Y )→ exp[∓4πiφa,O6z]θ1(z − zα ∓ Y ∓ 2iφa,O6t). (4.11)
where we use zα to denote a member of zi′ or zi′′ . We shall denote the new basis
{ωi′ , ωi′′}. To convert between the two bases, we have
ω˜i′ = e
−2πiφa,O6(1+φa,O6(1−2it))e4πiφa,O6(zα+Y )ωi′
ω˜i′′ = e
−2πiφa,O6(−1+φa,O6(1−2it))e−4πiφa,O6(zα−Y )ωi′′ (4.12)
In this basis, the cut differentials for a two-point function with vertices at z1 = 0, z2 =
iq and angles θ, 1− θ are
ω1(z) = e
−4πiφa,O6z
θ1(z − θqi− 2φa,O6it)
θ1(z − iq)
(
θ1(z − iq)
θ1(z)
)1−θ
ω2(z) = e
4πiφa,06z
θ1(z − (1− θ)qi+ 2φa,O6it)
θ1(z − iq)
(
θ1(z − iq)
θ1(z)
)θ
. (4.13)
In each of the above, the modulus of the theta functions is τ = 1/2 + it.
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4.3 Classical Solutions
The classical solutions Xcl, X¯cl satisfy the boundary conditions∫
γa
dz∂X + dz¯∂¯X = va∫
γa
dz∂X¯ + dz¯∂¯X¯ = v¯a (4.14)
where the va are L displacements corresponding to the independent paths γa on the
worldsheet. We can use these to determine the classical solutions in terms of the basis
of cut differentials:
∂Xcl(z) = va(W
−1)ai′ωi′(z)
∂¯Xcl(z¯) = va(W
−1
)ai′′ ω¯i′′(z¯), (4.15)
where we have defined the matrix W as
W i
′
a =
∫
γa
dzωi
′
(z), i′ = {1..L−M}
W i
′′
a =
∫
γa
dz¯ω¯i
′′
(z¯), i′′ = {L−M + 1..L}. (4.16)
We can then use these to determine ∂¯X¯cl, ∂X¯cl via the doubling trick:
∂¯X¯cl(z¯) = −e−2πiφa,O6va(W−1)ai′ωi′(−z)
∂X¯cl(z) = −e2πiφa,O6va(W−1)ai′′ ω¯i′′(−z¯). (4.17)
However, we may also note that the complex conjugates of the cut differentials are a
good basis for ∂¯X¯cl, ∂X¯cl if we extend those fields to ℜ(z) = [−1/2, 1/2] via
∂¯X¯(w¯) =
{
∂¯X¯(w¯) ℜ(w¯) > 0
−e−2πiφa,O6∂X(−w) ℜ(w) < 0 (4.18)
to obtain
∂¯X¯cl(z¯) = v¯a(W
−1
)ai′ ω¯i′(z¯)
∂X¯cl(z) = v¯a(W
−1)ai′′ωi′′(z). (4.19)
These are entirely consistent provided that we choose the va correctly. This is a
crucial point: we are not at liberty to choose arbitrary cycles for the γa, but must
match them to displacements with the correct phase. We can write
ω¯i′(z¯) = e
iξi′ωi′(−z), ωi′′(z) = eiξi′′ ω¯i′′(−z¯) (4.20)
and ∫
γa
dz¯ω¯i′(z¯) = −eiηaeiξi′
∫
γa
dzωi′(z)∫
γa
dzωi′′(z) = −eiηaeiξi′′
∫
γa
dz¯ω¯i′′(z¯) (4.21)
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where ηa is a phase, constant across i for each a, and such that we can write
W
a
i = −eiηaeiξiW ai . (4.22)
Then
(W
−1
)ai = −e−iηae−iξi(W−1)ai (4.23)
and thus we require for consistency
v¯a = e
−2πiφa,O6eiηava. (4.24)
Note that the phases eξi are always removed from amplitudes (corresponding to nor-
malisation of the basis functions), and indeed, when we take the basis {ωi′ , ωi′′} they
are equal to 1 anyway. However, as mentioned the phases ηa are crucial. A conse-
quence of the above is that
∂X(−z) = −e2πiφa,O6 ∂¯X(z¯), (4.25)
and therefore ∫ it
it+1/2
dx ∂X(x) =
∫ 1/2
0
dx ∂¯X(x). (4.26)
Using this, we define∫
γB
dzωi′(z) ≡ 1
cosψ/2
[ ∫ 1/2
0
dzωi′(z) + e
iψ
∫ it+1/2
it
dzωi′(z)
]
. (4.27)
which we denote
γB ≡ 1
cosψ/2
(
[0, 1/2] + eiψ[it, it+ 1/2]
)
. (4.28)
The above then results in
ηB = ±π + 2πφa,O6 − ψ, (4.29)
which gives us the phase of vB, and thus
vB = ie
iψ/2vˆB. (4.30)
Here vˆB is a real number corresponding to the distance traversed by the cycle, and
thus it may be negative. However, we have an apparent freedom in choosing ψ. This
freedom is fixed by the requirement that the action not depend upon the linearly
independent combination
γB˜ ≡
1
cosψ/2
(
[0, 1/2] − eiψ[it, it+ 1/2]
)
, (4.31)
as shall be seen in the next subsection.
To fix vˆB , however, we must consider from the above that
vB =
eiψ/2
cosψ/2
(
e−iψ/2∆BX − eiψ/2∆BX¯
)
. (4.32)
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4.4 Classical Action
The classical action is determined by integrating the classical solutions over the sur-
face:
Scl =
1
4πα′
∫
R
d2z(∂X∂¯X¯ + ∂¯X∂X¯)
≡ 1
4πα′
vav¯b
[
(W−1)ai′(W
−1
)bj′(ωi′ , ωj′) + (W
−1)ai′′(W
−1
)bj′′(ωj′′ , ωi′′)
]
≡ 1
4πα′
(v†)bS
ba
cl va (4.33)
where the region R is the doubled Mo¨bius strip [0, 1/2]×[0, 2it], and we have divided by
two; the functions ∂X∂¯X¯ and ∂¯X∂X¯ are even under z → −z¯ and z → z+1/2+ it. It
remains to determine the inner products (ωi′ , ωj′). To do this we perform a canonical
dissection by writing ωi(z) = dfi(z) and integrate using Green’s Theorem, as in
[22, 24]. We split the worldsheet up into paths and use Cauchy’s theorem to express
these in terms of the same cycles γa. Two paths are eliminated; the most expedient
to eliminate depend upon the precise configuration, and hence we shall provide the
procedure and the expressions for the two point function, rather than the general case.
In the two point function, we have one vertex fixed at z = 0, and one at z = qi. The
range of q is [0, 2t]. The appropriate contours to take depend upon whether the initial
brane is parallel to the orientifold plane or intersects with it, and whether q > t.
Suppose that the first ND vertex operators have ℑ(zi) < t, and the following NC
have ℑ(zi) > t, ordered in increasing ℑ(zi); they all lie upon the imaginary axis, and
so we define the contours
CNC+1 ≡ [2it, zNC+ND ]
Ci ≡ [zi+1, zi], ND + 1 < i < NC +ND
C1 ≡ [zND+1, it]
DND+1 ≡ [t, zND ]
Di ≡ [zi+1, zi], i < ND
Bˆ ≡ [0, 1/2]
˜ˆ
B ≡ [it, it+ 1/2] (4.34)
noting that z1 = 0.
We also require the conjugate contours
C ′i ≡ Ci + 1/2− it
D′i ≡ Di + 1/2 + it. (4.35)
and the phases
C ′i = e
−2πiφa,O6eiciCi
D′i = e
−2πiφa,O6eidiDi (4.36)
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Figure 2: Canonical dissection of doubled Mo¨bius strip.
where
di − di−1 = −2πθi mod 2π
ci − ci−1 = −2πθi+ND mod 2π (4.37)
and similarly for di. We have cNC+1 = 0 and thus
di = −2π
i∑
j=1
θj
ci = 2π
NC+i+1∑
j=i+1
θj+ND (4.38)
The configuration is illustrated in figure 4.4.
The conditions for eliminating paths are∑
i
Ci +
∑
j
Dj =
∑
i
C ′i +
∑
j
D′j (4.39)
∑
i
Ci −
∑
j
D′j = Bˆ − ˜ˆB (4.40)
23
Once all spurious degrees of freedom have been eliminated, we can finally write
(ωi′ , ωj′) = iW
i′
a W
j′
b M
ab
(ωi′′ , ωj′′) = iW
i′′
a W
j′′
b M
ab
(4.41)
where Mab is anti-hermitian. We can simplify by using the matrix
Pij ≡
{
δi′j′ i ∈ {i′}
0 i ∈ {i′′} (4.42)
and defining Wˆai by
W ai = ie
−iηa/2Wˆai (4.43)
(which factors out the phases for the individual cut differentials; as we argued they
disappear from the action anyway - although note that it does not exclude elements
Wˆai from being negative) to then write the action in matrix form as
Sabcl = i[M
T WˆPWˆ−1 − (MT WˆPWˆ−1)† −MT ]ab (4.44)
4.5 Classical Action: Two-Point case
It is possible to deal with the two point functions quite generally; initially we have
five paths Ci,Di, Bˆ,
˜ˆ
B where NC = 1, ND = 2 when q < t or NC = 2, ND = 1 when
q < t, and in both cases we can eliminate all but two: B and A ≡ ∑iCi +∑jDj .
That A is a valid path and has a well-defined phase is straightforward to show using
C¯i = −eiciCi = −e2πiφa,O6C ′i
D¯i = −eidiDi = −e2πiφa,O6D′i (4.45)
and 4.39; we find
A¯ = −e2πiφa,O6A. (4.46)
The displacement associated with this is then
vA =
1√
2
(va + va′) =
√
2nALa cos πφa,O6 (4.47)
4.5.1 q < t
In this case, the matrix Mab is given by
MAA = i
sinπ(2φa,O6 + θ) tanπφa,O6
sinπθ
MAB = e−iπφa,O6/2
MBA = −eiπφa,O6/2
MBB = 0. (4.48)
We also find
ψ = −2πφa,O6 (4.49)
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and thus vB is perpendicular to brane a
′; we find
vB =
√
2i
e−πiφa,O6
cos πφa,O6
(
nB
4π2T2
La
+ yB
)
(4.50)
where yB is the height of the smallest triangle abO6. The action is
Sabcl =
1
Wˆ 2AWˆ
1
B − Wˆ 1AWˆ 2B
×


[
Wˆ 1BWˆ
2
B + iM
AA(Wˆ 1AWˆ
2
B + Wˆ
2
AWˆ
1
B)
]
−eiπφa,O6MAAWˆ 1AWˆ 2A
e−iπφa,O6MAAWˆ 1AWˆ
2
A −Wˆ 1AWˆ 2A

 (4.51)
which gives
Scl =
1
4πα′
2
Wˆ 2AWˆ
1
B − Wˆ 1AWˆ 2B
× (4.52)
[(
Wˆ 1BWˆ
2
B + iM
AA(Wˆ 1AWˆ
2
B + Wˆ
2
AWˆ
1
B)
)
(nALa cos πφa,O6)
2
−Wˆ
1
AWˆ
2
A
cos2 πφ
(nB
4π2T2
La
+ yB)
(
nB
4π2T2
La
+ yB + 2iM
AAnALa cos
3 πφa,O6
)]
.
We also have the determinant
|W | = ie−3πiφa,O6
(
Wˆ 1AWˆ
2
B − Wˆ 2AWˆ 1B
)
. (4.53)
For calculating the integrals W iA when φa,O6 6= 0 it is most expedient to use the
identity
W iA = −W iD1e−iπ(θ+φa,O6)
sinπθ
sinπ(φa,O6)
(4.54)
from which one deduces that, in the limit q → 0, that
W 1D →
θ1(2φa,O6it)
θ′1(0)
eπiθB(θ, 1− θ)
W 1A → −
θ1(2φa,O6it)
θ′1(0)
e−πiφa,O6
π
sinπ(φa,O6)
W 2A → −W 1A ≡ −A (4.55)
while it is also clear that W 1B →W 2B ≡ B →∞.
In this limit we find that the coefficient of the term quadratic in nA diverges,
and thus the sum over nA is reduced to the zero mode:
∑
nA
e−S(nA,nB) → e−S(0,nB).
However, the coefficient of the quadratic term in nB reduces to zero, and we must
Poisson resum, upon which the sum collapses to a single contribution:
∑
na,nb
e−S(nA,nB) →
√
|B|
|A|
√
α′
2π
La cosπφa,O6
T2
(4.56)
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4.5.2 q > t
In this case, the matrix Mab is given by
M˜AA = i
sinπ(2φa,O6 + θ) tanπ(θ + φa,O6)
sinπθ
M˜AB = e−iπ(θ+φa,O6)/2
M˜BA = −eiπ(θ+φa,O6)/2
M˜BB = 0. (4.57)
We also find
ψ = −2πφa,O6 − 2πθ, (4.58)
and thus vB is perpendicular to brane b
′; we find
vB =
√
2i
e−πi(θ+φa,O6)
cos π(φa,O6 + θ)
(
nB
4π2T2
Lb
+ yB
)
. (4.59)
The action is
Sabcl =
1
Wˆ 2AWˆ
1
B − Wˆ 1AWˆ 2B
×


[
Wˆ 1BWˆ
2
B + iM˜
AA(Wˆ 1AWˆ
2
B + Wˆ
2
AWˆ
1
B)
]
−eiπ(θ+φa,O6)M˜AAWˆ 1AWˆ 2A
e−iπ(θ+φa,O6)M˜AAWˆ 1AWˆ
2
A −Wˆ 1AWˆ 2A

 (4.60)
which gives the same action as equation (4.52) but with MAA replaced with M˜AA
and vB modified. The determinant is
|W | = ie−3πiφa,O6−πiθ
(
Wˆ 1AWˆ
2
B − Wˆ 2AWˆ 1B
)
. (4.61)
For calculating the integrals W iA when φa,O6 6= 0 it is most expedient to use the
identity
W iA =W
i
C2e
−iφa,O6/2
sinπθ
sinπ(θ + φa,O6)
(4.62)
from which one deduces that, in the limit q → 0, that
W 1C2 → −
θ1(2i(θ + φa,O6)t)
θ′1(0)
e−4πθtB(θ, 1− θ)
W 1A → −e−iπφa,O6
θ1(2i(θ + φa,O6)t)
θ′1(0)
e−4πθt
π
sinπ(θ + φa,O6)
W 2A → −W 1A (4.63)
while it is also clear that W 1B →W 2B →∞.
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4.6 Quantum Part
The quantum contribution for the Mo¨bius strip can be derived exactly as in [24] but
with the new basis of cut differentials. The result is
〈
L∏
i=1
σθi(zi)〉φa,O6 = |W˜ |−1/2θφa,O6(−Y )(L−M−1)/2θ−φa,O6(Y )
(M−1)/2
L−M∏
0<i<j
θ1(zi − zj)1/2
L∏
L−M<i<j
θ1(zi − zj)1/2
L∏
0<i<j
θ1(zi − zj)−
1
2
[1−θi−θj+2θiθj ] (4.64)
written in the basis ω˜i. To transform to the basis ωi, we use 4.12 and note that
|W˜ | → e4πiφa,O6Y L∏L−Mi=1 e4πiφa,O6zi∏Lj=L−M+1 e−4πiφa,O6zj |W | and θφa,O6(−Y ) →
e4πiφa,O6Y θ1(Y + 2φa,O6it) to give
〈
L∏
i=1
σθi(zi)〉φa,O6 = |W |−1/2θ1(Y + 2φa,O6it)(L−2)/2e−4πiφa,O6P
L−M∏
0<i<j
θ1(zi − zj)1/2
L∏
L−M<i<j
θ1(zi − zj)1/2
L∏
0<i<j
θ1(zi − zj)−
1
2
[1−θi−θj+2θiθj ] (4.65)
where P is as defined in [24]:
P ≡
L∑
i=1
(1/2 − θi)zi. (4.66)
In the case of a two-point function with z1 = 0, z2 = iq, θ1 = θ, θ2 = 1− θ, Y = θqi
we have
〈σθ(0)σ1−θ(qi)〉quφa,O6 = |W |
−1/2e4πφa,O6(θ−1/2)q
(
θ1(qi)
θ′1(0)
)−θ(1−θ)
(4.67)
4.7 Normalisation
To normalise the two-point function we use the OPE
〈σabθ (z1)σba1−θ(z2)〉 ∼ (z1 − z2)−θ(1−θ)C(aba)θ,1−θMXaa′ , (4.68)
with the same OPE coefficients (3.27) as before, but now the partition function is
MXaa′ = −iIaO6
exp(4π(φa,O6)
2t)η(it + 1/2)
θ1(2φa,O6it, 1/2 + it)
. (4.69)
Using equations (4.67) and (4.56) we find for q < t, q → 0
N(qi)−θ(1−θ)e−πi/4e3πiφa,O6/2
1√
2|A||B|
√
|B|
|A|
√
α′
2π
La cos πφa,O6
T2
= (qi)−θ(1−θ)
2π
√
α′
Lia
MXaa′
(4.70)
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and hence, using the identity (3.30) but for the intersection between a and a′ (with
angle 2πφa,O6) we find
N =
√
2
e4πφ
2
a,O6t
η2(it+ 1/2)
eπi/4−3πiφa,O6/2 (4.71)
Following the same procedure for q > t we factorise onto
MXbb′ = −iIbO6
exp(4π(φa,O6 + θ − 1)2t)η(it + 1/2)
θ1(2(θ + φa,O6 − 1)it, 1/2 + it) (4.72)
to obtain
N˜ = Ne−πiθ/2 (4.73)
4.7.1 φa,O6 = 0,−θ
If either brane a or b is parallel to the orientifold plane (φa,O6 = 0,−θ respectively),
then the partition function that we factorise onto contains worldsheet instantons. For
a parallel, for q → 0 we factorise onto ([27]):
MXaa′ =
1
η(it+ 1/2)2
∑
r,s
e
−t 8pi
3α′
L2a
|r+ T
α′
s|2
(4.74)
or the same forMXbb′ should that be the parallel brane, at the pole q → 2t. To see this,
note that for φa,O6 = 0 we haveM
AA = 0; but in addition, as in the case of an annulus
diagram with a parallel brane, we find that W 1B = W
2
B ≡ B and W 1A = −W 2A ≡ −iAˆ
and thus the action (4.52) becomes
Scl =
1
4πα′
[
− B
Aˆ
(nALa)
2 − Aˆ
B
(nB
4π2T2
La
+ yB)
2
]
. (4.75)
and |W | = 2iAˆB. In the limit q → 0 we find B → 1, Aˆ → 2t, and so to show
equivalence to the above we must perform a Poisson resummation on nA to obtain
〈σθ(0)σ1−θ(iq)〉 φa,O6→0−→
(
θ1(iq)
θ′1(0)
)−θ(1−θ) 2π√α′
η(1/2 + it)2La
1
B
×
∑
n˜A,nB
e
− 4pi
3α′
L2a
Aˆ
B
[(nA)
2+(nB
T2
α′
+
yBLa
4pi2α′
)2]
(4.76)
which clearly reduces to the expected form in the limit.
4.8 Fermionic Correlators
Calculation of fermionic correlators is straightforward using bosonised operators:
〈
L∏
i=1
eiaiHi(zi)〉φa,O6,ν = e−4πiφa,O6Qθν(Q− 2φa,O6it)
∏
i<j
θ1(zi − zj)aiaj (4.77)
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where ν indicates the spin structure and
Q ≡
∑
i
aizi. (4.78)
To normalise, we require the fermionic partition function
Mψaa′ = −i
θν(2φa,O6it, 1/2 + it)
exp(4π(φa,O6)2t)η(it+ 1/2)
. (4.79)
and thus we must multiply by iη−1(it+ 1/2)e−4πφ
2
a,O6t.
For the two-point function with a1 = θ − 1, a2 = 1− θ we have
〈ei(θ−1)H(0)e−i(θ−1)H(qi)〉 = e4πφa,O6(1−θ)qiθ1(qi)−(1−θ)2 θν(2φa,O6it− (1− θ)qi)
e4πφ
2
a,O6tη(it+ 1/2)
(4.80)
4.9 Full Two-Point Mo¨bius Amplitude
We now assemble the above machinery to compute the two-point function for the
Mo¨bius strip in N = 1 supersymmetric sectors. The contribution to sectors with
more supersymmetry can be obtained from the below by setting some angles to zero.
We use the same vertex operators (3.4) as the previous section, for states at an
intersection with angles θκ where
∑
θκ = 2, but we define
z1 = 0, z2 = iq (4.81)
in accordance with the method outlined in this section (but in contrast to that used
in the previous one). Here we also have the angle between brane a and the orien-
tifold plane φκa,O6. Here we take
∑
κ φ
κ
a,O6 = 2, although summing to zero is entirely
equivalent for these.
We thus write
M ≡ 〈Cab(k)Cab(−k)〉
= 4(α′)2k2GCab,Cab
∫ ∞
0
dt
(8π2α′t)2
1
η(it+ 1/2)3
∫ 2t
0
dq(2
√
2)
×χ(qi)
(
θ1(iq)
θ′1(0)
)−2
e4πq
×
∑
ν
δνθν(qi)
∏
κ
θν(2φ
κ
a,O6it+ (θ
κ − 1)qi)
η(it + 1/2)3
|W κ|−1/2
∑
nκ
A
,nκ
B
e−S
κ
(4.82)
which after summation over spin structures becomes
M = k
2
16π2
GCab,Cab
∫ ∞
0
dt
t2
1
η(it+ 1/2)6
∫ 2t
0
dqθ1(iq)
−1e4πqχ(qi)
×
∏
κ
θ1(2φ
κ
a,O6it+ (θ
κ − 1)qi)|W κ/2|−1/2
∑
nκ
A
,nκ
B
e−S
κ
. (4.83)
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In the same way as the previous section, but after rescaling t → t/4 to match the
modular parameter of the Mo¨bius strip to the annulus we can find the pole behaviour
M = −4ρΩR
GCab,Cab
32π3
tr(λabλ
†
ab)
[
(2π
√
α′)3
2α′
(
Iac
La
+
Ibc
Lb
)∫ ∞
0
dt
t2
+ finite
]
(4.84)
where, in the same way as in section 2, we have γ−1ΩRγ
T
ΩR = ρΩR1 = ±1. This is then
exactly the correct contribution to cancel the poles in the annulus diagrams.
5 Conclusions
We have calculated the one loop Ka¨hler metric for chiral fields on branes in both
branes at orbifold fixed points and intersecting brane models, and in so doing com-
pleted the set of techniques for calculating D6-brane boundary-changing operator
amplitudes in toroidal orientifold models. The two types of calculations are in stark
contrast, due to the presence of the boundary changing operators in the second case,
although they both reproduce the field theory expectations and both contain closed
string tadpoles that must be subtracted. In addition, the first computation involves
no moduli dependence, and so we expect that the corrections given have a universal
quality independent of the geometry. The intersecting branes, on the other hand, have
Ka¨hler and brane modulus dependence through the worldsheet instantons, and so are
sensitive to the whole compact space. It is nevertheless possible to use these latter
computations in various limiting cases; for example intersecting branes can be used as
a toy model for D-term supersymmetry breaking, but we postpone such calculations
for further work.
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A Theta Functions
The theta functions are defined as
θ
[
a
b
]
(z, τ) =
∞∑
n=−∞
exp
[
πi(n+ a)2τ + 2πi(n + a)(z + b)
]
(A.1)
and have periodicies
θ
[
a
b
]
(z +m; τ) = exp(2πiam)θ
[
a
b
]
(z; τ) (A.2)
θ
[
a
b
]
(z +mτ ; τ) = exp(−2πibm) exp(−πim2τ − 2πimz)θ
[
a
b
]
(z; τ)
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The modular transformation of θ1(z, τ) ≡ θ
[
1
2
1
2
]
(z, τ) is
θ1(z, τ) = i(−iτ)−1/2 exp(−πiz2/τ)θ1(z/τ,−1/τ)
= exp(−πi/4)θ1(z, τ + 1)
θ1(z, 1/2 + it) =
√
i
2t
exp(−πz2/t)θ1( iz
2t
,
i
4t
− 1/2) (A.3)
Some additional identities used in the text are presented below.
θ
[
α+ c
β + d
]
(z, τ) = exp[2πic(z + d+ α) + c2πiτ ]θ
[
α
β
]
(z + cτ + d, τ) (A.4)
θ′1(0)θ1(a+ b)
θ1(a)θ1(b)
= π cot(πa) + π cot(πb) + 4π
∞∑
m,n=1
e2πmniτ sin(2πma+ 2πnb) (A.5)
θ′1(z)
θ1(z)
= π cot πz + 4π
∞∑
m,n=1
e2πmniτ sin(2πmz) (A.6)
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