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Abstract 
The flow of pulverized fuel in a power plant is one example of gas-particle flows in the energy and process industries.  
Computational Fluid Dynamics (CFD) is a widely used trouble shooting and engineering design tool increasingly deployed 
within industry to predict the behavior of such flows.  Despite wide use, traditional models are often inadequate for solving 
industrial problems.  An example is the concentration of the particulate phase within a coal burner’s fuel feed due to particle 
inertia and inter-particle collisions.  This local concentration of the particles can be advantageous, but it is difficult to characterize 
the flow beyond the dilute limit (volume fraction of 0.001).  To address this and other short comings a number of two-phase flow 
models have been investigated and their applicability and accuracy assessed by comparison with experiments in the literature for 
a vertical pipe flow with relatively high mass loadings of the discrete phase.  The physics investigated includes: particle-wall 
collisions, particle-particle collisions and structure dependent drag.  Models have been implemented in the commercial CFD 
software ANSYS FLUENT R.14.5 for the Discrete Phase Model.  The results show a significant improvement over industry best 
practice and provide an indication as to the key physics and the effects of scale on confined gas-particle flows.  Furthermore, the 
modeling approach will be applicable in a number of other industrial areas, such as biomass conveying.  This paper provides an 
overview of CFD models for the application to pulverized fuel flows within a coal fired power plant and discusses the gap 
between academic development and industrial adoption of advanced CFD models. 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of Chinese Society of Particuology, Institute of Process Engineering, Chinese 
Academy of Sciences (CAS). 
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1. Introduction 
The flow of pulverised fuel in a power plant is one example of gas-particle flow in the energy and process 
industries.  Typically coal is conveyed at a mass loading of 0.3-1kg/k corresponding to a volume fraction 0.00024-
0.0008m3/m3, while the volume fraction of biomass can be higher due a lower density.  Therefore, assumptions  
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based on dilute flow are often applied when modelling such systems.  But this fails to account for the effects of plant 
geometry on the local concentration of the particles.  The formation of particle ‘ropes’ downstream of pipe bends 
being the obvious example.  In addition, environmental and cost pressures are necessitating the improved design of 
combustion systems, utilisation of new fuels (such as biomass or difficult coals) and potential adoption of dense 
phase conveying to lower energy requirements.  All of these can be benefitted by accurate CFD modelling of the 
pulverised fuel flow beyond the traditional dilute limit (volume fraction of 0.001 m3/m3).   
The majority of experimental and modelling work in this area has been relatively small scale (narrow pipe 
diameters [1,2,3]), for dilute flows[4] or relatively large particle diameters [1,2].  This has facilitated the use of non-
intrusive measurement techniques, such as Laser and Phase Doppler Anemometry, and development of many 
particle force models.  The Euler/Lagrange approach is usually adopted to model a dilute gas-particle flow, known 
here as the Discrete Phase Model (DPM) [5].  The trajectory of the particle is solved based on Newton’s second law, 
accounting for gravity, drag forces and the momentum coupling between the particle and the fluid at higher mass 
loadings.  The approach has been extended to include the effects of wall roughness [6], the rotation and shear lift 
forces [7], and inter-particle collisions [3,8,9].   
Tanaka and Tsuji [3] used a periodic 2D model including the effects of inter-particle collision, wall roughness 
and lift forces to investigate a vertical pipe flow, in this case good agreement between the experimental and 
modelling velocity profiles was found for both 0.4mm and 1.5mm particles.  Cao and Ahmadi [10] used the 
experimental data of Tsuji et al. [2] to validate a 2D turbulent two-phase flow model which accounted for volume 
fraction and inter-particle collisions and obtained good agreement.    However, there remains some uncertainty over 
the validity of these modelling approaches when it comes to the realities of full scale plant.  Kuan and Schwarz  [11] 
performed numerical modelling studies on vertical and horizontal ducts.  The experimental data of Maeda et al. [12] 
for 136μm glass particles and 56mm diameter pipe was used for the vertical duct case and it was found that a 
reduction in the drag force to 65% of that for an isolated particle was required to correct the particle velocity profile. 
Such a reduction in the drag coefficient has been identified within fluidised bed studies due to the formation of 
particle clusters.  For a dense cluster the air will flow around the cluster as it is the path of least resistance, thus 
Nomenclature  
D  Volume fraction, [m3/m3] 
U  Density, [kg/m3] 
H  Void fraction, [m3/m3] 
I  Random number 
P  Dynamic viscosity, [kg/m.s] 
Q  Collision frequency, [1/s] 
Y  Effective drag coefficient 
 
A Cross-sectional area, [m2] 
D, d Diameter, [m] 
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g Gravitational acceleration, [m/s2] 
N Number of particles 
P Pressure, [Pa] 
u Velocity, [m/s] 
U Superficial velocity, [m/s] 
L Length, [m] 
CD Drag Coefficient 
Pr Collision Probability 
t Time, [s] 
Re Reynolds Number 
Z Mass Loading [kg/kg] 
Subscripts 
c Continuous phase and centre  
col Collision 
D Drag 
den Dense phase 
dil Dilute phase 
cl Interphase/cluster 
i Index i 
j Index j 
p Discrete phase 
0 Reference case 
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reducing the air velocity and thus drag force in the cluster.  For the overall bed, this results in an increase in the 
particle slip velocity and a decrease in the overall recirculation rate.  Agrawal et al. [13] showed that the Two Fluid 
Model approach and fine grids (~5-10 particle diameters) are able to account for this effect, but such grids are 
impractical for industrial scale problems.  Sub-grid scale modelling approaches which can alter the drag force based 
on the local volume fraction have been applied, for example the correlative approach of Helland et al. [14] and the 
Energy Minimisation Multi-scale Methodology (EMMS) of Li and Kwuak [15,16 ].      
In this study we use a vertical pipe case of Tsuji et al. [2] to investigate the effects of mass loading on the 
Discrete Phase Model for a 3D domain.  Tsuji et al. [2] made measurements of air and solid velocities in vertical 
pipe sections using Laser-Doppler Velocimetry (LDV).  Particle sizes of 200μm and 1.5mm were conveyed, with 
fine ammonium chloride particles used as tracers.  Air velocities ranged from 6 to 20m/s and solid to air mass 
loadings were up to 6kg/kg.  Here we compare our modeling results to the reported results for 200μm particles.  The 
case used for validation is the acrylic pipe of 0.0305m diameter at average air velocities of 15.6, 15.3, 14.0m/s and 
mass loadings of 1, 2.1, 4.8 kg/kg respectively.   It will be shown that there is a discrepancy in the results for both 
the basic DPM and the DPM featuring additional particle force models described above.  An explanation for this 
will be given based on a significant effect of the pipe wall and the structure dependant drag.  We then discuss the 
implications of this for industrial applications.   
2. Model Description 
2.1. Geometry and Mesh 
The vertical pipe was made of acrylic with diameter 0.0305m and length 6.661m.  Measurements of particle and 
air velocities were taken at a location 5.11m downstream of the inlet to the vertical section. Cell dimensions were 
~25dp in size.  An o-grid was used throughout and the cell aspect ratio was maintained to ensure accurate particle 
collision statistics, rather than to reduce the cell count.  Refining the meshes by 50% in each direction did not 
significantly alter the solution.     
2.2. Continuous Phase 
Transient, isothermal simulations were performed using the commercial CFD package ANSYS FLUENT 14.5, 
which solves the Navier Stokes Equations using the finite volume method.  The continuity and momentum equations 
for the continuous phase are:  
  0  ccc ut Uw
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.    (2) 
where F is an external source due to the particles.  Turbulence was modelled using the Realizable k-ε model.  The 
pressure based solver with PISO algorithm was used for pressure correction.  The convective and diffusion terms 
were represented using a second order upwind scheme.  Time discretisation was achieved using the first order fully 
implicit scheme.  The equation solver used was Algebraic Multigrid.   
Transient solutions were initialized from the steady state case, but the final solutions were independent of these 
initial solutions.  The fluid time step was limited by the Courant maximum number which is 0.53 for a time-step of 
0.0002s.  Further reduction in the time step did not significantly change the solution. Gravity was defined in the 
appropriate direction as 9.81ms-2.  Convergence was judged based on the global sum of the residuals for the main 
flow variables and equations, which were allowed to approach the accuracy for single precision. The mass balance 
between the inlet and outlet of the domain, velocity, pressure and particle concentration at key points were also 
monitored to ensure convergence.  
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2.3. Discrete Phase 
The particles were modelled as polystyrene spheres with density 1000kg/m3 and a Rosin-Rammler particle size 
distribution based on the experimental distributions.  The discrete phase was modelled using the Lagrangian 
approach with FLUENT’s DPM [5].  Here the Lagrangian tracking method is used to solve the individual 











)(    (3) 
Two-way coupling, the exchange of momentum between the particles and fluid, was accounted for.  The 
spherical drag model of Morsi and Alexander [17] has been used to model the particles.  The effects of particle 
clustering and pipe diameter on the drag of an isolated particle have been modelled using a pressure balance model 
as will be described in Section 3.   
Particle-particle collisions have been modelled using the Nanbu-Babovsky collision model [18].  This is a 
stochastic collision model where the probability of a collision between particles is based on the volume of particles 
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The collision partner is determined at random from the other particles in the cell as: 
¬ ¼ 1 Nj I    (5) 
where ¬ ¼...  is the integer part of the argument and ϕ is a random number between [0, 1].  The model requires a limit 
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Where this limiting collision timestep is less than the particle time step, the collision loop is repeated until the 
sum of the collision timesteps is greater.  Thus the model resolves the expected number of collisions.  The post 
collision velocities are calculated from the impulse equations [3,19].  Fig. 1 shows good agreement between the 
computed and the expected number of collisions based on kinetic theory.     
The lift forces of Saffman and Magnus, which account for the lift due to shear in a velocity gradient and particle 
rotation respectively, and the torque on the particle are not included in the results here as they had a minimal effect 
on the solution. The virtual mass force is not accounted for due to the large density difference between the fluid and 
particle.         
2.4. Boundary Conditions 
The inflow condition was specified as a fully developed velocity profile parallel to the pipe axis with mean 
velocity of15.3 m/s.  A characteristic length based on the pipe diameter and an estimate of turbulence intensity was 
also defined.  Particles were injected at random points on the inlet with velocity 90% of the mean air velocity.  
Within 0.5m the flow field had reached a steady velocity.  The no slip condition was used at the wall and the heights 
of the near wall cells were sufficient to accurately represent the boundary layer using the Enhanced Wall Function 
approach.  Particle wall collisions were accounted for using the wall roughness model [6].  The standard deviation of 
the roughness angle was taken as 1°, with restitution and friction coefficients of 0.94 and 0.325 respectively [3]. 
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3. Structure Dependent Drag Model  
In pneumatic transport the assumption of a homogeneous and dilute flow no longer holds where geometric 
features, hydrodynamics and particle collisions lead to heterogeneity and the local concentration of the particles.  
The structure of the flow can take the form of isolated clusters or particle ‘ropes’ downstream of pipe bends.  In 
order to capture the structural effects on the particle drag and inter-phase momentum transfer, a model for a pipe 
cross section is proposed.  This is based on the EMMS methodology, but unlike the EMMS where the cluster 
diameter must be determined from a correlation, we assume a plug of particles in the cross section of the domain 
which contains the majority of the discrete phase.  This assumes the local mass loading does not vary significantly 
from cross section to cross section which is a valid assumption for the majority of pneumatic conveying systems.  
The basis of this model is illustrated in Fig. 2. 
The dense region is not in isolation, some of the particles are distributed in the dilute phase, so we can define εdil.  
The value of εdil was defined in the original EMMS model as the maximum voidage, εmax = 0.9997, [20].  This value 
is too low for most dilute flow cases where the overall value for the system is often close to or less than this.  For 
example, the flow of coal particles at a mass loading of 0.3 kg/kg is 0.99976 m3/m3, yet particle ropes still occur.  A 
suitably high value for εdil must be chosen and it must divide the discrete phase between the dense and dilute phases.  
For mass loadings >1kg/kg, 0.9999 was found to give consistent results, higher values are required for lower mass 
loadings.  The model is constructed on a per unit volume basis.  This allows diameter of the particle ‘plug’ to be 
estimated based on the overall mass loading of the discrete phase.  The mass balance for the air phase is: 
)1( cldilclden DHDHH     (7) 
In addition, we can also define the air and particle mass balances as: 
dilUcldenUclu )1(0 DD     (8) 
dilpUcldenpUclpu ,)1(, DD     (9) 
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Therefore, an equivalent diameter of the ‘plug’ is given by )/()4( LD clden SD .  For a ‘plug’ with length equal to 








D    (11) 
Having obtained an estimate for the dimensions of our particle cluster, we then must calculate the pressure drops 
through the dense and dilute phases.  The pressure drop in the dense phase is given by the drag force on the particles 
in the dense phase.  The pressure drop in the dilute phase is given by the sum of the drag force on the particles in the 
dilute phase, the drag force on the cluster and the skin friction of the pipe wall.  The drag forces on the particles and 
cluster are calculated based on the superficial velocity using the equations shown in Tab. 1.  The pressure drop due 
to the wall is calculated relative to the air only flow [21], given by 
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Thus the additional pressure drop due to the particles is 
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A resulting pressure balance between the dense and dilute phases is defined as: 
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The system of equations has been solved numerically by varying uden from a minimum value until both sides of 
Equation 14 balance.  Incrementing uden by a maximum of 1x10-6 was found to be sufficient to obtain a suitably 
small error for this balance across a range of parameters and all void fractions.  The resulting drag is represented 
here as an effective drag coefficient, ω, which is the ratio of the drag force in the dense phase to that of the drag 
force on an isolated particle as calculated from the spherical drag law.    
The results of the model for 200μm polystyrene particles are shown in Fig. 3 for pipe diameters 0.0305m and 
0.15m.  It can be seen that the effective drag coefficient changes substantially with pipe diameter.  As has been 
previously reported the formation of a particle cluster results in a decrease in the particle drag force due to the 
tendency for air to flow around a cluster.  This has been observed and modeled in fluidized beds where the 
contribution of the domain walls to the pressure drop is small.  In contrast, as the pipe diameter decreases the 
contribution of the wall increases and the velocity of the air in the dilute phase is limited by the friction of the wall.  
This effect acts to maintain or increase the velocity through the dense phase cluster.  As the model also accounts for 
the wall effect, an increase in the effect drag coefficient above a value of 1 is reported for the pipe diameter 0.0305m 
(Fig. 4).  Qualitative agreement is obtained with the correlation of Wen and Yu [14].  We model this increase in the 
drag coefficient here using a constant value of 260% of the spherical drag.     
 
Fig. 1. Variation of the number of collisions with mass loading for 
the vertical pipe case.  [- - -] Expected number of collisions, [    ] 
Actual number of collisions. 
 
Fig. 2. Left, the simplified model with the majority of mass in a 
cross section treated as one cluster, and right, a representation of 
regions of high particle concentration in reality.
Fig.4 also shows the results of our structure dependent drag model for vertical pipe of Maeda et al. [12] with 
136μm glass particles in a 56mm diameter pipe at mass loading of 0.3kg/kg.  Kuan and Schwarz [11] modeled this 
system accounting for the wall roughness and Saffman lift force, finding that a reduction in the drag coefficient to 
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65% was required to achieve agreement between the simulated and experimental particle velocity profiles.  Our 
model predicts a reduction in the effective drag coefficient in this case, falling to a value of 65% at a void fraction of 
0.86 and leveling off at 55%.  This verifies the principle behind the model and it should be noted that the drag on a 
particle will depend on local effects, as well as the velocities, particles sizes and pipe diameter of the system.        
4. Vertical Pipe Results 
4.1. Note on calculation of the average particle velocities 
The experimental particle velocities were obtained by LDA.  LDA uses the frequency shift between the incident 
and scattered laser light to determine the particle velocity.  This does not allow the determination of the particle size 
or the local particle concentration due to difficulties in discriminating the intensities for large and small particles.  
Tsuji et al. seem to have taken steps to maintain something close to a uniform particle size distribution to negate this 
issue.  But as FLUENT uses a theoretical particle parcel approach, where the number of actual particles in a 
theoretical particle varies with particle diameter, a difference between the parcel average and particle number 
average velocities is possible.  As the largest particles are likely to be slower than the average particle and also a 
theoretical parcel will contain fewer of them, the velocity may be biased towards these slower particles.  Fig. 5 
shows a comparison of the parcel and particle number averaged velocities normalized against the center air velocity.  
It can be seen that the particle number average does indeed increase the average velocity of the particles by roughly 
0.2-0.4m/s or 2%, but this is not enough to explain the discrepancy in the results described below.    
4.2. Air and Particle Velocity Profiles 
Comparison of the experimental and simulated particle velocities for the DPM including different particle force 
models is shown in Fig. 6.  The profiles have been normalized against the center velocity of the air profile.  For the 
DPM approach (Fig. 6a) the increase in mass loading does not have a significant effect on the air or particle velocity 
profiles, despite being two-way coupled.  The particle reaches a steady velocity within the domain and little 
momentum is transferred between the particles and the fluid due to the absence of particle wall collisions.  As a 
result the air flow profile does not change with mass loading.  The simulated particle velocities are also lower than 
the experimental profile for the 4.2kg/kg case.  
The 2D case is shown in Fig. 6b to help explain this discrepancy in the particle velocities.  Tanaka and Tsuji[3] 
simulated the flow of 0.4mm and 1.5mm polystyrene particles in a 40mm diameter vertical pipe accounting for wall 
roughness effects, inter particle collisions and lift forces.  For a 2D domain with periodic boundary conditions, good 
agreement between the experimental and simulated velocity profiles was found in both cases.  As is the case for the 
200μm particles, our drag model predicts an increase in the particle drag force for these cases. It can be seen that the 
DPM particle velocity profiles in 2D are higher than in the 3D case. This result agrees with the numerical 
investigation of Cao and Ahmadi [10] for a 2D channel which was validated against the same data of Tsuji et al. [3].   
This highlights the effect of the wall on predicting the characteristics of the flow.  In 2D the velocity of the air 
and particles is only governed by the parallel walls, whereas in the 3D case a particle is subject to an increased 
influence of wall due to its curvature.  In terms of the cross-sectional area, a larger proportion of the particles and 
their paths are subject to wall effects than in the parallel wall case.  Assuming the wall influences 0.25D from the 
wall, in the parallel case 50% of the cross sectional areas is affected by the wall, in the circular pipe case 75% will 
be.  This clearly shows the significant effect of the wall for small diameter pipes.    
The inclusion of particle wall and inter-particle collisions (Fig. 6c) improves both the air velocity profile 
prediction, clearly shown by the flattening of the Z=4.2kg/kg profile, and the particle velocity profiles close to the 
wall.  The wall roughness model pushes the particle trajectories towards the center of the pipe and the inter-particle 
collision model aids in dispersing the particles.  Both increase the number of wall collisions which lowers the 
particles momentum and increases momentum transfer with the air, thus improving the air profiles.   
 
 
1433 Allan I.J. Love et al. /  Procedia Engineering  102 ( 2015 )  1426 – 1435 
Table 1. Equations for each phase of the structure dependent drag model based on the EMMS model [15,16]. 
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Fig. 3. Variation of the effective drag coefficient, ω, with dense phase void fraction and mass loading for (a) Dpipe= 0.0305m (b) Dpipe= 0.15m. 
 
Fig. 4. Variation of the effective drag coefficient, ω, with dense 
phase void fraction.  [---] Z = 1kg/kg Dpipe= 0.0305m, […] Z = 
2.1kg/kg Dpipe= 0.0305m, [     ] Wen and Yu drag law [14],  [     ] 
based on Maeda et al. [12].  
 
Fig. 5. Comparison of the parcel and particle number averaged 
velocities for the vertical pipe, Z = 2.1kg/kg, with the DPM model.  
[   ] air velocity, [x] parcel average, [○] particle number average.
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Fig. 6. Comparison of air and particle velocity profiles for the vertical pipe case for the three mass loadings 1, 2.1 and 4.2kg/kg (bottom, middle 
and top profiles respectively). [     ] Experimental air velocity, [- - -] Simulated air velocity, [●] Experimental  particle velocity, [○] Simulated 
particle velocity. (a) DPM (b) 2D DPM (c) DPM + wall roughness + particle collisions (d) DPM + wall roughness + particle collisions + structure 
dependent drag.    
The contribution of a constant increase in the drag coefficient of 260% based on the structure dependent drag model 
is shown in Fig. 6d.  It can be seen that an increase in the drag coefficient increases the velocity of the particles 
towards that of the experimental profile, without altering the air velocity profiles considerably.  This provides 
further evidence for the significance of group effects on the drag force of an isolated particle within pneumatic 
conveying systems.       
5. Conclusions 
The relatively dense particle flows in the 0.0305m diameter vertical pipe of Tsuji et al. [2] have been investigated 
using the commercial CFD code ANSYS FLUENT 14.5.  Additional particle force models for wall roughness, inter-
particle collisions and structure dependent drag have been included.  A structure dependent drag model, based on the 
EMMS methodology, but modeling the size of the cluster based on the local volume fraction and mass loading in the 
pipe cross-section has been proposed.  This model balances the pressure drop between the dense and dilute phases, 
accounting for the effect of the pipe wall.  The model shows a substantial decrease in the effective drag coefficient 
with increasing pipe diameter, in agreement with other experimental and modeling work for fluidized beds [13].  In 
addition, the model predicts the size of the reduction in the drag coefficient reported by Kuan and Schwarz [11] for 
the pneumatic conveying of glass particles in a vertical pipe quite accurately.    
However, where the pipe diameter is small the effect of the wall cannot be ignored and this contributes to 
maintaining the air velocity within a dense cluster, resulting in an increase in the effective drag coefficient.  This 
effect is also dependent on the particle size and velocities.  It is shown that this is significant for the case of a vertical 
pipe with diameter 0.0305m.  The incorrect averaging of the particle velocities has been ruled out as a competing 
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explanation.  Analysis of the 2D case further emphasizes the contribution of the pipe wall on the particle flow.  In 
2D the influence of the pipe wall on the air and particle velocities within the cross section is reduced substantially.   
This work is significant as it potentially highlights a physical scaling and structure dependent drag affect within 
pneumatic conveying systems which could affect the validation of particle flow models.  On moving from lab scale 
work to full scale plant care must be taken to consider the change in drag coefficient with particle group effects and 
scale.    This work is contributing to the characterization and modeling of industrial pneumatic conveying systems.   
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