Abstract-The analysis of severe blackouts has become an essential part of transmission grid planning and operation. This may include evaluation of rare-event probabilities, which can be difficult to estimate. While simulation offers flexibility to model large complex systems, efficiency remains a big concern when estimating very small probabilities. This paper presents an effective simulation technique to evaluate rare-event probabilities associated with cascading blackouts in an electric grid. We test our technique on an IEEE 118-bus electric network and show that it can dramatically improve simulation efficiency. We also demonstrate that the proposed technique can effectively locate vulnerable links. These are links whose failures lead to the highest probabilities of a blackout event.
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I. INTRODUCTION

P
OWER grids around the world have suffered periodic disturbances at various scales. Although severe blackouts are rare, they can bring a huge cost to society. The issue of maneuvering a grid to a more secure operating condition by blackout risk reduction analysis is becoming more critical. North American Electric Reliability Council (NERC) studies have shown that the intervals between major disturbances are long and that 70% of disturbances involve the relay system, not necessarily as the initial event, but contributing to the cascading failure effect of the power transmission system. For example, the northeast blackout was initiated by a relay tripping on load current. Other examples include the 1977 New York City blackout, in which a number of relays failed to trip, and the disturbances in the summer of 1996, in which there were incorrect operations in the Western Electricity Coordinating Council (WECC). Most of the incorrect operations indicated that the relay had an undetected defect that was not observed until abnormal operations occurred. This is often referred to as a hidden failure [1] . Possible vulnerable links subject to hidden failures may be located in various sub-systems and may not be easy to locate.
A hidden-failure model of power transmission systems has been developed to study the distribution of blackouts observed in North American blackout data [2] . The study investigated the impacts of several model parameters on the global dynamics and evaluated possible mitigation measures. Dobson et al. [3] , [4] presented and tested an analytically tractable model with load dependent cascading failures. The model captures some of the salient features of large blackouts of transmission systems.
The analysis of severe blackouts in the electric grid must include evaluation of rare-event probabilities. While simulation has the advantage of modeling complex systems such as electric grids, computing time is still a big concern. When the problem requires the evaluation of rare events, the number of simulation runs (or replications) required to achieve a reasonable confidence interval can be prohibitively high. Shortle and L'Ecuyer [5] present calculations illustrating how impractical simple Monte Carlo estimation can be. If the probability to be estimated is and the computer can do 1000 runs per second, achieving a relative error of 10% (defined as the standard deviation of the estimator divided by the true probability) requires about 3 years of continuous computation. For rare event estimation, special simulation techniques are usually required. The two main approaches to rare event estimation are importance sampling and splitting. Importance sampling [6] works by appropriately changing the sampling distribution to make the rare event more probable, and thus easier to estimate, then re-scaling the result to recover the correct probability. The main limitation is that this usually requires specific knowledge about the problem, so solutions tend to be highly sensitive to the assumptions of the model.
Another approach is splitting [7] , [10] , [14] . The basic idea of splitting is to create separate copies of the simulation whenever the simulation gets close to the rare event. Splitting has the potential to significantly reduce the variance. In order to realize the potential efficiency advantages, several settings and parameters within the splitting framework must be determined. The objective of this paper is to systematically evaluate these settings for blackout analysis by developing an approach called efficient splitting simulation for blackout analysis (ESSBA). We test ESSBA on a well-known power grid problem, in which simulation is performed to estimate the probability of a blackout. ESSBA can also efficiently detect the most critical link whose failure would lead to the highest probability of a blackout event.
The remainder of the paper is organized in the following manner. Section II summarizes the idea of applying splitting to power grids and reviews some earlier work of splitting for power grids. Section III presents the ESSBA technique. Section IV presents numerical testing of ESSBA on a well-known electric grid problem and demonstrates its effectiveness. Section V concludes the paper.
II. SPLITTING SIMULATION FOR POWER GRID
Power grids are large, complex, nonlinear, stochastic systems. In order to understand the global dynamics and to assess potential schemes for mitigating blackouts, it is desired to have a network simulation approach to capture the overall response of the system to such events. Consider a simple power grid shown in Fig. 1 . When branch 2 (shown as a thick dashed line) trips first, the load on branch 2 must be redistributed to other branches. This may increase the chance of other lines being tripped as well. If branch 9 trips next, its working load must be further redistributed to other lines. Such a process continues until the cascading tripping effect ends.
Splitting has been applied to cascading power failures in several papers such as Wang et al. [9] , Kim et al. [12] , and Shortle et al. [20] . For an excellent introduction and overview of the application of splitting to power systems, see [12] . To implement splitting, let be the system state at time (the subscript may be omitted to simplify notation). The importance function must be defined. This is a measure of the proximity of the system to the rare event set (e.g., blackout). For example, can be defined as the number of tripped lines as shown in Fig. 2 . The process starts at an initial state and the rare event set is defined by a threshold level ( in this example). The interval is partitioned into stages by choosing levels . There are multiple ways to implement splitting. In this paper, we consider a variation called fixed successes. This works as follows. The process starts from the initial state and is simulated until either the cascading tripping ends or the process crosses level 1. If the process crosses level 1, the simulation is stopped and the entrance state is saved. This state becomes a potential starting state for the next level. Independent runs are repeated in this way until a pre-specified number of runs have hit level 1. The next stage simulates the process from level 1 to level 2. A random starting state is chosen from the set of entrance states (this sampling is done independently with replacement), and the process is simulated starting from this state until either the tripping ends or the run crosses level 2. If the run crosses level 2, the simulation is stopped and the entrance state is saved, becoming a potential starting state for the next stage. Independent runs are repeated in this manner until a pre-specified number of runs have hit level 2. The process continues in a similar manner for all levels.
The probability we wish to estimate is {reach starting from an initial state}. Let ( ) be the probability that the process reaches level given that the process has reached level (by definition, the initial state is assumed to have reached level 0). Then
The idea of splitting is to estimate each probability using separate simulation runs in each stage . A sample estimator for is the number of hits to level divided by the number of runs in stage (that is, the number of runs starting at level ). We call this estimator . Amrein and Künsch [15] have shown that the product of the estimators is an unbiased estimator for , that is , even though is not necessarily an unbiased estimator of .
The effectiveness of splitting is impacted by four factors:
1) the choice of importance function, ; 2) the number of levels, ; 3) the choice of levels, for all ; and 4) the computing budget (time) allocated to stage (simulation runs starting from level that proceed until either level or level 0 is reached). The four factors do not affect the unbiasedness of the estimator . Rather, they affect the variance, so poor choices can lead to a high relative error for . For example, it may be important to have a good representation of the entrance distribution into each level, in which case a large number of samples is required in each stage. If the number of samples is reduced, the variance of increases. Shortle et al. [16] considered factor 4) [and technically also 1), but only in the context of a simple 2-node queueing model]. Shortle [19] also considered factor 3). Wang et al. [9] applied the results of [16] to cascading blackout simulation. Kim et al. [12] independently applied splitting to power-systems simulation, focusing on estimating the probability distribution of the number of line outages. They derived an optimal solution for factor 2).
III. PROPOSED SPLITTING STRATEGY
Our approach utilizes the idea of splitting and chooses the four factors discussed in Section II to try to maximize the simulation efficiency.
In general, the importance function defines the "severity" of state , where higher values of correspond to states with a higher blackout risk. Several choices of the importance function can be considered for power grids. For example the importance function may be chosen as the percentage of demand loss, or the number of tripped branches, or the number of tripped generators, etc.
Secondly, the number of levels must be chosen. Too many or too few levels can lead to poor performance. For example, the case is the same as standard simulation with no splitting. On the other hand, too many levels can lead to an excessive number of splits which degrades performance.
Given and , the locations of the levels must then be chosen. As an example, suppose that a blackout is defined as 90% of demand loss. A natural choice for the importance function is the percentage of demand loss. If the number of levels is , then the question is how to determine these 3 levels. One simple choice is 30%, 60%, and 90%. But this may not be the most efficient way to implement splitting. Intuitively, it is not a good idea to have some levels be too close or too far away from each other. Shortle [19] considered this issue when the level function is the number of failed transmission lines.
The available choices of levels depend on the selection of the importance function. For example, if is the percentage of demand loss, then an arbitrary number of levels can be chosen and each level can be located on any real number between 0 and 100%. On the other hand, if is the number of tripped generators, there is a smaller number of choices for the levels-namely , where is the number of generators in the network.
Lastly and importantly, care must be taken to determine the allocation of the simulation budget (time) to each level, , appropriately. If the budget is too small for some level, there will not be enough hits at the higher levels and so the stage probability estimate will be poor, which leads to a poor estimate of the overall rare-event probability estimate. Let be the estimator of . After some initial simulation runs for stage are conducted, we can estimate and associated confidence intervals. As increases, becomes a better estimation of . Ideally, we do not need to equally improve the estimation accuracy of for different . Instead, we want to intelligently choose for all so that the overall simulation efficiency is maximized, i.e., the overall variance is minimized.
Combining all of the above four factors, we intend to find the most efficient choice of the importance function ( ), the number of levels ( ), the location of each level ( , for all ), and the allocated computing budget for each stage ( , for all ). The goal is to minimize the variance of the rare-event probability estimator subject to a total computing budget . That is,
Some difficulties in solving (1) include the following: 1) There is no closed-form expression for .
2) The probabilities depend on the choice of the importance function and the levels . This relationship may be very complicated.
3) While there are some general guidelines in the literature for choosing the number and locations of the levels, they require the value of , which is unknown prior to simulation. Kim et al. [12] , in applying splitting to power grids, show that one should choose the levels such that (2) and that an optimal number of levels is (3) This is consistent with the suggestions offered by the literature [7] , [10] . Instead of considering all decision variables at once and solving the problem (1) directly, we propose a 3-phase approach, which can be easily implemented while achieving high efficiency. In Phase 1, a pilot simulation is conducted and a good value of is determined. In Phase 2, we choose a good importance function and the levels, i.e., ,
. At the last phase, the efficient computing budget allocation for each stage is determined sequentially as the primary simulation proceeds. Our intention is to minimize the variance of the blackout probability estimate.
A. Phase 1. Pilot Simulation and Number of Levels
A challenge of applying the results in (2) and (3) is that and are initially unknown. Further, depends on the choice of the importance function and the levels. To tackle these issues, we propose to perform a quick pilot simulation to get a very rough estimate of . To provide the needed information for later phases, we should ensure the following in the pilot simulation:
1) Only a very rough and quick splitting simulation is conducted; 2) For each candidate choice of the importance function, the tentative levels should be chosen in a fine resolution, subject to integrality constraints where applicable. For example, if the importance function is the number of tripped branches, we choose the levels to be tripped branches. If the importance function is demand loss, we choose the levels to be ; and 3) The procedure in Step 2) is repeated for the candidate importance functions under consideration. In the pilot simulation, for the th importance function and stage , we obtain a rough estimate of the stage probability, denoted as . Then a rough estimate of using the th importance function is A natural estimate of is then Utilizing these estimates, we calculate the ideal number of levels using (3) . When the levels are chosen very finely, it may be possible for the simulation to "jump" over multiple levels at once. Such situations are correctly handled by the splitting method. For example, suppose that 5 lines are currently failed and that 2 more lines fail simultaneously (7 failed lines). This state becomes an entrance state to level 6, because this is the first state observed with 6 or more failures. When simulating from level 6 to level 7, if this state is chosen as the starting state, the simulation immediately determines that it has hit level 7 and exits. Thus, the state operates as both an entrance state to level 6 (with 100% probability of reaching level 7 starting from this state) and as an entrance state to level 7.
B. Phase 2. Determining Importance Function and Levels
Using (2), we calculate the ideal stage probability (4) Note that the ideal conditions in (2)-(4) are difficult to meet for a real-life power system. For maximum efficiency, the goal here is to choose the importance function and the levels such that the condition in (4) can be satisfied as closely as possible. Phase 3 attempts to minimize the negative impact when the conditions are not met.
While the number of alternative importance functions can be unlimited, we assume there is a set containing a few pre-chosen functions. For each candidate importance function, we aggregate the fine-cut levels tentatively chosen in Phase 1 so that the newly aggregated stage probabilities are as close to as possible. For the th importance function, if we aggregate all of the stages between level and level into a new stage, then the new stage probability is . Among all of the candidate importance functions, we want to choose and so that the sum of the squared differences is minimized (5) Because of the relatively small and the constraint , a full-scale optimization solver is not needed. Some simple heuristics utilizing the following intuition and Fig. 3 suffice. Intuitively speaking, we choose an importance function where we are able to aggregate the fine-cut stages into a new pattern of stages whose new stage probabilities are as equal as possible. We note, however, that in many cases the importance function is determined by the way the blackout is defined in the problem being investigated.
The levels which separate the new stages become the levels used for the main simulation in Phase 3. The example in Fig. 3 illustrates the idea. The horizontal axis is the number of tripped branches, which can be choices of level locations. The vertical axis is . The circles are the locations of levels we choose for the aggregated stages. To make the stage probabilities approximately equal, it is equivalent to choosing the parameters on the horizontal axis such that the values of the chosen levels on the vertical axis are equally spaced.
C. Phase 3. Simulation Budget Allocation
After , , and are determined in Phases 1 and 2, the optimal efficiency problem in (1) can be simplified as follows: (6) where is the computing budget already used in the pilot simulation in Phase 1. Let be the number of split simulation replications (or runs) for stage , let be the fixed number of simulation runs that successfully reach level , and let be the average one-run simulation cost for stage . The simulation cost for stage is . Motivated by the OCBA idea [8] , [17] , [18] , [9] and [16] , we find an optimal solution for (6) by controlling . Here, we control the number of hits . Namely, we allocate the simulation budget to ensure that we have successfully reached the next level times for stage . Amrein and Künsch [15] have shown through numerical experiments that controlling is more robust than controlling and offer an approximate solution by assuming that the simulation cost is equal at all levels. In this case, becomes a random variable given and follows a negative binomial distribution. This is different than fixing , in which case is random and follows a binomial distribution. We determine the optimal number of successes for each level so that the variance of the blackout estimate is minimized. Equation (6) becomes (7) Lemma 1: If the success of reaching level starting from an entrance state to level is a Bernoulli random variable with probability and the available computing budget is relatively large, an approximation of is
Proof: See Appendix A. Note: The Bernoulli assumption is satisfied if the probability of reaching level does not depend on the entrance state to level . That is, all of the entrance states are equivalent in terms of the probability of reaching the next level. Under this assumption, increasing the number of hits to a level does not give a better representation of the entrance-state distribution, since all entrance state are essentially equivalent, but it does improve the estimate of the probability .
Since , finding the optimal control in (7) is equivalent to The solution in (9) suggests that we should ensure more successful hits at levels that have a higher probability of advancing to the next level and which are less expensive to run.
Wang [13] shows that the optimal allocation in Theorem 1 asymptotically approaches the optimal allocation given in [16] and [9] . Although controlling leads to some advantage of numerical stability when simulation time is relatively short or when a stage probability is small, the allocations become closer and closer to scheme of controlling , as the simulation budget increases.
By combining the above three phases, we summarize the ESSBA algorithm as follows.
Phase 1. Conduct a quick simulation, with a computing budget of , to obtain a rough estimate for the rare-event probability. Let the number of levels be . Phase 2. Solve the optimization problem in (5) to choose a good importance function and the location of levels. Phase 3. While the computing budget used is less than : Compute the sample estimates and for all , based on the simulations conducted so far. ( is the observed average time to complete a stage-run.) Using the rule given in Theorem 1, choose with the maximum value of . Alternatively, one can use the rule given in (9), i.e., choose with the minimum value of . Conduct one stage-run. Repeat until the computing budget exceeds . When the simulation ends, the blackout probability is estimated by . Remark: The objective of Phase 1 is to obtain a very rough order-of-magnitude estimate of in order to estimate and . Numerical testing (partially shown in Table I ) shows that these estimates do not need to be very accurate to obtain success in the subsequent phases. For example, even if the estimate of is off by , the impact on the variance is marginal. To ensure that the number of levels is between and , the estimate of a floating number should satisfy the following before being rounded to the nearest integer:
Since , the following should be satisfied:
yielding Thus the confidence interval on should be within and , which is a large range. Therefore need not be very large in order to achieve a benefit in Phases 2 and 3. One suggestion is to conduct the pilot simulation until one or a few successful hits are reached.
IV. NUMERICAL TESTING
The test system we use to illustrate the ESSBA technique is the well-known IEEE 118-bus electric network [9] . A simulation run begins by tripping one branch in the network. Different Fig. 4 . Hidden failure probability mode of branches.
initial branches are considered in our experiments. When a branch trips, the load on that branch must be redistributed to other branches. Therefore, the line flow of each branch and the bus voltages change. Power flow simulations are run using the power system simulation package MATPOWER to calculate the new line flows and bus voltages. Then a hidden failure probability model (Fig. 4) , as in [2] , is used to determine the probability that any exposed branch trips with the new line flow condition. An exposed branch is defined as the branch directly connected to the one which was just tripped. (Our model assumes that all branches have the same hidden failure properties. This can easily be generalized by choosing different numerical parameters in the figure for each branch.) Based on the hidden failure probabilities, it is randomly determined whether any other branches trip. If another branch trips next, it further redistributes its working load to all other lines. Then MATPOWER is run to calculate new line flows. Such a "cascading" tripping effect continues until the system is no longer feasible or no additional branch trips. In this simple cascading simulation, the propagation of cascading outages occurs only by the hidden failure mechanism. It is common to include other mechanisms of cascading propagation such as line overloads as in [2] , but our focus here is the splitting method itself, which can be applied to any simulation.
A blackout can be defined as an event when a pre-specified portion of loads is lost or a number of branches are tripped. The objective is to assess the probability of a blackout given an initial tripped branch. In this study, we are interested in estimating the probability that at least 40 branches are tripped.
The computing cost of our power grid simulation is defined as the total number of simulation runs, including any pilot simulation runs. In this study, the total computing budget is set to 20 000 simulation runs.
A. Choice of Importance Function, Splitting Levels, and Simulation Allocation
The efficiency of the splitting technique is affected by the choice of the importance function, the splitting levels and whether or not the optimal simulation allocation in Phase 3 is applied. In this experiment, the initial tripped branch is the branch connecting buses 44 and 45. We consider several choices of the importance function:
1) The number of tripped branches;
2) The total demand lost;
3) The number of failed generators; and 4) The total involved load, which is defined as the total load attached to the buses which have at least one connected branch tripped. The pilot simulation in Phase 1 of ESSBA finds that a good number of levels is . Phase 2 of ESSBA finds that the mean squared errors for the four importance functions are 0.043, 0.184, 0.200, and 0.073, respectively. Thus, the best choice among these four is the number of tripped branches. The best set of intermediate levels is found to be {2, 4, 6, 8, 14 , and 22} branches.
To demonstrate that the results obtained in Phases 1 and 2 are good, we compare different choices of the intermediate levels.
We consider equally spaced levels in multiples of 3 (i.e., 3-6-9-12-…), 5 (i.e., 5-10-15-…), and by 7 (i.e., 7-14-21-…). In all cases, (9) is applied to determine the optimal allocation of the simulation budget. In this testing, we replicate the same procedure 30 times and calculate the sample variance of the probability estimates from the replicates. The sample variance reveals how reliable the estimate is. The smaller the sample variance, the more accurate the estimate of the rare-event probability is. Table I shows the simulation results. Table I shows that splitting with ESSBA results in a more precise estimate of the rare-event probability compared with other choices even when the best importance function and the optimal budget allocation are applied in all cases. Table I also shows that the quality of the estimate is not too sensitive to the choice of the levels as long as the choice is not bad and splitting is applied. This supports the remark given at the end of Section III that it is not necessary to spend too much time on the pilot runs. Still, some pilot runs are useful, because a good choice of levels may not otherwise be initially obvious without any runs. Table II shows the average number of hits to each level for each case. For ESSBA, the number of hits across the levels is relatively even, at least compared with the other cases. For example, the highest number of hits 736 is about twice the lowest number 370. In contrast, this ratio is about for the 7-14-21 case. In an ideal setting [ignoring the simulation costs in (9) ], the number of hits would be equal for all levels. This does not occur here, in part, because the levels are constrained to be integers.
B. Locating Vulnerable Links Among a Given Set
In the reliability assessment of a power grid, one may want to identify vulnerable links whose failures lead to a high probability of blackout. Some mitigation measures can then be oriented to those vulnerable links to reduce the risk of a catastrophic blackout. In this experiment, we consider different initial tripped branches. For ease of illustration and verification, we only consider five candidate links. Among them, the one connecting bus 51 and bus 49 has the highest number of connected branches and so is expected to have a high chance to lead to a blackout event. The other four are chosen from different areas in the grid, each having a relatively high number of connecting branches within the local area. The goal is to identify which of the five links leads to the highest probability of blackout.
All the simulation settings remain the same as previous testing: The importance function is the number of tripped branches and the intermediate splitting levels are {2, 4, 6, 8, 14, 16}. Table III gives the simulation results using ESSBA. Standard simulation does not reach the specified blackout event in most simulations. Therefore the results using standard simulation are not reported here.
The results in Table III show that the link connecting bus 49 and 51 has the highest probability of leading to a blackout among the five links. This result agrees with our initial hypothesis. While this study considers only 5 links, it is possible to extend the analysis to consider all possible links in the network in order to locate the vulnerable links and even to rank the vulnerability of all links by the computed probability of leading to a blackout. One potential challenge is the time required when a large number of links must be evaluated, since each link requires its own rare-event simulation. One possible approach to deal with this issue is to identify a top set of vulnerable links using a deterministic assessment or some heuristics, and then to test the top set of links using rare-event simulation. This experiment serves as an example. 
C. Verification of ESSBA Simulations
This section verifies that ESSBA obtains similar average estimates as standard simulation. In the previous experiments, the events were sufficiently rare so that standard simulation did not yield any hits. That is, the blackout probabilities ranged from to . Since the simulation budget was only 20 000 simulation runs, no hits were typically observed.
To demonstrate that ESSBA can obtain an estimate not only efficiently but also accurately, we conduct a test where the rareevent probability is less rare so that a standard simulation can obtain an estimate. We purposely increase the tripping probability under normal conditions from 0.02 (see Fig. 4 ) to 0.06. Since each line is tripped with higher probability, the probability of tripping 40 lines is significantly increased. Table IV shows that ESSBA obtains similar average estimates as standard simulation, but with a lower variance. Since the blackout probability is less rare in this case, the variance reduction by applying ESSBA is less dramatic. This test also shows that ESSBA is able to obtain the same ranking of blackout probabilities as the standard simulation. The most vulnerable among the five branches is the one connecting 49 and 51.
V. CONCLUSION
Simulation is able to take into account the multi-events, multi-threats and cascading effects in electric grids. However, simulation efficiency is still a big concern for blackout analysis, because a huge number of simulation replications may be needed in order to obtain a reasonable estimate. We present an effective simulation technique to estimate the probability of a blackout which is rare but catastrophic. Our simulation technique is generic enough that it is applicable to different cascading models. Our approach can dramatically improve simulation efficiency of locating vulnerable links in the electric grid, which have higher probabilities of leading to a blackout event. This is highly useful when one wants to determine a good mitigation strategy to reduce the risk of a blackout event.
APPENDIX
Proof of Lemma 1:
Since and the simulation for each stage is independent, to prove Lemma 1, it is sufficient if we can show that If we replicate stage-simulation until we have successful hits of level (starting from level ), the number of simulation runs has a Negative Binomial distribution. For ease of notation, we will drop the subscript for the rest of the proof:
In rare-event simulation, we tend to do many simulation runs. So tends to be very big. Therefore, a good approximation can be made that . Thus By substituting the variables and , we can easily show that the summation in the above equation is the summation of all probabilities of a binomial distribution and thus equals to 1. Therefore
Proof of Theorem 1:
Let be the Lagrangian relaxation of (8), with Lagrange multiplier :
To find the stationary point of the Lagrangian function, we have Thus, for any which leads to Theorem 1.
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