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Abstract. The purpose of this note is to show how calculi on unital associative algebra with
universal right bimodule generalize previously studied constructions by Pusz and Woronowicz
[1989] and by Wess and Zumino [1990] and that in this language results are in a natural con-
text, are easier to describe and handle. As a by–product we obtained intrinsic, coordinate–free
and basis–independent generalization of the first order noncommutative differential calculi with
partial derivatives.
1. Introduction. In this note Ik denotes some fixed unital and commutative ring.
Algebras are unital associative Ik-algebras and homomorpisms are assumed to be unital.
The tensor product ⊗ means ⊗Ik and linear map means Ik-linear. All objects considered
here are first of all Ik-modules. All maps are assumed to be Ik-linear maps. Most results of
Section 3 will be set under additional assumption that Ik-modules V andW are projective.
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2 A. BOROWIEC, V. KHARCHENKO AND Z. OZIEWICZ
1.1. First order differential calculus as a derivation of an algebra. Let A be an algebra
with a multiplication m ∈ lin (A⊗2, A), M be an (A,A)-bimodule (A-bimodule in short).
It appears that differential calculi investigated recently by many authors in the context
of quantum groups and noncommutative geometry are nothing but dervations of an alge-
bra with values in a bimodule. Recall that a Ik-derivation d of A to M, d ∈ der Ik(A,M),
is a Ik-linear mapping from A into M such that the Leibniz rule
d(xy) = dx.y + x.dy
holds true for each x, y ∈ A where, dot ”.” denotes both (left and right ) multiplications
by elements from A.
Definition 1. The triple {A,M, d} is said to be first order calculus or first order
differential on an algebra A with values in an A–bimoduleM or shortlyM -valued calculus
on A.
Each Ik-derivation vanishes on scalars from Ik.
1.2. Functorial properties. The following functorial properties of derivations are well
known [2]:
Proposition 1.2.1. (Bourbaki 1989, §10.7, Prop. 9). Let A, B be two algebras, M
an A-bimodule and N a B-bimodule; let φ : A −→ B be an algebra homomorphism and
Φ :M −→ N an A-homomorphism of A-bimodules (relative to φ). Then
(i) For every dB ∈ der Ik (B,N), dB ◦ φ ∈ der Ik (A, φ
∗(N)).
(ii) For every dA ∈ der Ik (A,M), Φ ◦ dA ∈ der Ik (A, φ
∗(N)). where, φ∗(N) = N with an
A-bimodule structure induced by φ.




φ ↓ ↓ Φ
B
dB−→ N
commute. The condition of commutativity
(2) Φ ◦ dA = dB ◦ φ
does not in general determine uniquely the derivations dA, dB . If φ is surjective then for
a given (φ, Φ, dA) there exists at most one dB rendering commutative the diagram (1).
The existence problem will follow from an additional assumption so called consistency
conditions.
In fact we will be more specific. Assume that φ,Φ are surjective homomorphisms and
the diagram (1) commute. One has B ∼= A/kerφ and N ∼= M/kerΦ i.e. dB (if exists)
is a factor calculus on factor algebra with values in factor bimodule. The differential dA
is called a cover differential. In the next Section we shall study factor calculi and the
corresponding consistency conditions with more details.
Lemma 1.2.2 ([2], p. 560) Let V be a generating system for the algebra A. The diagram
(1) is commutative if and only if it is commutative on elements from V .
1.3. Universal problem for calculi. It is also very well known that for any algebra
A there exists an universal derivation δA ∈ der Ik (A, kerm) with values in a kernel of
multiplication map m and δA is defined by the formulae
(3) δA = idA ⊗ 1A − 1A ⊗ idA.
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with 1A being a unit of A. It has the following universal property [2, 13]: for every
A-bimodule M and every derivation d ∈ der Ik (A,M), there exists one and only one
A-bimodule homomorphism Φd : kerm → M such that d = Φd ◦ δA. In other words an
universal differential is a cover differential for any derivation d of the algebra A (one has













i xi ⊗ yi ∈ kerm. Thus we have a canonical Ik-module isomorphism
hom (A,A)(kerm,M)
δA←→ der Ik (A,M).
Rema r k 1. Note that kerm is generated (as a left or right A-module) by the
image of δA. Therefore if M is also generated by differentials i.e. M = dA.A = A.dA
then M is a factor bimodule of kerm by some subbimodule. This condition was included
by Woronowicz into the definition of calculi [18]. In this case Φd is surjective.
1.4 Calculi with partial derivatives. Assume that Ik is a field. The algebra A possesses
a basis {1A, es}s∈S (consisting finite or infinite number of elements) as a linear Ik-space.
One can easily observe (see e.g. [5]) that the set {es⊗1−1⊗es}s∈S is a set of free generators
for the right (or left) A-module kerm. The condition that bimodule M of one-forms
admits free generators was assumed in the celebrated paper by Pusz and Woronowicz
[14]. It was also a guiding line (although not assumed explicitly) in the paper by Wess
and Zumino [17].
Let d ∈ der Ik (A,M) and assume that the bimodule M as a right A-module is free.





where, the partial derivatives Dγ ∈ hom Ik(A,A) are uniquely defined. We call such cal-
culus a calculus with partial derivatives. In particular, if {xγ}γ∈Γ is a set of generators
of the algebra A such that dxγ = ξγ then the corresponding calculus is called coordinate
calculus. Recently there is a great interest in non commutative differential calculi mainly
with connection to quantum groups and covariant calculi on quantum hyperplains [9–12]
and [14–18]. Many examples of coordinate calculi and calculi with partial derivatives have
been studied in the literature (see e.g. [1, 5, 6, 9, 15]). More systematic approach and
general formalism for coordinate calculi and calculi with partial derivatives over a field
have been proposed [3, 4].
Let W denotes a free Ik-module with basis {ξγ}γ∈Γ . W ⊗ A has a canonical right
A-module structure and with this structure it is isomorphic (but not canonically) to M
when is considered as a right A-module.
Let V be a generating Ik-module for the algebra A . The aim of the present paper is
to describe differential calculi on bimodules of the type W ⊗A where, V, W are some Ik-
modules. We do not assume in general that V, W are free modules. In this way one obtains
coordinate–free and basis–independent generalization of calculi with partial derivatives
as well as a generalization to the case when Ik is a commutative ring. This will be done
in Section 3.
Our approach to non–commutative first–order differential calculi is traditionally a
covariant one: it is done by means of differential one–forms. An extension to forms of
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higher degree (quantum de Rham complexes) can be found e.g. in [4, 10–12, 14, 17, 18].
A contravariant (i.e. by means of vector fields) approach will be proposed in [7].
2. Factor calculus on factor algebra with factor bimodule. Let now A,B be
two algebras, M an A-bimodule and N a B-bimodule. Notice that any homomorphism
φ : A→ B induces an A-bimodule structure on N (change of scalars) by
x.n = φ(x).n, n.x = n.φ(x) .
We denote this new A-bimodule structure on N by φ∗(N) (φ∗(N) = N as sets).
In the rest of this section A, B are Ik algebras, M is an A-bimodule and φ : A → B
is an surjective homomorphism. Recall that annihilator of a subbimodule X ⊆ M in A
is a two sided ideal annX defined by
(4) annX = {a ∈ A : a.X = X.a = 0}
2.1. Factor bimodule. In what follows we shall need the obvious criterion for a factor
module M/L to be an A-bimodule.
Lemma 2.1.1. Let L be a Ik-submodule of the A-bimodule M . The following are equiv-
alent:
(i) L is an A-subbimodule of M .
(ii) M/L with the induced multiplication is an A-bimodule.
(iii) A.L.A ⊆ L.
(iv) A.L+ L.A ⊆ L.
One sees that for given Ik-submodule L, lin (A.L.A) is the smallest A-subbimodule of
M containing L.
Proposition 2.1.2. (Pierce 1982) Let I = kerφ. Then M = φ∗N for some B-module
N if and only if I ⊆ annM .
P r o o f. For a case of right modules the proof can be found in ref. [13] p.23 .
In other words we get a condition for the A-bimodule M to become a B ∼= A/I-
module. Below we will make no distinction between A/I-bimodules and A-bimodules M
if I ⊆ annM . The ideal annM is a maximal ideal possessing this property. A faithful
bimodule (ann = 0) cannot be a bimodule over proper factor algebra in a way as describe
above.
Proposition 2.1.3 Let L be a subbimodule of M and I < A an ideal of A. Then the
structure of A-bimodule on M induces a structure of A/I-bimodule if and only if
(5) I.M +M.I ⊆ L .
P r o o f. From the previous Proposition we have to have I ⊆ annM/L, which is
equivalent to I.(M/L) = (M/L).I = 0. It gives the proof.
One sees that lin (I.M +M.I) is a subbimodule of M . It is the smallest subbimodule
satisfying the statement above. We shall call the condition (5) compatibility condition
between an ideal I and a subbimodule L. Therefore, lin (I.M +M.I) is the smallest I-
compatible subbimodule of M . If I and L are compatible then the factor module M/L
becomes a module over factor algebra A/I. In particular, if I ⊆ annM i.e. M.I = I.M =
0, then any subbimodule L is I-compatible. Observe that for a faithful bimodule M ,
M/lin (I.M +M.I) is in some sense a maximal factor bimodule over factor algebra A/I.
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From the other side if a subbimodule L is fixed then there exists the largest L-compatible
ideal I(L) (the sum of all ideals satisfying (5)). The algebra A/I(L) is in some sense a
minimal algebra compatible with the subbimodule L.
2.2. Factor calculus on factor algebra with factor bimodules. Combining Proposition
1.2.1 with the results above we have
Theorem 2.2.1. (Factor calculi) Let I < A be an ideal in A, L be a subbimodule
of an A-bimodule M and d ∈ der Ik (A,M). In order to exist a unique factor calculus
d˜ ∈ der Ik (A/I, M/L) such that
(6) Π ◦ d = d˜ ◦ pi
where, pi : A → A/I and Π : M → M/L are canonical surjections, it is sufficient and
necessary that
(7) dI + I.M +M.I ⊆ L .
P r o o f. We know that M.I + I.M ⊆ L guarantees existence of an A/I bimodule
structure on M/L. One also knows that d˜ if exists is unique. Moreover d˜(x+ I) = dx+L
is well defined if and only if dI ⊆ L. This leads to commutativity condition (6). To
complete the proof one has to apply the Proposition 1.2.1 .
R ema r k 2. Notice that in the case I = 0 i.e. pi = idA there is no any condition for
existence of factor calculi on a factor bimodule M/L.
When L is a Ik-module then the condition (7) must be replaced by (c.f. Lemma 2.1.1)
(8) dI +M.I + I.M +A.L.A ⊆ L .
The conditions of the type (7, 8) for existence a factor derivation are usually in the
literature called consistency conditions for a factor calculi. They include a compatibility
condition between an ideal I and A-subbimodule (Ik-submodule) L. Notice that in this
case the cover differential d is not in general, uniquely determined by the diagram (1).
Again one can consider some special situations. Firstly, remark that if I ⊆ ker d then
(5) is the only condition ensuring the existence of factor calculus. Secondly, for a given I,
lin (dI+M.I+ I.M) is the smallest subbimodule admitting a factor calculus. Finally if L
is fixed then there exists a maximal ideal I(d, L) and the corresponding optimal algebra
with a factor calculus. Notion of optimal algebra has been introduced in [3] (c.f. [4–6]).
3. Calculi with right–universal bimodules
3.1. Right–universal modules. Let A be an algebra and W a Ik-module. Consider the
Ik-module W ⊗ A. It has a canonical right A-module structure (w ⊗ x).y = w ⊗ xy and
with this structure W generate W ⊗A. Observe that in the case Ik is a field W ⊗A is a
free right module and W plays the role of space spanned by its free generators. Universal
bimodules of the form A⊗W ⊗A has been considered in [8].
Notice the following universal property of W ⊗ A : for each Ik-linear mapping Φ
from W into a right A-module M there exists a unique A-right module homomorphism
Φu : W ⊗A→M (called an universal lift of Φ), such that
(9) Φu ◦ i = Φ
where, i(w) = w ⊗ 1A is a canonical mapping i : W → W ⊗ A. Φ
u is defined by setting
Φu(w ⊗ x) = Φ(w).x and its image is the right submodule generated by W . Therefore,
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Φu is surjective if and only if Φ(W ) generates M . In other words each right A-module
generated by W is a factor module of W ⊗A. More exactly we have
Lemma 3.1.1. Let W be a Ik-submodule of a right A-module M . W generates M if
and only if
M ∼= (W ⊗A)/ker iduW
where, iduW is an universal lift of the identity map idW :W →W ⊆M .
If ker id uW = 0 then W is said to be a space of universal generators of M . In this case
M ∼=W ⊗A and is said to be a right–universal module generated by W . W is said to be
a Ik-module of universal generators of M .
N o t e We do not assume that the Ik-module W possesses free generators, i.e. that
W is a free Ik-module. Therefore,W⊗A is not a free right A-module, in general. However,
starting from the Subsection 3.4 we shall assume projectivity of W .
The map u which establishes the correspondence between a Ik-linear maps from W
into M and an A-linear maps from W ⊗A into M
(10) hom (W,M)←→ homA(W ⊗A,M)
is Ik-linear and bijective.
3.2. Left A–module structure. Since for calculi we need bimodule structure rather then
right module we investigate now how to determine a left module structure on W ⊗ A in
such a way that W ⊗A becomes a bimodule.
Recall that a left A-module structure on a Ik-module M is given by an arbitrary
element of alg (A,EndM). Due to a canonical isomorphism of Ik-modules (see [2] p. 267)
(11) hom (A,EndM) ∼= hom (A⊗M,M)
one has alg (A,EndM) ⊂ hom(A⊗M,M).
When M is a right A-module then we are interested in such left module structures
which convert M into an A-bimodule. The set of such structures is now identical with
alg (A,EndAM) ⊂ homA(A⊗M,M).
Let V, W be two Ik-modules. In this note by a twisting map or simply a twist we shall
call an arbitrary Ik-linear map from V ⊗W into its twist W ⊗ V .
Proceeding to the case of a right-universal A-module W ⊗A one sees by the universal
mapping property (10) that homA(A⊗W⊗A,W⊗A) is isomorphic to hom(A⊗W,W⊗A).
Consider arbitrary twisting map b : A ⊗W → W ⊗ A. We will be interested to know
when its universal lift bu : A⊗W ⊗A→W ⊗A determines an A-bimodule structure on
the right–universal A-module W ⊗A. Thus
Lemma 3.2.1. Let A be an algebra and W a Ik-module. A twisting map b : A⊗W →
W ⊗ A defines a bimodule structure on W ⊗ A if and only if the universal lift bu is an
algebra homomorphism i.e. bu ∈ alg (A, EndA(W ⊗A))
P r o o f. One should remember that in this case alg (A, EndA(W ⊗A)) ⊂ homA(A⊗
W ⊗A,W ⊗A) by a canonical isomorphism mentioned above.
Proposition 3.2.2. There is a one to one correspondence between left A-module struc-
tures transforming W⊗A into bimodule and twisting maps b : A⊗W →W⊗A satisfying:
(i) b(1A ⊗ w) = w ⊗ 1A
(ii) b ◦ (m⊗ idW ) = (idW ⊗m) ◦ (b ⊗ idA) ◦ (idA ⊗ b) on A⊗A⊗W .
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P r o o f. W ⊗A already has a right A-module structure. b determines a left multipli-
cation by x.(w ⊗ y) = b(x ⊗ w).y ≡ bu(x ⊗ w ⊗ y). Bimodule axioms follow easily from
the postulates.
Twistings satisfying the conditions (i) and (ii) above will be called bimodule commu-
tation rules and the corresponding A-bimodule structure will be denoted by W b⊗A.
Lemma 3.2.3 Let M be an A-bimodule. Assume that the Ik-submodule W universally
generates M as a right A-module. Then there exists a unique bimodule commutation rule
b : A⊗W →W ⊗A such that M ∼=W b⊗A.
P r o o f. Let Φ : W ⊗ A → M denotes an isomorphism of right modules. Define
b(x⊗ w) = Φ−1(x.w). The proof is done.
W b⊗ A is said to be a right–universal bimodule generated by W with a left module
structure defined by the bimodule commutation rule b.
Our next task is to investigate calculi on factor modules of the type W ⊗ (A/I) ∼=
(W ⊗A)/(W ⊗ I), where I is an ideal of A.
N o t e To be precise one has to distinguish between Ik-module W ⊗ I and its image
Im (W ⊗ I) ⊂ W ⊗ A under a canonical map idW ⊗ i where, i : I → A is an injection
(see [2] p. 252). Hence, W ⊗ (A/I) ∼= (W ⊗ A)/Im (W ⊗ I) in general. For a projective
Ik-module W it is possible to identify W ⊗ I with its image.
With this notation one has
Proposition 3.2.4. Let I < A be an ideal of A andW be a projective Ik-module. The
bimodule commutation rule b : A ⊗W → W ⊗ A factorize to the bimodule commutation
rule b˜ : (A/I)⊗W →W ⊗ (A/I) if and only if
(12a) b(I ⊗W ) ⊆W ⊗ I.
If in addition d : A→W b⊗A is a calculus then the condition
(12b) dI ⊆W ⊗ I
is sufficient and necessary for existence of a factor calculus d˜ : A/I →W b˜⊗ (A/I).
P r o o f. First consider factor bimodule structure. Take L =W ⊗ I. We have to prove
that L is an A- subbimodule of W b⊗ A (Lemma 2.1.1) which satisfies the condition (5)
of Proposition 2.1.2 . It is clear that L.A ⊆ L and M.I ⊆ L. It means that the factor
Ik-module W ⊗ (A/I) ∼= (W ⊗A)/L has a right A/I-module structure and W universally
generates it as a right A/I module. Next calculate A.L = bu(A⊗W ⊗ I) = b(A⊗W ).I ⊂
(W ⊗ A).I ⊆ L. To see I.M ⊆ L one has to use (12a). Indeed I.M = bu(I ⊗W ⊗ A) =
b(I ⊗ W ).A ⊆ (W ⊗ I).A ⊆ L. Therefore, we have a bimodule structure on a factor
module W ⊗ (A/I). Then by Lemma 3.2.3 it is isomorphic to W b˜⊗ (A/I) with some
commutation rule b˜ : (A/I)⊗W →W ⊗ (A/I). In this case
b˜((x + I)⊗ w) = b(x⊗ w) + L.
Now the last statement is a simple consequence of Theorem 2.2.1 .
The condition (12a) will be called a compatibility condition between an ideal I and a
bimodule commutation rule b. The conditions (12a) and (12b) form together consistency
conditions for the existence of a factor calculus with values in right–universal bimodules.
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Rema r k 3. Notice that in the conditions (12a), (12b) both sides depend on the
ideal I. Therefore the existence of an optimal algebra is not in general an obvious question
[3–6].
There exists a canonical Ik-module homomorphism
λ : End (W )⊗A −→ hom (W, W ⊗A)
which is in general not surjective nor injective ([2] p. 275 formulae (22)). It induces a
homomorphism ρ = hom (idA, λ) ([2] p. 229 and 267):
ρ : hom (A, End (W )⊗A) −→ hom (A, hom (W, W ⊗A)) ∼= hom(A⊗W, W ⊗A)
assigning to each Ik-linear map b : A → End (W ) ⊗ A a twist bρ : A ⊗W → W ⊗ A by
the formulae
bρ(x⊗ w) = b(x)(w) ∈W ⊗A
where, bρ ≡ ρ(b). It is not difficult to check that the image ρ(alg (A, End (W ) ⊗ A)) ⊂
hom (A⊗W, W ⊗A) provides bimodule commutation rules. Therefore, the compatibility
condition (11) can be replaced in this case by the following condition
(13) bρ(I) ⊆ End (W )⊗ I .
λ is bijective (it is so if e.g. W is finitely generated and projective Ik-module [2] p.
274) if and only if ρ is bijective ([2] p. 229). This approach is more convenient for the
case when Ik is a field (c.f. [3–6]).
3.3. Calculi on tensor algebra. Let V be a Ik-module and TV denotes its tensor
algebra. (We neglect a graded algebra structure of TV at this stage). It is a free Ik-
algebra generated by V since it possesses the following universal property: for each linear
map g from V into algebra A there exists a unique algebra homomorphism gu : TV → A
(called again an universal lift of g), such that
gu ◦ j = g
where, j denotes a canonical inclusion of V into TV . The image of gu is a subalgebra
generated by g(V ). In particular, if V ⊆ A generates A then A ∼= TV/I where, I = ker gu
is an ideal of relations in A. In other words any algebra generated by V is a quotient of
TV . Again the correspondence between Ik-linear maps from V into A and algebra maps
from TV into A i.e. between
(14) hom(V,A)←→ alg (TV,A)
is an isomorphism of Ik-modules.
N o t e Let I < TV be a two-sided ideal. It appears that in general the factor algebra
TV/I does not contain V as a Ik-submodule. Some of the results below are valid in the
general situation TV/I. Some other, require an additional assumption that V ⊆ TV/I .
In this case we shall speak that algebra is generated by its submodule V . Here V need
not to be a free Ik-module. Therefore, TV is not a free algebra in general.
From now on, up to the end of this note we shall assume that V andW are projective
Ik-modules. In a case of V -universal algebra TV one has (c.f. [4])
Proposition 3.3.1 Any (linear) map b0 : V ⊗W → W ⊗ TV determines uniquely a
bimodule structure on W ⊗TV . Conversely, any bimodule commutation rule on W ⊗TV
can be obtained in this way.
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P r o o f. We shall make use of canonical isomorphisms listed above. First by the canon-
ical lift (10) we get an element (b0)
u ∈ hom TV (V ⊗W⊗TV, W⊗TV ) which is a TV -right
module map. Next, by a canonical isomorphism (11) (b0)
u ∈ hom (V, End TV (W ⊗TV )).
Finally, a canonical lift (14) gives an algebra map ((b0)
u)u ∈ alg (TV, End TV (W ⊗TV )).
This is a required left TV -module structure on W ⊗TV . By Lemma 3.2.1 it leads to the
bimodule commutation rule b : TV ⊗W → W ⊗ TV such that bu = ((b0)
u)u. It finishes
the proof.
R ema r k 4 . Observe that since TV = ⊕n≥0V
⊗n is a graded algebra thenW⊗TV ≡
⊕n≥0W ⊗ V
⊗n is a graded right module. Therefore, b preserve gradation imply that
W b⊗TV is a graded bimodule. If in addition I is a graded ideal then factor bimodule is
again graded. Replace word ’graded’ by ’filtered’. The same is true.
Proposition 3.3.2. (Calculus on tensor algebra) For each two Ik-linear maps d0 :
V →W ⊗TV and b0 : V ⊗W →W ⊗TV there exists exactly one calculus d on TV with
values in W b⊗TV such that d|V = d0 and b|V⊗W = b0. Moreover in the graded case i.e.
b0 : V ⊗W → W ⊗ V and d0 : V → W ⊗ 1A, the derivation d is a graded map of degree
-1.
P r o o f. (c.f. also [3, 4]). LetM be a TV -bimodule and d0 : TV →M a Ik-linear map.
One has to define an M -valued Ik-derivation d on TV . V generates TV . By Ik-linearity
it is enough to define d on monomials v1 ⊗ v2 ⊗ . . .⊗ vk ∈ TV where, v1, v2, . . . , vk ∈ V .
Do it by induction.
(i) dv = d0(v) for v ∈ V .
(ii) If x = v ⊗ x1 is a word of length k, v ∈ V and x1 is a word of length (k − 1) then
define
dx = (dv).x1 + v.dx1 = (d0v).x1 + v.dx1).
Now, we have to prove that d satisfies the Lebniz rule. Let x, y be two monomials and
x = v ⊗ x1 as before. Again by inductive assumption if d(x1 ⊗ y) = (dx1).y + x1.dy then
d(x ⊗ y) = d(v ⊗ (x1 ⊗ y)) = (d0v).(x1 ⊗ y) + v.d(x1 ⊗ y) =
= ((d0v).x1).y + v.(dx1.y + x1.dy) = dx.y + x.dy
since v.(x1.dy) = (v ⊗ x1).dy = x.dy. Thus we have prooved that any Ik-linear map
d0 : V → M uniquely extends to a Ik-derivation d : TV → M . Obviously, any calculus
on TV can be obtained in this way.
Next, apply above result to the case M = W b⊗RV where, b : TV ⊗W → W ⊗ TV
denotes the commutation rule constructed out of b0 in the proof of Proposition 3.3.1 .
Finally, in the homogeneous case, d0v ∈ Ik and b0 : V ⊗W → W ⊗ V . In this case b
preserve the grading (which is a length of monomials). Therefore, by inductive formulae
d decreases a degree by one. The proof is done.
In other words calculus on tensor algebra with values in right universal bimodule is
completely determined by the initial data: b0 and d0.
Proposition 3.3.3. Let calculus d : TV →W b⊗ TV is given. The condition
(15) dI + b(I ⊗W ) ⊆W ⊗ I .
is a sufficient and necessary for the existence (a unique) factor calculus d˜ : TV/I →
W b˜⊗ (TV/I) where, b˜ denotes a factor commutation rule.
P r o o f. It is a simple consequence of Proposition 3.2.4 .
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Rema r k 5. It is clear that the condition (15) can be equivalently replaced by two
conditions
(15a) dI ⊆W ⊗ I
(15b) b(I ⊗W ) ⊆W ⊗ I ( ⇐⇒ bρ(I) ⊆ End (W )⊗ I )
(Formulae in brackets relates to the case governed by (13)). For the quadratic algebras this
type of conditions, when written in the operator form (see below) have been introduced
in [17]. Therefore, they are often called Wess–Zumino linear and quadratic consistency
conditions. In some cases it is possible to express the consistency conditions in terms of
generating Ik -module for the ideal I. It will be studied in Subsection 3.5 .
One sees from the above considerations that factor calculi of calculi on universal
algebra form an important class of calculi. This is so due to the following two facts.
Firstly, we are able to describe all possible calculi on universal algebra with values on
right–universal bimodule. Secondly, the consistency conditions (15a, b) are convenient and
more easy to handle. In the next point we answer the question: under which circumstances
all calculi on the algebra A can be obtained in this way.
3.4. Calculi with right–universal bimodule – structure theorem. Recall that V is a
projective Ik-module if and only if for every surjective (Ik-linear) map Π : P → Q and
every map f : V → Q there exists a map fˆ : V → P such that fˆ ◦Π = f . It is said that f
can be lifted to a map of V into P or that fˆ covers f subject to the epimorphism Π. Of
course, fˆ exists but is not unique in general. Tensor product of projective modules (over
commutative ring) is again projective.
Joining the universal properties of W ⊗ A with that of TV one has: Let A be an
algebra generated by Ik-submodule V ⊆ A and M be a right–universal A-bimodule
universally generated by its submoduleW ⊆M . Then A ∼= TV/I andM ∼=W b⊗(TV/I)
for some bimodule commutation rule b. We show our main result that each calculus
on TV/I with values in right–universal bimodule W b⊗ A is a factor calculus of some
cover calculus dˆ on tensor algebra TV subject to the cover bimodule commutation rule
bˆ : TV ⊗W →W ⊗ TV . More exactly one has
Theorem 3.4.1. (Main result. Cover calculus.) With the notation as above :
Let d : TV/I → W b⊗ (TV/I) be a differential calculus. There exist (not unique in
general) initial data bˆ0 : V ⊗ W → W ⊗ TV and dˆ0 : V → W ⊗ TV such that the






pi ↓ ↓ idW ⊗ pi
TV/I
d
−→ W b⊗ (TV/I)
is commutative where, pi : TV → TV/I is a canonical surjection. Moreover, the following
consistency condition is satisfied
(16) dˆI + bˆ(I ⊗W ) ⊆W ⊗ I .
P r o o f. Since pi and idW ⊗pi are in particular surjective Ik-linear maps one can apply
projectivity of V and V ⊗W . Set b0 = b|V⊗W : V ⊗W → W ⊗ A and d0 = d|V : V →
W⊗A. Let b̂0 : V ⊗W →W⊗TV and d̂0 : V →W⊗TV be some their (not unique) lifts.
By Proposition 3.3.2 let dˆ denotes the corresponding (unique) calculus on TV . To show
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commutativity of the diagram ( it is enough to check it on generating space V (Lemma
1.2.2). We leave it to the reader (c.f. [3, 4]). The consistency condition (16) follows easily
from Proposition 3.3.3 .
R ema r k 6. So called coordinate calculus [3–6] corresponds to the case W = V be
a vector space and d0 = idV .
Theorem shows the way to construct and classify all calculi with right–universal bi-
modules if one has been given the Ik-projective modules of generators of an algebra and
a bimodule. In order to do this we have to follow one of two main strategies:
- fix the ideal I in the tensor algebra and therefore an algebra A and its presentation
A ≡ TV/I. Look for all initial data d0, b0 such that the corresponding calculus d on
TV satisfies the consistency conditions (15a, b);
- choose the initial data. Look for all consistent ideals I.
3.5. Applications. Calculi on quadratic algebras. Let V be a Ik-module and K ⊆ V ⊗2
be a submodule. Denote by < K > an ideal generated in TV by K. The factor algebra
TV/ < K > is said to be an algebra with quadratic relations (quadratic algebra in short).
It is not difficult to see that the ideal < K > is a graded ideal < K >= ⊕n≥2Kn with
the homogeneous components satisfying the recurrent relations
(17) Kn+1 = V ⊗Kn +Kn ⊗ V.
where, K2 ≡ K. Let W be another Ik-module. Assume we are given the derivation
d : TV →W⊗TV with homogeneous initial data b0 : V⊗W →W⊗V and d0 : V →W . In
this case the derivation d decrease the degree. Therefore, the linear consistency condition
(15a) takes the very simple form
(18) dK = 0 .
Taking into account the Leibniz rule and homogeneity of d we get
(19) [d0 ⊗ idV + b0 ◦ (idV ⊗ d0)]|K = 0 .
Also quadratic consistency condition (15b) simplify to
(20) b(K ⊗W ) ⊆W ⊗K ( ⇐⇒ bρ(K) ⊆ End (W )⊗K )
where, b : TV ⊗W →W ⊗ TV is an associated bimodule commutation rule. To see this
one has to apply algebra homomorphism bρ to formulae (17). It appears that (20) can be
further simplify to
(21) (b0 ⊗ idV ) ◦ (idV ⊗ b0)(K ⊗W ) ⊆W ⊗K
if we use Proposition 3.2.1 .
Our aim in this Section is to find out an operator (matrix) form of consistency con-
dition (19, 21). Thus one has (c.f. [5, 12])
Proposition 3.5.1. Let c ∈ End (V ⊗2) be a twist with the property that Im c ≡
c(V ⊗ V ) = K. Then the consistency condition (19, 21) for the homogeneous calculus
on the quadratic algebra TV/ < Im c > are equivalent to the following conditions
(22) [d0 ⊗ idV + b0 ◦ (idV ⊗ d0)] ◦ c = 0
(23) (b0 ⊗ idV ) ◦ (idV ⊗ b0) ◦ (c⊗ idW ) = (idW ⊗ c) ◦ a
for some twist a : V ⊗2 ⊗W →W ⊗ V ⊗2.
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Ex amp l e Let b0 : V ⊗W →W⊗V be simply a switch i.e. b0(v⊗w) = w⊗v. Then
for any ideal I < TV the quadratic consistency condition (15b) is automatically satisfied.
It follows that for any Ik-algebra A ≡ TV/I generated by V , one has b(x ⊗ w) = w ⊗ x
and x.(w ⊗ y).z = w ⊗ (xyz) in W b⊗ A. The linear consistency condition (15a) is the
only one to be fulfilled for the existence of factor calculus on A. In the quadratic algebra
case with d0 : V →W (Proposition 3.5.1) (22) reads
(24) (d0 ⊗ idV ) ◦ c = 0
i.e. Im c ⊂ ker (d0 ⊗ idV ). Therefore, TV/ < ker (d0 ⊗ idV ) > is an optimal algebra for
these bimodule commutation rules.
R ema r k 7. Very peculiar solutions of the quadratic consistency condition (23) are
given by solutions of the braid equation (quantum Yang–Baxter eq. ) vis.
(25) (b0 ⊗ idV ) ◦ (idV ⊗ b0) ◦ (c⊗ idW ) = (idW ⊗ c) ◦ (b0 ⊗ idV ) ◦ (idV ⊗ b0)
on V ⊗2 ⊗W . (See [5] for more examples and comments.)
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