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The paper presents the proposed research methodology, dedicated to the application of 
greedy heuristics as a way of gathering information about available features. Discovered 
knowledge, represented in the form of generated decision rules, was employed to support 
feature selection and reduction process for induction of decision rules with classical rough 
set approach. Observations were executed over input data sets discretised by several 
methods. Experimental results show that elimination of less relevant attributes through 
the proposed methodology led to inferring rule sets with reduced cardinalities, while 
maintaining rule quality necessary for satisfactory classification.
© 2020 The Author(s). Published by Elsevier Inc. This is an open access article under the 
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
In rough set perspective [1,2] the universe is seen as granular, with data points grouped in space into equivalence 
classes, imposed by indiscernibility relation. When two objects have the same values of considered features, they cannot be 
discerned. Detection of patterns in granules leads to inferring decision rules. Based on conditions on attributes included in 
the premises, the rules assign class labels to examples. A length of a rule, corresponding to the number of its conditions, is 
one of important indicators of rule quality [3,4]. Among other quality measures there is also used support, which gives the 
number of learning samples that match the rule. Length and support are frequently taken under consideration in a search 
for interesting rules.
Depending on the selected focus, there are many rule induction algorithms: Boolean reasoning [5,6], dynamic pro-
gramming [7–9], separate-and-conquer approach [10–12], algorithms based on decision tree construction [13,14], genetic 
algorithms [15,16], different kinds of greedy algorithms [5,17], and various others. Each of these methods has different 
forms, which return rule sets with varying cardinalities and characteristics. In exhaustive search all rules on examples are 
inferred, minimal cover algorithm ensures only coverage of the training samples and then stops the search, greedy heuristics 
obtain optimal solutions in the local context. Once decision rules are inferred, the knowledge discovered in the process of 
their construction becomes relatively easily accessible. This knowledge, represented in the form of rules, can be used by 
itself to enhance understanding of patterns present in the input space, or to perform classification of unknown samples, but 
it can also aid in other tasks [18].
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construction of feature rankings [19,20], with the score function dependent on rule characteristics. The obtained rankings 
can be next applied in the process of feature selection and reduction.
In the research works described from the initial choice of seven algorithms, by analysis of Pareto points in the optimi-
sation space, three heuristics were selected and four discarded. The choice was driven by observations of two rule quality 
indicators, namely length and support. Exploiting knowledge on attributes, stored in rules induced by the selected algo-
rithms, all available characteristic features were ranked.
Then, the ranking was used for reduction of attributes that were considered for induction of decision rules by rough set 
approach. The elimination process resulted in generation of rule sets with lowered cardinalities, while keeping satisfactory 
level of average rule length and support, when compared to these parameters for the whole set of features. Obtained rough 
rule classifiers were applied in the task of authorship attribution from stylometric analysis of texts, in which authors are 
recognised through their writing styles [21,22].
Since stylometric characteristic features are most often continuous in nature, and both heuristics and rough set approach 
operate on nominal attributes, discretisation was added as a necessary step of input data preparation stage [23]. As there 
are various methods for transformation of real-valued into discrete variables, the experiments were extended to include 
observations on both supervised and unsupervised procedures.
The content of the paper is organised into six sections. Introduction is followed by Section 2 addressing all background 
subjects included in the described research, such as feature selection, decision rule induction with rough set approach and 
heuristics, stylometry as the application domain, and discretisation. The framework of executed experiments is presented 
in broad strokes in Section 3, with details for all constituent stages and results commented in Section 4 and Section 5. 
Conclusions from research works are included in Section 6.
2. Background and related works
This section presents the fields of study included in the described research and some related works dedicated to sub-
jects of feature selection and characterisation, induction of decision rules, discretisation, and stylometry as the application 
domain.
2.1. Feature selection and characterisation
In recent years, a huge increase of data stored, transmitted, and processed could be observed. As a consequence, feature 
selection and reduction domain plays an important role in knowledge discovery and different data mining tasks [19,20], 
especially in areas where data sets contain a huge number of attributes, for example, sequence-pattern in bioinformatics, 
genes expression analysis, market basket analysis, stock trading. The main underlying objectives of variable selection are 
better understanding of data and improving the prediction performance of classifiers. From the point of view of knowledge 
induction, some attributes can be insufficient or redundant, so the problem is how to select the relevant features that allow 
to obtain knowledge stored in data [24].
There are different approaches and algorithms for features selection [25,26]. Usually they are divided into three cat-
egories: filter, wrapper, and embedded methods, however, algorithms can be also mixed together in different variations, 
leading to hybrid solutions [27].
Filter methods are independent from classification systems. Filters pre-process data sets without any feedback informa-
tion concerning improvement or degradation of classification results. They tend to be faster, less resource demanding, and 
more universal than other approaches. Their main drawback is what makes them fast and easily applicable in almost all 
kinds of problems, i.e., neglecting the real-time influence on a classification system.
Wrapper methods can be interpreted as a system with a feedback [28]. This category of algorithms is based on the 
idea of examining the influence of the chosen subsets of features on the classification results. Wrapper approach typically 
requires large computational costs as the classification step needs to be repeated many times. On the other hand, wrappers 
can obtain close tailoring of feature sets to inducers, which leads to significantly enhanced predictions.
The last category of methods is known as embedded solutions [29]. Generally, they consist of mechanisms that are 
embedded directly into the learning algorithm and they are responsible for the feature selection process at the learning 
stage. An advantage of embedded methods is good performance as the solutions are dedicated to specific applications. 
Nevertheless, they cannot be used without knowing the learning algorithm characteristics.
Ranking is a filter mechanism that assigns each variable a certain score, basing on which features become ordered 
[30]. The highest ranking attributes are considered as the most important, and the lowest ranking as the least. Ranking 
mechanisms often refer to statistics and calculate for example entropy, mutual information, information gain. The scores 
depend on a definition of a ranking function, and the ranking procedure can return just the resulting order of variables, 
their assigned ranking positions. Such could be a case of using a wrapper as a ranker.
2.2. Rough set-based feature selection
Rough set theory (RST) was proposed by Z. Pawlak in 1982 as a way of dealing with inconsistent data [1]. The knowl-
edge is perceived through its granular structure, i.e., some objects of the universe are indiscernible relative to a given set 
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edge causes that rough (imprecise) concepts cannot be characterised in the framework of knowledge available about their 
elements, and such concept is replaced by a pair of precise sets called the lower and the upper approximation of the rough 
concept.
Rough set methods dedicated to feature selection are mainly based on algorithms for construction of reducts, and their 
different modifications. From the classification point of view a reduct is a minimal subset of attributes that has the same 
classification power as the entire set of condition attributes. It can be also defined as a minimal set of attributes that 
preserves the degree of dependency of the full set of attributes. Definitions for attribute reducts can be based on different 
criteria [31,32], and the problem of finding various versions of reducts in data is NP-hard [17], which is the reason why 
heuristic approaches are often employed.
For inconsistent decision tables a unified decision table model was proposed for five representative reducts [33], along 
with two general heuristic algorithms for attribute reduction, based on relative discernibility measure: quick general forward 
and backward elimination. The efficiency of the proposed algorithms was obtained mainly by reducing the time spent on 
sorting.
For large-scale data sets a way for approximate reduct construction was presented [34], with the main idea based on 
subtables of a data set, which were considered as small granularities. Fusing together all estimated reducts on small granu-
larities allows to obtain an approximate reduct of the original data set.
Some of feature selection methods use positive region-based dependency measure for attributes to establish how 
uniquely the value of an attribute determines the value of a dependent variable. The measure ranges from zero (which 
means no dependency of an attribute) to one (which means that an attribute fully depends on the other). However, such 
approach is time consuming and complex, which makes it unfeasible in case of data sets with bigger size.
An alternative to the conventional positive region-based dependency measure, called Direct Dependency Calculation, 
finds the number of unique and non-unique classes directly by using attribute values [35]. A unique dependency class 
defines a set of objects, which for the same values of condition attributes all lead to the same decision class, while a non-
unique decision class is a set of objects where all lead to more than one decision class, for the same values of condition 
attributes.
In recent years, incremental feature selection based on rough set approach has become more and more popular. In this 
framework, two main tracks can be distinguished: based on discernibility matrix [36,37], and focused on entropy [38]. Fused 
decision tables [39] are constructed by integration of several similar decision tables, where one among them is the original, 
and others are added successively. These decision tables share the same attributes and have their own objects. The proposed 
incremental selection method is based on using quasi- and pseudo fuzzy rough approximation operators, which optimise 
the space constraint of storing discernibility matrix and accelerate calculations.
Still other methods are based on knowledge granulation approaches [40,41], possibly combining variation of attributes 
with incremental attribute reduction [42]. Roughinement operation offers a specific way of granulation for features, and then 
aggregation of information granules belonging to different partitions [43]. The proposed routine allows to obtain a compact 
representation of data, reduces the cost for evaluation of the quality of selected subset of features, while maintaining good 
reduction capability.
Algorithms based on neighbourhood rough sets aim to distinguish samples that belong to different decisions using neigh-
bourhood information granules [44]. The structure of clusters can be adjusted dynamically [45] during the clustering process, 
even when a new set of attributes feeds the algorithm.
There are also many other heuristics based on rough set theory developed for feature selection, for example based on 
genetic algorithms [16], optimisation of particle swarm [46] or ant colony [47], and others [48].
Greedy approaches are frequently applied to the task of distinguishing the most important features within the entire set 
of available attributes. Usually such heuristics start with an empty set of features and then adopt either forward selection 
or backward elimination algorithm in case of full set of features. However, greedy methods do not guarantee finding an 
optimal or minimal feature combination, also because of the fact that many significance measures exist.
In the paper a new methodology was proposed, dedicated to employing selected greedy heuristics, typically used for 
optimisation of association rules, in feature selection process. Heuristics were adjusted for work with decision rules, and 
the step of reduct construction was omitted. Knowledge discovered based on characteristics of induced rules was used for 
establishing a ranking of features, and a score function was proposed.
In the research works reported, the ranking constructed through greedy heuristics was employed as a filter mechanism. 
For sets of decision rules, found by exhaustive algorithm implemented in Rough Sets Exploration System (RSES) [49,50], 
classification results as well as the number and characteristics of inferred rules were examined.
Usefulness of the presented methodology was shown for data sets and tasks from stylometry domain. Experimental 
results indicate that elimination of less relevant attributes through the proposed framework led to inferring rule sets with 
reduced cardinalities, while maintaining rule quality necessary for satisfactory classification.
2.3. Induction of decision rules with greedy heuristics
In search for decision rules there are considered various quality measures, probably the most popular of which are length 
and support, analysed also in the research described in the paper. Unfortunately, the problems of minimisation of length 
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and extensions of dynamic programming, for the most part the approaches cannot guarantee the construction of optimal 
rules (i.e., rules with minimum length or maximum support).
Based on the results of U. Feige [53], a greedy algorithm was shown to be close to the best polynomial approximate 
algorithms for minimisation of decision rule length, under reasonable assumptions on the class NP [54]. Greedy heuristics 
for construction of association rules were also studied and compared from the point of view of length and support of 
obtained rules [55]. It was reported how on average the output of each greedy algorithm is close to optimal rules obtained 
by extensions of dynamic programming approach. The experimental results showed that the average relative difference 
between length of rules constructed by the best heuristic and minimum length of rules is at most 4%. Interestingly, the 
same situation was obtained for support.
In this work, a methodology of research and an application of seven greedy heuristics in feature selection domain was 
proposed.
2.3.1. Main notions
In rough set theory, the main structure for data representation is an information system, and a special case of information 
system—a decision table [2].
Information system is a pair of the form S = (U , A), where U is a nonempty finite set of objects, and A = { f1, . . . , fn+1}
is a nonempty finite set of attributes, i.e., f : U → V f , where V f is the set of values of attribute f , called the domain of 
f . Decision table is a pair of the form S = (U , A ⋃{d}), with a decision attribute d /∈ A, and a is a value of the decision 
attribute (also called a decision), a ∈ Vd , where Vd is the domain of d. In the case of a decision table the attributes belonging 
to A = { f1, . . . , fn} are called condition attributes.
The expression
( f i1 = a1) ∧ . . . ∧ ( f im = am) → d = a (1)
is called a decision rule over T if f i1 , . . . , f im ∈ { f1, . . . , fn}, a1, . . . , am are values of corresponding attributes, and a is a 
decision.
Let T = (U , A ∪ {d}) be a decision table. N(T ) denotes the number of rows in the table T . N(T , a) gives the number of 
rows r from T with a value of a decision attribute equal a, with M(T , a) = N(T ) − N(T , a). A decision a, such that N(T , a)
has maximum value and a has minimum index, is called the most common decision for T , and denoted by mcd(T ). Not 
constant condition attributes in T form the set denoted as E(T ).
A subtable of a decision table T is obtained by removal of some rows from T . A subtable of T that consists of rows, 
which at the intersection with columns f i1 , . . . , f im have values a1, . . . , am , is denoted as T ( f i1 , a1), . . . , ( f im , am). A decision 
rule over T (1) corresponds to the subtable T ′ = T ( f i1 , a1), . . . , ( f im , am) of T .
If a row r belongs to T ′ , then the rule (1) is called realisable for a row r. When each row of T ′ , for which the rule (1)
is realisable, has the decision a attached to it, then the rule is called true for T . If the considered rule is true for T and 
realisable for r, then it is a rule for T and r.
The length of the rule (1) is defined by the number of descriptors from the left hand-side of the rule, and is denoted as 
m. The number of rows in T ′ , which are labelled with the decision a gives the support of the rule (1). If a rule is true for 
T , then its support equals N(T ′).
2.3.2. Description of heuristics
Taking into account the way in which decision rules are constructed, the seven heuristics presented below can be divided 
into two groups:
• heuristics with fixed decision: M , RM , Poly, Log , MaxSupp,
• heuristics with the most common decision: Me, Mep.
In the case of fixed decision, each heuristic H constructs a decision rule for the table T and a given row r with assigned 
decision a. Greedy heuristic H starts with a decision rule in which the left hand-side is empty, → d = a.
In the case of the most common decision, each heuristic H constructs a decision rule for the table T and a given row r. 
It starts with an empty decision rule, →, and at the end of the work the right hand-side of a decision rule is denoted by 
d = a, where a is the most common decision for corresponding T ′ .
For both types of heuristics, in each iteration such attribute f i ∈ { f1, . . . , fn} fulfilling heuristic H is selected, which has 
the minimum index. Each heuristic is applied sequentially, for each row r of T , so at the end of the work, the number of 
induced rules equals |U |. Algorithm 1 lists a pseudo-code for the greedy heuristic H with fixed decision, for the procedure 
of constructing a decision rule for a row r from T .
To describe the work of heuristics, the following notation is introduced: T ( j+1) = T ( j)( f i, bi), with j giving an index of 
the subsequently obtained subtable in the execution of heuristic H .
For heuristics with fixed decision,
M( f i, r, a) = M(T ( j+1), a) = N(T ( j+1)) − N(T ( j+1), a),
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Require: Decision table T with condition attributes f1, . . ., fn, row r=( b1, . . ., bn)




T ( j) ← T ;
while all rows in T ( j) are not assigned the same decision a do
select f i ∈ { f1, . . . , fn} with the minimum index fulfilling the heuristic H ;
T ( j+1) ← T ( j)( f i , bi);
Q ← Q ∪ { f i};
j = j + 1;
end while∧
f i ∈Q ( f i = bi) → d = a, where a is a decision value.
end
RM( f i, r, a) =
(
N(T ( j+1)) − N(T ( j+1),a))/N(T ( j+1)),
α( f i, r, a) =N(T ( j), a) − N(T ( j+1), a) and
β( f i, r, a) =M(T ( j), a) − M(T ( j+1), a),
the attribute f i ∈ E(T ( j)) is selected by each heuristic H through:
• minimisation of
– for M—the value of M( f i, r, a),
– for RM—the value of RM( f i, r, a),
– for MaxSupp—the value of α( f i, r, a) given that β( f i, r, a) > 0,
• maximisation of
– for Poly—the value of β( f i ,r,a)α( f i ,r,a)+1 ,
– for Log—the value of β( f i ,r,a)log2(α( f i ,r,a)+2) .
For heuristics with the most common decision, heuristic H selects the attribute f i ∈ E(T ( j)) by minimisation of:
• for Me—the value of
Me( f i, ri) = N(T ( j+1)) − N
(
(T ( j+1)),mcd(T ( j+1))
)
,
• for Mep—the value of
Mep( f i, ri) =
(
N(T ( j+1)) − N ((T ( j+1)),mcd(T ( j+1))))/N(T ( j+1)).
Example 1. This example presents how heuristic H constructs a decision rule for the decision table T0 and row r1 .
T0 =
f1 f2 f3 d
r1 1 1 0 Yes
r2 2 0 1 No
r3 2 0 0 No
r4 2 1 0 Yes
The decision table T0 has three condition attributes, which leads to considerations for three subtables:
T (1)1 = T (0)0 ( f1, 1) =
f1 f2 f3 d
r1 1 1 0 Yes
T (1)2 = T (0)0 ( f2, 1) =
f1 f2 f3 d
r1 1 1 0 Yes
r4 2 1 0 Yes
T (1)3 = T (0)0 ( f3, 0) =
f1 f2 f3 d
r1 1 1 0 Yes
r3 2 0 0 No
r4 2 1 0 Yes
• Heuristics with fixed decision
At the beginning the decision rule for r1 has the form: → d = Y es.
– Heuristic M:
M( f1, r1, Y es) = 0, M( f2, r1, Y es) = 0, M( f3, r1, Y es) = 1,
so the rule f1 = 1 → d = Y es is obtained.
– Heuristic RM:
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so the rule f1 = 1 → d = Y es is obtained.
– Heuristic MaxSupp:
α( f1, r1, Y es) = 1, β( f1, r1, Y es) = 2,
α( f2, r1, Y es) = 0, β( f2, r1, Y es) = 2,
α( f3, r1, Y es) = 0, β( f3, r1, Y es) = 1,
so the rule f2 = 1 → d = Y es is obtained.
– Heuristic Poly:
β( f1,r1,Y es)
α( f1,r1,Y es)+1 = 22 , 
β( f2,r1,Y es)
α( f2,r1,Y es)+1 = 21 , 
β( f3,r1,Y es)
α( f3,r1,Y es)+1 = 11 ,
so the rule f2 = 1 → d = Y es is obtained.
– Heuristic Log:
β( f1,r1,Y es)
log2(α( f1,r1,Y es)+2) =
2
log2 3









so the rule f2 = 1 → d = Y es is obtained.
• Heuristics with the most common decision
At the beginning the decision rule for r1 has the form: →.
– Heuristic Me:
Me( f1, r1) = 0, Me( f2, r1) = 0, Me( f3, r1) = 1,
so the rule f1 = 1 → d = Y es is obtained.
– Heuristic Mep:
Mep( f1, r1) = 0, Mep( f2, r1) = 0, Mep( f3, r1) = 13 ,
so the rule f1 = 1 → d = Y es is obtained.
In the research works described in this paper, the presented seven heuristics were used to discover knowledge on 
characteristic features employed in the task of authorship attribution, with stylometry as the application domain.
2.4. Stylometric authorship attribution
In stylometric analysis authorship attribution is a task of paramount importance [21]. It involves obtaining such definition 
of a writing style that can be used in pattern recognition by modern data mining approaches, machine learning algorithms, 
statistic calculations [56,57]. For this purpose quantitative style descriptors are required and they often refer to individual 
linguistic habits and preferences of writers, displayed in employed words (called lexical markers) and patterns of sentence 
formulation indicated with punctuation marks (syntactic descriptors). As a consequence, stylometric characteristic features 
frequently are of continuous type.
Calculation of selected markers is typically executed over sets including many text samples of comparable size [58], as 
with the size not only characteristics can vary, but language elements differ too. In the popularly employed practice longer 
works are divided into smaller chunks of text, but then in the knowledge discovery process it is important not to use 
samples originating in the same whole both for training and testing, as it artificially increases recognition [59], falsifying 
results. Hence the need for completely separate test sets for evaluation of performance when authorship attribution is 
treated as a classification task.
2.5. Discretisation
Discretisation transforms the input continuous space into discrete by the process of controlled loss of information [60]. 
One of the popular discretisation approaches are supervised and unsupervised algorithms. In case of supervised methods, 
information about class labels is taken into account while searching for intervals among ranges of attribute values. Some 
heuristic measures, e.g. entropy, can be used to determine the best cut-points. In case of unsupervised methods information 
about class labels is omitted during discretisation process.
In the experiments reported, Fayyad and Irani [61], and Kononenko [62] algorithms were used as representatives of 
supervised discretisation algorithms (denoted as DsF and DsK). In both the process of finding cut-points starts from one 
interval containing all values of each discretised attribute, and then partitioning is repeated recursively, until a stopping 
criterion is met. The methods are based on class entropy of considered intervals for evaluating cut-points and Minimum 
Description Length (MDL) [63] principle as a stopping criterion.
As representatives of unsupervised discretisation algorithms equal width binning (denoted as Duw), and equal frequency 
binning (denoted as Duf) [23] were used. In both methods the input parameter k, defined by a user, determines the num-
ber of bins and each bin is associated with a distinct discrete value. The disadvantage of these methods is that in cases 
where the values of continuous attribute are not distributed evenly, even some relevant information can be lost after the 
discretisation process.
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The framework of executed experiments included:
1. Preparation of input data sets for the task of authorship attribution, which consisted of
• construction of text samples for analysis,
• selection of stylometric features and obtaining their values for all samples,
• discretisation of all sets by chosen methods;
2. Induction of decision rules with
• exhaustive algorithm in classical rough set approach,
• seven greedy heuristics described in the paper;
3. Analysis of induced rule sets which led to
• limiting considerations to heuristics with most promising parameters by observing Pareto points in the optimisation 
space,
• constructing feature rankings based on characteristics of rule sets returned by the three chosen heuristics,
• selecting for further processing these variants of discrete data sets, for which RST approach found rules with the best 
characteristics;
4. Induction of decision rules with rough set approach for reduced subsets of features;
5. Evaluation of performance for rule classifiers with test sets.
The details for all constituent stages and comments to obtained experimental results are given in the next two sections 
of the paper.
4. Experiments leading to attribute characterisation
The section presents specifics of executed experiments from data preparation step to obtaining rankings for features, 
while evaluation of performance for rule classifiers is discussed in the next section.
4.1. Input data sets and features
Two data sets were prepared for the research, each enabling comparison and recognition of two authors, a pair of two 
female and a pair of two male writers, namely Edith Wharton and Mary Johnston, and Jack London and James Oliver 
Curwood. Their works were divided into three groups, corresponding to one training and two test sets. All novels were 
partitioned into smaller text samples, over which frequencies of occurrence were calculated for a hundred of stylometric 
descriptors, selected function words and punctuation marks.
Next, to both training sets (respectively for female and male authors) several feature rankings were applied (implemented 
in WEKA [64] environment) and their results compared. The attributes which were at least once considered as irrelevant 
(were assigned a rank of 0) were rejected. The variables left were found as relevant by all ranking mechanisms. This initial 
processing led to the set of 24 characteristic features (22 lexical and 2 syntactic markers), which were used in all following 
stages of the executed experiments. The values of condition attributes, reflecting frequencies of occurrence of linguistic 
elements, ranged between 0 and 1, while class labels corresponded to recognised authors.
Thus constructed input data sets provided examples of a binary classification task, with balanced classes (100 samples 
per author in a training set, and 45 per author in both test sets) and continuous features. As for the purposes of intended 
processing discrete attributes were needed, the next step of experiments was dedicated to discretisation.
4.2. Discretisation approaches employed
With the aim at extended observations, in the research four discretisation methods were used: two supervised and two 
unsupervised. As representatives of supervised category, the algorithms by Fayyad and Irani (DsF), and Kononenko (DsK) 
were chosen. These discretisation approaches do not require any input from a user and return single versions for each 
discretised set, with possibly varying numbers of intervals assigned for different variables.
Equal width binning (Duw) and equal frequency binning (Duf) were chosen as representatives of unsupervised discreti-
sation category. In both cases the input parameter defines the number of constructed bins, the same for all features in a set. 
For both methods this number was varied from 2 to 10.
The step devoted to discretisation resulted in obtaining 20 variants for each of input sets (9 per each unsupervised 
method plus 1 per each supervised). All sets were discretised independently on others.
4.3. Induction of decision rules by RST
All versions of learning sets for both data sets (male and female writers) were next subject to rough set processing. The 
decision rules were induced by exhaustive algorithm implemented in RSES system [49]. It constructs all minimal decision 
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Characteristics of rule sets induced in rough set approach for both data sets. Columns 
list: (a) for unsupervised discretisation the number of bins, (b) number of rules, (c) 
average support of rules, (d) average rule length.
(a)
Female writer data set Male writer data set
(b) (c) (d) (b) (c) (d)
Unsupervised equal width binning (Duw)
2 2094 6.5 5.5 1509 7.5 4.6
3 26025 3.6 5.6 32447 3.3 5.7
4 46480 2.6 5.0 47574 2.9 5.0
5 67054 2.1 4.5 79561 2.3 4.6
6 75888 2.0 4.1 77033 2.0 4.2
7 70152 1.8 3.9 75733 1.9 4.0
8 60422 1.8 3.7 72675 1.8 3.7
9 59332 1.7 3.5 68722 1.7 3.5
10 54187 1.6 3.4 61920 1.6 3.4
Unsupervised equal frequency binning (Duf)
2 103645 3.7 5.7 138910 3.6 5.6
3 122527 2.1 4.5 135696 2.0 4.4
4 81723 1.8 3.8 96327 1.8 3.7
5 68994 1.7 3.5 76240 1.7 3.4
6 58327 1.6 3.2 65184 1.5 3.2
7 49026 1.5 3.1 55184 1.5 3.1
8 42490 1.5 3.0 47511 1.5 3.0
9 37750 1.5 2.9 42278 1.5 2.9
10 34155 1.4 2.8 38670 1.4 2.8
DsF 4121 6.6 4.8 15283 5.9 5.1
DsK 10190 5.4 5.3 20815 5.5 5.1
rules, i.e., rules with minimal number of descriptors (pairs attribute=value) in their premise parts. The characteristics of 
rule sets found are listed in Table 1. For unsupervised discretisation the results are given for all versions of training sets, 
corresponding to the numbers of bins defined for all variables. For supervised discretisation there were single results, listed 
in the two bottom rows of the table, and denoted as DsF for Fayyad algorithm, and DsK for Kononenko.
It can be observed that for both data sets for equal width binning with increased numbers of bins the number of 
induced rules firstly steeply rises, then slowly decreases. For equal frequency binning these numbers of rules are at the 
maximum for small bin numbers and then become smaller. What is of the highest interest in this table, are listed values of 
average support and length of rules. As higher support offers higher probability of matching to unknown samples and good 
predictions, we would like this parameter to be as high as can be obtained (the maximum is shown in bold). On the other 
hand, shorter rules are more general and they have a better chance at causing a hit in tests, thus the length is preferred as 
low as possible (the minimum is shown in bold). Here the lowest average lengths exist only for cases with low support, and 
the best ratio between these two elements is for unsupervised equal width binning with just two bins defined for attributes. 
Only for these versions of training sets the inferred rule sets showed comparable characteristics to those obtained for data 
sets discretised in supervised Fayyad and Kononenko approaches.
These considerations led to selection of the three variants of training sets for both data sets: supervised discretisation 
based on Fayyad method, supervised discretisation with Kononenko algorithm, and unsupervised equal width binning with 
two bins (denoted as Duw02). These versions of data sets were used for further research dedicated to feature selection and 
reduction.
4.4. Characteristics of rule sets induced through heuristics
The previously described seven heuristics were employed for the task of decision rule induction for all 20 versions of 
the two training sets. Heuristics found a single rule for each row of each decision table, however, some of these rules 
were duplicated, thus the numbers of unique rules were much smaller (in particular when considered in comparison with 
cardinalities of rule sets found by rough set approach in exhaustive algorithm). The most interesting characteristics, that is 
averaged support and length, are given for all heuristics in Table 2 for female writer data set and in Table 3 for male writers.
When these two characteristics were compared among all versions and all heuristics it became clear that some of 
heuristics were much more promising than others, which is best visible in terms of Pareto points in optimisation space 
with two dimensions, one for support and the other for length. Firstly, for all rule sets returned by heuristics averages were 
calculated, given in the bottom rows of Tables 2 and 3 respectively for each data set. Then the corresponding data points in 
the optimisation space were observed, as shown in Fig. 1.
Analysis of points led to the immediate conclusion that heuristic MaxSupp was the worst of all, generating long rules 
with low supports. On the other hand, Log offered the highest support thus was the obvious choice as one Pareto point, 
but it was not the only point as this heuristic did not give the shortest rules. With respect to lowest averaged length two
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Characteristics of rule sets generated by heuristics for female writer data set. Columns list: (a) for unsupervised discretisation the number of bins, (b) 
average support of rules, (c) average rule length.
(a)
Heuristic
LOG M MaxSupp ME MEP POLY RM
(b) (c) (b) (c) (b) (c) (b) (c) (b) (c) (b) (c) (b) (c)
Unsupervised equal width binning (Duw)
2 11.1 4.1 3.5 2.2 4.8 11.2 2.9 2.4 6.9 5.8 9.1 6.3 6.9 2.3
3 7.4 3.5 3.7 1.9 2.6 9.6 3.7 2.0 4.5 2.2 4.5 7.5 4.5 1.9
4 8.3 3.3 2.7 1.7 1.5 9.0 2.7 1.7 3.2 1.7 3.6 6.2 3.4 1.7
5 6.9 2.8 3.3 1.6 1.7 6.7 3.2 1.7 4.1 1.6 4.4 4.6 4.3 1.6
6 5.7 2.7 3.2 1.5 1.6 6.1 3.2 1.5 3.6 1.5 2.6 4.5 3.6 1.5
7 6.9 2.5 2.9 1.5 1.9 5.7 2.8 1.5 3.0 1.5 3.1 4.3 3.1 1.5
8 6.5 2.3 2.9 1.4 1.7 5.8 2.9 1.4 3.3 1.4 2.6 4.2 3.3 1.4
9 5.9 2.3 2.8 1.4 1.8 5.5 2.8 1.4 3.0 1.3 2.7 4.2 3.0 1.3
10 5.6 2.5 2.7 1.4 1.8 5.6 2.7 1.4 3.0 1.4 2.4 4.3 3.1 1.4
Unsupervised equal frequency binning (Duf)
2 18.2 2.5 10.0 2.1 9.5 4.5 7.1 3.4 10.5 5.3 14.3 3.1 12.5 2.1
3 8.0 2.8 5.0 2.1 3.8 4.8 4.9 2.2 5.4 2.7 5.9 3.6 5.6 2.2
4 9.1 2.3 3.7 1.9 3.0 4.7 3.6 2.0 4.0 2.1 5.1 3.5 4.1 1.9
5 6.5 2.4 4.4 1.8 1.9 5.1 4.3 1.8 4.4 1.9 3.2 3.9 4.7 1.8
6 7.1 2.3 4.3 1.8 1.9 5.1 4.1 1.8 4.3 1.8 3.2 4.0 4.7 1.7
7 7.1 2.2 3.6 1.8 1.7 5.2 3.3 1.8 3.9 1.7 2.6 4.0 4.1 1.7
8 7.7 2.1 3.7 1.7 1.7 5.2 3.7 1.7 4.2 1.6 2.2 4.1 4.2 1.6
9 6.7 2.3 4.1 1.5 1.7 5.2 4.1 1.5 4.3 1.5 2.3 4.1 4.4 1.5
10 4.9 2.2 3.8 1.4 1.6 5.3 3.8 1.4 3.8 1.4 2.2 4.3 3.9 1.4
DsF 14.3 3.0 7.4 1.9 6.9 7.1 6.7 2.1 7.7 2.8 11.8 5.4 7.7 1.8
DsK 14.3 3.0 7.4 1.9 6.1 8.3 6.7 2.1 7.7 2.8 11.8 5.5 7.7 1.8
Avg 11.0 2.8 5.7 1.8 4.5 6.9 5.2 2.0 6.1 2.5 8.0 5.0 6.2 1.7
Table 3
Characteristics of rule sets generated by heuristics for male writer data set. Columns list: (a) for unsupervised discretisation the number of bins, (b) average 
support of rules, (c) average rule length.
(a)
Heuristic
LOG M MaxSupp ME MEP POLY RM
(b) (c) (b) (c) (b) (c) (b) (c) (b) (c) (b) (c) (b) (c)
Unsupervised equal width binning (Duw)
2 6.5 3.4 2.7 2.4 4.3 11.5 2.3 2.6 3.6 6.2 6.5 7.0 4.2 2.4
3 7.4 3.1 3.8 1.9 1.7 10.8 3.5 2.0 3.6 2.7 4.3 6.0 4.1 1.9
4 5.6 2.7 2.3 1.9 1.5 9.5 2.2 1.9 2.6 2.2 3.6 5.3 2.7 1.8
5 5.3 2.3 2.9 1.7 1.7 7.1 2.6 1.7 3.1 1.9 3.0 5.0 3.2 1.6
6 5.0 2.5 3.0 1.5 1.7 6.5 3.0 1.5 3.3 1.5 2.7 4.5 3.3 1.5
7 4.5 2.0 2.6 1.6 1.7 6.4 2.6 1.6 2.9 1.6 2.4 4.4 2.9 1.5
8 4.5 1.8 2.5 1.5 1.8 5.6 2.5 1.5 3.1 1.5 2.2 4.2 3.1 1.4
9 4.8 1.9 2.6 1.4 1.7 5.2 2.6 1.5 2.7 1.5 2.2 3.7 2.7 1.4
10 4.9 1.7 2.6 1.4 1.6 5.1 1.6 1.4 2.7 1.4 2.2 3.8 2.7 1.3
Unsupervised equal frequency binning (Duf)
2 5.4 3.1 4.8 3.0 3.1 5.1 3.8 4.2 3.8 5.7 5.9 3.5 4.5 3.0
3 6.7 2.5 5.1 2.3 3.4 4.1 3.4 4.1 5.3 3.3 5.4 3.5 5.9 2.3
4 5.3 2.1 3.5 2.0 2.0 4.6 3.1 2.1 3.6 2.4 3.2 3.6 4.3 2.0
5 5.3 2.1 3.4 2.0 1.8 4.7 3.2 2.0 3.8 2.1 2.6 3.7 4.0 2.0
6 5.3 1.9 3.7 1.9 1.7 4.5 3.6 1.9 4.2 1.9 2.3 3.7 4.2 1.9
7 5.6 1.9 3.4 1.9 1.7 4.6 3.3 1.9 3.7 1.9 2.2 3.6 3.8 1.9
8 4.5 1.9 3.3 1.9 1.7 4.8 3.1 1.9 3.6 1.9 2.2 3.7 3.7 1.9
9 4.7 1.8 3.6 1.8 1.6 4.8 3.4 1.8 3.6 1.8 2.2 3.7 3.7 1.8
10 4.3 1.8 3.6 1.7 1.5 4.8 3.5 1.7 3.7 1.7 1.9 3.7 3.7 1.7
DsF 12.5 3.5 7.1 2.3 3.7 7.0 6.5 2.6 7.1 3.6 7.1 4.6 8.0 2.3
DsK 13.3 3.1 6.9 2.2 3.4 7.0 6.1 2.5 6.2 3.8 8.3 4.5 7.4 2.3
Avg 5.3 2 3.6 2.0 1.9 4.6 3.4 2.0 3.9 2.2 2.8 3.7 4.3 2.0
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Table 4
Rankings of features obtained through rule sets induced by heuristics.
Ranking 
position
F-AllH M-AllH Ranking 
position
F-AllH M-AllH
Attribute Attribute Attribute Attribute
1 atr23 atr0 13 atr5 atr10
2 atr1 atr23 14 atr7 atr22
3 atr17 atr3 15 atr19 atr19
4 atr0 atr1 16 atr11 atr9
5 atr2 atr2 17 atr4 atr13
6 atr13 atr16 18 atr12 atr12
7 atr22 atr17 19 atr14 atr11
8 atr20 atr6 20 atr16 atr14
9 atr3 atr18 21 atr21 atr5
10 atr10 atr21 22 atr9 atr20
11 atr8 atr7 23 atr18 atr4
12 atr6 atr8 24 atr15 atr15
heuristics gave very close results, RM and M, which led to including them in further considerations as well, while discarding 
the four that were so much weaker. These conclusions confirmed the previously reported findings with respect to optimality 
of greedy heuristics [55], especially for M and RM heuristics as presented as the best from the point of view of minimisation 
of rule lengths.
The rule sets induced through the selected three heuristics were next analysed with respect to included features.
4.5. Characteristics of attributes by rule sets constructed through heuristics
The rule sets inferred by all heuristics varied in numbers of unique rules and rule characteristics, such as support and 
length. They also varied in use of attributes included as conditions in their premises. In fact, some of attributes were 
employed much more often than others, which reflected the degree of importance of features as perceived by algorithms 
mining knowledge from them. When discovered knowledge is represented in the form of obtained rules it can be exploited 
as a source of information on particular attributes and their relative relevance. This line of reasoning led to construction of 
rankings for all considered features. The proposed scoring function was defined as follows.
Firstly, for all 20 variants of train sets, for the rule sets generated by the three chosen heuristics, there were calculated 
relative frequencies of occurrence of attributes in rules, giving the ratio of conditions including a feature to the total number 
of conditions in all rules in the set. Secondly, for unsupervised discretisation for each of the two methods, the overall 
averages were calculated. It led to obtaining one averaged characteristic for each of four discretisation methods used in 
research, for all features and heuristics. Thirdly, averages over all four discretisation methods were calculated, returning 
scores from each heuristic for all attributes. And lastly, the final overall score function was calculated as the average from 
the three heuristics. These resulting rankings, based on characteristics of all heuristics, for both data sets are listed in Table 4, 
and denoted as F-AllH (for female writer data set) and M-AllH (for male).
It can be observed that only few attributes held the same positions in both rankings, few were placed closely, while 
others differed significantly. These findings reflect the fact that writing styles of authors of opposite gender typically display 
distinctive variations, which is the reason for not including them in the same data set.
These two rankings of attributes were employed for the purpose of feature elimination. From the complete set the 
features were rejected one by one, starting at the lowest ranking positions and then going up the ranking. For each reduced 
set of attributes new rule sets were inferred and the performance of rule classifiers evaluated with test sets, as shown in 
the next section.
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5. Experiments on feature selection
Feature selection processes typically aim at reduction of the number of attributes, while at the same time at least 
preserving the power of employed classifiers. It means that effectiveness of feature reduction can be analysed when the 
performance for the entire set of features is known.
5.1. Evaluation of performance for rule classifiers for all features
Before starting feature reduction process, to provide a reference point, the performance of rule classifiers was evaluated 
for the complete set of considered features for all discrete versions of data sets. All rule sets were applied to test samples 
for their classification, using standard voting in case of conflicts [65], that is with assigning each rule as many votes as 
its support. The performance was evaluated for the three selected heuristics (Log, M, RM), and the rule sets induced by 
exhaustive algorithm implemented in RSES system (denoted as ExhRST). The results are shown in Fig. 2. For all tables and 
charts the results present classification accuracy, understood as the number of correctly attributed instances to the total 
number of samples, averaged over two test sets.
In the plots categories correspond to numbers of bins defined for all variables, ranging from 2 to 10, and series to 
decision algorithms (either heuristic or ExhRST). For equal frequency binning rough set approach clearly outperformed 
all heuristics, giving the best results regardless of the number of intervals considered. For this discretisation method the 
performance of heuristic based rule sets rather decreased with the increasing numbers of bins. For equal width binning 
ExhRST decision algorithms were better in some cases, but not all, despite the advantage of access to so many induced 
rules. Heuristics fared with varying degree of success, there was no clear visible trend.
Evaluation of performance of rule classifiers in case of supervised discretisation applied to data sets is shown in Table 5. 
There is also included standard deviation calculated based on samples.
For female writers rough set approach returned rules that were unmatched in classification for both discretisation meth-
ods, while for male writers that was true only for Kononenko method. For heuristic M for female writers the results were 
surprising low, but then for male writers and Fayyad discretisation the same heuristic was the best. Thus it can be con-
cluded that induced rule sets delivered to some degree on their promises, as estimated by rule characteristics previously 
analysed.
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Performance of rule classifiers [%] (± standard deviation based on samples) observed for data sets 




Log M RM ExhRST
Female writer data set
Fayyad (DsF) 87.62 ± 2.22 51.11 ± 1.57 52.22 ± 3.14 96.11 ± 2.36
Kononenko (DsK) 88.14 ± 0.02 67.11 ± 24.35 67.78 ± 25.14 97.23 ± 0.78
Male writer data set
Fayyad (DsF) 69.01 ± 23.96 93.89 ± 0.78 92.78 ± 0.78 88.89 ± 0.00
Kononenko (DsK) 65.00 ± 18.22 85.47 ± 14.27 78.12 ± 24.67 90.00 ± 4.71
Table 6
Performance of rule classifiers [%] (± standard deviation based on samples) observed in the process of feature elimination for the three selected versions 
of discrete training sets.
Nr of 
attributes
Female writer data set Male writer data set
Duw02 DsF DsK Duw02 DsF DsK
2 87.78 ± 6.29 88.89 ± 4.71 88.89 ± 4.71 0.00 ± 0.00 58.89 ± 12.57 58.89 ± 12.57
3 87.78 ± 6.29 93.89 ± 0.78 93.89 ± 0.78 81.11 ± 1.57 50.00 ± 0.00 65.00 ± 22.78
4 87.78 ± 6.29 85.00 ± 3.93 89.45 ± 2.35 82.22 ± 1.57 88.33 ± 5.50 73.94 ± 18.00
5 87.78 ± 6.29 85.00 ± 3.93 91.11 ± 4.71 85.00 ± 2.36 88.33 ± 5.50 75.68 ± 21.82
6 87.78 ± 6.29 89.45 ± 2.35 91.11 ± 4.71 84.44 ± 0.00 91.11 ± 0.00 79.75 ± 19.21
7 88.33 ± 5.50 93.89 ± 2.36 95.56 ± 4.72 87.78 ± 4.72 90.56 ± 2.35 81.17 ± 15.63
8 88.89 ± 4.71 97.78 ± 1.57 97.78 ± 1.57 87.78 ± 3.14 93.89 ± 0.78 88.61 ± 6.68
9 90.00 ± 4.71 97.23 ± 0.78 97.23 ± 0.78 82.23 ± 6.29 88.89 ± 3.14 87.22 ± 5.50
10 90.00 ± 4.71 97.23 ± 2.35 97.23 ± 2.35 82.23 ± 6.29 92.22 ± 1.57 89.45 ± 0.78
11 85.56 ± 0.00 98.34 ± 2.35 98.34 ± 2.35 82.23 ± 6.29 91.12 ± 6.29 90.00 ± 3.14
12 86.67 ± 1.57 98.34 ± 2.35 98.34 ± 2.35 82.78 ± 5.50 93.89 ± 5.50 93.33 ± 1.57
13 87.23 ± 2.35 97.78 ± 6.29 97.23 ± 2.35 84.45 ± 4.72 95.00 ± 5.50 93.34 ± 3.15
14 87.23 ± 2.35 98.34 ± 0.78 97.78 ± 1.57 82.78 ± 7.07 92.23 ± 7.86 92.23 ± 6.29
15 86.67 ± 1.57 98.34 ± 0.78 97.78 ± 1.57 83.34 ± 6.29 91.67 ± 7.07 91.12 ± 6.29
16 86.11 ± 2.36 97.78 ± 1.57 97.23 ± 2.35 83.89 ± 7.07 93.89 ± 7.07 93.34 ± 6.29
17 85.56 ± 4.72 97.78 ± 0.00 98.34 ± 0.78 84.45 ± 7.86 95.00 ± 5.50 93.34 ± 6.29
18 85.00 ± 7.07 96.67 ± 1.57 97.23 ± 2.35 84.45 ± 7.86 94.45 ± 4.72 95.00 ± 3.93
19 85.00 ± 7.07 96.67 ± 1.57 97.78 ± 1.57 89.45 ± 3.92 94.45 ± 4.72 95.00 ± 2.36
20 85.00 ± 8.64 96.67 ± 1.57 97.23 ± 2.35 89.45 ± 3.92 94.45 ± 4.72 95.00 ± 2.36
21 87.22 ± 5.50 96.67 ± 1.57 97.23 ± 2.35 88.33 ± 5.50 93.34 ± 3.15 93.89 ± 0.78
22 82.78 ± 8.64 97.23 ± 0.78 98.89 ± 0.00 86.67 ± 7.86 92.22 ± 1.57 92.22 ± 3.14
23 83.34 ± 11.00 97.23 ± 0.78 98.89 ± 0.00 87.22 ± 7.07 88.34 ± 2.35 90.56 ± 3.92
24 78.89 ± 12.57 96.11 ± 2.36 97.23 ± 0.78 87.78 ± 7.86 88.89 ± 0.00 90.00 ± 4.71
5.2. Evaluation of performance for rule classifiers for feature elimination
As previously explained, for the observations on feature reduction, three variants of discrete data sets were pre-selected, 
based on the promising characteristics of rule sets induced in rough set approach, that is with the best ratio of average sup-
port to average rule length. These variants corresponded to unsupervised equal width binning with just two bins (Duw02) 
for all attributes, supervised Fayyad approach (DsF), and supervised Kononenko algorithm (DsK).
For these chosen discrete data sets feature elimination was executed by removing a single element at a time from 
the set of available attributes, and the choice of variable was dictated by its position in a ranking constructed based on 
characteristics of rule sets inferred by heuristics (given as F-AllH and M-AllH in Table 4, for female and male writer data set 
respectively).
The processing started with the complete set of attributes and was continued till a single feature was left. However, in 
case of just one or two attributes in a decision table it can turn out that the table becomes contradictory, and no rules can 
be found to classify training samples. That is the reason for classification accuracy equal zero and as this happened for all 
tested sets with single variables working as only available features, this case was excluded from the results given in Table 6. 
There are also listed values of standard deviation based on samples. The bottom row of the table shows classification results 
of rule classifiers inferred with complete sets of features, provided as a reference point for comparison.
For each discretisation method the best classification result is indicated in the table in bold. For both data sets discretised 
by unsupervised equal width binning with just two bins for all attributes the performance observed was generally the lowest 
from the three discretisation approaches presented, while the other two algorithms resulted in relatively close classification 
results.
On the other hand, for female writers for Duw02 versions of discrete sets the observed improvement in classification 
accuracy was the highest, what is more, all but one of reduced subsets of attributes offered some increase in correct 
predictions. For Kononenko discretisation the percentage of correctly attributed samples was the highest (98.89%) of the 
three methods, but the increase was correspondingly the lowest, and happened after elimination of just either one or two 
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Fig. 4. Points in the optimisation space for rule sets generated in the process of feature elimination based on obtained rankings for both data sets.
features. Fayyad algorithm placed in the middle, with recognition ratio close to the best, but allowing to reduce two thirds 
of available features.
Male writer data set generally proved to be more difficult in recognition, with lower percentage of correct classifications 
than female writer data set. Both supervised discretisation methods achieved the same maximum in performance at 95%, 
but again for Kononenko fewer features (6 out of 24) could be reduced than for Fayyad approach (11 out of 24).
5.3. Summary of experiments leading to feature selection
A part of the experiments performed was dedicated to observations on the influence of the selected discretisation method 
applied to data sets on characteristics of attributes and rule sets inferred. For all four discretisation approaches used in 
research, Fig. 3 displays the best performance of rule classifiers inferred by selected heuristics and rough sets. The series 
correspond to discretisation method, while categories are defined by decision algorithms. This presentation enables to study 
the power of each classifier from the perspective of discretisation, which can be used for the choice of the method that is 
best suited.
For female writer data set there were observed surprisingly low results for supervised discretisation for all three greedy 
heuristics, always outperformed by decision algorithms induced from train sets subjected to unsupervised discretisation, 
with the extreme minimum of barely 50% for Fayyad method for both M and RM heuristics. Only for rough set approach 
supervised discretisation resulted in better performance of induced rule sets than for unsupervised binning. On the other 
hand, for male writer data set for both M and RM heuristics Fayyad method brought best classification accuracy. In all 
cases but one, unsupervised equal frequency binning gave better results than unsupervised equal width binning. Generally, 
both these unsupervised discretisation methods gave better results than could be expected based on criticism they so often 
receive.
Typical goals of feature selection include operation on reduced numbers of attributes while at least maintaining the 
original power of the studied classifiers. These aims were achieved for both data sets and all three selected discretisation 
algorithms. The cases of best performance for fewest attributes are shown in Fig. 4, which allows once again to consider 
the optimisation space with two dimensions. The plot on the left displays directly classification accuracy as obtained in the 
best case, on the right as a relative increase with respect to the performance for the decision rules induced for the entire 
set of features.
In the left chart it can be observed that for female writer data set there is no single Pareto point. The highest classifica-
tion accuracy of 98.89% in supervised Kononenko discretisation approach occurs for the fewest reduced features — just two. 
Unsupervised equal width binning brings the highest reduction of features (9 left out of 24), but with the lowest number 
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set a single Pareto point is visible: the very same Duw02 caused the highest increase in performance (11.11%) in relation to 
the rule set induced for the entire set of available attributes, for the highest number of reduced features.
For male writer data set in both charts single Pareto points can be observed for Fayyad supervised discretisation. The 
best performance was 95%, obtained for 13 out of 24 features, which corresponded to the increase of 6.11% when compared 
with results for the set of all attributes.
It is also important to note that for both data sets, for all three approaches to discretisation of these sets, it can be 
observed that reduction of features while following their ranking resulted in cases of improved performance. The numbers 
of induced rules were many times smaller than in the algorithms induced for the complete set of features, which is also an 
advantage of the proposed methodology and proves its merit.
6. Conclusions
The paper shows results from research conducted as a case study in stylometric domain and a task of authorship attri-
bution, with main considerations dedicated to induction of rule sets for various versions of discretised input data sets and 
various induction algorithms. In the proposed new methodology greedy heuristics were employed for the purpose of gath-
ering information on available features. The discovered knowledge was then stored in the form of generated rules, pointed 
by rule characteristics such as length and support. By exploiting these characteristics and observations of Pareto points 
heuristics were limited to the chosen three, and based on the frequency of usage of attributes as conditions in induced 
rules, rankings of features were constructed.
The obtained rankings were next employed as a way of governing feature reduction for rough set approach. Using 
exhaustive algorithm for rule induction, firstly the rules were inferred for the complete set of features, and then for their 
gradually decreased numbers. In processing selected versions of discrete input sets were used. The performance for all rule 
classifiers was evaluated with test sets, and experimental results showed cases of increased recognition for reduced sets of 
features and noticeably lower numbers of generated rules, which validated the proposed methodology.
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