This document presents an efficient, high quality random number generator for multi-programmed environments, in particular for UNIX/Linux and Windows systems. The algorithm uses a system's notion of the time, given by a high-precision real-time counter, to obtain random bits, and a combination of system calls to reduce the correlation between consecutive random bits. The combination of system calls introduces variable and unpredictable real-time gaps in the execution of the generator. We present a rationale for such variation and unpredictability, and we show that in fact they exist even when the generator runs in an adverse scenario, i.e., a lightly loaded system. We also show how the generator resists several attacks attempting to guess or control the values it produces. The quality of the generator is evaluated both in terms of its performance and the randomness of the byte sequences it produces. Comparing against other similar generators, CryptoLib and librand, our generator produces equally good random byte sequences, but its performance increases with the speed of the processor, while the performance of CryptoLib and librand is rather constant for each operating system, independently of the processor were it runs.
Introduction
The generation of true random sequences of numbers is very useful for many applications, like cryptographic applications [20, 25] or Monte Carlo simulations [14] . Their major application in cryptography is for generating secret random data, like cipher keys. User-level cryptographic applications, like PGP [22] or SSH [28] , key distribution servers, like Kerberos [29] , and most protocols for supporting secure communications [7, 15] need to use truly random numbers to generate public-private key pairs, temporary cipher keys, challenge/response nonces (or cookies), etc.
True random number generators are difficult to implement, being often replaced by cryptographically strong pseudo-random generators seeded with truly random seeds [13, 25] . These pseudo-random generators are risky if attackers could derive a limited search space for guessing the seeds [9] and most software techniques to generate random sequences or seeds have known problems [8] . Hardware techniques are an alternative to overcome the pitfalls of pure software techniques. However, hardware techniques force systems to use secure and dedicated devices capable of producing some sort of random noise [1, 5] , which may be expensive or not available.
There are some alternative solutions for generating true random sequences without specific hardware devices. One solution is to rely on user-provided input (passwords, time between key strokes, mouse motion, etc.) but that is burdensome for users and is inadequate for servers and communication protocols. Another solution is to feed a randomness pool with random data gathered from unpredictable environment events (users' input activities, hardware interrupts, arrival of network packets, etc.) and a cryptographically strong function to distil random bits from that pool, but the quality of the generator depends on the frequency of the input events and the security of the randomness pool is an issue [13] .
Hence, for the particular case of cryptographic applications, which are becoming more and more widespread, there is a real need for secure random number generators, not relying on user-provided input or unpredictable environment events, capable of producing high quality random sequences at high speed, depending only of the running platform -hardware support and operating system.
In this document we present a practical and efficient software algorithm for producing high quality random byte sequences in most multi-programmed systemssingle-user computing environments (personal computers) or multi-user computing environments (workstations). The algorithm is software based, i.e., it does not use any hardware techniques directly, and may be implemented in most systems running UNIX, Linux and Windows. In terms of hardware support, the algorithm only needs an high-precision hardware real-time timer, that is available in most personal computers and workstations. In this work we used the Time-Stamp Counter register of the Intel Pentium processor, which keeps an accurate 64-bit count of clock cycles that occur in the CPU.
Each random bit is extracted from the current system time, and the extraction of consecutive random bits is separated by random real-time gaps much higher than the real-time clock resolution. If the real-time clock resolution is close to the time expended by each machine instruction, then random real-time gaps can be created by executing complex system operations. In fact, the time expended by system operations depends on many factors, either related to the operating system (search algorithms, allocation and deallocation of resources) or related to the CPU execution (caching, interrupt handling). Complex system operations that have multiple alternative execution paths, or access a large amount of system information, are very sensitive to all those factors, yielding a random real-time execution time. Thus, for multi-programmed systems we can use the time expended by process (or thread) creation and termination cycles as a source of random real-time gaps. In our implementation for UNIX/Linux and Windows systems we create and wait for the immediate termination of a new process/thread in order to introduce a random real-time gap in the execution of the random generator.
The randomness of the byte sequences produced by the generator was evaluated with several statistical tests: the frequency test, the serial test, the poker test, the binary derivative test, the runs test, and the universal test [3, 4, 6, 10, 11, 18, 21] . The generator was implemented and fully evaluated in recent versions of the two most popular operating systems (Linux and Windows) running on personal computers based on the Pentium processor (Pentium II at 233 MHz and 331 MHz and Pentium III at 1 GHz). This evaluation showed that our generator produces good random byte sequences, similar in statistical quality to the ones generated by two similar generators -the true random byte generators of CryptoLib and librand -but is much faster than these generators. Furthermore, its performance grows with the speed of the processor, while the performance of the other two generators is rather constant for each operating system, independently of the processor where it runs.
The rest of the paper is structured as follows. The next section presents related work. Section 3 describes the algorithm of the random byte generator. Section 4 presents the rationale for the source of entropy used by the generator, and presents an analysis of the effectiveness and security of such source. Section 5 evaluates the randomness quality of the sequences produced by the generator. Section 6 evaluates the performance of the generator. Section 7 discusses the usage of our generator in other systems. Finally, Section 8 concludes this document.
Related work
There are many techniques to generate good random number sequences [24, 25] . Some techniques rely on user-provided input [23] , being only suitable for interactive applications; others use hardware devices [1, 5] , increasing the cost and complexity of the support systems; others use strong pseudo-random generators [25] , which do not produce truly random sequences, fed with some random data gathered from the execution environment of the generator [13] . As we want to provide a true random number generator for a broad range of systems, without special hardware devices, or applications, we will not address those techniques here. We will mainly describe two techniques that, like our algorithm, use the uncertainty of the operating system behavior to compute random numbers. These techniques are implemented by the libraries CryptoLib [16] and librand 1 . To conclude this section we will also describe another generator, the one implemented by the Linux kernel, that is also purely software based but uses a different approach for gathering random data -it waits for random events, instead of forcing them to appear, and we briefly compare it with a similar one, designed to run at user-level and in many systems [13] .
Generators of CryptoLib and librand
CryptoLib is a library for software cryptography that includes a true random generator. The algorithm of this generator, for UNIX systems, uses signals raised by the real-time timer (SIGALRM) to stop incrementing an application counter, and mixes 11 times the value of this counter to generate a 32-bit value. Signals are programmed to be raised 16 665 µs after the start of counting. Each random byte is the low-order byte resulting from hashing, with the Secure Hash Algorithm (SHA [26] ), each of these 32-bit values (see Fig. 1 ). A similar approach, also for UNIX systems, is followed by the true random generator of librand (see also Fig. 1 ). Each random byte results from hashing, with SHA, two 32-bit values. Each of these two values results from hashing, also with SHA, twelve other 32-bit values. Each of these twelve values is computed by adding random values until it gets equal or greater than 512. The random values are obtained with a counter that is incremented until a SIGALRM is handled by the current process, and that signal is programmed to be raised 16 665 µs after the start of counting.
The main drawback of these algorithms is that they are slow and their efficiency is almost independent of the operating system and hardware platform where they run. On the contrary, the algorithm that we will present is very fast, its efficiency improves with faster hardware platforms, and solves the same problem as these others, i.e., it produces high quality random byte sequences without relying on user-provided input or special hardware. We will also show that we don't need to rely on postprocessing "whitening" functions, like SHA, to assure the quality of the generator's output.
Linux kernel-level random generator
Linux systems include a kernel-level random generator that can be accessed by applications as a character device (/dev/random or /dev/urandom). The kernel gathers environmental noise from the computer's environment, like interkeyboard timings, inter-interrupt timings, and other events which are both (a) nondeterministic and (b) hard for an outside observer to measure. Randomness from these sources is added to an entropy pool, which is mixed using a CRC-like function. As random bytes are mixed into the entropy pool, the kernel keeps an estimate of how many bits of randomness have been stored into the random number generator's internal state.
When random bytes are desired, they are obtained by taking the SHA hash of the contents of the entropy pool. The SHA hash avoids exposing the internal state of the entropy pool, because it is computationally infeasible to derive any useful information about the input of SHA from its output. The routine decreases its internal estimate of how many bits of true randomness are contained in the entropy pool as it outputs random numbers. If this estimate goes to zero, the routine can still generate random numbers, although less random.
The generator can be used differently with each of the character device interfaces. The /dev/random is suitable for use when very high quality randomness is desired, as it will only return a maximum of the number of bits of randomness (as estimated by the random number generator) contained in the entropy pool. The /dev/urandom device does not have this limit, and will return as many bytes as are requested. As more and more random bytes are requested without giving time for the entropy pool to recharge, this will result in random numbers that are merely cryptographically strong.
The main advantage of this approach is that it is simple to use, both by user-level applications or kernel modules. Its main drawback, in terms of quality, is that it is very slow to provide really random data, because it must wait for environmental noise. In terms of security its main drawback is that it is trivial, for a system administrator, to deceive applications using the character devices that provide the interface to the generator. In fact, by providing a false device, the administrator has complete control over the random source of many applications without having to take any control of their execution. That is not the case for the previously mentioned generators and for our generator.
A similar approach, but using a per-application randomness pool and a parallel process/thread to gather random data from the system's status information (or random data from the Linux random generator), is described in [13] and implemented in the cryptlib library [12] .
The algorithm
In this section we will present our algorithm for producing high quality random byte sequences. The algorithm is software based, i.e., it does not use any hardware directly, but it uses some uncertainty of the operating system behavior, which can be a consequence of hardware events, as a randomizing factor.
Overview
Each bit is computed from the least significant bits of a high-precision system timer. Since consecutive bits obtained this way may not be random enough [25] , the extraction of consecutive bits is separated by real-time gaps, T gap , several orders of magnitude higher than the real-time clock resolution. Figure 2 presents the generic source code of the random byte generator.
This basic algorithm must be carefully implemented since some systems provide phony or constant values for the least significant bits of the current time [8] . This is not the case for the Pentium's Time-Stamp Register Counter, which is automatically updated by the CPU and can take any 64-bit value.
Implementation
The implementation of the functions gap() and timeBit() is not the same for all multi-programmed systems. We will present our implementation for UNIX/Linux systems, using process creation cycles, and the implementation for Solaris/Linux systems, using thread creation cycles. Similar thread creation cycles can also be used in Windows systems. Both implementations use the same technique for getting accurate real-time values -the current value of the CPU's Time-Stamp Counter. Then we get a random bit from that time by XORing its lower 10 bits (see Fig. 3 ). We combined more than one bit to increase the randomness of the sample obtained. The number of 10 was chosen taking into consideration (i) the number of clock cycles expended by our implementation of function gap() and (ii) the systems where we ran the generator. In all systems that function took more than 20 000 clock cycles, then 10 bits represents a rather variable quantity that is less than 5% of the clock cycles expended by gap(). We could choose other ways of mixing the bits gathered from the TimeStamp Counter, but we believe this algorithm is simple and effective, as we will show in Section 5.
The number of bits used, 10, is not a magic value and probably not the only one that could be used successfully. We chose it based on the considerations above stated and the results were very good, as we will see in Section 5. We tested also with only one bit, the least significant bit of the Time-Stamp Counter, but the results were not random enough. Using all the Time-Stamp Counter bits would not be useful because several high order bits do not change in consecutive samples. So, 10 is a value in a range were we should get random samples and no constant bits. But other nearby values, like 9 or 11, could probably be used as well.
To reduce the correlation between consecutive bits obtained with timeBit() we introduce a non-null, highly variable T gap . The value of T gap controls the quality and efficiency of the generator: it must be variable and high enough to increase its quality, in terms of randomness of the output bit sequence, and as low as possible to increase performance.
In UNIX/Linux and Windows systems we relied on the uncertainty of the time expended by process/thread creation and termination cycles to introduce real-time gaps in the execution of the generator. The exact combination of system calls used to create real-time gaps is illustrated by the functions gapPr() and gapTh() of Fig. 4 will refer to any of these two functions. A T gap delay is the number of clock cycles that a gap() function takes to complete from the generator's point of view.
The function gapPr() creates a new process, using the lightweight system call vfork(), and the original process waits for the termination of the new one, which terminates immediately. The function gapTh() acts similarly to gapPr() but uses threads instead of processes.
The creation and termination of processes or threads are complex system operations, that may follow different execution paths, and the time they take to execute depends on many factors. Some of these factors are related with the execution of the operating system, such as the allocation and duplication of per-process resources and process dispatching, and others are related with the CPU execution, such as cache misses, interrupt handling, context switching, etc. See the next section for a more detailed analysis of the some factors influencing the time gapPr() takes to execute.
Note that each instruction on a Pentium processor takes a few clock cycles to execute. Thus, even a small variation in the total number of instructions executed during the call to gap(), but not necessarily related with it, may yield a significant variation in T gap delays produced by gap().
Entropy analysis
In this section we analyze the entropy of T gap delays produced by the implementations of function gap() described in the previous section. First we present the rationale for using process or thread creation and termination cycles. Next we analyze real sequences of T gap delays produced in several systems in order to assess their variation and unpredictability on a secure environment, i.e., without considering attacks. Finally, we address the security of our generator against attacks attempting either to clone, monitor, reproduce or control its activity.
Rationale
Our hypothesis is that, by using gapPr() or gapTh(), we should get many different values for T gap , and that given past T gap values, it should not be possible to predict future ones. It is difficult to formally demonstrate this hypothesis without analyzing the code of operating system kernels and instrumenting them to get accurate execution profiles on particular hardware platforms and workload conditions. Nevertheless, there are some aspects in the design of kernels, namely UNIX kernels [2, 17] , and experimental results gathered from UNIX kernels' profiling [19, 27] , that account for the validity of our hypothesis. These are the following.
The child process created by gapPr() gets a new, unused identifier (PID). There are different ways of allocating PIDs: incrementing the last allocated PID and checking if it is not being used, looping until finding a free one [2] , or getting a PID from a pre-arranged pool of free PIDs, which must be rebuilt when exhausted [17] . In any case, the time to allocate a new PID is not always the same.
The code of the kernel running on behalf of a process executes in different execution levels, or processor priority levels, to prevent the occurrence of interrupts during critical activity [2, 17] . An accurate profiling of the 386BSD kernel [19] showed that the functions that set the process priority level, spl* functions, yield a slight variation in their execution time. This variation is of some microseconds on a Intel architecture with a 40 MHz clock. The analysis of the source code of the FreeBSD 2.1.6 and BSD4.3 kernels, and according to the profiling results presented by McRae in [19] , showed that spl* functions are called a great deal of times on each vfork/_exit/waipid cycle. Assuming that a similar behavior should be expected in all UNIX kernels, and that the variation in the execution time of functions setting priority levels can also occur in other hardware platforms, T gap delays produced by this implementation of gapPr() should yield a slight but unpredictable variation due to the modification of processor priority levels.
Performance evaluations on a DECstation 5000/200 running Ultrix 4.2 [27] showed that the handling of real-time ticks preempts the measurement process, executing on an otherwise idle machine, during a highly variable time. Preemption times span from 10 µs up to 500 milliseconds, 65% of them last between 20 µs and 25 µs, and only 5% of them take more then 100 µs. Extrapolating these results to other UNIX systems and hardware platforms, one may expect to get some T gap delays unpredictably increased when interrupted by the handling of real-time ticks. The percentage of T gap delays affected this way depends on the system where gapPr() or gapTh() are executed, and in particular on the frequency of tick interrupts. It also depends on the workload of the system, which affects the time expended by the tick handler or by kernel housekeeping processes wakened by the tick handler, like the scheduler or the swapper.
The new process created by gapPr() gets its own page map, where its parent's PTEs are copied into. Similarly, the new thread created by gapTh() gets its own stack address space, for which some page map space must be allocated. Page maps are variable-size memory areas that are allocated in limited memory space defined by the kernel. Different kernels may use different allocation algorithms; for instance, the BSD kernel uses a first-fit algorithm [17] . In any case, the free space for allocating page tables depends on the running processes, and in particular on the way they grow or shrink their address spaces. Hence, T gap delays depend on the time expended by the algorithm that allocates page maps, and on the current address space used by all processes.
Note that we explicitly chose process/thread creation for introducing T gap delays because they are heavyweight time consuming kernel actions. Simpler kernel actions could be too insensible to hardware events, could interact less with interrupt masking, and could have fewer different execution paths, thus potentially yielding less random T gap delays.
Analysis of real T gap sequences
Previously we presented the rationale for using process or thread creation and termination cycles to produce variable and unpredictable real-time gaps in the execution of our generator. In this section we measure such gaps in four systems, presented in Table 1 , to verify if, in those systems, they are in fact variable and unpredictable.
For evaluating the evolution of T gap along many consecutive invocations of gapPr() and gapTh() we produced 10 sample sequences of 10 000 T gap values on each of the tested systems, lightly loaded. Then we chose, for each system, the worst possible sample, i.e., the one with the smallest standard deviation (σ). Table 2 presents the minimum, average, maximum and σ values obtained for the T gap sequences. The probability of each of value in the sequences is presented in the charts of Fig. 5 . Figure 6 shows a full histogram of the sequences and highlights particular areas showing a maximum of 500 T gap values. To give a notion of the existing correlation between consecutive T gap values, Table 3 presents the number of constant runs of T gap values, and Table 4 presents the number of equal runs of T gap values.
The values of Table 2 show that T gap delays are not constant, as expected, and take many thousands of clock cycles. From the charts of Fig. 5 we see that T gap delays take a great many values, even in a lightly loaded scenario; no value was observed in more than 1% of all observations. Finally the charts of Fig. 6 clearly show that consecutive values obtained for T gap do not follow a clear pattern, thus not allowing one to predict them with precision given the previous one.
The results presented in Table 3 show that consecutive T gap delays are rarely equal, and that their occasional constancy does not last long. This is very important for the Table 1 Systems where we implemented and tested the random byte generator quality of the generator, as it shows that local non-randomness scenarios are highly unlikely to occur. The results presented in Table 4 show that there is a non null, although reduced, probability of getting short, equal runs of T gap delays, mainly in Linux systems and in system S 2 . This means that there may be some short-time local non-randomness scenarios, but, from our observation, such equal runs do not occur in a predictable way, so they cannot be used to predict the output of the generator; they may only slightly reduce the statistical quality of its output.
Note that the very small, though non-null, correlation between consecutive T gap delays, which potentiates the local non-randomness of the generator, is not critical for its security. Such correlation is as unpredictable as T gap delays are, and even other applications running "in parallel" with our generator cannot be sure, when producing T gap delays, that they are equal to the ones produced "simultaneously" by our generator. 2 Concluding, in the test systems the functions gapPr() or gapTh() can be used to reduce the correlation between consecutive time bits obtained by timeBit(). Note that we reach this conclusion after analyzing sequences of T gap delays produced in a lightly loaded execution scenarios, thus adverse test environments. Increasing the number of processes waiting for the processor or incrementing the number of hardware interruptions (with user input or network interaction) should further increase the entropy of T gap delays. 
Security analysis
True random generators are very valuable for producing secret data for cryptographic applications. But for these applications it is not enough to get pure random data, we wish also that the attackers could not derive it by any means. In this section we will analyze the security of our generator to access its strength against attacks trying to guess the values it produces (or produced sometime in the past), or attacks trying to influence its behavior in order to facilitate guessing attacks. Such analysis involves the following aspects: cloning, reproduction, monitoring, and control of the activity of generator.
Cloning
An operating system is a complex state machine, which is partially hidden from user applications. Its state evolves in response to hardware events, like timer ticks and I/O interrupts, or user application's requests. We believe, although we cannot prove, that it is impossible to have, in two machines with exactly the same hardware, the same operating system state and the same running applications at the same time. For instance, a small difference in the frequency of the systems' hardware clock is enough, after some time, to make the systems to react in a different clock cycle to an event occurring in both systems in the same real instant (something that is, by itself, already hard to get). Therefore, we believe it is impossible to guess sequences produced by our generator by cloning the systems where they are produced.
We did a very simple experience to evaluate the difficulty of getting twice the same bit sequence in the same computer. We set up the system to run the bit generator just after booting a stand-alone computer in multi-user mode and we generated several sequences this way after hardware resets. In all cases the boot sequences ran without user intervention. The result was a set of uncorrelated bit sequences, showing how difficult it is to reproduce the same behavior in separate runs of the bit generator in very similar execution scenarios. We think this simple experience shows how hard it should be to fully clone a computer system, particularly if connected to a network.
Monitoring and reproduction
In multi-user workstations users may not trust each other, thus it is important to show that an attacker cannot monitor the activity of our generator in order to guess the sequences it produces. Naturally, we are not concerned with attacks performed by administrators, as these can fully access all system resources. Thus, they do not need to use sophisticated techniques to guess sequences produced by our generator, since they can get the random sequences it produces, or other secret data, directly from the address space of processes, even when using some sort of random relocation of sensible data (like the randomness pool in cryptlib [13] ). On the contrary, we are concerned with attacks performed by normal users, eventually using confidential data like audit trails.
By monitoring the activity on the system, and in particular the existing processes, it is easy to detect when our generator is working, unlike for the generators of CryptoLib and librand. However, the observation of processes' creation and death times does not help the attacker, as the bits gathered by our generator depend on the instants when it uses the processor and calls the RDTSC instruction.
Audit trails maintain a history of processes' requests that may be critical for the security of the system, including stored data. If the result of a RDTSC could be recorded in an audit trail, then the security of our generator could be compromised if an attacker could access audit records. However, the current value of the Time-Stamp Counter is not confidential information and the RDTSC instruction is not privileged. Thus, an operating system cannot detect a call to RDTSC in order to add a related entry to an audit trail.
Controlling the Time-Stamp Counter
Another important aspect concerning the security of our generator is whether or not an attacker is able to control the time bits gathered by our generator by means of a manipulation of Time-Stamp Counter register. However, that is not possible, because the register can only be read (with RDTSC), and is written only by the processor. The only way to deterministically change the value of the counter is by resetting the processor, setting the counter to zero.
Statistical analysis
In this section we evaluate the quality of the bit sequences produced by our generator, and the generators of CryptoLib and librand, using a set of statistical tests. These tests evaluate how close bit sequences produced by a particular generator are from the ones expected to be generated by a true random bit generator.
As statistical tests we used most of the tests described in [3] and included in the CRYPT-X package [11] : the frequency test, the serial test, the poker test, the binary derivative test, the runs test, and the universal test [4, 6, 10, 18, 21] . The latter test uses the normal distribution, while the others use the χ 2 distribution. Briefly, the frequency test evaluates the proportion of 0's and 1's in a bit stream; the serial test evaluates the proportion of all possible transitions between consecutive bits in a bit stream; the poker test evaluates the proportion of all different non-overlapping m-bit hands in a bit stream; the binary derivative test evaluates the proportion between the 4 possible overlapping 2-bit tuples in a bit stream; the runs test evaluates the proportion of blocks (runs of 1's) and gaps (runs of 0's) of several lengths in a bit stream; finally, the universal test evaluates the entropy of a stream of bit blocks with length L.
The tests that use the χ 2 distribution compute a χ 2 value that should be lower than χ 2 α , where α ∈ [0, 1] is the significance level of the test. The universal test analyzes long sequences of bit blocks and computes the value of a function (f T U ) giving the quality of the sequence generator for a given significance level α (rejection rate ρ in [18] ). We evaluated the randomness quality of byte sequences by computing the highest significance level (α max ) allowing the statistical tests to consider the generator a good one. The usual or recommended values for α are between 0.001 and 0.05 [3, 11] for χ 2 tests, and for the universal test it is recommended to use a value between 0.001 and 0.01 [18] .
We produced one byte sequence with a total length of 300 000 bytes per system and per generator. All byte sequences were produced with low system entropy and stored in virtual memory while being produced (to reduce I/O activity during its generation). For analyzing such sequences we used 8-bit hands (bytes) in the poker test, set the maximum run length of the runs test to 16 (k = 16), and used 6-, 7-and 8-bit blocks in the universal test 3 (L ∈ {6, 7, 8}, with the initialization steps Q L=6 = 640, Q L=7 = 1280 and Q L=8 = 2560).
Statistical evaluation
As mentioned in [18] , real random byte sequences cannot be compressed or, conversely, if it is possible to compress a given byte sequence, than it is not random. We tried to compress the sequences produced by our generator with two popular UNIX compressing tools -compress and gzip -but we did not succeed. However, these tools are not designed to compress their inputs at all cost, but instead to trade off their execution-time against the compression they can economically achieve. As a consequence, this compression test does not allow us to fully assess the randomness of the sequences, but it shows, at least, that they do not contain obvious patterns. Table 5 shows the α max values derived from the statistical tests of the byte sequences produced by our generator in the four test systems. The table shows also the same values for the other two generators, that were only tested in two systems, S 1 and S 3 , since their algorithm basically depends on the operating system, and not on the processor speed. For simplicity, we do not present in the table the values χ 2 and f T U computed by the statistical tests.
The results of the statistical tests presented in Table 5 show that all sequences can be considered as good random sequences, since most of the values of α max are higher then the usual or recommended values. The rejection exceptions occur only in three cases: one with the universal test for S 4 and L = 6; and the other two with the poker and the runs tests for S 2 . The good results observed with the universal test are particularly relevant, since this test is able to detect any one of a very general class of possible defects (deviations from the statistics of a binary symmetric source) the generator may have, including all the ones that are detected by the other tests we used.
The result obtained for our generator, regarding the statistical tests, could be improved by mixing the bits obtained from the Time-Stamp Counter using a more sophisticated algorithm, e.g., using an hashing function like SHA, the complex algorithm used by the kernel generator of Linux, or even the mixing function used by Table 5 Statistical test of byte sequences generated by our generator, using the functions gapPr() or gapTh() in the four test systems, and the generators of CryptoLib and librand in two of those systems. The values refer to sequences with 300 000 bytes System Algorithm αmax for statistical tests cryptlib [13] . But, by not doing so, we could better evaluate the quality of our source of randomness.
Comparing our generator with the other two we can see that none of them is always better than the others regarding all statistical tests, and they all have good statistical quality. This is a very important fact, since our generator does not use a cryptographic strong hash function for whitening input bits or randomness pools in order to get a "more random" output, like the other generators do (using SHA). This means that, at least in the systems that we used and with the tests that we ran, the source of randomness used by our generator is good enough, by its own, to produce high quality random sequences, not requiring the help of cryptographic strong mixing functions (that, by design, are suitable to produce sequences with good statistical quality). Table 6 shows the performance of our generator, as well as the performance of the generators of CryptoLib and librand, evaluated on lightly loaded machines. To evaluate the performance we run the generators 10 times, producing 10 000 bytes each time, for reaching an average speed per byte.
Performance evaluation
In theory, the performance of CryptoLib and librand is bounded by their algorithms, independently of the system where they run. The maximum theoretical performance of these generators, assuming a null execution time for the SHA function, should be: However, from the values of Table 6 we see that the real performance of these algorithms is higher than the maximum theoretical, but rather constant independently of the speed of the machine's processor. The reason for the apparent mismatch between the maximum theoretical values and the real ones is the fact that both operating systems do not handle with great precision the timers these algorithms use.
On the contrary, the performance of our generator depends on the system where it runs: it is more efficient in systems where it is faster to execute process/thread creation and termination cycles. Comparing the performance of our generator with the performance of the other two generators we conclude from the values of Table 6 that, in the machines we used, our generator is about 40 to 300 times faster than CryptoLib, and about 30 to 340 times faster than librand.
Another important issue regarding performance is how the generators affect the overall performance of a heavily loaded system. Our generator runs mostly in kernel mode, whereas the generators of CryptoLib and librand run mostly in user mode. If most of the system load is due to kernel activity, for instance, due to intensive I/O, then the execution of our generator should be more noticeable than the execution of the other two generators, as it may delay external I/O requests. If, on the contrary, most of the load is due to intensive CPU usage, processes are more likely to execute during their full time quanta. Consequently, the generators of CryptoLib and librand should be more noticeable than ours, since they would tend to burn a lot of time quanta incrementing counters until getting a alarm signal, whereas our generator takes less time quanta for getting similar results. 
Using the generator in other systems
An important question about our generator is whether or not it may be used in any other multi-programmed system without any problems. However, our generator depends on many aspects of the system where it runs. Thus, to answer this question one must repeat the design and evaluation process used in the previous section, which can be summarized as follows:
1. Design a proper implementation of the generator for the target system. In such design one must first evaluate the effective real-time clock resolution available for applications. If the real-time clock resolution is much higher than the time expended by each machine instruction, then our algorithm must be modified. After that, one should choose complex system operations, like process creation and termination cycles, taking a variable execution time higher than the real-time clock resolution, and use them to implement the function gap(). 2. Analyze the range of T gap delays produced by the chosen implementation of gap() in low or normal workload scenarios. The value of T gap controls the efficiency and quality of the generator: it must be high enough to increase its quality, in terms of randomness of the generated bit sequence, and as low as possible to increase performance. The implementation of gap() should also produce many T gap delays, the more the better. The distribution of such delays is also important for the quality of the generator, which should be improved by uniform distributions of T gap delays in a limited range. The correlation between the delays should also be analyzed. 3. Analyze the byte sequence produced by the generator using statistic tests, like the ones we used in Section 5.
Conclusions
We presented a practical and efficient software algorithm for producing true random byte sequences in multi-programmed systems. We implemented the algorithm in UNIX/Linux and Windows systems but it may also be implemented in other multiprogrammed systems. The algorithm is software based, i.e., it does not use any hardware techniques directly, but it uses some uncertainty of the operating system behavior, which can be a consequence of hardware events, as a randomizing factor.
Each random bit is extracted from a system time counter, namely from a register of the Pentium processor (Time-Stamp Counter), and the extraction of consecutive random bits is separated by random real-time gaps higher than the real-time clock resolution. In particular for the systems we tested, we used the uncertainty of the process/thread management as the source of random real-time gaps.
Since the algorithm depends on the UNIX/Windows process/thread management, we ran all the tests in an adverse scenario, i.e., with light load to minimize the entropy regarding process management. Increasing the number of processes waiting for the processor and increasing the number of interrupts (due to user input or network interaction) should increase the randomness of the real-time gaps and therefore, the randomness of the bits generated by our algorithm.
We evaluated the quality of our generator with several statistical tests. These tests proved that, at least in the tested systems, our generator produces good random byte sequences, being similar in quality to the sequences produced by CryptoLib and librand, but without needing to use any cryptographic whitening function, like the others, to output unpredictable and statistically good random data. Concerning performance, the speed of our generator increases with the speed of the processor, while the speed of CryptoLib and librand is rather constant for each operating system, independently of the processor where it runs.
