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Abstract
The O(α3sT
2
FCF (CA)) contributions to the transition matrix element Agg,Q relevant for the
variable flavor number scheme at 3–loop order are calculated. The corresponding graphs
contain two massive fermion lines of equal mass leading to terms given by inverse binomially
weighted sums beyond the usual harmonic sums. In x-space two root-valued letters con-
tribute in the iterated integrals in addition to those forming the harmonic polylogarithms.
We outline technical details needed in the calculation of graphs of this type, which are as
well of importance in the case of two different internal massive lines.
1 Introduction
The precision determinations of the strong coupling constant αs(M
2
Z) [1] and the parton densities,
cf. e.g. Refs. [2], in deep-inelastic scattering require the knowledge of the heavy flavor corrections
to 3–loop order. The heavy flavor corrections were calculated at NLO in semi-analytic form
in [3]1. To avoid contributions of higher twist, the analysis has to be restricted to large enough
values of Q2. It has been shown in [5] that for Q2 >∼ 10 m
2, with m the heavy quark mass,
the heavy flavor contributions to the structure function F2(x,Q
2) are very precisely described
using the asymptotic representation in which all power corrections ∝ (m2/Q2)k, k ∈ N+ are
neglected. In this limit the heavy flavor Wilson coefficients can be calculated analytically. They
are given by convolutions of massive operator matrix elements (OMEs) and the massless Wilson
coefficients, cf. Ref. [5,6]. The massless Wilson coefficients are known to 3-loop order [7]. In the
past the asymptotic O(α2s) corrections were calculated in Refs. [5, 8–13] in the unpolarized and
polarized case, including the O(α2sε) contributions, and in [14] for transversity. The heavy flavor
corrections for charged current reactions are available at 1-loop and in the asymptotic case at
2-loops [15].
At 3-loop order, a series of moments has been calculated for all massive OMEs for N =
2...10(14) contributing in the fixed and variable flavor scheme [6]. All logarithmic terms to 3-
loop order including the contributions to the constant term due to renormalization have been
computed in Ref. [16]. The 3-loop heavy flavor corrections to FL(x,Q
2) in the asymptotic case
were calculated in [16,17]. First results for general values of N have been obtained for all OMEs
for the color factor NFT
2
FCF,A [18, 19] and 3-loop ladder, Benz-, and V -topologies [20, 21].
First α3sT
2
FCF,A-contributions at general N were calculated for the flavor non-singlet and
pure-singlet terms in [22] for two heavy quark lines carrying the same mass. Furthermore, the
moments N = 2, 4, 6 in case of the OMEs contributing to the structure function F2(x,Q
2) with
two different heavy quark masses were computed in [22, 23]. In all the above cases the massive
OMEs are calculated for external massless partons which are on-shell. Recently, the complete
3-loop OMEs Agq, A
NS
qq,Q and A
PS
Qq and the associated Wilson coefficients in the asymptotic region
have been calculated in Refs. [24, 25]. Also the case of massive on-shell external lines has been
treated in [26] recently.
In the present paper we calculate the O(α3sT
2
FCF,A) corrections to the massive OME Agg,Q
with local operator insertions on the gluonic lines at general values of N . This matrix element
is of importance to establish the variable flavor number scheme (VFNS) at 3–loop order. The
terms of O(α3sT
2
FCF,A) derive from graphs with two internal massive fermion lines of equal mass.
Unlike the foregoing 3-loop results for massive OMEs at general values of N [16–18, 24, 25] new
functions beyond the harmonic sums [27] appear, which belong to the finite nested binomially
weighted harmonic sums [28]. Here they are of the type2
1
4N
(
2N
N
) N∑
k=1
4kS~a(k)
kl
(
2k
k
) , (1.1)
which have been considered in [30] before. Here S~a(N) denotes the nested harmonic sum
Sb,~a(N) =
N∑
k=1
(sign(b))k
k|b|
S~a(k), S∅ = 1, b, ai ∈ Z\{0} . (1.2)
1A fast and precise numerical implementation in Mellin space has been given in [4].
2Infinite binomial sums of this kind have been studied in Refs. [29].
2
More involved sums of this type contribute to the massive V -topologies, cf. Ref. [21]. For a
larger class of diagrams the calculation of the corresponding graphs is performed using Mellin-
Barnes representations and requires cyclotomic harmonic sums and polylogarithms in intermedi-
ary steps. The corresponding nested sums are then solved using the summation and representa-
tion techniques encoded in the packages Sigma [31], HarmonicSums [32–34], EvaluateMultiSums,
SumProduction [35], and RhoSum [36]. For a few Feynman diagrams, it proved to be efficient to
calculate them using integration-by-parts [37]. The corresponding master integrals were com-
puted applying systems of linear differential equations.
The paper is organized as follows. In Section 2 we discuss the structure of the gluonic operator
matrix element. At O(α3sT
2
FCF,A) 39 Feynman diagrams contribute. The calculation methods to
obtain the result at general values of the Mellin variable N are outlined in Section 3 in detail. In
Section 4 we present the results for the OME and also obtain the contributions ∝ T 2FCF,A to the
gluonic 3-loop anomalous dimension γgg. Section 5 contains the conclusions. In the Appendix
we present the results for a series of scalar integrals which emerge in the present calculation.
2 The Operator Matrix Element
The massive operator matrix element Agg,Q is the expectation value 〈g|Og|g〉, of the gluonic
operator
Og,µ1,...,µN = 2i
N−2SSp[Fµ1αDµ2 ...DµN−1F
α
µN
]− trace terms (2.1)
between massless on-shell external gluon states. We will work in Rξ–gauge. Therefore also
the corresponding ghost graphs have to be considered. In Eq. (2.1), S and Sp denote the
symmetrization of the Lorentz indices and color trace, respectively; Fµν is the field strength
tensor of QCD and Dα denotes the covariant derivative. The OME has been calculated to O(α
2
s)
in [9] and including also terms linear in ε in [10] correcting the previous result.
The renormalized expression of Agg,Q to O(α
3
s) was derived in [6] and the contributions to
O(α3sT
2
FNFCF,A) were calculated in [19]. The OME Agg,Q obeys the expansion
Agg,Q(N, as) =
1
2
[1 + (−1)N ]
{
1 +
∞∑
k=1
aksA
(k)
gg,Q(N)
}
, (2.2)
with as(µ
2) = αs(µ
2)/(4π). In the MS scheme with the heavy quark mass m on-shell3 it is given
by
A
(3),MS
gg,Q =
1
48
{
γ(0)gq γˆ
(0)
qg
(
γ(0)qq − γ(0)gg − 6β0 − 4nfβ0,Q − 10β0,Q
)
− 4
(
γ(0)gg
[
2β0 + 7β0,Q
]
+4β20 + 14β0,Qβ0 + 12β
2
0,Q
)
β0,Q
}
ln3
(m2
µ2
)
+
1
8
{
γˆ(0)qg
(
γ(1)gq + (1− nf)γˆ(1)gq
)
+γ(0)gq γˆ
(1)
qg + 4γ
(1)
gg β0,Q − 4γˆ(1)gg [β0 + 2β0,Q] + 4[β1 + β1,Q]β0,Q
+2γ(0)gg β1,Q
}
ln2
(m2
µ2
)
+
1
16
{
8γˆ(2)gg − 8nfa(2)gq,Qγˆ(0)qg − 16a(2)gg,Q(2β0 + 3β0,Q)
+8γ(0)gq a
(2)
Qg + 8γ
(0)
gg β
(1)
1,Q + γ
(0)
gq γˆ
(0)
qg ζ2
(
γ(0)gg − γ(0)qq + 6β0 + 4nfβ0,Q + 6β0,Q
)
3For the representation in the MS-scheme for the heavy quark mass, see Section 4.
3
+4β0,Qζ2
(
γ(0)gg + 2β0
)(
2β0 + 3β0,Q
)}
ln
(m2
µ2
)
+ 2(2β0 + 3β0,Q)a
(2)
gg,Q
+nf γˆ
(0)
qg a
(2)
gq,Q − γ(0)gq a(2)Qg − β(2)1,Qγ(0)gg +
γ
(0)
gq γˆ
(0)
qg ζ3
48
(
γ(0)qq − γ(0)gg − 2[2nf + 1]β0,Q
−6β0
)
+
β0,Qζ3
12
(
[β0,Q − 2β0]γ(0)gg + 2[β0 + 6β0,Q]β0,Q − 4β20
)
− γˆ
(0)
qg ζ2
16
(
γ(1)gq + γˆ
(1)
gq
)
+
β0,Qζ2
8
(
γˆ(1)gg − 2γ(1)gg − 2β1 − 2β1,Q
)
+
δm
(−1)
1
4
(
8a
(2)
gg,Q
+24δm
(0)
1 β0,Q + 8δm
(1)
1 β0,Q + ζ2β0,Qβ0 + 9ζ2β
2
0,Q
)
+ δm
(0)
1
(
β0,Qδm
(0)
1 + γˆ
(1)
gg
)
+δm
(1)
1
(
γˆ(0)qg γ
(0)
gq + 2β0,Qγ
(0)
gg + 4β0,Qβ0 + 8β
2
0,Q
)
− 2δm(0)2 β0,Q + a(3)gg,Q . (2.3)
Here δm
(k)
i are expansion coefficients of the renormalization constants for the mass, βi, βi,Q
are coefficients of the β-functions (including mass effects), ζk is the Riemann–ζ function with
k ∈ N\{0, 1}, a(2)ij , a(2)ij are two loop contributions to order ε0 and ε1, respectively, and γij, γˆij are
the anomalous dimensions. Quantities with a hat in Eq. (2.3) are defined by
fˆ = f(nf + 1)− f(nf), (2.4)
see Ref. [6]. The unrenormalized OME
ˆˆ
A
(3)
gg,Q also receives contributions from the vacuum polar-
ization insertions on the external lines
Πˆabµν(p
2, mˆ2, µ2, aˆ2s) = iδ
ab
[−gµνp2 + pµpν] ∞∑
k−1
aˆksΠˆ
(k)(p2, mˆ2, µ2) (2.5)
Πˆ(k) ≡ Πˆ(k)(0, mˆ2, µ2) (2.6)
such that
ˆˆ
A
(3)
gg,Q =
ˆˆ
A
(3),1PI
gg,Q − Πˆ(3) − ˆˆA(2),1PIgg,Q Πˆ(1) − 2 ˆˆA(1)gg,QΠˆ(2) + ˆˆA(1)gg,QΠˆ(1)Πˆ(1) (2.7)
≡ a
(3,0)
gg,Q
ε3
+
a
(3,1)
gg,Q
ε2
+
a
(3,2)
gg,Q
ε
+ a
(3)
gg,Q . (2.8)
All contributions to Eq. (2.3) but the constant terms a
(3)
ij,Q are known [5,8–10,13,38]. In particular,
all the logarithmic contributions have already been obtained for general values of the Mellin
variable N [16, 39].
In the following we calculate the O(a3sT
2
FCF,A)-contributions to the massive gluonic OME.
Before presenting the results, we give a detailed outline of the calculation methods used.
3 The Methods of Calculation
The T 2FCF,A-contributions to A
(3)
gg,Q are given by Feynman graphs with external on-shell gluons
(ghosts), a local operator insertion on gluon lines and vertices, and two closed massive quark
lines of the same mass m. A calculation along the lines of Refs. [18, 20] leads to infinite series
which diverge polynomially with degree N . The way to cure this issue will be to separate the
variable N from the infinite series by leaving one integral unintegrated. This last integral will
then be solved after summation in the space of cyclotomic harmonic polylogarithms [33]. Most
4
of the graphs have been calculated in this way. For a few graphs, we have applied integration
by parts and differential equations, see Section 3.5. Throughout the calculation, the results
at general values of N are mutually compared to the corresponding moments calculated using
MATAD [40].
3.1 Feynman Parameterization
The list of graphs was generated with QGRAF [41] and written as momentum integrals using
the Feynman rules of [6, 42]4. The color-algebra was performed using the code Color [44].
The momenta were integrated at the cost of introducing a Feynman parameterization, treating
each independent loop separately and introducing for each one of them a family of Feynman
parameters. This makes each diagram a linear combination of integrals of the form
∫
[0,1]n
dx1 . . . dxn
( ∏
families f
δf
)
xν1−11 . . . x
νn−1
n︸ ︷︷ ︸
monomial prefactor
n∏
i=1
xαii (1− xi)βi︸ ︷︷ ︸
non-monomial prefactor
operator polynomial︷ ︸︸ ︷
PO(x1, . . . , xn;N)
[PD(x1, . . . , xn)]︸ ︷︷ ︸
denominator
polynomial
γ
, (3.1)
where for each Feynman parameter family f we used the short-hand notation
δf ≡ δ
(
1−
∑
x∈f
x
)
, (3.2)
and νi are integers denoting the propagator powers. The exponents αi, βi, γ are of the form
(a+ bε/2) with a, b ∈ Z, and N is the Mellin variable. The operator polynomial is not strictly a
polynomial, but in all following cases the δ-distributions and Heaviside functions being present
in addition can be removed in such a way that the misnomer is corrected, and the operator
polynomial is indeed a polynomial of maximum degree N ∈ N.
The δ-distributions can be integrated using the relations∫ 1
0
dx δ(1− x− Y )f(x) = θ(Y )θ(1− Y )f(1− Y ) , (3.3)
and ∫ 1
0
dx θ(1− x− Y )f(x) =
∫ 1
0
dx θ(1− Y )(1− Y )f(x(1− Y )) , (3.4)
where Y is either a sum of Feynman parameters or a single one. The Heaviside θ-function is
defined as
θ(x) =
{
1, x ≥ 0
0, x < 0
. (3.5)
These relations are applied in such a way as to keep the operator polynomial as simple as
possible. It is indeed possible in all following cases, to map the operator polynomial into one
single Feynman parameter, if one uses the following trick: In some cases it is useful to reconstruct
a δ-distribution by
θ(X)θ (1−X) f (1−X) =
∫ 1
0
dyδ (1−X − y) f (1−X)
4For the scalar Feynman rules used for the calculation of scalar prototype graphs, see [43].
5
=∫ 1
0
dyδ (1−X − y) f(y) , (3.6)
where X represents a sum of Feynman parameters. Of course the order for the elimination of
the Feynman parameters from the θ-functions has to be chosen such that the left hand side of
the above equation matches. In this way, an argument (1 − X) consisting of several Feynman
parameters is exchanged for only one Feynman parameter. This trick is equivalent to a set of
coordinate transformations mentioned in [45] and also used in the calculation of the 2-loop OMEs
in [10,13,18,19,46,47]. The above trick has the advantage of giving a clear guideline for how to
simplify the polynomial in the N -bracket of the Feynman integrals under consideration.
It is worth noting that there are two Feynman parameters, which only occur in the monomial
prefactors of the integrand as well as in the operator polynomial. These are due to the fact that
the incoming and outgoing momenta are massless. The integral over these Feynman parameters
can thus be performed easily, giving simpler N -brackets.
The above methods are applied in order to avoid the proliferation ofN . In fact, in all diagrams
one can achieve that N only occurs in the exponent of one of the Feynman parameters, allowing
to effectively decouple N from the solution of infinite sums. This property of the calculation is
of crucial importance, and also carries over to the case of two lines of unequal masses which,
however, will be the subject of a future publication.
3.2 Mellin-Barnes Representation
The remaining parameters still occur in the denominator polynomial. It has the form (A + B)
where A and B are products of elements xi or (1 − xi), for Feynman parameters xi. Only in
the cases of graphs with a massive line that runs through four edges of the graph, e.g. graphs 4
and 5 in Appendix A, a factor (1 − x(1 − y)) in either A or B occurs. A Mellin-Barnes (MB)
integral [48, 49] is then introduced by the substitution, see e.g. [50, 51],
(A+B)−γ =
1
Γ(γ)
1
2πi
∫ i∞
−i∞
dξΓ(−ξ)Γ(γ + ξ) A
ξ
Bγ+ξ
. (3.7)
This procedure is equivalent to splitting the mass-term off the propagator-like part that occurs
in the Feynman parameter representation of a massive vacuum polarization diagram, before
proceeding with successive parameterization and momentum integration.
In the cases that the products A,B from above factorize completely, all integrals can be
performed in terms of Euler’s Beta-functions. In the remaining two cases, in which a factor
(1−x(1−y)) remains, the integrals represent a generalized hypergeometric function 3F2 [52,53],
which in the scalar diagrams is already given in a form such that it reduces to a ratio of Γ-
functions. In the corresponding physical cases, these functions lead to double sums, which can
be constructed such that they converge, still keeping N separated from the sums in the way
described above.
At this point in all the diagrams only one Beta-function remains that contains both N and
ξ. This function is rewritten in terms of a Feynman parameter integral, i.e. for corresponding α
and β
B(N + ξ + α,−ξ + β) =
∫ 1
0
dx xN+ξ+α−1(1− x)β−ξ−1 . (3.8)
The reason is that the contour of the Mellin-Barnes integral cannot be closed to a single side.
One can see this from two representations. On the one hand, the Beta-function which contains
6
N and ξ has the form
B(N + ξ + α,−ξ + β) = Γ(N + ξ + α)Γ(−ξ + β)
Γ(N + α + β)
, (3.9)
so that the denominator drops out of the MB-integral. Hence, if the contour is closed to one
side and written as the sum of residues, then, due to its convergence condition, for every set of
values of the propagator powers there is an N0 so that for N > N0 the sum is divergent.
On the other hand, if the Beta-function is written as a Feynman parameter integral over x,
then the factor (
1− x
x
)ξ
, (3.10)
occurs in the integrand. Here a distinction is necessary between values x < 1
2
for which the
contour may be closed towards ξ → ∞, and values x > 1
2
for which ξ → −∞ is the convergent
choice. For simplicity, we change the order of the ξ-integration such that the contour can be
closed to the right in all cases.
After that the quantity raised to the power ξ is mapped onto a single integration variable T
T ≡ x
1− x ∈ [0, 1] ⇔ x ≡
T
1 + T
∈
[
0,
1
2
]
,
T ≡ 1− x
x
∈ [0, 1] ⇔ x ≡ 1
1 + T
∈
[
1
2
, 1
]
,
with dx =
1
(1 + T )2
dT . (3.11)
Now it is obvious that all contours have to be closed to the right before applying the residue
theorem.
It is worthwhile having a look onto convergence issues of the procedure described so far. First,
the Mellin-Barnes integral is introduced in the integrand of the multiple Feynman parameter
integral. Employing the nomenclature of [51], the contour follows the usual requirement that
left-poles (poles of functions Γ(· · · − z)) are to the left of the contour, and right-poles (poles of
Γ(· · · + z)) are to the right of the contour. If left- and right-poles are interleaved on the real
axis, the contour winds around them separating the two types of poles.
Of course, contours of the above kind can only be found, if the right-poles are separated
from left-poles. In cases where this is not obviously the case, we enforce such a separation by
introducing a regularization parameter in a consistent manner throughout the Feynman diagram.
So it is most convenient to keep symbolic propagator powers from the beginning, and to use
substitutions of these symbolic quantities for the introduction of regulators. We will see later
at which point the expansion into a Laurent series in these parameters can be performed most
conveniently.
The classical procedure for calculating Mellin-Barnes integrals in particle physics proceeds
by deforming the contour and subtracting a finite number of residues, such that the remaining
contour integral represents a regular function in ε [51, 54–56]. In that case, the expansion can
be performed on the integrand level, which simplifies the integrand such that Barnes lemmas
are applicable. However, since factors of T ξ occur in the arguments of the contour integrals, cf.
Eqs. (3.8, 3.11), no Barnes lemmas [49] can be applied5.
5For a list of corollaries see [51]. For an automated use of Barnes’ lemmas see the Mathematica package
barnesroutines [57].
7
In the present calculation, it appears more suitable to write down the sums of residues and
generate the necessary simplifications and algebraic relations by symbolic summation methods
implemented in the package Sigma [31], equipped with suitable limit procedures for infinite sums.
When residues are calculated and the corresponding sums are written down, one has to
perform a Laurent expansion in the regularization parameters. Here it is important to observe
the singularity structure.
One therefore brings the Γ-function arguments to a standard form, such that all of them are
positive for vanishing regulators
Γ(x) = θ(⌊x⌋ − 1)Γ(x) + θ(−⌊x⌋)(−1)⌊x⌋+1Γ(〈x〉)Γ(1− 〈x〉)
Γ(1− x) . (3.12)
Here 〈x〉 and ⌊x⌋ represent the fractional and integer parts of the variable x, respectively. The
regulators are assumed to be small enough, such that they only contribute to the fractional part.
The Heaviside functions are removed by commuting them with summation operators. This can
be done using the following operator relations
b∑
i=a
θ(c+ d · i) = θ
(⌈
− c
d
⌉
− a
)
θ
(
b−
⌈
− c
d
⌉) b∑
i=⌈c/d⌉
+θ
(
a−
⌈
− c
d
⌉
− 1
) b∑
i=a
,
b∑
i=a
θ(c− d · i) = θ
(⌊ c
d
⌋
− a
)
θ
(
b−
⌊ c
d
⌋
− 1
) ⌊c/d⌋∑
i=a
+θ
(⌊ c
d
⌋
− b
) b∑
i=a
. (3.13)
Once the θ-functions are free of any summation parameters, they can be evaluated. Note that
they are also free of the Mellin variable N , since it had been separated from the sums by
construction.
Once the Γ-functions have been reflected such that the integer parts of their arguments are
positive using the relation [53]
Γ(−N + x) = (−1)N Γ(x)Γ(1− x)
Γ(N + 1− x) , x ∈ R, N ∈ N, (3.14)
their expansion in the artificial regulators is straightforward.
Yet one additional preparation is necessary for the expansion in the dimensional regulator
ε, since the Feynman parameter integrals may not be well defined in the Lebesgue sense for
0 < ε < 1, but rather as an analytic continuation in ε→ 0. The expressions are of the form
f(ε) =
∫ 1
0
dx xε−ag(x) , (3.15)
which only converges if ε > a − 1. Nevertheless, using integration by parts, one can shift this
integrand such that it is integrable for 0 < ε < 1. For the form above with a ≥ 1, the relation∫ 1
0
dx xε−ag(x) =
g(1)
ε− a+ 1 −
1
ε− a + 1
∫ 1
0
dx xε−a+1g′(x) (3.16)
has to be iterated (a − 1)-times. Here the function g(x) must have sufficiently many regular
derivatives on [0, 1], which is indeed the case for the integrals in question. Then the integral
represents a regular function in ε, the integrand is measurable for 0 ≤ ε < 1 and thus the Taylor
expansion commutes with the integration.
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Finally, the expansion of the sums in the dimensional regulator ε can be done using the
package EvaluateMultiSums. It also manages the call of Sigma routines and performs limits
of many expressions. In particular, the package SumProduction was used to condense the huge
expressions into a tractable number of compact but larege sums and automatically apply the
summation technologies to obtain the final results.
The result of expansion and summation yields an expression which still depends on one
integration variable T , and which contains S-sums [34, 58] and cyclotomic S-sums [33] of this
variable. They can be converted into (cyclotomic) harmonic polylogarithms (HPL) [33], e.g.
S(2,1,1),(2,1,1)(−T, 1;∞) = −
H(4,0)
(√
T
)
√
T
+
H0,(4,0)
(√
T
)
√
T
−
H(4,1),(4,0)
(√
T
)
√
T
. (3.17)
The conversions to iterated integrals are performed using ideas of Ref. [33] and applying auto-
mated routines of the package HarmonicSums [32–34].
The conversion returns iterated integrals evaluated at 1, but with letters that depend on the
remaining integration variable. They will be denoted by
f[α,y](x) := fα(xy) , (3.18)
where fα is a letter from a cyclotomic alphabet{
f0(x) =
1
x
, f1(x) =
1
1− x, f−1(x) =
1
1 + x
, f(4,0)(x) =
1
1 + x2
, f(4,1)(x) =
x
1 + x2
}
. (3.19)
Therefore a procedure is needed that maps the class of iterated integrals appearing here onto
(cyclotomic) HPLs with the integration variable in the argument. There is such a procedure
which was used for deriving properties of two-dimensional HPLs [59] and in the method of
hyperlogarithms [20, 21, 60]. It makes use of the fact that differentiation of a certain type of
iterated integrals with respect to variables appearing in the index leads to a drop in the weight
of the function, e.g.
∂
∂x
H−x,−1(1) =
∂
∂x
∫ 1
0
dy
x+ y
∫ y
0
dz
1 + z
= −H−x(1)
1− x −
2 ln(2)
x2 − 1 , x > 0 . (3.20)
In this way the problem can be traced back to properties of rational functions, solving the
problem recursively at a lower weight and integrating again over x, where in each recursive call
a constant has to be determined.
However, in the case of letters containing polynomials of degree 2 or more, this procedure is
not applicable directly, since in general the weight does not drop due to differentiation, e.g.
∂
∂x
H[(4.0),x],−1(1)− 1
x
H[(4,0),x],−1(1)− x
x2 + 1
H[(4,1),x](1)− 1
x(x2 + 1)
H[(4,0),x](1) +
2 ln(2)
x(x2 + 1)
.
(3.21)
Here the following procedure will be useful. Let us distinguish the letters using indices α and
denote the corresponding rational functions with fα(x). One can form new letters by scaling the
argument of the rational functions with a variable y, cf. Eq. (3.18). If one such letter is built
into a cyclotomic HPL with argument x = 1, there is an algorithm for removing the parameter
y from the index, such that it occurs in the argument.
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At first, by virtue of the shuffle algebra, the weighted letter is brought to the right-most
position. Then indexing general rational letters with αi, i = 1, ..., n, we find the algorithm
Hα1,...,αn−1,[αn,y](1) =
∫ 1
0
dx1 fα1(x1)...
∫ xn−2
0
dxn−1 fαn−1(xn−1)
∫ xn−1
0
dxn fαn(yxn)
=
1
y
∫ y
0
dxn
∫ 1
0
dx1fα1(x1)...
...
∫ xn−2
0
dxn−1xn−1fαn−1(xn−1)fαn(xn−1xn)
= “cycl. HPLs” +
1
y
∫ y
0
dxn fβn(xn)Hα1,...,αn−2,[α˜n,xn](1) , (3.22)
where a partial fraction decomposition is performed in the last step. After that the formula may
be recursively applied where the final step is obviously
H[αn,x2](1) =
1
x2
Hαn(x2) . (3.23)
So the result is a multivariate polynomial in iterated integrals of arguments 1, y. This procedure
produces also letters 1/(1 − x), which introduce branch points at y = 1. However, considering
the integration contour of the iterated integrals infinitesimally away from the real axis does not
affect the algorithm introduced above. In this sense, the iterated integrals may be analytically
continued, as described in [61] and implemented in HarmonicSums [32–34]. Thus they can always
be expressed as iterated integrals with arguments in [0, 1].
3.3 The Final Integral
Once the sums are performed, i.e. written in terms of iterated integrals, the remaining task is
to perform the last integration, which carries the nontrivial dependence on N . However, the
integral does not just represent a Mellin-transform, but it contains rational functions R(T ) ∈
{1/(1 + T 2), T 2/(1 + T 2)}, which are raised to the power N . It therefore seems most natural
to consider the generating function of the sequence in N , and to introduce the corresponding
tracing parameter κ in the following way
∞∑
N=0
(κR(T ))N =
1
1− κR(T ) . (3.24)
The integral over T from 0 to 1 is performed in two steps : First a primitive is calculated for
the integral in terms of iterated integrals. Then the limits T → 1 and T → 0 are computed. This
procedure introduces additional letters into the otherwise cyclotomic alphabet of HPLs, namely
1
1 + g(κ)T 2
= f(4,0)
(√
g(κ)T
)
,
T
1 + g(κ)T 2
=
1√
g(κ)
f(4,1)
(√
g(κ)T
)
, (3.25)
with g(κ) ∈ {(1 − κ), (1 − κ)−1}. Obviously this leads again to re-scaled letters, and one can
use the algorithm from above to transform the emerging cyclotomic HPLs at 1 with weighted
letters into cyclotomic HPLs with unweighted letters and a function of κ in the argument. It is
not hard to see that the functions occurring in the arguments of these HPLs are the functions
g(κ) from above.
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The limit T → 0 has to be taken carefully to cancel factors of 1/T . Therefore a Taylor
expansion is performed. In many cases, relations similar to Eq. (3.17) are used, reading them from
right to left in order to obtain the Taylor series. However, such relations are not implemented in
HarmonicSums for the additional (weighted) letters of Eq. (3.25). This is due to the requirement
of special assumptions on the values of g(κ). We rather use an easy trick to obtain the Taylor
series of cyclotomic HPLs extended by the above letter, using the fact that the above letter can
be factorized over the complex numbers
1
1 + g(κ)T 2
=
1
2
(
1
1 + i
√
g(κ)T
+
1
1− i√g(κ)T
)
. (3.26)
Then these linear letters are treated like the letter
1
a + T
(3.27)
from the alphabet of multiple polylogarithms [34], treating a as real and positive. For the
cyclotomic HPLs extended by one such letter, the Taylor series expansions can be derived [33,34].
Finally, the imaginary factors i
√
g(κ) are re-substituted. The results are checked to be regular
at T = 0 and thus the limit can be taken.
Once the last Feynman parameter integral is performed, we need to find the N th coefficient of
the Taylor expansion in κ. For this we would like to make use of methods applicable to HPLs and
cyclotomic HPLs which are implemented in the package HarmonicSums [32–34]. It is therefore
necessary to make sure that the dependence on ln(κ) cancels. These terms can be eliminated
using argument transformations and algebraic relations [62] of the (cyclotomic) HPLs.6
At first, the arguments are mapped back into the interval [0, 1]
H~α
(
1√
1− κ
)
=
∑
~β
a~βH~β
(√
1− κ) , (3.28)
where the length of the list ~β is bounded by the length of ~α, and the a~β are integer coefficients.
Relations of this kind can be obtained algorithmically and are implemented for all cyclotomic
HPLs in the package HarmonicSums.
Then the square roots are removed from the arguments, as far as possible. For this step
one makes use of the fact that all cyclotomic HPLs with arguments x2 can be rewritten in
terms of cyclotomic HPLs with arguments x. These transformations can be inverted, so that
(cyclotomic) HPLs which contain the letter f(1,0)(x) =
1
x−1
and the argument
√
1− κ are mapped
onto (cyclotomic) HPLs with argument 1 − κ and (cyclotomic) HPLs without the letter f(1,0),
i.e.
H~α
(√
1− κ) =∑
~β
b~βH~β(1− κ) +
∑
~γ
c~γH~γ
(√
1− κ) , (3.29)
where in the vector ~α there is an index (1, 0). The length of ~β is again bounded by the length
of ~α, and ~γ is free of the index (1, 0).
This reduction is, however, not complete so it is introduced by constructing a basis of HPLs
w.r.t. the shuffle relations as well as the relations of squared arguments. It is a sign of a proper
6Note that recently methods for the automatic extractions of logarithmic parts were implemented in
HarmonicSums.
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Laurent-series that after the reduction to such a basis the remaining (cyclotomic) HPLs involving
the letter f(1,0) and with argument
√
1− κ will cancel.
The last step to properly cancel logarithmic parts is to write all ln(κ) parts explicitly, using
the flip relation
Hα(1− κ) =
∑
~η
d~ηH~η(κ) . (3.30)
In the present case, this relation has to be applied only to HPLs with letters from the alphabet{
f0(x) =
1
x
, f1(x) =
1
1− x, f−1(x) =
1
1 + x
}
. (3.31)
This subset is not closed under the flip x→ (1− x), so the property
f−1(1− x) = 1
2− x =: f2(x) (3.32)
will lead to multiple polylogarithms [34] in the result.
Nevertheless, the representation is standardized so that indeed all dependencies on ln(κ)
cancel. The remaining HPLs fit into the alphabet{
f0(x) =
1
x
, f1(x) =
1
1− x, f−1(x) =
1
1 + x
, f2(x) =
1
2− x, f(4,0)(x) =
1
1 + x2
,
f(4,1)(x) =
x
1 + x2
}
, (3.33)
where the letters f0, f−1, f(4,0), f(4,1) occur in HPLs with arguments
√
1− κ, and letters
f1, f−1, f(4,0), f(4,1) lead to HPLs with argument κ.
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The result thus obtained has a Taylor expansion in κ around 0. The remaining step to
obtain the all-N result is to extract the N th coefficient of the corresponding Taylor series. This
can be done analytically term by term, using expansions of individual factors and calculating
their Cauchy products, as well as by deriving difference equations which are solved in terms of
indefinite nested sums. Also these methods are available through the packages HarmonicSums
and Sigma.
As a result of this procedure one obtains a large expression in terms of sums of higher depth,
involving definite and indefinite sums and products. To obtain a minimal representation, the
package EvaluateMultiSums and Sigma can be applied, in order to represent these objects in
terms of indefinite nested sums, and in order to eliminate all relations among these indefinite
nested sums and products to obtain a basis-representation.
3.4 Operator Insertions on External Vertices
The class of graphs with two massive fermion lines of the same mass also includes graphs with
operator insertions on external gluon vertices. In the scalar case these graphs are directly related
to graphs with operator insertions on a line, see [20] for similar properties used in the calculation
of ladder graphs.
7For another algorithm to deal with polynomial denominators based on the co-product of the associated
Hopf-algebra, see Ref. [63].
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The idea carries over to the physical case, but there are no simple relations among graphs.
Instead if a method is known for the calculation of certain graphs with operator insertions on
lines, then the same methods apply for the graphs with operator insertions on external gluon
vertices.
The reason lies in the structure of the Feynman rule for the operator insertion of a gluon
vertex, which can be taken from [6, 42]
V abcµνλ(q1, q2, q3) = − ig
1 + (−1)N
2
fabc
[
t3gµνλ(q1, q2, q3)(∆.q1)
N−2 + τ 3gµνλ(q1, q2, q3)
N−3∑
j=0
(−∆.q1)j(∆.q2)N−3−j
+ t3gνλµ(q2, q3, q1)(∆.q2)
N−2 + τ 3gνλµ(q2, q3, q1)
N−3∑
j=0
(−∆.q2)j(∆.q3)N−3−j
+ t3gλµν(q3, q1, q2)(∆.q3)
N−2 + τ 3gλµν(q3, q1, q2)
N−3∑
j=0
(−∆.q3)j(∆.q1)N−3−j
]
, (3.34)
with
t3gµνλ(q1, q2, q3) = (∆νgλµ −∆λgµν)∆.p1 +∆µ(p1,ν∆λ − p1,λ∆ν) ,
τ 3gµνλ(q1, q2, q3) = ∆λ
[
∆.p1p2,µ∆ν +∆.p2p1,ν∆µ −∆.p1∆.p2gµν − p1.p2∆µ∆ν
]
. (3.35)
In this notation, the summands in the left column of Eq. (3.34) all behave like operator insertions
on lines. Furthermore, if q1 = p is the external momentum then the first and last summand in
the second column behave like insertions on lines too, but here in addition the result is subject
to a finite sum of the form
N−3∑
j=0
(−∆.p)j(∆.p)N−3−jf(N − 3− j) = (∆.p)N−3
N−3∑
j=0
(−1)jf(N − 3− j)
= (−∆.p)N−3
N−3∑
j=0
(−1)jf(j) . (3.36)
The remaining summand (second term, right column) can be summed on the level of Feynman
rules, and using q2 + q3 = −q1 = −p one finds
N−3∑
j=0
(−∆.q2)j(∆.q3)N−3−j = 1
∆.p
[
(−∆.q2)N−2 − (∆.q3)N−2
]
. (3.37)
In this way, the operator insertion on an external vertex is related to operator insertions on
internal lines. However, a direct relation between a graph with a vertex insertion and the
corresponding graphs with line insertions does not follow from this consideration, due to the
presence of the tensors t3gµνλ and τ
3g
µνλ.
3.5 Integration by parts and differential equations
The diagrams shown in Figure 1 turned out to be too cumbersome to be calculated with the
methods described before. For this reason, these diagrams were computed using a different
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approach. For each diagram, a Form program [64] was written in order to replace the propagators
and vertices from the output of QGRAF [41] by the corresponding Feynman rules. Further it
introduces the corresponding projector for the Green’s function under consideration and performs
the Dirac-algebra in the numerator. After this, each diagram ends up being expressed as a
linear combination of scalar integrals, which were then reduced using integration by parts to
master integrals using the program Reduze2 [65]8. This is a C++ program based on Laporta’s
algorithm [68], and has been adapted to the case were we have operator insertions in the integrals.
(a) (b)
(c) (d)
Figure 1: Diagrams calculated using differential (difference) equations. Here the masses for both
fermion loops are equal.
In total, sixteen master integrals were needed in order to calculate these diagrams. Eleven of
them have the general form
JDν1,...,ν9(N) =
∫
dk
(∆.k3)
N
Dν11 D
ν2
2 · · ·Dν99
, (3.38)
where we use the shorthand notation∫
dk →
∫
dDk1
(2π)D
dDk2
(2π)D
dDk3
(2π)D
, (3.39)
and
D1 = k
2
1 −m2, D2 = (k1 − p)2 −m2, D3 = k22 −m2, D4 = (k2 − p)2 −m2,
D5 = k
2
3, D6 = (k3 − k1)2 −m2, D7 = (k3 − k2)2 −m2,
D8 = (k1 − k2)2, D9 = (k3 − p)2 . (3.40)
8The package Reduze2 uses the packages Fermat [66] and Ginac [67].
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The superscript D has been included in JDν1,...,ν9(N) in order to make explicit the dependence
on the dimension D. The eleven integrals of this type are then
JD1 (N) = J
D
0,1,1,0,0,1,1,0,0(N), (3.41)
JD2 (N) = J
D
0,2,1,0,0,1,1,0,0(N), (3.42)
JD3 (N) = J
D
0,3,1,0,0,1,1,0,0(N), (3.43)
JD4 (N) = J
D
1,1,1,0,0,1,1,0,0(N), (3.44)
JD5 (N) = J
D
2,1,1,0,0,1,1,0,0(N), (3.45)
JD6 (N) = J
D
1,1,0,1,0,1,1,0,0(N), (3.46)
JD7 (N) = J
D
2,1,0,1,0,1,1,0,0(N), (3.47)
JD8 (N) = J
D
0,1,0,1,1,1,1,0,0(N), (3.48)
JD9 (N) = J
D
1,0,1,0,0,1,1,0,1(N), (3.49)
JD10(N) = J
D
1,1,0,1,1,1,1,0,0(N), (3.50)
JD11(N) = J
D
1,1,1,0,0,1,1,0,1(N). (3.51)
The other five master integrals are
JD12 =
∫
dk
(∆.k1)
N
(k1 − p)2(k23 −m2)[(k3 − k1)2 −m2][(k3 − k2)2 −m2]
, (3.52)
JD13 =
∫
dk
(∆.k1)
N
k21[(k3 − k1)2 −m2][(k3 − k2)2 −m2][(k3 − p)2 −m2]
, (3.53)
JD14 =
∫
dk
(∆.k3)
N
(k23 −m2)[(k3 − k1)2 −m2][(k3 − k2)2 −m2][(k3 − p)2 −m2]
, (3.54)
JD15 =
∫
dk
1
(k23 −m2)[(k3 − k1)2 −m2][(k3 − k2)2 −m2]
, (3.55)
JD16 =
∫
dk
1
(k21 −m2)(k22 −m2)[(k3 − k1)2 −m2][(k3 − k2)2 −m2]
. (3.56)
Notice that integrals JD15 and J
D
16 are just constants w.r.t. N . The integrals J
D
12, J
D
13 and J
D
14 yield
Feynman parameter integrals that can be performed in terms of Beta-functions. We obtain
JD12(N) = −iΓ(1 −D/2)Γ(3−D)
Γ(2−D/2)2
Γ(4−D)
Γ(D/2− 1)Γ(N + 1)
Γ(N +D/2)
, (3.57)
JD13(N) = −iΓ(1 −D/2)Γ(3−D)
Γ(2−D/2)2
Γ(4−D)
1
N − 1 +D/2 , (3.58)
JD14(N) = −i
Γ(1 −D/2)2
N + 1
Γ (2−D/2) , (3.59)
where we have set the mass m, ∆.p and spherical factors to 1 for simplicity.
Any given scalar integral will be written as a linear combination of these master integrals.
Since the coefficients of these linear combinations may contain poles in ε = D − 4, the mas-
ter integrals may need to be expanded to higher orders in ε accordingly, in order to get the
corresponding scalar integrals up to order ε0.
The integrals JD1 (N), . . . , J
D
11(N) were calculated using the differential equations method [69].
This method has been applied successfully to many problems where Feynman integrals depending
on one or more invariants appear. The idea is to take derivatives of the master integrals with
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respect to these invariants and re-express the result in terms of the master integrals themselves.
This leads to a system of differential equations that can then be solved. In the present case,
the integrals depend on the invariants m2 and ∆.p. However, the dependence of the integrals
on these invariants is trivial. They are just proportional to (∆.p)N and (m2)−ν+
3
2
D. Here ν is
the sum of powers of propagators. Therefore, taking derivatives with respect to these invariants
does not lead to any new information. The integrals have the form
F (N)(m2)−ν+
3
2
D(∆.p)N ,
and it is actually the calculation of the function F (N) expanded in ε = D−4 that is non-trivial.
One might think about taking derivatives with respect to N , but this changes the structure of
the integrals in a way that does not allow the application of the differential equations method. In
view of this, we introduce a new parameter x and rewrite the operator insertion in the following
way
(∆.k3)
N →
∞∑
N=0
xN(∆.k3)
N =
1
1− x∆.k3 . (3.60)
By doing this, we trade the dependence of the integrals on N by a dependence on x, and
the operator insertion becomes a denominator that can be treated as an additional artificial
propagator. In fact, it is in this x-representation of the integrals in which all the reductions to
master integrals are performed using Reduze2. Laporta’s algorithm requires integrals to have
definite powers of propagators, and although it may be possible to express ∆.k3 in terms of inverse
powers of propagators (by taking ∆ as an external momentum), one faces the problem that the
power N in the operator insertion (∆.k3)
N is arbitrary. By turning the operator insertion into
an artificial propagator as in Eq. (3.60), we circumvent this difficulty.
Let us define
JˆDi (x) =
∞∑
N=0
xNJDi (N) =
∫
dk
1
Dν11 · · ·Dν99 (1− x∆.k3)
. (3.61)
We can now take derivatives with respect to x.9 This will raise the power of the artificial
propagator, leading to integrals that can then be reduced, and as usual, a system of differential
equations is generated. For example, the first three integrals in Eqs. (3.41)-(3.43), namely, JD1 ,
JD2 and J
D
3 form the following closed system together with the constant integrals J
D
15 and J
D
16
d
dx
J4+ε1 (x) =
εx+ ε+ 2
2(x− 1)x J
4+ε
1 (x)−
2
x− 1J
4+ε
2 (x)−
ε+ 2
2(x− 1)xJ
4+ε
16 , (3.62)
d
dx
J4+ε2 (x) = −
2ε2x2 + 2ε2x− ε2 + 9εx− 2ε+ 2x2 + 2x
2(x− 1)x(ε+ x) J
4+ε
2 (x)
+
(ε+ 1)2(3ε+ 4)
4(x− 1)(ε+ x) J
4+ε
1 (x) +
4ε
ε+ x
J4+ε3 (x) +
(ε+ 2)3
8(x− 1)(ε+ x)J
4+ε
15
−(3ε+ 4)(ε+ 2)(εx+ ε+ 2x)
16(x− 1)x(ε+ x) J
4+ε
16 , (3.63)
d
dx
J4+ε3 (x) =
2ε2x2 + ε2x− 2ε2 − εx2 + εx− 3x2 + 2x
2(x− 1)x(ε+ x) J
4+ε
3 (x)
+
(ε+ 1)2(3ε+ 4)(εx+ ε− x+ 1)
16(x− 1)x(ε+ x) J
4+ε
1 (x)
9In the following we will drop the hat in Eq. (3.61) again, as it is clear when we refer to a function depending
on the parameter x or the Mellin variable N by the respective argument.
16
−ε
3 (2x2 + 5x)− ε2 (x2 − 5x− 9)− ε (x2 + 5x− 12)− 4x+ 4
8(x− 1)x(ε+ x) J
4+ε
2 (x)
+
(ε+ 2)3 (2ε2x+ 3ε2 − εx− 2x)
64ε(x− 1)x(ε+ x) J
4+ε
15
−(3ε+ 4)(ε+ 2) (2ε
3x+ 5ε3 + 3ε2x+ 3ε2 − 3εx− 2x)
128ε(x− 1)x(ε+ x) J
4+ε
16 , (3.64)
where we have set m2 and ∆.p to 1 for simplicity. This system can now be solved, provided the
constant integrals JD15 and J
D
16 are previously computed, and a few initial conditions are provided.
These initial conditions will be the values of the integrals and some of their derivatives at x = 0.
Since the N th derivative of a given integral JDi (x) at x = 0 is equal to N !J
D
i (N), we see that
giving these initial conditions is equivalent to giving a few initial values for JDi (N).
When we take the derivatives of the remaining integrals in Eqs. (3.44)-(3.51), the integrals
JD1 , J
D
2 and J
D
3 will also appear on the right hand side of the equations. For example
d
dx
JD4 (x) = −
1
x
JD4 (x) +
1
x
JD2 (x) . (3.65)
So, once we solve the system of Eqs. (3.62)-(3.64), we can substitute the result for JD2 (x)
in Eq. (3.65) and solve this equation for JD4 (x). Likewise, J
D
4 (x) will appear on the right
hand side of the differential equations of the next integrals, etc. We can see that we must
solve the system of differential equations starting with the simplest integrals, and gradually
incorporate the results to solve the more complicated ones. This is all done with the help of the
Mathematica packages Sigma [31], HarmonicSums [32–34], EvaluateMultiSums, SumProduction
[35], and OreSysG [70]. These packages construct a system of difference equations from the
differential equations, and then solve for JDi (N) directly, instead of J
D
i (x). For example, one
may transform the system (3.62)-(3.64) using Eq. (3.61) into difference equations. For large
enough values of N > N0, N ∈ N one obtains
− (ε+ 2N + 2)J1(N) + (−ε+ 2N − 2)J1(N − 1) + 4J2(N − 1) = 0,
(3.66)
16ε(ε−N)J3(N)− 8
(
2ε2 − ε− 2N + 1)J3(N − 2)− 8(ε2 − 2Nε+ 3ε+ 2N)J3(N − 1)
−(3ε+ 4)(ε+ 1)3J1(N) + 2(ε− 1)ε(2ε+ 1)J2(N − 2) + 2(3ε+ 2)2J2(N) = 0,
(3.67)
4
(
ε2 +N − 1)J2(N − 2) + 2(2ε2 + 2Nε+ 7ε− 2N + 4)J2(N − 1)
+2
(
5ε3 + 5ε2 − 5ε− 4)J2(N − 1) + (1− ε)(ε+ 1)2(3ε+ 4)J1(N − 1)
−2ε(ε+ 2N + 2)J2(N)− (3ε+ 4)(ε+ 1)2J1(N − 1)− 16εJ3(N − 2) + 16εJ3(N − 1) = 0 .
(3.68)
Here we left out the explicit dependence on the dimension D = 4 + ε in the functions Ji.
Let us discuss now the calculation of the initial values required in order to solve the differential
(difference) equations discussed above. These are basically the values of the integrals for a few
fixed values of the Mellin variable N . In some cases, these values are needed only up to order
ε0, which can therefore be obtained using MATAD [40]. More often, the initial values are needed
up to higher orders in ε, and a different method to obtain them must be used. In the following,
we describe the method we used in such cases based on the α-parameterization of the integrals.
In the present calculation, five initial values starting from N = 1 were needed up to order ε2 for
the master integral
JD1 = J
D
0,1,1,0,0,1,1,0,0(N) =
∫
dk
(∆.k3)
N
D2D3D6D7
, (3.69)
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and two initial values up to order ε starting from N = 1 were needed for
JD7 = J
D
2,1,0,1,0,1,1,0,0(N) =
∫
dk
(∆.k3)
N
D21D2D4D6D7
. (3.70)
In what follows, the masses appearing in some of the propagators do not play any role, so we
will omit them for the time being. Let us consider the general integral in Eq. (3.38). Removing
the operator insertion (i.e., taking N = 0) the α representation of this integral is given by
JDν1,...,ν9(0) =
∫
dk
∏
l
(−1)νl
Γ(νl)
∫ ∞
0
dαl α
νl−1
l exp
(∑
i
αiDi
)
=
∫
dk
∏
l
(−1)νl
Γ(νl)
∫ ∞
0
dαl α
νl−1
l exp
(∑
i,j
Ai,jki.kj + 2
∑
i
qi.ki
)
∝
∏
l
(−1)νl
Γ(νl)
∫ ∞
0
dαl α
νl−1
l det (A)
−D/2 exp
(∑
i,j
A−1i,j qi.qj
)
, (3.71)
with
A =

 β1 + β2 + β6 + β8 −β8 −β6−β8 β3 + β4 + β7 + β8 −β7
−β6 −β7 β5 + β6 + β7 + β9

 , (3.72)
and
q1 = −β2p, q2 = −β4p and q3 = −β9p , (3.73)
where the βi’s are defined using the θ-function as
βi = θ
(
νi − 1
2
)
αi . (3.74)
The product of integrals in the α parameters, and the sum in the exponential in the first and
second lines of Eq. (3.71), run over the values of l, i and j corresponding to the propagators
that are actually present in the integral under consideration.
We can now introduce the operator insertion in our integrals in the following way, cf. also [51],
JDν1,...,ν9(N) =
(
1
2
∂
∂r
)N ∫
dk
∏
l
(−1)νl
Γ(νl)
∫ ∞
0
dαl α
νl−1
l exp
(∑
i
αiDi + 2r∆.k3
)∣∣∣∣∣
r=0
,
∝
(
1
2
∂
∂r
)N ∏
l
(−1)νl
Γ(νl)
∫ ∞
0
dαl α
νl−1
l det (A)
−D/2 exp
(∑
i,j
A−1i,j q
′
i.q
′
j
)∣∣∣∣∣
r=0
,
(3.75)
and now
q′1 = −β2p, q′2 = −β4p and q′3 = −β9p+ r∆ . (3.76)
In the case of integral JD1 (N), we get
A =

 α2 + α6 0 −α60 α3 + α7 −α7
−α6 −α7 α6 + α7

 , (3.77)
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and
q′1 = −α2p, q′2 = 0 and q′3 = r∆ , (3.78)
and one has
A−1 =
1
det(A)

 α3α6 + α7α6 + α3α7 α6α7 α3α6 + α7α6α6α7 α2α6 + α7α6 + α2α7 α2α7 + α6α7
α3α6 + α7α6 α2α7 + α6α7 (α2 + α6)(α3 + α7)

 . (3.79)
If we apply Eq. (3.75) in this case, we obtain
JD1 (N) ∝
∏
l
(−1)νl
Γ(νl)
∫ ∞
0
dαl α
νl−1
l (α2α6)
N(α3 + α7)
N det (A)−(D+2N)/2 exp
(∑
i,j
A−1i,j qi.qj
)
,
(3.80)
which leads to
JD1 (N) = (2
+6+)N (3+ + 7+)NJD+2N1 (0). (3.81)
Here the operator i+ shifts the power of the ith propagator by one, and also multiplies the integral
by −νi, i.e.
i+JDν1,...,νi,...,ν9 = −νiJDν1,...,νi+1,...,ν9 . (3.82)
The fixed moments for this integral can then be written in terms of scalar integrals with no
operator insertion and shifted values of the dimension and powers of propagators. For example,
for N = 1, N = 2 and N = 3 we get
JD1 (1) = −JD+20,2,2,0,0,2,1,0,0(0)− JD+20,2,1,0,0,2,2,0,0(0), (3.83)
JD1 (2) = 8
[
JD+40,3,1,0,0,3,3,0,0(0) + J
D+4
0,3,2,0,0,3,2,0,0(0) + J
D+4
0,3,3,0,0,3,1,0,0(0)
]
, (3.84)
JD1 (3) = −216
[
JD+60,4,1,0,0,4,4,0,0(0) + J
D+6
0,4,2,0,0,4,3,0,0(0) + J
D+6
0,4,3,0,0,4,2,0,0(0)
+JD+60,4,4,0,0,4,1,0,0(0)
]
, (3.85)
and similar relations for higher values of N .
Similarly, it can be shown that
JD7 (N) = (2
+4+6+ + 2+6+7+ + 1+4+7+ + 2+4+7+ + 4+6+7+)NJD+2N7 (0) . (3.86)
For N = 1 and N = 2 we have
JD7 (1) = −JD+22,1,0,2,0,2,2,0,0(0)− JD+22,2,0,1,0,2,2,0,0(0)− JD+22,2,0,2,0,1,2,0,0(0)
−JD+22,2,0,2,0,2,1,0,0(0)− 2JD+23,1,0,2,0,1,2,0,0(0), (3.87)
JD7 (2) = 8
[
JD+42,1,0,3,0,3,3,0,0(0) + J
D+4
2,2,0,2,0,3,3,0,0(0) + J
D+4
2,2,0,3,0,2,3,0,0(0)
+ JD+42,2,0,3,0,3,2,0,0(0) + J
D+4
2,3,0,1,0,3,3,0,0(0) + J
D+4
2,3,0,2,0,2,3,0,0(0)
+ JD+42,3,0,2,0,3,2,0,0(0) + J
D+4
2,3,0,3,0,1,3,0,0(0) + J
D+4
2,3,0,3,0,2,2,0,0(0)
+ JD+42,3,0,3,0,3,1,0,0(0) + 2J
D+4
3,1,0,3,0,2,3,0,0(0) + J
D+4
3,2,0,2,0,2,3,0,0(0)
+2JD+43,2,0,3,0,1,3,0,0(0) + J
D+4
3,2,0,3,0,2,2,0,0(0) + 3J
D+4
4,1,0,3,0,1,3,0,0(0)
]
. (3.88)
The integrals on the right hand side of Eqs. (3.83)-(3.85) and Eqs. (3.87)-(3.88) can all be reduced
in terms of the two constant master integrals JD15 and J
D
16. For example
JD0,2,2,0,0,2,1,0,0(0) = J
D
0,2,1,0,0,2,2,0,0(0) =
3(D − 3)(D − 2)(3D − 10)(3D − 8)
512(D − 4) J
D
16
19
−(D − 2)
3(11D − 38)
256(D − 4) J
D
15 . (3.89)
From Eq. (3.83) we get
JD1 (1) =
3(D − 1)D(3D − 4)(3D − 2)
256(D − 2) J
D+2
16 −
D3(11D − 16)
128(D − 2) J
D+2
15 . (3.90)
The integral JD15 is pretty simple and can be obtained for general values of the dimension D
JD15 = iΓ
(
1− D
2
)3
. (3.91)
One can therefore perform without problems the shifts in D for this integral as required from
Eqs. (3.83)-(3.85) and Eqs. (3.87)-(3.88).
The integral JD16 is more complicated. After Feynman parameterization we obtain
JD16 = −i
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz Γ
(
4− 3
2
D
)
[x(1− x)y(1− y)]−2+D/2[z(1 − z)]1−D/2[
z
x(1−x)
+ 1−z
y(1−y)
]4− 3
2
D
. (3.92)
We can now obtain a Mellin-Barnes representation for this integral by splitting the denominator
in the equation above using
1
(A+B)ν
=
1
2πi
∫ γ+i∞
γ−i∞
dσ
Γ(−σ)Γ(σ + ν)
Γ(ν)
Aσ
Bσ+ν
(3.93)
which leads to
JD16 = −
1
2π
∫ γ+i∞
γ−i∞
dσ Γ(−σ)Γ
(
σ + 4− 3
2
D
)
Γ(−σ − 1 +D/2)2Γ(σ + 3−D)2
Γ(−2σ − 2 +D)Γ(2σ + 6− 2D)
× Γ(σ + 2−D/2)Γ(−σ − 2 +D)
Γ(D/2)
. (3.94)
In this representation, the integral can be calculated with the help of the Mathematica package
MB [56]. This package finds a value for γ and ε = D − 4 such that the integral in Eq. (3.94) is
well defined. Then it performs an analytic continuation to ε → 0 and expands in ε. After this,
we can close the contour to the right or to the left and take residues. This leads to sums that
can be performed with the package Sigma. For the different shifts in D, we obtain
J4+ε16 =
16
ε3
− 92
3ε2
+
6ζ2 + 35
ε
− 23ζ2
2
+ 2ζ3 − 275
12
+ ε
(
105ζ2
8
+
89ζ3
6
+
57ζ4
16
− 189
16
)
+ε2
[
−64Li4
(
1
2
)
− 8 ln
4(2)
3
+ ζ2
(
16 ln2(2) +
3ζ3
4
− 275
32
)
+
783ζ22
32
− 525ζ3
8
+
3ζ5
10
+
14917
192
]
+O(ε3) , (3.95)
J6+ε16 = −
8
3ε3
+
911
135ε2
− 1
ε
(
ζ2 +
158771
16200
)
+
911ζ2
360
− ζ3
3
+
19406231
1944000
− ε
(
158771ζ2
43200
+
881ζ3
1080
+
19ζ4
32
+
1415455691
233280000
)
+ ε2
[
256Li4
(
1
2
)
45
+
32 ln4(2)
135
− 17441ζ
2
2
9600
20
+ζ2
(
−64 ln
2(2)
45
− ζ3
8
+
19406231
5184000
)
+
810701ζ3
129600
− ζ5
20
− 87955543249
27993600000
]
+O(ε3) , (3.96)
J8+ε16 =
29
270ε3
− 432113
1360800ε2
+
1
ε
(
29ζ2
720
+
400656889
762048000
)
− 432113ζ2
3628800
+
29ζ3
2160
−2399678021033
3840721920000
+ ε
(
400656889ζ2
2032128000
+
26639ζ3
10886400
+
551ζ4
23040
+
390635303718683
716934758400000
)
+ε2
[
−2048Li4
(
1
2
)
14175
− 256 ln
4(2)
42525
+ ζ2
(
512 ln2(2)
14175
+
29ζ3
5760
− 2399678021033
10241925120000
)
+
71227ζ22
2150400
− 98969999ζ3
677376000
+
29ζ5
14400
− 2591632410097226753
10840053547008000000
]
+O(ε3) , (3.97)
J10+ε16 = −
8
4725ε3
+
727007
130977000ε2
+
1
ε
(
− ζ2
1575
− 24274289111
2420454960000
)
+
727007ζ2
349272000
− ζ3
4725
+
16658646415909
1278000218880000
+ ε
(
− 24274289111ζ2
6454546560000
+
53651ζ3
209563200
− 19ζ4
50400
− 10820372717621142407
826610541571584000000
)
+ ε2
[
8192Li4
(
1
2
)
5457375
+
1024 ln4(2)
16372125
− 1011ζ
2
2
7040000
+ζ2
(
−2048 ln
2(2)
5457375
− ζ3
12600
+
16658646415909
3408000583680000
)
+
21627059753ζ3
19363639680000
− ζ5
31500
+
143655436584318407615807
15275762808242872320000000
]
+O(ε3) , (3.98)
where we have omitted an overall factor of i, and set m, ∆.p and the spherical factor to 1. We
have now all the ingredients required to obtain the initial values. For JD1 (N) they are
J4+ε1 (1) =
8
ε3
− 46
3ε2
+
3ζ2 +
35
2
ε
− 23ζ2
4
+ ζ3 − 275
24
+ ε
(
57
80
ζ22 +
105
16
ζ2 +
89
12
ζ3 − 189
32
)
+ε2
[
−32Li4
(
1
2
)
− 4
3
ln4(2) + ζ2
(
8 ln2(2) +
3
8
ζ3 − 275
64
)
+
783
64
ζ22 −
525
16
ζ3
+
3
20
ζ5 +
14917
384
]
+O(ε3), (3.99)
J4+ε1 (2) =
56
9ε3
− 298
27ε2
+
1
ε
(
7
3
ζ2 +
1873
162
)
− 149
36
ζ2 − 7
9
ζ3 − 11009
1944
+ε
[
16
3
Li4
(
1
2
)
+
2
9
ln4(2) +
(
1873
432
− 4
3
ln2(2)
)
ζ2 − 137
80
ζ22 +
1013
108
ζ3 − 211991
23328
]
+ε2
[
−332
9
Li4
(
1
2
)
− 16Li5
(
1
2
)
+
2
15
ln5(2)− 83
54
ln4(2)− 40645
1296
ζ3
+ζ2
(
−4
3
ln3(2) +
83
9
ln2(2)− 7
24
ζ3 − 11009
5184
)
+
(
14107
960
− 34
5
ln(2)
)
ζ22
+
391
30
ζ5 +
10107775
279936
]
+O(ε3), (3.100)
J4+ε1 (3) =
16
3ε3
− 80
9ε2
+
1
ε
(
2ζ2 +
232
27
)
− 10
3
ζ2 − 5
3
ζ3 − 224
81
21
+ε
[
Li4
(
1
2
)
+
ln4(2)
3
+
(
29
9
− 2 ln2(2)
)
ζ2 − 117
40
ζ22 +
373
36
ζ3 − 10379
972
]
+ε2
[
−118
3
Li4
(
1
2
)
− 24Li5
(
1
2
)
+
ln5(2)
5
− 59
36
ln4(2) +
(
637
40
− 51
5
ln(2)
)
ζ22
+ζ2
(
−2 ln3(2) + 59
6
ln2(2)− 5
8
ζ3 − 28
27
)
− 13235ζ3
432
+
779
40
ζ5 +
25324
729
]
+O(ε3), (3.101)
J4+ε1 (4) =
24
5ε3
− 566
75ε2
+
1
ε
(
9
5
ζ2 +
1697
250
)
− 283
100
ζ2 − 11
5
ζ3 − 15557
15000
+ ε
[
48
5
Li4
(
1
2
)
+
2
5
ln4(2) +
(
5091
2000
− 12
5
ln2(2)
)
ζ2 − 1461
400
ζ22 +
26093
2400
ζ3 − 324544
28125
]
+ε2
[
−4051
100
Li4
(
1
2
)
− 144
5
Li5
(
1
2
)
+
6
25
ln5(2)− 4051
2400
ln4(2)− 960149
32000
ζ3
+ζ2
(
−12
5
ln3(2) +
4051
400
ln2(2)− 33
40
ζ3 − 15557
40000
)
+
(
132357
8000
− 306
25
ln(2)
)
ζ22
+
1167
50
ζ5 +
3638953021
108000000
]
+O(ε3), (3.102)
J4+ε1 (5) =
40
9ε3
− 892
135ε2
+
1
ε
(
5
3
ζ2 +
22541
4050
)
− 223
90
ζ2 − 23
9
ζ3 +
25879
243000
+ ε
[
32
3
Li4
(
1
2
)
+
4
9
ln4(2) +
(
22541
10800
− 8
3
ln2(2)
)
ζ2 − 331
80
ζ22 +
96317
8640
ζ3 − 350972423
29160000
]
+ε2
[
−14779
360
Li4
(
1
2
)
− 32Li5
(
1
2
)
+
4
15
ln5(2)− 14779
8640
ln4(2) +
311
12
ζ5
+ζ2
(
−8
3
ln3(2) +
14779
1440
ln2(2)− 23
24
ζ3 +
25879
648000
)
+
(
80923
4800
− 68
5
ln(2)
)
ζ22
−30502069
1036800
ζ3 +
114818388451
3499200000
]
+O(ε3) . (3.103)
The initial values for JD7 (N) read
J4+ε7 (1) =
16
9ε2
− 49
18ε
+
2
3
ζ2 − 7
4
ζ3 +
77
24
+ ε
[
6Li4
(
1
2
)
+
ln4(2)
4
−
(
3
2
ln2(2) +
49
48
)
ζ2
−51
20
ζ22 +
529
144
ζ3 − 995
288
]
+O(ε2) , (3.104)
J4+ε7 (2) =
11
9ε2
− 65
36ε
+
11
24
ζ2 − 35
32
ζ3 +
233
108
+ ε
[
15
4
Li4
(
1
2
)
+
5
32
ln4(2)− 51
32
ζ22 +
43
18
ζ3
−
(
15
16
ln2(2) +
65
96
)
ζ2 − 6035
2592
]
+O(ε2) . (3.105)
The solution of Eqs. (3.66)-(3.68) is now obtained in the following way. We uncouple the
recurrence system using Zu¨richer’s algorithm; here we used the package OreSys [70]. More
precisely we obtain a linear recurrence in J1(N) with polynomial coefficients in N and ε of order
5. Then activating the recurrency solver of Sigma [71] and using the above initial values yields
the desired solution expanded in the dimensional parameter ε
J1(N) =
8(N + 5)
3(N + 1)
1
ε3
+
[
−2
(
9N3 + 40N2 + 41N + 2
)
3N(N + 1)2
+
4(N − 1)S1
3(N + 1)
]
1
ε2
22
+[
47N5 + 219N4 + 351N3 + 205N2 + 6N − 4
6N2(N + 1)3
+
(N − 1)S21
3(N + 1)
+
(1−N)S2
N + 1
+
(− 9N3 − 4N2 + 13N + 4)S1
3N(N + 1)2
+
(N + 5)ζ2
N + 1
]
1
ε
+
−1436N4 − 609N3 + 2N2 + 4N − 8− 133N7 − 678N6 − 1414N5
24N3(N + 1)4
+
[
47N5 + 75N4 − 39N3 − 95N2 − 12N + 8
12N2(N + 1)3
+
(1−N)S2
2(N + 1)
]
S1
+
(N − 1)S31
18(N + 1)
+
(
9N3 + 4N2 − 13N − 4)S2
4N(N + 1)2
+
2(N − 1)S2,1
N + 1
− 11(N − 1)S3
9(N + 1)
+
[−9N3 − 40N2 − 41N − 2
4N(N + 1)2
+
(N − 1)S1
2(N + 1)
]
ζ2
+
(− 9N3 − 4N2 + 13N + 4)S21
12N(N + 1)2
+
(19− 13N)ζ3
3(N + 1)
+O(ε), (3.106)
J2(N) =
8(N + 3)
3(N + 1)
1
ε3
+
[
−4
(
3N2 + 8N + 7
)
3(N + 1)2
+
4NS1
3(N + 1)
]
1
ε2
+
[
2
(
5N3 + 15N2 + 17N + 9
)
3(N + 1)3
+
NS21
3(N + 1)
− NS2
N + 1
+
(N + 3)ζ2
N + 1
− 2
(
3N2 + 5N + 1
)
S1
3(N + 1)2
]
1
ε
+
N4 + 12N3 + 30N2 + 26N + 5
3(N + 1)4
+
[
5N3 + 18N2 + 20N + 6
3(N + 1)3
− NS2
2(N + 1)
]
S1
+
(
3N2 + 5N + 1
)
S2
2(N + 1)2
+
2NS2,1
N + 1
− 11NS3
9(N + 1)
+
NS31
18(N + 1)
+
[−3N2 − 8N − 7
2(N + 1)2
+
NS1
2(N + 1)
]
ζ2 +
(− 3N2 − 5N − 1)S21
6(N + 1)2
+
(3− 13N)ζ3
3(N + 1)
+O(ε),
(3.107)
J3(N) =
2(2N + 5)
3(N + 1)
1
ε2
+
[−8N2 − 20N − 15
3(N + 1)2
+
(2N − 1)S1
3(N + 1)
]
1
ε
+
(1− 2N)S2
4(N + 1)
+
24N3 + 76N2 + 84N + 35
6(N + 1)3
+
(− 8N2 − 8N + 3)S1
6(N + 1)2
+
(2N − 1)S21
12(N + 1)
+
2−2N−1(−2N − 1)(2N
N
)
N + 1
N∑
i1=1
22i1(
2i1
i1
)
i31
+
2−2N−1(2N + 1)
(
2N
N
)
N + 1
N∑
i1=1
22i1S1
(
i1
)(
2i1
i1
)
i21
+
(2N + 5)ζ2
4(N + 1)
− 72
−2N−1(2N + 1)
(
2N
N
)
ζ3
N + 1
+O(ε), (3.108)
which holds for values of N ≥ N0. Usually for values of N < N0 additional constants appear.
Eq. (3.106) is valid for N ≥ 1 and Eqs. (3.107, 3.108) for N ≥ 0. For the analytic continuation
to N ∈ C the additional terms are not relevant.
4 The O(α3sT
2
F ) Contributions to Agg,Q
The contributions of O(α3sT
2
FCF,A) to the operator matrix element Agg,Q are obtained as respec-
tive color-projections from Eq. (2.3). We first consider the contribution to the constant part
23
a
(3)
gg,Q of the unrenormalized OME (2.8). Defining
F (N) =
(2 +N +N2)2
(N − 1)N2(N + 1)2(N + 2) ≡ F, (4.1)
it is given by
a
(3)
gg,Q;T2
F
(N) =
CFT
2
F
{
16
27
FS31 +
16P4
27(N − 1)N3(N + 1)3(N + 2)S
2
1 +
[
−16
3
FS2
− 32P10
81(N − 1)N4(N + 1)4(N + 2)(2N − 3)(2N − 1)
]
S1 − 16P4
9(N − 1)N3(N + 1)3(N + 2)S2
− 2P13
243(N − 1)N5(N + 1)5(N + 2)(2N − 3)(2N − 1) − F
[
352
27
S3 − 64
3
S2,1
]
+
[
16
3
FS1 − 8P8
9(N − 1)N3(N + 1)3(N + 2)
]
ζ2 +
P3
9(N − 1)N2(N + 1)2(N + 2)ζ3
−
(
2N
N
)
16P5
3(N − 1)N(N + 1)2(N + 2)(2N − 3)(2N − 1)
1
4N
(
N∑
i=1
4iS1(i− 1)
i2
(
2i
i
) − 7ζ3
)}
+CAT
2
F
{
− 4P2
135(N − 1)N2(N + 1)2(N + 2)S
2
1 +
16
(
4N3 + 4N2 − 7N + 1)
15(N − 1)N(N + 1) [S2,1 − S3]
+
P12
3645(N − 1)N4(N + 1)4(N + 2)(2N − 3)(2N − 1)
− 8P11
3645(N − 1)N3(N + 1)3(N + 2)(2N − 3)(2N − 1)S1 +
4P7
135(N − 1)N2(N + 1)2(N + 2)S2
−
(
2N
N
)
4P9
45(N − 1)N(N + 1)2(N + 2)(2N − 3)(2N − 1)
1
4N
(
N∑
i=1
4iS1(i− 1)
i2
(
2i
i
) − 7ζ3
)
+
[
4P6
27(N − 1)N2(N + 1)2(N + 2) −
560
27
S1
]
ζ2 +
[
− 7P1
270(N − 1)N(N + 1)(N + 2)
−1120
27
S1
]
ζ3
}
, (4.2)
with the polynomials Pi
P1 = 1287N
4 + 3726N3 − 3047N2 − 7214N − 2624, (4.3)
P2 = 70N
5 + 95N4 − 223N3 − 751N2 − 629N − 142, (4.4)
P3 = −63N6 − 189N5 − 431N4 − 547N3 − 1714N2 − 1472N − 1472, (4.5)
P4 = 4N
6 + 3N5 − 50N4 − 129N3 − 100N2 − 56N − 24, (4.6)
P5 = 9N
6 + 9N5 − 53N4 + 47N3 + 44N2 − 104N − 80, (4.7)
P6 = 99N
6 + 297N5 + 631N4 + 767N3 + 1118N2 + 784N + 168, (4.8)
P7 = 220N
6 + 550N5 − 135N4 − 883N3 − 1621N2 − 1329N − 462, (4.9)
P8 = 33N
8 + 132N7 + 106N6 − 108N5 − 74N4 + 282N3 + 245N2 + 148N + 84, (4.10)
24
P9 = 100N
8 + 539N7 + 283N6 − 2094N5 + 452N4 + 219N3 − 1495N2
+712N + 996, (4.11)
P10 = 23N
10 + 136N9 − 221N8 + 388N7 + 1470N6 + 2206N5 + 2192N4 + 2564N3
+2082N2 + 1008N + 216, (4.12)
P11 = 96020N
10 + 180403N9 − 293651N8 − 563492N7 + 196513N6 + 478087N5 − 194200N4
−207066N3 − 7470N2 − 38880N − 12960, (4.13)
P12 = 149796N
12 + 481788N11 + 4037555N10 + 6431215N9 − 710852N8 − 14957774N7
−21164117N6 − 11167685N5 + 2360450N4 + 2452488N3 − 1225440N2
−518400N + 181440, (4.14)
P13 = 8868N
14 + 35472N13 − 9409N12 − 152862N11 + 61883N10 + 593774N9 − 379547N8
−1672874N7 − 807075N6 + 89818N5 − 325576N4 − 407328N3 − 167688N2
−21600N + 18144 . (4.15)
Here we use the short-hand notation S~a(N) ≡ S~a for the harmonic sums [27]. The polynomial
denominators in Eq. (4.2) show evanescent poles at N = 1/2, 3/2. However, the function is
continuous at these points, as the expansion around these values shows. This also confirms that
the rightmost pole is located at N = 1 as expected for a gluonic quantity in QCD. This also
applies to the OME, Eq. (4.26).
In Eq. (4.2) the new sum
T =
1
4N
(
2N
N
)( N∑
i=1
4iS1(i− 1)
i2
(
2i
i
) − 7ζ3
)
, (4.16)
occurs. While all other quantities emerging are known to obey regular asymptotic expansions,
it has to be investigated whether this is also the case for the term (4.16). Using HarmonicSums
we obtain
T ∝ − 4
N
+
7
9N2
− 79
450N3
+
937
22050N4
+
853
132300N5
− 61807
3201660N6
− 887287
2705402700N7
+
2650559
128828700N8
− 419100421
223388965800N9
− 845167596619
22580156663064N10
+
[
− 2
N
+
2
3N2
− 2
15N3
− 2
105N4
+
2
105N5
+
2
231N6
− 54
5005N7
− 6
715N8
+
466
36465N9
+
13646
969969N10
]
ln(N¯)
+O
(
1
N11
ln(N¯)
)
, (4.17)
with N¯ = N exp γE and γE denotes the Euler-Mascheroni constant. A regular asymptotic
representation is obtained for Eq. (4.17), which is even free of 1/
√
N terms due to the balanced
occurrence of the binomials
(
2j
j
)
. Since all other terms of O(α3sT
2
FCF,A) of Agg,Q contain harmonic
sums and rational factors only [16] the OME behaves the same way, cf. [73].
It is an interesting question, as to whether new structures, like those in Eq. (4.16) compared
to the usual harmonic sums, can be recognized in studying the minimal difference equations10
they obey. For this purpose we consider the equation for the harmonic sum S2,1(N) at one side
and Eq. (4.16) on the other side. The former obeys the difference equation
−(N + 1)2(N + 2)fN + (N + 2)
(
3N2 + 11N + 11
)
fN+1
10Difference equations of this kind can be generated using the packages Guess [72].
25
+
(− 3N3 − 22N2 − 55N − 47)fN+2 + (N + 3)3fN+3 = 0 , (4.18)
with the initial values {
f1 = 1, f2 =
11
8
, f3 =
341
216
, f4 =
2953
1728
}
. (4.19)
The term T without the ζ3-contribution obeys
−(2N + 1)(N + 1)2fN + (3N + 4)
(
2N2 + 6N + 5
)
fN+1
−(N + 2)(6N2 + 25N + 27)fN+2 + 2(N + 2)(N + 3)2fN+3 = 0 , (4.20)
with the initial values {
f1 = 0, f2 =
1
4
, f3 =
3
8
, f4 =
85
192
}
. (4.21)
Both difference equations are of degree and order three and are of quite similar structure. The
different type of the solutions are therefore hardly recognized ab initio.
The Mellin inversion of the binomial terms yield [28]
N∑
j=1
4jS1(j − 1)(
2j
j
)
j2
=
∫ 1
0
dx
xN − 1
x− 1
∫ 1
x
dy
1
y
√
1− y
[
ln(1− y)− ln(y) + 2 ln(2)
]
, (4.22)
1
4N
(
2N
N
)
=
1
π
M
[
1√
x(1− x)
]
, (4.23)
with the Mellin transform
M[f(x)](N) =
∫ 1
0
dx xN f(x) . (4.24)
Therefore the two new letters [28]
fw1(x) =
1√
x(1 − x) , fw3(x) =
1
x
√
1− x (4.25)
appear in the x-space representation beyond those forming the usual harmonic polylogarithms
[61].
4.1 The Operator Matrix Element
The O(T 2FCF,A) contribution to the operator matrix A
(3)
gg,Q is given by
A
(3)
gg,Q,T2
F
(N) =
T 2F
{{
CF
80
9
F + CA
[
448
(
N2 +N + 1
)
27(N − 1)N(N + 1)(N + 2) −
224
27
S1
]}
ln3
(
m2
µ2
)
+
{
CF
[
32
3
FS1 +
8P20
9(N − 1)N3(N + 1)3(N + 2)
]
+CA
[
8P19
27(N − 1)N2(N + 1)2(N + 2) −
640
27
S1
]}
ln2
(
m2
µ2
)
26
+{
CF
[
16
3
[S21 − 3S2]F −
8P23
27(N − 1)N4(N + 1)4(N + 2) +
32P4
9(N − 1)N3(N + 1)3(N + 2)S1
]
+CA
[
− 2P21
27(N − 1)N3(N + 1)3(N + 2) −
8P18
9(N − 1)N2(N + 1)2(N + 2)S1
]}
ln
(
m2
µ2
)
−CF 1
4N
(
2N
N
)
16P5
3(N − 1)N(N + 1)2(N + 2)(2N − 3)(2N − 1)
[
N∑
j=1
4jS1
(
j − 1)(
2j
j
)
j2
− 7ζ3
]
−CA 1
4N
(
2N
N
)
4P22
45(N − 1)N(N + 1)2(N + 2)(2N − 3)(2N − 1)
[
N∑
j=1
4kS1
(
j − 1)(
2j
j
)
j2
− 7ζ3
]
+
1
243
CF
[
144FS31 +
144P4
(N − 1)N3(N + 1)3(N + 2)S
2
1
+
[
−1296FS2 − 96P10
(N − 1)N4(N + 1)4(N + 2)(2N − 3)(2N − 1)
]
S1
− 189P16
(N − 1)N2(N + 1)2(N + 2)ζ3 +
8P26
(N − 1)N5(N + 1)5(N + 2)(2N − 3)(2N − 1)
− 432P4
(N − 1)N3(N + 1)3(N + 2)S2 − 3168FS3 + 5184FS2,1 − 10368ζ2
]
+CA
1
7290
[
216
P15
(N − 1)N2(N + 1)2(N + 2)S
2
1
+7290
[
8P24
3645(N − 1)N3(N + 1)3(N + 2)(2N − 3)(2N − 1) −
896
27
ζ3
]
S1
−189 P14
(N − 1)N(N + 1)(N + 2)ζ3 +
2P25
(N − 1)N4(N + 1)4(N + 2)(2N − 3)(2N − 1)
+216
P17
(N − 1)N2(N + 1)2(N + 2)S2 −
7776
(
4N3 + 4N2 − 7N + 1)
(N − 1)N(N + 1) [S3 − S2,1]
]}
, (4.26)
using Eqs. (2.3, 4.2) and the corresponding expressions implied by renormalization from Ref. [16].
The polynomials Pi read
P14 = 1287N
4 + 3726N3 − 2407N2 − 6574N − 1984, (4.27)
P15 = 20N
5 + 85N4 + 133N3 + 571N2 + 629N + 142, (4.28)
P16 = 9N
6 + 27N5 + 73N4 + 101N3 + 302N2 + 256N + 256, (4.29)
P17 = 40N
6 + 100N5 − 135N4 − 433N3 − 1441N2 − 1329N − 462, (4.30)
P18 = 40N
6 + 114N5 + 19N4 − 132N3 − 147N2 − 70N − 32, (4.31)
P19 = 63N
6 + 189N5 + 367N4 + 419N3 + 626N2 + 448N + 96, (4.32)
P20 = 15N
8 + 60N7 + 76N6 − 18N5 − 275N4 − 546N3 − 400N2 − 224N − 96, (4.33)
P21 = 27N
8 + 108N7 − 1440N6 − 4554N5 − 5931N4 − 3762N3 − 256N2
+1184N + 480, (4.34)
P22 = 100N
8 + 539N7 + 283N6 − 2094N5 + 452N4 + 219N3 − 1495N2
+712N + 996, (4.35)
27
P23 = 219N
10 + 1095N9 + 1640N8 − 82N7 − 2467N6 − 2947N5 − 3242N4 − 4326N3
−3466N2 − 1488N − 360, (4.36)
P24 = 22060N
10 + 29837N9 − 86869N8 − 94588N7 + 64757N6 + 39953N5 + 107890N4
+78546N3 + 36630N2 + 38880N + 12960, (4.37)
P25 = 145476N
12 + 468828N11 − 697525N10 − 2435225N9 − 540932N8 + 3047266N7
+2170723N6 − 1077965N5 − 2704030N4 − 1889112N3 − 674640N2 − 207360N
−51840, (4.38)
P26 = 8340N
14 + 33360N13 + 13051N12 − 98742N11 − 127865N10 + 59578N9
+195617N8 + 147746N7 + 91089N6 + 112370N5 + 98404N4 + 59064N3
+27828N2 + 7344N + 1296 . (4.39)
The analytic continuation of the OME Eq. (4.26) from the even moments N = 2n, n ∈ N to the
complex plane is obtained using the asymptotic representation for the harmonic sums [73, 74]
and Eq. (4.16) supplemented by the recursion relations for N → (N − 1) of Eq. (4.26).
The OME in the MS scheme is obtained by the following transformation
A
(1),MS
gg,Q −A(1),OMSgg,Q = 0, (4.40)
A
(2),MS
gg,Q −A(2),OMSgg,Q = CFTF
8
3
[
4− 3 ln
(
m2
µ2
)]
, (4.41)
A
(3),MS
gg,Q −A(3),OMSgg,Q = ln2
(
m2
µ2
){
CF
[
CATF
[
4P27
3(N − 1)N(N + 1)(N + 2) + 32S1
]
−16
3
(NF + 5)T
2
F
]
− C2FTF48F
}
+ ln
(
m2
µ2
){
CF
[
CATF
[
32
3
S1 − 4P28
9(N − 1)N2(N + 1)2(N + 2)
]
+
16
9
(13NF + 29)T
2
F
]
+ C2FTF
4P31
(N − 1)N3(N + 1)3(N + 2)
}
+CF
{
CATF
[
P29
9(N − 1)N2(N + 1)2(N + 2) + 64
[
ln(2)− 1
3
]
ζ2
−640
9
S1 − 16ζ3
]
− T 2F
[
64
3
(NF − 2)ζ2 + 4
9
(71NF + 143)
]}
+C2FTF
[
P30
(N − 1)N3(N + 1)3(N + 2) + (80− 128 ln(2))ζ2 + 32ζ3
]
,
(4.42)
with the polynomials
P27 = 11N
4 + 22N3 − 59N2 − 70N − 48, (4.43)
P28 = 257N
6 + 771N5 + 521N4 − 243N3 + 230N2 + 480N + 144, (4.44)
P29 = 1495N
6 + 4485N5 + 3927N4 + 379N3 + 3026N2 + 3584N + 768, (4.45)
P30 = −13N8 − 52N7 + 76N6 + 282N5 + 129N4 − 614N3 − 320N2 − 256N − 256,
28
(4.46)
P31 = 5N
8 + 20N7 + 12N6 − 10N5 + 75N4 + 254N3 + 188N2 + 112N + 48 . (4.47)
Here we have set the masses in both schemes equal symbolically, to obtain a more compact
expression.
4.2 Anomalous Dimension
As a by-product of the calculation we obtain the corresponding contributions to the anoma-
lous dimensions from the single pole term 1/ε or the corresponding linear logarithmic term, cf.
Eq. (2.3),
γˆ
(2),T2
F
CF,A
gg = −CAT 2F
4
27
{
Q2
(N − 1)N3(N + 1)3(N + 2) +
4Q1
(N − 1)N2(N + 1)2(N + 2)S1
}
+CFT
2
F
{
− 8Q3
27(N − 1)N4(N + 1)4(N + 2) +
64P4
9(N − 1)N3(N + 1)3(N + 2)S1
+
32
3
F
N(N + 1)
[S21 − 3S2]
}
, (4.48)
where
Q1 = 8N
6 + 24N5 − 19N4 − 78N3 − 253N2 − 210N − 96, (4.49)
Q2 = 87N
8 + 348N7 + 848N6 + 1326N5 + 2609N4 + 3414N3 + 2632N2
+1088N + 192, (4.50)
Q3 = 33N
10 + 165N9 + 256N8 − 542N7 − 3287N6 − 8783N5 − 11074N4 − 9624N3
−5960N2 − 2112N − 288 . (4.51)
Eq. (4.48) confirms previous results in [38] by a first direct diagrammatic calculation, here for
massive graphs containing two fermion lines of equal mass. In Ref. [19] the anomalous dimension
has been confirmed for 3-loop graphs containing one massless and a massive fermion line.
5 Conclusions
The contribution of O(T 2FCF,A) to the massive operator matrix element Agg,Q(N) at 3-loop order
has been calculated. It receives contributions from diagrams with two internal massive quark
lines of equal mass. The OME can be expressed in terms of harmonic sums, supplemented by
a single new binomially weighted harmonic sum. The analytic continuation to N ∈ C is given
by the recurrence relation of the expressions and the asymptotic representation. The OME has
poles for N ∈ Z, N ≤ 1. The results have been given for both the on-shell and MS-scheme
for the heavy quark mass. In the latter scheme, terms ∝ ζ2 are not present, cf. also Ref. [6].
As a by-product the corresponding contribution to the 3-loop anomalous dimension γgg has
been obtained in an independent calculation ab initio. The calculation of the diagrams with two
massive fermion lines need more special techniques than in the case of a single fermion line. Here
the use of Mellin-Barnes representations and generating functions based on cyclotomic harmonic
polylogarithms and S-sums is essential. In some of the diagrams we applied the method the
29
integration by parts method and applied differential equations to calculate the associated master
integrals. The technologies described can be generalized to the case of two different masses.
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A Results for the scalar graphs
In the following, the results for the scalar prototypes of the graphs contributing to the O(T 2FCF,A)
part of the operator matrix element A
(3)
gg,Q are summarized. These diagrams are much simpler to
calculate than the corresponding complete diagrams. However, they show the principal structures
of the full diagrams and share a common calculational scheme. The large amount of numerator
terms and their variation, however, increases the complexity of the QCD diagrams significantly.
All diagrams are normalized such that the factor
ia3sS
3
ε
(
m2
µ2
) 3
2
ε−3
(∆.p)N (A.1)
is omitted. The results for the diagrams in Figures 2–8, calculated as explained before, are given
by
Figure 2: Graph 1
Res1 =
(−1)N + 1
2
{
2
105ε2(N + 1)
− 1
ε
[
S1
105(N + 1)
+
57N + 127
7350(N + 1)2
]
+
1
420(N + 1)
(
S21 + S2 + ζ2
)
+
57N + 127
14700(N + 1)2
S1 − 75253N
2 + 78686N − 84767
18522000(N + 1)3
}
,
(A.2)
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Figure 3: Graph 2
Res2 =
(−1)N + 1
2
{
1
105ε2
+
1
ε
[
74N3 − 455N2 + 381N − 210
44100(N − 1)N(N + 1) −
1
210
S1
]
+
8903N3 + 39537N2 − 114440N + 36576
2822400(N + 1)(2N − 3)(2N − 1) S1
+
P32
148176000(N − 1)2N2(N + 1)2(2N − 3)(2N − 1) +
1
840
(
S21 + S2 + 3ζ2
)
+
(N − 1)N(5N − 6)
1536(2N − 3)(2N − 1)4N
(
2N
N
)[ N∑
j=1
4jS1(j − 1)(
2j
j
)
j2
− 7ζ3
]}
, (A.3)
P32 = 1795487N
8 − 7087789N7 + 10654130N6 − 5797102N5 + 6828839N4 − 16594069N3
+ 9651144N2 + 902160N − 1058400 , (A.4)
Figure 4: Graph 3
Res3 =
(−1)N + 1
2
{
1
ε
1
105N(N + 1)
− 57N
2 + 197N + 70
14700N2(N + 1)2
}
, (A.5)
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Figure 5: Graph 4
Res4 =
(−1)N + 1
2
{
−1
ε
1
5(N − 1)N(N + 1)2(N + 2) −
(3N2 −N + 56)
192(N + 1)2(N + 2)(2N − 3)(2N − 1)S1
− (N − 3)
128(N + 1)(2N − 3)(2N − 1)4N
(
2N
N
)[ N∑
j=1
4j(
2j
j
)
j2
S1(j − 1)− 7ζ3
]
− P33
7200(N − 1)2N2(N + 1)3(N + 2)(2N − 3)(2N − 1)
}
, (A.6)
P33 = 225N
7 − 325N6 − 10398N5 + 6806N4 + 23517N3 − 18721N2 − 1824N + 2160 , (A.7)
Figure 6: Graph 5
Res5 =
(−1)N + 1
2
{
−1
ε
4
15(N − 1)N(N + 1)2(N + 2)
+
N2 − 3N + 6
64(N + 1)(N + 2)(2N − 3)(2N − 1)4N
(
2N
N
)[ N∑
j=1
4j(
2j
j
)
j2
S1(j − 1)− 7ζ3
]
+
(N − 5)(3N + 8)
96(N + 1)2(N + 2)(2N − 3)(2N − 1)S1
+
P34
3600(N − 1)2N2(N + 1)3(N + 2)(2N − 3)(2N − 1)
}
, (A.8)
P34 = 225N
7 − 775N6 + 7702N5 − 4194N4 − 16783N3 + 13129N2 + 1176N − 1440 , (A.9)
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Figure 7: Graph 6
Res6 =
(−1)N + 1
2
{
1
45ε2(N + 1)
− 1
ε
[
S1
90(N + 1)
+
47N3 + 20N2 − 67N + 40
1800(N − 1)N(N + 1)2
]
+
105N3 − 175N2 + 56N + 96
13440(N + 1)2(2N − 3)(2N − 1)4N
(
2N
N
)[ N∑
j=1
4jS1(j − 1)(
2j
j
)
j2
− 7ζ3
]
+
(5264N3 − 2409N2 − 12770N + 3528)S1
100800(N + 1)2(2N − 3)(2N − 1) +
S21 + S2 + 3ζ2
360(N + 1)
+
S3 − S2,1 + 7ζ3
420(N + 1)
+
P35
2268000(N − 1)2N2(N + 1)3(2N − 3)(2N − 1)
}
, (A.10)
P35 = − 257476N8 + 682667N7 − 144175N6 − 586654N5 + 615368N4 − 948403N3 + 592683N2
+ 71190N − 75600 , (A.11)
Figure 8: Graph 7
Res7 =
(−1)N + 1
2
{
27N2 + 49N + 38
2880(N + 1)2(N + 2)4N
(
2N
N
)[ N∑
j=1
4j(
2j
j
)
j2
S1(j − 1)− 7ζ3
]
+
1
90(N + 1)
[
S3 − S2,1 + 7ζ3
]
+
1
90N(N + 1)2(N + 2)
[
S2 − S21
]
+
60N2 + 191N + 120
1440(N + 1)2(N + 2)
S1 − 81N
3 + 194N2 + 83N + 60
720N(N + 1)2(N + 2)
− 1
ε
1
12(N + 1)
}
, (A.12)
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Figure 9: Graph 8
Res8 =
(−1)N + 1
2
{
1
ε2
N + 2
45(N + 1)
+
1
ε
[
(N − 4)(8N2 + 11N − 5)
1800N(N + 1)2
− N + 2
90(N + 1)
S1
]
+
25N3 + 81N2 + 72N + 32
13440(N + 1)24N
(
2N
N
)[ N∑
j=1
4j
j2
(
2j
j
)S1(j − 1)− 7ζ3
]
+
151N2 + 1678N + 2072
100800(N + 1)2
S1 +
7N3 + 21N2 + 14N − 3
2520N(N + 1)2
S21
+
7N3 + 21N2 + 14N + 3
2520N(N + 1)2
S2 +
N + 2
120(N + 1)
ζ2
+
16091N5 + 37499N4 + 46885N3 − 4133N2 − 67410N − 12600
2268000N2(N + 1)3
}
. (A.13)
In some of the graphs, the denominator structure show evanescent poles at N = 1/2, 3/2, 5/2.
The expansion of the whole function around these values shows continuity.
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