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We experimentally investigate the detection mechanism in a meandered molybdenum silicide
(MoSi) superconducting nanowire single-photon detector by characterising the detection probability
as a function of bias current in the wavelength range of 750 to 2050 nm. Contrary to some previous
observations on niobium nitride (NbN) or tungsten silicide (WSi) detectors, we find that the energy-
current relation is nonlinear in this range. Furthermore, thanks to the presence of a saturated
detection efficiency over the whole range of wavelengths, we precisely quantify the shape of the
curves. This allows a detailed study of their features, which are indicative of both Fano fluctuations
and position-dependent effects.
Superconducting nanowire single-photon detectors
(SNSPDs) are a key technology for optical quantum in-
formation processing [1, 2]. An SNSPD consists of a thin
wire of superconducting material biased close to its criti-
cal current, which becomes resistive after the absorption
of a single photon, leading to a detection through an
amplified voltage pulse. Their low dark count rate, fast
response time, small jitter, and high efficiency favours
their use in various demanding quantum optics appli-
cations such as quantum key distribution [3], quantum
networking [4], device-independent quantum information
processing [5] and deep-space optical communication [6].
Notably, SNSPDs can be integrated in photonic cir-
cuits [7, 8].
One recent important advance in the SNSPD field
has been the introduction of amorphous superconduc-
tors such as tungsten silicide (WSi) [9], molybdenum
silicide (MoSi) [10, 11] and molybdenum germanium
(MoGe) [12]. SNSPDs based on these materials currently
have the highest reported detection efficiencies (93% for
WSi [9]), as well as a higher fabrication yield [13] than
devices made of polycrystalline materials such as niobium
nitride (NbN) [1], niobium titanium nitride (NbTiN) [14]
and tantalum nitride (TaN) [15].
One striking difference with polycrystalline materials
is that amorphous SNSPDs have a detection efficiency
that saturates at bias currents well below the critical cur-
rent [16]. Despite extensive studies, the question remains
if these differences are due to a fundamentally differ-
ent detection mechanism. Moreover, understanding the
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nature of the detection mechanism may ultimately lead
to novel SNSPD structures with better performances or
SNSPD-inspired devices targeting a broader range of ap-
plications.
One of the main techniques for investigating the detec-
tion mechanism is measurements of the energy-current
relation, i.e. the amount of photon energy required to
produce a detection event at constant detection proba-
bility. For NbN, the energy-current relation was found to
be linear [17] over a large range of energies using quan-
tum detector tomography [18] (QDT), which is evidence
for the role of a diffuse cloud of quasiparticles in the de-
tection process. Moreover, position-dependent measure-
ments [19] and external magnetic field-based study [20]
highlight the role of vortices in the detection mechanism.
In WSi, a linear relation was found over a large range
of energies, but with a slight deviation from a linear be-
haviour at low energies. Other results are, however, con-
tradictory: in separate experiments, indications of a non-
linear energy-current relation were found for NbN and
WSi SNSPDs [20]. In contrast, no extensive studies have
been carried out on amorphous MoSi devices.
In this work, we experimentally investigate the de-
tection mechanism in MoSi SNSPDs. We illuminate a
170 nm wide MoSi SNSPD with wavelengths ranging
from 750 to 2050 nm. By recording the photon count
rate as a function of the bias current and the incident
photon energy, we are able to characterise fully the de-
vice response. We find that the energy-current relation
is nonlinear throughout this wavelength range. Further-
more, we investigate the shape of the count rate curves at
different photon energies. We interpret these results as a
potential combination of Fano fluctuations and position-
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FIG. 1. Scanning electron microscope image of the MoSi
device. The dashed circle shows where the photons are
absorbed, corresponding to the limit of the gaussian mode
spread from the optical fiber. The inset on the right shows a
magnification of the meander turns.
dependent effects in the device.
The device is fabricated out of a 5 nm thick film of
amorphous Mo0.8Si0.2, with a Tc = 5 K, which is de-
posited by co-sputtering Mo and Si targets. The film is
patterned into a meandered wire with a width of 170 nm
and a pitch of 160 nm (see Fig. 1) and a total surface area
of 16×16 µ m2 by a combination of e-beam lithography
and ion beam etching. A self-aligning technique is used
to ensure optimal coupling to the optical fibre [21]. The
device has been selected out of tens of other detectors by
looking at the highest critical current and widest plateau
region. The detection efficiency at 1550 nm is 20%.
The detector is mounted in a sorption cryostat reaching
0.75 K. The detector is biased with a current source and
its critical current is 14.7 µA. The voltage pulses from
detection events are amplified by a custom low-noise am-
plifier cooled to 40 K and by a secondary amplifier at
room temperature.
The detector is illuminated with unpolarized pho-
tons coming from a halogen lamp sent through a grat-
ing monochromator. This provides a continuous spec-
trum from 750 to 2050 nm. We carefully calibrated the
monochromator using laser lines at 632.8, 980.1, 1064.0,
1310.2 and 1550.8 nm. By using the second order of some
of these wavelengths, we obtain 9 calibration points, ex-
tending up to 2128.0 nm with a 4 nm uncertainty. Ap-
propriate low pass filters were inserted to avoid crosstalk
from higher diffraction orders.
We measured the photon count rate (PCR) as a func-
tion of bias current and photon energy, integrating for
10 seconds at each point; see Fig. 2. We measured the
system dark count rate (DCR) and subtracted it from our
measurements. In order to compare various wavelengths,
we normalise our data to a count rate value situated just
below the critical current, i.e. in the plateau region where
the efficiency is saturated.
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FIG. 2. Normalized photon count rate (detection rate sub-
tracted minus the DCR, normalized by the maximum count
rate) as a function of the bias current Ib at 0.75 K. Each color
represents one measurement run with a specific incident pho-
ton wavelength. Each solid line traces the error function fit for
the respective data curve. The dashed red line indicates the
fraction η of the saturated detection efficiency η = 50%. The
leftmost and rightmost curves correspond to 750 and 2050 nm,
respectively. The critical current is 14.7 µA
To reconstruct faithfully the curves one must pay at-
tention to the pulse discrimination electronics. Indeed,
a problem can arise when the detector operating at very
low bias currents, i.e. at currents for which the amplitude
of the detection pulses are marginally higher than the
amplitude of the noise of the amplifying chain and of the
discriminator level. The consequence is that the shape of
the PCR curve can be affected. We avoid this problem by
operating only at those currents and discriminator lev-
els where the shape of the curves are independent of the
discriminator level. See the Appendix for details.
Fig. 3 shows the energy-current relation for our MoSi
detector. For each wavelength we plot the amount of
bias current Iηb required to achieve a certain fraction η of
the saturated detection efficiency (which we normalised
to one in Fig. 2). Our setup allows us to measure from
0.6 eV to more than 1.6 eV in the single-photon absorp-
tion regime. We plot this relation for η = 50% and
η = 1%, at 0.8 K and 1.5 K. We find that the rela-
tion between bias current and photon energy is nonlinear
throughout this entire measurement range, and for both
temperatures.
The long plateau and the broad response of our de-
tector allows us to carefully characterise the full shape
of the normalised PCR curves, and compare them with
models in the literature. The curves have a transition
region where the detection efficiency increases, followed
by a plateau region. One theory attributes the shape
of the transition region to Fano fluctuations, which are
the result of the statistical nature of the quasiparticle
creation process [22, 23]. Since only a finite fraction of
30.6 0.8 1.0 1.2 1.4 1.6
Energy (eV)
3
4
5
6
7
8
9
10
I
η b
(µ
A
)
η = 50%
η = 1%
750850950100012001400160018002000
Wavelength (nm)
0.6 0.8 1.0 1.2 1.4
Energy (eV)
3
5
7
9
I
η b
(µ
A
)
FIG. 3. Energy-current relation for two different normalised
detection probabilities. The threshold current I1%b (red
squares) and I50%b (blue points) are plotted as a function of
the photon energy and corresponding wavelength, at 0.8 K.
Inset: Energy-current relation at 1.5 K.
the incoming photon energy ends up in the quasiparticle
bath, the number of quasiparticles generated by a pho-
ton of energy E fluctuates as ∆N =
√
FE/, where F is
the Fano factor and  is the energy of a single quasiparti-
cle. These fluctuations have recently been analysed in the
context of a model of quasiparticle recombination [24]. In
this model, the transition region occurs because for some
currents, the photon only occasionally produces enough
quasiparticles to trigger a detection. This results in a
predicted sigmoidal shape (error function) for the PCR
curve with a width that is set by the microscopic details
of the downconversion process [25].
To check whether the Fano fluctuation theory agrees
with our measurements, in Fig. 2 we fit the ex-
perimental data with an error function R(Ib) =
erf
[
(Ib − I50%b )/σ
√
2
]
, where σ quantifies the width of
the transition. As can be seen, at low photon energies
the fit agrees very well with the data. However, at high
energies, the shape of the curves starts to deviate from
the R(Ib) fits. The inset in Fig. 4 shows the highest and
lowest energy scans, which are overlapped to facilitate
comparison. This discrepancy is statistically significant:
the difference in the reduced χ2, which quantifies the
quality of the fit, is over two orders of magnitude between
the lowest and highest photon energies. See Appendix for
details.
From Fig. 2, it is clear that the transition becomes nar-
rower as the photon energy is increased. Figure 4 shows
the width of the transition as a function of photon energy,
defined as ∆Ib = I
80%
b − I20%b . While this effect is ob-
served in previous studies [15, 16], we believe we present
here its first quantitative description. The interpretation
of this effect is still an open problem.
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FIG. 4. Transition width defined as ∆Ib = I
80%
b − I20%b ob-
tained from Fig. 2 as a function of the incident photon energy.
Inset: photon count rate curve for 750 nm and 2050 nm as a
function of the normalised bias current. The solid lines repre-
sent the error function fit, see text. The red arrows indicate
the two inflection points where the data is not well described
by the error function.
The error function fit which we observe for low pho-
ton energies is precisely what is predicted by the Fano
model. However, deviations from this shape at high en-
ergies suggests that this may not be the whole story. A
possible explanation could come in the form of an ad-
ditional model which predicts position dependent effects
in the nanowire. In this model, different parts of the
cross section of the superconducting nanowire become
photodetecting at different bias currents, due to an in-
trinsic position dependence in the fundamental detection
mechanism [19, 26]. In such a model, different points
in the cross-section of the wire have different energy-
current relations. Consequently, this gives rise to addi-
tional broadning of the transition (in addition to the Fano
fluctuations), where the width of the transition is given
by ∆Ib = Imin(E)−Imax(E), where Imin and Imax are the
threshold currents at the most efficient point (edge) and
the least efficient point (middle) along the cross-section
of the wire, respectively. For such a model, one expects
the width of the transition to increase with higher pho-
ton energies [19, 27], which could explain why the er-
ror function fit is not as good at higher photon energies.
Moreover, due to the sharpening of the error-function
transition (Fig. 4) at higher photon energies, one would
expect any additional effects to be more visible, even if
the position dependence effect is weakly dependent on
photon energy.
We note that due to the transition width energy de-
pendence shown in Fig. 4, the probability threshold of
the energy-current relation η = 50% is a good choice. In-
deed, the relation for η = 1% is affected by the transition
width dependence and appears closer to linear. We ob-
4serve this effect by comparing both curves in Fig. 3, but
it does not change qualitatively the non-linear behaviour.
The nonlinear relation in MoSi is surprising in the light
of previous experiments. For 220 nm-wide NbN SNSPDs
made from nanobridges, and also with nanodetectors and
meanders, the energy-current relation was found to be
linear in the range of 0.75 to 8.26 eV using quantum de-
tector tomography (QDT) [17]. A result consistent with
this was found for TaN detectors [28], and for a series
of NbN meanders of varying widths [29]. Nevertheless,
a nonlinear behaviour for NbN meanders probed with a
filtered black body light source was later observed in the
0.5 to 2.75 eV range [20] by using the two probability
thresholds η = 50% and 90% of the normalised PCR.
For the amorphous materials, the evidence is scarcer: a
previous study with WSi meanders found a linear rela-
tion at low energies and a single point deviating from
this trend at 1.8 eV [16]. Recently, measurements on
220 nm-wide WSi SNDPDs nanobridges [30] using QDT
have shown a linear behaviour from 0.85 to 2.5 eV, but
with a slight deviation from the linear behaviour between
0.75 and 0.85 eV. Reviewing this seemingly contradictory
evidence, no obvious distinction between the two groups
of results presents itself: neither wire width, nor device
geometry, nor measurement method, nor the crystallinity
of the material. While our results add additional data,
the question of the detection mechanism remains an open
problem.
In conclusion, we investigated the detection mechanism
in MoSi superconductor nanowires single-photon detec-
tors by measuring the PCR as a function of photon en-
ergy and bias current. We found a nonlinear energy-
current relation, in contrast to some observations on
other materials such as NbN and WSi. Moreover, we
study the full shape of the detection probability curve
and found indications for the role of both Fano fluctua-
tions and position-dependent effects.
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6Appendix
Discriminator setting
In order to assess that the experimental data have a
physical meaning and are not affected by any electronics
effects, we must pay attention to the pulse discrimination
electronics. By decreasing the wavelength (increasing the
energy) of the incident photon, the bias current needed
to create an event decreases. As the signal amplitude
depends only on the applied bias current, a problem can
arise when the detector is operating at such low currents.
If the discriminator threshold level is not set correctly,
the consequence is that the photon counts cannot be dis-
tinguished from the amplifier noise and the shape of the
PCR is affected. In Fig. 5, we plot the PCR as a function
of the bias current for different discriminator threshold
values at 750 nm. By increasing the threshold value,
the bias current needed to overpass it increases and the
PCR curves shift to the right. In addition to this, the
transition width becomes steeper, see Fig. 6, where the
transition width ∆Ib = I
80%
b − I20%b and the bias value
I50%b extracted from Fig. 5 are plotted as a function of
the discriminator level.
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FIG. 5. Normalized photon count rate (photon count rate
subtracted by the DCR and normalized by the maximum
count rate) as a function of the bias current Ib at 0.75 K for an
incident photon wavelength of 750 nm. Each color represents
one measurement run with a specific discriminator threshold
value in millivolts. Each solid line traces the error function
fit for the respective data curve. The leftmost and rightmost
curves correspond to 44 mV and 150 mV, respectively.
We verified that none of the curves are affected by scan-
ning the discriminator level and restricting ourselves to
those bias currents where the count rate was independent
of threshold level, corresponding the left region shown in
Fig. 6. The minimum detectable voltage pulse in our
setup occurs at a bias current of approximately 2.5 µA.
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FIG. 6. Transition width ∆Ib (in blue) and I
50%
b (in red)
in µA extracted from Fig. 5 as a function of the discrimi-
nator setting value in mV for an incident photon wavelength
of 750 nm. The vertical dashed line represent approximately
the maximum setting value of the discriminator.
χ2 computation
To check how well our data agree with an error func-
tion, we compute the reduced χ2. We fit our experimen-
tal data to the error function of the general form:
erf
(
Ib − I50%b
σ
√
2
)
=
2
σ
√
2pi
∫ Ib
I50%b
e−
(v−I50%b )
2
2σ2 dv (1)
where σ quantifies the width of the PCR transition.
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FIG. 7. Reduced χ2 calculated from error function fits on the
PCR as a function of the incident photon energy.
We compute the reduced χ2 given by the following ex-
7pression:
χ2
n.d.f
=
k∑
i=0
(
Yi − Yˆi
)2
σ2i
/
n.d.f (2)
where k is the number of points, the Yi are the observed
values with a corresponding standard deviation σi, Yˆi are
the values from the fit, and n.d.f. is the number of degrees
of freedom.
Fig. 7 shows the reduced χ2 as a function of the in-
cident photon energy. The difference is over two orders
of magnitude between the lowest and the highest pho-
ton energies, which indicates that the fit at low photon
energies agrees much better with the data compared to
high energies, for which the shape of the curves starts to
deviate from the error function fits.
