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　　　　　　　　　　　　　　　　　　　Synopsis
　　The　problem　of　estimating　state　var三ables　is　considered　here　for　continuous　noisy
dynamic　systems，　on　the　basis　of　the　rather　extended　maximum　likelihood　estimation
with　the　weighted　energy　constraints．
　　The　solution　of　the　nonlinear　problem　is　given　by　the　method　of　invariant　imbedding，
and　the　solution　developed　here，　is　the　first　order　approximation　filters　which　include
Kalman＆Bucy　filters　as　the　special　case．
　　Finally，　an　illustrative　example　is　shown．
1．　まえがき
　観測雑音によってよごされたランダム信号をとりだすための最適フィルタの構成理論はウィ
ーナーフィルタの理論1》としてよく知られているところである。入力の定常性ということから，
これらの理論は周波数領域における取り扱いに限定されていることもまた事実であり，より実
際問題への適用という点で限界のあることも知られている。これに対して，上記限界をとり除
くものとして時間領域におけるとり扱いを許す，いわゆる状態推定理論が展開された。状態推
定の立場にたった最適フィルターの構成方法には大別して（1）直交射影法2）（2）最尤推定法8）（3）ベ
イズ推定法4）（4）情報理論的立場からの接近法5｝，に分けることができる。これらは本質的にい
ずれも真の状態とその推定値との誤差の最小自乗平均規範に帰着されるものと思われる。しか
しながらこれらの理論においては状態のエネルギー（広義）に関する情報は必ずしも陽にはあ
たえられてはいないと思われる。
　そこで本研究においては上記（2）の最尤推定法の立場をとることにし，推定すべき状態のエネ
ルギー（広義）を最大にするという条件を付した場合の最適な状態推定過程（最適フィルタ）
を求めることにする。こごでえられる結果の特殊な場合はよく知られているKalman＆Bucy
フィルタ2）と全く一致することが次第に明らかになるであろう。
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2．　理 論
　さて，考察するシステムの状態方程式と観測方程式はそれぞれ次の（1）（2）であたえられるもの
とする。
　　　　　　　　　　　d．i：Qt）－f（・，・・）＋・（t，・・）u（t）　　　　　　　（・）
　　　　　　　　　　　Z（t）　＝＝　h（t，x）十v（t）　　　　　　　　　　　　　　　　　　　　　　　　（2）
ここtL　C（t）はn次元列ベクトルで表わされる状態ベクトルであり，　f（’，　X）はn次元列ベク
トル値関数，g（t，x）はn×r行列，　h（t，x）はm次元列ベクトル値関数，　Z（のは観測信号を表
わすm次元列ベクトル，U（の，　V（t）はそれぞれ平均値零の正規白色離音を表わすr，　m次元
列ベクトルとし，それらはたがいに独立とする。また，非線形ダイナミックシステム（1）の安定解
の存在と一意性は保障されているものとする。（1）の初期条件は，初期時刻をt。で表わしたとき
　　　　　　　　　　　　　　　x（to）＝Xo　　　　　　　　　　　　　　　　　　　（3）
であたえられるものとし，x。はu（t），　v（t）とたがいに相関のない正規性ベクトルであり，「そ
の平均値を銑で表わして期待値演算をE〔〕で示せば　　’
　’　　　　　　　E［x（t。）〕－x。　　　　　’　　　　（4）
で表わされる。初期状態x（to）の共分散行列を11×nの行列P（t。）で示せば
　　　　　　　　　　　　　　　ノ）（to）＝P，　　　　　　　　　　　　　　　　　　　　　　　（5）
であたえられているものとする。さらにπ（の，V（のに関して，それぞれの共分散行列は
　　　　　　　　　　　cow〔u（t），u（τ）〕＝Q（彦）δ（t一τ）　　　　　　　　　　　　　　　　　（6）
　　　　　　　　　　　cov〔v（彦），v（τ）〕＝、R（t）δ（彦一τ）　　　　　　　　　　　　　　　　　（7）
であたえられているものとする。ここにcovは共分散を示し，　Q（彦），　R（彦）はそれぞれr×r，
mXmの正定値行列とする。またδ（のはディラックのデルタ関数を示す。
　さてシステム（1）（2）は厳密には
　　　　　　　　　　　dx（t）＝f（t，　x）dt＋9（彦，　x）dξ（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　（8）
　　　　　　　　　　　dy（t）＝＝h（t，　x）dt十dη（t）　　　　　　　　　　　　　　　　　　　　（9）
なる表現をとるぺきで6），ここに
　　　　　　　　　　　　　　・，　dy（の＝Z（のごit　　　　　　　　　　　　　　　　　　　　　　　（10）
　　　　　　　　　　　　　　　dξ（t）＝＝・u（t）dt　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11）
　　　　　　　　　　　　　　　dη（の＝v（t）　dt　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（12）
なる関係があり，or（のは厳密な意味での観測信号，ξ（の，η（のはブラウン運動を示すものとす
る。また，それぞれZ（の，u（t），　v（t）と同じ次元のベクトルであることは明らかである。　さ
らに
　　　　　　　E〔ξ⑦〕一α…〔ξ一〕－1：弩㍑　　　（・3）
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　　　　　　　E〔η（t）〕一・・　・・v〔・④・・（・）〕一∫穿袈1繊　　　（・4）
であり，（2）で表わされるZ（のの初期値を
　　　　　　　　　　　　　　　Z（to）＝Zo　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（15）
とすれぽ
　　　　　　　　　　　　　　　ツ（to）＝ツo　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（16）
であたえられるものとする。したがってシステム（1）（2）はシステム（8）（9）に対する形式的表現であ
るといえるけれども，ここでは一応便宜上（1）（2）の形式を採用することにする。
　さて従来の最尤推定法を要約すれば，問題1のように整理することができる。
問題1
　システム（1）（2）に対して次のコスト関数
　　　　　　　」・一÷＠ω一銑〕TP・’1〔・（t・）一・・〕
　　　　　　　　　＋÷∫1卿一一一〕d・．　（・7）
を最小にするような（X（のに対する）推定a（t）を求めよ
　これに対して本論文では次の問題をあらたに提起し，論じていくことにする。
問題2
　問題1においてコスト関数」，を最小にするのと同時に次のコスト関数
　　　　　　　　　　　」・一幾瞬）u（T）dT　　　　（・8）
を最大にするような（X（のに対する）最適な推定a（t）を求めよ。ただしA（τ）はn×nの非
負定値の適当な重み行列であり，さらにTは転置を示すものとする。
　（17）においてQ－1（τ），R－1（τ）は重み行列であるが，一般に観測雑音は必ずしも正規白色雑
音による近似の適用はできなくなることから，このような場合にはv（τ）に対する重み行列R騨1
（τ）の代りに適当な重み行列B（τ）で置きかえて考えることにする。ここでB（τ）はm×mの
非負定値行列とする。このような場合には結局問題2の解においてR－1（τ）→B（τ）の置きかえ
でただちに解決されるであろう。また，直観的にではあるけれども，物理的イメージによって，
問題2の要求するところを解釈すれぽ次のように考えられると思われる。すなわち，（17）の第
一項は初期状態のその平均値からのずれに関する重みづけられたエネルギーを表わし，第二項
は非線形ダイナミックシステムに対する入力雑音と観測雑音それぞれの所有する重みづけられ
たエネルギーの初期時刻t。から現在時刻tまでの総和を示し，結局それら全体の和すなわち
J，を最小にすると共に，（18）で表わされるコスト関数」、すなわち初期時刻t。から現在時刻ま
での状態の所有する適当に重みづけられたエネルギーの総和を最大にせよということを述ぺて
いるものと考えられる。
　さてJ2を最大にすることは一J，を最小にすることと等価を考えられるから
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　　　　　　　　　　　　　　　」＝J，－」，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（19）
で定義されるコスト関数」を最小にすることと問題2のことがらとは全く同じことであると
思われる。よって，ハミルトニアンHを，それぞれn，m次元ベクトルを示すラグランジュ
未定乗数関数ρ（τ），ψ（τ）を導入して
　　　H隔卿・・〕≡÷〔uT（？（τ）－t・＋・・R（・）一・v－…A（・）・〕
　　　　　　　　　　　　十soT〔f（τ，　x）十9（τ，　x）u〕十ψ『〔Z（τ）－h（τ，　x）－v〕．　　　　　　（20）
で定義すれぽ（19）は
　　　・一÷〔・（t・）一・・〕Tl・’・一・〔・（t・）一・・〕＋∫liH〔蝋綱一㈱　　（・・）
となる。そこで（21）すなわちJを最小にするために，まず」の変分をとることにする。変分
演算をδで示せぽ
　　　　　　　・J－∫je｛（鶉＋ψ・）・・＋塾＋塾｝dT
　　　　　　　　　＋｛〔x（t・）－X・〕「p・－1＋ρ（t。）T｝δx（t。）－9（t）’δv（の　　　　　　　（22）
よって第一変分
　　　　　　　　　　　　　　　δJ＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（23）
より正準方程式
　　　　　　　　　　　　　　　‘釜τ）一（∂H∂9）T　　　　（24）
　　　　　　　　　　　　　　　4祭τ）一一（∂H∂x）T　　　　（25）
　をうる。および境界条件
　　　　　　　　　　　　　　　9）（to）＝－Po－“，〔x（to）－Xo〕　　　　　　　　　　　　　　　　　　　　　　　（26）
　　　　　　　　　　　　　　　g（t）＝0　　　’　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（27）
とともに
　　　　　　　　　　　　　　　∂H　　　　　　　　　　　　　　　蕊『＝0　　　　　　　　　　　　　　　　　　（28）
　　　　　　　　　　　　　　　∂H　　　　　　　　　　　　　　　－∂を7＝0　　　　　　　　　　　　　　　　　　（29）
をうる。ただしδx（t。）キ0，δx（の≒0を用いた。　さらにこれらの条件はJを最小にするため
の必要条件であることは明らかである。（28）より
　　　　　　　　　　　　　　　u（τ）＝－w（τ，x）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（30）
ただし
　　　　　　　　　　　　　w（・，x）≡9（τ，　c）Q（τ）9（・，x）T　　　　　　　（31）
（29）より
　　　　　　　　　　　　　　　v（τ）＝1～（τ）ψ（τ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（32）
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あるいは
　　　　　　　　　　　　　ψ（τ）＝R（τ）－1〔z（τ）－h（τ，x）〕
をうるがこれらをハミルトニアンHの式（20）に代入して（24）（25）を適用すると
　　　　弩τ）－f（・，・x）一（・，・）・（・）
4窪）－A（・）・（・）一（募）Tg（・）＋÷9（・）・（讐）9（・）
　　　　＋（∂h∂x）TR（・）一・〔z（・）－h（・の〕
（33）
（34）
（35）
をうる。よって（34）（35）を境界条件（26）（27）を用いて解けぽよいことになる。これはいわゆる
2点境界値問題である。しかしながら，実際に欲しいのは現在時刻∫における情報であるから，
ここでinvariant　imbeddilg7〕を適用することにする。すなわち（27）において一応
　　　　　　　　　　　　　　　～o（の＝c　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（36）
としてcを変数とみなす。このとき（26）（36）なる境界条件を満足する解x（t）を
　　　　　　　　　　　　　　　x（t）＝r（c，t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（37）
とおけばプ（‘，のなる関数が決定されれぽc＝0とおくことによって解があたえられることにな
る。しかるに（34）（35）の右辺をそれぞれcr（x，　g，τ），β（x，ρ，τ）とおくと，次のinvariant
imbedding方程式がなりたつことが知られている7）。
　　　　　　　　　　　・（r，・・，・t）一∂プ1会のβ（r，・・，・t）＋∂7器彦）　　　（・8）
この非線形偏微分方程式の近似解は次のようにして求められる。いまr（c，のをc＝0の近傍で
テーラー開展し，cの2次以上の項を無視すると
　　　　　　　　　　　r（c，・t）－r（・，・t）＋∂7器の〕c　　　　，（・9）
　　　　　　　　　　　　　　　　　　　　　　C＝O
となる。ここで解X（彦）を推定値a（t）とすれぽ
　　　　　　　　　　　　　　　r（0，t）＝＝冷（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（40）
とかくことができる。（39）の右辺第二項において
　　　　　　　　　　　　　　　∂1・（SIC3t）〕一一r（の　　　　　（・・）
　　　　　　　　　　　　　　　　　　　C＝0
とおくことにする。よって（39）は
　　　　　　　　　　　　　　　r（c，彦）＝命（の一∫7（t）c　　　　　　　　　　　　　　　　　　　　　　　　　（42）
となる。そこで（42）を（38）に代入してcの2次以上の項を無視するような近似をほどこすと，
次の推定過程をうる（付録）。
　　　　　　　　　　　　　　　　　　　　　∂h　T　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（43）　　　　dt　　　　　　　　　　　　　　　　　　　　　　　　　．
de（の一r（のA（のa（の＋f（・，・a）・r（の（謝R（の一・〔z（の一h（t，・a）〕
droi：の一r（・）A（のr（の＋r（・）（募）T＋（募）r（の
　　　　＋’（の舌｛（募）TR（・）一・〔・（・）－h（ちa）〕｝r（の＋ω（・i）
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　ここで（42）においてt＝t。を代入して（36）（37）を適用すれば
　　　　　　　　　　　　　x（te）＝＝企（to）－f（to）9（to）　　　　　　　　　　　　　　　　　　　　　　　　　　（45）
をうる。一方（26）を変形して
　　　　　　　　　　　　　x（to）＝語o－II’e9（to）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（46）
をうる。よって（45）（46）を比較することによって次の初期条件をうる。
　　　　　　　　　　　　　　　冷（to）＝Xo　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（47）
　　　　　　　　　　　　　　　r（to）＝＝♪o　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（48）
　このようにしてえられた推定過程は（47）（48）なる初期条件のもとに（43）（44）を解くことによ
ってあたえられるけれども実際問題として物理的に意味のある形に変換すれぽ（10）（11）（12）に
ょって（43）（44）は（8）（9）のシステムに対して
　　　　　　　　　　　　　　　　　　　　　　　∂h　7’　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（49）
　　　　　　　　　　　∂　　∂h　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（50）
となる。こで観測雑音V（のは正規白色雑音なることを仮定したけれども，いまもしもV（のが
必ずしも正規白色雑音でなくて統計的な性質が未知の場合には適当な重み行列B（のを導入し
て（43）（44）あるいは（49）（50）においてR（t）－1→B（ののおきかえによってただちに解があたえ
られることは前述した通りである。
3．Kalman＆Bucyフィルタとの関係
　さてここで線形の場合の考察をしてみよう。（1）②のシステムにおいて
聯）－r（彦）A（のte（の誘＋！（t，・a）・・＋’（の（謝R（の一・〔の（の一ん（ゆ）朔
dr（・）－r（のA（のr（・）dt＋r（の傷）Tdt＋（禦）r（のdt
　　 ＋r（の義｛（1窒）TR（t）“・〔dy（t）－h（ち鯛｝r（・）柳（ち勾dt
　　　　　　　　　　　　　　　f（t，　x）＝F（t）x（t）
　　　　　　　　　　　　　　　9（t，　x）＝G（t）
　　　　　　　　　　　　　　　h（t，x）＝H（t）x（の
の形に書く場合に相当する。このとき，（43）（44）は
　　　　　　　　　　　　　　　募一H（t）
　　　　　　　　　　　　　　　募一F（の
　　　　　　　音｛（霧皇）TR（t）－i〔z（の一h（t，・2）〕｝一一H（t）・・R（t）一・・H（の
　　　　　　　　　　　w（ち企）＝・G（t）Q（t）G（t）「
であるから
弩彦）－r（のA（彦）a（の＋F（t）a（・）＋r（のH（の・R（の一・〔・⊆の一H（脚）〕
（51）
（52）
（53）
（54）
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d「oillの一r（のA（彦）r（の＋r（t）F（の・＋F（・）r（の一r（のH（の・R（の一iH（t）r（の
　　　　　　　十G（t）Q（のG（t）T　　　　　　　　　　　　　　　　　　　　　　　　　　（55）
となる。ここで重み行列A（t）を零行列としてみるとまったくKalman＆Bucyフィルタと一
致していることが確かめられる。ただし，このときf（のは
　　　　　　　　　　　　　　　’th（t）＝x（t）一を（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　（56）
で定義される誤差X（t）の共分散行列をP（t）で表わせぽ，
　　　　　　　　　　　　　r（彦）≡…P（の＝cov〔髭（の，髭（の〕　　　　　　　　　　　　　　　　　　　　　　（57）
となっている。したがってこれまでにえられた結果はKalman＆Bucyフィルタの拡張となっ
ていることがわかる。もちろん初期条件は（47）（48）であたえられることになる。
4．計　算　例
　かんたんのためにスカラー過程の場合を考えるものとする。ここで，たとえばベクトル∬に
対してその第i成分をXi，行列Aに対してrg　i行，」列の要素を小文字を用いて殉のように
かくことにする。他のベクトル，行列に関しても同様とする。
　さて次のようなシステムを考える。
　　　　　　　　　　　亀1の一一・…、（・）＋・、（t）Ui（t）　　　　（58）
　　　　　　　　　　　　　　Zl（t）＝Xl（t）十Vl（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　（59）
（43）（44）において
　　　　　　　　　　　fてち効→fi（t，　thi）＝－sin命、（t）
　　　　　　　　　　　h（t，　a）→h，（ち冷1）＝企，（t）
　　　　　　　　　　　w（　Aち灘）→w、（t，　a，）＝＝冷、（t）2qit（の
　　　　■
を考慮すると
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（60）4も1の一・。（のal、（の・・、（’）一・・…（の＋ri・（の〔・t（・）一・・i（の〕／・・1（の
4γU彦）一ハ・（の・〔…（の一・／r・・（の〕一・ri・（の・・…（t）＋・・（の2qi・（の （61）
をうる。これらの微分方程式を解くことによってX、（のに対する推定a、（のを求めることがで
きる。あるいは（60）（61）をより実際的な表現になおせば
　　　da、（t）　・＝　r、、（t）ai、（t）tei（t）dt－sin　ai（t）　dt＋γ、、（t）〔dy、（t）　－Xi（t）dt〕／r、、（t）
　　　dr、、（t）＝r、、（t）2〔an（t）－1／r、、（の〕dt－2rn（t）c・s　a、（t）dt＋a、（彦）2qi　t（t）at
となる。このとき，初期値は
　　　　　　　　　　　　　　　　　冷1（to）＝dio，1
　　　　　　　　　　　　　　　　　γ11（to）＝PO，、、
（62）
（63）
（64）
（65）
であたえられることになる。ただしベクトルx。の第i成分をtO。，iで，行列P。の第i行，」列
の要素をP。，tfと記した。
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5．　結 言
　このようにして問題2に対して結局（43）（44）あるいは（49）（50）の解を（のを求める問題とな
った。推定過程（43）あるいは（49）は本質的には一次近似フィルタである。このとき初期条件は
（47）（48）であたえられるけれども，ここでえられた結果はあくまでも必要条件であることを注
意しなくてはならない。一般に十分条件を明らかにすることは困難なので，ここではふれない
ことにする。またここでえられた結果はKalman＆Bucyフィルタの拡張となっていることも
明らかにされた。最後にかんたんな計算例を示した。なおシュミレーションについては別の機
会に報告したい。
　なお，本研究は昭和51年度明大科学技術研究所における重点研究費によるものであることを
記しておく。
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付 録
（42）を（38）に代入して
　　　　　　　　　　・（・－r（t）・c，・c，・t）・…（・，・，t）一∂α（書おら彦）r（t）c
　　　　　　　　　　β（・－r（・）…，・t）・・β（・，　c，・t）一∂β（書爵’）r（t）・
のようにテーラー展開して‘の2次以上の項を無視すれば，ただちに
　　・（・…c・・t）一∂α審らの・（t）c－－r（t）β（・…t）・r（の∂β（差野）r（t）c＋書一釜
上式に（34）の右辺すなわちα（£，c，　t），（35）の右辺すなわちβ＠，c，のを適用して両辺の‘に関しての定数
項およびcの係数を比較することにより，ただちに（43）（44）をうる。ただし，この場合もcの2次以上の
項は無視する。
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