ABSTRACT Internet of Energy is promoting the deep integration between power grid and communication technologies, while the production, operation and service mode of the power grid are undergoing great evolutions. The expanded services need to be carried by efficient electric power communication network (EPCN). Aiming at releasing the bottleneck problem of link capacity in EPCN, we propose a pre-cross-connected trail (p-Trail)-based protection algorithm with load balance (TPLB) in this paper. First, we introduce the current statue and developing trend of EPCN and analyze traffic flow characteristics of various electric communication services. Then the protecting principles and implementing steps of the proposed TPLB algorithm are described in detail, in which an efficient load balancing algorithm is designed to groom the traffic flow. Finally, the validity and efficiency of TPLB is verified and analyzed in a real EPCN topology from a city of Jiangsu Province, China. It is demonstrated from the simulation results that compared with the existing algorithms, the proposed TPLB can further decrease the network redundancy and blocking probability, and improve the utilization of wavelength resources.
to a simple cycle using backup wavelengths by traversing a node or span at most once. Owing to its precross-connectivity property, the p-Cycle could share the pre-configured backup resources and provide fast switching once the link on it fails [13] . However, the p-Cycle requires the preconfigured connections of a series of nodes to be a simple cycle, which restricts its application in sparse network and wastes wavelength resources due to its long length. The pre-cross-connected path protection trail [14] , short for p-Trail, is another preconfigured protection structure that allows the path traversing a node multiple times but a link at most once [15] . Similar to p-Cycle, p-Trail preforms the fast protection switching speed like p-Cycle for the precross-connectivity feature but removes the cycle constraint by allowing arbitrary protection trails, thus it is more flexible than traditional linear protection schemes and p-Cycle, and it could derive better capacity efficiency compared with p-Cycle [16] . Wu et al. [15] design an integer linear programming (ILP) model of non-simple p-Cycle and p-Trail to obtain the optimal capacity gain in small network. A design model of p-Trail was developed using column generation in [16] , which could achieve the balance between capacity redundancy and recovery delay. Kiaei et al. [17] propose and solve two p-Trail configuration problems using models mentioned above. Existing researches of p-Trail mainly focus on optimal resource configuration using large solution model with high computing capability requirement and great time overhead, but ignore that the service characteristics of real network, and the exorbitant computation time is unacceptable for real-time and dynamic traffics. In addition, the previous literatures of p-Trail were mainly carried out in wavelength division multiplexing (WDM) networks and elastic optical networks (EONs) with high connectivity, the traffic flow is generated randomly, and there is no difference in link capacity in these test network, whose results are of limited reference value for EPCN.
On the other side, some works had carried out to solve the routing and survivability for both unicast and multicast services. Dinh et al. [18] propose a novel Arc Removal Light-Hierarchy (ARLH) for the routing of multicast request. Different from light tree, the light hierarchy has no duplicated arc but is free of repetition of nodes, which could decrease the blocking probability. A network with multicast and unicast is modeled in [19] and [20] , but the authors does not consider the protection of the two different types of requests jointly. Bejerano and Koppol [21] design a link-coloring based protection scheme for dynamic multicast and unicast connections. The scheme computes two redundant trees (RT) for multicast request, and could accommodate to the addition and removal of single link or node. However, RT-pair is unavailable in some case and the protection cost of which is high. Mehta et al. [22] propose control plane based methods for provisioning guaranteed unicast and multicast services respectively, but whose basic idea for multicast protection is still redundant multicast tree. In [23] , dynamic provisioning of survivable heterogeneous multicast and unicast traffic are considered jointly, and some heuristic algorithms are proposed for searching RT-pair. However, in its simulation, the proportion between multicast traffic and unicast traffic is assumed to be fixed, i.e. 0.5, which could not verify the performance of the algorithms under various network states. There are both unicast connections and multicast sessions in EPCN, and the quantitative proportion of the two types of services is changeable according to the status of power grid. Thus, a routing and protection algorithm for EPCN should be validated comprehensively.
The focus of this paper is to apply the p-Trail to protect multicast and unicast services in EPCN considering the service features and real network conditions. The contributions of our work are summarized as follows.
1) We design an efficient p-Trail protection scheme for multicast request whose performances are better than p-Cycle based and redundant tree based algorithms. 2) We propose a novel load balance strategy that considers the node connectivity and can effectively balance the traffic flow in EPCN. 3) We test the serviceability of p-Trail under different network states and demonstrate its superiority and robustness over other protection schemes. As the algorithm proposed in the paper is heuristic, the time of searching a near-optimal p-Trail for a request is short. Besides, the network redundancy is decreased by multiplexing the configured p-Trails in network, and the blocking probability under different network states with load balance strategy is also decreased compared with the p-Cycle based scheme.
The rest of this paper is organized as follows. Section II analyzes the electric services in EPCN. The protection principles of TPLB and load balance strategy are described in section III. Then section IV describes the execution steps of TPLB in detail. In section V, we compare the performance between TPLB and other algorithms by simulation results. Section VI concludes the paper.
II. SERVICES IN EPCN
The modernizing construction of smart grid and Internet of energy puts forward new demand for resource management of EPCN. Meanwhile, the characteristics of electric power communication services also changed greatly [24] [25] [26] . In general, there are three development trends of the services. Firstly, the traditional power dispatching service and other low bandwidth services will turn from 64 kbit/s and 2 Mbit/s to 1 Gbit/s Ethernet (GE) or even 10 GE. The bandwidth requirement of real-time and management information services will also increase rapidly and concentrate on the dispatching center. Meanwhile, a large amount of data exchange is needed between smart substations in EPCN, and the demand for various kinds of services, such as demand response notification, high definition video, and multi-media, etc., are increasing dramatically. In addition, the new services and applications of smart grid that may be derived in the future will also raise higher requirements of EPCN, such as dynamic load interaction, differentiated quality of service (QoS) supply, etc.
In order to improve the perception and control ability of the smart grid, and support diverse emerging consumer-side and utility-side applications [27] , it is necessary to explore the application of novel network protection technologies to enhance the topology survivability and service recoverability of EPCN.
III. BASIC IDEAS OF TPLB A. p-TRAIL BASED PROTECTION PRINCIPLES FOR MULTICAST REQUEST
Multicast request can be denoted as R = {s, D}, where s is the source node, and D = {d 1 , d 2 , . . . , d n } is a set of destination nodes. To resist any single link failure on a multicast tree T , there must be at least two link-disjoint paths between each destination node and source node [28] . In figure 1(a) , a multicast request R 1 = {1; 4, 6, 9} arrives at network G, and the corresponding routing light tree T 1 is {1 → 4 → 8 → 7 → 6, 8 → 9}, as shown by blue lines in figure 1(a).To protect T 1 , an approach called pruned Prim's heuristic based link-disjoint tree (PPH-LDT) [29] , was proposed to compute another link-disjoint backup tree T 2 {1 → 2 → 6, 2 → 7, 1 → 5 → 4, 5 → 9} for T 1 in G, as shown by dotted lines in figure 1(b) . A p-Cycle based protection algorithm for multicast service [30] connects the source node and all destination nodes to a simple cycle to protect single failure of the tree, as shown in figure 1(c) , where the corresponding p-Cycle is 1-4-8-9-10-6-7-3-1. To achieve this, the most cost-effective way is to guarantee all the destinations and source of a request are on a closed cycle. According to Menger's theorem [31] in graph theory, let x and y be two distinct nodes of a connected graph, if it takes at least k other nodes to separate x and y, i.e., node x and y will not connected after deleting the k nodes and the links connected with them, then x and y can be connected by k link-disjoint paths in G. If a graph meets this condition, it is called k-connected graph. Obviously, a cycle is the simplest 2-connected structure.
In the problem of multicast protection, for all destinations and source of a request, connecting all the destinations and source of a multicast request to a cycle could resist any single link failure on the light tree. Specially, if we optimize the multicast tree with two link-disjoint paths originating from the source node, it is only need to connect all the nodes in D to a trail, which is the most efficient protecting method for dynamic traffics.
We found that p-Trail shows great advantages in protecting multicast trees. We first optimize the multicast tree T 1 in figure 1 figure 1(d) . On T 3 , there are two link-disjoined paths, i.e., 1 → 3 → 7 and 1 → 4, originating from the source node 1 to the set of destination nodes. Then we connect all the destination nodes of R 1 to a p-Trail 4-8-9-10-6-7, which is capable of protecting single failure on T 3 . For instance, if node 3 fails, the destination nodes 6 and 7 will lose the multicast signal. Once the failure occurs, the multicast signal could be transmitted through the backup optical path 1 → 4 → 8 → 9 → 10 → 6 → 7. It is noteworthy that 1 → 4 is a part of the tree which is not affected by the node failure, and the remaining part is a part of p-Trail. Similarly, if link 4-8 fails, the destination node 9 will not be able to receive multicast signals, but it can be resumed by 1 → 3 → 7 → 6 → 10 → 9. We use redundancy, which is defined as the ratio of the number of backup wavelengths to the number of working wavelengths, to evaluate the protection efficiency of the three methods. As the redundancy of link-disjoint backup tree, p-Cycle and p-Trail in this case are 6/5 = 120%, 8/5 = 160%, 5/6 = 83.3%, respectively, it is obvious that the p-Trail based scheme shows great advantage over the others.
Since unicast service can be regarded as a multicast service with the number of destination nodes equaling to 1, the p-Trail only needs to connect the source node and the destination node of the unicast service to form the optical path, and in this case the p-Trail degenerates into traditional dual routing protection.
B. p-TRAIL REUSE CONDITION
The condition that a p-Trail can protect multiple unicast or multicast requests at the same time is that the protected working paths are link-disjoint mutually, as shown in figure 2. In figure 2 (a), a multicast tree
is protected by p-Trail 4-8-9-10-6-7.
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When another multicast request R 2 = {10; 4, 5, 6, 8} arrives at network, we first get a copy G of the current graph G, then delete the links of T 1 from G , and finally try to construct a multicast tree T 2 for R 2 in G . If such T 2 is constructed successfully and there are enough free capacity on the links of T 2 in G, the wavelengths on T 2 will be assigned. In the illustration, the acceptable T 2 , i.e. {10 → 6, 10 → 9 → 5 → 4, 5 → 8}, is constructed successfully, thus the p-Trail can protect two multicast requests simultaneously.
C. LOAD BALANCING STRATEGY
At present, the provincial and municipal EPCNs in China encounter the lack of the available optical wavelength in some area, for its explosive growth trend in interaction service between the power grid and the demand side. It is necessary and urgent to groom the traffic and balance the flow's distribution in EPCN so as to make full use of the communication resources and decrease request blocking probability. In addition, the more unified the traffic flow in EPCN is, the larger the network throughput will be. Therefore, the network survivability and network traffic grooming should be considered and achieved together. To balance the whole traffic load, improve the utilization of shared backup resources and reduce bandwidth blocking probability, the routing weight function considering link capacity and node connectivity is designed to groom the traffic flow.
For the services with high quality of protection (QoP) [32] requirement or the services which requires relatively fixed transmission routings, protection relay for instance, the routing paths cannot be balanced, otherwise the working path and backup path will become longer, and the transmission delay and bit error rate will be increased, even leading to the mis-operation of the devices. For this case, we use the k shortest path (KSP) algorithm to search the shortest path of the request, then check whether there is any free capacity on the k th path in an ascending order of hops. If the i th path is available (1 ≤ i < k), it is not necessary to continue checking, and directly use the path to transport the service; if the k th path is not available, then block the request.
For the services with low QoP requirements, inspired by [33] , we can dynamically adjust the routing weights of each link in the network to realize link load balance, so that the traffic flow will be distributed in the network as uniformly as possible. When we use the shortest path algorithm to search route for service request, the more free capacity of the link and the smaller the occupied capacity are, the smaller the weight of the link should be, and the probability of the link being selected as a part of the route link will increase. If a link is selected as a part of the routing path, the two nodes of the link will also process and transmit signals, so the connectivity of the nodes should be considered. The traffic connectivity degree ρ x of node x is defined as follows.
Where X is a set of nodes adjacent to x, f x,y and C x,y are the free capacity and total capacity on the link x-y under current network state, respectively. The greater the node connectivity, the smaller the link weight, thus we define the weight function of link x-y as
Where L x,y is the weight of link x-y, L 0 x,y is the initial weight determined by the length of the optical cable and routing cost, ρ x and ρ y are the traffic connectivity degree of nodes x and y respectively.
To understand this load balance strategy easily, here we illustrate a simple sample in figure 3. For the label on each link, the former represents free capacity, and the latter represents the total capacity of the link. For instance, the total capacity of link 1-2 is 64, and the free capacity is 30. Under this network state, if we search the shortest path for the request node 1 to node 4 as its working path (WP), then WP will be 1 → 2 → 4. However, it is observed that the free capacity on links 1-2 and 2-4 is less than links 1-3 and 3-5, respectively. Obviously, choosing path 1 → 2 → 4 makes the link 2-4 overload and the bottleneck of node 2 become more serious.
According to (1) and (2), by setting the initial link weight L 0
x,y of the link in (2) to 1, we can obtain the traffic connectivity degree of each node and the weight of each link labeling in figure 3(b) , where the node connectivity is marked on the node and the link weight is marked around the link. As a comparison, if we search the route for request 1 to 4, the working path will be 1 → 3 → 5 → 4, which shuns the overloaded link 2-4 and node 2. Hence, the proposed load balance strategy can improve the network throughput by diverting services into a path composed of links with more free capacity and nodes with high connectivity.
IV. ALGORITHM DESCRIPTION A. THE MAIN STEPS OF TPLB
The flow chart of the proposed TPLB algorithm is illustrated as figure 4. To be specific, the basic steps of TPLB algorithm are described as follows.
Step 1 Input network topology G = (V , E), set simulation parameters. Step 2 Wait for the arrival of communication request R.
Step 3 When R arrives, judge whether R is a multicast or unicast request. If R is a multicast request, generate a corresponding light tree (T ) using Prim algorithm, otherwise, generate a corresponding light path (P) using Dijkstra algorithm.
Step 4 Judge whether the light tree or path (T /P) is available, i.e., is there enough free capacity on the links of the tree or path. If so, execute Step 5, otherwise, block the request, and turn back to Step 2.
Step 5 Try to search a p-Trail among the existing configured p-Trail (EPT) in the network, which is capable of protecting the tree or path. If such p-Trail exists, then accept the request, update the routing weight of all links, and turn back to Step 2, otherwise execute
Step 6.
Step 6 Generate the shortest p-Trail that covers all the destinations of the request.
Step 7 Judge whether the p-Trail is available. If so, output the p-Trail, and update links' routing weight, otherwise, block the request. Turn back to Step 2.
B. p-TRAIL GENERATION ALGORITHM
To get a shortest p-Trail that cover all the destinations of a multicast request in Network G = (V , E), we design a heuristic p-Trail generation algorithm, the main idea of which is described in the following pseudocode table.
search the shortest paths from
end for 6. select the shortest path P ij among the paths 7 .
while D i = ∅ end for 12. select two shortest paths P im and P jn respectively 13. if length(P im ) < length (P jn ) 14 .
Merge P im and P ij into P mj ,
else Merge P jn and P ij into P ni ,
end if 17. end while 18 . end for 19 . return the shortest p-Trail generated in for loop To understand the algorithm clearly, we give a graphic illustration here. In the sample of figure 5 , the nodes to be covered are D = {2, 3, 7, 10, 13}. If node 3 is selected as the initial node, then lines 3 to 5 calculate the shortest paths from node 3 to node 2, 10, 7, and 13, respectively. Obviously, the shortest path among the paths calculated above is 3-2, thus we delete path 3-2 in G according to lines 6 to 7. Because D = ∅, we continue to calculate the shortest path from 2 to 7, 10, and 13, respectively, and get the shortest path, i.e. path 2-11-10. Similarly, we could obtain the shortest path among the shortest paths from 3 to the left nodes is 3-4-5-13. As the hops of path 2-11-10 is shorter than that of 3-4-5-13, we merge two paths 3-2 and 2-11-10 into a new path 3-2-11-10, as described in lines 9 to 16. Repeating the process, we finally get a trail 3-2-11-10-15-7-6-13 that covers all the given nodes showing in figure 5(d) . In the process, we find out that with different initial nodes, the final trails we obtain may be different. To be concrete, if we select node 7 as the initial node, the trail may be a local optimal result. As a result, the whole process is repeated N times with different initial nodes at each time to get the global optimal result.
V. NUMERICAL RESULTS

A. SIMULATION ENVIRONMENT 1) CHARACTERISTICS OF EPCN
In order to test the performance of the proposed algorithm, we select a typical municipal EPCN to run the algorithms. The test network is abstract from a city of Jiangsu province, VOLUME 6, 2018 China, including 29 nodes and 47 spans (29n47s), with average nodal degree d = 3.24. The number of available fibers is labeled on each link, and the available wavelength of single core fiber is assumed as 10. In the EPCN, each node has its voltage level and role, which determines its importance and transmission capability of services. Node 14 is a dispatching center of the grid, nodes 5, 20, and 29 are three 500 kV substations, and other nodes are 220 kV substations. It is assumed that all nodes in the network is capable of wavelength conversion and splitting.
2) GENERATION PRINCIPLES OF REQUESTS
We generate both multicast and unicast requests to constitute different network situations to test the serviceability of TPLB. In the simulation, the initial link weight L 0 x,y in equation (2) is 1, and the value of k of KSP algorithms used in TPLB is 3. As services in EPCN are mostly hierarchical and centralized, we assume that 80% of the services are launched and transmitted between 220 kV substations and 500 kV substations, and the other 20% are randomly distributed in the network [34] . For centralized sessions, according to the voltage level of substations, the source node of a request is selected among the three 500 kV substations and one dispatching center, and the destination nodes are selected from the adjacent substations which are not more than 3 hops to the according source node [35] . For stochastic request, the source and destinations are randomly selected from the network. In order to verify the effectiveness of the proposed TPLB and its superiority to the existing algorithms, this paper chooses the classic PPH-LDT protection method introduced in figure 1(b) , the PBCM algorithm proposed in [30] , and the sequential request (seqR) algorithm proposed in [18] as comparisons. Note that we first use the seqR algorithm to search an ARLH as a working routing for a request, then another ARLH, which is link-disjointed with the working routing, is searched as its backup routing. Meanwhile, to verify the effectiveness of the proposed load balancing strategy, we use a dynamic loading balancing (DLB) strategy proposed in [36] as a comparison, the corresponding algorithm is named p-Trail based protection algorithm with dynamic load balancing (TP-DLB).
We use two statistical indicators to evaluate the performance of these algorithms. 1) Blocking probability, i.e., the ratio between the number of blocked requests to the number of total launched requests. 2) Network redundancy, i.e., the ratio between the total number of backup wavelengths to the total number of working wavelengths [37] , as defined in (3) .
Where l represents the link, E represents the link set of the network, w λ l and p λ l represents the number of working wavelengths and backup wavelengths on link l, respectively.
Under specific network conditions, the lower the blocking probability and network redundancy are, the better the performance of routing and protection algorithms will be.
B. SIMULATION RESULTS
1) SETTINGS OF SIMULATIONS
To test the performance of the algorithms under different communication pressures and request properties, we design the simulations by setting up three scenarios. Note that, because the simulations are carried out in real EPCN, the total wavelengths on each link is fixed for three scenario. i) Given unicast proportion α and the number of destinations of a multicast request |D|, evaluate the performance of the algorithms versus request number |R|.
In particular, α = 0.3, |D| = 5, and |R| varying in the array (100, 200, . . . , 2000). That is, among the 2000 dynamic requests generated one by one, there are about 1400 multicast requests with 5 destination nodes, the others are unicast requests. Figures 7 to 8 show the blocking probability and redundancy of different algorithms versus request numbers.
ii) Given the number of requests |R| and the number of destinations of a multicast request |D|, evaluate the performance of the algorithms versus the multicast proportion a. In particular, |R| = 800, |D| = 5, and α varies in the array (0.1, 0.2, . . . , 0.9). Figures 8 and 9 illustrate the blocking probability and redundancy of algorithms versus unicast proportions. iii) Given the number of destinations of a multicast request |D|, evaluate the performance of the algorithms versus the multicast proportion and request number |R|. In particular, |D| = 5, a varies in the array (0.1, 0.2, . . . , 0.9), and |R| varies in the array (100, 200, . . . , 1000) . Because the performance of the algorithm is associated with two variables, the simulation results are provided in the form of 3D in figures 11 and 12. Figure 7 provides the values obtained for the blocking probability versus request number in the EPCN. As expected, all blocking probability values are increasing with the request numbers. Here we observe a significant improvement of TPLB over PBCM, seqR and traditional PPH-LDT. To be specific, PPH-LDT, PBCM and seqR begin to block request when request numbers are greater than 400, 500, and 600, respectively. After that, the blocking probability of PPH-LDT keeps the highest level, and the blocking probability gap between PBCM and seqR is narrowing with the increase of request number. Our TPLB scheme does not block request until request number exceeds 750, and its blocking probability is the minimum among the five algorithms when the number of requests are equal. After the algorithms start blocking service, the blocking probability of TPLB is averagely 4.3% lower than that of TP-DLB, 11.7% lower than that of PBCM and 20.8% lower than that of PPH-LDT under the same request numbers. This is due to that PPH-LDT may not be able to search for a backup multicast tree which is link-disjoint with the created working multicast tree under some network states, and the backup multicast tree takes up more wavelength resources than p-Cycle andp-Trail; On the other hand, the p-Trail used by TPLB is shorter than p-Cycle in general, and with a flexible and excellent load balancing algorithm, its blocking rate is the lowest. Figure 8 shows the redundancy comparison of the algorithms with unicast proportion of 0.3. Redundancy represents the ratio of the backup wavelength resource to the working wavelength resource in the network, and the lower the redundancy, the higher the utilization of the backup resource. As the graph shows, with the increase of request number in the network, the redundancy of each algorithm decreases gradually, and the redundancy of PPH-LDT is the highest under the same request number, seqR and PBCM take the second and third place, respectively, and TPLB is the lowest. The average redundancy of PPH-LDT is 105%, whose descending trend is not obvious. Because seqR uses ARLH, which enables the repetition of nodes in the light paths, to route and protect a multicast session, which saves some wavelength resource and therefore derives lower redundancy than PPH-LDT. The redundancy of seqR and PBCM are 15% and 36% lower than that of PPH-LDT on average. When the request number is less than 600, the redundancy of TPLB performs a significant decrease with the increase of request number. After request number is over 700, the redundancy of which is stable to 48.2%, and is 14.3% lower than that of PBCM on average. In addition, when the request number is less than 500, the redundancy of TPLB and TP-DLB are close to each other; while the average redundancy gap between TPLB and TP-DLB is 4.6% after the request number exceeds 800.
2) PERFORMANCE OF THE ALGORITHMS VERSUS REQUEST NUMBER
Li et al. [38] deduced the bound of logical redundancy under m link failures in link-restorable network.
Where m is the number of link failures that can be protected, and d is the average node degree of the network.
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For the test network, d = 3.24, so the minimum value of redundancy under single link failure is 44.64%, as shown in the dotted line in the figure. With the increase of request number, the redundancy of TPLB is getting close to the theoretical limit. This is because that more request means denser traffic, which is beneficial for TPLB to exploit its advantages in saving backup resources. When the request number is more than 1500, the average redundancy gap between TPLB and the theoretical limit is 2.32%, which is very close to the theoretical limit. Figure 9 reveals the trend of blocking probability of algorithms with different unicast proportions. It can be seen from the graph that with the increase of unicast service proportion, the blocking probability of each algorithm decreases gradually. When the proportion of unicast service is the same, the blocking rate of PPH-LDT is the highest, PBCM and seqR take the second and third place, respectively, and TPLB is the smallest, which is consistent with the result in figure 7 . This is because when the request number is fixed, the more unicast requests, the less the number of wavelength channels will be occupied, and the blocking rate will decrease. In addition, the smaller the proportion of unicast requests, the wider the gap between TPLB and TP-DLB is, which indicates that TPLB shows obvious advantage over TP-DLB under various network states, especially when the traffic is dense. Moreover, we observe that when the unicast proportion exceeds 0.4, the blocking rate of TPLB is 0, while seqR, PBCM and PPH-LDT start to accept any requests when the unicast proportion exceeds 0.5, 0.7 and 0.8, respectively, which fully demonstrates that TPLB can adapt to the changes of the network environment well and provide efficient protection routing for the service even if the proportion of unicast and multicast services is fluctuant. In general, when the proportion of unicast requests is less than 0.5, for the proposed TPLB, the average gaps on blocking probability are 24.3%, 13.5% and 8.8% compared with and PPH-LDT, PBCM and seqR, respectively. Figure 10 describes the variation of redundancy of different algorithms versus unicast proportion when the request number fixes at 800. With the increase of unicast proportion, the redundancy of PPH-LDT and seqR increase a lot, while there is a minor fluctuation of the redundancy of TPLB and PBCM. This is because the backup trees and backup ARLHs generated by PPH-LDT and seqR are less possible to provide backup paths for other subsequent working requests, so the reusing rate of backup resources in the network is not as high as TPLB does. Therefore, when the unicast proportion is large, the protection schemes of PPH-LDT and seqR are similar to dedicated path protection without sharing of backup resources. On the contrary, p-Trail and p-Cycle generated by TPLB and PBCM respectively for working multicast trees can provide backup paths for newly arrived services, but because p-Trail is statistically shorter than p-Cycle, and the load balancing strategy makes it more effective in selecting links with more free capacity, the redundancy of TPLB is lower than that of PBCM. The redundancy of TP-DLB is between that of TPLB and PBCM, which is 4.3% higher than the former and 4.2% lower than the latter. Overall, the redundancy of TPLB is the lowest, with an average value of 51.3%, while the redundancy of PBCM, seqR and PPH-LDT are 8.5%, 27.4% and 42.6% higher than that of TPLB, respectively.
3) PERFORMANCE OF THE ALGORITHMS VERSUS REQUEST PROPORTION
4) PERFORMANCE OF THE ALGORITHMS VERSUS REQUEST NUMBER AND PROPORTION
To explore the performance of the proposed algorithms under dynamic network situations, we test and analyze network redundancy of TPLB algorithm with diverse request number and unicast proportion, as shown in figure 11 . It is clear to conclude that when the unicast proportion is fixed, redundancy decreases with the increase of request number, which is consistent with the results of figure 8 , and when the number of requests is fixed, the redundancy increases with the increase of unicast request ratio, which is consistent with the result of figure 10. The 3D bar graph, i.e. figure 12 , reflects the changing trend of the blocking probability of TPLB versus request number and unicast proportion. As the unicast proportion increases, the overall blocking probability of the network decreases gradually, and the larger the proportion of unicast services, the greater the number of corresponding request number. Since the wavelength resources occupied by unicast services are usually less than multicast services, the consumption rate of free resources in the network is reduced. On the other hand, when the service proportion is constant, the blocking rate increases with the increase of the number of service requests, which is consistent with the result of figure 7.
VI. CONCLUSION
In this paper, we proposed an efficient p-Trail based protection algorithm with load balance (TPLB) and verified its performance in a real EPCN. The application of flexible p-Trail structure in TPLB makes it more excellent in resource utilization than previous redundant tree based and p-Cycle based algorithms, while compared with existing dynamic load balance scheme, the blocking probability of TPLB with the novel load balance strategy is decreased dramatically. Simulation results show that the blocking probability of TPLB is lower than that of PBCM, seqR and PPH-LDT under the same request numbers, respectively. Besides, the redundancy of TPLB is 8.5%, 27.4% and 42.6% lower than PBCM, seqR and PPH-LDT, respectively. We also tested the serviceability of our work under different network states and demonstrated its superiority and robustness. He has participated in major projects, such as the construction of Suzhou wide area power communication network based on MPLS/VPN and the construction of 4G TD-LTE power wireless network. He has rich professional experience. He engaged in the construction and management of power enterprise informatization, power communication, and dispatch automation.
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