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Abstract 
One of the most important uses of artificial neural networks is to forecast non-linear time series, although model-building issues, such as 
input selection, model complexity and parameters estimation, remain without a satisfactory solution. More of research efforts are devoted 
to solve these issues. However, other models emerged from statistics would be more appropriated than neural networks for forecasting, in 
the sense that the process of model specification is based entirely on statistical criteria. Multivariate adaptive regression splines (MARS) 
is a statistical model commonly used for solving nonlinear regression problems, and it is possible to use it for forecasting time series. 
Nonetheless, there is a lack of studies comparing the results obtained using MARS and neural network models, with the aim of 
determinate which model is better. In this paper, we forecast four nonlinear time series using MARS and we compare the obtained results 
against the reported results in the technical literature when artificial neural networks and the ARIMA approach are used. The main 
finding in this research, it is that for all considered cases, the forecasts obtained with MARS are lower in accuracy in relation to the other 
approaches. 
 
Keywords: Artificial neural networks; comparative studies; ARIMA models; nonparametric methods. 
 
Resumen 
Uno de los usos más importantes de las redes neuronales artificiales es el pronóstico de series de tiempo no lineales, aunque los 
problemas en la construcción del modelo, tales como la selección de las entradas, la complejidad del modelo y la estimación de los 
parámetros, permanecen sin una solución satisfactoria. La mayoría de los esfuerzos en investigación están orientados a resolver estos 
problemas. Sin embargo, los modelos emergidos de la estadística podrían ser más adecuados que las redes neuronales para el pronóstico, 
en el sentido de que el proceso de especificación es basado enteramente en criterios estadísticos. La regresión adaptativa multivariada por 
tramos (MARS, por su sigla en inglés) es un método estadístico comúnmente usado para resolver problemas no lineales de regresión, y es 
posible usarlo para el pronóstico de series de tiempo. No obstante, faltan estudios que comparen los resultados obtenidos usando MARS 
y redes neuronales artificiales, con el fin de determinar cuál modelo es mejor. En este artículo, se pronostican cuatro series de tiempo no 
lineales usando MARS y se comparan los resultados obtenidos contra los resultados reportados en la literatura técnica cuando se usan las 
redes neuronales artificiales y la aproximación ARIMA. El principal hallazgo en esta investigación es que, para todos los casos 
considerados, los pronósticos obtenidos con MARS son inferiores en precisión respecto a otras aproximaciones. 
 
Palabras clave: Redes neuronales artificiales; estudios comparativos; modelos ARIMA; métodos no paramétricos.  
 
1 Introducción  
 
La predicción de series de tiempo no lineales es una de las 
principales aplicaciones de las redes neuronales artificiales 
[1], siendo este un problema de interés particular para 
muchos científicos y profesionales provenientes de diversas 
áreas del conocimiento [2].  Una revisión profunda sobre la 
predicción de series de tiempo usando redes neuronales es 
presentada en [3];  ejemplos de casos específicos son 
presentados en [4-8]. 
Uno de los tipos más comunes de red neuronal que han 
sido utilizados para la predicción de series de tiempo son los 
perceptores multicapa (MLP, por su sigla en inglés) [3]; ello 
es debido a que pueden aproximar cualquier función continua 
definida en un dominio compacto con una precisión arbitraria 
[9-11].  No obstante, su proceso de especificación se basa en 
un conjunto de pasos críticos donde se emplean criterios 
empíricos y juicio experto [12-14]. Estos pasos están 
relacionados con el procesamiento de la información, la 
selección de las entradas a la red neuronal, de la cantidad 
correcta de neuronas a la capa oculta y la estimación de sus 
parámetros, entre otros. Las decisiones tomadas en cualquiera 
de los pasos del método de especificación, afectan el 
desempeño final del modelo en términos de su ajuste a los 
datos históricos y su capacidad de generalización; esto 
implica, que el proceso de especificación no es fácilmente 
reproducible, haciéndolo muy cuestionable [4].  Desde el 
trabajo seminal de Anders y Korn [15], se ha venido 
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trabajando en metodologías de especificación basadas 
criterios estadísticos, pero no se ha llegado a definir criterios 
que sean aceptados en forma amplia por la comunidad 
científica. Aunque otras arquitecturas de redes neuronales, 
como las máquinas de vectores de soporte  (SVM, por su 
sigla en inglés) [16,17] o las redes neuronales de arquitectura 
adaptativa (DAN2, por su sigla en inglés) [5], han sido usadas 
con éxito para la predicción de series de tiempo [8,18], 
persisten muchos de los problemas enunciados en la 
especificación del modelo. 
La persistencia de los problemas planteados da pie a 
investigar sí otros métodos alternativos a las redes neuronales 
artificiales podrían ser usados de forma directa, pero, sin la 
existencia de dichos problemas en especificación del modelo. 
Una de dichas metodologías alternativas es MARS 
(multivariate adaptive regression splines) [19-21]; este es un 
modelo estadístico de regresión no lineal que se basa en la 
construcción de regiones que dividen el dominio de las 
variables de entrada, y en la asignación de un modelo de 
regresión lineal para cada una de las regiones obtenidas. El 
algoritmo de especificación de MARS está específicamente 
diseñado para seleccionar las variables de entrada y 
determinar la configuración óptima del modelo a partir de 
criterios estadísticos [19]; igualmente, es notoria la rapidez 
para la estimación de sus parámetros óptimos. MARS, al ser 
una metodología para construir modelos de  regresión  no 
lineal, podría realizar las mismas tareas que son usualmente 
abordadas con modelos de redes neuronales artificiales [22-
25].    
Debido a las ventajas teóricas y conceptuales presentadas 
por MARS, resulta natural su aplicación a la predicción de 
series de tiempo no lineales. Por ejemplo, Lewis y Stevens 
[26] muestran la relación entre MARS y los modelos TAR 
postulados por Tong [27], y usan MARS para analizar la serie 
de manchas solares de Wolf; en [6] se usa MARS para 
pronosticar serie de Mackey-Glass, y compara los resultados 
obtenidos con otros modelos; en [28] se pronostican tasas de 
cambio, mientras que en [29] se pronostican series 
hidrológicas; en [30] se analiza el comportamiento de los 
índices de producción industrial de Estados Unidos y Canadá.  
 Sin embargo, hay pocas evidencias que permitan 
determinar si MARS es realmente superior en precisión 
respecto a las redes neuronales para el pronóstico de series de 
tiempo. Por ejemplo, en [31] se concluye que MARS es más 
preciso que los perceptrones multicapa, la regresión lineal 
múltiple y las máquinas de vectores de soporte cuando se 
pronostica el índice de mercado Shangai B-share. No 
obstante, también se ha reportado que MARS es inferior en 
capacidad a ciertos tipos de modelos de redes neuronales 
artificiales; en [32] se concluye que las máquinas de vectores 
de soporte son más precisas que MARS cuando se pronostica 
la demanda urbana de agua; en [33] se presentan evidencias 
indicando que las redes neuronales artificiales son más 
precisas que MARS al pronosticar la demanda de 
electricidad; finalmente, en [34] se concluye que las redes 
neuronales recurrentes superan a MARS en el pronóstico de 
series de tiempo hidrológicas.  
El objetivo de esta investigación  es comparar la precisión 
de los pronósticos obtenidos con MARS y los obtenidos con 
diferentes arquitecturas de redes neuronales artificiales y con 
el modelo ARIMA, al pronosticar cinco series de tiempo no 
lineales.  El trabajo práctico en esta investigación se centra en 
pronosticar dichas series usando MARS; para las redes 
neuronales y el modelo ARIMA se recurrió a resultados 
previamente reportados en otras investigaciones [4,5,7,8], de 
tal forma, que el lector debe remitirse a dichas fuentes para 
consultar detalles sobre los modelos alternativos 
considerados. 
El resto de este artículo está organizado como sigue: En 
la próxima sección, se presenta el modelo MARS. 
Posteriormente, se describen los casos y de aplicación y se 
analizan los resultados obtenidos. Finalmente, se concluye.  
 
2 Multivariate Adaptive Regression Splines 
 
MARS es un modelo no paramétrico de regresión no 
lineal que permite explicar la dependencia de la variable 
respuesta respecto una o más variables explicativas [19].  
MARS suele ser preferido sobre otros modelos no 
paramétricos de regresión debido a que: permite aproximar 
relaciones no lineales complejas a partir de los datos, sin 
postular una hipótesis sobre el tipo de no linealidad presente 
en los datos, tal como si ocurre en los modelos paramétricos 
de regresión; el algoritmo de construcción del modelo 
incorpora mecanismos que permite seleccionar las variables 
explicativas relevantes, descartando aquellas que no aportan 
información sobre la dinámica de la variable dependiente; el 
modelo resultante puede ser interpretado, al contrario de 
otros modelos de caja negra, como por ejemplo, las redes 
neuronales artificiales; y finalmente, la estimación de sus 
parámetros es computacionalmente eficiente y rápida, en 
oposición a como ocurren en los modelos de redes 
neuronales artificiales.   
En la regresión basada en particionamiento recursivo, 
una función desconocida es aproximada dividiendo el 
espacio del dominio de las variables de entrada en ܯ 
regiones disyuntas, tal que: 
 
݂ሺܠሻ ൌ ෍ ܽ௠ܤ௠ሺܠሻ
ெ
௠ୀଵ
 
 
donde ܤ௠ሺܠሻ es una función base que toma la forma de la 
función indicadora: 
 
ܤ௠ሺܠሻ ൌ ܫሾܠ ∈ ܴ௠ሿ 
 
que toma el valor de uno si es su argumento es verdadero y 
cero en caso contrario.  El algoritmo se inicia con ܯ ൌ 1, lo 
que es equivalente a decir que: 
 
݂ሺܠሻ ൌ ܽଵܤଵሺܠሻ ൌ ܽଵ 
 
Luego se consideran dos regiones (ܯ ൌ 2). El punto crucial 
en el algoritmo es que la frontera de división es especificada 
como ݔ௩ ൌ ݐ, donde ݔ௩ es la ݒ-ésima componente del vector ܠ, y ݐ es un valor constante. Si ܪሾߟሿ es la función de paso 
unitario, que toma el valor de la unidad cuando ߟ ൒ 0, y 
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cero en caso contrario, entonces, la nueva aproximación 
obtenida para dos regiones es: 
 
݂ሺܠሻ ൌ ܽଵܤଵሺܠሻܪሾ൅ሺݔ௩ െ ݐሻሿ ൅ ܽଶܤଵሺܠሻܪሾെሺݔ௩ െ ݐሻሿ 
 
donde las regiones y los coeficientes ܽଵ y ܽଶ son obtenidos 
tal que se maximice el ajuste a los datos.  Nótese que para 
partir la región ܤଵ es necesario introducir una pareja de 
funciones ܪሾሿ. 
Luego se toma ܯ ൌ 3. En este caso, se consideran todos 
los posibles modelos que se obtienen al partir una de las dos 
regiones obtenidas para ܯ ൌ 2, lo que permite llegar así a 
tres regiones. El algoritmo continúa adicionando regiones 
hasta que se cumpla algún criterio de parada. Así, en el 
modelo final y como resultado del algoritmo de 
particionamiento recursivo, las funciones base toman la 
forma de: 
 
ܤ௠ሺܠሻ ൌෑܪൣݏ௞௠ ∙ ሺݔ௩ሺ௞,௠ሻ െ ݐ௞௠ሻ൧
௄೘
௞ୀଵ
 
 
donde: ܭ௠ es la cantidad de fronteras o particiones 
requeridas para definir la región ݉; ݏ௞௠ toma los valores de േ1 indicando el sentido de la función de paso; ݔ௩ሺ௞,௠ሻ 
indica la variable que introduce la frontera; y ݐ௞௠ es el valor 
de la frontera. El modelo obtenido mediante 
particionamiento recursivo sufre de dos limitantes: en 
primer lugar, la función obtenida no es continua en las 
fronteras entre regiones; y segundo, la inhabilidad del 
modelo para aproximar funciones lineales o aditivas. 
MARS es obtenido a partir de la metodología anterior 
introduciendo las siguientes modificaciones.  En primer 
lugar, Friedman [19] reemplaza la función de paso ܪሾߟሿ por 
una curva spline de orden ݍ truncada por un lado: 
 
ܾ௤ሺݔ െ ݐሻ ൌ ሾݔ െ ݐሿା௤  
 
donde ݐ es la ubicación de la frontera, y el símbolo + indica 
que se tome la parte positiva del argumento. De esta forma, 
las funciones base en el modelo final pueden escribirse 
como: 
 
ܤ௠ሺ௤ሻሺܠሻ ൌෑൣݏ௞௠ ∙ ൫ݔ௩ሺ௞,௠ሻ െ ݐ௞௠൯൧ା
௤
௄೘
௞ୀଵ
 
 
Usualmente ݍ ൌ 1, por lo que las funciones base son 
lineales por tramos. De esta forma, es común reescribir la 
ecuación anterior como: 
 
ܤ௠ሺଵሻሺܠሻ ൌෑൣݏ௞௠ ∙ ൫ݔ௩ሺ௞,௠ሻ െ ݐ௞௠൯൧ା
௄೘
௞ୀଵ
 
 
O equivalentemente 
 
ܤ௠ሺܠሻ ൌෑmax൛0, ݏ௞௠ ∙ ൫ݔ௩ሺ௞,௠ሻ െ ݐ௞௠൯ൟ
௄೘
௞ୀଵ
 
 
La introducción de curvas spline causa que las regiones 
se traslapen en vez de ser disyuntas, generando la 
continuidad en las fronteras entre regiones. El siguiente 
cambio introducido en [19] es que cuando se realiza una 
partición que genera dos nuevas regiones hijas, la región 
padre original no es removida del modelo. Ello permite que 
tanto la región padre como sus dos regiones hijas puedan ser 
elegibles para ser divididas en pasos posteriores. 
Igualmente, se prohíbe que la misma variable ݔ௩ sea usada 
más de una vez dentro del  producto de términos que 
definen una función base ܤ௠ሺܠሻ; ello para evitar que se 
generen polinomios de orden mayor a ݍ.   
El algoritmo de especificación descrito hasta este punto 
corresponde a una fase de pasada hacia adelante, en la cual 
se crean las regiones en el espacio de variables de entrada. 
En una segunda fase, se evalúa si pueden eliminarse 
funciones base sin que se comprometa la calidad del modelo 
obtenido. 
Si ܠ ൌ ሾݔଵ, ݔଶ, … ሿ, entonces es demostrable que el 
modelo matemático generado por MARS es: 
 
݂ሺܠሻ ൌ ܽ଴ ൅ ෍ ܽ௠ෑൣݏ௞௠ ∙ ൫ݔ௩ሺ௞,௠ሻ െ ݐ௞௠൯൧ା
௄೘
௞ୀଵ
ெ
௠ୀଵ
 
 
Agrupando todas las funciones base que envuelven los 
mismos conjuntos de variables explicativas, se llega a que la 
función puede reescribirse como: 
 
݂ሺܠሻ ൌ ܽ଴ ൅ ෍ ௜݂ሺݔ௜ሻ
௄೘ୀଵ
൅ ෍ ௜݂,௝൫ݔ௜, ݔ௝൯
௞೘ୀଶ
൅ ⋯ 
 
donde a0 corresponde a una constante, mas la suma de las 
funciones bases de una variable, mas la suma de todas las 
funciones base de dos variables, y así sucesivamente.   
La selección  final del modelo  es realizada explorando  
modelos que difieren en la cantidad de regiones utilizadas, y 
seleccionando aquel que minimice el criterio de  validación 
cruzada generalizada, que es una medida que incorpora el 
ajuste  a los datos y una penalización por la complejidad del 
modelo. En MARS, este criterio de selección es la falta de 
ajuste (LOF, por su sigla en inglés): 
 
ܮܱܨሺ݂ሻ ൌ
1
ܰ∑ ሾݕ௜ െ ݂ሺܠ௜ሻሿଶே௜ୀଵ
൤1 െ ܥሺܯሻܰ ൨
ଶ  
 
donde ܯ es el número final de funciones base, ܰ es la 
cantidad de  datos, ݕ௜ es el valor de la  función que se desea 
aproximar, ݂ሺሻ es el modelo con ܯ funciones base, ܠ௜ es  el 
vector de valores de las variables independientes en el  
punto ݅, y  ܥሺܯሻ es un  factor de penalización por el  
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aumento de la varianza debido  al aumento de la 
complejidad del modelo: 
 
ܥሺܯሻ ൌ trace	ሺ۰ሺ۰்۰ሻିଵ۰்ሻ ൅ 1 ൅ ݀ ∙ ܯ 
 
۰ es la matriz de datos de las funciones base. ݀ es un 
parámetro que representa el costo de la optimización de 
cada función base; cuando incrementa  podría causar que se 
generen menos puntos de corte (fronteras). Friedman [19] 
sugiere 2 ൑ ݀ ൑ 4; por defecto,  ݀ ൌ 2.    
 
3 Resultados obtenidos 
 
En esta sección se compara la precisión de los pronósticos 
obtenidos usando MARS versus los pronósticos obtenidos en 
otras investigaciones usando perceptrones multicapa, 
modelos ARIMA, DAN2 y máquinas de vectores de soporte.  
Se invita al lector a consultar los detalles de los pronósticos 
realizados con los modelos alternativos en las referencias 
citadas en esta sección.  Para realizar los cálculos presentados 
se usó la función mars del paquete mda, implementado en el  
lenguaje R para el cómputo estadístico. 
Para todos los casos considerados, se utilizaron como 
estadísticos de ajuste el error cuadrático medio (MSE, por su 
sigla en inglés) y el error medio absoluto (MAD, por su sigla 
en inglés).   
La información disponible para cada serie de tiempo fue 
separada en un conjunto de datos para el entrenamiento o 
calibración de los parámetros del modelo, y en un conjunto 
para pronóstico o validación.  Las cantidades de datos usados 
para el ajuste del modelo y para la predicción, son las mismas 
usadas en estudios previos para cada serie analizada. 
Ya que el algoritmo de especificación de MARS permite 
la selección de las entradas relevantes al modelo, se procedió 
a realizar la especificación para cada serie estudiada, 
considerando como posibles regresores los rezagos 1–ܲ, 
donde ܲ es el máximo rezago utilizado en estudios previos.  
Igualmente, se varió el parámetro ݀ (penalización por la 
cantidad de funciones base) desde 2 hasta 4. 
 
3.1 Serie PAPER 
 
Corresponde a las ventas mensuales de papel impreso y 
escrito en miles de francos franceses entre 1/1963 y 12/1972. 
En [35] se reporta que el modelo ARIMA con menor error 
cuadrático medio (MSE) para representar la dinámica de la 
serie es de orden (0, 1, 1) × (0, 1, 1)12 usando la totalidad de 
la información. No obstante, para la evaluación del 
pronóstico usando modelos no lineales, se usan las primeras 
100 observaciones para el ajuste de los modelos, y las 20 
restantes para la predicción por fuera de la muestra de 
calibración. La serie es pronosticada sin ninguna 
transformación. Esta serie es graficada en la Fig. 1.  
En la literatura técnica se ha reportado que los mejores 
pronósticos (por modelo) se obtienen con un modelo ARIMA 
que  usa los rezagos 1, 12, y 13 [5], y con los rezagos 1, 7 y 
12 para las redes neuronales tipo MLP [5], DAN2 [5] y SVM 
[8]. Los estadísticos de ajuste para estos modelos son 
reportados en la Tabla 1. 
Tabla 1.  
Estadísticos de ajuste para la serie PAPER. 
Modelo Rezagos Entrenamiento Predicción 
  MSE (MAD) MSE (MAD) 
ARIMA [5] 1, 12, 13 1715,5 (34,0) 4791,7 (54.7) 
MLP [5] 1, 7, 12 1951,5 (36,8) 5874,8 (62.6) 
DAN2 [5] 1, 7, 12 * 1263,4 (26,3) * 1760,8 (35,0) 
SVM [8] 1, 7, 12 2354,8 (38,1) 5526,4 (61,0) 
MARS 12 2033,0 (35.6) 5527,7 (60,2) 
* MSE más bajo por columna. 
 
Al igual que para los casos reportados en la literatura, 
MARS fue estimado sobre los primeros 100 datos, y luego se 
procedió a realizar el pronóstico del siguiente mes usando los 
datos reales, para las 20 observaciones restantes. Para la 
especificación de MARS se consideraron los rezagos desde 1 
hasta el 13.  El modelo final obtenido es únicamente función 
de ݕ௧ିଵଶ.  
En la Tabla 1 se presentan los estadísticos de ajuste 
obtenidos. Para las muestras de entrenamiento y calibración, 
MARS es inferior al modelo ARIMA en términos de la 
precisión obtenida. No obstante, la precisión de DAN2 es 
notoria y sigue siendo el modelo que mejor se adapta a la 
dinámica de la serie analizada. Puede decirse que MARS es 
superior a las SVM, ya que su error de ajuste a la muestra de 
calibración es mejor (el 86% del MSE reportado para la 
muestra de entrenamiento), y tiene un error prácticamente 
igual para la muestra de pronóstico. 
 
3.2 Serie POLLUTION 
 
Es la cantidad de despachos mensuales de un equipo de 
polución en miles de francos franceses, entre 1/1986 y 
1/1996. La serie modelada corresponde al logaritmo natural 
de los datos originales. Las primeras 106 observaciones son 
usada para la estimación de los modelos, mientras que las 24 
restantes son usadas para su validación.  Esta serie es 
graficada en la Fig. 2. 
En investigaciones previas se encontró que: el mejor 
modelo ARIMA para pronosticar la serie es de orden 
(2,1,0)(1,0,0)12 [5], lo que equivale a usar los rezagos 1–3 y 
12–15;  el mejor MLP usa los rezagos 1–12 [5]; igualmente 
en [5] se reportaron los resultados para modelos DAN2  que 
usan  los siguientes grupos de rezagos:  1–3, 12–15; 1–12; y 
finalmente, 1–15.  En  [8] se pronostica esta misma serie con 
dos SVM que usa los grupos de rezagos 1–3, 12–15, y 1–12. 
Los estadísticos de ajuste para estos modelos son reportados 
en la Tabla 2. 
 
Tabla 2. 
Estadísticos de ajusta para la serie POLLUTION. 
Modelo Rezagos Entrenamiento Predicción 
  MSE (MAD) MSE (MAD) 
ARIMA[5] 1–3,12–15 0,052 (0,181) 0,268 (0,395) 
MLP[5] 1–12 0,054 (0,188) 0,146 (0,334) 
SVM-1[8] 1–3,12–15 0,052 (0,176) 0,042 (0,175) 
SVM-2[8] 1–12 0,049 (0,174) 0,080 (0,221) 
DAN2-1[5] 1–3,12–15 0,020 (0,101) 0,025 (0,113) 
DAN2-2[5] 1–12 0,019 (0,108) * 0,020 (0,115) 
DAN2-3[5] 1–15 * 0,013 (0,085) 0,023 (0,119) 
MARS 1, 3, 12 0,054 (0.177) 0,066 (0,211) 
* MSE más bajo por columna. 
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El algoritmo de selección de MARS fue aplicado sobre 
los rezagos 1–15; el modelo final obtenido pronostica el valor 
actual como función de los rezagos 1, 3 y 12. Los estadísticos 
de ajuste calculados para MARS se reportan en la Tabla 2.  
En términos del MSE para la muestra de entrenamiento, 
MARS es el séptimo modelo en calidad de ajuste en un 
ordenamiento del menor al mayor  MSE; el MLP reportado 
en [5] presenta el mayor MSE entre todos los modelos. No 
obstante, es ligeramente superior en la precisión de la 
predicción, ocupando el quinto lugar. Los valores del MSE 
calculados para MARS, para las muestras de entrenamiento y 
pronóstico, son superiores en más de 3 veces respecto a los 
mejores valores del MSE. DAN2 sigue siendo el mejor 
modelo tanto en entrenamiento como en validación.    
 
3.3 Serie LYNX 
 
Es el número de linces canadienses atrapados por año en el 
distrito del rio Mckenzie del norte de Canadá entre los años 
1821 y 1934. Se pronostica el logaritmo en base 10 de la serie 
original. Las primeras 100 observaciones son usada para el 
ajuste de los modelos y las 14 restantes para la predicción por 
fuera de la muestra de calibración. En la Figura 3 se presenta el 
gráfico de la serie. 
Esta serie es usada en [7] para evaluar el desempeño de un 
modelo ARIMA, un MLP y un modelo híbrido que combina 
las dos metodologías anteriores; en [7]  se reporta que el MLP 
tiene una estructura de 7 entradas correspondientes a los 
primeros 7 rezagos de la serie, 5 neuronas en la capa oculta, y 
una neurona de salida.  Ghiassi, Saidane y Zimbra [5] probaron 
diferentes configuraciones del modelo DAN2 que difieren en 
los rezagos utilizados para su especificación.  Estos mismos 
grupos de rezagos fueron usados por Velásquez, Olaya y 
Franco [8] para evaluar la precisión de la predicción usando 
SVM.  Los resultados obtenidos en estas investigaciones son 
reportados en la Tabla 3. 
Al igual que en los otros casos analizados, se aplicó el 
algoritmo de especificación de MARS considerando que las 
variables explicativas corresponden a los valores rezagados 
de la serie de tiempo entre uno y diez años. Este último valor, 
es el máximo rezago usado en [5].  Para este caso, el 
algoritmo de especificación reportó los rezagos 1, 2, 3, 5, 9 
como relevantes. 
Para esta serie de tiempo, MARS se destaca por su baja 
precisión en el entrenamiento y la predicción. En términos del 
MSE, es el penúltimo modelo  considerando la muestra de 
entrenamiento, mientras que presenta la precisión más baja 
entre todos los modelos para la muestra de predicción. Los 
MSE de MARS son más de siete veces los mejores MSE 
reportados en la Tabla 3. 
 
Tabla 3. 
Estadísticos de ajusta para la serie LYNX. 
Modelo Rezagos Entrenamiento Predicción 
  MSE (MAD) MSE (MAD) 
ARIMA [7] N/A N/A 0,021 (0,112) 
MLP [7] N/A N/A 0,021 (0,112) 
Hybrid [7] 1–7 N/A 0,017 (0,104) 
DAN2-1 [5] 1–3, 8–10 0,001 (0,023) 0,008 (0,068) 
DAN2-2 [5] 1–6 * 0,001 (0,013) 0,011 (0,081) 
DAN2-3 [5] 1–4, 8–10 0,013 (0,082) 0,014 (0,094) 
DAN2-4 [5] 1–8 0,013 (0,080) 0,011 (0,088) 
DAN2-5 [5] 1–9 0,015 (0,095) 0,012 (0,084) 
DAN2-6 [5] 1–10 0,006 (0,043) * 0,006 (0,065) 
SVM-1 [8] 1–9 0,026 (0,140) 0,036 (0,163) 
SVM-2 [8] 1–10 0,031 (0,157) 0,035 (0,163) 
MARS 1–3,5,9 0,027 (0,130) 0.044 (0,171) 
* MSE más bajo por columna. 
 
 
 
Figura 1. Serie PAPER. Datos reales y pronóstico obtenido usando MARS. 
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Figura 2. Serie POLLUTION. Datos reales y pronóstico obtenido usando MARS. 
 
 
Figura 3. Serie LYNX. Datos reales y pronóstico obtenido usando MARS. 
 
 
Figura 4. Serie INTERNET. Datos reales y pronóstico obtenido usando MARS. 
 
 
3.4 Serie INTERNET 
 
Es la cantidad de usuarios que acceden a  un  servidor de 
internet por minuto durante 100 minutos consecutivos. Los 
primeros 80 datos son usados para la estimación del 
modelo, y los 20 restantes para su predicción. Se modela la 
serie original sin ningún tipo de transformación. La serie es 
graficada en la Figura 4. 
Esta serie es analizada en [35], y se sugiere que un 
modelo ARIMA de orden (3, 1, 0) sería el más adecuado 
para representar su dinámica. Ghiassi, Saidane y Zimbra [5]  
reportan los resultados obtenidos al estimar: un MLP con 
rezagos 1, 2, 3 y 4, y DAN2 con los grupos de rezagos del 
1–3 y de 1–4.  Velásquez, Olaya y Franco [8] realizan la 
predicción de esta serie usando un SVM que tiene como 
entradas los rezagos 1–4.  Los estadísticos de ajuste para 
dichos modelos aparecen en la Tabla 4. 
Los rezagos uno al cuatro fueron utilizados para 
especificar el modelo MARS.  El modelo final seleccionado 
usa únicamente los rezagos 1 y 2. Al analizar la Tabla 4, 
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resulta notoria la falta de precisión de MARS. Presente el 
MSE y el MAD más altos entre todos los modelos, para 
ambas muestras de datos (entrenamiento y predicción). En 
ambos casos, el MSE calculado para MARS es más de tres 
veces el menor MSE reportado en la Tabla 4. 
 
4 DISCUSIÓN 
 
En las secciones anteriores se ha discutido el principio 
matemático sobre el que está fundamentado MARS y sus 
posibles ventajas sobre otros modelos de caja negra como 
las redes neuronales artificiales, tales como su velocidad de 
estimación y su capacidad de seleccionar  variables 
relevantes.  No obstante,  la experimentación realizada sobre 
cuatro series benchmark que ya han sido utilizadas en otras 
investigaciones para la comparación de modelos no lineales 
de pronóstico, revela que MARS tiene dificultades para 
capturar la dinámica de las series consideradas.  En esta 
Sección se indaga sobre el por qué se da esta situación.  
El particionamiento recursivo es un principio para la 
aproximación de funciones bastante diferente al utilizado 
por los MLP. Por ejemplo, el MLP de la Tabla 4 podría 
representarse matemáticamente como: 
 
Tabla 4. 
Estadísticos de ajusta para la serie INTERNET. 
Modelo Rezagos Entrenamiento Predicción 
  MSE (MAD) MSE (MAD) 
ARIMA [5] 1–4 9,76 (2,42) 8,11 (2,23) 
MLP [5] 1–4 7,00 (2,10) 9,25 (2,25) 
DAN2-1 [5] 1–3 * 1,81 (0,92) 4,15 (1,58) 
DAN2-2 [5] 1–4 2,78 (1,18) * 3,87 (1,66) 
SVM [8] 1–4 9,30 (2,50) 16,58 (3,44) 
MARS 1, 2 10,25 (2,64) 22,41 (3,97) 
* MSE más bajo por columna. 
 
ݕ௧ ൌ ݃ ቎ߟ ൅෍ߚ௛ ൈ ݃ቌߢ௛ ൅෍ሺ߱௣,௛ ൈ ݕ௧ି௣ሻ
௉
௣ୀଵ
ቍ
ு
௛ୀଵ
቏ 
donde ܲ ൌ 4; Ω ൌ ሼߟ, ߚ௛, ߢ௛, ߱௣,௛ሽ, con ݄ ൌ 1, . . , ܪ y ݌ ൌ
1,… , ܲ, son los parámetros del modelo;  ܪ es la cantidad de 
neuronas en la capa oculta; y ݃ሺሻ es la función de activación 
de las neuronas.  En este caso, la entrada neta a la ݄-ésima 
neurona de la capa oculta: 
 
ߢ௛ ൅෍ሺ߱௣,௛ ൈ ݕ௧ି௣ሻ
௉
௣ୀଵ
 
 
es un modelo autorregresivo de orden ܲ.  Así, un MLP 
puede definirse como la combinación no lineal de tantos 
modelos autorregresivos como neuronas tenga la capa 
oculta. Nótese, que un modelo autorregresivo es la 
combinación lineal de todos los rezagos considerados en el 
modelo.  La ecuación equivalente de MARS es claramente 
diferente; véase la ecuación de la Tabla 5 para la serie 
INTERNET. 
Una explicación sobre el desempeño de MARS se basa 
en la forma a que se llega a dicha ecuación.  Cuando no hay 
variables explicativas (rezagos en el caso de series de 
tiempo),  MARS se reduce a una constante puesto que no 
hay regiones definidas: 
 
݂ሺܠሻ ൌ ܽ଴ 
 
Para que una variable explicativa sea incorporada al 
modelo, ella debe ser seleccionada durante el 
particionamiento recursivo, de manera que debe entrar en la 
forma del término: 
 
max 	ሼ0;	േሺݕ௧ି௣ െ ܿሻሽ 
 
el cual hace parte de una función base ܤ௝.  Así, el algoritmo 
de especificación no permite que se considere la variable 
explicativa, sin que su dominio sea divido un término.  
Pareciera entonces, que MARS sufre de dificultades para 
aproximar modelos autorregresivos.  
Por otra parte, una SVM representa la dinámica de una 
serie de tiempo como: 
 
ݕ௧ ൌ ܾ ൅෍ݓௗ ൈ ܭሺܠ௧, ܠௗሻ
஽
ௗୀଵ
 
 
Tabla 5. 
Modelos obtenidos para las series analizadas usando MARS 
 
Serie PAPER 
 
ܤଵ ൌ max 	ሼ0;	ݕ௧ିଵଶ െ 708,326ሽ ܤଶ ൌ max	ሼ0; 	708,326 െ ݕ௧ିଵଶሽ ݕ௧ ൌ 	756,879 ൅ 	0,647	ܤଶ െ 	1,056	ܤଶ	
 
Serie POULLUTION 
 
ܤଵ ൌ max 	ሼ0;	ݕ௧ିଷ െ 5,694ሽ ܤଶ ൌ max 	ሼ0;	6,035 െ ݕ௧ିଵଶሽ ܤଷ ൌ max 	ሼ0;	ݕ௧ିଵ െ 5,908ሽ ݕ௧ ൌ 6,011 ൅ 0,551	ܤଵ െ 0,516ܤଶ ൅ 0,327ܤଷ 
 
 
Serie LYNX 
 
ܤଵ ൌ max 	ሼ0; 	3,116 െ ݕ௧ିଵሽ ܤଶ ൌ max 	ሼ0;	ݕ௧ିଶ െ 2,835ሽ ܤଷ ൌ max 	ሼ0;	ݕ௧ିଵଶ െ 2,389ሽ ܤସ ൌ max 	ሼ0;	ݕ௧ିଷ െ 3,264ሽ ܤହ ൌ max 	ሼ0;	ݕ௧ିଵ െ 3,224ሽ ܤ଺ ൌ max 	ሼ0;	ݕ௧ିଷ െ 2,389ሽ ܤ଻ ൌ max 	ሼ0;	ݕ௧ିହ െ 3,264ሽ ܤ଼ ൌ max 	ሼ0;	ݕ௧ିହ െ 3,340ሽ ݕ௧ ൌ 3,317 െ 0,923ܤଵ െ 0,907ܤଶ ൅ 0,215ܤଷ ൅ 0,812ܤସ ൅ 1,879ܤହെ 0,317ܤ଺ െ 1,961ܤ଻ ൅ 2,805ܤ଼ 
 
 
Serie INTERNET 
 
ܤଵ ൌ max	ሼ0;	ݕ௧ିଵ െ 99,0ሽ ܤଶ ൌ max	ሼ0; 99,0 െ	ݕ௧ିଵሽ ܤଷ ൌ max	ሼ0, ; ݕ௧ିଶ െ 132,0ሽ ܤସ ൌ max	ሼ0; 132,0 െ	ݕ௧ିଶሽ ݕ௧ ൌ 74,657 ൅ 1,759ܤଵ െ 1,785ܤଶ െ 0,826ܤଷ ൅ 0,775ܤସ 
 
 
donde: ܾ es una constante, ݓௗ son los factores de 
ponderación de la función de núcleo ܭሺ∙,∙ሻ, definida como: 
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ܭሺܠ௧, ܠௗሻ ൌ exp ቆെ
‖ܠ௧ െ ܠௗ‖ଶ
ߪଶ ቇ 
 
En la ecuación anterior ܠ௧ ൌ ሾݕ௧ିଵ, … , ݕ௧ି௉ሿ, mientras 
que ܠௗ representa un subconjunto de los regresores de la 
muestra de entrenamiento; véase [8].  En este caso, el modelo 
matemático que representa un SVM también difiere tanto de 
MARS como de los MLP.  En este sentido, no puede 
considerarse como la transformación no lineal de un modelo 
autorregresivo, lo que explica, al menos en parte, su bajo 
desempeño en el pronóstico.   
 
5 Conclusiones 
 
Uno de los principales problemas en el pronóstico de series 
de tiempo usando redes neuronales artificiales, es que su 
proceso de especificación está basado primordialmente en 
criterios heurísticos y juicio experto.  Esto hace el proceso 
subjetivo quitando, en alguna medida, credibilidad a los 
resultados obtenidos.  En este contexto, el uso de modelos 
alternativos a las redes neuronales artificiales que se basen en 
criterios objetivos y bien estructurados gana mucha 
importancia.  
MARS es un modelo no paramétrico y no lineal de 
regresión cuya especificación está basada en criterios 
estadísticos bien establecidos que permiten seleccionar los 
regresores relevantes y la complejidad óptima del modelo, y 
cuyos parámetros óptimos pueden ser calculados 
rápidamente.   
En este trabajo se explora la capacidad de MARS en el 
pronóstico de cuatro series de tiempo no lineales, que ya 
han sido utilizadas en la literatura para la comparación de 
modelos estadísticos y redes neuronales artificiales.  
El desempeño de MARS para su ajuste a la muestra de 
calibración, así como de su precisión en el pronóstico, fue 
pobre en comparación con los demás modelos considerados 
(modelos ARIMA, perceptrones multicapa, máquinas de 
vectores de soporte y DAN2). Posiblemente, la razón de 
este comportamiento está relacionada con el algoritmo de 
especificación del modelo.  Es así como MARS selecciona 
sólo un subconjunto de los retardos utilizados en otros 
estudios, y, consecuentemente, pierde poder explicativo. 
Adicionalmente, la estructura matemática del modelo final 
obtenido usando el algoritmo empleado por MARS difiere 
de la obtenida utilizando los modelos ARIMA y varios tipos  
de redes neuronales artificiales; consecuentemente, este 
aspecto también impacta el desempeño del modelo. 
Como trabajo futuro, se plantea la posibilidad de 
adicionar una estructura autorregresiva lineal en la que se 
consideren todos los rezagos de la serie, más la sumatoria de 
las funciones base.  Otra posibilidad consiste en considerar 
una estructura más compleja para los factores con que se 
construyen las funciones base, tal que se use una 
combinación de regresores, en vez de usar solamente una 
variable explicativa.   
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