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Abstract. This paper is concerned with articial evolution of neuro-
controllers with adaptive synapses for autonomous mobile robots. The
method consists of encoding on the genotype a set of local modication
rules that synapses obey while the robot freely moves in the environ-
ment [2]. The synaptic weights are not encoded on the genotype. In the
experiments presented here, a \behavior-based tness" function gives
reproductive advantage to robots that can solve a sequential task. The
results show that evolutionary adaptive controllers solve the task much
faster and better than evolutionary standard (non-adaptive) controllers,
that the method scales up well to large architectures whereas standard
controllers do not, and that evolved adaptive controllers are not trivial
and cannot be reduced to a xed-weight network.
1 Evolution and Learning
Articial evolution of adaptive individuals can provide computational advantages
and richer adaptive dynamics [1] with respect to evolution of individuals whose
dening parameters are entirely genetically-determined. Several hypotheses have
been suggested to explain the observed advantages of the combination of evo-
lution and learning [7, 8, 11]. In general, these advantages amount to discovery
of better solutions for a given problem, to faster convergence, and to improved
robustness in face of changing tness landscapes. They are thus relevant for
articial evolution of robotic control systems.
Despite the growing worldwide interest in Evolutionary Robotics, remark-
ably little work has been done in this direction. A review of the combination
of evolution and learning for sensory-motor controllers can be found in [5, 10].
Most of the work done so far and eectively applied to robots, or realistically
simulated organisms, shares two components: all synaptic weights are individu-
ally specied and directly encoded on the genetic string, and learning amounts
to some standard gradient-descent algorithm.
In previous work we employed a dierent approach where synaptic strengths
are not genetically specied and adaptation during life consists of Hebbian synap-
tic changes [2{4]. For each synapse, the genetic string encoded four Hebbian
rules, a learning rate, the sign, and the postsynaptic eect of the travelling
signal (driving or modulatory). At the beginning of an individual's \life", all
Fig. 1. A mobile robot equipped with a vision module gains tness by staying on the
gray area only when the light is on. The light is normally o, but it can be switched on
if the robot passes over the black area positioned on the other side of the arena. The
robot can detect ambient light and the color of the wall, but not the color of the oor.
synapses were initialized to small random values and, while the robot was freely
moving around the environment, each synapse could modify its own strength
every 100 ms according to the genetically specied Hebbian rule. Evolved indi-
viduals displayed more robust behaviors [2] and consistently won tournaments
in a competitive co-evolutionary scenario [4].
In this paper, we extend previous work by using a much more compact ge-
netic representation of adaptive neurocontrollers and systematically compare its
performance with respect to direct encoding of synaptic weights and to encod-
ing of noisy synapses. In a further set of experiments, we show that compact
encoding of adaptive networks scales up to large neurocontrollers whereas direct
encoding fails. Finally, we analyze a family of evolved controllers under dier-
ent conditions and show that their competitive advantage comes indeed from
evolved adaptive synapses.
2 Environment, task, architecture, and genetic encoding
A mobile robot Khepera equipped with a vision module is positioned in the
rectangular environment shown in gure 1. A light bulb is attached on one side
of the environment. This light is normally o, but it can be switched on when the
robot passes over a black-painted area on the opposite side of the environment.
A black stripe is painted on the wall over the light-switch area. Each individual
of the population is tested on the same robot, one at a time, for 500 sensory
motor cycles, each cycle lasting 100 ms. At the beginning of an individual's life,
the robot is positioned at a random position and orientation and the light is o.
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Fig. 2. The neural controller is a fully-recurrent discrete-time neural network composed
of 12 neurons giving a total of 12 x 12= 144 synapses (here represented as small
squares of the unfolded network). 10 sensory neurons receive additional input from one
corresponding pool of sensors positioned around the body of the robot shown on the
left (l=left; r=right; f=front; b=back). IR=Infrared Proximity sensors; L=Ambient
Light sensors; V =vision photoreceptors. Two motor neuronsM do not receive sensory
input; their activation sets the speed of the wheels (M
i
> 0:5 forward rotation;M
i
< 0:5
backward rotation)
The tness function is described as the number of sensory motor cycles spent
by the robot on the gray area beneath the light bulb when the light is on divided
by the total number of cycles available (500). In order to maximize this tness
function, the robot should nd the light-switch area, go there in order to switch
the light on, and then move towards the light as soon as possible, and stand on
the gray area
1
. Since this sequence of actions takes time (several sensory motor
cycles), the tness of a robot will never be 1.0. Also, a robot that cannot manage
to complete the entire sequence will be scored with 0.0 tness.
A light sensor placed under the robot is used to detect the color of the oor|
white, gray, or black| and passed to a host computer in order to switch on the
light bulb and compute tness values. The color of the oor is not given as input
to the neural controller. After 500 sensory motor cycles, the light is switched o
and the robot is repositioned by applying random speeds to the wheels for 5
seconds.
The controller is a fully-recurrent discrete-time neural network (gure 2). It
has access to three types of sensory information: infrared light (object proximity),
ambient light, and vision. The active infrared sensors positioned around the robot
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Notice that the tness function does not explicitly reward this sequence of actions,
but only the nal outcome of the overall behavior chosen by the robot. Therefore,
we call it a behavior-based tness function.
measure the distance from objects (up to 4 cm). Their values are pooled into four
pairs and the average reading of each pair is passed to a corresponding neuron.
The same sensors are used to measure ambient light too. These readings are
pooled into three groups and the average values are passed to the corresponding
three light neurons. The vision module consists of an array of 64 photoreceptors
covering a visual eld of 36

. The visual eld is divided up in three sectors and
the average value of the photoreceptors (256 gray levels) within each sector is
passed to the corresponding vision neuron. Two motor neurons are used to set
the rotation speed of the wheels. Neurons are updated every 100 ms according
to the following equation
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is the activation of the ith neuron, w
ij
is the strength of the synapse
between presynaptic neuron j and postsynaptic neuron i, N is the number of
neurons in the network, 0  I
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< 1 is the corresponding external sensory input,
and (x) = (1 + e
x
)
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is the sigmoidal function. I
i
= 0 for the motor neurons.
Each synaptic weight w
ij
can be updated after every sensory-motor cycle
(100 ms) using one of the four modication rules specied in the genotype.
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The
four rules are called Hebbian because they are a function of the pre-synaptic ac-
tivation, of the post-synaptic activation, and of the current value of the weight
itself. The Plain Hebb rule strengthens the synapse proportionally to the cor-
related activity of the two neurons. The Postsynaptic rule behaves as the plain
Hebb rule, but in addition it weakens the synapse when the postsynaptic node is
active but the presynaptic is not. Conversely, in the Presynaptic rule weakening
occurs when the presynaptic unit is active but the postsynaptic is not. Finally,
the Covariance rule strengthens the synapse whenever the dierence between
the activations of the two neurons is less than half their maximum activity, oth-
erwise the synapse is weakened. Synaptic strength is maintained within a range
[0; 1] (notice that a synapse cannot change sign) by adding to the modication
rules a self-limiting component inversely proportional to the synaptic strength
itself [2, 3, for more details].
Encoding Bits for one synapse Bits for one node
Genotype 1 2 3 4 5 1 2 3 4 5
A sign strength sign strength
B sign Hebb rule rate sign Hebb rule rate
C sign strength noise sign strength noise
Table 1. Genetic encoding of synaptic parameters for Synapse Encoding (left) and
Node Encoding (right). In the latter case the sign encoded on the rst bit is applied to
all outgoing synapses whereas the properties encoded on the remaining four bits are
applied to all incoming synapses. A: Genetically determined controllers; B: Adaptive
synapse controllers; C: Noisy synapse controllers.
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These four rules co-exist within the same network.
Two types of genetic (binary) encoding are considered (see table): Synapse
Encoding and Node Encoding. Synapse Encoding is also known as direct encoding
[12]. Every synapse is individually coded on 5 bits, the rst bit representing its
sign and the remaining four bits its properties (either the weight strength or its
adaptive rule). Node Encoding instead codes only the properties of the nodes
in the network. These properties are then applied to all its incoming synapses
(consequently, all incoming synapses to a given node have the same properties).
Each node is characterized by 5 bits, the rst bit representing its sign and the
remaining four bits the properties of its incoming synapses. Synapse Encoding
allows a detailed denition of the controller, but for a fully connected network
of N neurons the genetic length is proportional to N
2
. Instead Node Encoding
requires a much shorter genetic length (proportional to N), but it allows only a
rough denition of the controller.
Independently of the type of genetic encoding, the following three types of
properties can be encoded on the last 4 bits. A) Genetically determined : Weight
strength. The synaptic strength is genetically determined and cannot be modied
during \life". B) Adaptive synapses : Adaptive rule on 2 bits (four rules) and
learning rate (0.0, 0.3, 0.6, 0.9) on the remaining 2 bits. The synapses are always
randomly initialized when an individual starts its life and then are free to change
according to the selected rule. C) Noisy synapses : Weight strength on 2 bits and
a noise range on the remaining two bits (0:0;0:3;0:6;0:9). The synaptic
strength is genetically determined at birth, but a random value extracted from
the noise range is freshly computed and added after each sensory motor cycle.
A limiting mechanism cuts o sums that exceed the synaptic range [0; 1]. This
latter condition is used as a control condition to check whether the eects of
Hebbian adaptation amount to random synaptic variability.
In previous work we always resorted to Synapse Encoding and showed that
evolution of adaptive synapses for an obstacle avoidance task develops levels
of performance similar to those obtained by evolution of genetically-determined
synapses [2{4]. Since in our approach adaptive synapses do not require a speci-
cation of initial strength, in this new set of experiments we have employed Node
Encoding for adaptive synapses and systematically compared it to genetically-
determined controllers using both Synapse Encoding and Node Encoding.
3 Experiments
The experiments have been carried out in simulations sampling sensor activation
and adding 5% uniform noise to these values [9]. In addition, we have repeated
the evolutionary experiments for the most signicative conditions on the physi-
cal robot. Since the results on the physical robot do not dier signicantly from
those obtained in simulation, we report them in the appendix. For each exper-
imental condition, 10 dierent
3
populations of 100 individuals each have been
independently evolved for 200 generations. Each individual is tested three times
3
Using dierent sequences of random number.
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Fig. 3. Comparison of adaptive synapses with Node Encoding (left) versus genetically-
determined synapses with Synapse Encoding (center) and Node Encoding (right).
Thick line=best individual; thin line=population average; dashed line=genetic diver-
sity. Each data point is an average over 10 replications with dierent random initial-
izations.
and the tness value is averaged. The 20 best individuals reproduce by making
5 copies of their genetic string. Strings are crossed over with probability 0.2 and
mutated with probability 0.05 (per bit). In the case of adaptive synapses, synap-
tic weights of individuals are randomly initialized within the range [0:0; 0:1] at
the beginning of each test.
The tness results reported in gure 3 show that individuals with adaptive
synapses and Node Encoding (graph on the left) are much better than individ-
uals with genetically-determined synapses and Synapse Encoding (graph in the
center) in that: a) both the tness of the best individuals and of the population
report higher values (0.6 against 0.5); b) they reach the best value obtained
by genetically-determined individuals in less than half generations (40 against
more than 100); c) they display much less variability across generations. Individ-
uals evolved with genetically-determined synapses and Node Encoding (graph
on the right) never managed to complete the task reliably in any of the ten
replications. The genetic variance
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of the populations of adaptive individuals is
reduced more markedly than in all other conditions, probably indicating a more
reliable selection of individuals and preservation of genetic building blocks.
Two sets of control experiments {one using Synapse Encoding (gure 4, left)
and the other Node Encoding (gure 4, right){ have been carried out using
noisy synapses in order to check whether the improvements obtained by evolv-
ing adaptive synapses were simply due to a random sampling of the tness
surface surrounding each individual. In both cases the results were considerably
worse than those obtained with adaptive synapses (gure 3, left) and than those
obtained with genetically-determined synapses (gure 3, center).
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Measured as the average dispersion of individual vectors from the center of mass of
the population and further normalized by the string length.
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Fig. 4. Evolution of noisy synapses using Node Encoding (left) and Synapse Encoding
(right). Thick line=best individual; thin line=population average; dashed line=genetic
diversity. Each data point is an average over 10 replications with dierent random
initializations.
3.1 Scaling up
The choice of a neural architecture is often dicult and may aect the outcome
of an experiment. A large architecture may be computationally more powerful,
but it may also entail a larger genotype and stronger epistatic eects. Unless one
knows that a larger search space for the genotype/phenotype mapping considered
has the same proportion of solutions as a smaller one, shorter genotypes may be
preferrable because evolutionary search could be faster and more eective.
We have performed a new series of experiments using a larger neural network.
The architecture shown in gure 2 was extended by adding 20 hidden neurons.
These neurons were fully connected to themselves and to other neurons in the
network, but did not receive sensory input and were not used to set the speeds
of the wheels. The length of the genetic string grows from 60 to 160 bits for
Node Encoding and from 720 to 5120 bits for Synapse Encoding. The results
shown in gure 5 indicate that evolution of adaptive synapse with Node En-
coding reports tness values still comparable to the case of a smaller network;
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Fig. 5. Evolution of a large controller with 20 hidden nodes. Left: Adaptive synapses
with Node Encoding. Right: Genetically-determined synapses with Synapse Encod-
ing. Thick line=best individual; thin line=population average; dashed line=genetic
diversity. Each data point is an average over 10 replications with dierent random
initializations.
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Fig. 6. Behaviors of three best individuals with adaptive synapses and Node Encoding
(left column) and of three best individuals with genetically-determined synapses and
Synapse Encoding (right column). Individuals belong to the last generation of three
dierent replications (randomly chosen out of ten) for each condition. When the light is
turned on, the trajectory line becomes thick. The corresponding tness value is printed
on the top of each box along with the average tness of the same individual tested ten
times from dierent positions and orientations.
instead, evolution of genetically-determined controllers with Synapse Encoding
is badly aected in this condition. Evolution of genetically-determined synapses
with Node Encoding (data not shown) remained closed to zero tness, whereas
evolution of synaptic strength and noise range with both Node Encoding and
Synapse Encoding reported the same results as for the smaller network (data
not shown).
The fact that genetically-determined controllers with Synapse Encoding per-
form badly may indicate that the search space here contains proportionally less
solutions than the smaller search space of the network pictured in gure 2. The
slower convergence and slightly lower tness values of the controller with adap-
tive synapses (compare with left graph of gure 3) may be explained by the
increased length of the genetic string, but also by the fact that the architecture
is xed and fully connnected. Since in Node Encoding the properties of a node
propagate to all incoming synapses, there might be a high number of "parasitic"
connections that cannot be individually eliminated. We shall come back to this
point in the nal discussion.
4 Behavioral Analysis
Figure 6 shows the behaviors of three best individuals evolved with adaptive
synapses and Node Encoding (left) and with genetically-determined weights and
Synapse Encoding (right). In both cases individuals aim at the area with the
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Fig. 7. Disabling adaptation for three best individuals with adaptive synapses (shown
on the left of gure 6). Left column: Synapses are initialized to random values in the
range [0:0; 0:1], as during evolution. Center column: Synapses are all initialized to 1.0.
Right column: Synapses are set to their average value recorded during a full test of the
individual. The corresponding tness value is printed on the top of each box along with
the average tness of the same individual tested ten times from dierent positions and
orientations. The values are always 0:0 because none of the individuals ever manage to
complete the task under these test conditions.
light switch
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and, once the light is turned on, they move towards the light and
remain there. The better tness of the adaptive controllers (given on the top of
each box, see gure caption) is given by straight and faster trajectories whereas
genetically-determined individuals display loopy trajectories (and sometimes are
not capable of standing still on the tness area, as in the case of the third
individual on the bottom right of the gure).
Another set of tests has been carried out to assess the role of adaptation
in the behavior of the individuals with adaptive synapses. For example, one
might argue that what matters is the sign of the synapse and not its strength
as long as it is non-zero, or that adaptive synapses may have the same eect of
xed synapses with strengths set to their average values
6
. The same three best
5
Their performance is badly aected if the vision input is disabled, indicating that
they do not use random search to locate the switch (data not shown).
6
This latter suggestion was made by Flotzinger [6] who replicated our previous ex-
periments on Adaptive Synapses with Synapse Encoding
individuals with adaptive synapses shown in the left column of gure 6 were
tested again disabling adaptation in three dierent conditions (gure 7). In the
rst condition the synapses were initialized to small random values in the range
[0:0; 0:1] (gure 7, left column), as during evolution. In the second condition, the
weights were all set to their maximum strength 1.0 (gure 7, center column). In
the third condition the weights were set to their average value (gure 7, right
column). (The average values had been previously computed while testing the
robot in adaptive mode and recording the synaptic strength of each connection
after every update.) For each condition, the three individuals were tested ten
times from dierent positions and orientations. None of the individuals ever
managed to complete the task in any of the three conditions.
5 Conclusions
We have shown through a set of systematic comparisons that evolution of adap-
tive synapses brings a number of advantages with respect to evolution of synap-
tic weights. It can generate viable controllers in much less generations and the
evolved controllers display more performant behaviors. Since adaptive synapses
here need not be specied on the genetic string because their strength is al-
ways randomly initialized at the beginning of an individual's test, this approach
can rely on a very compact genetic encoding that species only the adaptive
properties of individual nodes. Such a compact encoding scales up very well to
large networks with many synapses. The data obtained from control experiments
with noisy synapses and from behavioral tests of evolved individuals with adap-
tation disabled all suggest that Hebbian adaptation plays a specic role in the
functioning of the controllers both during evolution and during the \life" of an
individual.
When describing our controllers with changing synapses, we have accurately
avoided the term \learning" because we have no evidence that the controller
acquires new knowledge or skills, or that it may easily acquire new abilities for
a dierent task (implementing, for example, something functionally similar to
reinforcement learning). However, we have used the term \adaptation" because
synapses change according to the states of the sensors and of the other neurons
in the controller of the robot. In other words they adapt their initial random
conguration to a dynamically-stable conguration that depends on the behavior
of the robot. The adaptation rules are genetically specied and have evolved to
satisfy a specic tness function. As they stand, our results indicate that we
have developed a smart genetic specication of neural controllers suitable for
evolution. One of our current projects aims at establishing to what extent can
this approach scale up to more complex behavioral tasks and to other more
traditional learning problems. Another project aims at testing (and possibly
extending) this approach for behavioral problems where learning is traditionally
considered necessary.
We think that evolution of adaptive synapses may be very suitable for evolv-
ing neural morphologies where one cannot specify the strength of individual
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Fig. 8. Comparison of adaptive synapses with Node Encoding (left) versus genetically-
determined synapses with Synapse Encoding (right) for experiments carried out on the
physical robot.
synapses on the genotype and at the same time wishes to keep the genetic string
as compact as possible. The methods proposed so far for evolution of morpholo-
gies all need very complex genetic encoding, require much domain-specic knowl-
edge (e.g., symmetries, connectivity types), and have not yet been shown to be
competitive with direct-coding methods. The Node Encoding scheme that we
have proposed may be a rst step in the direction of morphology evolution in
the sense that synapse details are not specied in the genetic code, but are taken
care of by adaptive online rules. In a current project we are extending our ap-
proach by adding genes for expression of connection growth and recursive rules
to the node specication.
Appendix: Evolution on the physical robot
Two sets of experiments have been repeated on the physical robot: adaptive
synapses with Node Encoding and genetically-determined synapses with Synapse
Encoding (gure 8). The main dierences from those carried out in simulations
are: the population size is 80, each run lasts 40 generations, only one run has
been carried out for each condition, and each individual is tested only once in
the environment. The last restriction means that the eects of chance are more
marked on the performance and are the cause of the higher oscillation observed,
especially for the individual with genetically-determined synapses. These data
should be compared to those shown in the graphs at the left and center of
gure 3. The performances obtained with the physical robots are better than
those obtained in simulation because the latter include severe constraints. For
example, when a simulated robot pushes against a wall, it cannot move unless it
backs away; instead, real robots can often get away by sliding against the walls.
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