A brief introduction to dynamic programming, quasilinearization and invariant imbedding is provided. The aim is to convert various types of functional equations, including those of control theory and Fredholm integral equations, into initial value problems, to aid in their analytical and computational resolution.
INTRODUCTION
In the area of optimization, Bellman's ideas have proved to be fundamental in control theory and filtering. We shall focus here on some of his characteristic ideas and methods.
A central idea is that to do effective calculation we often must first make analytical advances to recast a problem in a form that is well adapted to the capabilities of current computers. In particular, modem machines handle Cauchy problems or initial value problems well, for they can use marching forward schemes. On the other hand, boundary value problems, Fredholm integral equations and linear algebraic equations are not nearly so suitable. A primary task is to convert them into initial value problems. It turns out that a quite systematic way of doing this is to vary what others hold constant and hold constant what others vary, as Dick often put it.
PRINCIPLE OF OPTIMALITY[I,2I
Let us look at the problem of choosing the function u = u(t), a ~ t <. . <-b, to minimize the integral l(u) = [½t~: + G(u)] dt (1) (with G sufficiently regular), subject to the constraint
u at t = b being free. We regard a and c as parameters and hold b fixed, so that the minimum value of I becomes a function of a and c, which we shall denote by y(a, c) = rain l(u). 
Then letting h tend to zero, formally, we obtain the basic partial differential equation in a~ -< a -< b, -~ < c < +zc, the value of w that does the minimizing is the correct slope of the optimizing curve passing through that point. This gives the feedback control solution to the problem. Notice that it is a Cauchy problem (initial value problem), rather than a boundary value problem, that has to be solved. Let us now use Eqs. (7) and (8) Differentiating both sides of Eq. (10) with respect to a we obtain
so that
Recalling Eq. (11) we obtain the desired Euler equation for our problem:
(15) or in its customary form in u and t,
We get the free boundary condition at t = b by observing that f(b. c) = 0 implies that fc(b, c) = 0, or w(b, c) = 0, according to Eq. (10). In the usual notation this terminal free boundary condition is
Finally, let us note that the Eq. (9) and (10) imply the Bellman-Hamilton-Jacobi partial differential equation for the function f,
(18)
QUASILINEARIZATION AND NONLINEAR BOUNDARY VALUE PROBLEMS [3] Next let us suppose that we wish to find the optimal curve starting at a fixed point (a, c). We must solve the nonlinear two-point boundary value problem in Eq. (16), (2) and (17). This may be done using the theory of quasilinearization, which itself grew out of dynamic programming. Let u0 = Uo(t), a <-t <-b, be an initial approximation to the solution curve. Having the nth approximation in hand we obtain the (n + 1)th as the solution of the linear two point boundary value problem, 
Then the constants c~ and c2 are chosen to meet the boundary conditions, which entails solving two linear algebraic equations in two unknowns. If convergence takes place it is quadratic, so that each additional stage approximately doubles the number of correct digits. Notice that the problem has been reduced to solving a sequence of linear initial value problems (for the particular and complementary solutions). Important modifications involve the simultaneous calculation of approximations to eliminate the need to store the function u, = u,(t), a -< t -< b, and the use of special techniques such as Wengert's method [4] to calculate automatically the first and second derivatives of G with respect to u. In higher dimensional problems these are most significant considerations.
Quasilinearization has also been most successful in system identification problems in which we are to determine unknown constants in differential equations to fit them to observations. IMBEDDING ON NONLINEAR BOUNDARY VALUE PROBLEMS [5, 6] We may also deal with the nonlinear Euler differential equation and its boundary conditions from an imbedding point of view. Consider the slightly more general problem Then we differentiate with respect to a to obtain (ua)" = p~ua + pvva, ua(a, a, c) = -i~(a, a, c) ,
Assuming uniqueness of solution we see that
ua(t, a, c) = -i~(a, a, c)u~.(t, a, c), v~(t, a, c) = -u(a, a, c)v,.(t, a, c).
Introducing the auxiliary function , r(a, c) , a) vc(t, a, c) , a <--t,
a pair of partial differential equations for the functions u and v. At a = t = fixed, we have
v(t, t, c) = r(t, c).
We next obtain a Cauchy system for the function r. From Eqs. (34) and (36) we have ra(a, c) = b(a, a, c) + va(a, a, c) ,
ra(a, c) = q (c, r(a, c), a) -p(c, r(a, c), a)r,.(a, c) , a <-T,
and as an auxiliary condition at a = T we have r(T, c) = 0, -zc <c < +zc.
A marching backward scheme using this equation is easily constructed. Starting at a = T we integrate the equation for r until a = t = fixed, t < T. There we adjoin the equations for u and v, together with their initial conditions at a = t, and integrate the system for r, u and c until a = a~, al < t. In this way u = u(t, a, c). Lastly, we shall derive the famous Sobolev-Bellman-Krein equation for the Fredholm resolvent. Consider the Fredholm integral equation
We wish to consider the upper limit a as variable and now write u = u(t) = u(t, a).
In terms of the Fredholm resolvent K ---K(t, y, a) the solution is fo u(t, a) = g(t) + K(t, y, a)g(y) dy.
The resolvent K itself satisfies the integral equation 
which is an integral equation for the function K~. Its solution is seen to be, from Eq. (56), K~(t, y, a) = K(t. a, a)K(a, y, a),
which is the Sobolev-Bellman-Krein formula for the Fredholm resolvent. At a = 0 the initial condition is
also from Eq. (56). Equations (58) and (59) form the basis of effective computational schemes which not only determine the Fredholm resolvent, when it exists, but also the location of critical lengths, a, for which the homegeneous version of Eq. (53) has a nontrivial solution. Notice how readily the earlier approaches to the variational problem lead to this treatment of Fredholm integral equations. They are also important analytically in mathematical physics. These considerations may be extended to nonlinear integral equations as well.
