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Abstract
Let pi : (E,∇E) → (M, g) be an affine submersion with horizontal
distribution, where ∇E is a symmetric connection andM is a Riemannian
manifold. Let σ be a section of pi, namely, pi ◦ σ = IdM . It is possible to
study the harmonic property of section σ in two ways. First, we see σ as a
harmonic map. Second, we see σ as harmonic section. In the Riemannian
context, it means that σ is a critical point of the vertical functional energy.
Our main goal is to find conditions to the assertion: σ is a harmonic map
if and only if σ is a harmonic section.
Key words: harmonic sections; harmonic maps; stochastic analisys on mani-
folds.
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1 Introduction
LetM be a Riemannian manifold and E a differential manifold with a symmetric
connection ∇E . Let us denote the Levi-Civita connection on M by ∇M . Let
pi : E → M be a submersion. Then we can define the vertical bundle in
TE as V E = Ker (pi∗). Let HE be a smooth distribution in TE such that
TE = V E ⊕ HE. We call HE of horizontal distribution. Let us denote by
v : TE → V E and h : TE → HE the vertical and horizontal projectors,
respectively. We denote by Hx = pip|
−1
Hp
: TxM → HpE, where pi(p) = x, the
family of isomorphism which we call the horizontal lift. The submersion pi is
called affine submersion with horizontal distribution if h∇EH(X)HY = H(∇
M
X Y )
for the X,Y vector fields on M (see [1] for more details).
Let σ be a section of an affine submersion with horizontal distribution pi,
that is, pi ◦ σ = IdM . We can study the harmonicity of σ in two ways. First
way, σ is a harmonic map. Let {e1, . . . , en} be an arbitrary local orthonormal
frame fields at x ∈M . The tension field of σ is given by
τσ(x) =
n∑
i=1
(∇Eσ∗eiσ∗ei − σ∗∇
M
ei
ei)(x).
We say that σ is a harmonic map if τσ ≡ 0. We observe that ∇
E is no necessarily
the Levi-Civita connection.
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The second way is to study the harmonic property only through the vertical
component of σ. Let ∇v be a vertical connection on E, namely, ∇XV = v∇
E
XV ,
where X is a vector field and V is a vertical vector field on E. Let vσ∗ be the
vertical component of σ∗. The vertical tension field is given by
τvσ (x) =
n∑
i=1
(∇v
vσ∗ei
vσ∗ei − vσ∗∇
M
ei
ei)(x).
We say that σ is a harmonic section if τvσ ≡ 0. This definition is an extension
of one gived by C. Woods [10] when pi is a Riemannian submersion.
Our main objective is to find conditions for the assertion:
σ is a harmonic map if and only if σ is a harmonic section.
At first, seen by a geometric point of view it is not always true (see propo-
sition 3.4), unless we stablish some conditions about σ. Our wish is to find
geometric conditions that satify the assertion. With this aim, we use the Fun-
damental tensors A and T given by B. O’Neill [7](see condition (3)). Under
some conditions in A and T it is possible to prove with stochastic calculus the
result below (see Theorem 3.2).
Theorem: σ is a harmonic section if and only if vτσ ≡ 0.
This result is important because it gives a good condition to the assertion.
From this and Proposition 3.4 follows our principal result:
Theorem : Let σ be a section of pi and Cσ and Dσ be tensors defined by
(5).
1. If tr Dσ = 0, then σ is a harmonic map if and only if σ is a harmonic
section;
2. If σ is a harmonic map, then tr Cσ = 0 and trDσ = 0;
3. If tr Cσ 6= 0 or trDσ 6= 0, then σ is not a harmonic map;
4. If σ is a harmonic section, then tr Cσ = 0;
5. If tr Cσ 6= 0, then σ is not a harmonic section.
Item (1) is the answer for our assertion. The other items are good conditions
to find candidates that are harmonic sections or sections which are candidate
to be harmonic maps. They can be thought as critical points in the sections of
pi set.
We apply this result in many contexts: product manifolds, tangent bundle
with horizontal lift, submersion in the sense of Blumenthal and Riemannian
submersion. Latter, we show that the geometric condition to the assertion is
that the horizontal distribution given by HE is integrable (see Proposition 4.4).
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2 Preliminaries
We begin by recalling some fundamental facts on Schwartz geometry and stochas-
tic calculus on manifolds. We shall use freely concepts and notations from S.
Kobayashi and N. Nomizu [5], L. Schwartz [9], P.A. Meyer [6] and M. Emery
[3]. A quick survey in these concepts is described by P. Catuogno in [2].
LetM be a smooth manifold and x ∈M . The second order tangent space to
M at x, which is denoted by τxM , is the vector space of all differential operators
on M at x of order at most two without a constant term. Let (x1, . . . , xn) be a
local system of coordinates. Every L ∈ τxM can be written in a unique way as
L = aijDij + aiDi,
where aij = aji, Di =
∂
∂xi
and Dij =
∂2
∂xi∂xj
are differential operators at x
(we shall use the convention of summing over repeated indices). The elements
of τxM are called second order tangent vectors at x, the elements of the dual
vector space τ∗xM are called second order forms at x.
The disjoint union τM =
⋃
x∈M τxM (respectively, τ
∗M =
⋃
x∈M τ
∗
xM) is
canonically endowed with a vector bundle structure over M , which is called the
second order tangent fiber bundle (respectively, second order cotangent fiber
bundle) of M .
Let pi : E → M be a submersion. Suppose that TE = V E ⊕ HE, where
V E = ker (pi∗) is the vertical distribution and HE is a horizontal distribution
of TM , respectively. A 1-form θ in T ∗E is called vertical form if θ(X) = 0
when X ∈ HE. Let τE = V τE ⊕W , where V τE = Ker (pi∗) is the vertical
distribution and W is the complementar bundle of V τE in τE. A second order
form Θ on M is also called vertical if the restriction of Θ to W is null.
Let M,N be smooth manifolds, F : M → N a smooth map and L ∈ τxM .
The differential of F , F∗(x) : τxM → τF (x)N , is given by
F∗(x)L(f) = Lx(f ◦ F ),
where f ∈ C∞(N).
Let L be a second order vector field onM . The square operator of L, denoted
by QL, is the symmetric tensor given by
QL(f, g) =
1
2
(L(fg)− fL(g)− gL(f)),
where f, g ∈ C∞(M). Let x ∈ M . We consider Qx : τxM → TxM ⊙ TxM as
the linear application defined by
Qx(L = aijDij + aiDi) = aijDi ⊙Dj .
Push forward of second order vectors by smooth maps is related to the so
called Schwartz morphisms between second order tangent vector bundles.
Definition 2.1 Let M and N be smooth manifolds, x ∈ M and y ∈ N . A
linear application F : τxM → τyN is called Schwartz morphism if
3
1. F (TxM) ⊂ TyN ;
2. for all L ∈ τxM we have Q(FL) = (F ⊗ F )(QL).
A linear application F : τxM → τyN is a Schwartz morphism if and only if
there exists a smooth map φ : M → N with φ(x) = y such that F = φx∗ (see
for example Proposition 1 in [4]).
Let (Ω, (Ft),P) be a filtered probability space which satisfies the usual con-
ditions (see for instance [3]).
Definition 2.2 Let M be a smooth manifold. Let X be a stochastic process
with values in M . We call X a semimartingale if, for all f smooth on M , f(X)
is a real semimartingale.
L. Schwartz has noticed, in [9], that, if X is a continuous semimartingale in
a smooth manifold M , the Itoˆ’s differentials dXi and d[Xi, Xj ] (where (xi) is a
local coordinate system and Xi is the ith coordinate of X in this system) behave
under a change of coordinates as the coefficients of a second order tangent vector.
The (purely formal) stochastic differential
d2Xt = dX
i
tDi +
1
2
d[X i, Xj]tDij ,
is a linear differential operator on M , at Xt, of order at most two, with no
constant term. Therefore, the tangent object to Xt is formally one of second
order. This fact is known as Schwartz principle.
From now on we assume that all semimartingales are continuos.
Let A and B be vector fields on M . We call {A,B} = 12 (AB + BA) the
commutator of the vector fields. We observe that {A,B} is a second order vector
field. The set of commutators in τM will be denoted by Com(M).
Lemma 2.1 Q|Com(M) : Com(M) → TM ⊙ TM is a one-to-one correspon-
dence.
Proof: It is sufficient to define the map Q¯ : TM ⊙ TM → τM by
Q¯(A⊙B) = {A,B}.
It is immediate that Q
∣∣
Com(M) and Q¯ are inverse maps. 
Proposition 2.1 Let M,N be smooth manifolds and F : M → N be a smooth
map. Then F∗ : τM → τN is written as
F∗ = F∗ ⊕ F∗ ⊙ F∗.
Proof: Let X be a semimartingale inM and (x1, . . . , xn) be a local coordinate
system. By Schwartz principle, it follows that
d2Xt = dX
iDi + d[Xi, Xj ]{Di, Dj}.
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Applying F∗ in d
2Xt it yields that
F∗(d
2Xt) = dX
iF∗(Di) + d[Xi, Xj ]F∗({Di, Dj}).
Since F∗ is a Schwartz morphism, applying Q in F∗(d
2Xt) we obtain
Q(F∗d
2Xt) = d[X
i, Xj]F∗ ⊗ F∗(Di ⊙Dj).
Therefore
F∗(d
2Xt) = dX
iF∗(Di) +
1
2
d[X i, Xj]F∗ ⊗ F∗(Di ⊙Dj),
and the Proposition follows. 
Let X be a semimartingale inM . Let ΘXt ∈ τ
∗
Xt
M be an adapted stochastic
second order form along Xt. Let (U, x
i) be a local coordinate system in M .
With respect to this chart the second order form Θ can be written as Θx =
θi(x)d
2xi + θij(x)dx
i · dxj where θi and θij = θji are (C
∞ say) functions in M .
Then the integral of Θ along X is defined by:
∫ t
0
Θ d2X =
∫ t
0
θi(Xs)dX
i
s +
∫ t
0
θij(Xs)d[X
i, Xj ]s
Let b be a section of T 20 (M), which is defined alongX . The quadratic integral
of b along X is defined, locally, by
∫ t
0
b (dX, dX) =
∫ t
0
bij(Xt)d[X
i, Xj]t,
where b(x) = bij(x)dx
i ⊗ dxj and bij are smooth functions.
Let M be a smooth manifolf endowed with symmetric connection ∇M . In
[6], P. Meyer showed that for ∇M there exists a section ΓM in Hom(τM, TM)
such that ΓM |TM = IdTM and Γ
M (AB) = ∇MA B, where A,B ∈ TM . We also
call ΓM by connection.
P. Catuogno gived the following definition in [2].
Definition 2.3 Let M and N be smooth manifolds endowed with connections
ΓM and ΓN , respectively, and F : M → N be a smooth map. We define the
section αF in τ
∗M ⊗ F ∗TN by
αF = Γ
N ◦ F∗ − F∗ ◦ Γ
M . (1)
The second fundamental form of F , denoted by βF , is the unique section of
(TM ⊙ TM)∗ ⊗ F ∗TN such that αF = βF ◦Q.
In the case that (M, g) is a Riemmanian manifold and ΓM is the Levi-Civita
connection, the tension field of F , τF :M → TN , is given by
τF = trβF .
The map F is called harmonic with respect to ΓN if its tension field is null, i.e.,
τF = 0.
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Let M be a smooth manifold endowed with a symmetric connection ΓM .
Let X be a semimartingale in M and θ be a 1-form along X . The Itoˆ integral
is defined by
∫ t
0
θdMX :=
∫ t
0
ΓM∗θd2Xt.
Definition 2.4 Let M be a Riemmanian manifold with metric g. A semi-
martingale B in M is called Brownian motion if
∫ t
0
θdMBt is a real local mar-
tingale for all θ ∈ T ∗M , where ΓM is the Levi-Civita connection, and for any
section b in T 20 (M) we have
∫ t
0
b(dB, dB) =
∫ t
0
tr bBsds. (2)
3 An equivalence between harmonic sections and
sections that are harmonic maps
Let E be a diffenrential manifold and M be a Riemannian manifold such that
there is a smooth submersion pi : E → M . Let ∇E be a symmetric connection
and ∇M be the Levi-Civita connection on E. Let V E = ker (pi∗) be the vertical
distribution and HE a smooth distribution in TE such that TE = V E ⊕HE.
Let v : TE → V E and h : TE → HE be the vertical and horizontal projectors,
respectively. Let Hx = (pip|HpE)
−1 : TxM → HpE be the horizontal lift, where
pi(p) = x. We observe that Hx is an isomorphism for each x ∈ M . The
submersion pi : E →M is called affine submersion with horizontal distribution if
h∇E
H(X)H(Y ) = H(∇
M
X Y ) (see [1] for more details). A Riemmanian submersion
is a classical example of affine submersion with horizontal distribution. Unlles
otherwise stated, we assume that pi : E → M is an affine submersion with
horizontal distribution.
We follow the definition of B. O’Neill [7] for the Fundamental tensors A and
T . They are defined by
TUV = h∇
E
vUvV + v∇
E
vUhV
and
AUV = v∇
E
hUhV + h∇
E
hUvV,
where U, V are vector fields on E.
The following assumption will be needed throughout the paper. Let X,Y
be vector fields on M . We ask connections ∇E on E such that
AH(X)H(Y ) = −AH(Y )H(X). (3)
We observe that Riemannian submersions satisfy this condition.
The next Lemma is important in the sequence.
Lemma 3.1 Let pi : E → M be a submmersion. Let (x1, . . . , xn) be any local
coordinate system in E. Then, there exists {y1, . . . , yr} ⊂ {x1, . . . , xn} such that
Dvα = ∂/∂yα are vertical vectors, where r = dimV E. Moreover, {D
v
1 , . . . , D
v
r}
span V E.
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Proof: Let (x1, . . . , xn) be a local coordinate system in M . Let V be a non
null vertical vector field on E. We can write
V (x) = ai(x)Di.
Suppose that every Di, i = 1, . . . n, is not vertical. Applying pi∗ at V we see
that
pi∗(V (x)) = ai(x)pi∗(Di).
But pi∗(V (x)) = 0, while ai(x)pi∗(Di) 6= 0. It is a contradition. Therefore there
is a major r < n such that {y1, . . . , yr} ⊂ {x1, . . . , xn}, D
v
α =
∂
∂yα
, α = 1, . . . , r,
are vertical and
V (x) = aα(x)D
v
α.
It is immediate that r ≤ dimV E. If r < dimV E we would have a non null
vertical vector U such that U is not a linear combination of {Dv1 , . . . , D
v
r}. So
U = ajDj , where Dj /∈ {D
v
1 , . . . , D
v
r}, j = 1, . . . , n− r. As U is vertical we have
that some Dj would be a vertical vector. It is a contracdition with the choice
of r. 
Let us denote τxE¯ the set of second order vector field L written as
L = liαDiα + l
αDα,
where (x1, . . . , xn) is a local coordinate system and (y1, . . . , yr) is given by the
Lemma above. It is clear that τxE¯ is a subspace of τx. Let Γ
E be a symmetric
connection on M . We define Γv : τxE¯ → V E by Γ
v(L) = vΓE(L). We call Γv
of vertical connection on E. We observe that Γv(XV ) = ∇vXV = v∇
E
XV , where
X and V are vector field and vertical vector field on E, respectively.
Definition 3.1 Let σ be a section of pi. We define Q¯x : τxE¯ → TE ⊙ V E by
Q¯(L) = Q(L). The section αvσ of τ
∗E¯ ⊗ σ∗V E is given by
αvσ = Γ
vvσ∗ − vσ∗Γ
M . (4)
The vertical second fundamental form of σ, βvσ is the unique section of
(TM ⊙ TM)∗ ⊗ σ∗V E such that αvσ = β
v
σ ◦ Q¯. The tension field of β
v
σ is
τvσ = trβ
v
σ.
We call σ a harmonic section if τvσ = 0.
When pi is a Riemannian submersion, C. Wood, in [10], defines a harmonic
section in the same way.
The following linear algebra lemma shows that βvσ is well defined.
Lemma 3.2 Let αvσ be a section of τ
∗E ⊗ σ∗V E defined by (4). Then there
exists an unique section βvσ of (TM ⊙ TM)
∗ ⊗ σ∗V E such that αvσ = β
v
σ ◦ Q¯.
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Proof: Since Ker Q¯ = V E ⊂ Kerαvσ, the lemma follows from the first isomor-
phism theorem (see [8] pp 67). 
For the convenience of the reader we repeat the proof of the following Lemma
from [2].
Lemma 3.3 Let pi : E → M be an affine submersion with horizontal distribu-
tion. Then
1. for each θ in T ∗E,
∫
α∗σθ d2X =
1
2
∫
β∗σθ(dX, dX);
2. for each vertical form θ on E,
∫
αv∗σ θ d2X =
1
2
∫
βv∗σ θ(dX, dX).
Proof: 1. By definition 2.3 of βσ, we have that
1
2
∫
β∗σθ(dX, dX) =
∫
Q∗β∗σθ d
2X =
∫
(βσ ◦Q)
∗θ d2X =
∫
α∗σθ d
2X.
The first equality follows from Proposition 6.31 in [3].
2. The proof is analogous to item 1.
Proposition 3.1 Let σ be a section of pi and X be a semimartingale in M .
We have that ∫
β∗σθ(dX, dX) =
∫
βv∗σ θ(dX, dX)
for all vertical form θ.
Proof: Let Xt be a semimartingale in M . From Lemma 3.3 we see that∫
α∗σθd
2X =
1
2
∫
β∗σθ(dX, dX) and
∫
αv∗σ θd
2X =
1
2
∫
βv∗σ θ(dX, dX).
Thus, it is sufficient to show that
∫
α∗σθd
2X =
∫
αv∗σ θd
2X . We first compute
ασ(d
2X). From definition (1) we see that
ασ(d
2X) = ΓE ◦ σ∗(d
2Xt)− σ∗ ◦ Γ
M (d2Xt).
Write σ∗ = vσ∗ + hσ∗. From this, Proposition 2.1 and Lemma 2.1 we deduce
that
σ∗(d
2Xt) = dX
iσ∗(Di) + d[X
i, Xj]{σ∗Di, σ∗Dj}
= dX ivσ∗(Di) + dX
ihσ∗(Di) + d[X
i, Xj]{vσ∗Di,vσ∗Dj}
+ 2d[X i, Xj]{vσ∗Di,hσ∗Dj}+ d[X
i, Xj]{hσ∗Di,hσ∗Dj}.
We observe that {vσ∗Di,vσ∗Dj} and {vσ∗Di,hσ∗Dj} are vertical vectors in
τE, while {hσ∗Di,hσ∗Dj} are not. Then
vσ∗(d
2Xt) = dX
ivσ∗(Di)+d[X
i, Xj]{vσ∗Di,vσ∗Dj}+2d[X
i, Xj]{vσ∗Di,hσ∗Dj}.
Applying the connection ΓE at σ∗(d
2Xt) we see that
ΓE ◦ σ∗(d
2Xt) = dX
ivσ∗(Di) + dX
ihσ∗(Di) + d[X
i, Xj]ΓE{vσ∗Di,vσ∗Dj}
+ 2d[X i, Xj]ΓE{vσ∗Di,hσ∗Dj}+ d[X
i, Xj]ΓE{hσ∗Di,hσ∗Dj}.
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Since hσ∗Di = H(Di), from the equality above we conclude that
ασ(d
2Xt) = dX
ivσ∗(Di)− vσ∗ ◦ Γ
M (d2Xt) + dX
ihσ∗(Di)− hσ∗ ◦ Γ
M (d2Xt)
+ d[X i, Xj ]ΓE{vσ∗Di,vσ∗Dj}+ 2d[X
i, Xj ]ΓE{vσ∗Di, H(Dj)}
+ d[X i, Xj ]ΓE{H(Di), H(Dj)}.
From assumption (3) we see that ΓE{H(Di), H(Dj)} are horizontal vectors on
TE. By definition of αvσ we conclude that
θασ(d
2Xt) = θα
v
σ(d
2Xt).
Consequentely, ∫
α∗σθd
2X =
∫
αv∗σ θd
2X.
Therefore the conclusion follows. 
Theorem 3.2 Let σ be a section of pi. Then σ is a harmonic section if and
only if vτσ is null.
Proof: Let B be a Brownian motion inM and θ be a vertical form in E. From
Proposition 3.1 and the definition of Brownian motion (2) we deduce that
∫
τ∗σθ(Bt)dt. =
∫
τv∗σ θ(Bt)dt.
Suppose that vτσ = 0. Thus ∫
τv∗σ θ(Bt)dt. = 0.
As θ and B are arbitrary we have τvσ = 0. Therefore, by definition, σ is a
harmonic section. The converse follows from the same argument. 
Corollary 3.3 Let σ be a section of pi. If σ is a harmonic map, then σ is a
harmonic section.
Let X,Y be vector fields on M and σ a section of pi. Then we can write the
second fundamental form βσ and the vertical second fundamental form β
v
σ as
βσ(X,Y ) = ∇
E
σ∗X
σ∗Y − σ∗∇
M
X Y
and
βvσ(X,Y ) = ∇
v
vσ∗X
vσ∗Y − vσ∗(∇
M
X Y ).
Proposition 3.4 Let σ be a section of pi such that σ is not constant. Then the
horizontal e vertical components of τσ are given by
vτσ = τ
v
σ + trCσ
hτσ = trDσ,
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where
Cσ(X,Y ) = 2Tvσ∗XH(Y ) +AH(X)H(Y ) + [H(X),vσ∗Y ]
Dσ(X,Y ) = Tvσ∗Xvσ∗Y + 2AH(X)vσ∗Y.
(5)
for X,Y vector fields on M , with H the horizontal lift from M on E.
Proof: From definition of βσ we see that
βσ(X,Y ) = ∇
E
σ∗X
σ∗Y − σ∗(∇
M
X Y ),
for X,Y vector fields onM . Write σ = vσ∗⊕hσ∗. We compute the vertical and
horizontal components of βσ. First, we develop the vertical component. Thus
vβσ(X,Y ) = v∇
E
vσ∗X
vσ∗Y + v∇
E
vσ∗X
hσ∗Y + v∇
E
hσ∗X
vσ∗Y + v∇
E
hσ∗X
hσ∗Y
− vσ∗(∇
M
X Y ).
From the definitions of the Fundamental tensors T and A we deduce that
βσ(X,Y ) = β
v
σ(X,Y ) + 2Tvσ∗Y hσ∗X +Ahσ∗Xhσ∗Y − v[hσ∗X,vσ∗Y ].
Let {e1, . . . , en} be a local orthonormal system at x ∈M andH(ei), i = 1, . . . , n,
their horizontal lifts on E. It is clear that H(ei) = hσ∗ei. A direct computation
shows that
trvβσ = tr β
v
σ +
n∑
i=1
(2Tvσ∗eiH(ei) +AH(ei)H(ei)− [H(ei),vσ∗ei]).
Writting
Cσ(X,Y ) = 2Tvσ∗XH(Y ) +AH(X)H(Y ) + [H(X),vσ∗Y ],
where X,Y are vector field in M , we conclude that
vτσ = τ
v
σ + trCσ.
Using the fact that pi is an affine submersion with horizontal distribution it is
possible to show that
hτσ = trDσ,
where
Dσ(X,Y ) = Tvσ∗Xvσ∗Y + 2AH(X)vσ∗Y.

Theorem 3.5 Let σ be a section of pi and Cσ and Dσ be tensors defined by
(5).
1. If tr Dσ = 0, then σ is a harmonic map if and only if σ is a harmonic
section;
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2. If σ is a harmonic map, then trCσ = 0 and tr Dσ = 0;
3. If tr Cσ 6= 0 or trDσ 6= 0, then σ is not a harmonic map;
4. If σ is a harmonic section, then tr Cσ = 0;
5. If tr Cσ 6= 0, then σ is not a harmonic section.
Proof: 1. It follows immediately from Theorem 3.2 and Proposition 3.4.
2. Suppose that σ is a harmonic map. Then vτσ = 0 and hτσ = 0. From
Theorem 3.2 we have that τvσ = 0. Proposition 3.4 now shows that trCσ = 0
and trDσ = 0.
3. If tr Dσ 6= 0, the result follows immediatelly. Suppose that tr Cσ 6= 0. If
σ were a harmonic map, we would have vσ∗ = 0. Theorem 3.2 would show
that τvσ = 0. From Proposition 3.1 we would conclude that trCσ = 0. It is a
contracdition.
4. Suppose that σ is a harmonic section. By definition τvσ = 0. Therefore, from
Theorem 3.2 we have that vτσ = 0. Proposition 3.4 now shows that trCσ = 0.
5. We assume that tr Cσ 6= 0. Suppose that σ is a harmonic section. Theorem
3.2 shows that vτσ = 0. As τ
v
σ = 0 we have trCσ = 0. It is a contracdition. 
4 Examples
Product manifold
LetM be a Riemannian manifold, N a differential manifold and E =M×N
a product manifold. Let ∇M be the Levi-Civita connection on E and ∇N a sym-
metric connection on N . Furthermore, we endow E with the product connection
∇E = ∇M+∇N . We observe that ∇E is also symmetric. It follows immediately
that pi : E → M is an affine submersion with horizontal distribution. It is also
easy to check that T ≡ 0 and A ≡ 0. From this and Theorem 3.5 we deduce the
following.
Proposition 4.1 Let pi : E =M ×N →M be a projection. Let σ be a section
of pi. Then σ is a harmonic map if and only if it is a harmonic section.
Furthermore, it follows easily that trCσ = 0.
Tangent Bundle with horizontal Lift
Let M be a Riemmanian manifold and TM its tangent bundle. Let ∇M be
a symmetric connection on M . It is possible to prolong ∇M to a connection on
TM . A well known way is the horizontal lift ∇h (see [11] for the definition of
∇h). We observe that ∇M is symmetric and flat if and only if ∇h is symmetric
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(see proposition 7.3, chapter II in [11]). Let X,Y be vector fields on M , so ∇h
satisfies the following equations:
∇hXV Y
V = 0
∇h
XV
Y H = 0
∇h
XH
Y V = (∇XY )
V
∇h
XH
Y H = (∇XY )
H ,
(6)
where XV , Y V are vertical lifts, while XH , Y H are horizontal lifts (see [11] for
more details). From this we see that T ≡ 0 and A ≡ 0. It follows that tr Dσ = 0.
So we have showed the following.
Proposition 4.2 Let M be a Riemmanian manifold endowed with a flat Levi-
Civita connection ∇M . Let TM be its tangente bundle endowed with horizontal
lift ∇h. Let σ be a section of pi : TM → M . Then σ is harmonic map if and
only if σ is a harmonic section.
Moreover, from the fact that T ≡ 0 and A ≡ 0 we see that
trCσ = −[e
H
i ,vσ∗(ei)].
The affine submersion in the sense of Blumenthal
Let M be a Riemmanian manifold and E a differential manifold. We en-
dow M and E with symmetric connections ∇M and ∇E . Blumenthal called a
submersion pi : (E,∇E)→ (M,∇M ) an affine submersion if pi∗ commutes with
parallel translations induced by affine connections on E and M , respectively.
N. Abe and K. Hasegawa showed, see Theorem 5.1 in [1], that pi is an affine
submersion in the sense of Blumenthal if and only if for an arbitrary horizontal
bundle, pi : (E,∇E) → (M,∇M ) is an affine submersion such that TVW = 0,
AYW = 0 and h∇
E
VH(X) = 0, where V,W are vertical vector fields on E, Y
is a horizontal vector field on E and X is a vector field on M . From this and
Theorem 3.5 we conclude the following.
Proposition 4.3 if pi : (E,∇E) → (M, g) is a submersion in the sense of
Blumenthal, where ∇E is a symmetric connection and M is a Riemmanian
manifold, then a section σ of pi is a harmonic map if and only if σ is a harmonic
section.
Riemannian submersion
Let pi : E →M be a Riemannian submmersion with totally geodesic fibers.
We stated some results about Fundamental tensors T and A in this case. Let
X,Y be horzontal fields on E and U, V be vertical fields on E. B. O’Neill showed
in [7] that
(i) (TUV,X) = −(TUX,V ) (ii)AXY =
1
2
v[X,Y ] (iii) (AXY, U) = −(AXU, Y )
12
From (i) we see that the totally geodesic fibers property is equivalent to T ≡ 0.
From this and (ii) we conclude that tr Cσ =
∑n
i=0[H(ei),vσ∗(ei)] and trDσ =∑n
i=1 2AH(ei)vσ∗(ei) for any local orthonormal system {e1. . . . , en} onM . As H
is an isomorphism from TM into HE we have that {H(e1), . . . , H(en)} are basis
in HE. Therefore any horizontal field Y on E can be written as Y = ajH(ej).
From (ii) and (iii) we deduce that
(
n∑
i=1
AH(ei)vσ∗(ei), Y ) = −
n∑
i=1
(AH(ei)Y,vσ∗(ei))
= −
n∑
i,j=1
1
2
aj(v[H(ei), H(ej)],vσ∗(ei)).
Thus, if v[H(ei), H(ej)] is null for all i, j = 1, . . . , n, then
∑n
i=1 AH(ei)vσ∗(ei) =
0. As v[·, ·] is a tensor we have the following.
Proposition 4.4 Let pi : E → M be a Riemannian submmersion with totally
geodesic fibers. Suppose that the horizontal distribution given by HE is inte-
grable. Let σ be a section of pi. Then σ is a harmonic map if and only if it is a
harmonic section.
Furthermore, from the fact that T ≡ 0 and (ii) we conclude that
tr Cσ = −
n∑
i=0
[H(ei),vσ∗(ei)]. (7)
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