sidebar) was formed to address this deficiency by treating the network as a dynamic, configurable, and closely monitored resource that's managed endto-end. Figure 1 shows UltraLight's global capabilities and the extent of its networking resources (see the "UltraLight Networking Resources" sidebar for a list of networks and other resources involved). We believe UltraLight is viable for e-science because of the relatively limited scope of our virtual organizations (we focus only on distributed data analysis). The advances we're proposing in the project's current form will most likely not scale to the general Internet community. We're aware of scalability as an issue and are targeting our developments toward a large but manageable set of resources and virtual organizations (approximately 20).
The Network as a Resource
Within HEP, there are typically two scenarios that use wide-area networks (WANs) extensively.
In the first scenario, (raw) data from the detector located at CERN (tier 0) produces so-called raw data at a rate of petabytes per year, which is processed locally. CERN stores this reconstructed data, distributing it in part to tier-1 centers around the world. These centers, in turn, make the data available to tier-2 centers.
The second scenario is related to analysis of the data in scenario 1. Physics analysis represents a "needle in the haystack" problem in which physicists analyze large data sets and identify the data sets needed for physics discovery in an iterative manner. Hundreds of physicists perform various types of analysis at any time using data that can be distributed over several sites. During this process, certain data sets become very popular or "hot," whereas others languish, or become "cold." In time, data can change from hot to cold, or vice versa, depending on what data physicists are interested in. Data must be readily available for physicists wherever they're working. This can require replicating the typically large data sets, which range from hundreds of gigabytes to several terabytes. This (potentially real-time) replication combined with scenario 1 can overwhelm the network infrastructure and create a network traffic jam, which can limit the use of computing resources because people can't get to their data.
The notion of treating the network as a managed resource is motivated by the general assumption that grid resources (CPU, storage, network, and so on) will always be insufficient to meet demand. This assumption is based on years of experience with HEP computing, and it has design implications for the system as a whole. Such a resourceconstrained system requires policies that enforce fair sharing. "Fair" in this context means that the groups of users, or virtual organizations, involved agree on the terms under which they can use the available resources. Moreover, scheduling decisions must account for these policies and the desired turnaround-time profiles for each of several work classes. Properly scheduling and managing the system and adhering to these policies require detailed planning, monitoring, and enforcement procedures that take into account the relevant information.
To achieve the goal of treating the network as an actively managed resource, UltraLight focuses on four areas:
• End-to-end monitoring, which provides components with real-time status information on the entire system or on selected components. Autonomous components can use monitoring information to make decisions on the users' behalf or to optimize the system as a whole (for example, optimize data throughput and CPU utilization).
• Development and deployment of fundamental network and transfer protocols and tools such as UltraLight combines results and applications developed in these four areas to provide an end-to-end service-based system that supports grid-enabled physics analysis. The system will utilize the network as an active managed resource to support thousands of users, and will exploit grid resources to allow the analysis of petabytes of data and contribute to active global collaboration on the discovery of new physics.
Results will be disseminated by the UltraLight consortium through OSG. Indeed, several applications and frameworks discussed in this article are already part of the OSG software distribution and are being deployed on the OSG testbed.
End-to-End Monitoring
The use of end-to-end monitoring is crucial to exposing the network as a managed resource. Endto-end monitoring lets applications and higherlevel service layers account for a system's increasingly advanced and complex behavior, leading to a new class of proactive and reactive applications that dynamically adapt to new and unforeseen system behavior. For example, the distributed system could gracefully accommodate network congestion or hardware component failures and exploit the availability of new network routes or capabilities. These reactive applications would enhance the global system's resilience to malfunction and let it optimize resource use, thereby improving both overall task throughput and effective policy implementation and increasing the speed with which physics results are obtained. This is the UltraLight effort's ultimate goal.
End-to-end monitoring is thus vital within the UltraLight project to help optimize network resources. Part of the UltraLight planning is to implement a new set of global end-to-end managed monitoring services, building on our ongoing and rapidly advancing work with the MonAlisa agentbased system. vices, such as routers and photonic switches. Because it gathers system-wide information, MonAlisa can generate global views of the prevailing network connectivity to identify network or endsystem problems and act on them strategically, or locally, as required. Additional services that take decisions based on these (global) system views produced by MonAlisa (such as schedulers) can be created and deployed. For example, a recent addition to MonAlisa is a mobile agent that provides optimized dynamic routing for distributed applications. At the time of this writing, the MonAlisa system includes 180 station servers (split between grid and virtual room videoconferencing system, or VRVS, 5 sites) and monitors approximately 180,000 different operational parameters from 10,000 participating nodes and more than 60 WAN links. In MonAlisa, independent processes can publish and subscribe to the data of other processes in the globally deployed system. Using a low-level predicate mechanism within MonAlisa, it's possible to create filters in these processes and associate the filters with certain actions. We can view the combination of filters and associated actions as a rudimentary form of policy specification.
Consider a process subscribed to a network link's bandwidth utilization that identifies (by filtering the subscribed data) a high-priority data movement activity. The associated action can use MPLS and QoS to "throttle" the bandwidth usage for other processes through dynamically sized virtual pipes, improving the high-priority transfer's throughput. This would let the system assign a new higherpriority task the bandwidth it needs implicitly at the expense of less critical traffic. Each virtual organization would need to establish a set of policies to govern different actions' priority rankings. In another example, MonAlisa components could detect a saturated network link and reroute additional traffic through other links. Using the traffic analogy, MonAlisa would supply the traffic lights to control network resource usage and direct highpriority tasks to dynamically created express lanes in the network.
As a first experiment in end-to-end resource monitoring, we've adapted MonAlisa and deployed it on VRVS reflectors to collect information about the system's topology, monitor and track traffic among reflectors and report communication errors with the peers, and track the number of clients and active virtual rooms. In addition, we monitored overall system information (such as CPU usage and total traffic in and out) and reported it in real time for each reflector. We developed agents within MonAlisa to provide and optimize dynamic routing of the VRVS data streams. These agents use information about the quality of alternative connections to solve a minimum spanning tree problem to optimize data flow at the global level. The latter is also important within the UltraLight project. Figure 2 shows the MonAlisa system in action during Supercomputing 2004 (SC2004, www. sc-conference.org/sc2004). MonAlisa gathers arbitrarily complex monitoring information in the global system and processes it in its distributed agent framework. Its use of agents and a multithreaded engine that hosts various loosely coupled and self-describing dynamic services, as well as each service's ability to register itself and then be discovered and used by other services or clients lets the framework scale well with system size.
Several for using MonAlisa within the UltraLight project is its features, such as global scalability, low-level policy specifications, autonomous publish-subscribe functionality, and the ability to steer other applications based on monitor information.
These features aren't (or are only partly) available in other grid-based monitoring systems such as Ganglia, 6 the Relational Grid-Monitoring Architecture, 7 and GridICE. 
Protocols and Tools
FAST TCP is a TCP implementation with a new congestion-control algorithm optimized for highspeed long-distance transfers. Whereas the current TCP implementation's congestion-control algorithm uses packet loss as a measure of congestion, FAST TCP uses round-trip delay (the time from sending a packet to receiving its acknowledgment). This lets FAST TCP stabilize at a steady throughput without having to perpetually push the queue to overflow, as loss-based schemes inevitably do. Moreover, scaling delay with link capacity enhances stability as networks grow in capacity and geographical size. 9 In addition to many experimental evaluations of FAST TCP in real networks and emulated testbeds, we've modeled it mathematically and analyzed its equilibrium and stability properties. In equilibrium, FAST TCP allocates bandwidth among competing flows in general networks according to proportional fairness, which favors small flows but less extremely than maxmin fairness. 10 Moreover, the equilibrium point always exists and is unique for an arbitrary network. Previous work has shown that the equilibrium point is stable under various assumptions. 9 Figure 3 compares FAST TCP with Reno TCP, which is based on the Reno fast retransmit algorithm.
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UltraLight intends to exploit recent advances in robust control theory and convex optimization to guide the operation of the large-scale network we will build. New techniques at the California Institute of Technology (Caltech) use sum-of-squares optimization methods to provide convex polynomial time relaxations for many NP-hard problems involving positive polynomials. The observation that it's possible to use semidefinite programming to efficiently compute sum-of-squares decompositions of multivariate polynomials has initiated the development of software tools (such as SOSTools 12 ) that let you formulate semidefinite programs from their sum-of-squares equivalents. UltraLight will develop methods of incorporating SOSTools into the MonAlisa monitoring and control software system, which will in turn let us calculate stability regions for a given network operation regime and derive control actions that will steer the network so that it remains within a desired performance regime.
UltraLight High-Speed Networking
The UltraLight hybrid packet-and circuit-switched network infrastructure uses both ultrascale protocols, such as FAST TCP, and the dynamic creation of optical paths for efficient fair sharing on networks in the 10-Gbps range. In November 2004, UltraLight project members, led by researchers at Caltech, broke the Internet2 land-speed record (http://lsr.internet2.edu) by sending 2.9 Tbytes of data across 26,950 kilometers of network in one hour using Caltech's FAST TCP, 1 at an average rate of 6.86 Gbps. The same week, the team captured the Supercomputing Band- width Challenge award (http://pr.caltech.edu/ media/Press_Releases/PR12620.html) for sustained bandwidth by generating an aggregate rate of 101 Gbps to and from the conference floor-the same level of data throughput expected to occur in the early operation phases of the LHC experiments.
As Figure 4 illustrates, we were able to achieve this bandwidth by using FAST TCP together with These bandwidth challenges aim to show that given the combination of hardware and software, we can create a data-transfer superhighway that can meet the challenges of the physics community. A next step in the bandwidth challenges will be disk-to-disk transfers and the analysis of potentially remote data as if it were on a local disk. Although this type of analysis won't be available to everyone, we'll make it available to high-priority users and processes. Thus, we'll be able to offer a more agile system with the flexibility to assign resources (CPU, storage, and network) to promising physics analysis processes or groups, which will speed new scientific discoveries.
WAN in Lab
The SC2004 Bandwidth Challenge provided an ideal environment for dedicated access to network resources for a limited amount of time. Although we deployed monitoring applications on many of the network resources, we had no control over others, which made diagnosing low-level component failures difficult. To analyze every aspect of the network and applications interacting with network resources, the UltraLight consortium will use an unusual facility: WAN in Lab.
WAN in Lab is a unique testbed being built at Caltech and funded by the US National Science Foundation, the US Army Research Office, Cisco, and Caltech. WAN in Lab is literally a wide-area network-it includes 2,400 kilometers of fibers, optical amplifiers, dispersion-compensation modules, wavelength-division multiplexing gear, optical switches, routers, and servers-but it's housed in a single laboratory at Caltech. The initial hardware, anticipated to be operational in Fall 2005, will have six Cisco ONS 15454 switches, four Cisco 7609 routers, and a few dozen high-speed servers. We intend to connect it to UltraLight by a 10-Gbps link, making it an integral part of the system (see Figure  1 ). This will extend the round-trip time of an endto-end connection between a WAN in Lab server and a server in a global production network to more than 300 ms. This number is important because it's larger than, but of the same scale as, the largest round-trip times we expect in real networks, ensuring that our work is relevant for global networks. We also intend to connect WAN in Lab to the Sunnyvale and Seattle Gigapops, as Figure 5 illustrates. WAN in Lab-the "wind tunnel of networking research"-offers a unique environment for developing and testing protocols for sharing resources across high-speed WANs and complements the UltraLight infrastructure synergistically. The UltraLight community can develop, debug, and test distributed systems tools on WAN in Lab before deploying them progressively on UltraLight. This will greatly shorten the design, development, testing, and deployment cycle for the community.
Application-Level Services
Ultimately, we must integrate the network as a managed resource into existing globally distributed systems. The Grid Analysis Environment (GAE) 13 describes an application-level serviceoriented architecture (SOA) to support end-to-end (physics) analysis. It describes the ensemble of services (and their interactions)-discovery, 14 scheduling, 15 submission, 16 and job tracking, for example-that the SOA will expose to users and domain applications. UltraLight is extending the GAE to the UltraLight Analysis Environment. The UAE focuses on integrating components identified in the GAE and components that expose the network as a managed resource.
Most users will access grid resources through grid portals that hide much of the grid's (Web service) infrastructure and resource complexity. GAE components will monitor applications, replicate data, schedule jobs, and autonomously find optimal network connections, resulting in a selforganizing grid that minimizes single points of failure. This would let thousands of users get fair access to a limited set of distributed grid resources in a responsive manner. Many UAE Web service implementations will be made available through and developed in Clarens, a Web-service-based framework (such as Globus 17 and Glite
18
) available in Python and Java implementations. Clarens offers several additional features:
• X.509-certificate-based authentication when establishing a connection, • access control on Web services, • remote file access and access control, • services and software discovery, • virtual organization management, • high performance (measured at 1,400 calls per second), • role management (which we're extending to interoperate with GUMS servers 19 ), and • support for multiple protocols (such as XML Remote Procedure Call, SOAP, JavaScript Object Notation, and Java remote method invocation).
We'll integrate the network resources and Web services using MonAlisa.
14 At SC2003 and SC2004, we demonstrated an early GAE prototype that let users submit jobs to a site through the Sphinx Grid scheduler. 15 Sphinx differs from other schedulers such as Pegasus 20 in that it supports a decentralized policy-based environment for scheduling. Sphinx bases scheduling decisions on MonAlisa monitoring data, which includes the site's queue length and the speed at which a job finishes once it starts running. Sphinx then actively monitors the job's progress in the queue and, if necessary, reschedules it to another site. An extension to the prototype provided a wrapper around the job that sent job state information to MonAlisa and the Batch Object Submission System (BOSS), which provides job wrappers for monitoring detailed job status. 16 BOSS stores detailed information on the job's state, including error logs, whereas MonAlisa stores real-time information regarding the job's state (for example, submitted, started, running, and finished). We visualized this information by plotting state against time in a lifeline plot.
More recently, we implemented a software and service discovery Web service as Clarens Web Services. Both services use MonAlisa to disseminate discovery information. The services provide a dynamic real-time view of the Web services and software applications available within the distributed system.
The Sphinx scheduler and the discovery services are two early examples of integrating applicationlevel services with an end-to-end monitoring system to provide a global view of the system. The discovery services are part of the OSG and have been deployed on the OSG testbed.
Recent work has begun on creating a reservation service in collaboration with the Lambda Station project (www.lambdastation.org). The service allocates bandwidth (where possible) in multiple network domains from a source to a target when a user requests it. Such a service is important for grid operators who move large amounts of data through multiple network domains. In most cases, this data movement can be scheduled in advance. In the near future, we can replace manual operation of these data transfers with autonomous applications (such as agents) that monitor data access and decide when to reserve bandwidth.
T he UltraLight project marks the entry into a new era of global real-time responsive systems in which we can monitor and track all three sets of resources-computational, storage, and network-to provide efficient, policy-based resource use and optimize distributed system performance on a global scale. By consolidating with other emerging dataintensive grid systems, UltraLight will drive the next generation of grid developments and support new modes of collaborative work. Such globally distributed systems will serve future advanced applications in many disciplines.
UltraLight paves the way for more flexible, efficient sharing of data by scientists in many countries and could be a key factor in the next round of discoveries at the HEP frontier. Advancements in UltraLight, through Caltech's VRVS system, could also have profound implications for integrating information sharing and on-demand audiovisual collaboration in our daily lives. As a testament that UltraLight addresses real needs within the science community, EGEE lists scenarios that will benefit from the work being undertaken in the UltraLight project at https:// edms.cern.ch/document/476742. Dan Nae is a network engineer at Caltech. His research interests include network protocols, control, and monitoring. Nae has an MSc in computer science from Politehnica University of Bucharest. Contact him at dan.nae@cern.ch.
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