Objectives: To evaluate the reproducibility and operator dependence for the quantitative regional left ventricular functional parameters (LVFP) assessed by Cedars-Sinai's Quantitative automated gated SPECT (QGS) software. Methods: The QGS algorithm was reviewed in detail and potential operator dependencies were defined. Series of prototypes were selected, consisting of (a) normal perfusion, (b) perfusion defects in all perfusion regions, (c) perfusion studies of patients with angiographic confirmed normal coronary arteries, proximal ( ‡70% stenoses) single and multiple vessel disease, and (d) spurious activity in close proximity. While defining and re-orienting the volume containing the left ventricle, the operator adjusted 8 variables/degrees of freedom (DF). The software was used without further operator interventions. Results were expressed as a coefficient of variation (COV). Separate COV were calculated per distinct DF. A segment was considered not robust when the COV did exceed 20% in a single DF, 15% in at least 2 DF, or 10% in at least 3 DF. Results: Regional left ventricular EF and volumes showed excellent reproducibility. Normal perfusion and the vessel disease prototypes showed an excellent COV (for all re-orientation steps [33/prototype]) mostly below 5% for LVFP. However, regional wall motion and thickening became less reliable in the presence of large perfusion defects or artifacts. Conclusions: Quantitative estimates for regional left ventricular functional data show excellent reproducibility using automated gated SPECT. However, there may be substantial operator dependency in the presence of large defects or spurious activity in close proximity.
Introduction
Techniques for automated quantitative approach of myocardial perfusion imaging have been developed and refined over the past decades. Automation and quantitation in nuclear cardiology are important to minimize inter-and intra operator variability and increase reproducibility [1] . New quantitative image processing software should undergo systematic independent evaluation and thorough search for clinical conditions under which the underlying algorithms may fail or loose precision. With regard to the validation of the Cedars-Sinai's Quantitative SPECT (QGS) software, several requirements have already been met. The algorithm and its basic validation have already been described [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . However, one particular issue is still not fully solved: reproducibility of the quantitative assessment of regional functional parameters in the presence of severe major defects or artifacts. In cross-validations with other techniques, results have been evaluated on population level. Any failure in specific subgroups will be diluted by the large amount of successful analysis over the investigated population. The software used in the QGS technique is complex and, under certain conditions, falls back on alternative algorithms. This complexity makes cross-validations with other techniques difficult. Therefore, our assessment was based on a system analyses to test the reliability of the quantitative assessment of the left ventricular volumes (enddiastolic and end-systolic), LVEF and regional segmental wall motion and wall thickening. In this approach we tried to identify conditions under which the algorithm becomes operator-dependent. We especially reviewed the algorithm for interfering clinical conditions, such as large perfusion defects, activity below the diaphragm and operator-dependent factors in the image processing. The operator-dependent factors contain only the re-orientation that the operator has to perform after raw data acquisition. The rest of the data processing can easily kept constant, is assumed to be stable.
Assessment of the average defect size in a representative population from our institution showed that of the total population one third has a large perfusion defect defined as 7 or more hypoperfused segments using a 20-segment model ( Figure 1 ). This indicates that this is a very large patient group.
The aim of this study was to evaluate systematically the reproducibility of all quantitative functional results of the QGS-software program.
Methods

Study population
Seventeen patients were selected who underwent 99m-Technetium (tetrofosmin) gated SPECT myocardial perfusion scintigraphy at the Leiden University Medical Center between November 1997 and 1 January 2000. Study selection was partially based on the findings of the system analysis: based on clinical conditions and operator-dependent factors (described below). This selection was supplemented to cover a representative range of defect sizes, locations and artifacts on perfusion imaging studies. The selection resulted in examples of studies with isolated perfusion defects in all different regions of the left ventricle, spurious activity below the diaphragm and left ventricle aneurysm. A second series was selected based on findings at coronary angiography. For each unique constellation of defect, artifact, stenosis or combination thereof, a typical example (a so-called prototype) was selected.
Patients with severe perfusion defects or severe angiographic stenosis were selected, as this represents the worst-case scenario for the software. Each prototype was subjected to the analysis, as described below. Global characteristics of the selected prototypes are shown in Table 1 .
Gated SPECT protocol
Perfusion studies Myocardial perfusion scintigraphy was performed using 500 MBq 99m Tc-tetrofosmin, as previously described [16] . Stress images (bicycle exercise, or adenosine 0.14 mg/kg/min for 6 min, or dobutamine up to 40 lg/kg/min) and rest images were obtained. Shortly after injection of tetrofosmin the patient was instructed to drink some milk to stimulate and accelerate hepatobiliary clearance. All gated acquisitions took place with the patients in prone position, 30-45 min (stress) or 45-60 min (rest) post-injection. Imaging was performed with a triple-head 360°rotating gamma camera equipped with high resolution collimators (GC-9300 GMS, Toshiba, Japan). A total of 90 frames of 30¢¢ duration in a 64 · 64 pixel matrix were obtained at 4°intervals using a non-circular orbit. Sixteen bins per cardiac cycle were acquired. All studies were prefiltered with a 9th order Butterworth filter with a cut-off frequency of 0.26 cycles/pixel. Filters were kept constant for all studies. No attenuation correction was applied.
Quantitative gated SPECT analysis Gated SPECT analysis was performed using the Toshiba implementation of the QGS-software, version 2.0, revision A¢¢. In which quantitative assessment of end-diastolic and end-systolic perfusion, wall motion and wall thickening using the 20-segment bull's eye representation of the QGS model (Figure 2 ), as well as estimates for end-diastolic (EDV) and end-systolic (ESV) ventricular volume and derived stroke volume and LVEF is incorporated. The underlying algorithms have been reviewed in literature [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] 17] . The software algorithm implementation is the same in the different camera systems. Volumes were expressed in milliliters (ml), wall motion in millimeters (mm), with a reported accuracy of 0.1 mm, whereas wall thickening was expressed as a percentage of the fitted end-diastolic thickness. 
Coronary angiography
Coronary angiography was performed according to the standard Judkins technique. An obstruction in one of the three major epicardial coronary arteries of ‡70% on visual examination was considered significant. For this study, coronary angiograms were only evaluated if they had been performed within 90 days after myocardial perfusion scintigraphy. Only proximal coronary artery stenosis were included. Proximal stenosis were defined as: left anterior descending coronary artery (LAD): proximal of the first diagonal branch; left circumflex artery (LCX): proximal of the obtuse marginal branch; and right coronary artery (RCA): from the origin till the second acute marginal branch.
Statistical analysis
Systems analysis
The QGS algorithms and the entire acquisitionand filtered backprojection procedures were systematically studied, to identify error-sources that could potentially result in loss of precision of the QGS algorithms. This effort was specifically aimed at:
1. identifying clinical conditions, such as large perfusion defects; the presence of significant amounts of activity below the diaphragm; or anatomical variations, which could interfere with the reliability of the algorithms 2. identifying operator-dependent factors in the image processing that could be rigidly and reproducibly standardized 3. identifying operator-dependent factors in the image processing that could not be standardized in a fully reproducible manner.
Our approach was essentially a system analysis. The system analysis revealed that the software applied several alternative algorithms, to initially detect and preliminary establish exact location, orientation, size and crude shape of the left ventricular cavity. The choices made by the software are dependent on relative count density, location and intensity of spurious activity in, for example, liver, intestines, spleen, lungs, or stomach, as well as on the extent and level of uptake of the segments of reliably detected myocardium. For many of these effects, it could be deduced that the size, shape, orientation and location of the operator defined bounding box (reconstruction slices in which the left ventricle is situated) could potentially influence the choices made by the program and hence could result in variation in quantitative results for wall motion, wall thickening, EDV, ESV and LVEF. Due to the complexity of the software, it was not possible to reliably predict the choices made by this software under various conditions. Hence the systems analysis resulted only in global and qualitative, rather than specific and quantitative descriptions of conditions that might lead to failure due to excessive operator dependence. Results from this analysis were used to select representative clinical studies for further robustness analysis.
Criteria for defect size (extent) and severity Criteria on normal perfusion studies were described earlier [18, 19] . Based on an earlier analysis [7, 20] , it was concluded that segmental uptakes below 40% in the QGS 20-segment endsystolic perfusion quantification corresponded best with severe perfusion defects.The extent of the perfusion defect is the summation of all segments with a severe perfusion defect. Seven or more segments with severe compromised perfusion in the 20-segment bull's eye were defined as large. This corresponds with ‡26% myocardial abnormality according to the method described by Berman et al. [21] .
Operator dependence When making the reconstruction for QGS analysis the operator has to set a range of reconstruction parameters, forming a sort of bounding box in which the left ventricle is situated. During this procedure the operator has to set 8 DF (see below). For each individual prototype, an initial representative reconstruction and QGS analysis was performed followed by repeat reconstructions and QGS analyses, in which a single parameter (a degree of freedom) was systematically varied. These parameters defined the size, location and angular orientation of the bounding box of the data subset of the entire reconstruction volume that was made available to the QGS software. The following parameters were varied:
1. Angle of rotation in the transversal plane: +20°, +10°, )10°, )20°; 2. Angle of rotation in the sagittal plane: +20°, +10°, )10°, )20°; 3. Horizontal translation of the selected bounding box: +4, +2, )2, and )4 voxels; 4. Vertical translation of the selected bounding box: +4, +2, )2, and )4 voxels; 5. Translation along the long axis: +4, +2, )2, and )4 voxels; 6. Variation in width of the bounding box: +4, +2, )2, and )4 voxels; 7. Variation in height of the bounding box: +4, +2, )2, and )4 voxels; 8. Variation in length of the bounding box: +4, +2, )2, and )4 voxels;
In some instances, visual inspection showed an obvious failure of the QGS software to fit the model to perfusion data. These cases were excluded from further analysis. All parameters that could be standardized between studies were kept constant.
For each individual segment, or EDV, or ESV, or LVEF, the spread in results due the systematic operator-dependent variation in size, orientation and location of the bounding box was expressed as a standard deviation (SD). This was done both for wall motion and wall thickening. Each SD was also expressed as a percentage of the respective average COV, for a completely normal reference study.
This preliminary analysis resulted in 16 bull's eye representations of segmental operator dependence; one for each of the 8 DF controlled by the operator, and one each for wall motion and wall thickening. This analysis was performed for all prototypes.
Integration of results
For reasons discussed in detail below, the 8 DF were not considered to be statistically fully independent. The results from each set of eight different bull's eye images were used to generate a bull's eye representation, indicating -per segmentwhether its quantitative results were considered reproducible for that particular prototype. Two sets of rules were used, for reasons described below:
-one set was based on the COV for each segment -the other set used absolute values for the SD for wall motion and wall thickening.
The rules used to assess reproducibility per segment were:
1. If the COV exceeded 20% in at least 1 DF, lack of reproducibility was concluded; 2. If the COV exceeded 15% in at least 2 DF, lack of reproducibility was concluded; 3. If the COV exceeded 10% in at least 3 DF, lack of reproducibility was concluded; 4. If the SD exceeded 1.0 mm (wall motion), or 10% (wall thickening), lack of reproducibility was concluded; 5. If the SD exceeded 0.75 mm (wall motion), or 7.5% (wall thickening) in at least 2 DF, lack of reproducibility was concluded; 6. If the SD exceeded 0.5 mm (wall motion), or 5% (wall thickening) in at least 3 DF, lack of reproducibility was concluded;
Rules 1-3 were applied to the bull's eye representation for COV; rules 4-6 for the SD bull's eye.
Criteria for reproducibility
To our knowledge, no criteria have been previously published to define clinically relevant uncertainties or inaccuracies regarding the exact quantification of regional wall motion and wall thickening. Basically three different types of criteria were available: (1) COV, based on the observed averages in the same study; (2) COV, based on observed averages in normal studies; and (3) SD, without reference to the average values of either the same study, or normal studies. It is obvious that COV, based on observed averages in the same study has little value. For example in the presence of akinesia, locally segmental COV for wall motion will become extremely high, even though the absolute SD is quite modest. The COV, calculated using observed averages in normal studies is more meaningful for most segments, but not for all. For example, the wall motion in basal septal segments is very small and hence the COV will become high. This obviously has no clinical significance. We therefore have chosen to apply a mixed technique. For the majority of the segments criterion 2 is the preferred choice. Where a segment failed criterion 2, we reported on criterion 3 too. It is obvious, given the considerable anatomical variation in size, shape and orientation of the left ventricle, that reference values will show relatively large variation, when expressed as COV, at the basal and septal sides of the ventricle. For this reason we considered a segment in the basal and septal region not robust when both the COV and SD are not robust.
A recent publication by Sharir et al. [17] may provide some guidance, as the normal variation between normal subjects sets an upper limit to the variation encountered in normal subjects. On average the segmental values for SD for wall motion and wall thickening in this group both corresponded to approximately 20% COV. This number was taken as the upper acceptable limit for operator-dependent within-prototype segmental variation when using the COV methods (criteria 1, 2 and 3 in the section above).
With regard to the criteria based on the observed segmental variation (SD), two assumptions led to similar thresholds. The final values were 1.0 mm and 10% for robustness of wall motion and wall thickening. First, it was considered reasonable to attribute at most half of the between subjects segmental variation to operator dependent variation in processing. Second, a detailed analysis of the relation between cut-off value and number of rejected segments revealed that for wall motion a limit of between 0.9 and 1.6 mm resulted in a clear separation of obviously robust and obviously non-robust studies. For wall thickening, a similar analysis showed that over a very wide range of cut-off values for severity of perfusion defect (25-55%), a cut-off value of 10% for maximum allowable variation (expressed in SD) in wall thickening did not result in any changes in the number of rejected segments.
As mentioned above, a COV exceeding 20% at the basal segments is meaningless if the normal wall motion at such segment is, for example, only a modest 1.5 mm, as no clinician would demand a 0.3 mm reproducibility from gated SPECT technology. Furthermore, the smallest angle between the long axis of the left ventricle and the valvular plane shows considerable variation. This adds to the arguments in favor of selectively applying criterion 3 for the basal ring. Table 1 describes the 17 selected prototypes with regard to extent and severity of perfusion defect and, if applicable, the matching angiographic data. In addition, the EDV, ESV and LVEF are also given in Table 1 .
Results
Selected studies
For each prototype, summary bull's eye representation for robustness of segmental wall motion and wall thickening is given in Figures 3(a-q) . In these bull's eye representations, segments that were not robust based on the COV criteria are marked accordingly. Where applicable, those segments not considered robust based on both COV and SD criteria are identified. Table 2 gives results per prototype for enddiastolic, end-systolic, LVEF, and an indication on the robustness of each measure for each prototype. The mean values for EDV, ESV and LVEF were respectively, 157 ml, 103 ml and 41%. Figure 4 shows a typical example of how quantitative results per segment per degree freedom result in the summary bull's eye maps for COV and SD. In this figure the 2 summary bull's-eye representations for each individual DF are shown. In case of a typical study showing normal perfusion ( Figure 3A ), all segments (beside this, also the EDV, ESV and LVEF values) are robust, except for the segments at the basal edge, which is not robust, based on COV. Analysis based on COV most other prototypes are not robust at the basal edge, especially at the septum. For the analysis based on SD only operator dependence in the basal area in a few segments are seen. A clear hierarchy seems to exist regarding robustness of the global parameters, with LVEF being most and ESV being least robust. With regard to the segmental wall motion and wall thickening results, in general, only a poor correlation was found between defect size or location and the number and location of segments showing large variation. In case of very large defects the variation at the center of the defect tends to be minimal, unless spurious activity is close to the defect.
Operator dependence
Discussion
Our results show excellent reproducibility for LVFP using the Cedars-Sinai's Quantitative Gated SPECT software. However, large perfusion defects, or the presence of spurious activity near the left ventricle may increase operator dependence.
The QGS software relies on a series of assumptions that cannot be fully tested under experimental conditions. Therefore systematic comparison with other imaging modalities is important. Several groups have compared the quantitative results from the QGS software with similar results from other modalities. Generally in mixed datasets, the concordance with regard to the LVEF is good for contrast ventriculography and ultrasound techniques [6] [7] [8] [9] . Similarly, the concordance with regard to wall thickening is quite good [12] . Some data are also available on wall motion, but these data are usually limited to the use of an ordinal scale, rating wall motion as normal, hypokinetic, akinetic or dyskinetic. When using this ordinal scale, concordance with contrast ventriculography and ultrasound is good [12] . The methods used in literature so far, however focused on global comparisons in heterogeneous groups of patients, thereby diluting systematic discrepancies in case of specific defects or artifacts. Hence such studies are unsuitable for the validation of gated SPECT quantitation in the presence of defects. To our knowledge, so far no calibrated phantoms exist that can simulate major defects or artifacts.
In this study we focused on the operatordependent factors in image processing, which are not easily kept constant. Filtering of data or positioning of the patient, for example, can be well standardized and therefore this was not evaluated in this study. Evaluation of the algorithm revealed that the size, shape, orientation and location of reconstruction slices are operator-dependent factors that are hard to keep constant, and therefore potentially influence the choices made by the program in processing the quantitative results for wall motion, wall thickening, EDV, ESV and LVEF.
Prototypes
It is difficult to evaluate the effects of certain types of defects on quantitation in a reproducible manner. Some arbitrariness will remain regarding the choice of suitable reference studies. We have explicitly chosen studies that showed complete perfusion defects during scintigraphy or significant stenoses at coronary angiography as a starting point. We assumed that the algorithms are less likely to be affected in case of similarly sized defects, with only moderately decreased perfusion. In this respect the selected studies can be considered as worst-case scenarios for the algorithms used. Only in case of extensive areas of lack of robustness did we add studies showing decreased, but not absent perfusion. There is a little known about cut-off point for severe perfusion defects. Some studies report on mean count activity. Chua et al. [7] presented a mean count activity of 19.9 ± 10.5% of maximal myocardial count activity. Hashimoto et al. [20] reported that myocardium with a per cent peak count of 40% or less has very low probability of myocardial viability. This is in line with our cut-off value for severe perfusion defect.
Integration of results obtained per degree freedom
The variations in quantitative results, as found per degree freedom, were clearly not independent in a statistical sense. Each variation, as found, is the vector sum of multiple components, including the filtering [smoothing] effects of any oblique re-orientation of the voxel space. As the latter component is present in the results for all DF, but would be encountered only once during normal operation, vector addition would overestimate the cumulative effects considerably. Therefore a pragmatic alternative was chosen: only the worst 3 DF were evaluated (for exact criteria see Methods). The analysis resulted in a large amount of summary results that could not be presented in a meaningful manner without this or a similar datareduction approach. Each individual prototype resulted in 43 summary statistics per degree freedom evaluated, for a total of 344 SD, which is obviously too high for practical use. It was therefore considered impractical to present quantitative results instead of the presented segmentwise dichotomous results. The chosen practical limits loosely represent 20% variation, expressed as COV (referring to a normal study), 1.0 mm for wall motion, or 10% for wall thickening. It must be borne in mind that these limits, when expressed as 95% confidence bands correspond to ±40%, ±2.0 mm or ±20% segmental variation respectively and hence cannot be considered too restrictive. This is in line with literature [22] .
Practical implications and guidelines
This study was designed to identify the limits of the reproducibility of the QGS-system. It also gives an indication of the intra-operator variability for different kinds of perfusion defects. Figure 3 summarizes the robustness of the QGS system for the different prototypes. The prototypes represent worse-case scenarios and show that when the number of perfusion defects is limited, the software has excellent reproducibility with regard to EDV, ESV, LVEF, wall motion and to a less extent wall thickening. This is in line with Paeng et al. [23] who reported good reproducibility in group of 31 patients. Also, they found less concordance for wall thickening, especially in the septal and inferior region. When perfusion defect sizes are large, especially when the defects themselves are severe (<40% in the quantitative analysis that is part of the QGSsoftware), wall thickening quantitation becomes unreliable in more than just one occasional segment, and Figure 3a -q should be consulted. Spurious activity in close proximity of the left ventricle can interfere with quantitation. The correlation between location of perfusion defects and lack of reproducibility is not very good. The operatordependent variation in segmental wall motion quantification remains <10% in virtually all segments even in the presence of most of the major perfusion defects. Exceptions can be found in Figure 3a -q. Spurious activity in close proximity of the left ventricle can interfere with quantitation.
In this study QGS-software, version 2.0, revision A¢¢ was used. More recent versions of the software are available in which the algorithm has an automatic re-orientation procedure, leaving little room for operator intervention. Also for the later versions an evaluation like this study is necessary to evaluate its reproducibility in the different specific subgroups.
Limitations of this study
The number of prototypes is relatively small and should be considered a compromise. In our series of experiments, it became obvious that precise territorial mapping for each defect type is not feasible and that the reported generic guidelines probably reflect the best achievable results. Furthermore, as no suitable gold standard exists with regard to the assessment of segmental wall motion and wall thickening, evaluation of systematic errors is cumbersome.
Recent guidelines recommend to use a 17-segment model for the left ventricle [23] . Recently, Berman et al. [21] reported on methods to convert a 20-segment scoring system to a 17-segment model. The 17-segment model demonstrated a trend toward fewer mildly abnormal scans and more normal and severely abnormal scans. In this study we used a 20-segment model. It has been shown that partitioning may play significant role in the reproducibility. Paeng et al. [22] showed significant differences between the 20-segment model and repartitioning the myocardium in five regions. The absolute differences between repeated measurements of the 20-segment model and the 5-segment model for wall motion and systolic thickening were 0.77 ± 0.62 mm, 7.2 ± 7.2% and 0.52 ±0.49 mm, 4.5 ± 3.7%, respectively. Absolute differences between the groups were significant (t-test p<0.001). In a 17-segment model the absolute differences will be more close to the 20-segment model, and will probably not greatly influence our results.
Conclusions
For the Cedars-Sinai's Quantitative Gated SPECT software quantification the global parameters, such as end-diastolic end-systolic left ventricular volume and LVEF are less influenced by operatordependent settings than segmental measures for wall motion and wall thickening, and can be considered operator-independent. The quantification of wall motion and thickening are robust for operator-dependent variation in processing. In the presence of major perfusion defects or significant spurious activity below the diaphragm, however, especially wall thickening becomes more operator dependent in some cases.
