Introduction
In the coupled atmosphere-ocean system, the current practical models for prediction of both climate and weather involve general circulation models where the physical equations for these extremely complex flows are discretized in space and time. The effects of unresolved processes are typically parameterized according to various recipes; the resulting model is a chaotic dynamical system with several billion degrees of freedom, multiple spatio-temporal scales without clear scale separation, and almost equipartition turbulent spectrum in the solutions near the mesh. These turbulent features occur especially in mesoscale atmospheric models (e.g., WRF model (Skamarock et al. 2005) ) due to convection, gravity waves, and boundary layer dynamics and in models of the ocean surface mixed boundary layer (Mellor and Durbin 1975) due to breaking surface waves, unstable wind-driven currents, and evaporation driven convection at the surface.
Given observations from nature, filtering is the process of finding the best statistical estimate of the underlying true signal. When observations are available at discrete time, filtering consists of corrector and predictor steps that are also called analysis and forecast steps, respectively, in the atmospheric and ocean sciences community. The analysis step is an application of Bayes theorem to adjust a prior forecast (or background) state to be more consistent with the current observations. The posterior (or analysis) state is then fed into the desirable filter model as an initial condition for future time prior forecast (or background) state and this two-step process is repeated when future observations are available. There are two practical difficulties in applying this two-step process for filtering multiscale problems as described above.
The first issue is in the forecast step: A practical difficulty for real-time forecasting of a complex multiscale system in the extended range (2 weeks) is that it is computationally too expensive to resolve the microscopic models, although we understand the dynamics of the microscopic variables well. For example, in the climate modeling, the planetary waves of interest have spatial structure on the order of 1000 to 10,000 km with yearly time scale, and in a long run the behavior of these waves may depend on the energy inverse cascade from the microscopic processes such as the dry and moist convections, clouds that occur on a spatial structure between 100 m to 100 km and time scales between hours to days. Therefore, it is inefficient to fully resolved the full dynamical systems in each background state generation.
This computational overhead will escalate when multiple copies of solutions are needed if one uses the classical ensemble-based filters (Anderson 2001 (Anderson , 2003 Bishop et al. 2001; Ott et al. 2004; Hunt et al. 2007; Harlim and Hunt 2007) . The second issue is in the analysis step, it is inefficient to keep track of the cross-covariance terms between macroscopic and microscopic variables; large ensemble size may be needed for accounting the cross terms accurately if the classical ensemble-based filtering methods are applied to the full multiscale systems.
In the practical data assimilation community, most of the efforts focus on improving the analysis step, for example, various ensemble-based Kalman filters differ in choices of updating analysis ensemble (Anderson 2001 (Anderson , 2003 Bishop et al. 2001; Ott et al. 2004; Hunt et al. 2007; Harlim and Hunt 2007) . Alternatively, substantial efforts have been made to propose reduced models in the forecast step: For example, Chorin and Krause (2004) proposed adaptive filters in the unstable reduced subspaces and applied the standard Monte-Carlo Bayes update in the analysis step. Farrell and Ioannou (2001) used reduced models based on balanced truncation of the Hankel operator representation of the forecast error system and applied the classical Kalman filter formula in the analysis step. Majda (2008, 2010) introduced an exactly solvable nonlinear stochastic filtering model on a low dimensional test model that mimics the slow-fast interaction between a slow vortical mode and fast gravity waves and also applied the classical Kalman filter formula in the analysis step. Filtering dynamical systems with multiscale features also naturally arises in the context of filtering regularly spaced, sparsely observed complex turbulent systems as in Harlim and Majda (2008) ; there, the prototypical filtering problem consists of an observation model that couples Fourier components with distinct timescales. In that context, it was shown that accurate filtered solutions in various turbulent regimes are achievable with systematic reduced filtering strategies such as the Strongly Damped Approximate Filter (Harlim and Majda 2008) . In this paper, we also focus on devising a filtering algorithm with an appropriate reduced climate model for multiscale systems. We also require our approach to be not restricted to any analysis step from various ensemble-based filters. To complement these existing works mentioned above, we consider the case where observations are limited to the slower and larger scale prognostic variables such as the wind velocity and mass fields. Our goal is to devise a numerically fast and accurate filtering algorithm to obtain real-time estimates of the underlying true signal with multiscale features through observations of only the macroscopic variables. Now, we review a particular reduced climate model that will be used throughout the paper. Independent of filtering, there are successful approaches for modeling climate dynamics (Majda et al. 2006 ) based on the well-established stochastic averaging (Kurtz 1975 ; Papan-
where ε ≪ 1 characterizes the time scale difference between the macroscopic (slower climate) X ∈ R K and the microscopic (faster weather) variables Y ∈ R J×K . The stochastic averaging procedure (Kurtz 1975; Papanicolaou 1976) assumes that for fixed X = x, the microscopic dynamics is ergodic and has an equilibrium (climatological) probability distribution. Then, as ǫ → 0 the macroscopic process X converges (in distribution) to the solution of the following
provided that F (x) = R J ×K f (x, y)p(y|x)(dy) exists. Majda et al. (2006) suggested a reduced climate model that is obtained through replacing the small scale interactions between themselves with an Ornstein-Uhlenbeck process and applying the classical stochastic averaging procedure above with analytically tractable density p(y|x). In many real applications, however, we may not have an explicit form of the equilibrium density function p(y|x). One remedy introduced by E and Engquist (2003) and Fatkulin and Vanden-Eijnden (2004) is to approximate the density p(y|x) with stationary solutions obtained by integrating the microscopic dynamics with fixed X = x for a short interval of time. This numerical strategy is also known as the Heterogeneous Multiscale Methods (HMM). There are various other climate models that are not based on stochastic averaging, but on stochastic parameterization schemes that essentially replace the microscopic dynamics above with simpler models such as autoregressive processes of order one (Wilks 2005) or Markov chain models (Crommelin and Vanden-Eijnden 2008) .
In this paper, we propose to apply the stochastic averaging principle discussed above as a reduced filter model for assimilating multiscale dynamical systems as in (1) with noisy observations of only the macroscopic variables,
where X m ≡ X(t m ) is a solution of (1). One approach for solving this filtering problem,
(1) and (3), is to fit the observations into the single-scale stochastically averaged reduced dynamical system in (2) (Pavliotis and Stuart 2007) . Their approach, however, is superior only when the averaged equation in (2) exists, which is not always the case in geophysical turbulence since there is no clear separation of scales (ε is not small), and when the data is sparsely sampled at an appropriate rate.
We propose in this paper the following two-step filtering framework (Harlim 2011) : The first step is to update the macroscopic state, a Macro-Filter. That is, a predictor-corrector scheme that applies the HMM framework in its forecast step and any desirable choice of analysis step from various ensemble-based filtering techniques to obtain the posterior statistics for the macroscopic variables. The second step is to update the microscopic state where we solve an inverse problem regularized on the microscopic background state from the HMM.
This step, which we call the Micro-Filter without lost of generality, is to handle the situation where there is only modest separation of scale, ε = O(10 −1 ) ∼ O(1). In this regime, the microscopic dynamics is not strongly mixing so that it will take longer integration time to obtain samples of p(y|x) (Majda and Grote 2009; Harlim 2011) . In this second step, we adjust the microscopic initial conditions so that they reflect the statistical estimates of macroscopic states.
Given frequently observed macroscopic variables (that is, observations are available at small observation time step), Harlim (2011) proposed to discretize the macroscopic equations and viewed the microscopic variables as parameters; then he used frequent observations to solve an inverse problem for parameterizing a difference equation and set the solutions as the initial conditions for the microscopic variables. We find that such an inverse problem as in Harlim (2011) is an ill-posed problem even with the simple two-layer Lorenz' 96 model, and appropriate regularization may be needed. The main issue is that such an inverse problem has a solution that is sensitive to perturbations of data (Tikhonov 1963) . In this paper, we propose a much simpler inverse problem (or Micro-Filter) that is not only robust toward noisy data but also useful when observations are less frequently available (that is, the observation time step is large). Specifically, we construct pseudo-observations for the microscopic variables based on the conditional distributions of the microscopic forcing on the macroscopic dynamics given the statistical estimates of the macroscopic states. Our method for constructing the pseudo-observation is motivated by the stochastic parameterization for multiscale systems proposed in Wilks (2005) and Crommelin and Vanden-Eijnden (2008) .
However, we do not use any autoregressive or Markov chain models for the microscopic dynamics as they suggested, since the HMM partially resolves the microscopic variables.
Numerically, the construction of the pseudo-observations requires only an off-line training data set to estimate the first two moments of the conditional distributions with the methodof-moments estimators. We then use these conditional statistics as observations in the MicroFilter to reinitialize the microscopic states.
The remainder of this paper is organized as follows: In Section 2, we briefly review the two-layer Lorenz' 96 model, which is the test model for the filtering strategies in this paper.
In Section 3, we introduce the computationally cheap filtering strategies, the Macro-Micro The L96 model was first introduced in Lorenz (1995) and has been used widely as a toy model to test various computational strategies for multiscale chaotic systems (Fatkulin and Vanden-Eijnden 2004; Wilks 2005; Crommelin and Vanden-Eijnden 2008) . The model
, whose evolution are governed by the equations as follows:
This model was introduced to mimic the evolution of some meteorological quantities on a circle of constant latitude. The variables {X k } and {Y j,k } represent some atmospheric quantities discretized at equally spaced K and J × K grids along the latitude circle, respec-tively. Thus {X k } and {Y j,k } are periodic on the spatial domain with
for k = 1, . . . , K. On the other hand, the microscopic variable Y j,k gets feedback from the macroscopic variables through the term h y X k . The parameter ε measures the time-scale separation between {X k } and {Y j,k }: When ε ≪ 1, there is a clear time-scale separation with slow {X k } and fast {Y j,k }; when ε ≈ 1, there is no (or only modest) time-scale separation.
In this paper, we investigate computationally efficient filtering strategies to obtain realtime predictions of trajectories of the macroscopic processes with observations of only the macroscopic variables:
where For classical filtering methods, the difficulty in filtering systems as (4) lies in the computation complexity resulted from the scale separation, high-dimensionality, and keeping track of the covariance function of all the macroscopic and microscopic variables. We notice that, independent from filtering, there is a vast literature on reduced numerical strategies for resolving multiscale systems, such as the Heterogeneous Multiscale methods (HMM), discussed in E and Engquist (2003), Fatkulin and Vanden-Eijnden (2004), and E et al. (2007) . In this paper, we propose to combine these numerical techniques with the classical ensemble-based filtering methods. Specifically, we build filtering strategies where an HMM-based reduced model is applied in the forecast step to achieve efficient computation and it is not restricted to any analysis step from various ensemble-based filters.
The HMM framework is a computationally efficient strategy for multiscale systems with a clear time-scale separation, i.e., ε ≪ 1. In this regime, the standard HMM framework does not only rely on the ergodicity assumption discussed in Section 1 but its computational gain relative to direct numerical simulations is obtainable only when the microscopic dynamics with frozen macroscopic variables is strongly mixing. This strongly mixing condition means that the correlation function decays quickly to zero (or memoryless), quicker than the resolved time step for the macroscopic variables.
In this paper, we use similar parameter settings as in Fatkulin and Vanden-Eijnden (2004) but include two regimes (summarized in Table 1 ): Regime 1 for which there is a clear timescale separation with ε = 1/128 and Regime 2 for which there is (near) absence of time-scale separation with ε = 0.5. In Regime 1, the HMM reproduces the probability density function (PDF) as that of the true trajectory from direct numerical simulations quite accurately (see the upper-left panel of Figure 1 ). In this regime, after short time (much less than 0.05), the autocorrelation function of Y j,k for frozen {X k } drops rapidly to 0.5 (see the grey curve in the lower-right panel of Figure 1 ). In Regime 2, the autocorrelation function of the microscopic variables with frozen {X k } decays slowly (see the black curve in the lower-right panel of Figure 1 ); it retains a memory of its initial conditions for quite some times. In this situation, as pointed out in Grote (2009) and Harlim (2011) , the standard HMM framework described in Section 1 and Appendix A will not be adequate. The PDF in Regime 2 is not well reproduced by the HMM as it is in Regime 1 (see the upper-left and upper-right panels of Figure 1 ). In this particular situation, we cannot use the existing microscopic state from previous step as initial conditions for the next step (see step iv. of the HMM algorithm in Appendix A) because the resulting states after short time integrations of the microscopic dynamics do not represent samples of conditional equilibrium density p(y|x).
As pointed out in Harlim (2011) and we need to take advantage of the data collected at discrete times. In the next section, we will describe how we combine the HMM with the analysis step from (any) standard ensemble-based filtering methods and the microscopic reinitialization procedure to improve the performance of the filtering strategies.
Macro-Micro Filtering Strategy
In this section, we describe a two-step filtering strategy, the Macro-Micro Filtering strategy (MMF), which consists of a reduced filter of an averaged effective dynamics (Macro-Filter) and a microscopic reinitialization procedure (Micro-Filter).
a. Macro-Filter
We first describe the reduced Macro-Filter as in Harlim (2011):
where X m is the K-dimensional vector with components X k (t m ) for k = 1, . . . , K; observations {V m } are generated with Gaussian white noises {ε m } of variance R o at discrete times Step 2 in the schematic representation in Figure 2 ). With the observation at time t m+1 , V m+1 , the analysis step from any ensemble-based filtering techniques (e.g., ensemble Kalman filter, ensemble transform Kalman filter) can be employed to obtain the macroscopic analysis ensemble {X
and the mean analysis state X + m+1 , which corresponds to Step 3 in the schematic representation in Figure 2 . To complete the assimilation cycle, the analysis ensemble of Y at time t m+1 is set to be:
The above Macro-Filtering strategy (MF) is computationally efficient since the microscopic dynamics is only partially resolved within the HMM framework for a short time interval Nδt ≪ ∆t in the forecast step. In our numerical simulation below, we choose Nδt = ∆t/5 to speed up the computational labor by five times relative to direct numerical simulations. Additionally, the dimensionality of the original filtering problem is reduced from K + JK to K. Notice that no reinitialization procedure is carried out and the previous step microscopic state is used as the initial conditions for the next assimilation cycle, as shown in (8).
b. Micro-Filter
When the microscopic dynamics is not strongly mixing, the microscopic model depends on the macroscopic variables directly, and its state retains a memory of its initial conditions.
Then the standard HMM framework alone with microscopic initialization in (8) is not sufficient. In this situation, we need to introduce new approaches to reinitialize the microscopic state such that the initial conditions reflect the statistical estimates of the macroscopic states.
Harlim (2011) proposed a reinitialization procedure when frequent observations (or small t obs ) of the macroscopic variables are available. Specifically, the microscopic variables are reinitialized by solving an inverse problem for discretized macroscopic equations with these frequent observations of the macroscopic variables. In this paper, we consider a stochastic parameterization approach for temporally sparser observation configuration, in which we have observations of {X k } only at larger observation time step t obs .
Note that the coupling between X k and Y j,k is through the forcing term B k in (5), which is a linear function of Y j,k . Our strategy is to estimate B k using the corresponding macroscopic states and then construct what we call pseudo-observations to reinitialize Y j,k . Specifically, we use an independent off-line training data set to estimate the conditional density of B k
given X k (see Step 4 of Figure 2 ). Then we construct an observation function for {Y j,k } and add a microscopic analysis step (see Step 5 of Figure 2 ) in the filtering strategy for reinitialization of the microscopic variables. We call the resulting filtering procedure the
Macro-Micro Filtering strategy (MMF).
In the remainder of this section, we will describe how we estimate the first and second moments of the conditional density of B k given X k and then show how the reinitialization of the microscopic variables and the filtering strategy are carried out.
1) Estimation of the moments of the conditional density of B k given X k
We integrate the L96 model for T = 1000 with time step 10 −3 and store the resulting data with time step 0.01, so that we obtain an off-line training data set,
the sample size n = 10 5 . In a given regime of parameter settings, we look at the scatterplots of B k and X k and find that they are of similar pattern, which is independent of k. This is not surprising because of the periodic configuration of the L96 model. Hence, we assume that the conditional distributions of B k given X k are identical for all k. Figure 3 shows the scatterplots of B k vs X k for all k in both Regime 1 and 2 (see Table 1 for the parameter settings in both regimes). It can be seen from Figure 3 that the patterns of the scatterplots differ substantially for these two regimes. Additionally, given various values of X k , the mean and variability of the conditional distribution of B k vary.
We then estimate the first moment of the conditional distribution of B k given X k as a function of X k :
by using a fifth-order polynomial regression of B k on X k and obtainm(·), which is the minimizer over all fifth-order polynomial functions, as in Wilks (2005) . In Figure 3 , the black solid curves are the fittedm(·) for parameter settings in both Regime 1 (left panel)
and Regime 2 (right panel).
We then estimate the second central moment, also as a function of X k , with the following step functions:
To estimate {σ 2 l }, we define the detail residuals:
and we bin the residuals {r i } by defining the 0-1 weights:
Let w l ≡ (w l1 , . . . , w ln ) ′ and estimate q(x k ) bŷ
where 1 n is an n−dimensional vector of 1s. This estimator,q(·), is essentially an average of the squared residuals within each bin, which is known as the method-of-moments estimator in statistical literature (e.g., Casella and Berger 2002) . In the context of the L96 model, we choose L = 32 number of bins with u 0 = −10, u 1 = −5, u L = 15, and u l = u l−1 + 0.5, for l = 2, . . . , L − 1. The dashed grey curves in Figure 3 show them(·) ± 2 q(·).
2) Reinitialization through the Micro-Filter
We now describe how we reinitialize the microscopic variables. Let X 
Thus, we propose to solve the following least-squares problem:
where we denote u
Noticing that the dimension of the vector Y is JK, which is larger than K, the dimension of the vector m(·), the least-squares problem in (11) is underdetermined and the solutions are not unique. Thus we choose to apply Tikhonov regularization, which is one of the most commonly used regularization of ill-posed problems (Engl and Groetsch 1987; Tikhonov 1963 
Notice that the norm in the Tikhonov regularization is associated with Gaussianity from the probabilistic perspective. However, in general, one does not need to assume Gaussianity for random variables B k |X k as well as Y. The inverse problem in (12) can be interpreted probabilistically as a problem of finding the best estimation from the following posterior distribution, is applied, the prior distribution is not necessarily Gaussian. For example, application of ℓ 1 -norm regularization corresponds to the double-exponential prior distribution (Tibshirani 1996) . Similarly, the likelihood distribution m(X)|Y is also not necessarily Gaussian, and one can always estimate its higher order moments (in addition to only two moments in our example) and apply other norms. Since this Bayesian correction is performed on-the-fly whenever pseudo-observations become available as in a standard filtering problem, we call this reinitialization step (or inverse problem) the "Micro-Filter" as in Harlim (2011) .
We can then employ the analysis step from any desirable ensemble-based filtering tech- Before we show the numerical results of implementing the filtering strategies described above, MF and MMF, we complete this section with some remarks on relating our reinitialization method to stochastic parameterization schemes proposed in Wilks (2005) process and considered not only the first moment but also higher order moments of B k conditional on X k . However they assumed that B k is temporally evolving through a Markov chain model and thus B k will only take a small collection of discrete values. Since in our approach the dynamics of Y j,k is partially resolved by the HMM, we do not assume the temporal dynamics of B k as either an AR(1) or a Markov chain. Additionally, although we fit the first moment of B k conditional on X k using polynomial functions, similarly to Wilks (2005) , we extend to the second central moment, and these statistics provide sufficient elements for the least-squares problem in the microscopic analysis step.
Numerical Results
We implement the filtering strategies described in Section 3 with the L96 model in (4) as a testbed. Both regimes of parameter settings in Table 1 are considered. The true trajectory is generated by solving the L96 model with the fourth order Runge-Kutta method, resolving at micro-time-step δt = 0.0001, which assures sufficient numerical accuracy. Observations {V m } are simulated at discrete observation time step t obs by adding draws from Gaussian noise with mean zero and variance R o to the true trajectory; see Equation (6). For the filtering strategies, MF and MMF, we choose the macro-time-step ∆t = 0.01 to propagate the effective macroscopic dynamics, and integrate the microscopic dynamics N = 20 steps (one fifth of ∆t/δt = 100, the number of micro-time-steps in between macro-time-step ∆t).
Although the analysis steps from various types of ensemble-based filtering methods can be applied for MF and MMF, we choose to use the analysis step of Ensemble Transform Kalman Filter (ETKF) (Bishop et al. 2001 ) with ensemble size R = 50 for all the analysis steps to avoid possible confounding effects due to different analysis steps in filtering techniques.
We carry out the filtering strategies in both regimes with various values of observation time step t obs and observation noise variance R o for M = 10000 assimilation cycles. In Fig- ure 4, we show the time series of the filtered solutions, that is, the mean analysis (posterior)
estimates, for X k from MF (dashed curve) and MMF (black curve) and their corresponding absolute difference from the underling true trajectory of X k in two regimes, respectively, given t obs = 0.1 and R o = 0.5. In Regime 1 (upper panels in Figure 4) , the filtered solutions from MF and MMF are almost identical to the true trajectory (grey curve) and the absolute differences are of similar magnitude. The accurate filtered solution with only MF is not so surprising since ε ≪ 1 in this regime. In Regime 2 (lower panels in Figure 4 ), the filtered solution from MMF is closer to the true trajectory (grey curve), than that from MF, as can be seen from the lower panels in Figure 4 . This result indicates that the reinitialization procedure (the Micro-Filter step) in MMF improves the filtering performance compared to MF, especially in Regime 2, when separation of scales is not apparent.
To measure the filter performance, we compute the time average of the root-mean-squared errors (RMSE) and the time average of the spatial correlations (Corr), defined as follows:
where X m = X(t m ); X we also compute the above quantitative measures using the filtered solutions from expensive direct numerical simulations (denoted as DNS) and using the observations directly (denoted as OBS). Specifically, the filtered solutions from DNS are obtained by propagating the L96 model with micro-time-step δt = 0.0001 and performing the analysis step from ETKF.
The DNS filtered solution is computationally very expensive compared to the faster filtering strategies, MF and MMF, although we expect it to provide the most accurate filtered solution since it resolves the L96 model completely. In our numerical experiments, the DNS is about 5 times computationally slower than MF and MMF. On the other hand, using observations directly means the structure of the L96 model in (4) would be completely ignored. We use the solutions from DNS and OBS as benchmarks to help us assess the filtering skills of MF and MMF, and we expect they will be between the skills of DNS and OBS.
In the upper panels of Figure in Figure 1 ). This indicates that the Micro-Filter step described in Section 3 effectively reinitializes the microscopic states and improves the filtering performance.
As in Harlim and Majda (2010) , we compare the energy spectrum (variance of each with the same ensemble size R; this choice is for computational simplicity, and therefore we have a uniform computational labor of inverting a matrix of size R×R in each scheme: DNS, Macro-, and Micro-Filters. With this choice, the analysis of MMF costs twice as expensive as that of DNS in our numerical example. In particular, we chose an ensemble size R = 50, which is less than the number of total variables, K +JK = 81. With this choice, the ensemble size is much larger K = 9 in the Macro-Filter but smaller than JK = 72 in the Micro-Filter.
We also implement the filtering strategies with various ensemble sizes, R = 25 and 100, and find that the resulting RMSE and Corr have low sensitivity to R; the error increases slightly as R decreases and the error increment with either MF or MMF is proportional to that of the DNS filter. In practice, much larger ensemble size may be required for DNS relative to MMF since the DNS resolves the full systems. Note that the MMF framework allows one to use analysis steps from different ensemble-based filtering methods for the macro and micro filter, thus one can always optimize the choice of the ensemble size by performing analysis locally, for example, with LETKF ). This computational cost in the analysis step, however, is much cheaper compared to the cost in integrating the microscopic dynamics when DNS is used. In our application with the L96 model, the integration with HMM is about five times faster than DNS even though the separation of scales is not so transparent.
The computational saving with the HMM integration is the key factor for choosing MMF framework relative to DNS.
We also investigate the impacts of potential model errors through incorrect conditional density estimators: For filtering in Regime 2, we carry out MMF with the off-line training data generated in Regime 1; we denote this as MMFE. In the left panel of Figure 6 , the values of RMSE for the filtered solutions from MMFE are plotted. It can be seen that the deterioration of MMFE from MMF is small and both MMF and MMFE have much smaller values of RMSE than MF. This indicates that our proposed approach is robust in the presence of additional model errors. Finally, we consider the case for which we only have incomplete observations of even the macroscopic variables: At time t m , we observe a
′ , which is defined as follows,
, that is, Gaussian white noises of variance R o . The values of RMSE for the filtered solutions from DNS, MF and MMF are plotted in the right panel of Figure 6 . We see that RMSE for sparse observations increases, compared to that with complete observations (left panel of Figure 6 ). However, the relative performance of the filtering strategies is the same in both panels of Figure 6 , and MMF is a much better filtering scheme relative to MF in Regime 2.
Conclusions and Discussion
In this paper, we present a fast filtering strategy for assimilating multiscale systems in the presence of only observations of the macroscopic variables. The proposed MacroMicro Filtering strategy (MMF) consists of a Macro-Filter which blends the Heterogeneous Multiscale Methods (HMM) framework in the forecast step with the analysis step from standard ensemble-based filtering techniques to achieve computation efficiency and a MicroFilter which reinitializes the microscopic variables to improve the filtering performance.
As pointed out in Harlim (2011) , the Macro-Filter alone is not sufficient for real-time prediction when separation of scales are not so apparent, thus initial conditions of the microscopic variables should be adjusted to reflect the statistically estimated macroscopic states.
Different from Harlim (2011), our approach for reinitialization (the Micro-Filter) does not require frequent observations of the macroscopic variables. Instead, we propose to infer from a training data the first and second moments of the conditional distributions given the macroscopic variables using method-of-moments estimators. In particular, we use the method of moments proposed in Wilks (2005) and Crommelin and Vanden-Eijnden (2008) without parameterizing the microscopic dynamics with AR(1) or Markov chain models as they suggested. We use these conditional statistics to construct pseudo-observations and carry out the Micro-Filtering step during the phase of online assimilation.
We test our proposed filtering strategy with the two-layer Lorenz' 96 (L96) model. By assessing the time average of root-mean-squared errors (RMSE), the spatial correlation, the energy spectra recovery, and absolute errors, we have shown that the Micro-Filter step effectively improves the filtering performance, especially in the regime without apparent scale separation. The resulting Macro-Micro Filtering strategy has significant filtering skill with efficient computation (in our numerical example, we gain five times of computational speed relative to DNS). We also investigate the possible impacts of model errors and the situation where we only have incomplete observations of macroscopic variables and the proposed Macro-Micro Filtering strategy is shown to be robust under all these difficult regimes.
Our microscopic reinitialization strategy can also be applied in non-filtering context, where no observations are assimilated. Implementation-wise, we proceed like MMF but we ignore the macroscopic analysis in step 3 of the schematic representation in Figure 2 and
Step 4. Indeed, this modified HMM (MHMM) predicts the distribution of X accurately even when the separation of scales are not so apparent (see the much improved pdf reconstruction with MHMM for the case of ε = 0.5 in the right upper panel of Figure 1 ).
For future work, we may implement the proposed filtering strategy in a more realistic modeling environment and use the reanalysis data for the off-line training phase. For multiscale models where the microscopic variables are connected to more than one macroscopic variables, we can either use the similar conditional estimator marginally on each macroscopic variable (the drawback is that we don't have the conditional cross-covariance estimates) or compute the conditional distributions by binning higher-dimensional data. The latter, of course, is computationally expensive when the dimension of the connection is too large. On the other hand, when B(Y) in (11) is a nonlinear function, the corresponding scatter plot (as in Figure 3) will not be monotone, and thus different type of moment estimators need to be considered. The way that the off-line training data is used for a flow-dependent climatology for the coupling terms may also be considered in other data-assimilation methods, such as 4DVAR (Dimet and Talagrand 1986 ).
Finally, we should point out that for the two scale L-96 model, we obtain similar results as in Section 4 if we perform HMM with coarser time step in solving the microscopic dynamics, e.g., δt = ε∆t = 0.5∆t; MMF supersedes MF but it only computationally two times faster than DNS. This result, however, is restrictive to systems with only two temporal scales such as the L-96 model. In more realistic case with multiple spatio-temporal scales, typically, the time step for integrating the microscopic dynamics can't be increased even when separation of scales is not transparent. Application of our MMF framework, blended with the superparameterization (Majda and Grote 2009; Xing et al. 2009 ), in such multiple scales problems is still under investigation.
APPENDIX A
Algorithm of the Heterogeneous Multiscale Methods
In this appendix, we describe the step-by-step algorithm for the standard HMM framework in the context of the L96 model. At time t m , suppose we are given the initial conditions 
ii. Approximate B k withB iii. Integrate the following effective dynamics with macro time step ∆t:
Thus we obtain the HMM solution of X(t m + ∆t).
iv. To repeat i-iii, set the new initial conditions of y at time t m + ∆t as Notice that various methods can be chosen for the ODE-solver of the macroscopic and microscopic dynamics (in Section 4, we use the fourth-order Runge-Kutta for both). For more details and general discussion on the HMM framework, readers are referred to E et al.
(2007) and Fatkulin and Vanden-Eijnden (2004) .
APPENDIX B

Algorithm of the Macro-Micro Filtering Strategy
In this appendix, we describe the step-by-step algorithm for the Macro-Micro Filtering strategy (MMF) in the context of the L96 model.
i. Off-line training phase: Integrate the L96 model and obtain a training data set of (X k , B k ). Use this data set to estimate the first moment,m(·), and the second central moment,q(·), of the conditional distribution of B k given X k , as described in Section 3.
ii. Online data-assimilation phase: At time t m , suppose that the analysis ensembles 
and the associated covariance matrix r This completes the data-assimilation cycle at time t m+1 . 
