In this work several measures of aromaticity including energetic, magnetic and electron density criteria are employed to show how aromatic stabilization can explain the stability sequence of hydroporphyrins, ranging from porphin to octahydroporphin, and their preferred hydrogenation paths. The methods employed in this work are topological resonance energies and their circuit energy effects, bond resonance energies, multicenter delocalization indices, ring current maps, magnetic susceptibilities and nuclear independent chemical shifts. In order to compare the information obtained by the different methods the results have been put in the same scale by using recently proposed approaches. It has been found that all of them provide essentially the same information and lead to similar conclusions. Also, hydrogenation energies along different hydrogenation paths connecting porphin with octahydroporphin have been calculated using density functional theory. It is shown using the methods mentioned above that the relative stability of different hydroporphyrin isomers and the observed inaccessibility of octahydroporphin both synthetically and in nature can be perfectly rationalized in terms of aromaticity. 
Introduction
Porphyrins are a unique class of compounds that are ubiquitous in nature and perform a wide variety of functions ranging from oxygen transport, electron transfer, and oxidation catalysts to photosynthesis. [1] They are among the most widely distributed and important cofactors found in nature and are crucial regulatory effectors in many biochemical processes. Hydroporphyrins are partly reduced derivatives of the porphyrin ring system in which one or more double bonds have been saturated by the formal addition of hydrogen atoms or alkyl groups across a double bond. [2] Several chemical differences between hydroporphyrins and porphyrins have been observed. For instance, hydroporphyrins have intrinsically larger core sizes and exhibit both a larger tendency to adopt nonplanar conformations and bigger displacements from planarity than the corresponding porphyrin complexes that have similar peripheral substitution. [3] Standard reduction potentials of ligand-centered redox processes generally decrease with increasing macrocycle saturation. [4] Thus, hydroporphyrin macrocycles are easier to oxidize and more difficult to reduce than porphyrins. The resistance of the macrocycle to reduction and the larger core size are reasons of why hydroporphyrins can stabilize metal ions in less common, low-valent oxidation states such as Cu(I) and Ni(I), [5] which are not readily accessible in porphyrins.
The most common naturally occurring hydroporphyrins are the dihydroporphyrins (chlorins) and the tetrahydroporphyrins (bacteriochlorins and isobacteriochlorins). [6] Depending on the hydrogenation sites one can distinguish different isomers of chlorin (2a and 2b in Scheme 1) and bacteriochlorin (3a and 3c).
However, only one isomer of isobacteriochlorin (3b) is possible. Representative examples of these hydroporphyrins include chlorophyll, the ubiquitous chlorin that regulates photosynthesis in green plants, algae, and cyanobacteria; bonellin, the sexdifferentiating chlorin of the marine worm Bonella viridis; [7] bacteriochlorophyll and siroheme, the isobacteriochlorin prosthetic group of numerous sulfite and nitrite reductases. [8] Due to their favorable photophysical properties some members of the chlorin and bacteriochlorin families are also of medical interest. For instance, they have been shown to reverse tumor multidrug resistance and may find use in cancer chemotherapy. [9] Scheme 1. Porphin (1) and the series of hydroporphirins (2) (3) (4) (5) On the other hand, in the wake of the investigation of the biosynthesis of vitamin B12 different forms of hexahydroporphyrins (derivatives of molecule 4a) have also been synthesized. [10] The discovery, structural elucidation and chemistry of factor F 430, a dodecahydroporphyrin, has given an additional drive for the study of the chemistry of highly reduced porphyrins. [10] However, the missing links in the series of hydroporphinoid structures, octahydroporphin 5 and decahydroporphin has not been found yet.
There is no doubt that most of the physical and chemical properties of porphyrins and hydroporphyrins are intrinsically related to their aromatic character.
Thus, two striking properties of the porphin ring (1) , its visible electronic spectrum and NMR chemical shifts, are due to the delocalised π-electron system and its associated ring currents. Indirect evidence of currents in the porphin ring comes from experimental proton chemical shifts [11] and from calculations of the magnetic shielding at chosen points within the molecule. [12] Although the aromaticity of porphin has been extensively confirmed using different aromaticity criteria, the role played by all the possible aromatic pathways in the total aromaticity of porphin is still a controversial issue.
Whereas the results obtained by some authors support the presence of a 18π- [16] annulene inner cross aromatic pathway with the C 2 H 2 groups of the pyrrolic rings functioning only as exocylic bridges, [12a] other results support the existence of a bridged 18π- [18] annulene with the inner NH groups acting as inert bridges.
[13]
A much smaller number of studies has been devoted to the study of the aromaticity in hydroporphyrins. Only a few addressed the topic in chlorin and bacteriochlorin using magnetic criteria [14,12b] and bond resonance energy, BRE. [15] Among previous studies on porphyrins it is worth mentioning the work by Aihara and co-workers using BREs, [15] who quantified at the Hückel molecular orbital level the relative weight of different aromatic pathways on the total aromaticity. Steiner, Fowler and co-workers have previously computed ring current maps for porphyrins, including bacteriochlorin [14] and ring current maps obtained in the present study will be compared to theirs. Although several works by these authors did explore several porphyrin derivatives, [16] [17] [18] they did not consider the complete hydrogenation series as discussed in the present study.
Hydrogenation of porphyrins mostly produces modifications of the electronic structure of the π system, which in turn changes the aromatic stabilization of the molecules. Then, it is expected that aromaticity plays a key role in the thermodynamic stability of hydroporphyrins. In this work we analyze in detail the aromatic character along the series of molecules represented in Scheme 1, paying special attention on the local aromaticity and their changes upon hydrogenation. Two main questions, essential for the understanding of the relative abundance of porphyrins in nature, are addressed in this paper; the relative stabilization of different isomers of hydroporphyrins 2, 3 and 4 and the apparent thermodynamic instability of octahydroporphin 5. Several methodologies comprising magnetic, energetic and electron density based aromaticity criteria are employed in this work, putting the different indices calculated in a common scale by using recently developed approaches [19] proposed independently or in common by some of the authors. The large set of methods employed here supports the reliability of the results obtained.
The paper is organized as follows: in the next section the methodologies employed are briefly reviewed; then the computational details are summarized; and in the third section the results obtained are presented and discussed. The main conclusions are formulated in the last section.
Methodology

Ring Current Maps
The existence of a ring current in a molecule is judged from the nature of the induced current density due to a magnetic field. As all molecules in the present paper have a closed shell singlet structure, one can limit the origin of the magnetic field to an external magnetic field. The induced electronic current density is then obtained as the expectation value of the operator [20] :
where the operator ˆi π is given by:
and ( ) ( )
B r d is a vector potential that gives rise to the magnetic field. In the remainder we assume the Coulomb gauge is used. By virtue of the antisymmetry of the wave function, one obtains for the current density:
Under the assumptions already mentioned, the first order current density can be expressed as:
where we used perturbation theory to the first order in the field, Keith and Bader [21a,21b] derived the current density in its first order for Hartree-Fock wave functions and subsequently introduced the so-called Continuous Set of Gauge Transformation (CSGT) method, later also described as the CTOCD-DZ or ipsocentric method [21] , where the origin d for every point where the current density is evaluated is taken as itself, leading to the last term in (4) being zero. The reader is referred to the original work by Keith and Bader for details. [21a,21b] The total induced current density cannot change under such a transformation and Steiner et al. [22] have shown that the diamagnetic term is transferred to terms involving:
For a single determinant wave function, one can interpret the induced current density in terms of orbital contributions where the paramagnetic contributions depend on the quantities [22] :
Where l is the angular momentum operator,
ψ is a virtual orbital from the SCF procedure and the denominator is the energy difference between both orbital energies.
The diamagnetic term depends on the set of terms:
Where p is the usual linear momentum operator. This means that in the ipsocentric method, one can very easily interpret ring current data based on the availability of virtual orbitals of the right symmetry with respect to the symmetry of the direct product of the occupied orbital and the operator. Moreover, the orbitals involved need to be sufficiently close in energy to yield a small enough denominator in expression (6) or (7) . Another appealing feature of the ipsocentric method is that only occupied-virtual orbital transitions are possible. [23] Obviously, the set of values in (6) and (7) do not wholly control the contribution of each orbital as there are also the terms as
. The values (6) and (7) thus allow us to identify those orbitals that can contribute to the ring current based on symmetry arguments but not whether they will contribute significantly. We therefore report not only a transition diagram representing the different allowed transitions but also show orbital resolved ring current maps that also take in to account these terms.
Energy Effects of Cycles and Bond Resonance Energies
The extent of conjugation in a given circuit Z of a polycyclic conjugated π-electron system can be measured by the respective energy effect of the circuit, ef(Z).
[24]
The ef(Z)-quantity is defined as the difference between the total π-electron energy and an appropriate reference energy in which the contributions coming from the given circuit are neglected, whereas contributions coming from any other structural feature are taken into account. Using chemical-graph-theory tools within the Hückel molecular orbital (HMO) theory it can be shown that
where G is the molecular graph representing the π-electron system considered, ( ) G φ is its characteristic polynomial and G -Z is the subgraph obtained by deleting from G the circuit Z. Details of the underlying theory, as well as an exhaustive bibliography can be found in the review [25] and in the recent papers. [26] On the other hand, the topological resonance energy, TRE, [27] is obtained by deleting from G all the possible circuits and measures the total aromatic stabilization of the system. Bond resonance energy (BRE) [28] is another energetic quantity aimed at measuring the extent of π-electron conjugation in polycyclic systems. Within the HMO theory framework, BRE for a given π-bond between the atoms P and Q is calculated as the difference between the total π-electron energy and the energy of a hypothetical π- resonance integral between the atoms P and Q. Calculated in this way, BRE represents a measure of stabilization or destabilization of the system considered due to π-electron conjugation along the circuits that share the given π-bond. The BRE-concept was elaborated and applied in numerous articles (see, for instance references [15, 29] ).
In the present work, the parameterization scheme for the heteroatoms proposed by Van-Catladge [30] is used, and calculated ef-and BRE-values are expressed in units of the HMO carbon-carbon resonance integral CC β . Because CC β is a negative quantity, positive ef-and BRE-values imply thermodynamic stabilization, whereas negative efand BRE-values imply thermodynamic destabilization of the given conjugated π-electron system.
Multicenter Delocalization Indices
Given an atomic partitioning of the molecular electron density, the multicenter delocalization indices, [31] MCIs, represent the extent to which the electrons are delocalized among a set of n atoms. Using the Mulliken partitioning scheme, [32] the MCI for a cycle of n atoms, Δ n , adopts the following form,
where P α and P β are the so-called alpha and beta density matrices and S is the overlap matrix in terms of basis functions, i, j,... The first summation in Eq. (9) runs over all the non-equivalent permutations P of the n atoms. The remaining summations run over the basis functions centered on the atoms A, B, etc. Since the number of permutations increases rapidly with the number of atoms, the calculation of the multicenter index using Eq. (9) results unfeasible for large circuits. So, in these cases the use of the Giambiagi's ring index, I n ,
where just the consecutive cyclic array of the atoms forming the ring is considered, is a good alternative for the determination of the multicenter electron delocalization. [19a,34] In addition, the value of the multicenter index shows a strong dependence on the number of centers and decreases dramatically as n increases. [31b] This makes multicenter indices difficult to compare with other aromaticity measures such as ring currents or ef(Z) or even among themselves if rings of different size are involved. The problem can be partially solved using a recently proposed approach, [19a] where n I is first normalized and then transformed to provide estimates of Aihara's circuit resonance energy, CRE, [35] given by, 
where 0 n I refers to Giambiagi's ring index of benzene (n 0 = 6), which is employed as reference.
In this paper we discuss the values of CRE-MCI as they contain the same chemical information as the MCI and can be compared directly to the ef(Z). The same approach was employed to estimate the ring current intensities, magnetic susceptibility exaltations (Eqs. (27) and (28) [19c]
Computational Details
Geometries and energies of the series of molecules 1-5 were obtained at the B3LYP/6-31++G(d,p) level using the Gaussian 03 program. [37] Energies and molecular symmetries can be seen in Table 1 , whereas geometries have been incorporated in atomic Cartesian coordinates in the Supporting Information. As a remarkable feature we have found that hydrogenation of non-protonated pyrrol rings preserves the planar structure of the C-N skeleton of porphin, where hydrogenation of protonated pyrrol rings results in a distortion from planarity. However, the energy difference between planar and non-planar geometries is very small (between 0.1 and 0.5 kcal mol -1 ). In the planar structures the molecular orbitals can be univocally classified as σ and π, so that ring currents and multicenter indices can be split up into σ and π contributions, the latter being related to the π-aromaticity of the system. For that reason we will only discuss the planar structures. NICS zz obtained at different points within the molecules and the zzcomponent of the magnetic susceptibility, χ zz , were also calculated at the B3LYP/6-
Calculations of ring currents and multicenter indices were performed using a minimal basis set (STO-3G) and own Fortran routines requiring as only input formatted checkpoint files from Gaussian 03. The required two-electron integrals for the ring currents are obtained from locally modified codes from the BRABO ab initio package. [38] The reason for such reduction of the basis set size in these calculations is merely computational. It has been proven for the calculation of ring currents [19, 39] and multicenter indices [19, 40] that a minimal basis set provides essentially the same information as other larger basis sets with a much lower computational effort. This is because the main important factors here are the symmetry and the shape of the molecular orbitals. Symmetry does not depend on the basis set and the shape of the orbitals is not significantly altered by the number of basis functions employed. Even using the pseudo-π method [39, 40] , where carbons are replaced by hydrogens and the STO-3G basis set is employed, one captures the same essential information about the ring currents and multicenter electron delocalization in polycyclic aromatic hydrocarbons. Unfortunately, the pseudo-π method is not applicable to porphyrins because we have to distinguish between nitrogen and carbon atoms. We always consider a magnetic field in the z-direction (perpendicular to the plane formed by the C-N skeleton) and compute the perturbed orbitals using the first order coupled Hartree-Fock approach (FO-CHF). Ring currents are plotted on a grid in the xy plane with a diatropic current represented by a counterclockwise circulation.
Multicenter indices and energy effects of cycles were calculated for all the circuits represented in Figure 1 . Then, CRE-MCI values were obtained using Eq. (11), current intensities and magnetic susceptibilities were estimated from the MCI values following the procedure described in reference [19a] and NICS zz values were estimated from Eq. (12). Ring current maps as well as MCIs were both separated into σ and π contributions, and the results obtained for the latter are presented in the next section.
Orbital resolved ring current maps were also calculated for all molecules.
Results and Discussion
Taking into account that the isomerisation of the hydroporphyrins of Scheme 1 does not entail a significant change of entropy, we will employ the molecular electronic energy to establish the relative thermodynamic stability of different isomers. Thus, the molecular electronic energies collected in Table 1 clearly reflect that the most stable isomers correspond to the molecules labelled by "a". It means that the hydrogenation of non-protonated pyrrol rings is thermodynamically favoured over the hydrogenation of protonated pyrrol rings throughout the series. Although not a new finding but a confirmation of experimental observations, elucidating whether aromaticity is responsible for the relative stability is one of the main goals of this work. A first proof of the important role played by the aromatic stabilization in hydroporphyrins can be found in the values of the TRE collected in Table 1 . They reflect the same stability sequence as the ab initio energies, even the TRE is able to predict the small destabilization of the isomer 3b with respect to 3a and a much larger destabilization of the isomer 3c.
There are many ways of accounting for the relative aromatic stabilization of isomers. However, the difference between the isomers considered in this work is just the hydrogenation site, and then the most suitable quantity seems to be the BRE of the C-C bond involved in the process. Thus, all the hydrogenation paths linking the hydroporphyrins of Scheme 1 are summarized in Figure 2 and confronted with the BREs and the ab initio hydrogenation energies involved. The hydrogenation energies were calculated as the difference between the electronic energy of the hydrogenated product and the summation of the electronic energy of the non-hydrogenated reactant plus the electronic energy of the isolated hydrogen molecule. As mentioned in the "Computational Details" section only the planar structures were employed in the calculations. In the figure the thermodynamically favoured paths are denoted by solid arrows whereas the unfavoured ones are denoted by dashed arrows. In all cases the favoured hydrogenation coincides with the smallest BRE value, which means that the hydrogenation occurs on the C-C bond where the entailing aromatic destabilization is smaller. Figure 2 shows that the most stable products resulting from the progressive hydrogenation of porphin correspond to the series 2a-3a-4a. The hydrogenation of 4a to
give 5 is energetically unfavoured with a positive hydrogenation energy and a quite large value of the BRE. Moreover, the entropic contribution to the Gibbs free energy is expected to disfavour even more the hydrogenation process, at least within the ideal gas phase model. On the contrary, the hydrogenation of 4b to give 5 is energetically feasible, but the previous formation of 4b is unlikely according to the energies presented in Figure 2 .
The BRE of a given bond can be analyzed in detail with the energy effects of the circuits that share the bond. All the possible circuits are represented in Figure 1 for the porphin molecule, but depending on the hydrogenation sites some of them may not appear in the corresponding hydroporphyrin. The ef(Z) and CRE-MCI values calculated for these circuits are collected in Table 2 Macrocycles IV, VI and IX encircle the protonated pyrrol rings and leave out the nonprotonated ones, contributing to the resonance energy of the C β -C β bonds in the former.
On the contrary, macrocycles V, VII and X encircle the non-protonated pyrrol rings and leave out the protonated ones, contributing to the resonance energy of the C β -C β bonds in the former. The result is that hydrogenation of protonated pyrrol rings breaks the cyclic electron delocalization in macrocycles with stronger π-electron conjugation, which entails a larger aromatic destabilization. This is in fact in agreement with qualitative information obtained from traditional non-polar Kekulé structures in combination with the conjugated circuits model. [41] According to the conjugated circuits model, only rings supporting conjugated circuits are expected to contribute significantly to the aromatic stabilization. In our case, it is not possible to identify conjugated circuits encircling the rings V, VII, VIII and X, and then these rings are expected to provide a smaller aromatic stabilization. In recent contributions some of the authors showed the connection existing between conjugated circuits and measures of aromaticity such as MCIs [42] and ring currents [43] in polycyclic aromatic hydrocarbons. Measures of the magnetic response of the system can shed light on the contradictions between aromatic stabilization and electron delocalization in these systems. Ab initio π-ring currents are represented in Figure 3 and the translational and rotational transitions based on expressions (6) and (7), respectively, are depicted in Figure 4 . The π-ring current map of porphin (1) shows a ring current that is bifurcated around the protonated pyrrol rings, the current being somewhat stronger at the outer side of the ring. In the non-protonated pyrrol rings, however, the current remains at the inside of the ring, with virtually no π-current running through the outer side of the ring. The ab initio ring current plots can be compared with the pictorial representation of the ring currents obtained from multicenter indices (represented in Figure 5 ). In this figure the arrows represent both the sense and the relative strength of the current intensity circulating through each bond. The intensity for a given bond is obtained by summation of the I i values, estimated using multicenter indices, of all circuits containing the bond.
As one can see comparing Figure 3 and Figure 5 , there is a good correspondence between MCIs and ring currents for most of molecules. However, multicenter indices predict a remarkably smaller current intensity in octahydroporphin 5, similar to that of hexahydroporphin 4a. As one can see in the figure, the same happens for tetrahydroporphin 3b. An explanation for this disagreement can be found in the analysis of the orbital interactions. There are two necessary conditions for a strong ring current;
large values for some of the integrals between occupied and virtual orbitals presented in expressions (6) and (7), and a small energy gap between these orbitals. The second condition causes the ring current to be mainly produced by interactions between the highest occupied orbitals and the lowest virtual orbitals. The MCI depends only on the first order density matrix, which does not contain explicitly information on the virtual orbitals. Hence, the MCI and derived quantities cannot reflect all subtleties that differentiate among molecules.
We have depicted in Figure 6 the orbital contributions to the ring current from the four highest energy occupied orbitals of molecules 1, 4a and 5 (the complete orbital resolved ring currents for all molecules can be found in the Supporting Information). As one can see, only two orbitals (HOMO and HOMO-1) have a significant contribution to the ring current. These orbitals yield a strong current density along the central ring for molecules 1 and 5, whereas the current density is significantly smaller for molecule 4a.
We are now in position to state that, even when two hydroporphyrins present similar ring electron delocalization, they can display significantly different ring current densities if their occupied-virtual orbital interactions differ substantially.
On the other hand, we have replaced the values of the CRE-MCI by the ef(Z) to represent the current intensity in molecules 4a and 5 and to check if discrepancies also appear using energy effects. This is not however completely supported by theory as the mathematical relation between electron current intensity and energy stabilization due to cyclic electron conjugation was established by Aihara [35] using the circuit resonance energy, CRE, which differs from the Gutman's definition of ef(Z). However, both quantities usually correlate and are expected to provide very similar information. As one can see in Figure 5 , the ef(Z) values predict the stronger current in molecule 5. There is however a discrepancy with the ring current maps that is corrected using multicenter indices. Thus, the paratropic sense of the current circulating by the C-N(H)-C unit in the non-hydrogenated pyrrol ring of 4a is wrongly represented using the ef(Z) values but correctly represented with multicenter indices.
Additional proof of the differences in the magnetic response of molecules 4a and 5 can be obtained from the values presented in Table 3 for the magnetic susceptibility and NICS zz (1) calculated one angstrom over the center of the molecule. The center of the molecule was chosen as the position of the ring critical point of the electron density corresponding to the central ring.
The zz component of the magnetic susceptibility tensor is slightly larger for 5 than for 4a, even though the large differences in the ring currents are not reflected on the magnetic susceptibilities. On the other hand, the NICS zz (1) calculated at the central ring is significantly larger for 5 than for 4a. However, both the magnetic susceptibility and the NICS zz (1) are significantly smaller for molecule 5 than for molecules 1, 2a and 3a, differences that do not match well the ring current plots. It must be also mentioned that the NICS zz (1) values calculated at the center of the non-hydrogenated pyrrol rings increases when going from 1 to 5 (see values in Table 3 
Conclusions
The relative stability of different hydroporphyrin isomers as well as the naturally and synthetically inaccessibility of octahydroporphin (5) have been explained in terms of total and local aromaticity by using a large variety of methods, including energetic, magnetic and electron density criteria.
By partitioning the total aromaticity into individual circuit contributions it was concluded that aromaticity alone can explain why the hydrogenation of non-protonated pyrrol rings is always favoured over that of protonated pyrrol rings in porphyrins and hydroporphyrins. Although the local contribution to the aromaticity of pyrrol cycles is significantly larger than that of the macrocycles that connect the pyrrol units, the latter play a crucial role in the relative stability of the different isomers.
The hydrogenation energies along the different hydrogenation paths connecting porphin with octahydroporphin (5) have been analyzed. The conclusion is that formation of (5) is energetically unfavoured, and that the energy destabilization associated to the disruption of the electron conjugation upon hydrogenation can perfectly explain this fact.
Analysis of the electron delocalization and different magnetic response properties lead to the same conclusions as the measures of aromatic stabilization energy.
In order to compare the different methods we have put their information in the same scale by using some recently proposed approaches. Only for molecules (3c) and (5) the different methods employed differ substantially, even though this fact does not affect the general conclusions obtained. 
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NICS zz (1) Figure 8 . Correlation between the magnetic susceptibility exaltation estimated from multicenter indices and the zz component of the magnetic susceptibility tensor calculated at the B3LYP/6-31++G(d,p) level (upper plot), and correlation between the NICS estimated from multicenter indices and the NICS zz (1) calculated at the B3LYP/6-31++G(d,p) level at the center of ring circuits of type III in Figure 1 (lower plot). All values are given relative to the corresponding value for isolated benzene [a] Structures with the C-N skeleton in planar conformation Table 2 . ef(Z) and CRE-MCI values calculated for the ring circuits depicted in Figure 1 .
All values are given in β units (see text). Values for circuits with no π-conjugation are not included because of being zero or close to zero (in the case of CRE-MCI). I  II  III  IV  V  VI  VII  VIII  IX  X [a] Calculated at the center of ring circuits of type III (see Figure 1) [b] Calculated at the center of ring circuits of type II (see Figure 1) [c] Calculated at the center of ring circuits of type I (see Figure 1) 
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