Abstract. Given an orthogonal lattice with mesh length h on a bounded convex domain Ω, we show that the Aleksandrov solution of the Monge-Ampère equation is the uniform limit on compact subsets of mesh functions u h which solve discrete Monge-Ampère equations with the Hessian discretized using the standard finite difference method. The result explains the behavior of methods based on the standard finite difference method and designed to numerically converge to non-smooth solutions. We propose an algorithm which for smooth solutions appears faster than the popular Newton's method with a high accuracy for non smooth solutions. The convergence of the algorithm is independent of how close to the numerical solution the initial guess is, upon rescaling the equation and given a user's measure of the closeness of an initial guess.
Introduction
Let Ω be a bounded convex domain of R d , d ≥ 2 and let f ≥ 0 in Ω and g ∈ C(∂Ω), f ∈ C(Ω) with 0 < c 0 ≤ f ≤ c 1 for constants c 0 , c 1 ∈ R. We assume that g ∈ C(∂Ω) can be extended to a functiong ∈ C(Ω) which is convex in Ω. We are interested in the finite difference approximation of the Aleksandrov solution of the Monge-Ampère equation (1.1) det D 2 u = f in Ω, u = g on ∂Ω.
To a convex function u, one associates a measure M is the Hessian of u. There are several equivalent definitions of the Monge-Ampère measure in the general case and the simplest approach is to use an analytic definition based on approximation by smooth functions. See section 3.1 and [28] for the equivalent definitions. We discretize the Hessian using the standard finite difference method and show that the Aleksandrov solution u is the uniform limit on compact subsets of the solutions u h of the discrete problems.
Our numerical algorithms are of the time marching types with proven convergence. The time marching method, with the central finite difference discretization previously used in [5, 2] , appears faster than Newton's method for smooth solutions. In some cases 15 times faster. It is shown to be numerically robust for non smooth solutions of the Monge-Ampère equation with right hand side absolutely continuous with respect to the Lebesgue measure. The convergence is shown to be independent of the closeness of an initial guess upon rescaling the equation. We introduce a compatible discretization in the sense that it reproduces at the continuous level essential features of the continuous problem. We prove for smooth solutions an asymptotic convergence rate of the discretization. We observed that when the time marching method for the central discretization is used to provide a good starting point for the time marching method for the compatible discretization, one reaches a high accuracy for non smooth solutions.
1.1. Methodology for smooth solutions. We introduce a compatible discretization which allows us to give a proof of convergence of the discretization for smooth solutions and a proof of an asymptotic convergence rate similar to the proofs for the finite element discretization of (1.1), c.f. [4] and the references therein. Two key ideas used in this paper, which were not used in the finite element papers [7, 16, 8] , are the use of the continuity of the eigenvalues of a matrix as a function of its entries and rescaling the equation. We then use the strict contraction property of the operator mapping associated with the time marching method for the compatible discretization to prove the convergence of a time marching method for the central finite difference discretization. The arguments are also given for the case where the discretization has a discrete strictly convex solution, c.f. Definition 2.4.
Methodology for non smooth solutions.
We regularize the data by considering functions f m , g m ∈ C ∞ (Ω) such that 0 < c 2 ≤ f m ≤ c 3 , f m converges uniformly to f on Ω and g m converges uniformly tog on Ω. The second key idea of this paper is to consider a sequence of smooth uniformly convex subdomains Ω s which converges to Ω.
We show in this paper that given a mesh on Ω, an "interior" discretization (c.f. (2.6) and (2.7) below) of the problem (1.2) det D 2 u ms = f m in Ω s , u m = g m on ∂Ω s .
has a unique local solution u ms,h which is a discrete convex function. We discretize the Hessian using the standard finite difference method and show that the discrete solution u h is the limit of a subsequence in m and s of u ms,h where u ms,h is the finite difference approximation of the solution u ms of (1.2). A technical aspect of the proof is that we use interior second order derivative estimates of the solution u ms as the latter may blow up on the boundary if the boundary is not strictly convex. What makes our results possible is the fact that mesh points where the second derivatives are approximated are interior points.
As a consequence of the interior Schauder estimates, we obtain stability on compact subsets of the discretization. This is one of the main contributions of the paper and is treated in section 3.2.
1.3. Significance of the results in relation with other work. A proven convergence proof for Aleksandrov solutions was given for the two dimensional problem for the discretization proposed in [27] . The approach through the so-called viscosity solutions was considered in [17] in the context of monotone finite difference schemes. We classify these methods as nonstandard. While the discretization proposed in [19] uses a standard discretization in parts of the domain, it is still a nonstandard discretization as it uses a monotone scheme in parts of the domain.
The central finite difference discretizations is popular in science and engineering [24, 11, 10] . However solving the resulting nonlinear discrete system of equations by Newton's method produces disastrous results when (1.1) has a non smooth solution.
Ever since the pioneering work [13] , various approaches have been proposed to solve the nonlinear equations for convergence to non smooth solutions e.g. [5, 26] . Despite the efficiency of the method proposed in [26] , the fundamental question of a proof of convergence of the discretization had not been solved.
In [2] , for smooth solutions, we proved the quadratic convergence rate of the central finite difference discretization and the convergence of Newton's method for solving the resulting nonlinear system of equations. The quadratic convergence rate of the central finite difference discretization for smooth solutions was only known as " formally second-order accurate" [5] .
One can make an analogy between numerical methods for the Monge-Ampère equation and the setting of the elementary Newton's method for solving a nonlinear equation p(x) = 0 with multiple real roots. It is well known that this is an efficient method depending on the initial guess. The situation is better for the Monge-Ampere equation as one is interested in a certain kind of numerical solutions and the equation can be rescaled making the various possible solutions far from each other. Thus the results of this paper do not contradict the observations made in [15, Section 1].
The issues pertinent to the analysis of standard discretizations can be summarized as follows.
(1) Prove the existence and uniqueness of a solution to the discrete problem (2) Prove the convergence of the discretization (3) Prove the convergence of an iterative method for solving the discrete problem.
We address all three issues completely in this paper. The distinguished feature of the methods discussed in this paper, like the ones discussed in [5] , is to preserve weakly convexity in the iterations, c.f. Remark 2.5. In the iterations, the positivity of the discrete Laplacian is preserved. This feature allows the processes to avoid spurious solutions. Our numerical experiments add to the growing evidence of the effectiveness of the standard finite difference method for the Monge-Ampère equation [5, 18, 19] . In both [18, 19] , the effectiveness of the standard finite difference method for smooth solutions was taken advantage of. Since the fast convergence of Newton's method for smooth solutions was one of the motivations behind the discretizations proposed in [19, 17, 18] , it is reasonable to expect that the time marching method would be faster than these methods.
We use an abstract treatment of the Monge-Ampère measure, see section 3.1, which shows a close connection with the more natural definition of det D 2 u(x) for smooth solutions. We believe that this connection, which also encapsulates the geometric structure of the Monge-Ampère equation [28] , is the prime reason standard discretizations work for Monge-Ampère type equations. We also believe that the latter connection is also the reason a proof of convergence of standard discretizations of the MongeAmpère equation had so far eluded researchers.
Since we use standard discretizations, the efficient tools developed for computational mathematics such as adaptive mesh refinements and multigrid algorithms can be transferred seamlessly to the Monge-Ampère context.
1.4.
Summary of contributions and broader impacts. The contributions and broader impacts of this paper are therefore (1) The long standing open problem of convergence of standard finite difference discretizations to viscosity solutions of the Monge-Ampère equation is solved. We recall that the notion of viscosity and Aleksandrov solutions are equivalent for f > 0 and continuous on Ω. (2) The introduction and proof of convergence of a highly accurate structure preserving finite difference discretization of the Monge-Ampère equation which is of standard type. (3) A proof of an asymptotic convergence rate for a standard compatible finite difference discretization is given in the case of smooth solutions. (4) A "canonical proof" is given in the sense that the same principles may be applied to other type of discretizations. It does not seem possible to adapt the non standard discretizations to the finite element context. (5) A convergence proof is given for an algorithm which can be used to solve the discrete problem. It consists of a Laplacian preconditioner of a simple gradient algorithm. (6) The proof of convergence to the Aleksandrov solutions can be adapted to a wide range of methods once it is understood how these methods solve the discrete problems for smooth solutions. In particular it follows from the general approach taken in this paper that the monotone schemes introduced in [17, 19] converge to both viscosity solutions and Aleksandrov solutions with right hand side absolutely continuous with respect to the Lebesgue measure and bounded away from zero and infinity (this includes the case where f is discontinuous at the boundary). This is especially important in optimal transportation problems where one has to extend the data, resulting in a discontinuous right hand side f . In these cases the continuous viscosity solution approach is no longer valid. (7) The dramatic new point of view of this paper, a radical change from the recent trend on numerical methods for Monge-Ampère equations, places the study of standard finite difference discretizations solely in the framework of traditional numerical analysis. That is, the main task is to understand how schemes perform for smooth solutions and whether they give numerical evidence of convergence for non smooth solutions. The convergence of the discretization for non smooth solutions follows from the general approach taken in this paper. This paper thus provides a blueprint which can be used to analyze the discretizations proposed in [13, 26] .
1.5. Organization of the paper. We organize the paper as follows. In the next section we first introduce standard discretizations of the Monge-Ampère equation and recall the convergence result of [2] for smooth solutions and the second order accurate central discretization. In section 3 we recall key results on the Aleksandrov theory of the Monge-Ampère equation and give a general framework of convergence of standard discretizations to the Aleksandrov solution. Additional notation and preliminaries are given in section 4. In section 5 we prove the convergence of the compatible discretization for both smooth and non smooth solutions. In section 6 we prove the convergence of the time marching method for the central finite difference discretization. The last section is devoted to a discussion of numerical results for the two dimensional problem using the standard compatible and central discretizations.
The proof of some of the results is given in an appendix.
Standard finite difference discretizations of the Monge-Ampère equation
We recall that Ω is a bounded convex domain of R d . For 0 < h < 1, we define
Let M(Ω h ) denote the space of grid functions, i.e. mappings from Ω h to R. We denote by e i , i = 1, . . . , d the i-th unit vector of R d and consider first order difference operators defined on Z h by
We have for
We will also need the central second order accurate first order operator defined for i = 1, . . . , d by
We use the notation A = (a ij ) i,j=1,...,d to denote the matrix A with entries a ij . Several discrete analogues of the Hessian D 2 v of a C 2 function v can be defined for x ∈ Z h and a grid function v h . One possibility is to define the discrete Hessian as the non symmetric matrix field Decomposing a matrix A into its symmetric and skew symmetric part, i.e. A = (A + A T )/2 + (A − A T )/2, one concludes that A is (positive) definite if and only if its symmetric part is (positive) definite. We will use the notation sym A to denote the symmetric part of A.
Another discretization of the Hessian matrix which has been used in previous work [5, 24, 11, 10] is to consider for a grid function v h , the matrix field
We denote by Ω 0 h the subset of Ω h consisting of grid points x for which x±he i ±he j ∈ Ω for i, j = 1, . . . , d and put ∂Ω h = Ω h \ Ω 0 h . We will also need Ω 00 h which is defined as the subset of Ω 0 h consisting of grid points x for which x ± 2he i ± 2he j ∈ Ω for
The restriction map is defined as a mapping
and is extended canonically to vector fields and matrix fields. Forg ∈ C(Ω), r h (g) is defined analogously on ∂Ω h .
For a vector valued grid function v h with components
The operator div h is extended to matrix fields by taking the divergence of each row.
We define two discrete versions of the gradient: D h v h and D h v h as:
With the above definitions, we have div
The latter will be seen as a standard compatible discretization in the sense that essential features of the differential operators at the continuous level are reproduced at the discrete level.
We denote by λ 1 (A) and λ d (A) the smallest and largest eigenvalues of a symmetric matrix A respectively. The discrete analogue of the maximum norm is given by (4.11) We have under smoothness assumptions of the solution u of (1.1)
with a constant C which can be taken as a multiple of ||u|| C 5 (Ω) . Thus u h converges uniformly on compact subsets of Ω to the unique smooth convex solution of (1.1).
with a constant C which can be taken as a multiple of ||u|| C 2 (Ω) . Thus u h converges uniformly on Ω to the unique smooth convex solution of (1.1).
The proof of the above result is given in section 5.
The results of Theorem 2.2 and Proposition 2.3 can be localized, i.e. we have respectively
whereK is a slightly larger domain such that K ⊂K ⊂ Ω. For Problem 2.2 for example, this follows from the existence and local uniqueness of the solution to the problem
In [2] we proved, for smooth solutions, the local solvability of (2.2). In section 5 we prove the local solvability of (2.3) for smooth solutions. We analyze in this paper the convergence of time marching methods for solving respectively (2.2) and (2.3) under a smoothness assumption on the solution u of (1.1). They are given by
for ν > 0 sufficiently large and an initial guess u 0 h . Remark 2.5. If one takes ν large in (2.4) and (2.5), one gets that the left hand sides are negative, i.e. discrete subharmonicity is preserved in the iterations.
For the situation where (1.1) does not have a smooth solution, we consider the related problems
with corresponding time marching methods
Intuitively Problems (2.6) and (2.7) discretize the Monge-Ampère equation in the interior of the domain where the non smooth solution can be approximated by smooth functions which solve related Monge-Ampère equations. It is clear that since (2.6) and (2.7) are very close to (2.2) and (2.3), numerical experiments with the latter would indicate convergence for non smooth solutions. It is in that sense that the results of this paper explains the behavior of methods based on the standard finite difference method and designed to numerically converge to non-smooth solutions.
The following lemma is essential to our methodology Lemma 2.6. A sequence of (discrete) convex functions which is locally uniformly bounded has a subsequence which converges uniformly on compact subsets to a (discrete) convex function.
Proof. We consider separately the cases of a sequence u m of convex functions, a sequence (u mh ) m of discrete convex functions and a sequence u h l of discrete convex functions.
A sequence u m of convex functions is locally equicontinuous by [21, Lemma 3.2.1], c.f. [3] for details. If the sequence is also locally uniformly bounded, the result follows from the Arzela-Ascoli theorem [29, p. 179 ].
If we consider a sequence (u mh ) m of discrete convex functions, for fixed h the number of grid points is finite and the result follows from the Bolzano-Weierstrass theorem.
If the sequence u h l is a sequence of discrete convex mesh functions in the sense that
h , the result is given by [1, Corollary 4.8] and the Arzela-Ascoli theorem (which requires only local uniform boundedness). Since H d (u h l )(x) and H d (u h l )(x) have the same diagonal elements, the discrete analogue of local equicontinuity [1, (2.2) and p. 22] also holds when one requires that H d (u h l )(x) is a positive matrix for all x ∈ Ω 0 h , that is the result also holds in that case.
We make the usual abuse of notation of denoting by C a generic constant which does not depend on h.
General framework for convergence of standard discretizations to the Aleksandrov solution
Let us use the notation M h [v h ] for a discrete Monge-Ampère operator applied to the grid function v h . We consider the following analogue of (2.2) and (2.3)
3.1. The Aleksandrov solution. Let K(Ω) denote the cone of convex functions on Ω and let us denote by B(Ω) the space of Borel measures on Ω. We define the mapping
for a Borel set B. For Ω strictly convex, the mapping M extends uniquely to a continuous operator on We have Theorem 3.5 (Theorem 1.1 [23] ). Let Ω be a bounded convex domain of R d and assume that g can be extended to a functiong ∈ C(Ω) which is convex in Ω. Then if f ∈ L 1 (Ω) , (1.1) has a unique convex Aleksandrov solution in C(Ω) which assumes the boundary condition in the classical sense.
Convergence of the discretization.
Let Ω s denote a sequence of smooth uniformly convex domains increasing to Ω, i.e. Ω s ⊂ Ω s+1 ⊂ Ω and d(∂Ω s , ∂Ω) → 0 as s → ∞. Here d(∂Ω s , ∂Ω) denotes the distance between ∂Ω s and ∂Ω. For the special case Ω = (0, 1) 2 , a construction was done in [31] . A general construction follows from the approach in [6] .
We recall that f m and g m are C ∞ (Ω) functions such that 0 < c 2 ≤ f m ≤ c 3 , f m → f and g m →g uniformly on Ω. The sequences f m and g m can be constructed by a standard mollification. By [9] , the problem det
has a unique convex solution u ms ∈ C ∞ (Ω s ). In [3] we proved that as s → ∞, the sequence u ms converges uniformly on compact subsets of Ω to the unique convex solution u m ∈ C(Ω) of the problem (1.2). Moreover u m converges uniformly on compact subsets of Ω to the unique convex solution u ∈ C(Ω) of (1.1). The presentation in [3] expands on [30, Proposition 2.4 ] .
Note that by the convexity of u ms , and the Aleksandrov-Bakelman-Pucci maximum principle, u ms is uniformly bounded on Ω. Recall that 0 < c 2 ≤ f m ≤ c 3 . Thus We can now prove the main result of this paper Theorem 3.6. The problem (3.1) has a unique local discrete convex solution u h which converges uniformly on compact subsets of Ω to the unique convex solution u of (1.1) as h → 0.
Proof. Without loss of generality, we assume that the discrete Hessian takes the form
Let Ω sh = Ω s ∩ Z h . We denote by Ω 
For the local uniqueness of the discrete solution u h , we note that the fixed point argument of section 5 can be repeated in the ball B ρ (u h ) since u h is a discrete strictly convex function, c.f. Lemma 5.10. By a similar argument, local uniqueness holds if one uses the discrete Hessian H d discussed in [2] . We conclude that u ms,h converges uniformly on compact subsets of Ω 00 h to u h . Part 2: Uniform convergence on compact subsets of Ω of a subsequence u h l to a convex function v ∈ C(Ω). This is a direct consequence of Lemma 2.6. The continuity of v on Ω follows from its convexity and Theorem 2.2, Proposition 2.3 and (3.4) which imply that u ms,h and u h , hence v are locally finite.
Part 3:
The continuous convex function v is equal to the solution u of (1.1).
Let K be a compact subset of Ω and let > 0. Since u h l converges uniformly on
We recall that the constant C is independent of m and s but depends on K.
By the uniform convergence of u ms to u m and of u m to u on K, we may assume that |u(x) − u ms (x)| ≤ |u(x) − u m (x)| + |u m (x) − u ms (x)| < /6 for all x ∈ K.
We conclude that for ∀l ≥ l 0 , ∃m l and s l such that ∀m ≥ m l , s ≥ s l |u(x) − v(x)| < /2 + Ch 2 l for all x ∈ K ∩ Ω 00 h . For x ∈ K, if necessary by choosing a sequence x h l such that x h l → x as l → ∞, we get for all > 0 |u(x) − v(x)| < . We conclude that u = v on K. We have by construction u = v on ∂Ω. This proves that u = v.
Part 4: Finishing up.
By the unicity of the solution u of (1.1) we conclude that u h converges uniformly on compact subsets of Ω to u.
It follows from Lemma 5.10 that the solution u h of (2.3) can also be computed by the time marching method (2.5).
Additional notation and preliminaries

Grid functions and differential operators. For v ∈ C
2 (Ω), by a Taylor series expansion, we have ∂v
and for v ∈ C 4 (Ω)
We now discuss key properties of the continuous analogues of the operators div h , D h and D h which need to be modeled at the discrete level. and for a vector field v and matrix field A, one obtains using the product rule of differentiation
For v ∈ C 3 (Ω), we have the divergence-free row property of the cofactor matrix, [14,
It follows from (4.3) that for a C 2 (Ω) function v,
Using (4.4), (4.5) and the symmetry of cof D 2 v and D 2 v one obtains for a
We have the following lemma which says that the compatible discretization is first order consistent. The proof requires only elementary computations and is given in section 8.
4.2. Discrete norms. Analogues of the Sobolev spaces can be defined on Ω h . We start with the analogue of the L 2 inner product and norm. For v h , w h ∈ M(Ω h ) we define
Analogously, put
We define
We define on M(Ω h ) the semi-norms
We will need the following related norm which takes into account the second order discrete derivatives
We will also need the maximum norm
Using the definitions, it is not difficult to check that
Using (4.1) and (4.2) we get
Inequality (4.14) is an inverse type estimate with constant given by
We have the discrete Poincare's inequality, see for example [12, Lemma 3.1] Lemma 4.2. There exists a constant C p > 0 independent of h such that for
By the integration by parts formula (4.12), we obtain for
And for v h , w h ∈ M(Ω h ), 
Proof. We have
and so
This proves the result.
The next lemma says that if v ∈ C 2 (Ω) is strictly convex, a lower bound on the smallest eigenvalue of sym H d r h v is independent of h, for h sufficiently small.
Lemma 4.4. Let v ∈ C
2 (Ω) be a strictly convex function. Assume that
on Ω for constants r, R > 0. Then for h sufficiently small
Proof. The proof is similar to the one of Lemma 4.3 using (4.20) . It is enough to prove that
But this holds for h sufficiently small using a Taylor series expansion.
Lemma 4.5. Let A be a symmetric matrix such that 
Convergence of the time marching method for the compatible discretization
In this section, we assume that (1.1) has a strictly convex solution u ∈ C 4 (Ω). We prove that the problem
has a discrete strictly convex solution in
for ρ = O(h 2+d/2 ) and h sufficiently small.
As with [4] we use a "rescaling argument". Let α > 0 be a positive parameter. Note that if v h ∈ K 0 (Ω h ), we also have αv h ∈ K 0 (Ω h ).
Since u ∈ C 2 (Ω) is a strictly convex function, there exists positive constants r and R such that
on Ω. By Lemma 4.4, for h sufficiently small, on Ω
By Lemma 4.3, and using the estimate (4.16), there exists C 0 > 0 such that for
Moreover as in the proof of Lemma 4.3, one shows that there exists
In addition, by Lemma 4.5, there exists positive constants r , R independent of h such that
Remark 5.1. The constant C 0 is up to a constant a lower bound of λ 1 (D 2 u). For each compact subset K of Ω we have by (4.19) with B = 0
We define a mapping
Since T h (αv h ) solves a discrete Poisson equation, it is well defined.
Remark 5.2.
If αu h is a fixed point of T h , then u h solves (5.1).
Next, we estimate the amount by which the mapping T h moves the center αr h (u) of αB ρ (r h u).
Lemma 5.3. We have
Taking the inner product of (5.4) with z h and using (4.17) and (4.18) we obtain
By (4.8), we get
We now give a contraction property for T h .
, T h is a strict contraction mapping in the ball αB h (ρ), i.e. for v h , w h ∈ B h (ρ)
The constant a takes the form β + Ch(ρ + C) d−1 for 0 < β < 1.
Proof. For a matrix field A h , we define
Let us denote by cof the Fréchet derivative of the mapping A → cof A. Since cof (A)(B) is a sum of terms each of which is a product of d − 2 entries from A and is linear in B, we have for
On the other hand (cof sym
Taking the inner product of (5.6) with z h and using (4.17) and (5.7) we obtain 8) where I denotes the d × d identity matrix.
Since ν = (R + r )/(2d), we have
Thus since for h sufficiently small
we have 0 ≤ β < 1.
Define p h = w h /|w h | 1,h and q h = z h /|z h | 1,h for w h = 0 and v h = 0. Then
We can define a bilinear form on M(Ω h ) by the formula
Then because
and using the definition of β, we get
since p h and q h are unit vectors in the |.| 1,h semi-norm. It follows from (5.11) that for w h , z h ∈ M(Ω h ) (5.12)
We then conclude from (5.8) that
By the mean value theorem and (5.5), we get
We note that by triangular inequality
Thus using (4.14) and the discrete Poincare's inequality, we conclude that
, T h is a strict contraction in αB ρ (r h u) and maps αB ρ (r h u) into itself.
Proof. We have ρ ≤ C 0 h 2+d/2 for h ≤ 1. Moreover
Thus using the expression of a in Lemma 5.4, we get
Since β < 1, we have for h sufficiently small
Then by Lemmas 5.4 and 5.3
and we conclude that
We can now state the main result of this section Theorem 5.6. Let u ∈ C 4 (Ω) be a strictly convex solution of (1.1). For h sufficiently small, the discrete Monge-Ampère equation (5.1) has a unique discrete strictly convex solution u h ∈ B ρ (r h u) with
and
Moreover, with a sufficiently close initial guess u 0 h , the sequence defined by u
Proof. Since the mapping T h is a strict contraction which maps αB ρ (r h u) into itself, the existence of a fixed point follows from the Banach fixed point theorem. By Remark 5.7. We have an asymptotic convergence rate in the maximum norm, i.e. using (4.13) and the discrete Poincare's inequality, we obtain
Essentially, what is proven in this paper, is that the numerical solution u h is very close to the interpolant r h (u). 
where β solves β(C 0 /2)h 3+d/2 = δ. Thus essentially, the convergence of the time marching method is independent of the choice of an initial guess. Similar arguments are given in [2] for the case when the discretization (2.2) is used.
Remark 5.9. For the implementation of the compatible discretization introduced in this paper, quadratic extrapolation has to be used to set values which are not defined on the grid.
We now show that the framework above can be extended to the situation where it is known that the discrete problem has a discrete strictly convex solution.
Lemma 5.10. Assume that (2.3) has a discrete strictly convex solution. Then the solution is unique locally and can be computed by the time marching method (2.5).
Proof. We indicate how the proofs are adapted.
Recall that ρ = (C 0 /2)h 3+d/2 , and now, by Lemma 4.3, C 0 takes the form C 0 = Cr 1 for a constant C independent of h where
We now take
) .
Thus α d−1 < (r 1 + R 1 )/(2r 1 ) for h sufficiently small, i.e. (5.10) holds.
For the last step in the proof of Lemma 5.4, we have
for h sufficiently small. One then obtains that the mapping T h is a strict contraction in αB ρ (u h ) with T h (αu h ) = αu h . This concludes the proof.
Convergence of the time marching method for the central finite difference discretization
Our goal is to use the contraction property of the mapping T h , c.f. Lemma 5.4, to prove the convergence of the sequence defined by (2.4) . In this section, we denote by u h a local solution of (2.2) and by u h a local solution of (2.3). We will prove that u h is close enough to u h that we can conclude that tr H d u h ≥ C h > 0 for a constant C h which may depend on h. In two dimension this implies that
For that reason, we consider the two dimensional case in this section. 
with the compatible discretization (2.5)
The proof of the above theorem is given in section 8.
As with Remark 5.8, the convergence of (2.4) is essentially independent of the closeness of an initial guess upon rescaling the equation. Having proven the convergence of the iterative method in the smooth case, the case of non smooth solutions follows from the regularization approach/subsequence arguments of section 3. For details we refer to section 8.
Numerical results
The computational domain is the unit square [0, 1] 2 . The initial guess for the iterations was taken as the finite difference approximation of the solution of ∆u = 2 √ f with boundary condition u = g. Numerical errors are in the maximum norm. For the non smooth solution of Table 2 , and h = 1/2 7 , ν = 850, when we run the iterative method (2.4) for 10000 iterations followed by (2.5) we get an error 5.0530 10 −4 , a level of accuracy which had not been achieved before. And it only took 908 seconds or 15 minutes on a 2.5 Ghz MacBook Pro. Although the convergence of the iterative methods is (theoretically upon rescaling the equation) independent of the closeness of an initial guess, for the best results, one should use the second order accurate scheme (2.4) to provide an initial guess for the compatible discretization (2.5). In fact, (2.4) works also in the degenerate case f = 0 and g(x, y) = |x − 1/2|, Figure 2 . For smooth solutions, (2.4) appears to be dramatically faster than Newton's method, Table 3 . This follows from
For a vector field v h = (v i,h ) i=1,...,d , we define the "translation" matrix τ v h by
and for a matrix field A h = (A ij,h ) i,j=1,...,d , we define its gradient D h A h as the matrix field with components
Thus we have
This follows from the Leibniz rule (8.1). Indeed we have
which proves the claim.
We conclude that for a grid scalar function
To prove the convergence rates (4.8)-(4.9), we first make some observations. For given C 2 (Ω) functions v 1 and
is uniformly bounded in x and h. The same property holds for v 2,h . The claim follows. And it clearly extends to a finite product of (8.4) since each product in the second term on the left is at least a linear approximation of a corresponding product in the first term on the left. and we recall that the matrix H d (u h ) was defined in section 2.
8.2.
Proof of Convergence of the time marching method for the central discretization. If it is known that (2.2) has a solution u h with λ 1 (H 2 u h ) ≥ C > 0, it can be shown that the solution is locally unique, i.e. in the ball { v h ∈ M(Ω h ), ||v h − u h || 2,∞,h ≤ C 2 h 2 }, for C 2 > 0. The proof essentially is the same as the one for Theorem 2.2.
We define S h as the fixed point mapping associated to (2.4), i.e.
S h (αv h ) = αr h (g) on ∂Ω h .
In Lemma 5.10, we may take ρ = C 3 h 4 with C 3 ≤ C 0 /2. We take C 3 = min{ C 0 /2, C 2 /(2C p ) }, choose ν as in Theorem 5.6 and modify accordingly α in (5.15), i.e. we now take
We have for i = j Proof. Put w h = S h (αv h ) − αu h . We prove that |w h | 1,h ≤ αρ for v h ∈ B ρ (u h ). Put z h = S h (αv h ) − T h (αv h ). We have w h = z h + T h (αv h ) − T h (αu h ). and
By Lemma 8.5, we conclude that | D h z h , D h w h | ≤ (Ch)αρ|w h | 1,h . The strict contraction property of T h implies |w h | 1,h ≤ (Ch)αρ + aα|v h − u h | 1,h ≤ (Ch + a)αρ.
The result follows for h sufficiently small as in the proof of Lemma 5.5.
Proof of Theorem 6.1. The sequence u k h being bounded has a subsequence converging to a mesh functionû h which solves (2.3). Sinceû h ∈ B ρ (u h ) we have λ 1 (H 2ûh ) ≥ C h > 0. But tr(H 2ûh ) = tr(H 2ûh ) and since f ≥ c 0 > 0, we conclude that λ 1 (H 2ûh ) ≥ C h > 0.
By Lemma 8.4, for v h ∈ B ρ (u h ) we have ||v h −û h || 2,∞,h ≤ ||v h − u h || 2,∞,h + ||u h − u h || 2,∞,h ≤ C 2 h 2 . By the local unicity ofû h , the whole sequence must converge tô u h .
For the non smooth case, we use the regularization/subsequence arguments of section 3. The time marching method applied to (3.5) produces a sequence u k ms,h which by Theorem 6.1 converges to a unique local solution u ms,h of (3.5) as k → ∞ . For fixed h and k, since the number of grid points is then finite, we may extract subsequences Moreover the convergence of u k mpsq,h to u mpsq,h is uniform in m p and s q on compact subsets of Ω. This follows from our choice of ρ = C 3 h 4 with C 3 = min{ C 0 /2, C 2 /(2C p ) }. By Remark 5.1 C 0 is up to a constant equal to ||u mpsq || C 2 (Ω) . However for h fixed, we can find a domain Ω with closure contained in Ω such that Ω 0 h ⊂ Ω . Thus C 0 may be taken to be equal up to a constant to ||u mpsq || C 2 (Ω ) . The latter is uniformly bounded by (3.4) . Similarly arguments also show that the constant C 2 has an upper bound independent of m p and s q .
We conclude that u k h converges pointwise to a mesh function u h which then solves (2.6).
