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Abstract
We exhibit and study various regularity properties of the sequence (R(n))n1 which counts the
number of different representations of the positive integer n in the Fibonacci numeration system.
The regularity properties in question are observed by representing the sequence as a two-dimensional
array consisting of an inﬁnite number of rows L1, L2, L3, . . . where each Lk contains fk−1 (the
k − 1st Fibonacci number) entries of the sequence (R(n)).We give a purely combinatorial recursive
algorithm for generating each row Lk from previous rows Lj with j < k.We then show that for each
positive integer m, and for all k2m, the number of occurrences of m in Lk is a constant rk(m)
depending only on m. The function rk(m) has many interesting number theoretic properties and is
intimately connected to the Euler -function.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction and Preliminaries
Let (fk)k0 denote the Fibonacci sequence with f0 = f1 = 1 and fk+1 = fk + fk−1
for k1.We denote by {0, 1}∗ the set of all words w = w1w2 · · ·wk with wi ∈ {0, 1}. To
each w = w1w2 · · ·wk ∈ {0, 1}∗ with w1 = 1 we associate a positive integer nw deﬁned
by
nw = w1fk + w2fk−1 + · · · + wk−1f2 + wkf1.
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We say thatw is a representation of nw in the Fibonacci base. It is well-known that each pos-
itive integer n has one or more representations when expressed in the Fibonacci numeration
system. One way of obtaining such a representation is by applying the ‘greedy algorithm.’
This gives rise to a representation of n of the form w = w1w2 · · ·wk with the property that
wiwi+1 	= 11 for each 1 ik− 1. Such a representation of n is necessarily unique and is
called the Zeckendorff representation of n, and denoted z(n) [13]. For example, applying
the greedy algorithm to n = 50 we obtain 50 = 34+ 13+ 3 = f8 + f6 + f3 which gives
rise to the representation z(50) = 10100100. A {0, 1}-word w beginning in 1 and having
no occurrences of 11 will be called a Zeckendorff word.
Other representations arise from the fact that an occurrence of 100 in a given representa-
tion of n in the Fibonacci base may be replaced by 011 to obtain another representation of
n in the Fibonacci base, and conversely. Hence z(n) is the largest representation of n with
respect to the lexicographic order.
Example 1. For example, n = 50 has the following 6 representations (arranged in decreas-
ing lexicographic order):
10100100
10100011
10011100
10011011
1111100
1111011
A number n has a unique representation in the Fibonacci base if and only if z(n) is a
preﬁx of the inﬁnite word (10)∞ = 10101010 . . . or equivalently if and only if n = fk − 1
for some k2. The multiplicities of representations of numbers in the Fibonacci base (or
in other linear numeration systems) have been studied by numerous authors fom many
different points of view (see [1–10,13]).
We are interested in the sequence R(n) which counts the number of distinct representa-
tions of n in the Fibonacci base. More precisely, given n ∈ Z>0 we set
Fib (n) = {w = w1w2 · · ·wk ∈ {0, 1}∗ |w1 = 1 and nw = n}
and put R(n) = #Fib(n). For w ∈ Fib(n) we write R(w) for R(nw). Our work is largely
motivated by a recent paper of J. Berstel in which he obtains a matrix formula for R(n)
in terms of the Zeckendorff representation of n (see Proposition 4.1 in [2]). More pre-
cisely we were particularly intrigued by a ﬁnal remark in the paper in which the author
writes: “As already mentioned, the behavior of R(n) is rather irregular as a function of
n”. In this paper we exhibit and study certain regularity properties of the sequence R(n)
which were discovered by representing the sequence as a two-dimensional array (shown in
Fig. 1) consisting of an inﬁnite number of rows L1, L2, L3, . . . where the kth row Lk
contains fk−1 terms of the sequence. 1
1 In L10 the entry 0 denotes the value 10.
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L1 : 1
L2 : 1
L3 : 21
L4 : 221
L5 : 32231
L6 : 33242331
L7 : 4335244253341
L8 : 443635526446255363441
L9 : 5447366385572664846627558366374451
L10 : 5548477396693885057728660488406682775058839669377484551
.
.
.
.
.
.
.
.
.
Fig. 1. Schematic representation of the sequence (R(n))n1.
The sequence (R(n))n1 is simply the concatenation of the blocks Lk so
(R(n))n1
= 112122132231332423314335244253341443635526446255363441 · · · .
A ﬁrst ‘regularity’ property observed is that each row Lk is of the formWk1 whereWk is a
palindrome.A second andmore interesting property (perhaps not immediately evident from
the above ﬁgure) is that for each positive integer m, and for each k2m, the number of
occurrences ofm in rowLk is a constant (denoted rk(m)) depending only onm.For instance,
we observe in Fig. 1 that 3 occurs 4 times in each line Lk for k6, so that rk(3) = 4. The
function rk(m)measures the number of distinct ‘basic’Zeckendorff words having exactlym
equivalent representations under the congruence generated by 011 ≡ 100.More precisely,
if a Zeckendorff word w ends in a preﬁx u of the inﬁnite word (10)∞, then removing this
preﬁx does not affect the number of equivalent representations, i.e., R(w) = R(wu−1).
Thus rk(m) counts the number of distinct Zeckendorff wordsw having exactlym equivalent
representations and which do not end in a preﬁx of (10)∞. We call such words m-basis
words. We will study various number theoretic properties of the function rk(m) including
a connection with the Euler -function.
We begin in Section 2 with a decomposition of R(n) and a recursive combinatorial
construction for the above two-dimensional representation ofR(n).That is we give a recipe
for generating the kth row Lk from earlier rows Lj with j < k. In Section 3 we explain
the underlying palindrome structure of each row Lk mentioned above. Sections 4 and 5
are devoted to studying the structure and number of distinct m-basis words. In this context
we introduce the notion of a Fibonacci tower. We obtain formulas for rk(m) in terms of
the Euler -function and conversely show that (m) can be computed from the function
rk. Section 6 we consider a different decomposition of R(n) and an alternate recursive
algorithm for generating R(n). With respect to this second decomposition of R(n), it is
also natural to consider another sequence, which we denote (d(n))n0 and which gives the
coefﬁcients in the power series expansion of the inﬁnite product
F(x) =
∞∏
k=1
(1− xfk ) = (1− x)(1− x2)(1− x3)(1− x5)(1− x8)(1− x13) · · · .
244 M. Edson, L.Q. Zamboni / Theoretical Computer Science 326 (2004) 241–260
A different algorithm for generating the coefﬁcients d(n) was originally discovered by
Tamura [12] but remains unpublished.
2. A ﬁrst algorithm for generating the sequence R(n)
For each w ∈ Fib(n) we have |z(n)| − |w| ∈ {0, 1}. Thus we deﬁne
Fib1(n) = {w ∈ Fib(n) | |w| = |z(n)|}
and
Fib0(n) = {w ∈ Fib(n) | |w| = |z(n)| − 1}
and put R1(n) = #Fib1(n) and R0(n) = #Fib0(n). Then for each n we have R1(n)1,
R0(n)0 and R(n) = R1(n) + R0(n). For example, it follows from Example 1 that
R1(50) = 4 and R0(50) = 2.
Forw ∈ Fib(n)wewriteR1(w) andR0(w) forR1(nw) andR0(nw), respectively.Wewill
oftenmake use of the following basic lemmawhose proof is omitted as it is a straightforward
consequence of the above deﬁnitions:
Lemma 1. Lett w be a Zeckendorff word. Then:
(1) R1(fr) = R1(10r−1) = 1 for each r1.
(2) R1(10lw) = R(w) whenever l1.
(3) R0(10lw) = R(10l−2w) whenever l3.
(4) R0(100w) = R(w).
(5) R0(10w) = R0(w).
(6) R(100w) = 2R(w).
(7) If w = vu with v ∈ {0, 1}∗ and u a preﬁx of (10)∞, then R0(w) = R0(v) and
R1(w) = R1(v).
We next give a recursive combinatorial construction for the sequence R(n). We begin
with a recursive construction of a sequence (xn)n1 ∈ N∞ which we shall see coincides
with the sequence R0(n). In order to deﬁne the sequence (xn) we arrange it schematically
as shown below in a two-dimensional array consisting of an inﬁnite collection of rows so
that each row k0 contains fk entries of the sequence (xn) (see Fig. 2.)
row 0 : x1
row 1 : x2
row 2 : x3 x4
row 3 : x5 x6 x7
row 4 : x8 x9 x10 x11 x12
row 5 : x13 x14 x15 x16 x17 x18 x19 x20
row 6 : x21 x22 x23 x24 x25 x26 x27 x28 x29 x30 x31 x32 x33
.
.
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Fig. 2. Schematic representation of the sequence (xn).
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As a consequence of our construction, we deduce that:
• The ﬁrst entry in row k is xfk+1 . Hence xn is in row k, if and only if |z(n)| = k + 1.
• If xn is in row k, then the entry below xn in row k + 1 is xn+fk .
In order to deﬁne our recursive construction of the sequence (xn), it is useful to partition
each row k (k3) into four parts we callAk,Bk, Ck, andDk as follows: For k2,we have
xn ∈ Ak+1 if and only if fk+2n < fk+2 + fk−2. It follows that xn is in Ak+1 if and only
if it has three or more entries above it in the same column. We set xn ∈ Bk+1 if and only if
fk+2+fk−2n < fk+2+fk−1. Thus xn is in Bk+1 if and only if it has exactly two entries
above it in the same column.We set xn ∈ Ck+1 if and only if fk+2+fk−1n < fk+2+fk.
Thus xn is in Ck+1 if and only if it has exactly one entry above it in the same column. We
set xn ∈ Dk+1 if and only if fk+2 + fkn < fk+3. Thus xn is inDk+1 if and only if it has
no entry above it in the same column.
It follows from our deﬁnition of Ak,Bk, Ck, andDk that an entry xn ∈ Ak if and only if
z(n) begins in 10000, xn ∈ Bk if and only if z(n) begins in 10001, xn ∈ Ck if and only if
z(n) begins in 1001, and xn ∈ Dk if and only if z(n) begins in 101. Moreover xn belongs
to row k if and only if xn+fk+1 belongs to Ck+1 ∪Dk+1.
We now deﬁne the sequence (xn) recursively: we ﬁrst put x1 = x2 = x4 = 0 and x3 = 1.
This deﬁnes rows 0, 1 and 2.Having deﬁned rows 0, 1, 2, . . . , k for k2,we now describe
how to obtain row k + 1 from prior rows. We consider three cases:
Case 1: If xn belongs to Ak+1, then the column containing xn has at least three entries
above xn:
...
row k − 2 · · · xn−fk−fk−1−fk−2
row k − 1 · · · xn−fk−fk−1
row k · · · xn−fk
row k + 1 · · · xn
and we set
xn = xn−fk + xn−fk−fk−1 − xn−fk−fk−1−fk−2 . (2.1)
Case 2: If xn belongs to Bk+1 then the column containing xn has two entries above xn:
rowk − 1 · · · xn−fk−fk−1
rowk · · · xn−fk
rowk + 1 · · · xn
and we set
xn = xn−fk + xn−fk−fk−1 . (2.2)
Case 3: If xn belongs to Ck+1 ∪Dk+1 then xn−fk+1 belongs to row k and we set
xn = xn−fk+1 , (2.3)
in other words Ck+1 ∪Dk+1 is obtained by simply copying row k.
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These recursive rules deﬁne the sequence (xn) shown in Fig. 3 below: 2
Proposition 1. R0(n) = xn for each n1.
Proof. ClearlyR0(1) = R0(2) = R0(4) = 0, andR0(3) = 1.To show thatR0(n) = xn for
n4, it sufﬁces to show that R0(n) satisﬁes the same recursive conditions which deﬁned
(xn) in Cases 1–3 above. In doing so we will make repeated use of Lemma 1.
Case 1: Suppose xn belongs toAk+1. Then we can write z(n) = 10lw for some l4 and
for some Zeckendorff word w. Then
R0(n)=R0(10lw)
=R(10l−2w)
=R0(10l−2w)+ R1(10l−2w)
=R0(10l−2w)+ R1(10l−3w)
=R0(10l−2w)+ R1(10l−3w)+ R0(10l−3w)− R0(10l−3w)
=R0(10l−2w)+ R(10l−3w)− R0(10l−3w)
=R0(10l−2w)+ R0(10l−1w)− R0(10l−3w)
=R0(n− fk+2 + fk)+ R0(n− fk+2 + fk+1)− R0(n− fk+2 + fk−1)
=R0(n− fk − fk−1)+ R0(n− fk)− R0(n− fk − fk−1 − fk−2)
as required by (2.1).
Case 2: Suppose next xn belongs to Bk+1. Then we can write z(n) = 1000w for some
Zeckendorff word w.
Then
R0(n)=R0(1000w)
=R(10w)
row 0 : 0
row 1 : 0
row 2 : 10
row 3 : 110
row 4 : 21110
row 5 : 22121110
row 6 : 3223122121110
row 7 : 3324233132231 22121110
row 8 : 4335244253341 33242331 3223122121110
row 9 : 4436355264462︸ ︷︷ ︸
A9
55363441︸ ︷︷ ︸
B9
4335244253341︸ ︷︷ ︸
C9
332423313223122121110︸ ︷︷ ︸
D9
.
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.
Fig. 3. Schematic representation of the sequence (R0(n))n1.
2 A similar schematic representation appears in [1] in what the authors call ‘the Fibonacci graph’which divides
the plane into bounded diamond shape regions having 6 edges and 6 nodes. Each node is assigned a frequency.
The representation in Fig. 3 corresponds to the node frequencies of the Fibonacci graph.
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=R0(10w)+ R1(10w)
=R0(10w)+ R(w)
=R0(10w)+ R0(100w)
=R0(n− fk+2 + fk)+ R0(n− fk+2 + fk+1)
=R0(n− fk − fk−1)+ R0(n− fk)
as required by (2.2).
Case 3: Suppose xn belongs to Ck+1 ∪ Dk+1. In this case according to (2.3) we must
show that R0(n) = R0(n − fk+1). We proceed by induction on k. The result is readily
veriﬁed for k2.
We consider two sub-cases; the ﬁrst (which does not require induction hypothesis) is
when z(n) = 10010w for some {0, 1}-word w. In this case we have
R0(n)=R0(10010w)
=R(10w)
=R0(1000w)
=R0(n− fk+2 + fk+1 − fk−1)
=R0(n− fk+1).
The second sub-case is when z(n) = 10w for some Zeckendorff word w. In this case
R0(n)=R0(10w)
=R0(w)
=R0(n− fk+2)
=R0(n− fk+2 + fk) (by inductive hypothesis)
=R0(n− fk+1).
The inductive hypothesis applies to the next to last equality since xn−fk+2 is in row k− 1
and hence fkn− fk+2 < fk+1 which implies that
fk+1 + fk−2 = 2fkn− fk+2 + fk < fk+1 + fk = fk+2.
Thus xn−fk+2+fk is in Ck ∪Dk. 
Having constructed the sequenceR0(n)we use Lemma 1 to compute the sequenceR(n).
We have that R(n) = R(z(n)) = R0(100z(n)) so that R(n) is obtained from the previous
chart by concatenating the Ck for k3. Putting Lk = Ck+2 we obtain the schematic
representation of (R(n)) given in Fig. 1.
We end this section by making a few observations; the ﬁrst three are immediate, while
the latter two will be expanded upon in the following sections:
• Lk has fk−1 entries.
• The ﬁrst entry of Lk is R(fk), and hence the last entry of Lk is R(fk+1 − 1) = 1.
• R(n) is in level Lk if and only if |z(n)| = k.
• For k3, level Lk can be written in the form Lk = Wk1 where Wk is a palindrome of
length fk−1 − 1.
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• For each integer m1, there exists a positive integer rk(m) such that for each k2m,
the integer m occurs exactly rk(m) times in level Lk. For instance, in each row Lk for
k6, the value 3 is assumed exactly 4 times, so that rk(3) = 4. Similarly, in each row
Lk for k8, the value 4 is assumed exactly 6 times, so that rk(4) = 6.
3. The underlying palindrome structure of R(n)
Proposition 2. The sequence (R(n))n1 can be factored in the form
(R(n))n1 = 11W31W41W51W61 · · ·
whereWk is a palindrome of length fk−1 − 1 for each k3.
Proof. We saw in the previous section that (R(n))n1 factors as (R(n))n1 = 11L3L4L5
L6 · · ·whereLk has length fk−1 and the ﬁrst and last entries ofLk areR(fk) andR(fk+1−
1) = 1, respectively. Thus writing Lk = Wk1 we see that (R(n))n1 = 11W31W41W51
W61 · · · and that the length of Wk is fk−1 − 1. To see that each Wk is a palindrome, we
consider an entry R(n) in Wk. Hence, |z(n)| = k and n 	= fk+1 − 1. Let z(n) denote the
{0, 1}-word obtained from z(n) by exchanging 0s and 1s. Since z(n) begins in 10, it follows
that z(n) begins in 01, and thus deleting the ﬁrst 0 in z(n) we obtain that 0−1z(n) ∈ Fib(nˆ)
for some positive integer nˆ.
To show thatWk is a palindrome it sufﬁces to show
• R(n) = R(nˆ).
• n − fk = fk+1 − 2 − nˆ, i.e., the entries R(n) and R(nˆ) are located the same distance
away from the ‘center’ ofWk.
The ﬁrst point is clear since the number of elements congruent to z(n) under the relation
011 ≡ 100 (which is R(n)) is equal to the number of elements congruent to z(n) under the
same relation (which is R(nˆ)). The second point follows from the following computation:
n+ nˆ can be represented as 11 · · · 1︸ ︷︷ ︸
k
in the Fibonacci base. Hence
z(n+ nˆ) =
{
(10)l01 if k = 2l + 1
(10)l0 if k = 2l
and therefore z(n + nˆ + 2) = 1000 · · · 0︸ ︷︷ ︸
k+2
whence n + nˆ + 2 = fk+2 = fk+1 + fk as
required. 
4. Basis words and rank
Letm1. The next two sections are devoted to studying the structure of all Zeckendorff
words z(n) such that R(n) = m. We begin by giving a matrix formulation of Lemma 1
which will in turn allow us to recover a recent result of Berstel in [2] for computing R(n)
from the Zeckendorff representation of n.
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Lemma 2. Let w be a Zeckendorff word. Then
(1)
(
R0(10lw)
R1(10lw)
)
=
(
1 1
0 1
)(
R0(10 l−2w)
R1(10 l−2w)
)
for l3
(2)
(
R0(100w)
R1(100w)
)
=
(
1 1
1 1
)(
R0(w)
R1(w)
)
(3)
(
R0(10w)
R1(10w)
)
=
(
1 0
1 1
)(
R0(w)
R1(w)
)
Using the identities(
1 1
0 1
)d−1 ( 1 1
1 1
)
=
(
d d
1 1
)
(
1 1
0 1
)d ( 1 0
1 1
)
=
(
d + 1 d
1 1
)
we deduce that for any Zeckendorff word w(
R0(10rw)
R1(10rw)
)
=
(  r2  r2
1 1
)(
R0(w)
R1(w)
)
for r1.
This yields the following result due to Berstel: 3
Proposition 3 (Berstel [2]). Let w = 10r110r2 · · · 10rk with rj1. Then
R(w) = R(w1)=R0(w1)+ R1(w1)
= (1 1)
(
k∏
j=1
(  rj2   rj2 
1 1
))(
0
1
)
.
Let m be a positive integer. Let R−1(m) = {n1 |R(n) = m}.We also deﬁne for m2
B(m) = {w = 10r110r2 · · · 10rk |rj1, rk2, and R(w) = m}
and B(1) = {}, where , denotes the empty word. Then it follows that n ∈ R−1(m) if and
only if z(n) = wu, wherew ∈ B(m) and u is a (possibly empty) preﬁx of (10)∞.We call an
elementw = 10r110r2 · · · 10rk ∈ B(m) am-basis word. 4 While for eachm the set R−1(m)
is inﬁnite, the set B(m) is ﬁnite. The cardinality of B(m) will be denoted by
rk(m) = #B(m)
and called the m-rank.
Lemma 3. For each m2 the longest m-basis word has length 2m.
3 The matrices occurring in Berstel’s formulation of the same result differ slightly from ours as a consequence
of notational differences.
4 In [7] such words are called relational words, a term stemming from earlier terminology introduced in [1]
related to the Fibonacci graph.
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Proof. Letm2, and consider the word 102m−1. Then it follows from Berstel’s result that
R(102m−1) = (1 1)
(  2m−12   2m−12 
1 1
)(
0
1
)
= (1 1)
(
m m− 1
1 1
)(
0
1
)
= m.
Hence 102m−1 is a m-basis word of length 2m.
We next claim that any m-basis word w is of length less than or equal to 2m. The proof
is by induction on m. In case m = 2, then the only basis words are 100 and 1000. Next
suppose that for all 2m′ < m, each m′-basis word is of length less than or equal to
2m′, and let w be a m-basis word. If w is of the form w = 10k, then it is easy to see that
k2m−1, since otherwiseR(w) > m. So we can suppose w is of the formw = 10kw′ for
some Zeckendorff word w′.We now use Lemma 2 and consider three cases: (a) k = 1, (b)
k = 2, and (c) k3. Since the arguments in each case are essentially identical, we consider
only the ﬁrst case. In this case we see that(
R0(w)
R1(w)
)
=
(
1 0
1 1
)(
R0(w′)
R1(w′)
)
.
Putting m′ = R(w′) it follows that m′ = R(w′) = R1(w) < R(w) = m. Since w′ is a
m′-basis word, by induction hypothesis we have that the length of w′ is less than or equal
to 2m′ which in turn is less than or equal to 2m − 2. Hence the length of w is less than or
equal to 2m. 
Proposition 4. Let m1, and let k2m. Then level Lk of Fig. 1 contains exactly rk(m)
occurrences of m.
Proof. Consider the rk(m) inﬁnite words {w(10)∞ |w ∈ B(m)}. Then by taking the preﬁx
of length k of each of the rk(m) inﬁnite words, we obtain rk(m) distinct Zeckendorff words
of length k each having precisely m different representations in the Fibonacci base. Hence
this gives rise to rk(m) occurrences of the integer m in level Lk of Fig. 1. But since each
occurrence of m in Lk must arise in this way, we see that Lk has exactly rk(m) occurrences
of m. 
Recall that each Lk may be written as Lk = Wk1 where Wk is a palindrome of length
fk−1 − 1. In particular for inﬁnitely many k, the length ofWk is even. Hence
Corollary 1. rk(m) is an even number for each m2.
Let m2, and w = 10r110r2 · · · 10rk ∈ B(m). It follows from Proposition 3 that if
rk is even, then 10r110r2 · · · 10rk+1 ∈ B(m) while if rk is odd (and hence rk3) then
10r110r2 · · · 10rk−1 ∈ B(m). In fact if rk is even, then(  rk+12   rk+12 
1 1
)(
0
1
)
=
(  rk2   rk2 
1 1
)(
0
1
)
while if rk is odd then(  rk−12   rk−12 
1 1
)(
0
1
)
=
(  rk2   rk2 
1 1
)(
0
1
)
.
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Hence for each m-basis word ending in an even number of 0’s there is a m-basis word
ending in an odd number of 0’s and vice versa. This gives an alternate argument to the fact
that rk(m) is even. For m2 denote by B0(m) (respectively, B1(m)) the set of all m-basis
words ending in an even (respectively odd) number of 0’s and set rki (m) = #Bi (m) for
i ∈ {0, 1}.
5. Fibonacci towers
Associated to each of thematrices in Lemma 2 aremappings f00, f01, f001 : Z+×Z+ →
Z+ × Z+ deﬁned as follows:(
1 1
0 1
)
−→ f00: (a, b) → (a + b, b),(
1 0
1 1
)
−→ f01: (a, b) → (a, a + b),(
1 1
1 1
)
−→ f001: (a, b) → (a + b, a + b).
Note that f00 and f01 are each one-to-one, while f001 is generally many-to-one.
Let m2.We now consider all arrays of the form
(xk, yk)
(xk−1, yk−1)
(xk−2, yk−2)
...
(x1, y1)
such that xk + yk = m, (x1, y1) = (1, 1), and such that for each 1jk − 1 we have
(xj+1, yj+1) = fuj (xj , yj )
for some uj ∈ {00, 01, 001}.
We call such an array am-Fibonacci tower of height k.Themappings fu1 , fu2 , . . . , fuk−1
between the various levels will be called stair maps and the words u1, u2, . . . , uk−1 stair
indeces. Clearly each Fibonacci tower is uniquely determined from its associated stair maps,
and hence stair indeces. We let
T (m) = {m-Fibonacci towers}
and put (m) = #T (m).
Let T ∈ T (m) be a m-Fibonacci tower of height k with associated stair indeces u1, u2,
. . . , uk−1.We deﬁne (T ) to be the Zeckendorff word
(T ) = 1uk−1uk−2 · · · u100.
Then it follows from Proposition 3 that R((T )) = m. Moreover, since (T ) ends in an
even number of 0’s we deduce that (T ) is an even m-basis word, i.e., (T ) ∈ B0(m).
Hence we obtain a mapping : T (m) → B0(m).
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Proposition 5. The mapping : T (m) → B0(m) is a bijection. Hence rk(m) = 2(m).
Proof. Consider an even m-basis word w ∈ B0(m). Then it is easy to see that w can
be written in the form w = 1uk−1uk−2 · · · u100 for some choice of k and words ui ∈
{00, 01, 001}.Moreover, this representation of w is unique. Let T be the (unique) Fibonacci
tower whose associated stair indeces are uk−1, uk−2, . . . , u1. Then T ∈ T (m) and we have
(T ) = w. Hence  is both one-to-one and onto. 
Let T ∈ T (m) be a m-Fibonacci tower with stair indeces uk−1, uk−2, . . . , u1. Let T ′
denote the m-Fibonacci tower of height k with stair indeces u′k−1, u′k−2, . . . , u′1 where
(01)′ = 00, (00)′ = 01, and (001)′ = 001. Then for all 1jk we have (x′j , y′j ) =
(yj , xj ). In other words, the tower T ′ is obtained from T by reversing the coordinates at
each level 1jk. Then:
Lemma 4. (T ′) = z((T )).
Proof. Recall that (T ) is the word obtained from (T ) by exchanging 0’s and 1’s. Here
z((T )) denotes the unique Zeckendorff word in the equivalence class of (T ).
In order to prove the lemma we must show that
z(1uk−1uk−2 · · · u100) = 1u′k−1u′k−2 · · · u′100.
We proceed by induction on k. For k = 1, we must show that z(1u100) = 1u′100 where
u1 ∈ {01, 00, 001}. In case u1 = 01 we have
z(10100) = z(01011) = 10000 = 1(01)′00.
If u1 = 00 we have
z(10000) = z(01111) = 10100 = 1(00)′00.
If u1 = 001 we have
z(100100) = z(011011) = 100100 = 1(001)′00.
We next suppose that
z(1uk−1uk−2 · · · u100) = 1u′k−1u′k−2 · · · u′100
holds and we show that
z(1ukuk−1uk−2 · · · u100) = 1u′ku′k−1u′k−2 · · · u′100
for uk ∈ {01, 00, 001}.We consider only the ﬁrst case of uk = 01 as the arguments in the
remaining two cases are essentially identical. We have
z(101uk−1uk−2 · · · u100)= z(011uk−1 · · · u100)
= z(011u′k−1 · · · u′100)
= 100u′k−1 · · · u′100
= 1(01)′u′k−1 · · · u′100
as required. 
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We observe that for T ∈ T (m), we have T ′ 	= T unless all stair indeces for T are 001 in
which case m = 2n for some n. Thus we deduce that
Lemma 5. (m) is even if and only if m is not of the form 2n for some n. Hence rk(m) is
divisible by 4 whenever m is not of the form 2n for some n.
Example 2. We consider the casem = 7. There are six 7-Fibonacci towers T1, T2, . . . , T6.
They are
T1
(1, 6)
(1, 5)
(1, 4)
(1, 3)
(1, 2)
(1, 1)
T2
(2, 5)
(2, 3)
(2, 1)
(1, 1)
T3
(3, 4)
(3, 1)
(2, 1)
(1, 1)
T4 = T ′3
(4, 3)
(1, 3)
(1, 2)
(1, 1)
T5 = T ′2
(5, 2)
(3, 2)
(1, 2)
(1, 1)
T6 = T ′1
(6, 1)
(5, 1)
(4, 1)
(3, 1)
(2, 1)
(1, 1)
The associated stair indeces are 01, 01, 01, 01, 01 for T1, 00, 01, 01 for T2, 00, 00, 01 for
T3, 01, 01, 00 for T4, 01, 00, 00 for T5 and 00, 00, 00, 00, 00 for T6. Hence
B0(7)= {1010101010100, 100010100, 100000100, 101010000,
101000000, 1000000000000}
and
B1(7)= {10101010101000, 1000101000, 1000001000, 1010100000,
1010000000, 10000000000000}
Hence rk(7) = 12.
We note that in the previous example the mapping f001 never occurs. This is because the
mapping f001 only occurs in a Fibonacci tower between level j and level j + 1 whenever
xj+1 = yj+1. Because 7 is a prime number, the only level j in which xj = yj is when
j = 1. In fact, starting with any pair of positive integers (a, b)whose sum ism, there exists
one or more m-Fibonacci towers whose top level is given by the pair (a, b). If a < b, then
the next level down is (a, b − a). If a > b, then the next level down is (a − b, b). On
the other hand if a = b, then the next level down consists of any pair of positive integers
(a′, b′)whose sum a′ +b′ = a = b. It is well known that by iterating this process of leaving
the smaller coordinate the same while subtracting it from the larger coordinate eventually
yields the pair (d, d) where d = gcd(a, b). Thus if gcd(a, b) = 1, then there is one and
only one Fibonacci tower whose top level is (a, b). In particular, if m is prime, then for any
pair of positive integers (a, b) whose sum ism, there is a unique m-Fibonacci tower whose
top level is (a, b).
If m is not prime, then for each positive integer 1d < m dividingm, there are (m/d)
distinct pairs (a, b) whose sum is m and whose greatest common divisor is d, where 
denotes the Euler -function. Each such pair (a, b) will generate in a unique way (from
the top down) the upper levels of a m-Fibonacci tower (with top level (a, b)) until the level
is reached consisting of the pair (d, d). At which point there are (d) different ways of
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continuing the tower downward. (In case d = 1 we adopt the convention (1) = 1). In
other words, for each pair of positive integers (a, b) whose sum is m and whose greatest
common divisor is d, there are (d)many m-Fibonacci towers whose upper level is (a, b).
In summary, we have
Theorem 1. Let m2 be a positive integer. Then the number of m-Fibonacci towers is
given by
(m) = ∑
1d<m; d|m
(m/d)(d).
Hence
rk(m) = 2
( ∑
1d<m; d|m
(m/d)(d)
)
.
In particular if m is prime we have rk(m) = 2(m) = 2(m− 1).
For m2 let
Fac(m) = {(n1, n2, . . . , nk)| nj2 and
k∏
j=1
nj = m}.
For instance, Fac(16)={(16), (2, 8), (8, 2), (4,4), (2, 2, 4), (2, 4, 2), (4,2,2), (2, 2, 2, 2)}.
Then using the above formula together with a straightforward induction argument (onm)
we obtain:
Corollary 2. For each m2 we have
(m) = ∑
(n1,n2,...,nk)∈Fac(m)
(n1)(n2) · · ·(nk)
and
(m) = ∑
(n1,n2,...,nk)∈Fac(m)
(−1)k+1(n1)(n2) · · · (nk).
For instance (16) = (16)+2(2)(8)+(4)2+3(2)2(4)+(2)4 while(16) =
(16)− 2(2)(8)− (4)2 + 3(2)2(4)− (2)4.
6. A second algorithm for generating R(n)
In this section we present a second recursive construction for generating R(n) based on
an alternate decomposition of R(n). We begin by deﬁning Fibodd(n) to be the set of all
w ∈ Fib(n) having an odd number of 1’s and Fibev(n) to be the set of all w ∈ Fib(n)
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having an even number of 1’s, and set Rodd(n) = #Fibodd(n) and Rev(n) = #Fibev(n).
This gives rise to the decomposition
R(n) = Rodd(n)+ Rev(n).
In this context it is also natural to consider the difference
d(n) = Rodd(n)− Rev(n).
The sequence d(n)may also be deﬁned as the coefﬁcients in the power series expansion of
the inﬁnite product
F(x) =
∞∏
k=1
(1− xfk ) = (1− x)(1− x2)(1− x3)(1− x5)(1− x8)(1− x13) · · · .
In fact, each representation of n in the Fibonacci base gives rise to a±xn in the expansion
of F(x). The sign is positive if the given representation of n involves an even number of
Fibonacci numbers, and negative if it involves and odd number of Fibonacci numbers. Hence
the coefﬁcient of xn in the powers series expansion of F(x) is −d(n). Thus we obtain
F(x) =
∞∑
n=0
−d(n)xn.
In an unpublished paper, Tamura gave an ingenious recursive construction for generating
the sequence of coefﬁcients (d(n))n0. Inwhat followswewill present a different algorithm
for constructing d(n).Once again our approach involves arranging the sequence (d(n))n0
in a two-dimensional array as shown in Fig. 4 below:
We observe that for k1, row k contains fk−1 entries of the sequence d(n) beginning
with d(fk) and ending with d(fk+1 − 1).
Fig. 5 illustrates the ﬁrst 11 rows of this two-dimensional representation of the sequence
d(n). Here ˆ1 denotes the value −1. A ﬁrst observation is that the sequence assumes only
the values {ˆ1, 0, 1}.Also, as is the case with the sequence R(n), the sequence d(n) exhibits
certain regularity properties when represented in this fashion. In fact, we observe that row
2k is of the form U2k(ˆ1)k+1 where U2k is a palindrome. While row 2k + 1 is of the form
U2k+1(ˆ1)k where U2k+1 satisﬁes U∗2k+1 = U2k+1. For a {ˆ1, 0, 1}-word U = u1u2 . . . un,
we put U∗ = u¯n . . . u¯2u¯1, i.e., U∗ is obtained from U by ﬁrst reﬂecting the word, then
exchanging 1’s and ˆ1’s.
row 0 : d(0)
row 1 : d(1)
row 2 : d(2)
row 3 : d(3) d(4)
row 4 : d(5) d(6) d(7)
row 5 : d(8) d(9) d(10) d(11) d(12)
row 6 : d(13) d(14) d(15) d(16) d(17) d(18) d(19) d(20)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Fig. 4. Schematic representation of the sequence (d(n))n0.
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row 0 : ˆ1
row 1 : 1
row 2 : 1
row 3 : 0ˆ1
row 4 : 00ˆ1
row 5 : 100ˆ11
row 6 : 1ˆ1000ˆ111
row 7 : 0ˆ1ˆ110000ˆ1110ˆ1
row 8 : 00ˆ1011ˆ1000000ˆ1110ˆ100ˆ1
row 9 : 100ˆ110010ˆ1ˆ11000000000ˆ1110ˆ100ˆ1100ˆ11
row 10 : 1ˆ1000ˆ111ˆ1001ˆ100ˆ1011ˆ100000000000000ˆ1110ˆ100ˆ1100ˆ111ˆ1000ˆ111
.
.
.
.
.
.
.
.
.
Fig. 5. Two-dimensional representation of the sequence (d(n))n0.
We now state the key lemma which will be the basis for the algorithms for generating
R(n) and d(n).
Lemma 6. Let k3. Then:
(1) For fk+1nfk+1 + fk−2 − 1, we have
Rev(n) = Rodd(n− fk+1 + fk−1)+ Rodd(n− fk+1)
and
Rodd(n) = Rev(n− fk+1 + fk−1)+ Rev(n− fk+1).
(2) For fk+1 + fk−2nfk+1 + fk−2 + fk−3 − 1, we have
Rev(n) = Rodd(n− fk+1)+ Rev(n− fk+1)
and
Rodd(n) = Rodd(n− fk+1)+ Rev(n− fk+1).
(3) For fk+1 + fk−1nfk+1 + fk−1 + fk−2 − 2, put nˆ = fk+1 + fk+2 − n − 2.
Then we have
Rev(n) = Rev(nˆ)
and
Rodd(n) = Rodd(nˆ)
whenever k + 1 is even, while
Rev(n) = Rodd(nˆ)
and
Rodd(n) = Rev(nˆ)
whenever k + 1 is odd.
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(4) For n = fk+2 − 1 we have
Rev(n) = 0 and Rodd(n) = 1
whenever k ≡ 0, 1mod 4 and
Rev(n) = 1 and Rodd(n) = 0
whenever k ≡ 2, 3mod 4.
Proof. We ﬁrst note that case (1) is equivalent to the Zeckendorff representation of n
beginning in 1000, case (2) to the Zeckendorff representation of n beginning in 1001, case
(3) to the Zeckendorff representation of n beginning in 101 and not a preﬁx of (10)∞, and
case (4) to the Zeckendorff representation of n being equal to the preﬁx of (10)∞ of length
k + 1.
In order to verify (1) we observe that
#(Fibodd(n) ∩ Fib1(n)) = Rev(n− fk+1)
and that
#(Fibodd(n) ∩ Fib0(n)) = Rev(n− fk+1 + fk−1).
Thus
Rodd(n) = Rev(n− fk+1)+ Rev(n− fk+1 + fk−1).
Similarly, we deduce that
Rev(n) = Rodd(n− fk+1)+ Rodd(n− fk+1 + fk−1).
In case (2) there are an even number of representations of n which we can group in pairs
of the form {(100w, 011w) |w ∈ Fib(n−fk+1)}. If the representation w of n−fk+1 has an
odd number of 1’s then 100w has even many 1’s while 011w has odd many 1’s. However,
if w has an even number of 1’s then 100w has odd many 1’s and 011w has even many 1’s.
In case (3) we note that d(n) and d(nˆ) are located the same distance from the ‘center’
of Uk+1 in Fig. 4. We saw in Section 3 that Fib(nˆ) is obtained from Fib(n) by exchanging
0’s and 1’s and vice versa. In order to be exact, we consider all representations of n to have
length k+1. Thus ifw ∈ Fib0(n) (and hence has length k),we replace w by 0w which will
have length k+ 1. Thus if k+ 1 is even, then Rev(n) = Rev(nˆ) and Rodd(n) = Rodd(nˆ).
On the other hand if k + 1 is odd, then Rev(n) = Rodd(nˆ) and Rodd(n) = Rev(nˆ).
Finally, in case (4) we have that z(n) is the only representation of n and that if k ≡
0, 1mod 4 then z(n) contains an odd number of 1’s, while if k ≡ 2, 3mod 4 then z(n)
contains an even number of 1’s. 
The following is an immediate consequence of the above lemma:
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Corollary 3. Let k3. Then:
(1) For fk+1nfk+1 + fk−2 − 1, we have
R(n) = R(n− fk+1 + fk−1)+ R(n− fk+1)
and
d(n) = − (d(n− fk+1 + fk−1)+ d(n− fk+1)) .
(2) For fk+1 + fk−2nfk+1 + fk−2 + fk−3 − 1, we have
R(n) = 2R(n− fk+1)
and
d(n) = 0.
(3) For fk+1 + fk−1nfk+1 + fk−1 + fk−2 − 2, we have
R(n) = R(nˆ)
and
d(n) = d(nˆ)
whenever k + 1 is even, while
R(n) = R(nˆ)
and
d(n) = −d(nˆ)
whenever k + 1 is odd.
(4) For n = fk+2 − 1 we have
R(n) = 1 and d(n) = 1
whenever k ≡ 0, 1mod 4 and
R(n) = 1 and d(n) = −1
whenever k ≡ 2, 3mod 4.
The above corollary provides a recursive algorithm for computing the k+ 1st row of the
two-dimensional representations of R(n) and d(n).We discuss the algorithm in the case of
d(n) and leave the case of R(n) to the reader. We ﬁrst compute directly the values for rows
0, 1, 2, and 3 of Fig. 4. Now let k3, and suppose we have computed rows 0, 1, 2, . . . , k
of Fig. 5. We now compute the entries in row k + 1.
The ﬁrst fk−2 entries of row k + 1 are computed as follows: We form an array of 3 rows
each consisting of fk−2 columns: The top row consists of the ﬁrst fk−2 entries of d(n); the
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d(0) d(1) d(2) d(3) · · · d(fk−2 − 1)
d(fk−1) d(fk−1 + 1) d(fk−1 + 2) d(fk−1 + 3) · · · d(fk−1 + fk−2 − 1)
d(fk+1) d(fk+1 + 1) d(fk+1 + 2) d(fk+1 + 3) · · · d(fk+1 + fk−2 − 1)
Fig. 6. Array for computing row k + 1 of d(n).
middle row is given by row k − 1 of Fig. 5; the bottom row (to be computed) consists of
the ﬁrst fk−2 entries of row k + 1. This array is shown in Fig. 6:
It follows from the corollary that the entries in the bottom row are computed by
d(n) = −(d(n− fk+1 + fk−1)+ d(n− fk+1)). (6.1)
In other words, each entry in the bottom row is the negated sum of the two entries above.
The next fk−3 entries are all equal to 0.
Following this block of 0’s, the next fk−2 − 1 entries of row k+ 1 are the reﬂections (or
mirror images) of the ﬁrst fk−2 − 1 entries (of row k + 1) in case k + 1 is even; otherwise,
if k + 1 is odd we must after reﬂecting exchange 1’s and ˆ1’s.
Finally, the last entry is 1 if k ≡ 0, 1mod 4 and ˆ1 otherwise.
We end by illustrating the algorithm with an example.
Example 3. Taking k = 7, we compute row 8 of Fig. 5. The ﬁrst f5 = 8 entries of row 8
are obtained by writing the ﬁrst 8 terms of the sequence d(n) over row 6 and negating the
sum of the terms in each of the 8 columns as shown below:
ˆ1 1 1 0 ˆ1 0 0 ˆ1
1 ˆ1 0 0 0 ˆ1 1 1
0 0 ˆ1 0 1 1 ˆ1 0
In other words the ﬁrst 8 entries are 00ˆ1011ˆ10.We next adjoin a block of f4 = 5 many
0’s to obtain: 00ˆ1011ˆ1000000. Next since 8 is even we adjoin the reﬂection of the initial 7
entries generated thus far to obtain the palindrome: 00ˆ1011ˆ1000000ˆ1110ˆ100. Finally, since
k = 7 ≡ 3mod 4 we adjoin ˆ1 so that
row 8 = 00ˆ1011ˆ1000000ˆ1110ˆ100ˆ1.
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