Abstract. In this paper, we propose a method for "linguistic ethnography" -a general mechanism for characterising texts with respect to the dominance of certain classes of words. Using humour as a case study, we explore the automatic learning of salient word classes, including semantic classes (e.g., person, animal), psycholinguistic classes (e.g., tentative, cause), and affective load (e.g., anger, happiness). We measure the reliability of the derived word classes and their associated dominance scores by showing significant correlation across different corpora.
Introduction
Text classification is an area in natural language processing that has received a significant amount of interest from both the research and industrial communities, with numerous applications ranging from spam detection and Web directory categorization [4] , to sentiment and subjectivity classification [17] , emotion recognition [14] , gender identification [3] or humour recognition [6] . The task is defined as the automatic identification and labeling of texts that share certain properties, be that a common topic (e.g., "arts"), a common author (e.g., female-authored texts), or a certain feature of the text (e.g., humorous texts).
While there are a number of text classification algorithms that have been proposed to date, there are only a handful of techniques that have been developed to identify the characteristics that are shared by the texts in a given class. Most of the work in this area has focused on the use of weights associated with the words in the text, by using metrics such as tf.idf or information gain, but no attempts have been made to systematically identify broader patterns or word classes that are common in these texts. The relatively small amount of work in this area is understandable since, from a practical perspective, the accurate classification of texts is more important than the identification of general word classes that are specific to the texts in one category.
When the goal however is to understand the characteristics of a certain type of text, in order to gain a better understanding of the properties or behaviours modeled by those texts (such as happiness, humour, or gender), then the systematic identification of broad word classes characteristic to the given type of text is considerably more insightful than a mere figure reflecting the accuracy of a text classifier.
Given a collection of texts, characterised by a certain property that is shared by all the texts in the collection, we introduce a method to automatically discover the classes of words that are dominant in the given type of text. For instance, given a collection of texts that are either humorous, or that reflect the happy mood of the writer, or the specifics of the gender of the author, the method can be used to identify those word classes that are typical to the given texts. For example, the method can find that words that describe humans are more often encountered in humorous texts, and thus suggest the human-centeredness of humour. Or, it can find that words that are used to characterize novelty are frequently used in texts describing happy moods, and thus indicate a possible connection between novelty and happiness.
In the following, we first introduce the method to automatically assign a dominance score to word classes to indicate their saliency in a type of text. We then describe three lexical resources that define word classes, including Roget's Thesaurus, Linguistic Inquiry and Word Count, and WordNet Affect. We then illustrate the application of the method to humorous texts, we show the classes that are derived by using the dominance score, and evaluate the consistency of the classes using correlation measures.
Identifying Dominant Word Classes in Text
In this section, we describe a method to calculate a score associated with a given class of words, as a measure of saliency for the given word class inside a collection of texts that share a common property.
We define the foreground corpus to be the collection of texts for which we want to determine the dominant word classes. All the texts in the foreground corpus are assumed to share a certain property, e.g., humorous texts, female-authored texts, etc.
We define the background corpus as a collection of texts that are neutral and do not have the property shared by the texts in the foreground. The background corpus plays the role of a baseline, with respect to which we can determine the saliency of the word classes in the foreground corpus. A good background corpus should consist of a mix of texts balanced with respect to genre and source, all of which lack the property of the foreground texts. The purpose of seeking different sources for the construction of the background dataset is to avoid the bias that could be introduced by a specific source or genre. We want to model the characteristics of the foreground corpus, and thus we do not want to learn features that could be specific to a single-source background collection.
Given a class of words C = {W 1 , W 2 , ..., W N }, we define the class coverage in the foreground corpus F as the percentage of words from F belonging to the class C:
where F requency F (W i ) represents the total number of occurrences of word W i inside the corpus F , and Size F represents the total size (in words) of the corpus F .
Similarly, we define the class C coverage for the background corpus B:
The dominance score of the class C in the foreground corpus F is then defined as the ratio between the coverage of the class in the corpus F with respect to the coverage of the same class in the background corpus B:
A dominance score close to 1 indicates a similar distribution of the words in the class C in both the foreground and the background corpus. Instead, a score significantly higher than 1 indicates a class that is dominant in the foreground corpus, and thus likely to be a characteristic of the texts in this corpus. Finally, a score significantly lower than 1 indicates a class that is unlikely to appear in the foreground corpus. Note that if the background corpus is compiled so that it is balanced and mixed across different genres and sources, a score lower than 1 does not indicate a class that is characteristic to the background corpus, but a class that is not characteristic to the foreground corpus.
Word Classes
We use classes of words as defined in three large lexical resources: Roget's Thesaurus, Linguistic Inquiry and Word Count, and the six main emotions from WordNet Affect. For each lexical resource, we only keep the words and their corresponding class. Note that some resources include the lemmatised form of the words (e.g., Roget), while others include an inflected form (e.g., LIWC); we keep the words as they originally appear in each resource. Any other information such as morphological or semantic annotations are removed for consistency purposes, since not all the resources have such annotations available.
Roget
Roget is a thesaurus of the English language, with words and phrases grouped into hierarchical classes. A word class usually includes synonyms, as well as other words that are semantically related. Classes are typically divided into sections, subsections, heads and paragraphs, allowing for various granularities of the semantic relations used in a word class. We only use one of the broader groupings, namely the heads. The most recent version of Roget (1987) includes about 100,000 words grouped into close to 1,000 head classes. Table 1 shows three classes, together with a sample of the words included in these classes.
Linguistic Inquiry and Word Count (LIWC)
LIWC was developed as a resource for psycholinguistic analysis, by Pennebaker and colleagues [10, 11] . The 2001 version of LIWC includes about 2,200 words and word stems grouped into about 70 broad categories relevant to psychological processes (e.g., emotion, cognition). The LIWC lexicon has been validated by showing significant correlation between human ratings of a large number of written texts and the rating obtained through LIWC-based analyses of the same texts. Table 1 shows three LIWC classes along with a set of sample words included in these classes.
WordNet Affect
WordNet Affect [15] is a resource that was created starting with WordNet [8] , by annotating synsets with several emotions. It uses several resources for affective information, including the emotion classification of Ortony [9] . WordNet Affect was constructed in two stages. First, a core resource was built based on a number of heuristics and semi-automatic processing, followed by a second stage where the core synsets were automatically expanded using the semantic relations available in WordNet.
We extracted the words corresponding to the six basic emotions defined by [9] , namely anger, disgust, fear, joy, sadness, surprise. We show three of these classes and a few sample words in Table 1 
Analysing Humorous Text
As a case study for our method, we analyse the dominant word classes found in humorous text. This follows on previous work on humour recognition using large collections of humorous texts [7] , as well as on more recent work including an analysis of the features found in humorous texts [5] . Unlike previous work, where the words found in verbal humour were manually investigated in an attempt to identify more general word classes, the method proposed here is more general and systematic.
Foreground Corpus: Two Collections of Humorous Texts
There have been only a relatively small number of previous attempts targeting the computational modeling of humour. Among these, most of the studies have relied on small datasets, e.g. 195 jokes used for the recognition of knock-knock jokes [16] , or 200 humorous headlines analysed in [2] . Such small collections may not suffice for the robust learning of features of humorous text.
More recently, we proposed a Web-based bootstrapping method that automatically collects humorous sentences starting with a handful of manually selected seeds, which allowed us to collect a large dataset of 16,000 one-liners [6] .
In this paper, we use the corpus of one-liners, as well as a second dataset consisting of humorous news articles [5] .
One-liners. A one-liner is a short sentence with comic effects and an interesting linguistic structure: simple syntax, deliberate use of rhetoric devices (e.g. alliteration, rhyme), and frequent use of creative language constructions meant to attract the readers' attention. While longer jokes can have a relatively complex narrative structure, a one-liner must produce the humorous effect "in one shot," with very few words. These characteristics make this type of humor particularly suitable for use in an automatic learning setting, as the humor-producing features are guaranteed to be present in the first (and only) sentence.
Starting with a short seed set consisting of a few one-liners manually identified, the algorithm proposed in [6] automatically identifies a list of webpages that include at least one of the seed one-liners, via a simple search performed with a Web search engine. Next, the webpages found in this way are HTML parsed, and additional oneliners are automatically identified and added to the seed set. The process is repeated several times, until enough one-liners are collected.
Take my advice; I don't use it anyway. I get enough exercise just pushing my luck. I took an IQ test and the results were negative. A clean desk is a sign of a cluttered desk drawer.
Beauty is in the eye of the beer holder.
Fig. 1. Sample examples of one-liners
Two iterations of the bootstrapping process, started with a small seed set of ten oneliners, resulted in a large set of about 24,000 one-liners. After removing the duplicates using a measure of string similarity based on the longest common subsequence, the resulting dataset contains 16,000 one-liners, which are used in the experiments reported in this paper. The one-liners humor style is illustrated in Figure 1 , which shows five examples of such one-sentence jokes.
Humorous News Articles. In addition to the one-liners, we also use a second dataset consists of daily stories from the newspaper "The Onion" -a satiric weekly publication with ironic articles about current news, targeting in particular stories from the United States. It is known as "the best satire magazine in the U.S." (Andrew Hammel, German Joys, http://andrewhammel.typepad.com) and "the best source of humour out there" (Jeff Grienfield, CNN senior analyst, http://www.ojr.org/). All the articles published during August 2005 -March 2006 were collected, which resulted in a dataset of approximately 2,500 news articles. After cleaning the HTML tags, all the news articles that felt outside the 1000-10,000 character length range were removed. This process led to a final dataset of 1,125 news stories with humorous content. Figure 2 shows a sample article from this dataset. This data set was previously used in [5] .
Canadian Prime Minister Jean Chrétien and Indian President

Background corpus
In order to create a background corpus, we compiled a dataset consisting of a mix of non-humorous sentences from four different sources: (1) Reuters titles, extracted from news articles published in the Reuters newswire over a period of one year (8/20/1996 -8/19/1997); (2) Proverbs extracted from an online proverb collection; (3) British National Corpus (BNC) sentences; and (4) sentences from the Open Mind Common Sense collection of commonsense statements.
Dominant Word Classes in Humorous Text
All the word classes from the resources described in Section 3 were ranked according to the dominance score calculated with formula 1. Those classes that have a high score are the classes that are dominant in humorous text. Table 2 shows the top classes found according to each lexical resource, along with their dominance score and a few sample words. Table 2 . Dominant word classes from each lexical resource, along with sample words.
Evaluation
To evaluate the dominance scores obtained for the word classes, we measure the correlation between the scores derived by using different humorous data sets. Since we are interested in a consistent ranking for the dominance scores when derived from different corpora, we use the Spearman correlation metric to measure ranking consistency. We evaluate the correlation for three data pairs. First, the one-liners data set is randomly split into two non-intersecting data sets consisting of 8,000 one-liners each. In Table 3 , this data set pair is labeled one-liners vs. one-liners. Second, the humorous news articles set is split into two separate data sets of approximately 550 news articles each (news articles vs. news articles). Finally, the last data set pair measures correlation across corpora: dominance scores derived from the entire corpus of 16,000 one-liners compared to the scores obtained for the entire corpus of 1,125 news articles (one-liners vs. news articles). Table 3 shows the Spearman correlation measured for the three data set pairs, for the dominance scores obtained for the Roget and LIWC word classes. Not surprisingly, the correlation within the same genre (e.g., one-liners vs. one-liners or news articles vs. news articles) is higher than across genres. However, despite the genre and source Table 3 . Spearman correlation between word class dominance scores derived for different humorous corpora.
differences between the one-liners and the news articles corpora, the correlation is still strong, significant at p < 0.01 level using a two-tailed t-test. For WordNet Affect, because it includes only six classes, we could not calculate the Spearman correlation, since at least 12 points are required for a reliable correlation metric. Instead, the dominance scores obtained for the six emotion classes are listed in Table 4 . As seen in the table, the dominance score rankings obtained for the two different data sets (one-liners and humorous news articles) are similar, with surprise being by far the most dominant emotion, with a score of 3.31 obtained for the oneliners and 1.91 for the humorous news articles. The disgust emotion has also a score larger than 1, but not as significant as the surprise emotion. For a second evaluation, we also compare the high dominance classes obtained with our method with the observations made in previous work concerning the features of humorous text. For instance, [7] observed that sexual vocabulary was frequently used in humour. This matches the SEXUAL class that we also identified as dominant. Similarly, [5] found human-centered vocabulary and negative polarity as important characteristics of humorous texts. These features correspond to several dominant classes that we automatically identified: YOU, I, SELF, HUMANS (human-centered vocabulary), and WRONG, UNORTHODOXY, DISARRANGEMENT (negative polarity). Swearing vocabulary (among our classes: SWEAR) was also found useful for humour recognition [13] . Finally, surprise [12, 1] was previously identified as one of the elements most frequently encountered in humour. We also found this class as having a high dominance score in humorous texts.
Those observations however were mostly empirical, based on a manual analysis of the words frequently encountered in humour. Instead, our method allows us to systematically identify the word classes that are dominant in humorous texts, which implies increased coverage (a larger number of word classes can be identified), robustness (the same method can be applied to corpora of different sizes), and portability (besides humour, the method can be used to characterize any other types of texts).
Conclusions
In this paper, we proposed a method for "linguistic ethnography," which automatically identifies the most dominant word classes in text. By using this method, we can take a step further toward the systematic characterization of texts sharing a common property, such as humorous texts or texts authored by same gender writers.
Using humour as a case study, we showed that the automatically learned word classes are reliable, and they correlate well across different corpora sharing the same humorous property. Moreover, we showed that several of the classes automatically identified correspond to previous empirical observations that were based on manual analysis of humorous texts.
Despite its simplicity, the method proposed is systematic, robust, and portable, and can be used to automatically characterize any types of texts. In future work, we plan to integrate the automatically derived dominant word classes into a classifier for humour recognition. We also plan to test the applicability of the method to other types of texts.
