In this paper we prove the existence of a mild solution for a class of impulsive semilinear evolution differential inclusions with state-dependent delay and multivalued jumps in a Banach space. We consider the cases when the multivalued nonlinear term takes convex values as well as nonconvex values.
Introduction
In this paper, we are concerned by the existence of mild solution of impulsive semilinear functional differential inclusions with state-dependent delay and multivalued jumps in a Banach space E. More precisely, we consider the following class of semilinear impulsive differential inclusions:
x (t) ∈ A(t)x(t) + F (t, x ρ(t,xt) ), t ∈ J = [0, b], t = t k , (1.1)
2)
x(t) = φ(t), t ∈ (−∞, 0], (1.3) where {A(t) : t ∈ J} is a family of linear operators in Banach space E generating an evolution operator, F be a Carathéodory type multifunction from J × B to
We mention that the model with multivalued jump sizes may arise in a control problem where we want to control the jump sizes in order to achieve given objectives. To our knowledge, there are very few results for impulsive evolution inclusions with multivalued jump operators; see [3, 6, 10, 13, 30] . The results of the present paper extend and complement those obtained in the absence of the impulse functions I k , and those with single-valued impulse functions I k .
Preliminaries
In this section, we introduce notations, definitions, and preliminary facts which are used throughout this paper.
Let J := [0, b], b > 0 and (E, . ) be a real separable Banach space. C(J, E) the space of E-valued continuous functions on J with the uniform norm x ∞ = sup{ x(t) , t ∈ J}. L 1 (J, E) the space of E−valued Bochner integrable functions on J with the norm
To define the solution of problem (1.1)-(1.3), it is convenient to introduce some additional concepts and notations. Consider the following spaces PC(J, E) = {y : J → E, y k ∈ C(J k ; E) there exist y(t In this work, we will employ an axiomatic definition for the phase space B which is similar to those introduced in [25] . Specifically, B will be a linear space of functions mapping (−∞, 0] into E endowed with a semi norm . B , and satisfies the following axioms introduced at first by Hale and Kato in [20] : (A1) There exist a positive constant H and functions K(.), M (.) : R + → R + with K continuous and M locally bounded, such that for any b > 0 if y : (−∞, b] → E, such that y | J ∈ PC(J, E) and y 0 ∈ B; the following conditions hold:
(ii) y(t) ≤ H y t B ;
(iii) y t B ≤ K(t) sup{ y(s) : 0 ≤ s ≤ t} + M (t) y 0 B and H, K and M are independent of y(.).
(A2) The space B is complete.
In what follows we use the following notations K b = sup{K(t), t ∈ J} and M b = sup{M (t), t ∈ J}.
Definition 2.1. Let X and Y be two topological vector spaces. We denote by P(Y ) the family of all non-empty subsets of Y and by
where µ denotes the Lebesgue measure on [c, d] and h is the Hausdorff metric on
where X denotes the characteristic function. Definition 2.2. Let F : [0, b] → P(E) be a multi-valued map with nonempty compact values. Assign to F the multi-valued operator
The operator F is called the Niemytzki operator associated with F . We say F is the lower semi-continuous type if its associated Niemytzki operator F is lower semi-continuous and has nonempty closed and decomposable values. For details and equivalent definitions see [19, 27, 28] .
Let us recall the following result that will be used in the sequel. 
Definition 2.4. Let (A, ≥) be a partially ordered set. A function β :
for every Ω ∈ P b (E).
Definition 2.5. A measure of noncompactness β is called:
(iii) regular if β(Ω) = 0 is equivalent to the relative compactness of Ω.
As an example of the measure of noncompactness possessing all these properties is the Hausdorff of MNC which is defined by χ(Ω) = inf{ε > 0 : Ω has a finite ε − net}.
For more information about the measure of noncompactness we refer the reader to [27] . Definition 2.6. A multifunction G : E → P k (E) is said to be χ-condensing if for every bounded subset Ω ⊆ E the relation
implies the relative compactness of Ω.
(ii) the set {f n (t) : n ≥ 1} is relatively compact in E for a.e. t ∈ J. Now, let for every t ∈ J , A(t) : E → E be a linear operator such that EJQTDE, 2013 No. 42, p. 5
(i) For all t ∈ J, D(A(t)) = D(A) ⊆ E is dense and independent of t.
(ii) For each s ∈ I and each x ∈ E there is a unique solution v : [s, b] → E for the evolution equation
In this case an operator T can be defined as
where v is the unique solution of (2.1) and L(E) is the family of linear bounded operators on E.
Definition 2.8. The operator T is called the evolution operator generated by the family {A(t) : t ∈ J}.
(t, s) → T (t, s) is strongly continuous on ∆ and
is called the generalized Cauchy operator, where T (., .) is the evolution operator generated by the family of operators {A(t) : t ∈ J}.
In the sequel we will need the following results.
Lemma 2.11 ([27, Theorem 2]).
The generalized Cauchy operator G satisfies the properties (G1) there exists ζ ≥ 0 such that
be an operator satisfying condition (G2) and the following Lipschitz condition (weaker than (G1)).
Then for every semicompact set
be an operator satisfying conditions (G1), (G2) and let the set {f n } ∞ n=1 be integrably bounded with the property χ({f n (t) :
where ζ ≥ 0 is the constant in condition (G1).
Lemma 2.14.
[27] If U is a closed convex subset of a Banach space E and R : U → P cv,k (E) is a closed β-condensing multifunction, where β is a nonsingular MNC defined on the subsets of U . Then R has a fixed point.
Lemma 2.15.
[27] Let W be a closed subset of a Banach space E and R : W → P cv,k (E) be a closed multifunction which is β-condensing on every bounded subset of W , where β is a monotone measure of noncompactness. If the fixed points set FixR is bounded, then it is compact. Theorem 2.16. [31] Let E be a Banach space, U an open subset of E and 0 ∈ U . Suppose that N : U → E is a continuous map which satisfies Mönch's condition (that is, if D ⊆ U is countable and D ⊆ co({0} ∪ N (D)), then D is compact) and assume that x = λN (x), for x ∈ ∂U and λ ∈ (0, 1)
holds. Then N has a fixed point in U .
In this section we prove the existence of mild solutions for the impulsive semilinear functional differential inclusions (1.1)-(1.3). We will always assume that ρ : J × B → (−∞, b] is continuous. In addition, we introduce the following hypotheses.
(A) {A(t) : t ∈ J} be a family of linear (not necessarily bounded) operators, A(t) : D(A) ⊂ E → E, D(A) not depending on t and dense subset of E and T : ∆ = {(t, s) : 0 ≤ s ≤ t ≤ b} → L(E) be the evolution operator generated by the family {A(t) : t ∈ J}.
(Hφ) The function t → φ t is continuous from R(ρ − ) = {ρ(s, ϕ) : (s, ϕ) ∈ J × B, ρ(s, ϕ) ≤ 0} into B and there exists a continuous and bounded function
(H1) The multifunction F (., x) has a strongly measurable selection for every x ∈ B.
(H2) The multifunction F : (t, .) → P cv,k (E) is upper semicontinuous for a.e. t ∈ J.
where, Ω(s) = {x(s); x ∈ Ω} and χ is the Hausdorff measure of noncompactness.
(H5) There exist constants a k , c k > 0, k = 1, . . . , m such that
The next result is a consequence of the phase space axioms. 
for every φ ∈ B \ {0}.
Definition 3.3.
A function x ∈ Ω is said to be a mild solution of system (1.1)-
Remark 3.4. Under conditions (Hφ) and (H1)-(H3) for every piecewise continuous function v : J → B the multifunction F (t, v(t)) admits a Bochner integrable selection (see [27] ).
Let
For any x ∈ Ω b we have
Thus (Ω b , . b ) is a Banach space. We note that from assumptions (H1) and (H3) it follows that the superposition multioperator
is nonempty set (see [27] ) and is weakly closed in the following sense.
Lemma 3.5. If we consider the sequence ( Proof. To prove the existence of a mild solution for (1.1)-(1.3) we introduce the integral multioperator N :
where S 1 F and I k ∈ I k (x). It is clear that the integral multioperator N is well defined and the set of all mild solution for the problem (1.1)-(1.3) on J is the set FixN = {x : x ∈ N (x)}.
We shall prove that the integral multioperator N satisfies all the hypotheses of Lemma 2.14. The proof will be given in several steps.
Step 1. Using the fact that the maps F and I has a convex values it easy to check that N has convex values.
Step 2. N has closed graph.
Hypothesis (H3) implies that the set {f n } +∞ n=1 integrably bounded and for a.e. t ∈ J the set {f n (t)} +∞ n=1 relatively compact, we can say that {f n } +∞ n=1 is semicompact sequence. Consequently {f n } +∞ n=1 is weakly compact in L 1 (J; E), so we can assume that f n f * . From lemma 2.11 we know that the generalized Cauchy operator on the interval J, G :
satisfies properties (G1) and (G2) on J.
Note that set {f n } +∞ n=1 is also semicompact and sequence (f n ) +∞ n=1 weakly converges to f * in L 1 (J; E). Therefore, by applying Lemma 2.12 for the generalized Cauchy operator G of (3.2) we have the convergence Gf n → Gf . By means of (3.2) and (3.1), for all t ∈ J we can write
where S 1 F , and I k ∈ I k (x). By applying Lemma 2.11, we deduce
in Ω b and by using in fact that the operator S 1 F is closed, we get f
Hence N is closed. With the same technique, we obtain that N has compact values.
Step 3. We consider the measure of noncompactness defined in the following way. For every bounded subset Ω ⊂ Ω b
where ∆(Ω) is the collection of all the denumerable subsets of Ω;
where mod C (Ω) is the modulus of equicontinuity of the set of functions Ω given by the formula
and L > 0 is a positive real number chosen such that
where M = sup (t,s)∈∆ T (t, s) .
From the Arzela-Ascoli theorem, the measure ν 1 give a nonsingular and regular measure of noncompactness, (see [27] ).
Let {y n } +∞ n=1 be the denumerable set which achieves that maximum ν 1 (N (Ω)), i,e; ν 1 (N (Ω)) = (γ 1 ({y n } +∞ n=1 ), mod C ({y n } +∞ n=1 )). Then there exists a set {x n } +∞ n=1 ⊂ Ω such that y n ∈ N (x n ), n ≥ 1. Then
where f ∈ S 1 F and I k ∈ I k (x n ), so that
). We give an upper estimate for γ 1 ({y n } +∞ n=1 ). Fixed t ∈ J by using condition (H4), for all s ∈ [0, t] we have
). By using condition (H3), the set {f n } +∞ n=1 is integrably bounded. In fact, for every t ∈ J, we have
The integrably boundedness of {f n } +∞ n=1 follows from the continuity of x in J k and the boundedness of set {x n } +∞ n=1 ⊂ Ω. By applying Lemma 2.13, it follows that
Thus, we get and hence γ 1 ({x n } +∞ n=1 ) = 0, then γ 1 ({x n (t)} +∞ n=1 ) = 0, for every t ∈ J. Consequently γ 1 ({y n } +∞ n=1 ) = 0. By using the last equality and hypotheses (H3) and (H4) we can prove that set {f n } +∞ n=1 is semicompact. Now, by applying Lemma 2.11 and Lemma 2.12, we can conclude that set {Gf n } +∞ n=1 is relatively compact. The representation of y n given by (3.7) yields that set {y n } +∞ n=1 is also relatively compact in Ω b , therefore ν 1 (Ω) = (0, 0). Then Ω is a relatively compact set.
Step 4. A priori bounds.
We will demonstrate that the solution set is a priori bounded. Indeed, let x ∈ N . Then there exists f ∈ S 1 F and I k ∈ I k (x) such that for every t ∈ J we have
Using Lemma 3.1, we have
Since the last expression is a nondecreasing function of t, we have that
Invoking Gronwall's inequality, we get
which completes the proof.
The nonconvex case
This section is devoted to proving the existence of solutions for (1.1)-(1.3) with a nonconvex valued right-hand side. Our result is based on Mönch's fixed point theorem combined with a selection theorem due to Bressan and Colombo (see [9] ). We will assume the following hypothesis: Let F be a multifunction defined from J × B to the family of nonempty closed convex subsets of E such that
(H7) The multifunction F : (t, .) → P k (E) is lower semicontinuous for a.e. t ∈ J.
(H9) There exists a function β ∈ L 1 (J, R + ) such that for all Ω ⊂ B, we have
(H10) There exist constants a k , b k , c k ≥ 0, k = 1, . . . , m, such that
Now we state and prove our main result. Proof. We note that from assumptions (H6) and (H8) it follows that the superposition multioperator
defined by
is nonempty set (see [27] ).
Step 1. The Mönch's condition holds.
Suppose that Ω ⊆ B r is countable and Ω ⊆ co({0} ∪ N (Ω)) We will prove that Ω is relatively compact. We consider the measure of noncompactness defined in (3.3) and L > 0 is a positive real number chosen such that
where M = sup (t,s)∈∆ T (t, s) . From the Arzela-Ascoli theorem, the measure ν 1 give a nonsingular and regular measure of noncompactness, (see [27] ).
We give an upper estimate for γ 1 ({y n } +∞ n=1 ). Fixed t ∈ J by using condition (H9), for all s ∈ [0, t] we have
By using condition (H8), the set {f n } +∞ n=1 is integrably bounded. In fact, for every t ∈ J, we have
By applying Lemma 2.13, it follows that
Thus, we get
3) Therefore, we have that
From (3.6), we obtain that
Coming back to the definition of γ 1 , we can see
By using the last equality and hypotheses (H8) and (H9) we can prove that set {f n } +∞ n=1 is semicompact. Now, by applying Lemma 2.11 and Lemma 2.12, we can conclude that set {Gf n } +∞ n=1 is relatively compact. The representation of y n given by (4.2) yields that set {y n } +∞ n=1 is also relatively compact in Ω b , since ν 1 is a monotone, nonsingular, regular MNC, we have that
Therefore, Ω is relatively compact.
Step 2. It is clear that the superposition multioperator S 
We consider a map N : Ω b → Ω b defined as
Since the Cauchy operator is continuous, the map N is also continuous, therefore, it is a continuous selection of the integral multioperator.
Step 3. A priori bounds.
We will demonstrate that the solution set is a priori bounded. Indeed, let x ∈ λN 1 and λ ∈ (0, 1). There exists f ∈ S 1 F and I k ∈ I k (x) such that for every t ∈ J we have
So, there exists N * such that x = N * , set U = {x ∈ Ω b : x < N * }.
From the choice of U there is no x ∈ ∂U such that x = λN x for some λ ∈ (0, 1). Thus, we get a fixed point of N 1 inŪ due to the Mönch Theorem.
An example
As an application of our results we consider the following impulsive partial functional differential equation of the form ∂ ∂t z(t, x) ∈ a(t, x) ∂ Then A(t) generates an evolution system U (t, s) satisfying assumption (H1) and (H3) (see [17] ). For the phase space, we choose B = B γ defined by Notice that the phase space B γ satisfies axioms (A1) and (A3) (see [25] for more details). We can show that problem (5.1)-(5.4) is an abstract formulation of problem (1. 1)-(1.3) . Under suitable conditions, the problem (1.1)-(1.3) has at least one mild solution.
