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Abstract
We present a novel acceleration method for the solution of para-
metric ODEs by single-step implicit solvers by means of greedy kernel-
based surrogate models. In an offline phase, a set of trajectories is
precomputed with a high-accuracy ODE solver for a selected set of
parameter samples, and used to train a kernel model which predicts
the next point in the trajectory as a function of the last one. This
model is cheap to evaluate, and it is used in an online phase for new
parameter samples to provide a good initialization point for the non-
linear solver of the implicit integrator. The accuracy of the surrogate
reflects into a reduction of the number of iterations until convergence
of the solver, thus providing an overall speedup of the full simulation.
Interestingly, in addition to providing an acceleration, the accuracy of
the solution is maintained, since the ODE solver is still used to guar-
antee the required precision. Although the method can be applied to
a large variety of solvers and different ODEs, we will present in details
its use with the Implicit Euler method for the solution of the Burgers
equation, which results to be a meaningful test case to demonstrate
the method’s features.
1 Problem setting
We consider a d-dimensional, autonomous, first order parametric initial
value problem: For a given vector of parameters µ ∈ P ⊂ Rp from an
admissible set P, solve
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IVP(µ) :
{
u˙(t, µ) = f(u(t, µ), µ), t ∈ [0, T ]
u(0) = u0(µ) ∈ R
d.
We assume that IVP(µ) has a unique solution u(t, µ) := u(t, µ, u0(µ)),
t ∈ [0, T ], for any value µ ∈ P and for any initial value u0(µ) ∈ R
d. Con-
ditions on f such that this requirement is fulfilled are well known, and we
refer e.g. to [5] for details.
Existence and uniqueness of solutions allow to define a parametric time
evolution or flow mapping
Φ(t, u0(µ)) := u(t, µ), (1)
which maps the initial value and the time to the corresponding solution
vector in Rd, and for which it holds Φ(s, u(t, µ)) = u(t+ s, µ). Although the
dependency on the parameters in IVP(µ) can be quite general, we require
that Φ(t, u0(µ)) 6= Φ(s, u0(ν)) for all t, s ∈ [0, T ] and for all µ, ν ∈ P s.t.
(t, µ) 6= (s, ν), i.e., different parameters lead to non intersecting trajectories.
We further assume to have an implicit time integrator which is able to
numerically solve IVP(µ) with any given accuracy, provided a small enough
time step is used. Although our acceleration algorithm applies to general
single-step integration methods, in this paper, for the sake of presentation,
we will concentrate on the Implicit Euler method (IE), and we refer again
to [5] for details on its accuracy.
Such integration method considers a timestep ∆t > 0 and a uniform
time discretization of [0, T ] in Nt := N∆t ∈ N intervals 0 = t0 < t1 < · · · <
tNt ≤ T , with ti+1 − ti = ∆t, 0 ≤ i ≤ Nt − 1, and computes a discrete-time
approximation of u as ui(µ) ≈ u(ti, µ), 0 ≤ i ≤ Nt.
A numerical time evolution map φ : R× Rd → Rd analogous to (1) can
be defined from the approximate solution as
φ(∆t, ui(µ)) := ui+1(µ), 0 ≤ i ≤ Nt − 1, (2)
i.e., the solution vector at the current time point is mapped to the solution
vector at the next time point. Observe that, under the hypotheses of ar-
bitrary accuracy of the integration method and of non intersection of the
trajectories, we assume that also the discrete trajectories are non intersect-
ing. This means that φ is a globally defined function independent of the
parameter µ ∈ P.
At each discrete time point, the integrator needs to solve a generally non-
linear, d-dimensional system of equations to determine the approximation
ui(µ). We assume that this equation is solved with an iterative method, e.g.,
the Newton method, using an initialization u¯i(µ) ∈ R
d at time ti. Common
choices of this value for the IE method are, e.g., the previous approximation
ui−1(µ) or the approximation obtained by one step of the Explicit Euler
method.
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The goal of this paper is to present a way to accelerate the computation
of the numerical solution {ui(µ)}i for an arbitrary parameter vector µ ∈ P.
The acceleration is realized by constructing a surrogate sφ : R×R
d → Rd
of the numerical time evolution map φ such that sφ(∆t, u) ≈ φ(∆t, u) for
all (∆t, u) ∈ [0, T ] × Rd, while the evaluation of sφ is much faster than the
evaluation of φ. This surrogate is computed in an offline phase in a data-
dependent fashion, i.e., it is trained using a set of precomputed numerical
trajectories {ui(µj)}ij for multiple parameter values Ptr := {µ1, . . . , µNµ} ⊂
P, Nµ ∈ N and possibly multiple timesteps ∆t.
In the online phase, for a new parameter µ ∈ P the numerical solution is
computed by the same time integrator and with timestep ∆t, and, at each
time ti, the nonlinear solver is initialized by sφ(∆t, ui−1), i.e., u¯i(µ) ∈ R
d is
replaced by the surrogate prediction based on the previous timestep.
If the surrogate is accurate, sφ(∆t, ui−1(µ)) is a good approximation of
φ(∆t, ui−1(µ)) = ui(µ), so the nonlinear solver will converge in possibly
significantly less iterations, ideally in 0 iterations if a residual criterion is
used before starting the fix-point loop. This reduction of the iterations,
combined with the fast evaluation of sφ, will produce a speedup of the
overall computational time. Moreover, since the same time integrator and
nonlinear solver are used in the accelerated algorithm, we should expect no
degradation of the accuracy, provided the surrogate prediction is accurate
enough so that the initialization point is within the area of convergence of
the nonlinear solver. This is in contrast to general surrogate modeling or
model reduction, where the approximation typically results in an accuracy
loss.
The surrogate is constructed using the Vectorial Kernel Orthogonal Greedy
Algorithm (VKOGA) [11], which will be discussed in Section 2. In particu-
lar, it is a kernel-based interpolation algorithm that constructs a nonlinear
surrogate sφ. The full specification of the training data and the complete
acceleration algorithm will be described in Section 3, but we anticipate that
arbitrary unstructured trajectory data {ui(µj)}ij in possibly high dimen-
sion d can be used. We will conclude this paper with different numerical
experiments in Section 4 to demonstrate the capabilities of our method.
Moreover, similar acceleration methods have been presented in the pa-
pers [1, 2], where instead a linear surrogate is employed.
2 Kernel based surrogates and the VKOGA
We briefly outline here the fundamentals of interpolation with kernels and of
the VKOGA algorithm, and we refer to [10] and to [11, 4] for the respective
details.
We assume to have a function f : Ω ⊂ Rp → Rq and a training dataset
composed of pairwise distinct data points X := {xi}
N
i=1 ⊂ Ω and data values
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Y := {f(xi)}
N
i=1 ⊂ R
q. We will specify in the following section the definition
of the dataset for the current algorithm.
The general form of the surrogate is
sf (x) :=
N∑
j=1
αjK(x, xj), x ∈ Ω, (3)
where αj ∈ R
q are coefficient vectors and K : Ω×Ω→ R is a symmetric and
strictly positive definite kernel. This means that the matrix AX,K ∈ R
N×N ,
(AX,K)ij := K(xi, xj) is positive definite for all N ∈ N and for all sets
X ⊂ Ω of N pairwise distinct points. A particular K, i.e., the Gaussian
kernel K(x, y) := exp(−ε2‖x− y‖22), with a positive shape parameter ε > 0,
will be used in Section 4.
The coefficient vectors in (3) can be uniquely determined by imposing
interpolation conditions
sf (xi) := f(xi), 1 ≤ i ≤ N, (4)
which result, defining αT := [α1, . . . , αN ], b
T := [f(x1), . . . , f(xN )], α, b ∈
R
q×N , in the solution of the linear system AX,K α = b. This, indeed, has a
unique solution as AX,K is positive definite by assumption.
This interpolation method is well studied, and we just recall that con-
vergence rates are proven for functions f in the space HK(Ω), which is a
Reproducing Kernel Hilbert Space (RKHS) associated to the particular ker-
nel K, and which is norm equivalent to a Sobolev space W τ2 (Ω), τ > d/2,
for certain kernels (see [10]).
The goal of the VKOGA is to approximate the surrogate (3) by a sparse
expansion of the same form, i.e., one where most of the αj are the zero vector.
A good selection of the sparsity pattern results into an approximate surro-
gate which is as good as the full one, while being much faster to evaluate,
since the sum involves only n ≪ N elements. The selection of the non-
zero coefficients and their computation is realized by a greedy procedure in
HK(Ω), which iteratively selects nested data point sets ∅ ⊂ Xn−1 ⊂ Xn ⊂ Ω
by maximizing a selection criterion at each step, and solves the correspond-
ing interpolation problem. Possible choices in the VKOGA are the f -, P -
, and f/P -greedy selection rules [9, 3, 7]. The algorithm has theoretical
grounds, e.g. provable convergence rates [7, 11], which are also quasi-optimal
in Sobolev spaces for P -greedy [8], and has been successfully applied in sev-
eral application contexts, e.g. [6]. Moreover, the numerical computation of
the surrogate can be efficiently implemented using a partial Cholesky de-
composition of the kernel matrix AX,K , where only the columns appearing
in the sparse surrogate need to be computed and stored.
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3 The complete algorithm: VKOGA-IE
We can now describe the complete algorithm, which we name VKOGA-IE.
The target function is f := φ, which is defined on Ω := [0, T ] × Rd to Rd,
i.e., p := d + 1, q := d. What remains to specify is the exact definition
of the training set (X,Y ) used by VKOGA to construct the surrogate sφ,
as described in the previous section. As mentioned in Section 1, we solve
IVP(µ) for Nµ ∈ N different parameters from a parameter-training set
Ptr ⊂ P, each µj with a timestep ∆tj. If the same parameter is used
more than once with different timesteps, we just count it multiple times
in Ptr. This generates trajectory data which we assign at temporary sets
Xj := {(∆tj , ui(µj))}
Nt−1
i=0 , Yj := {ui+1(µj)}
Nt−1
i=0 , representing input-output
pairs of φ. The dataset is defined as X := ∪
Nµ
j=1Xj , Y := ∪
Nµ
j=1Yj. The
complete offline phase is summarized in Algorithm 1.
Instead of working with a fixed kernel shape parameter ε > 0, typically
step 13 implies a parameter selection procedure, e.g. via cross validation.
Moreover, we assume for simplicity that T/∆t ∈ N. In the online phase,
Algorithm 1 VKOGA-IE (Offline phase)
1: Input: {∆tj, µj}
Nµ
j=1
2: for i = 1, . . . , Nµ do
3: u0(µj) := u(0, µj)
4: for i = 1, . . . , Nt do
5: Initialize u¯i(µ)
6: Compute ui(µ) with IE
7: end for
8: Xj := {(∆tj , ui(µj))}
Nt−1
i=0
9: Yj := {ui+1(µj)}
Nt−1
i=0
10: end for
11: X := ∪
Nµ
j=1Xj
12: Y := ∪
Nµ
j=1Yj
13: Train sφ on dataset (X,Y ) with VKOGA
14: Output: sφ
instead, we only need to run the IE method and solve at each iteration
the nonlinear equation using the initialization provided by the surrogate, as
described in Algorithm 2.
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Algorithm 2 VKOGA-IE (Online phase)
1: Input: ∆t, µ, sφ
2: µ ∈ P, ∆t > 0
3: u0(µ) := u(0, µ)
4: for i = 1, . . . , Nt do
5: Initialize u¯i(µ) = sφ(∆t, ui−1(µ))
6: Compute ui(µ) with IE
7: end for
8: Output: {ui(µ)}
Nt
i=0
4 Experiments
To demonstrate the features of VKOGA-IE, we consider the Burgers equa-
tion 

∂tθ(t, x) +
1
2
∂xθ(t, x)
2 = 0, (t, x) ∈ [0, T ]× [−r, r]
θ(0, x) = θ0(x) x ∈ [−r, r]
θ(t,−r) = ul, t ∈ [0, T ]
θ(t, r) = ur, t ∈ [0, T ],
which is transformed into an ODE by a semi-discrete finite volume discretiza-
tion in space based on the Lax-Friedrichs flux. We consider d := 200 cells in
(−r, r) with r := 5, and T as specified later. This produces a d dimensional
IVP(µ) depending on a two-dimensional parameter vector µ := (ul, ur). We
concentrate here on shock wave solutions, i.e., ul > ur. The resulting ODE
is then simulated from t = 0 to t = T , with varying time-step ∆t. The non-
linear system is solved at each timestep using the Newton method, which
is terminated with a maximal number of 100 iterations or when a tolerance
of 10−14 on the residual is reached. To have more training points, all the
training sets in the following are generated with training time T = Ttr := 4.
The VKOGA is run with the Gaussian kernel and with a termination
tolerance of 10−12. The kernel depends on a parameter ε > 0, which is
chosen via 5-fold cross validation from a set of 50 logarithmically equally
spaced values in [10−4, 102].
The first experiment uses a fixed ∆t = 0.01 and a single training pa-
rameter Ptr = {(3.4, 0.2)}, i.e., N = 400 = T/∆t. Observe that a fixed ∆t
means that the model is in practice d to d dimensional. The VKOGA selects
n = 67 points, and the model is tested to solve IVP(µ) with parameters
Pte := {(3.4 + i 0.2, 0.2 + j 0.2), i, j ∈ {−1, 0, 1}} and T = Tte := 2. The
results are summarized in Table 1. The average number of iterations for
the standard initialization with the previous value (’Old value’ column) and
with the VKOGA model (’VKOGA’ column) are reported, as well as the
test parameters where the minimal and maximal gain of our technique is
realized. The table contains also the computational times in seconds, which
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are the averages over 10 repetitions of the same simulation based on a Mat-
lab implementation. It is evident that a good speedup is reached when the
model is tested on the training parameter, while the quality degrades for
different ones.
Old value VKOGA Gain
iter time iter time iter time µ
Mean 25.40 1.38 25.83 1.50 −1.70% −8.55%
Min 24.27 1.29 27.84 1.63 −14.69% −25.97% (3.2, 0.4)
Max 25.30 1.34 16.41 0.98 35.11% 26.59% (3.4, 0.2)
Table 1: Results of the first experiment with Ptr = {(3.4, 0.2)} and fixed
timestep ∆t = 0.01.
The second experiment uses a model trained again with fixed ∆t = 0.01
and the same test parameters Pte, but instead with training parameters
Ptr := {(3.2, 0), (3.2, 0.4), (3.6, 0), (3.6, 0.4)}, i.e., the corners of the square
containing Pte. The resulting training set has N = 400 × 4 = 1600 points,
and the VKOGA selects n = 219 points. The results are summarized in
Table 2. In this case, as expected, we obtain a significant reduction of the
number of iterations for all the test parameters. The minimal reduction is
realized for the parameter µ = (3.2, 0.2), which is the farthest from the train-
ing set. This is a further indication that the quality of the model degrades
with the distance from the training set, which is a reasonable behavior but
also a promising feature, since a model trained on a larger parameter train-
ing set should improve the acceleration. This reduction is reflected also in a
speedup in terms of computational cost, except in one case reported in the
table. This suggests that the additional cost required by the evaluation of
the kernel model is relevant in the case of a small reduction of the number
of iterations. Nevertheless, the computational time is highly dependent on
the implementation, while the number of iterations is not.
Old value VKOGA Gain
iter time iter time iter time µ
Mean 25.40 1.36 20.31 1.17 19.98% 13.35%
Min 25.29 1.28 24.25 1.33 4.13% −4.18% (3.4, 0.2)
Max 25.12 1.36 16.68 0.97 33.60% 28.21% (3.2, 0)
Table 2: Results of the second experiment, i.e., model trained with Ptr :=
{(3.2, 0), (3.2, 0.4), (3.6, 0), (3.6, 0.4)} and fixed timestep ∆t = 0.01.
Finally, we test the behavior of the method with respect to a change
in the timestep ∆t. To this end, we use Ptr = Pte = {(3.4, 0.2)}, but we
train the model with the solutions computed for ∆t ∈ {0.01, 0.005, 0.001}
and test for 10 logarithmically equally spaced timesteps in [0.001, 0.05]. The
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results are reported in Table 3. Also in this case we achieve a reduction of
the number of Newton iterations in all cases, even if this reduction is not
sufficient in the case of the smallest timestep to achieve a computational
speedup, since the number of iterations is already quite small. Nevertheless,
the reduction of the number of iterations suggests that the kernel model
captures well the dependence on the timestep, so one could expect to use
this technique in more general settings without the need of including in the
training sets many solutions obtained with different timesteps.
Old value VKOGA Gain
iter time iter time iter time ∆t
Mean 32.45 2.28 29.20 2.29 11.29% 4.22%
Min 9.20 5.74 8.98 6.46 2.45% −12.44% 10−3
Max 23.98 1.07 19.21 0.94 19.88% 12.51% 8.7910−3
Table 3: Results of the third experiment, i.e., Ptr = {(3.4, 0.2)} and multiple
timesteps.
5 Conclusion and further work
In this work we described a general nonlinear forecasting method used for
the acceleration of implicit ODE integrators. The method is suited for para-
metric problems and multi-query scenarios, and it realizes a significant ac-
celeration possibly without accuracy degradation.
The algorithm can be extended to non-autonomous ODEs, adaptive-
timestep or multi-stage Runge-Kutta time integrators. In each case, more
simulation data should be included in the training set, such as the current
time or the partial solutions of the intermediate stages.
Another interesting aspect that could be investigated is the analysis of
the accuracy of the method. Indeed, if it is possible to prove that the
surrogate has a small enough uniform error, it would be guaranteed that
the initialization point is inside the convergence area of the nonlinear solver.
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