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Abstract 
 
Mote is a low-cost battery-powered sensor network node that 
integrates the multiple sensors, onboard processing and 
wireless communication [1]. This paper proposes the 
architecture for a new generation mote that is needed in 
wireless sensor & actuator networks (WSAN), with emphasis 
on semantically meaningful flexibility in operation. The first 
version of the mote coming out around May 07 would be 
fabricated by integrating off-the-shelf commercial components 
into a mote in order to test the functionality of the mote & the 
SW. The second version expected around Dec 07, would be 
built around FPGA and RF transceiver chip. The functionality 
of the mote presented in this paper is derived from the concept 
and the features of Mote presented in the paper on DOMA by 
the authors [19]. Specifically it exhibits the capability of 
exploiting multiple protocols for communication, the capability 
to use semantic web, capability to self organize in the “ad-hoc” 
network environment, process considerable information in the 
mote itself based on the semantic needs, use specially designed 
real time operating system to suit the requirements of size and 
functionality, and much longer life time of the battery power. 
In order to meet the above processing requirements, the motes 
under development have, more processing power and address 
larger memory than the currently available motes and support 
the use of general-purpose sensors instead of the custom built 
sensors. 
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1. Introduction 
 
Mote is a small, low-cost, and battery-powered, sensor network 
node that integrates multiple sensors, provides onboard 
processing and wireless communication [1]. Motes are highly 
specific computing and communicating devices where the 
communication includes transmission of sensor data and 
reception of commands or programs (SW). The sensor-mote 
combination is one of the revolutionary ubiquitous computing 
devices that would have great influence on human activities. 
The best example of a mote-sensor assembly is smart dust.  
 
 
While smart dust is a concept, the current motes are a reality 
and are used at research level [6, 7, 8, 9]. For the motes to be  
used effectively in real life applications, a number of 
challenges are to be overcome including the reduction in the  
size, improving computational power, and extending life of 
battery etc. The current effort of designing a mote is a  
consequence of the need to have a mote that could be deployed 
in semantic environments, and has the flexibility for 
deployment in a wide variety of environments – from small 
personalized spaces to campuses of organizations, and finally 
in very large global systems. 
 
The Wireless Sensor Networks are expected to experience a 
shift from conventional Wireless Sensor Networks that used to 
make measurement of certain parameters and report about a 
single effect of interest to enabling the networks to learn the 
behaviours of the phenomena from the environment and 
respond to the environment using the semantic information 
available to the net. The future wireless sensor networks are 
likely to share the sensors with other networks in a dynamic 
manner.  
 
Applications of Wireless Sensor Networks could be classified 
into in four scenarios. First one is habitat or environmental 
monitoring where low power is of prime importance [3] as the 
sensors tend to be ‘deploy once’ type, where the distributed 
Sensor network collects data about a number of parameters 
over an extended period of time before the sensor is discarded 
and replaced, and latency in transmission is acceptable [3]. The 
second one includes applications pertaining to military, country 
security, and disaster response etc., where distributed 
surveillance is critical [4]. In some cases latency is not 
acceptable, each node processes its data locally to detect an 
event and send only the needed information [5], thus reducing 
the bandwidth requirements of the network. The third scenario 
is target tracking, where a node is tagged to the object, which 
helps in tracking the object as it moves through a network of 
sensors [3]. The fourth application is Industrial monitoring that 
requires making measurements such as vibration and 
acceleration, etc., in the industrial environment and needs 
higher bandwidth and longer sampling periods. This might be 
used to diagnose faults in machines etc. [20].  
  
 
2. Current status of motes 
 
Sensor network nodes or motes have been developed at a 
number of research institutions and companies. However all of 
them suffer from some major limitations.  
 
• Motes support a small number of sensors fixed on the 
board and which cannot be changed or substituted 
• Motes are severely constrained in terms of resources – 
power, speed and size of the processor and memory size 
• Limited computational power and storage restrict the 
sophistication of algorithms and thus the flexibility of the 
motes  
• Since multiple networks might share sensors, routing is 
likely to be more challenging 
• The resource constrained motes tend to make heavy use of 
customization and cross-layer optimisations  
.  
Currently motes from two families are popular. The family of 
motes - Mica, Mica2, Mica2dot, Telos (Micaz) and Cricket 
(MCS400) were originally developed at the University of 
California at Berkeley, are marketed by Crossbow and are now 
in use in most academic research and commercial development 
labs. The Intel motes also have been designed after a careful 
study of the application space for sensor networks [6]. The 
Mica motes are based on 8-bit microcontrollers such as the 
Atmel-128, and Mica, Mica2 and Mica2Dot are Single 
Channel radios in the 300-900MHz ranges whereas Telos 
(Micaz) frequency range is 2.4-2.4835GHz, which is ISM free 
band. Crossbow motes have separate sensor and data 
acquisition Boards (MTS and MDA series) having 
accelerometer (2-axis), Barometer (Built-in ADC), Buzzer, 
GPS, Light, Microphones, magnetometer (2-axis), 
photosensitive light, Humidity, temperature (Built in 12 bit 
ADC) relays and Thermistor, but support at most six sensors 
on board. Basicsb (MTS101) having six 10-bit ADC for 
External Analog Sensor Input and SensorIB (MDA300) has ten 
12-bit ADC for External Analog Sensor Input [7]. Intel Motes 
have Integrated Wireless microcontroller module from Zeevo, 
Inc. that incorporates an ARM7TDMI core and a CMOS 
Bluetooth radio, a surface mount 2.4GHz antenna, various 
digital I/O options using stackable connectors and a multi-color 
status LED. The heart of the platform is the integrated 12MHz 
CPU, BT Radio, 64KB SRAM, 512KB FLASH module, USB 
client, GPIOs and power. The radio range is 30 meters with the 
built in antenna [8]. Crossbow and Intel motes use TinyOS as 
an Operating System Environment. TinyOs is a small open 
source, energy efficient software operating system developed 
by UC Berkeley and supports large-scale self-configuring 
sensor networks [9]. 
Currently available motes support fixed sensors and 
downloading the application software only through the special 
wired connection to the computer but not through the wireless 
means. Both these limitations virtually reduce the flexibility to 
a great extent as the mote has to be preloaded with all the 
programs needed for the mote operation or has to have a wired 
umbilical cord to the computer system all the time. There is 
also no flexibility to connect other sensors.  
 
3. Redefinition of the functionality of the mote 
 
The sensor network shown in figure 1 indicates dense 
deployment of sensor - motes (indicated by circles), fewer 
dedicated transceivers (indicated by triangles), and very few 
application systems (indicated by squares). The motes transmit 
the sensor data directly to the application systems as in the case 
of home networks, or from mote to mote in a multi-hop manner 
till the data reaches the application system in the case of small 
networks or from mote to mote and to a transceiver and then to 
the application system in very large networks. Transceivers do 
not sense but help in transmitting the data between the sensors 
and the application systems. Application systems or sinks 
consume the data for some objective, which might be 
forecasting, decision making, provide appropriate information 
to the users etc. The motes collect sensor data, process data to a 
desired extent, form message packets and communicate them 
to the application system by routing these packets through the 
motes and transceivers. Thus motes act as nodes that collect 
sensor data and routers. Thus sensor-mote must have the 
capability to find its network and must know to which node it 
must transmit the data packet either generated by it or received 
from another mote.  
                                
                     
Fig 1. Sensor network 
 
In principle the node could serve more than one application, as 
in the case of a temperature-sensing node serving local 
ecological measurements, and as a node for national weather 
forecasting, and as a node for detection fire in the locality for 
fire station.  See fig1 where each network is defined by an oval 
and a few nodes are common between the networks. The 
requirements of periodicity and the type of processing required 
at the node, and the protocol to be used to transmit the 
processed sensor data are different and the sensor node must 
act appropriately. Each network might have its own protocol 
and the common nodes must use the needed protocol while 
responding to the network. Besides all this the node must be 
capable of discovering the network or networks and 
applications it is serving.  
 
To support the above functionality, the typical SW features 
required in a mote are as under:   
 
• Mote receives information that defines its operations such 
as data acquisition, processing, transmission and the SW 
to run those operations from the application systems in the 
form of commands through its wireless receiver module. 
Mote processes these commands, extracts the control 
parameters that define its operations and store them in the 
control databases. 
• Acquire sensor data periodically by selecting the sequence 
and periodicity of the data based on the information in the 
control databases. This includes inhibiting any sensor or 
selecting any sensor. Further the periodicity might depend 
upon the time of the day. The parameters for which data is 
to be collected from the sensors, the sequence and the 
periodicity of such sensor data collection could be 
changed through appropriate commands issued to the mote   
• Mote could also acquire the sensor data on demand, when 
it receives such a command or acquire the data when an 
event takes place. This requires that the mote is able to 
identify the event, and this is done with the help of the 
event definition that is available in the control database of 
the mote.  
• Mote could process the data it obtained through sensors, 
depending upon the information in the control database. 
The local data processing is needed to reduce the 
transmission load, which in turn conserves the battery 
power and also the bandwidth available for transmission. 
The processing needs are generally communicated by the 
application system and vary considerably depending upon 
the network to which it is connected and its objectives. 
The processing needs are stored in the database. 
• Mote is aware of the network to which it is attached, 
aware of its own functionality as either as a mote or a 
cluster head and aware of the application that it is serving 
and route the messages appropriately.  
• Mote must conserve its energy and appropriately sends 
part of its circuits to sleep mode and awake them when 
required.  
• Synchronisation, location awareness; discovery of its 
neighbours, generating routing information are important 
requirements specially in the case of adhoc network 
situations. 
 
The above requirements show that the mote is context aware 
and the semantics of the context flow from the data obtained 
from the sensed values and also from the application to the 
mote [19] through the network. Further it is sensible to process 
the data closer to the source [19]. The SW required to cater to 
the above needs is varied and is extensive. The issue would be 
how to provide such a varied SW in the limited memory 
available. This is where loadable programs would make sense 
and which is partially facilitated by the knowledge that the 
receiving data is less energy intensive than transmitting data by 
an order. However when the network communicates semantics 
in a bi-directional manner, there should be a strong support of 
one or more Ontologies.      
 
4. Architecture of Mote 
 
Flexibility makes the mote a powerful ubiquitous device. 
Flexibility includes selecting the sensor, selecting the mode of 
acquiring the data from the sensor, switching of the modes 
depending upon environment semantics, supporting multiple 
protocols and selecting the protocols, controlling topology, and 
responding to topological changes, are some of the parameters 
for the flexibility. In the existing motes, the program 
modification needs the special ‘programmer interface board’ to 
be connected with PC, which means the programs cannot be 
loaded remotely. This has the implication that the mote has to 
be programmed before it is deployed in the field and the 
program cannot be modified later or the motes are not suitable 
for deployment at remote stations. Keeping this point in view, 
authors proposed an architecture that supports a good amount 
of flexibility in sensor node deployment, localization [10], time 
synchronization [11], ID assignment and calibration, node 
density control and cluster management [12]. Other challenges 
like routing [13], aggregation, compression, diffusion and 
query processing [14] could also be effectively addressed by 
the proposed architecture.  
 
Semantic dependency of mote functioning might be described 
as generation of application level context and translating it to 
low-level parameters and from which the functional and  
operational characteristics of each component are derived. For 
instance, security concerns would dictate the area of coverage, 
and the professional role of the user would dictate granularity.  
On the other hand sensors that collect data about phenomenon 
generate low-level context, and this could be translated to high-
level context through the utilization of semantics on fused 
information. A command to monitor the health of a person 
might decide what parameters are to be measured and at what 
frequencies, which in turn translates to certain sensing 
modalities at appropriate sensing frequency. Thus the semantic 
context flows in multiple directions [19].    
 
 
Thus the Mote needs to support the following functionalities: 
 
1. Multisensor Interface: Connect a number of sensors 
simultaneously and acquire data on parameters like 
temperature, humidity, pressure, wind velocity, 
acceleration etc. 
2. Multimodal data sensing: Sense data periodically, on 
event, and on request 
3. Process data: Process data locally as per the request, or 
process autonomously as per the perceived semantic needs 
4. Transmit and receive the needed information, selecting 
appropriate protocol 
5. Wirelessly transmission of processed Information 
6. Having Capability of wirelessly loading application 
program. 
7. Receive signals from others motes, and central systems  
8. Indicate the condition of failure through self check 
9. Dynamically and wirelessly able to modify protocols 
10. Transmit with different power levels 
11. Generate routing table, and synchronise with the 
neighbours 
12. Aware of the network to which it is attached, its own role 
in the network (cluster member or cluster head) and 
specify the protocols  
 
Logically the mote system is composed of three basic units - 
Sensing Unit, Processing Unit and Transceiver Unit. The 
architecture of the mote, which addresses the concerns raised 
in sections 3 and 4, is shown in figure 2. Sensors are attached 
to Sensor MUX using a pre-processing stage. The pre-
processing stage is a signal conditioner that would modify the 
signals to suit the signal mux characteristics.  The 
characteristics of the signal conditioner are changed through 
the control line coming from request processor.  The same 
control lines also are used to control signal MUX and signal 
conditioning section.  The signal conditioning section could 
include one or more A/D converters for digitisation of the 
signal. Digitised signal is stored in the memory. Using the 
signals stored in the memory, control parameter values, and 
reference values, the processor could launch different 
processing applications. When data is to be transmitted, the 
processor selects the appropriate protocol, the target network, 
and generates the packet and sends it to the modulator and then 
the signal is transmitted. The information on transmitter power 
is obtained from control parameter values so as to optimise the 
power consumed for transmission.  The reference values and 
control parameters are the databases that are referred to by the 
processor for all processing. These two decide which of the 
sensors are to be activated, what pre-processing or signal 
conditioning is required on the signals, what are the threshold 
values for certain events, interpretation of macro commands 
like monitor health, what should be the transmitted power to 
reach a network, which protocol is to be used for which 
network. These databases are updated by semantic information 
flowing from top level i.e., either network or application level, 
through the command processor. The mote receives requests, 
semantic information, commands from the network elements 
like other motes, cluster heads, transceivers, application servers 
etc through its receiver.  
 
The received information is demodulated and sent to the 
processor through a buffer memory (shown as a part of 
memory). The processor extracts the relevant command/ 
request/information and is passed on to the command 
processor. Command processor uses this information to 
generate and update the control parameter values and reference 
values. The power save control communicates with the 
processor and decides which of the circuits are ON, or partially 
ON, or OFF. Clock and Timers are not shown explicitly in the 
figure 2. 
 
 
Fig 2.  Mote Architecture 
 
5. Implementation features 
 
Based on the above architecture, the system is being designed. 
The general strategy is to build the system with off-the-shelf 
components, then integrate the system and test it. At this stage, 
real time OS, software, and databases would be designed and 
implemented on the discrete and off-the-shelf components 
based system. After testing the functionality, the system would 
be built round the FPGAs and the radio chip. The controller 
chosen is the high performance chip TMS470R1B1M 
 
The implementation block diagram of the physical system is 
shown in figure 3. 
 
 
 
 
 
 
 
 
 
 
                          
 
  Fig.3 Physical system 
 
The selection of the chips is based on the requirements stated 
above. Since larger amount of processing power and memory 
are required, the microcontroller of Texas TMS470R1B1M 
was selected. The key features of this microcontroller are [16]:  
16/32-Bit RISC Core; fully compliant With CAN Protocol, 
(ARM7TDMI) Version 2.0B; 60-MHz System Clock (Pipeline 
Mode); five Inter-integrated Circuit (I2C) Modules; 
Independent 16/32-Bit Instruction Set; Multi-Master and Slave 
Interfaces; Open Architecture With Third-Party Support; Up to 
400 Kbps (Fast Mode); Built-In Debug Module; 7- and 10-Bit 
Address Capability; 1M-Byte Program Flash; 12 
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Communication protocol and the chip are important modules 
with influence on power consumption and are best selected 
from the existing off-the-shelf systems. The radio transceiver 
chip CC2430 supporting the Zigbee standard is a strong 
contender and is selected for the reasons - The ZigBee protocol 
is a worldwide open standard providing low power wireless 
connectivity for a wide range of applications that perform 
monitoring or control function. For this purpose ZigBee 
CC2430 RF transceiver chip [17] is used. ZigBee enhances the 
functionality of IEEE 802.15.4 by providing flexible, 
extendable network topologies. ZigBee includes measures to 
avoid interference between radio communications such as its 
ability to automatically select the best frequency channel at 
initialisation. For communication reliability and security, 
ZigBee uses QPSK coding, for avoiding collisions CSMA-CA 
protocol is used. The chip uses: High performance, and low 
power 8051 microcontroller core; 2.4 GHz IEEE 802.15.4 
compliant RF transceiver with industry leading CC2420 radio 
core that has excellent receiver sensitivity and robustness to 
interferences, has 32, 64 or 128 KB in-system programmable 
flash; 8 KB SRAM, 4 KB with data retention in all power 
modes; Powerful DMA functionality; very few external 
components; only a single crystal needed for mesh network 
systems; low current consumption (RX: 27mA, TX: 25mA, 
with microcontroller running at 32 MHz; only 0.9μA current 
consumption in power-down mode, where external interrupts 
or the Real Time Control(RTC) can wake up the system; less 
than 0.6μA current consumption in standby mode, where 
external interrupts can wake up the system[12]. The main 
drawback of the system is high current drain during the 
receiving mode. This problem is yet to be addressed. 
 
5.1 Memory requirements 
 
The system is dependent upon two types of storages for it’s 
functioning. The first is the data storage that is needed to hold 
the data till it is processed and transmitted. In cases where data 
is transmitted in its raw form, the memory needed tends to be 
small, a few tens of bytes to hundreds of Bytes. However by 
adding the feature of processing the data at the source, the data 
storage needs increase considerably to few KBs to 10s of KBs. 
This is in addition to the memory needed to store the programs 
and execute them. For reasons discussed earlier some programs 
are downloaded wirelessly while others are preloaded. The 
program memory tends to be of the order of a few hundred KB. 
We require scratch pad memory to execute the programs, 
which may be in the order of 20 – 50 KB. The second is the 
storage that is needed to store reference and control parameter 
values. These values are stored as look up table and needs a 
maximum of 10 KB. The OS needs to be optimised with the 
required functionalities to a few hundred KB and one of the 
components is a loader to load the programs. Thus the 
processor that addresses about 1 MB is selected.   
 
The Software process flow architecture is shown below: 
 
 
Fig.4 Software process flow Architecture 
 
5.2 Ontology: 
 
Since communication has to take place between different 
elements of the mote system and between elements of different 
networks, and the communication has to be energy efficient, 
the approach suggested is that each network could use its own 
ontology and a common ontology at middleware level. The 
Ontology is being defined.  
 
5.3   Updating programs and SW 
 
If the sensor nodes build program code image incrementally 
using the previous code image, then it would reduce the overall 
programming time [18]. The idea is to achieve fast code 
delivery by transmitting the difference between the two 
versions. To generate the program difference, the host program 
compares each fixed sized block of the new program image 
with the corresponding block of the previous image. We set the 
block size as the page size of the external flash memory. The 
host program sends the difference as messages while it 
compares the two program versions. If the two corresponding 
blocks match, the host program sends a CMD_COPY_BLOCK 
message. The message makes the network-programming 
module in the sensor node copy the block of the previous 
image to the current image. When the two blocks don't match, 
the host program falls back to the normal download; it sends a 
number of CMD_DOWNLOADING messages for the SREC 
records of the block. The idea is that we can reduce the number 
of message transmission by sending a CMD_COPY_BLOCK 
message instead of multiple CMD_DOWNLOADING 
messages when most of the blocks are the same between the 
two program images. 
 
5.4  Work progress 
 
The HW architecture has been defined, and the SW process 
flow architecture has been completed. Some of the HW and 
SW modules are under design. We are in the phase of 
analysing the communications to build up ontology.  
Localisation strategy is not yet satisfactorily addressed. We are 
also working on using a two level power-supply in order to 
optimise power consumption. 
 
6.  Conclusion 
 
The mote suggested here has much better functionality, and 
computational power than the others that are existing when the 
flexibility in the use of sensors, use of semantic information, 
and richness in terms of processing at the source are 
considered. The above-discussed design satisfies many 
constraints on the size, power consumption and flexibility.  
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