We have previously developed the Cognitive Robotic System, or CRS, to use the Soar cognitive architecture for the control of unmanned vehicles. The system was able to demonstrate the applicability of Soar for unmanned vehicles by controlling a ground vehicle to navigate to a target location using GPS in the presence of obstacles, including a cul-de-sac. However, only fairly basic information about the environment was available to Soar during this mission. The Soar cognitive architecture will be most interesting for the control of mobile robots when it is coupled to perception systems that are capable of extracting high level information from the environment which Soar can use in its reasoning. Therefore, recent work on the CRS has focused on the development of perceptual systems capable of generating relevant information from the environment for use by Soar agents in the CRS. This paper describes the integration of a system for generating occupancy grid maps in the CRS. The occupancy grid algorithm and a simulation environment used to develop and test the algorithm are described. Occupancy grids of common intersection types generated using the CRS and results from a system that uses fuzzy logic to detect common intersections from occupancy grids are shown.
I. Introduction
The Cognitive Robotic System (CRS) has been previously developed to use the Soar cognitive architecture for the control of unmanned vehicles. The development of this system and its application to the unmanned vehicle problem of navigation to a goal location while avoiding obstacles has been described earlier.
1 This section will discuss the applicability of Soar for unmanned vehicles and the motivation for including a mapping capability into the Cognitive Robotic System for use with Soar.
A. Soar for control of unmanned vehicles
The importance of the characteristics of autonomy and intelligence for unmanned vehicles has been illustrated by programs such as the DARPA Grand Challenges, the DARPA Learning Applied to Ground Vehicles (LAGR) program, and NASA's Mars Exploration Rovers. Computational psychology tools, which describe cognition using computer algorithms and programs, and cognitive architectures in particular have become more popular for the control of unmanned vehicles.
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The Soar cognitive architecture 8 has been shown to be well-suited for high-level robot activities such as reasoning. Jones et al. have used the Soar architecture to autonomously fly U.S. military fixed-wing aircraft during missions in a simulated environment for the TacAir-Soar project. 9 The agents in TacAir-Soar used 5200 production rules, 450 total operators, and 130 abstract operators to demonstrate autonomous and intelligent behavior in a complex, albeit simulated, environment with real-time constraints. The ability of the Soar architecture to handle large agents is important for intelligent autonomous behavior in complex environments. Soar uses the Rete algorithm, which is efficient for large numbers of working memory elements, to determine which of the agent's production rules have their conditions for firing matched based on the current contents of working memory.
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The use of the Soar cognitive architecture to control unmanned vehicles has several benefits. Soar has been shown to be scalable to thousands of rules, allowing sophisticated Soar agents that use detailed knowledge in the forms of rules or sensor information to be developed. Cognitive architectures are good for general decision making, so a Soar agent can be flexible enough to apply to different mobile robot missions. A Soar agent could also be capable of considering multiple approaches to the same problem and deciding which algorithm would be most effective for the agent's current situation. The agent could switch approaches if the current one is ineffective, leading to the potential for robust behavior.
However, Soar is not well-suited to perform a large amount of numerical calculations, perform low level control of motors, process large amounts of low level information from sensors, or solve optimization problems. Combining Soar with other software systems (including systems such as neural networks, 11 robot control algorithms, 12 state estimation techniques, 13 and object recognition methods such as the Scale Invariant Feature Transform (SIFT) 14 that complement the strengths of Soar could increase the usefulness of Soar for the control of unmanned vehicles. The Soar Markup Language (SML) has been developed to allow simplified interaction of a Soar agent with external environments through sensors and motors. 15 Also, since SML can be used with popular programming languages such as Java and C++, integration with other software systems is possible.
A robotic system, the Cognitive Robotic System, has been developed to use the Soar cognitive architecture for the control of unmanned vehicles and was implemented on two types of mobile robots.
1 This multithreaded software system was written using Java and integrated the Soar cognitive architecture with sensors, motors, and other software systems. A Soar agent was developed to test the CRS on a practical mission of navigation to a goal location while avoiding obstacles. The agent was able to successfully navigate a culde-sac type obstacle without the use of a map by using different types of approaches to avoiding obstacles of varying complexity. This paper showed that adding more knowledge to a Soar agent in the form of Soar rules and providing it with more information from sensors can lead to a more capable Soar agent.
Long and Kelley 16 discussed the possibility of conscious (or self-aware) robots. They described components that would be useful for an architecture for a possibly conscious robot: Soar could be used as part of such an intelligent system.
Although the research described in this previous paper 1 demonstrated the usefulness of Soar for intelligent robots on a practical mission, the Soar agent could perform this mission with minimal high level (symbolic) perceptual information about the environment. Incorporating improved perceptual systems (e.g. computer vision object recognition algorithms) or traditional robot capabilities such as map building that could be used to find meaningful symbols from the environment that the Soar agent can reason about could substantially increase the capabilities of the CRS and its Soar agents. The CRS has been developed with the intention of integrating additional software systems within the CRS. The goal of the research described in this paper is to incorporate a mapping capability into the CRS.
B. Maps for use in the CRS
An important problem for mobile robotics is conducting a search within an unmapped building for specific objects. Perhaps the most studied application of this problem is the use of robots for search and rescue missions. The RoboCup (www.robocup.org) is well known for its soccer competitions, but it also has competitions in the domain of urban search and rescue. The RoboCupRescue competition has divisions for both physical and simulated robots. The simulated division emphasizes advanced robotic capabilities such as formulating plans for multiple heterogeneous agents, learning, and completing the mission autonomously, but the physical robots are evaluated on more low level tasks such as map building, identifying simulated victims, and the effectiveness of their human-computer interfaces. 17 The robots compete in three arenas, with each level of arena simulating an increasing level of structural disruption. 18 Teleoperated robots are more common as autonomous robots are allowed to compete only in the least challenging arena. Recently, papers describing more advanced robotic algorithms being applied to search and rescue applications have been written. These papers have included both architecture development for performing search and rescue missions with an attention mechanism to focus the robot's exploration behavior 18 and using an advanced image matching technique to recognize standard hazardous material signs.
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Important capabilities for successful robots for the problem of search within an unknown building environment include the ability to create a map of the environment, ideally with symbolic information that could easily be shared with humans such as first responders, 17 and the ability to identify objects of interest and report where they are located within the environment. This problem is a useful challenge to consider for extending the capabilities of the CRS, since these capabilities align well with the possible extensions to the CRS mentioned at the end of Section I.A.
Background
Building a map is a fundamental way in which a mobile robot can interact with and learn about its environment. A robot builds a map by using its perceptual capabilities, such as vision, audio, touch, and range finding, to create a model of its environment. The problem of creating useful representations with noisy sensor data can be very challenging; mapping has been studied in depth. Localization, or the knowledge of where a robot is located with respect to some reference, is important for mapping applications. 20 Often a robot will not know its location or a map of its environment: the problem of creating a map while localizing a robot with respect to that map at the same time is called Simultaneous Localization and Mapping (SLAM). Thrun 21 has called SLAM one of the "key enabling technologies of mobile robot navigation" and said that this "problem is generally regarded as one of the most important problems in the pursuit of building truly autonomous robots." Two types of representations have been widely used in robot mapping: metric and topological. There has also been interest in combining these representations in hybrid metric/topological maps.
Metric Metric maps are quantitative and rely on measurements to locate objects in their environment (for example, an obstacle is located at an (x,y) location) and describe the relationships between objects with physical quantities such as distance and direction. A popular form of metric maps is the occupancy grid. 22 In this approach, the environment to be mapped is discretized into a grid and each cell in the grid contains information about the probability that it contains an obstacle. Occupancy grids work well for environments with arbitrary, dense obstacles (for example, office environments). However, sharing maps between heterogeneous robots can be difficult, since what one robot considers an obstacle may not be an obstacle to a different robot.
Metric maps encode detailed metric information and are a good match to popular robot sensors: laser and sonar range finders are good at detecting whether space is open or occupied by obstacles. A weakness of using metric representations is that they rely on accurate localization of the robot. This can be difficult in environments where the robot's position is not directly observable (no absolute positioning system such as GPS or absolute landmarks). In environments where the accuracy of the robot's localization decreases with time (most indoor settings, for instance), the accuracy of the metric representation degrades for long time frames or large areas. However, there are approaches to maintain good accuracy of localization in the absence of absolute position information. Additionally, there are large memory and processing requirements needed for metric representations in large-scale environments.
Topological Topological maps are qualitative and generally describe how objects in the environment are connected to each other. Typically, topological maps consist of nodes (landmarks, for examples) that are connected by arcs. Topological representations are considered to be good for large-scale environments because of their compact representations. In Thrun, 23 an occupancy grid with 27,000 occupied cells was transformed into a topological graph of 67 nodes. Two challenging aspects of constructing topological maps for robots are the identification of important landmarks that are suitable to be used as nodes and the correspondence problem of whether landmarks that appear similar correspond to the same or different nodes in the map. Tomatis 24 stated that "the perception required by a topological approach has to permit the distinction between places." This requirement describes one reason why metric maps have been more common in robotics than topological maps. The most popular types of robot sensors, laser and sonar range finders are good at identifying whether space is open or not, but have difficulty distinguishing between places. However, if the places represented by nodes in the graph can be distinguished from each other, sharing information between robots or between robots and humans may be easier with topological maps than metric maps.
Hybrid Hybrid metric-topological maps have also been used in an attempt to combine the strengths of the two representations. For example, Tomatis 24 developed a methodology to build a global topological map for an office environment. The topological map was used to connect local metric maps of individual rooms. A robot with a laser range finder was used to identify corners and openings (such as intersections or doorways) that could be used as both landmarks in the topological maps and reference points for the metric maps.
Occupancy grids in the CRS
Initially, the focus of adding a mapping capability to the CRS will be the generation of occupancy grids. Occupancy grids will be useful for the mission of search within an unmapped building as this representation is well suited for the types of obstacles encountered in building environments and can be used to report the locations of objects of interest. In addition to its importance for the successful completion of the search mission, the generation of occupancy grids for the CRS will demonstrate the integration of a traditional robotic algorithm into the CRS. The occupancy grid could be used within the CRS for things such as obstacle avoidance, 25 grid-based path planners, or exploring the use of spatial reasoning capabilities of a Soar agent to reason about maps. Additionally, other researchers have been able to extract symbolic information from occupancy grids. 26, 27 This capability would be very interesting for the CRS as it could provide symbolic information about the environment for Soar agents to use in reasoning.
The rest of this paper discusses the integration of occupancy grids in the CRS. Section II gives an overview of the algorithm that is used to create the occupancy grids and Section III describes a simulation that was used to develop and test our implementation of that algorithm. Section IV discusses the hardware and software that was used to generate occupancy grids and detect intersections in the CRS and results for common types of intersections are shown.
II. Occupancy grid algorithm
The problem of creating occupancy grids has been well studied, so not all the details are included here. A more detailed derivation is available in chapters four and nine of Probabilistic Robotics by Thrun, Burgard, and Fox. 28 The goal of a mapping algorithm is to estimate the probability, or likelihood, of a map, m, given the measurements for times 1 through t, z 1:t , and robot states for times 1 through t, x 1:t :
The occupancy grid approach divides the environment into cells:
The probability that the i th grid cell is occupied (i. e. the probability that the grid cell has a value of 1) is denoted by: p(m i = 1) (or equivalently, p(m i )). Generally, occupancy grid algorithms assume that the probability of each grid cell m i being occupied can be considered independently and that the map is static. With these assumptions, the map can be calculated by calculating the probability that each grid cell m i is occupied, given the measurements for times 1 through t, z 1:t , and robot states for times 1 through t, x 1:t :
For computational reasons, the log odds ratio of Eq. (3) is often used for implementations of occupancy grids. The odds ratio is defined as:
Then, taking the log of both sides of Eq. (4) results in:
Several sources have shown how Eq. (5) can be used to calculate l t,i , the log odds ratio of cell i at time t:
The term p(m i |z t , x t ) in Eq. (6) is the inverse sensor model, which calculates the probability that a grid cell i is occupied given the current (at time t) measurements and robot state.
If nothing is known about the map of the environment at t = 0, as will be the case in our mission, p(m i ) = 0.5 and the last term in Eq. (6) will be equal to zero. Also, noting that:
where l t−1,i is the the log odds ratio of cell i at time t − 1, Eq. (6) can be simplified to:
The probability that a cell i is occupied can be calculated from the log odds ratio for that cell:
III. Simulation for algorithm testing A simulation has been developed for Matlab to test the implementation of the occupancy grid algorithm. This section describes the robot, environment, sensor, and inverse sensor models that have been developed for the simulation and shows an example occupancy grid generated using the simulation.
A. Robot model
The robot for the simulation is a non-holonomic ground vehicle, similar to the SuperDroid, our mobile robot platform that will be described in Section IV.A. The vehicle state, x, consists of the robot's x and y positions x p and y p , its orientation θ, and its speed v:
The dynamics of the simulated robot are given bẏ
where f is the set of nonlinear equations that describe the motion of the robot and u are the control inputs (u 1 and u 2 defined in Eqs. (14) and (15) . The robot state at time k + 1 is given by:
The robot's measurement vector, z, includes information from simulated encoders (change in orientation, ∆θ, and speed, v, and ranges from the simulated sonar sensors, z i , where i refers to the i th sonar sensor, and can be written as:
where N is the number of sonar sensors used by the robot. We will initially assume the measurements from encoders, ∆θ and v, are exact (free of noise) to test the occupancy grid algorithm. The measurements from the sonar sensors are governed by the model described below in Section B.
B. Simulation environment and sensor models
The simulation will use a model similar to the arenas developed by the National Institute of Standards and Technology (http://robotarenas.nist.gov/) for the RoboCupRescue competition. In Matlab, the environment is considered to be a two-dimensional plane and is represented by a two-dimensional matrix. Free space in the environment is represented by 0's in this 2-D matrix and obstacles are represented as 1's. A model of the environment is shown in Fig. 2a. A model of a sonar distance sensor was created to sense the distance to obstacles in the simulation environment. The sonar sensor models were created to represent the sonar sensors used in the CRS (described in section IV.A). The following parameters used for the simulated sonar model were chosen to correspond to the parameters of the physical sonar sensors:
• Angle of perceptual field of view = 50 degrees
• Minimum sensor range = 0.03 meters
• Maximum sensor range = 4 meters
• Standard deviation of measurements, σ, = 0.01 meters The distances measured by the sonar sensors are assumed to be corrupted by Gaussian noise. Each measurement from the simulated sonar sensor is selected from a Gaussian distribution with a mean corresponding to the correct measurement and standard deviation σ.
C. Inverse Sensor Model
The last item to define for the simulation is the inverse sensor model in its log odds form: log
from Eq. (8). Thrun, Burgard, and Fox 28 give an overview of a simple inverse sensor model for range finders that we have implemented for the sonar sensor in the simulation. This simple model increases the probability that the grid cells within the sensor beam that have ranges approximately equal to the measured range are occupied. The model decreases the probability that the grid cells within the sensor beam that have ranges less than the measured range are occupied. For cells which are outside the sensor beam or with ranges greater than the measured range, the model returns the same probability as before the measurement.
The inverse sensor model used for the sonar sensors is described below and calculated for each occupancy grid cell m i within the perceptual field of the sonar sensor, which is approximated by a fifty degree wide cone.
• First, r i , the distance between the current cell m i and the sensor is calculated.
• If the distance r i is less than the current sensor measurement, z i , then the current cell m i is likely to be unoccupied, and the inverse sensor model returns a value l f ree that will decrease the probability that the cell m i is occupied.
• If the distance r i is greater than or equal to the current sensor measurement, z i , and the difference between r i and z i is less than the expected obstacle thickness t, the current cell is likely to be occupied by an obstacle and the inverse sensor model returns a value l occ that will increase the probability that the cell m i is occupied.
• If the distance r i is greater than or equal to the current sensor measurement, z i , and the difference between r i and z i is greater than the expected obstacle thickness t, the current sensor reading does not give any new information about the contents of the current cell and the inverse sensor model returns a value l 0 that will not change the probability that the cell m i is occupied. Fig. 1 shows an example result of the inverse sensor model, demonstrating the shape of the sonar sensor's perceptual field. More sophisticated inverse sensor models are available: for example, some models use statistical distributions to weigh cells in the middle of the sensor's perceptual field more than cells at the edge of the perceptual field. A more complex inverse sensor model could be implemented if the performance of this simple sensor model is inadequate.
D. Simulation Results
The occupancy grid algorithm was tested by having the simulated robot move through the simulated maze environment and generate an occupancy grid. Three sonar sensors were used to sense obstacles in the maze: one facing straight ahead, one facing to the robot's right (90 degrees to the right of straight ahead), and the third facing to the robot's left (90 degrees to the left of straight ahead). The simulated robot was given a series of waypoints, which were used to generate a path through the maze. Fig. 2a shows the simulated Figure 1 : Example result of inverse sensor model for simulated sonar sensor. The sonar sensor is located at the bottom point of the light cone. The lighter region represents cells whose probability of being occupied have been decreased. The darker band at the top of the cone represents cells whose probability of being occupied have been increased. The gray regions outside the cone represent cells whose probabilities of being occupied were unchanged for the given sensor reading.
robot's path through the maze and Fig. 2b shows the occupancy grid that was generated as the robot moved through the maze. In most areas of the maze, especially where the robot was able to travel in a straight path (for example from (x=400, y=400) to (x=400, y=900)), the occupancy grid algorithm was able to localize walls well. However, the occupancy grid also displays some of the challenges in using only sonar sensors: for example, the sensors can have difficulty sensing through small gaps in the maze walls. Also, the perceptual field of the three sonar sensors did not completely cover the area around the robot: in areas of the maze where the robot had to turn quickly, there are some regions of free space that do not have as high probability of being free (they are not as white in the occupancy grid) as other regions of free space. This issue could be improved by having the robot turn more slowly or by adding more sensors to increase the area that the robot could perceive. Additionally, the map does not contain any information about the upper right part of maze, as the robot's path did not allow the sensors to measure any information about that area of the maze. Several frontier regions, areas at the boundary between free and unexplored space, can be seen in the upper right part of the maze. The simulation was useful for testing the occupancy grid algorithm, allowing the effects of using different sensor configurations and speeds at which the robot moved through the maze to be easily tested without complications from motor and encoder noise often associated with robot hardware.
IV. Implementation of occupancy grids on the SuperDroid
The occupancy grid algorithm has also been implemented within the Cognitive Robotic System on the SuperDroid (Fig. 3) . The details of the hardware and software components used in the CRS will be described in this section.
A. Hardware
The hardware used on the SuperDroid is shown in Fig. 4 and includes two BrainStem microcontrollers, an onboard laptop, a motor controller board, and several sensors.
The BrainStem modules are used to communicate with several sensors, the motor driver board, and the onboard PC. Each BrainStem module is a small (2.5" by 2.5") microcontroller board that has a 40 MHz RISC processor (PIC 18C252 microcontroller) with multiple input/output capabilities, including servo motor outputs, analog inputs, digital input/output pins, a serial port, and I2C ports and is capable of running up to four Tiny Embedded Application (TEA, a subset of the C programming language) programs concurrently.
The BrainStem modules are designed to make use of multiple modules simple. Only one BrainStem module was used previously in the CRS, but to accommodate the digital input/output requirements of the quadrature wheel encoders, a second BrainStem module was added to the CRS. The Java program on the PC can communicate with the second BrainStem in the same manner as the first BrainStem, except that it sends messages to and receives messages from a different module address. The first BrainStem module sends information from three sonar distance sensors and two infrared distance sensors to the onboard PC and acts as a router for messages between the second BrainStem module and the onboard PC. The second BrainStem module senses wheel rotation by monitoring the wheel encoders and uses the information in two ways. First, the encoder information is sent to the onboard PC so that it can be used to estimate the robot's state. Second, it is used, along with the desired motor speeds (sent from the onboard PC), by a motor control program on the second BrainStem module to calculate the motor input needed to achieve the desired speed of the SuperDroid. The addition of the wheel encoders and second BrainStem module allows the Java program on the PC to command the robot to either move with a desired velocity and angular velocity or to complete a translation and rotation.
A Lenovo ThinkPad laptop with an Intel Core2 Duo 2.0 GHz processor and 2 GB of RAM running Windows XP communicates with the webcams and the two BrainStem modules.
The MD22 Motor Controller from Devantech (www.robot-electronics.co.uk) receives a steer command and a throttle command from the servo motor outputs on the second BrainStem module and converts these signals into voltages to control the SuperDroid's motors.
The sensors shown in Figure 4 are described below:
• Incremental quadrature wheel encoders, the Nubotics WheelWatchers (www.nubotics.com), have been installed on the two front wheels of the SuperDroid. Each encoder sends two signals to digital input/output pins on the second BrainStem module. Previously, the SuperDroid had relied on GPS for estimates of its position. The addition of wheel encoders allows the SuperDroid to obtain estimates of its position in environments where GPS does not work (such as indoor environments) and also provides the potential to estimate the position of the SuperDroid in environments where GPS does work by combining information from both GPS and odometry.
• Three sonar sensors, Devantech SRF05 Ultrasonic Rangers (www.robot-electronics.co.uk), can measure the distance to the closest object in its beam pattern with a range of 3 cm to 4 m and send that distance to the BrainStem using the digital I/O pins. These sonar sensor can detect obstacles in about a fifty degree wide cone shaped field of view. One sonar sensor was placed at the front of the robot facing straight ahead. The other two sensors were placed on each side of the robot and face to the robot's sides.
• Two infrared distance sensors (model number GP2Y0A02YK0F) from Sharp were placed on each side of the SuperDroid. These sensors send an analog voltage proportional to the measured distance to the closest obstacle within the sensor's range of 20-150 cm to the BrainStem module's analog input pins. These infrared sensors detect obstacles in a very narrow (about 8 cm wide) rectangular area.
• Two webcams (the Logitech QuickCam Communicate Deluxe, www.logitech.com) have been installed on the SuperDroid. These webcams have 1.3-megapixel sensors and are capable of sending video up to 1280 pixels by 1024 pixels to the PC using USB ports. The cameras have not been used in the current occupancy grid algorithm, but will be in the future.
B. Software for occupancy grid algorithm in the CRS
The occupancy grid algorithm described in section II and tested in simulation was implemented within the CRS using Java. Three sonar and two infrared distance sensors were used to detect obstacles in the SuperDroid's environment and the wheel encoders were used for the odometry calculations that were used to estimate the SuperDroid's position and orientation. A Soar agent with rules about how to navigate in indoor environments (for example, by following walls or following the center of a hallway) was used to command the SuperDroid to move while the CRS collected information needed to build an occupancy grid. While the SuperDroid moves through its environment, cells in the occupancy grid that are within the field of view of the sonar and infrared sensors are updated using Eq. (8), the inverse sensor models for the sonar and infrared sensors, and the SuperDroid's current state estimate.
The inverse sensor models for the sonar and infrared sensors are similar to the model described in section III.C. Figure 5 shows example results from the inverse sensor models for the two sensors. These illustrate the complementary features of the sensors. The sonar sensors are good for sensing free space, but can not tell where the closest obstacle it senses is located within its wide perceptual field. The infrared sensors have a much narrower perceptual field and are useful for sensing openings, such as doors, that can be more narrow than the sonar sensor's perceptual field. The results of the inverse sensor models (log p(mi|zt,xt) 1−p(mi|zt,xt) from Eq. (8)) for the three sonar and two infrared sensors are combined into a single occupancy grid. By using different values of the parameters l f ree and l occ (described in section II.C), the measurements from the sonar and infrared sensors can be weighted differently. This also allows different measurements from the infrared sensors to be weighted differently: when an infrared sensor returns a measurement equal to its maximum sensor range, this measurement is weighted heavily because it is possible that the measurement represents information that a sonar sensor is not capable of measuring. For example, while a sonar sensor facing a door may return a measurement of the distance to one side of the door because its perceptual field is wider than the door opening, an infrared sensor facing the same door would likely return a measurement equal to its maximum sensor range since its perceptual field is narrower than the door opening. However, if an infrared measurement senses an obstacle at a distance less than its maximum range, this measurement is weighted less heavily than measurements from a sonar sensor because this measurement is likely to be duplicating information from a sonar sensor and infrared measurements have higher standard deviations than sonar measurements.
C. Software for detecting intersections from occupancy grids
Once occupancy grid maps are generated in the CRS, we are interested in using them to detect common types of intersections. Information about the presence of intersections will be useful for generating symbolic information about the environment to be used by Soar agents and could be used to generate topological representations of the environment. Previous work has used a laser rangefinder and logic rules to allow a mobile robot to detect intersections in its environment. 6 Common types of intersections found in indoor environments are shown and labeled in Fig. 6 . For example, a T intersection with its top to the right as shown in Fig. 6a , is labeled as Tr.
A fuzzy logic algorithm has been developed that considers information from an occupancy grid and attempts to detect the nine types of intersections from Fig. 6 . A virtual rangefinder was developed that uses an occupancy grid as a virtual sensor (similar to Martínez Mozos and Burgard 27 ). The virtual rangefinder divides the 180 degrees in front of the rangefinder's position on the occupancy grid into 60 arc regions. Within each of the 60 arc regions, the closest cell that contains an obstacle is located and the distance from the simulated rangefinder to this closest cell is calculated. This process results in 60 ranges, each of which is the distance to the closest obstacle in each arc region. The 60 ranges from the virtual rangefinder are used to calculate an average range in three areas: straight ahead of and to the left and right of the rangefinder's position on the occupancy grid.
The three average ranges are input into a fuzzy logic system that detects the presence of the intersections types shown in Fig. 6 . Several membership functions are defined that generate confidence values about the presence of a wall in front of and to the left and right of the rangefinder and classify the degree to which the average ranges to the left and right of the rangefinder are small or large. Various combinations of these fuzzy variables are input into fuzzy set functions to determine the confidence values that a particular type of intersection is present. For example, the confidence value for a dead end intersection (labeled as D in Fig.  6e ) is calculated by performing a fuzzy AND on the fuzzy variables that contain the confidence values of 
D. Results
To demonstrate the importance of using both sonar and infrared distance sensors to generate our occupancy grids, occupancy grids were created while the SuperDroid navigated down a hallway with an open narrow door to the right. The SuperDroid was in the middle of the hallway with its right sonar and infrared sensors approximately 70 cm from the right wall and open door. Figure 7a shows the occupancy grid generated using only the three sonar sensors on the SuperDroid. The black vertical regions represent the walls of the hallway. The slight bump to the right on the right wall is at the location of the open door. Figure 7b shows the occupancy grid generated using the three sonar sensors and the two infrared sensors on the SuperDroid. In this occupancy grid, the infrared distance sensor on the right of the SuperDroid was able to sense the free space associated with the door and the open door in the right wall is clearly seen. It is also possible to see the effects of noisy infrared distance measurements near the left wall of Fig. 7b . Figure 8 shows occupancy grids generated of the nine common intersection types (from Fig. 6 ) using both sonar and infrared sensors. The occupancy grids generated by the CRS are able to capture key features of the intersections.
The fuzzy logic algorithm for intersection detection was used for each of the nine occupancy grids shown in Fig. 8 . A virtual rangefinder was placed in the center of each intersection, facing towards the top of each occupancy grid. The results of intersection detection for each occupancy grid are given in Table 1 . Each row of Table 1 shows an occupancy grid and the confidence value that each type of intersection is present in that occupancy grid. Even in the presence of noisy occupancy grids, the fuzzy logic algorithm is able to assign the correct type of intersection the highest confidence value for each occupancy grid.
There is some evidence of odometry errors in the occupancy grids shown in Fig. 8 and these errors will be more evident as we generate occupancy grids of larger areas. Despite the presence of some error associated with odometry, the occupancy grids were accurate enough for the fuzzy logic intersection detection algorithm to successfully detect the correct intersection types. Map algorithms that take into account uncertainty in robot position (for example, FastSLAM 29 or the continuous localization approach by Schultz, Adams, and Yamauchi 30 ) or use additional sensors such as gyroscopes could be used to correct for drift. Alternatively, the creation of topological maps using the intersection detection capabilities described above could be used to connect local metric maps, minimizing the accumulation of odometry errors.
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To generate the results shown in Table 1 , the intersection detection was performed after the occupancy grid was generated. However, it will be more useful to be able to detect intersections as the SuperDroid is generating the occupancy grid. The presence and location of walls in front of the robot is an important cue for intersection detection, but this information is most accurate after the robot is able to sense these walls with sonar and infrared sensors located at its sides. To detect intersections using occupancy grids as they are generated with the current sensor configuration, it may be most useful to perform intersection detection with a virtual rangefinder that has a position behind the robot to take advantage of an occupancy grid that has integrated information from all of the robot's sensors. Also, additional sensors such as a laser rangefinder or stereo cameras could be used along with the current sonar and infrared sensors to generate occupancy grids that can more accurately localize obstacles in front of the robot.
V. Summary
This paper has described the initial integration of occupancy grids in the Cognitive Robotic System. A simulation used to help develop and test the occupancy grid algorithm and the hardware components used to develop occupancy grids in the CRS were described. Occupancy grids were generated for several common types of intersections and a system that is able to detect these types of common intersections using occupancy grids and fuzzy logic has been developed and tested. In the future, the incorporation of stereo vision data into the occupancy grid algorithm to complement information available from sonar and infrared distance sensors has the potential to enhance the quality of the occupancy grids.
The map generating and intersection detection capabilities described in this paper should be useful for applying the CRS to the mission of search within an unmapped building for specific objects. The ability to detect common types of intersections will permit the generation of symbolic information and topological representations of the environment. This symbolic and topological information will allow Soar agents to interact with and reason about their environment in more interesting and useful ways. Additionally, the generation of both metric (occupancy grids) and topological (intersection types) map information could be used to create hybrid representations of the robot's environment that leverage the strengths of each representation.
