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A new class of function spaces, denoted by Ba, was introduced and 
studied in great detail by Ding and Luo in [ 11. As pointed out by them, 
this class of spaces is a very natural generalization of the classical L, spaces 
and includes some important Orlicz spaces, Orlicz-Sobolev spaces, etc. 
This class of spaces has been effectively applied to obtain prior estimates 
for linear partial differential equations [l], to the calculus of variations 
with strong nonlinearity [2] and to obtain error estimates for finite dif- 
ference methods [3]. The aim of this paper is to initiate the investigation of 
the Hilbert transform in Ba spaces. 
Let B = { B1 ,..., B,,...) be a sequence of normed linear function spaces 
and a= {al ,..., a, ,... } a sequence of nonnegative numbers. Let 4(z)= 
C,“=, a,zm be an integral function. ForfE n,“=, B,, form the power series 
Z(J; Z) = f a,zm llfll12;,, 
m=1 
where llfll Bm is the B,-norm ofJ: Let R, denote the radius of convergence 
of Z(f, Z) and Ba the following set of functions: 
Ba= {f: fE fi B,, R,->O}. 
m=l 
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It is easy to see that the set Ba, with the usual addition and scalar mul- 
tiplication, becomes a normed linear function space when the norm of any 
element f is defined by 
Furthermore, we have (see [ 11) 
PROPOSITION. Zf each B, is a Banach function space, and any fundamen- 
tal sequence of B, contains a p.p, convergent subsequence, then Ba is also a 
Banach space. 
Throughout this paper, we shall restrict ourselves to the case in which 
B, = LP,( - co, co), where pm > 1, and LP,( - co, co) denotes the space of 
Lebesgue pm-integrable functions. Following the notational convention in 
[l], we write (LPm, a,) for such a Ba space. Note that if L,m = L,, 
m = 1, 2,..., and a, = 0, then the space ( LPm, a,) is an Orlicz space. 
However, this is not true in general. For brevity, we shall simply write 11 f (I 
for Ilf IIBn and L,,,, for LJ - co, co) whenever it will not lead to confusion. 
Now let us consider the operator f = Hf defined by the Cauchy principle 
value integral 
This operator is known as the Hilbert transform. It is well known that y(x) 
exists for almost all x if f E L,, 1 < p < +co, and that the operator H is 
bounded in L,, 1 < p < +co. A natural question to ask is: Is the operator 
H bounded in (L,_, a,)? It turns out that this is not true in general. In fact, 
we have 
THEOREM 1. The Hilbert transform H is bounded in (LPm, a,,,) if and only 
if there exist constants a, /I with 1 < a < /? < +CO such that 
aGpp,GB, m = 1, 2,... . (3) 
Proof. Suppose first that (3) holds. Then by Theorem 2 of [4], for 
p > 1 and for all f in L,, we have 
IlHf II Lp G A, Ilf II L,,, (4) 
where 
A, = i {: y(l’J’-* sinh - ‘y dy. 
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sinh-‘y ~JJ + a y(1’a)-2 sink’y dy . 
1 
Then, by condition (3), we have APm < A, m = 1,2,... , Now taking acount 
of the fact that 
we obtain 
This implies, by the definition of the Ba-norm, that 
for all f in (LPm, a,,,), and sufficiency is proved. 
We now proceed to prove the necessity of condition (3). Suppose, 
therefore, that H is a bounded operator in the (LPm, a,) space, i.e., that 
where A is some constant independent ofj Without loss of generality, we 
shall assume A 3 1. Now consider the characteristic function x,(x) of the 
interval [ - 1,1], which is defined by 
i 
1, 
x1= 
0, 
1x1 G L 
otherwise. 
Obviously, x,(x) E (LPm, a,). Moreover, it is easy to see that I(xl, z) is an 
integral function, and so I((x,, lzl), being a real-valued function, tends to 
infinity monotonically as Iz( -+ co. On the other hand, it is obvious that 
1(x,, 0) = O., From this it follows that there must exist a real number rl such 
that 1(x1, rl)= 1. Since /Ix,[(~ = (21)liPm, this means that the (LPm, a,)- 
norm of xl(x) satisfies the relazon 
(7) 
Let u,= (a,)““(21)““/11~~lf, YM= 1,2,..., and let I= [a, + co). Denote by 
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S, the set (ul, u,,...}. It is easily seen that, for any I> 0, S, contains at least 
one term, say, U, not less than 4, whence SI n I # ~+4 for otherwise we would 
have 1(x,, l/llx,ll) <x,4’= r (l/2”) = 1, which contradicts the equality (7). 
Let us now consider the power series Z(Hx,, z). It is easy to see that the 
real-valued function I(Hx,, 1~1) is strictly increasing on the infinite interval 
[0, + a). Therefore, using (1) and (6) we obtain 
or, equivalenty, since 
that 
2 (%?I j: (Y Pm-- ‘/(e’ - epy)) d~)“‘~m Um < 1 
A” In’ ’ m=l 
(9) 
For later purposes, it is convenient to write the integrals in (9) in a 
slightly different form. To this end, note that we have 
Let T(x) denote the r-function: T(x) =JF yxP1ePy &. Then, letting 
N -+ GO and observing that 
s 
m yam- le-W+ 1 
jYdy 
0 
eY-e-.v 
d 
s 
CO~P~-~,-(~N+~)Y 
0 2Y 
dy=1(2N+I)‘-“-r.(p,-I)-tO asN-tco, 
we obtain 
i 
a3 yPm-’ 
- dY = mL) f, (2n : l)P,’ o eY-e-Y (10) 
Now the left-hand side of (9) is a series of positive terms, and substituting 
(10) in (9), we linally obtain 
u 
m 
= w”wP-~ 
IlXlll {4r(p,+ 1)&(1,(2n+ l)Pm)}l’Pm’ 
n = 1, 2,... . 
(11) 
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First, we show that /? = supm {p,} < +co. In fact, if this were not true, 
then there would exist an index m, such that pm03 4eA. Without loss of 
generality, we may assume that the corresponding coefficient a,, is positive. 
Let M=sup, {(a,)llm}. Since the series C,“=, a, of positive terms con- 
verges to $( 1) and lim,, _ m (a,)“” =q< 1, we have M< +co. Hence we 
may choose I< 4 so small that 
(24 
,,,2eA < hmYmo 
‘--YE--’ 
Set 
s;= {u m:~,~S,, p,,,>3eA}. 
Clearly U, ES;. On the other hand, since by the hypothesis 2f< 1, we have 
u _ (a,)““(21)“~” A4(21)“3’A 
m- 
llX/ll 6 IIX/II 
d (umo)1’my21)1’4e4 
l/XIII 
< (a,,) I’7 21)l’Pmo 
\ 
IlXlll = Umo 
for all U, E S,\S/. Therefore, recalling that S,n I# @, we conclude that 
S; n I# QT. Now let 
u,, = hPwPPm’ E s, n z 
II Xlll 
I > 
and let [pm,] denote the largest integer not exceeding pm,. By the definition 
of Z, we have u,, > i. Note that u,, ES; and that pm,3 3eA. From this it 
follows, by using the recursive relation 
(x+l)x+1 
<(x+1) 2 “for x>O 
e 0 e 
and the estimate 
that 
T(p,,+ 1)=PmdPd- l).~.(Pm~- CPdI + l)QPrd- CPdI) 
> !!!!c ( )’ Pm 2 (3A)Pm’. e 
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Substituting this in (1 1 ), we obtain 
This is a contradiction and thus p < co. 
Next we prove that ct = inf, {p,} > 1. Suppose to the contrary that 
a = 1. Then there exists a subsequence {pm,} of {p,} such that 
limi, co pm, = 1. Let cN( 1) denote C,“=, (1/(2n + 1)). Then, since 
asN+co, 
we may choose N B e12AZ so large that 
Now fix N and let i,(x) = I,“=, (1/2n + 1)“. It is easy to see that cN(x) is 
a monotonically decreasing, continuous function on [ 1, 00). Consequently, 
since limi ~ o. pm, = 1, there exists a pm,, such that 
iN(Pmo) = .go (Zn :I)“” 2 x4*. (14) 
Without loss of generality, we may assume that pm0 < 2 and urn0 > 0. Now 
let i;‘(x) denote the inverse function of c,,,(x). Obviously, c;‘(x) is also 
monotonically decreasing, so that [; 1 (5A *) < 5; 1 (4A *). Hence we may 
choose I> t so large that 
(21)1/r;‘(4A2)- lli,‘(5a2) ~ (amoP -> 
M 
(15) 
where M has the same meaning as before. Set c = {[,‘(4A*), 2}, and 
denote by S;l the following subset of SI 
s;= {u m:U,ES,, pm<c}. 
It is not hard to see from (14) and the assumption imposed on pm,, that 
u,, E S;. In addition, keeping in mind that 21> 1 here, we have 
u _ (aJ”“(2l)“~m 
m- 
IlXIll 
d (a,,)‘/m”(2z)(‘/c,‘(sA2” 
II XIII 
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for all U, E S,\S;l. Thus, by a similar argument as before, we conclude that 
S;‘nI#@, Let urn,= (a,,,)“““(2r)“Pm’/ll~,II E SF n I. Then, by the definition 
of S;, we have [,&,,,,,) 3 4A2 and P,,,,, < 2. This, together with (1 l), leads to 
the following estimate: 
A A A 1 
‘““<(4C,“=,(1/(2n+ I)pmO)Qm”< {4iN(p,,,)}1’~m~<{16~2)1:2=;i. (16) 
However, by hypotheses, u,,,,, E Z so that a fortiori u,,, > 4. Thus we again 
have a contraction, i.e., we must have c( > 1, and the theorem is proved. 
COROLLARY. The Hilbert transform H is bounded in (L,, a,,,) if and only 
if a, = 0 and the corresponding N-function 4(t) = C,“= 2 u,,,l t(“’ is a 
polynomial. 
The Orlicz spaces generated by the N-functions satisfying the A,- 
condition have been studied in great detail. Consequently, for a given N- 
function, it is often desirable to know whether or not it satisfies the A,- 
condition. It is readily verified that if d(z) = C,“= 2 u,z”’ is a polynomial, 
then b( It/), being a N-function, satisfies the A,-condition. The following 
shows that the converse is also true. 
THEOREM 2. The N-function q5( 1 t) ) satisfies the A,-condition if and only if 
d(z) = C,“= 2 a,z”’ is a polynomial, where a,,, > 0, m = 2, 3 ,... . 
Proof: Since sufficiency is trivial, we need only prove necessity. Sup- 
pose, therefore, that #(I tl) satisfies the A,-condition. Then, by Theorem 4.1 
of [6], there exist constants CI > 1 and r0 > 0 such that, for ItI > rO, 
(17) 
On the other hand, by a well-known result in complex function theory, we 
have 
a <Wr) 
rn\ rm ’ 
m = 2, 3,... 
where M(r)=max,,,=, l+(z)l. Since all the Taylor coefficients a, of b(z) 
are nonnegative, M(r)<#(r). This, together with (17), yields 
a $d cL-m 
ml -- , 
G 
m = 2, 3,... . 
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Letting r -+ cc in (19) it follows that a, = 0 whenever m > CC. This means 
that 4(z) is a polynomial of order not exceeding [LX], whence the theorem 
is proved. 
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