For many sources of survival data, there is a delay between the recording of vital status and its availability to the analyst, and the Kaplan-Meier estimator is typically inconsistent in these situations. In this paper we identify the optimal estimation problem. As a result of the curse of dimensionality, no globally e cient nonparametric estimator exist with a good practical performance at moderate sample sizes. Following the approach of Robins & Rotnitzky (1992) , given a correctly speci ed model for the hazard of censoring conditional on the delay process and T, we propose a closed form one-step estimator of the distribution of T whose asymptotic variance attains the e ciency bound, if we can correctly specify a lowerdimensional working model for the conditional distribution of T given the ascertainment process. The estimator remains consistent and asymptotically normal even if this latter submodel is misspeci ed. In particular, if we choose as working model independence between T and the ascertainment process, then the estimator is e cient when this holds and remains consistent and asymptotically linear otherwise.
INTRODUCTION
1.1
Background
In many clinical trials and epidemiological studies one is often concerned with estimation of the distribution function F of a survival time T, which is subject to right-censoring. In the absence of covariates, the Kaplan-Meier estimator is the standard method for estimating the survival distribution, but it fails to be consistent when the censoring is informative, for example, when report of death is subject to delay.
To illustrate this we follow the notation of Hu & Tsiatis (1996) . Let U 1 < U 2 < : : : < U k?1 < T be the monitoring times of the subject under study. Let A 1 < A 2 < : : : < A k?1 be the corresponding times at which these U j s with vital status are reported and let A k be the time at which T is reported. Thus, at time A j we know that T > U j , j = 1; : : :; k ? 1, and at time A k we know that T = t for some t A k . For simplicity, assume that the U j s are reported immediately, i.e. A j = U j , but that T is reported at a possibly delayed time A k . Let C be the time at analysis, which is assumed to be independent of T. If death is reported before the censoring time C, i.e. A k < C, then the censoring variable is simply C. Suppose now that at time C death has yet to be reported, i.e. A k > C, and C is between U j?1 = A j?1 and U j = A j . Then we cannot be sure that T did not happen between U j?1 and C, since all we know is that T > U j?1 . It is common practice to set C = U j?1 and thus to let T be right-censored at U j?1 . The censoring variable is now a function of A k and thus of T, which implies that censoring is no longer independent of T. This can lead to serious bias in the Kaplan-Meier estimator, as nicely illustrated in Hu & Tsiatis (1996) . Hu & Tsiatis (1996) assumed that the process of ascertainment of vital status, i.e. the U j s and A j s, is observed during the follow up period. Although they wish not to assume that T is independent of the process of acertainment, it is assumed that the follow-up time 2 is independent of T and the ascertainment process. Their estimator of the distribution of T is explicit and they show that it is consistent and asymptotically normal with a closed-form expression for its limiting variance. They make the estimator dependent on an unknown constant C(x) which bounds the maximal reporting delay and show with simulations that, if this constant is chosen large enough, then the estimator performs well. We provide an explanation and representation of their estimator which does not depend on this constant, suggesting that this constant is purely arti cial and can simply be deleted in the de nition of their estimator. They state that A 1 ; : : :; A k are not usually recorded, suspecting that this is due to the presumption that this additional information is not useful. Their work shows that this is misguided. We extend the work of Hu & Tsiatis (1996) in several directions. First, we identify the optimal semiparametric information bound in their model and we construct estimators achieving these optimal bounds. Moreover, their estimator is inconsistent if censoring, i.e. the follow up time, depends on T through the ascertainment process. Therefore, it remains to construct estimators that allow censoring to depend on T through the ascertainment process.
In addition, in many applications one will also observe for every subject time-independent and/or time-dependent covariates. Our estimator (1) incorporates covariates, (2) is locally e cient and (3) allows for dependent censoring.
1.2
The data structure First, as in Hu & Tsiatis (1996) , let R(t) = I(T t), which represents the vital status at time t. Two functions describe the collection of vital status process, and the data structure will be expressed in terms of both of them. The rst function V 1 reports at time t up until when the process R has been observed: if at time t R has been observed up until time s t, then V 1 (t) = s. In particular, if at time t, T is already observed, then V 1 (t) = t. Thus V 1 is an increasing function with V 1 (t) t. In the context of reporting delays as described above we have V 1 (t) = 8 > < > :
which takes the form of an increasing step function until t = A k . Let W(t) 2 IR k , t 2 IR 0 , be a covariate process which is assumed to have the same reporting delays as does the vital status of T. The function V 1 provides us with a natural de nition of the data observed on a subject up until time t. Consider the process X(t) = (R(V 1 (t)); V 1 (t); W(V 1 (t))):
Thus, observing the process X up until time t corresponds to observing R, V 1 and W up until time V 1 (t). Let X(t) = fX(s) : s tg represent the sample path of X up until time t. The data-analyst observes X(t) in the sense that at time t the computer contains the process X up until time t, assuming censoring occurs after t.
Let V (T) be the time at which T is reported. In the context of Hu & Tsiatis (1996) we have V (T) = A k . Note that at time V (T) the computer contains the full data X(V (T)), which corresponds to observing T, V 1 (T) and W(T). As a result of limited follow-up time or other reasons, one observes the process X up until the minimum of C and V (T) and one knows whether this minimum is either the censoring time or V (T). Thus the observed data structure can be represented as
We observe n independent and identically distributed observations Y 1 ; : : :; Y n of Y . Robins (1993) and Robins & Rotnitzky (1992) proposed locally e cient estimators of the distribution of T based on n observations of (T^C; = I(T C); X(T^C)) for some process X related to T. Since we can represent the data structure in the same way, we can apply their methods for construction of closed-form locally e cient estimators.
1.3
The model for Y Let X represent the full data X(V (T)). Since Y is a function of X and C, its distribution is indexed by the distribution of X and the conditional distribution of C, given X. The distribution F X of X will be completely unspeci ed and we assume that the conditional distribution G( j X) of C, given X, satis es`coarsening at random', in that censoring is not informative, given the observed covariates, as was originally formulated in Heitjan & Rubin (1991) and generalized in Jacobsen & Keiding (1995) and Gill, van der Laan & Robins (1997) .
It follows that G( j X) satis es coarsening at random if for c < V (T)
C (c j X) = m(c; X(c)) for some function m of (c; X(c)),
where C (c j X) is the Lebesgue hazard corresponding to G(dc j X) (Robins, 1993) . The importance of the coarsening at random assumption in estimation of F in the presence of a time-dependent surrogate process has been argued by Robins & Rotnitzky (1992) .
4
As a result of the curse of dimensionality, asymptotically e cient estimators, such as a smoothed nonparametric maximum likelihood estimator, perform poorly in this context. Even without covariate process W, the data structure still includes a time-dependent process V 1 , which makes any fully e cient estimator impractical. Gill, et al. (1997) show that, if (1) is the only assumption, then the model is saturated so that every regular and asymptotically linear estimator of F(t) is asymptotically equivalent and thus e cient. Therefore, it is only possible to construct ad hoc sensible estimators if one makes a stronger assumption than (1); see x4. Hu & Tsiatis (1996) constructed an ad hoc estimator by assuming that C is independent of T and V 1 .
To construct our estimators, we assume a parametric or semiparametric submodel of (1) for G( j X). Let C (c j X) = m (c; X(c)) for some model m , 2 ?.
(2)
We model C with the Cox proportional hazards model using summary measures of X(C) as time-dependent and time-independent covariates:
where 0 2 IR k and W 1 (c) = f( X(c)) 2 IR k is a vector of functions of X(c). This model for censoring includes the independent censoring model of Hu & Tsiatis (1996) . Finally, note that our results require that Pr( = 1 j X) > 0 F X almost everywhere.
1.4
Organisation of the rest of the paper In x2, following the terminology of Robins (1993) and Robins & Rotnitsky (1992) , we discuss inverse probability of censoring weighted' (IPCW) estimators of F(t). First, we provide an IPCW representation of the Hu and Tsiatis estimator. Then, we propose a new IPCW estimator of F that works in more general data situations. In x3, we de ne a locally e cient one-step estimator in terms of our IPCW estimator plus an empirical mean of an estimator of the e cient in uence curve. This curve is a function of the conditional distribution F(t j X(u);T > u) of T, given X(u);T > u, and we provide a generic method for estimating this conditional distribution. The one-step estimator for the marginal data structure of Hu & Tsiatis (1996) is presented in x4. In this case there is no covariate process W, so estimation of F(t j X(u);T > u) requires estimation of the conditional distribution of T, given V 1 (u). In x5, we present a simulation study comparing the naive Kaplan-Meier estimator, the estimator proposed by Hu & Tsiatis (1996) , our IPCW estimator, the locally e cient one-step estimator without a covariate and the locally e cient estimator with covariate.
In the Appendix, we state the local e ciency theorem for this one-step estimator. Assuming the`regularity' conditions to be true and a correctly speci ed model for the censoring mechanism, the theorem states that, if we estimate the conditional distribution F( j X(u)) consistently, then the resulting one-step estimator of F(t) is e cient, and otherwise it is still consistent and asymptotically normal. This allows us to guess a working model for the conditional distribution of T, given X(u). As a result, the one-step estimator is e cient if the working model contains the true F( j X(u)) and remains consistent and asymptotically normal if it is misspeci ed, that is, the estimator is locally e cient at the working model.
INVERSE PROBABILITY OF CENSORING WEIGHTED ESTIMATORS

2.1
The Hu and Tsiatis estimator Let V (t) be the earliest time at which R(t) = I(T t) was known. So, if t 2 (U j ; U j+1 ], then V (t) = A j+1 and, if t A k , then V (t) = A k . Note that this de nition is slightly di erent from our de nition of V (t). Let t be given. Consider now the data without covariates: Z(t) = V (t)^C; (t) = I(V (t) C) and if (t) = 1 we also observe I(T t).
A key identity is that, given (4),
where G(x) = pr(C x). This identity follows directly from
by the assumption of independence between C and (V (t); T). This shows that the conditional expectation given T and V (t) of the left-hand side of (5) equals I(T t), which suggests the following ad hoc estimator of F(t):
where G n is an estimator of G. One could, in this case, estimate G by using the Kaplan-Meier estimator based on n observations of (Z(t); 1 ? (t)), where now V (t) plays the role of the censoring variable for C . However, this does not precisely correspond to the Hu and Tsiatis estimator. To see how their estimator is an IPCW estimator, let F v (t) (x) pr(V (t) x) and F z(t) (x) pr(Z(t) x). By the independence between C and (T; V (t)),
This suggests the following estimator of F(t):
where F v (t);KM is the Kaplan-Meier estimator based on Z i (t) = V i (t)^C i ; i (t) and F z(t);n (s) is simply the empirical proportion of subjects with Z j (t) larger or equal than s. Hu & Tsiatis (1996) make their estimator depend on a constant C(t), but setting C(t) = 1 in their representation makes it equal to (6). Thus, their constant C(t) appears to be articial and unnecessary. Finally, one can generalise the Hu and Tsiatis estimator to account for dependent censoring by replacing the marginal estimate of the distribution of C by a conditional estimate of C given the covariates relevant to T. This general approach is discussed further in the next section.
2.2
A simple inverse probability of censoring weighted estimator
In this section, we de ne an initial estimator for our one-step estimator that weights the observed I(T i t) by the correct probability of censoring. We will call this estimator thè simple' estimator. As above, we exploit the following key identity to construct the simple estimator, given (4),
where G(c j X) = pr(C c j X) denotes the conditional survival function of C, given X.
This identity follows directly from
which shows that the conditional expectation given X of the left-hand side of (7) equals I(T t). This suggest the following ad hoc estimator of F(t):
where G n is an estimator of G assuming the given model (2). Note that, by the coarsening at random assumption (1), G(T j X) is only a function of Y = (T = C^V (T); = I(V (T) C); X(T)), so that F 0 n (t) indeed only depends on Y 1 ; : : :; Y n . If one assumes the Cox proportional hazard model for G, then one can use standard software to obtain the maximum partial likelihood estimator of the baseline hazard and the regression coe cients. In particular, if C is conditionally independent of (T; V 1 ), given W, then one only has to include time-dependent and/or time-independent covariates extracted from W. If one assumes that C is completely independent of X as in Hu & Tsiatis (1996) , then one can consistently estimate G with the Kaplan-Meier estimator based on the n observations of (T = CV (T); 1 ? ), where V (T) now plays the role of the censoring variable for C. In the case that G( j X) = G( ) and G n is the Kaplan-Meier estimator, simulations in x4 show that this estimator (8) is competitive with the estimator proposed in Hu & Tsiatis (1996) . Crucial to common types of disease survey data, the simple estimator of F(t) only requires observing (T = C^V (T); ; T), and does thus not require observing the whole delay process V 1 .
Thus, we can apply the simple estimator to a dataset which only keeps track of the delays in reporting death, whereas the Hu & Tsiatis (1996) estimator cannot be applied to this setting.
Of course, if censoring depends on T through the observed covariates or through the observed ascertainment process according to a Cox proportional hazards model, then the independent censoring model of Hu & Tsiatis (1996) fails to hold and their estimator will be inconsistent. However, using G estimated by Cox regression, both the simple estimator and the generalisation of the Hu and Tsiatis estimator will still be consistent. Finally, if there is no reporting delay (V (T) = T) and no relevant covariate, then the ICPW estimators reduce to the Kaplan-Meier estimator of F(t) based on the n independent and identically distributed observations (T; )
THE LOCALLY EFFICIENT ONE-STEP ESTIMATOR
In this section, we construct a locally e cient one-step estimator by adding to the estimator in F 0 n (t) in (8) an estimate of the empirical mean of the e cient in uence function. Our representation of the e cient in uence function has two pieces. The rst is the in uence function of F 0 n (t) using the known G:
The second piece is a projection of IC 0 on the tangent space, which is a function IC nu of Y :
where dM(u) I(C 2 du; = 0) ? C (du j X)I(T > u) and F(t j X(u);T > u) is the conditional probability that T t, given X(u) andT > u. It is important to emphasise that, for any function H(u; L(u)), the stochastic integral
is a function of the observed data Y because C (u j X) depends on X only through X(u).
In a technical report by the authors it is shown that the e cient in uence curve for estimation of F(t) is
IC (Y j F X ; G; F(t)) IC 0 (Y j G; F(t)) ? IC nu (Y j F X ; G):
Let IC nu ( j F X;n ; G n ) be an estimator of IC nu ( j F X ; G) obtained by substitution of estimators of F(t j X(u);T > u) and G, where G n = G n suppresses, in the notation, the dependence on the parameter . In the next subsection we propose an estimator of F(t j X(u);T > u). Note that IC nu depends on G also through the measure dM(u). One can now estimate F(t) with the one step estimator
where F 0 n is the IPCW-estimator de ned in (8). Let Pf R fdP for a probability measure P and measurable function f. Let P n be the empirical distribution function so that P n f = 1=n P n i=1 f(Y i ). Note that P n IC 0 ( j G n ; F 0 n (t)) = 0 and therefore one can delete the IC 0 -term in (10). We chose to retain the IC 0 -term in order to show that F 1 n (t) is just the classical one-step estimator as de ned in Bickel, et al. (1993, p. 395 ).
The one-step estimator F 1 n (t) depends on estimates of G and F(t j X(u);T > u). Theorem 2 in the Appendix can be used as a template to prove the local e ciency result for the onestep estimator F 1 n (t). In x4 we will apply this theorem to a speci c one-step estimator for the marginal data structure of Hu & Tsiatis (1996) . Generally speaking, Theorem 2 shows that, if G n is estimated consistently, then the estimator F 1 n (t) is asymptotically linear, and, if IC nu , i.e. F(t j X(u);T > u), is also estimated consistently, then F 1 n (t) is even asymptotically 9 e cient. The protection against inconsistent estimation of this conditional probability comes from the fact that R H(u; X(u))dM(u) has conditional mean zero, given X, for any function H, because E(dM(u) j X; C > u) = 0.
3.1
Estimation of IC nu using the conditional expectation representation
The idea of representing the conditional probability F(t j X(u);T > u) as a regression of a random variable O G (Y ) on observed covariates is due to Robins (1993) and Robins & Rotnitzky (1992) . It has a powerful application in estimating F(t j X(u);T > u). First, F(t j X(u);T > u) = 
Assume C (c j x) satis es (3). We can estimate 0 with the partial likelihood equations only involving and the corresponding estimator of the baseline hazard, which itself is a simple function of this partial likelihood estimator and the data (Andersen, et al., 1993) . This yields an estimator of the martingale M and G(u j X). Note also that dM is only nonzero at the observed censoring times. If we use the representation (11), then it remains to estimate the conditional expectation of a random variable
given X(u);T > u at a u corresponding with an observed censoring variable. Given an estimate G n of G and for a given t, O Gn is an observed random variable. Consequently, for every u corresponding to an observed C i , one can carry out a parametric or nonparametric regression estimation of O Gn on one or a number of relevant, for T, summary measures Z 1 ; : : :; Z k of X(u), only using the observations withT i > u. If one assumes that V 1 is independent of C and T, then one only has to select covariates from W(V 1 (u)). As particular summary measure of W(V 1 (u)) one can take a prediction of T only based on W(V 1 (u)). In many practical situations such a covariate is known to have a monotone e ect on the distribution of T so that monotonic regression will be most appropriate.
Truncation
In this section, we consider an alteration of the data that increases the small sample performance of the locally e cient estimator. Consider F 1 n (t) for a given t. Assume that V (T) T + C 0 for some C 0 < 1 with probability tending to 1. From the representation (9) it follows trivially that the e cient in uence curve IC (Y j F X ; G; F(t)) is statistically dependent on Y = (T; ; X(T)) only through X(t + C 0 ); this is a direct consequence of the fact that, if u > t + C 0 , then P(T t j X(u);T > u) = 0. In other words, information on the subject collected after t + C 0 is no longer relevant for the estimation of F(t).
The regression method represents P(T t j X(u);T > u) as a regression of observed O G on observed covariates. However, note that, even when u > t+C 0 , there is no guarantee that the estimator of this regression equals zero, as it should. This creates unnecessary variability of the estimator since the estimator F 1 n (t) will now use G n in the tail of the distribution. Therefore, before carrying out the regression estimation procedure, those Y i withT i > t + C 0 should be replaced by (T i = t + C 0 ; i = 1; X i (t + C 0 )). As information after t + C 0 is of no use for estimating F(t), truncating the data in this way does not lead to a loss in e ciency. If C 0 is not known, then one just uses a reasonable C 0 . An incorrectly small C 0 , such that pr fV (T) > T + C 0 g > 0, will lead to a loss in e ciency, but the estimator still remains consistent and asymptotically linear, and typically results in a more robust estimator. On the other hand, if one chooses C 0 very large, then the regression estimate will be unnecessarily unstable.
THE LOCALLY EFFICIENT ESTIMATOR IN THE MARGINAL MODEL
In this section we discuss the special case that there is no relevant covariate process, which corresponds to the marginal data structure studied in Hu & Tsiatis (1996) . First, Y = (T = C^T; = I(V (T) C); X(T), where X(T) = ( V 1 (T); R(V 1 (T))). If C is independent of V 1 , as assumed by Hu & Tsiatis (1996) , then we can estimate G(u j X) = G(u) with the KaplanMeier estimator of G based on the n identically and independently distributed observations of (T; 1 ? ). Alternatively, if there is reason to expect dependence between censoring and the delay process, then one can model G(u j X) with the Cox proportional hazards model with time-dependent covariates extracted from V 1 (u). Below, we focus on the independent censoring model of Hu & Tsiatis (1996) with G n being the Kaplan-Meier estimator. The initial estimator F 0 n (t) is given by
11 Furthermore, pr(T t j X(u);T > u) = pr(T t j V 1 (u);T > u);
which yields a IC nu given by IC nu (Y j F X ; G) = ?
Z P(T t j V 1 (u);T > u) dM(u) G(u) : This proves that the e cient in uence curve IC (Y j F X ; G; F(t)) in the model of Hu & Tsiatis (1996) is given by
Thus the variance of this function of Y at a given F X ; G provides the optimal limiting variance.
A necessary condition for construction of a fully e cient estimator, i.e. an estimator which achieves this bound at every F X ; G, is to estimate IC consistently at every F X ; G (Bickel, et al., 1993) . This requires nonparametric estimation of the conditional distribution of T, given the time-dependent ascertainment process V 1 (u). The curse of dimensionality renders this impossible.
However, according to Theorem 2 we can assume a submodel of pr(T t j V 1 (u);T > u) and estimate this conditional probability accordingly, while being protected against misspeci cation. The resulting one-step estimator will now be locally e cient at this submodel and still be consistent and asymptotically linear at every other distribution. A submodel of interest is to assume that T is independent of the ascertainment process. Then pr(T t j X(u);T > u) = pr(T t jT > u) so that IC nu (F 1 X ; G), at an F 1 X with T and V 1 independent, is given by ? Z pr(T t jT > u) dM(u) G(u) : For a given u, we can estimate F(t jT > u) = pr(T t jT > u) with the initial estimator F 0 n based on the subsamples withT i > u, i = 1; : : :; n. Alternatively, using the conditional expectation representation (11), we can estimate, for a given u, pr(T t jT > u) with the average of Z i = I(T i t) i G(u) G n (T i ) using the subsample withT i > u.
Let F n (t jT > u) be the estimator of F(t jT > u). The resulting one-step estimator (10) is
where we used the notation M i;Gn to stress the dependence of M on G n and that M is a function of Y . By verifying the conditions of Theorem 2 it is shown in our technical report under weak conditions that F 1 n (t) is asymptotically linear with in uence curve IC 0 (Y j G; F(t))? R F(t jT > u) dM (u) G(u) . In particular, this implies that F 1 n (t) is asymptotically e cient if T is independent of V 1 . This result is stated in the following theorem.
Theorem 4.1 Let t be given and let C 0 < 1 be such that pr(V (T) < T + C 0 ) = 1. Assume that pr(V (T) > t + C 0 ) > > 0 and G(t + C 0 ) > > 0 for some . Moreover, assume that the estimator F n (t jT > u) is such that u ! F n (t jT > u)
has variation smaller than a xed M < 1 with probability tending to 1. Then F 1 n (t) is consistent and asymptotically linear with in uence curve Thus the left-hand side is asymptotically normally distributed with mean zero and variance given by 2 = var fIC(Y j F; G)g. This variance can be estimated witĥ
where IC(Y i j F n ; G n ), i = 1; : : :; n, was already needed to compute F 1 n (t). Now, a 0.95-asymptotic con dence interval is given by F 1 n (t) 1:96^ = p n:
SIMULATION RESULTS
A simulation study was performed to examine the performance of the locally e cient estimators relative to that of the competing estimators. For each simulation we computed thè naive' Kaplan-Meier estimate of survival that uses the last monitoring time before followup as the censoring time for those individuals who are censored. We compared the mean squared errors of four estimators to this Kaplan-Meier estimator: the estimator proposed by Hu & Tsiatis (1996) , our simple IPCW estimator (8), the locally e cient one-step estimator without a covariate and the locally e cient estimator with a covariate W = T + 0:1e, where e N(0; 1). It is correctly assumed that T is independent of the censoring time C. Thus, for the locally e cient estimator, we must estimate
Let G n be the Kaplan-Meier estimator of G. Recall that, for the case without covariates, for a xed u this expectation is estimated using an average of the random variables Zi = I(T i t) i G n (u) G n (T i ) based on the subsample withT i > u. When implementing the locally e cient estimator with the covariate, we estimated the expectation as a smooth regression with the supersmoother as presented in a Stanford Univeristy technical report of J.H. Friedman (1984) (see also H ardle, 1993) of the random variables Z i against the covariate W i .
We performed both the simulations that Hu & Tsiatis (1996) used to compare their estimator with the Kaplan-Meier estimator, but we report only the rst of them: for the second simulation, the Kaplan-Meier estimate that uses the last available monitoring time as the censoring time for censored observations is nearly consistent and so there is little to be gained by accounting for the delay. In their second simulation, Hu & Tsiatis (1996) reported a large potential reduction in bias over the naive Kaplan-Meier. This discrepancy could have occurred if they used the follow-up time rather than the last available monitoring time as the censoring time.
In our simulation, the alive status of all individuals was recorded immediately after patients' visits to the hospital; that is, U j = A j , j = 1; : : :; k ? 1. Moreover, the failure time T was generated from an exponential distribution with a mean of one year, independent of the follow-up time C. The entry-times of the patients were uniformly distributed over a 2 year period: I Un(0; 2). The time of analysis is at 2 years and the censoring time is simply the follow-up time C = 2 ? I. The visit times were generated from a Poisson process with mean inter-arrival time of six months and death was reported immediately; note that the data analyst does not know this, but only knows that T is larger than the last monitoring time.
Since T is independent of the ascertainment process, our proposed locally e cient estimator is asymptotically e cient in this simulation. We used a sample size of 100 and performed 14 625 replicates. The results suggest that the simple and the locally e cient estimator without covariates have similar performance relative to the biased Kaplan-Meier estimator. The locally e cient estimator with covariate T + 0:1e gains e ciency over the competing estimators. However, as greater error is added to T, the performance converges to that of the other estimators.
More signi cantly, the increase in e ciency occurs even though the procedure for estimating the conditional expectation (12) ignores the fact that X(u) = T + 0:1e. If the covariate is T itself, i.e. e = 0, and we estimate the expectation which now equals I(T t) consistently, then the one-step estimator is asymptotically equivalent to the empirical distribution based on T 1 ; : : :; T n . The locally e cient estimator works best when there are strong predictive covariates and the expectation is tted well, but even with a misspeci ed t the estimator is consistent and asymptotically normal. Thus, one can gain the most e ciency by having strong covariates and tting the correct parametric model, but even when neither circumstance exists, one still rarely loses by trying. This is con rmed in a more extensive simulation study of locally e cient estimation in right-censored data models to be reported elsewhere.
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APPENDIX
Recall the notation Pf = R f(x)dP(x).
Theorem 5.1 Let t be given. Let C 0 < 1 be such that V (T) T + C 0 with probability 1.
Consider the one-step estimator F 1 n (t). We assume the following:
(i) F (t + C 0 ) > and G(t + C 0 j X) > F X almost everywhere for some > 0; (ii) IC ( j F X;n ; G n ; F 0 n (t)) falls in a P F X ;G -Donsker class with probability tending to 1; (iii) for some distribution F 1 X we have kIC ( j F X;n ; G n ; F 0 n (t)) ? IC ( j F 1 X ; G; F(t))k P F X ;G ! 0 in probability;
(iv) if for any G 1 we de ne (G 1 ) = P F X ;G fIC ( j F 1 X ; G 1 ; F(t))g; then P F X ;G fIC ( j F X;n ; G n ; F 0 n (t)) ? IC ( j F X;n ; G; F 0 n (t))g = (G n ) ? (G) + o P (1= p n); (v) (G n ) is an asymptotically e cient estimator of (G) for a model containing the true G with tangent space T 2 (P F X ;G ).
Then F 1 n (t) is asymptotically linear with in uence curve given by IC (IC ( j F 1 X ; G; F(t)) j T ?
2 (P F X ;G )):
In particular, if IC nu (F 1 X ; G) = IC nu (F X ; G), then F 1 n (t) is asymptotically e cient.
For the case that G(c j x) is modelled with Cox proportional hazards the explicit form of ( j T 2 ) is given in Robins (1996) . For the case that G(c j x) = G(c), we have that IC = Z E n F(t j X(u);T > u) ? F 1 (t j X(u);T > u) jT = u; = 0 o dM(u) G(u) : 
