Introduction: The goal of the Perspective-n-Point (PnP) problem is to estimate the position and orientation of a calibrated camera from a set of n 3D-to-2D point matches. State-of-the-art PnP solutions assume that these correspondences may be corrupted by noise and show robustness against large amounts of it. Yet, none of these works considers that the particular structure of the uncertainty associated to each correspondence could indeed to be used to further improve the accuracy of the estimated pose. Specifically, existing solutions, as [3, 4] , assume all 2D correspondences to be affected by the same model of noise, a zero mean Gaussian distribution, and consider all correspondences to equally contribute to the estimated pose, independently of the precision of their actual location.
Contributions:
In this paper we propose a real-time and accurate PnP solution that exploits the fact that in practice the 2D position of not all 2D features is estimated with the same accuracy (see Fig.1(a,b) ). Assuming a model of such feature uncertainties is known in advance, we reformulate the PnP problem as a Maximum Likelihood minimization approximated by an unconstrained Sampson error function, which naturally penalizes the most noisy correspondences. Pre-estimating feature uncertainty in real experiments is, though, not easy. In this paper we model it as 2D Gaussian distributions representing the sensitivity of the underlying 2D feature detectors to different camera viewpoints. When using these noise models with our PnP formulation we still obtain promising pose estimation results that outperform most recent approaches.
be an observed 2D point obtained using a feature detector. This observed value can be regarded as the true 2D projection u i perturbed by a random variable ∆u i ,
We assume that ∆u i is small, independent and unbiased, and model it as a Gaussian distribution with expectation E[∆u i ] = 0 and 2 × 2 covariance matrix E[∆u i ∆u i ] = C u i , which is known in advance. Taking into account these uncertainties the PnP problem can be solved as the following Maximum Likelihood for all n correspondences, arg min
where M u i x = 0 enforce the 3D-to-2D projective constraints of the noisefree correspondences and x represents a set of control points in camera coordinates. Since we assumed the uncertainty ∆u i = [∆u i ∆v i ] to be small, the perspective constraint can be approximated using first order perturbation analysis
where ∇ u M u i and ∇ v M u i are the partial derivatives of M u i with respect to u and v; and as in [2] , M u i encodes the perspective constraints. Using Lagrange Multipliers Eq. 2 is rewritten as an unconstrained minimization of a Sampson Error function and solved using the Fundamental Numerical Scheme (FNS) approach [1] .
Finally, once x is estimated, the PnP problem is solved following the Procrustes analysis proposed in [2] .
Uncertainties estimation: Estimating 2D feature uncertainties C u i in real images is still an open problem. Our approach starts by detecting features on a given reference view V r of the object of interest. Then, we synthesize m novel views {I 1 , . . . , I m } of the object, which sample poses around V r . We then extract 2D features for each I j , and reproject them back to V r , creating feature point clouds (see Figure 1c) . Once features are grouped we model each cluster i with a covariance matrix C u i . Note that this covariance tends to be anisotropic, thus it is not rotationally invariant. To achieve this invariance we use the main gradients as done by the SIFT detector. Fig.1(d) shows how each C u i is rotated respect to the main gradients.
In practice, we found that C u i accurately describes the uncertainties when the pose of I j is close to the pose of the reference V r . This accuracy drops when camera moves away. In order to handle this, we defined a set of l reference images {V 1 , ..., V l } under different poses and each one with its own uncertainty models. We experimentally found that a grid of reference images, taken all around the 3D object at every 20 • in yaw and pitch angles, yielded precise uncertainty models.
