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An Empirical Examination of the Dynamics of Strategic Groups
Abstract
A number of previous studies have examined important aspects of
the strategic group concept. However, there is no consensus con-
cerning the appropriate method to use to identify strategic groups and
a number of important questions concerning this concept remain
unanswered. This study is directed toward the development of a more
sophisticated method of determining strategic group membership and an
examination of the economic performance of firms in different strategic
groups.
The statistical approach uses variables that managers are able to
control and variables that managers are unable to control. Tests are
performed on data from the drug, perfume, and electronic industries.
The nature of strategic groups, and firm behavior within and between
strategic groups is tested over time. We also compare firms' perfor-
mance among strategic groups in these three industries.

INTRODUCTION
One of the most interesting and important recent developments in
the discipline of strategic management and industrial organization
economics is the strategic group concept. One of the major contribu-
tions of the concept is that it suggests an alternative method of
aggregation for statistical analysis of businesses. Prior to the
development of this concept statistical analyses of important elements
of business behavior were restricted to either the industry level,
which is probably not as refined or as desirable as it could be, or the
firm level which would treat each firm as an independent unit which
seems to exist in isolation.
The strategic group concept suggests that industries consist of
several groups of firms; members of each group following similar stra-
tegies in terms of key decision variables. The important consideration
is that within an industry there are separate groups of firms and
within each group there are individual firms acting in similar ways.
A number of scholars have contributed to our understanding of the
concept since it was originally formulated, however, many questions
remain for researchers to answer and many previously researched issues
require further refinement.
This study has two main purposes or objectives. First, it develops
an alternative approach to determining strategic group membership of
firms in a number of different industries. Second, it examines firm
behavior both within and between strategic groups and compares firm
performance among strategic groups.
Briefly the results show that strategic groups may be identified by
employing a more complex procedure than used by previous researchers,
taat different industries have different structures of strategic groups,
and that strategic groups show varying levels of economic performance.
PREVIOUS STUDIES
Hunt (1972: 8-16) coined the term "strategic group in his study
of the "white goods" industry. The basis of Hunt's classification was
the firm's principal market targets. He identified these as (1) full
line national brand manufacturers, (2) part line national brand manu-
facturers, (3) private brand producers, and (4) national retailers.
Newman (1973: 417-427) attempted to define strategic groups by
considering the relationship between the industry under consideration
and the activities carried out by its member firms. Newman's analysis
was more sophisticated than Hunt's in a number of ways. Its approach
was different; his dependent variable was a price cost margin defined
as the percentage gross return on sales before taxes; he concluded
that "the internal complexity of industries' strategic-group structure
cannot be ignored in testing hypotheses about market structures"
(Newman 1978: 425). He also said "...our results confirm that close
attention to the factors that determine market conduct can improve our
understanding of the base for market power and allocative distortions"
(Newman 1978: 425).
Porter (1980: 130 and 1979) noted that once strategic groups have
formed, firms in the same group resemble one another in many respects.
He explained that they tend to have similar market shares and are
affected by and respond in a similar way to external events or com-
petitive moves in the industry. The similar response occurs because
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of their .similar strategies. Because of the above hypothesized rela-
tionships, Porter used size of the firms in an industry to establish
strategic group membership. The larger firms capturing 30 percent of
industry sales were considered to be in the leader group; the remaining
70 percent were considered to be in the second strategic group which
he called the follower group. Thirty-eight consumer goods industries
were used in this sample. The profit performance of his strategic
group members was mixed; in some instances the leader group was more
profitable than the followers, while in other cases the opposite result
occurred.
Hatten (1974) clustered 13 firms in the brewing industry into
groups. His results indicate that there were significant differences
between the regional and national brewers. He concluded that pooling
of the data of the diverse firms together would lead to incorrect con-
clusions. Hatten explained the profitability of a firm as a function
of market conduct and market structure elements.
Patton (1976) also studied the brewing industry and a pursued simi-
lar direction to that used by Hatten. Patton treated the relationship
between the firm's goals and market structure and conduct as being
simultaneously determined. Pattern's clusters of strategic groups were
established by the use of two criteria, firm size and geographic scope
of operations. He identified three strategic groups within the brewing
industry by use of this method: small regional, large regional, and
national.
Oster (1982: 376-383) considered promotion strategy to be a key ele-
ment in identifying strategic groups; the ratio of current advertising
to last year's sales (A /S ) was used for the identification. Firms
with a high ratio were grouped together and firms with a low ratio were
put in another group. This process was repeated for each year; the
time period was 1971-1977 and 19 industries were in the sample.
Oster also found that firms do not change their positions very
often; this, of course, reflects a low level of mobility. Moreover,
the mobility index was different across different industries. She also
found that it was easier for firms with high advertising expenditures
to change their strategies than for firms with low advertising expendi-
tures.
McGee (1984) offers a taxonomy of the sources of dissimilarity
among firms. He categorizes these differences into market related
strategies, industry supply characteristics and firm boundaries.
Market related strategies involve specific decision variables of the
firm including: product line, user technology, market segmentation,
distribution channels, brand name, geographic average, and selling
systems. Industry supply characteristics include production,
marketing, administration, manufacturing capability, research and
development capability and marketing distribution systems. Firm
boundaries involve ownership, organizational structure, control
systems, management skills, firm size and diversification, and vertical
integration strategies.
Ryans and Wittink (1984) identified different strategic groups in
the airline industry by examining security price movements. They
assert that if two firms are in the same strategic group that, overtime,
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their stock prices should move together. They say that evidence shows
that a firm's capital structure and operating leverage are related to
the level of its securities.
Primeaux (1984: 315-327 and 1983) argues that investment behavior
is the key indicator of strategic group membership. He also explains
that the life cycle plays an important part in strategic group member-
ship. His work, shows that all firms in an industry are not in the same
stage of the life cycle and that Porter's leader-follower market share
designations of strategic groups may be inappropriate.
Fiegenbaura and Primeaux (1983) apply a stochastic approach to ascer-
tain the "level of struggle within an industry." The level of market
share was used as the measure for determining strategic group member-
ship. A key part of this research was an examination of the mobility
of firms among the strategic groups which exist in an industry. The
results showed low levels of movement across strategic groups in adja-
cent years.
The foregoing discussion shows that a number of approaches have
been suggested for determining strategic group membership. Yet, agree-
ment has not been reached concerning the most appropriate approach to
use for that purpose. Moreover, previous research has not answered many
questions about the nature of strategic groups, the behavior of firms
over time within and between strategic groups, and comparisons of
firms performance among strategic groups. This research is directed
toward answering important questions in each of these matters.
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THE VARIABLES
A key requirement of this research was to establish a satisfactory
method to determine strategic group membership. While all of the pre-
vious studies which have attempted to determine strategic group member-
ship have merit, a more sophisticated approach could provide a more
precise discrimination. That fundamental proposition is at the heart
of why a previously developed approach was not used for that purpose.
As the following discussion reveals, however, a number of ideas con-
cerning the appropriate variables to examine were taken from previous
researchers; and the analysis is in a dyanmic context, so changes over
time are considered.
The variables considered in this analysis may be broadly classified
into four categories: (1) strategic variables (which are controllable
by management), (2) environmental variables (which are uncontrollable by
management), (3) the relative strategic posture (how the firm deploys
its resources vis-a-vis its competitors, and (4) time (the dynamics of
firm behavior).
Strategic Variables
Seven strategic variables employed in this analysis are of three
3
types: those concerning manufacturing or production function, those
involving marketing function, and those involving the finance function,
The items employed to reflect each of these three types of strategic
variables are presented in the following discussion.
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Manufacturing or Production
Capital investment (CI) is clearly an important element of the
firm's strategic behavior; indeed Primeaux (1983, 1984) considered it
to be the key item for determining strategic group membership. Invest-
ment is necessary for most firms to grow, particularly if they are
engaged in manufacturing.
Inventory (INV) indicates the firm's production process capability
as well as its attitude toward customers. This variable is affected by
production strategy as well as marketing strategy. To the extent that
longer production runs will lower costs of production but will increase
inventory levels as well as inventory carrying costs, production costs
are affected. At the same time, the desire to satisfy customer needs
require both higher inventory levels and a wider product line; so these
considerations affect and are also affected by marketing strategy.
Research and development (R&D) indicates the firm's attitude toward
innovation and it also reflects how firms perceive future market oppor-
tunities. Production effectiveness would probably be favorably affected
by a high value for this variable because R&D would lead to cost effi-
ciency and improved production methods.
Marketing
Advertising (ADV) explains the level of product differentiation
that a firm seeks to achieve. A number of previous studies have found
4
a positive correlation between a firm's advertising and its performance.
A high level of advertising would indicate an aggressive marketing
strategy.
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Receivable payments (REC) indicate how much risk a firm is willing
and able to bear to Increase sales. \ risk averse firm would tend to
maintain lower levels of receivables than a firm which is not risk
averse. This behavior occurs because the higher the level of receiv-
ables the higher the level of risk for the firm. This behavior affects
the firm's marketing strategy because tighter credit policies are im-
posed when the firm is risk averse.
Finance
Growth of a firm requires new investment and a firm must use
retained earnings, issue new equity instruments or resort to borrowing
to raise the necessary financial capital for that purpose. The Debt
(Deb) variable is used to reflect a firm's reliance on external funding,
as part of its finance strategy. Most firms must rely on external
sources of funds, to some extent, and this variable is used to consider
the dependence on external sources of funds by the different firms in
the sample. A risk averse firm would tend to avoid external financing
because of increased risks to the business; consequently, this variable
simultaneously reflects a firm's willingness to accept or avoid risks.
Assets (AST) is one measure of the overall size of the firm and it
is also a variable with strong financial implications. Assets require
large amounts of financial capital; moreover, the desire to achieve
economies of scale in production and the necessary ingredients of
marketing strategy and administrative processes are dependent, to some
extent, upon the asset base of the firm.
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Environmental Variables
The second group of items included was a set of environmental vari-
ables. These variables are uncontrollable by management because they
cannot be affected by a management decision. Actually, these variables
represent conditions which exist in the industry; consequently, the
seven variables which were used to represent firm decisions were also
used for the environmental variables. The important difference is that
for the environmental factors, values were summed across firms to re-
flect conditions in the industry. This procedure was repeated for each
year of data in the sample.
Strategic Posture
Strategic posture is a composite type variable reflecting both the
controllable and uncontrollable variables involved in a firm's behavior
in its environment. Strategic posture is represented by a ratio vari-
able which used data for the firm (which is the controllable variable)
as a ratio of data for the industry (which is uncontrollable to the firm)
A model reflecting the strategic posture of a firm can be written as:
(1) P.
r
= f(C. . NC )i,t i,t t
where: P - a performance vector of i's firm in vear t.
1,C
C - a controllable variables vector of i's firm in vear t,
i,t
NC - a noncontrollable variables vector in year t.
t
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The way that we define the relationship between the controlLabLe
and noncontrol lable variables is:
n
(2) NC = E C. n- number of firms
1 1-1 1 > t
If we plug Eq. 2 into Eq . 1, we get:
(3) P. = f (C. , E C. )i,t i,t' .
=1 i,t'
It can be written as:
E C.
1=1
1
'
t
or
C.
(4) P. = h( i^—
)
l , t n
E C.
1=1
1
'
t
C.
The term ! is a vector of the relative values of a firm's posture
n
E C.
1=1
1
'
t
in a given year. For each firm we have 7 values which contain informa-
tion about controllable and uncontrollable factors.
According to Hat ten, Schendel, and Cooper (1978, p. 593):
"The key question for the business strategist is
how to deploy the firm's resources vis-a-vis its
competitors."
It is in the spirit of Hatten and Schendel' s statement that the
strategic posture variable was included as an additional factor to
refine our strategic group determination process.
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Time
The fourth important element in determining strategic group member-
ship is time. That is, strategic group membership is not constant;
that is, a given firm may belong to a particular group during one year
but circumstances may change several years in the future so that the
firm then belongs to a different strategic group.
Previous research has found considerable stability of strategic
group membership and only a few firms changed strategic group mem-
bership through time. Yet, it is important that the dynamics of the
situation be considered In any study attempting to ascertain strategic
6
group membership. It is important to determine if the same set of
strategic groups existed over time in a given industry and to ascertain
whether individual firms remain in the same strategic group or if any
move from one group to another over time.
The next section explains how the four major elements presented in
this section are used to accomplish the major objective of this
research.
DETERMINING STRATEGIC GROUP MEMBERSHIP
The Clustering Procedure
The main objective is to develop a method for determining the
appropriate firms to include within a given strategic group and to
determine also the number of strategic groups which exist within a
given industry. The four elements discussed above (strategic variables,
environmental variables, strategic posture, and time), through the
individual variables which represent each of these elements, provide
the basis for the necessary classifications.
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Each firm in the sample has a matrix of 8 rows and 7 columns.
Eight rows represent the 8 years of data (1973-1980) and 7 columns
represent the seven different values of relative strategic posture.
The data was pooled to create a total matrix P with nx8 rows and 7
, 7
columns.
where:
n - the number of firms in the industry
8 - number of years of data
7 - values of relative strategic posture for each firm.
The following discussion presents a step by step example of the
clustering procedure:
1. Suppose that we have 4 firms in an industry. For simplicity,
we are assuming only one variable—Advertising (Adv) for each firm. We
also assume one year, 1973. In order to classify strategic groups in
this case, we plot the value of ADV (relative posture) for each firm,
these are indicated by firm number in Figure 1.
Figure 1
ADV
ADV
B
ADV.
•* t
1973
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As seen in Figure 1, we conclude that in 1973, firms 1 and 2 are
close Co each other; consequently, they would be grouped in the same
strategic group. Firms 3 and 4 would be placed in another strategic
group. The average values of group 1 and group 2 are ADV and ADV
,
respectively.
2. Now, suppose that we modify the assumption of one year and use
8 years of data. Two extreme cases are possible:
Figure 2
ADV
ADV,
ADV
~> t
73 74 75 76 77 78 79 80
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Figure 3
ADV
ADV.
B —
ADV.
ADV,
73
L 1 1
2 2
I 1
75 76 77 78 79 80
* t
Figure 2 presents an extension of the previous case using 8 years of
data instead of one. Firms 1 and 2 remain together in the same strate-
gic group with an average of ADV . Firms 3 and 4 are in a another
strategic group with an average of ADV . This structure is stable and
B
the same strategic groups exist in each year and the same firms are in
the same strategic groups for 8 years.
In another hypothetical case (Figure 3), firms i and 4 have con-
sistent values throughout the years while firms 2 and 3 change their
location in year 1976 through 1980. Three concentrations of strategic
groups can be identified from this example. Concentration A, con-
centration 3, and concentration C have ADV , ADV and ADV averageA3 C
values, respectively.
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Group A exists for all years. Firm 1 is always in this group.
Firn 2 was in this group in years 1973, 1974, and 1975. Group B also
exists for all years. Firm 4 was always in this strategic group while
firm 3 joined it in 1973 and remained in it in 1974 and 1975.
Strategic group C did not exist in years 1973, 1974, and 1975. In
1976, firms 2 and 3 left their former groups and created a new strate-
gic group with an average level of ADV ; they coexisted together in the
same strategic group in 1976-1980, in this example.
In summarizing this case we realize that:
1. For different years, we have a different number of strategic
groups with different average values for their strategic choices (in
our example - ADV).
2. Firms can change their position over time and move from one
strategic group to another.
Every firm in our study has the same probability (8 observations
for 8 years) to affect its location in multidimensional space, and the
same probability to create a new concentration affecting the location
of the strategic groups. In our empirical study, we have 7 dimensions
not just one as in the example. This difference does not change the
quality of our analysis, it merely makes it more complicated. In addi-
tion, the differences among strategic groups in Figure 3 is merely for
illustrative purposes only, and may not conform to differences developed
from the whole sample, using the whole model.
Cluster analysis was the statistical technique used to facilitate
the analysis.
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The Statistical Technique of Cluster Analysis
8
Cluster analysis is a set of techniques which has as its main
objective the identification of "similar" objects; subsequently, the
similar items are classified into appropriate groups. The technique
places the different objects into different groups in such a way so
that the measure of "loss," if objects in the same group are not alike,
is minimized.
The data matrix of nx8 rows by 7 columns of the relative strategic
posture was used as the input to the cluster analysis BMDPKM package.
At the completion of the run, each case was assigned to the cluster
whose center is closest to the case.
A major difficulty with using cluster analysis is that it is not
easy to determine how many clusters actually represent the most
meaningful explanation of the data. This problem is not easily
resolved in any absolute way; consequently, rules of thumb and judgment
must be employed to make the final determination. In this particular
work, several approaches were used to examine patterns in the data.
Histograms indicated the distances of cases included in particular
clusters as well as cases which were not in those particular clusters.
A scatter plot of the orthogonal projection of cases into the plane
defined by the centers of the three most populous cluster, was also
used. Moreover, an analysis of variance test was run for each variable
which developed an F statistic, so that comparisons of between-cluster
mean square and the within-cluster square would reveal the cluster pro-
file which shows visually how the clusters are separated from each
other.
17-
EMPIRICAL TEST OF ECONOMIC PERFORMANCE OF STRATEGIC GROUPS
Strategic groups were derived by putting together objects that were
C
.
. ,,.,.,. . .1
similar in their relative strategic posture matrix .
n
Z C.
1=1
X
We previously explained that performance is related to this vector
in such a way that:
C
p
i t
= h
( r$r j (Eq - 4)
' it
i=l '
We now test the above proposition empirically. The performance
variables that we are using are: return on equity (ROE), return on
assets (ROA), sales growth (GSALES) , sales over assets (S/A), cash use
(CU), P/E ratio (P/E)
,
growth in earnings per common share (GEPS) , and
9
market share (MS).
Adjustments to the data were necessary to neutralize the time
effects across strategic groups before comparisons could be made. To
avoid time effects problems, each performance variable was "normalized"
by calculating the percentage deviation of the performance variable
from the industry average in the same year. It was not necessary to
normalize market share because by definition it is a normalized value.
For example, consider ROE.
,
i's firm ROE in year t. By normaliz-
ing, it is transformed so that
ROE. ROE
"N,i,t R0E
—
1
'i —- x
t
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ROE . - Normalized performance of firm i in vear t
ROE - Industry weighted average of ROE, in year t.
Firms with a positive value after normalization will be above the
industry average, and vice versa.
The industry weighted average was calculated in two ways:
1. Weighted average by firm assets
2. Weighted average by firm sales.
After this transformation (normalization)
,
performance comparisons
across strategic groups are possible because performance measures are
relative measures rather than absolute values.
A one way analysis of variance was run for each normalized perfor-
mance variable.
The Scheffe method of multiple comparison was used to test for
different performance between strategic groups. Previous researchers
have employed this method because of its preferred characteristics.
The statistical procedure is explained in more detail later in the paper,
Three industries were investigated: drugs (23 firms), perfume (13
firms) and electronic computing equipment (20 firms). Eight years of
data were used for each industry, so there are ISA, 104, and 160 obser-
vations for each industry, respectively.
Empirical Results
This section includes two parts: Part A presents the results of
the cluster analysis for the firms in the sample. Then, each industry
is discussed separately, along with the meaning of the strategic group
structure. Part B includes both the results of the one way anal'/sis
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of variance test, as well as the Scheffe test which was run for those
variables where significant differences were found across strategic
groups.
A. Clustering Strategic Groups
1. Drug Industry (SIC 2830)
[Insert Table 1 and Table 2 about here]
Table 1 shows that 5 strategic groups exist within this industry in
each year. This means that the structure is quite similar to that
depicted in Figure 2, which was discussed earlier. Most of the firms
remain in the same strategic group over time, except for Abbott
Laboratories, Searle, and Smithkline Beckman Corp.; those firms all
moved to different strategic groups in 1980. The F ratio for each
variable is significant (see Table 2).
Since strategic posture is composed of a complex set of factors,
a simple designation of a firm's dominant strategy is not possible.
For example, one particular firm may dominate its industry in produc-
tion and marketing while another does not dominate in any dimension.
For this reason, we have developed the following rules for categorizing
firms within an industry.
A firm dominating its industry in either production, marketing, or
finance is designated as a production, marketing or finance firm. If
a firm dominates in two or three areas it is designated as a leader.
If a firm does not dominate in any area it is named a follower within
the industry.
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The following discussion examines Che nature of each strategic
group more closely. The discussion refers to numbers presented in
Table 2.
SGI - Marketing Firms
Firms in this SG have a dominant posture in receivables payment
(10.08%), advertising (20.19%), and assets (8.99%). These firms also
possess rather large values for all other strategic variables. This
group is designated as a marketing group because the two marketing
variables dominate. Firms in this group account for 8.69% of the total
s amp 1 e
.
SG2 - Borrower Firms
The average debt of a firm in this SG is 12.95%. Firms in this SG
also have relatively high levels of receivables (7.18%), inventory
(6.82%), and assets (7.13%). However, they have relatively low levels
of advertising (2.52%). This group accounts for 19.01% of the sample.
These firms are designated as borrowers.
SG3 - Production Firms
Firms in this SG have a high investment in production with capital
investment of 12.64%, and R&D of 11.15% making this group the leading
group in production. Firms in this group account for 11.41% of the
s amp 1 e
SG4 - Big Followers, SG5 - Small Followers
SG4 and SG5 include the small firms in the industry. As can be
seen, the big followers are almost ten times larger than the small
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followers. Firms in the big followers and small followers account for
21.73% and 39.13% respectively; yet, the values for each of the vari-
ables reflecting strategic posture was extremely small, in a relative
sense. This indicates that the firms do not take initiative in any of
the key variables; instead, they are followers.
2. Perfume Industry (SIC 2844)
Three strategic groups were identified in the perfume industry
[Insert Table 3 and Table 4]
and all groups were in existence each year. The table shows that Avon,
Chesbrough, Gillette Co., and Revlon, were not in the same strategic
group over time.
SGI - Production Firms
Firms in this group have a stronger posture reflected in capital
investment (39.52%), inventory (23.64%), and R&D (25.40%). These firms
also have the biggest share in Assets (24.11%). The high level of
capital investment was mainly contributed by Revlon. This group
accounted for 12.5% of the sample.
SG2 - Marketing Firms
Firms in this SG have a large amount of receivables (25.82%),
advertising (27.04%), and debt (34.26%). Members of this group also
have a relatively large amount of inventory and R&D investment.
However, their capital investment is only 14.74%.
Firms in this group account for 8.65% of the sample.
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SG3 - Followers Firms
A relatively small amount of any one of the relative strategic
postures variables was realized for these small firms in the industry,
they always follow the direction of the larger firms. 78.84% of the
cases are in this group.
3. Electronics Industry (SIC 3573)
Four strategic groups were identified in the electronics industry.
[Insert Table 5 and Table 6]
It is interesting that all strategic groups in this industry were
not in existence over the whole time period examined; strategic group 4
temporarily came into existence when two firms left their former
groups, however, both firms later returned to their former groups and
strategic group 4 ceased to exist. The group existed only in 1974-1976
and in part of that time it consisted of only one firm.
SGI - Leaders
This group clearly dominates other firms in the industry has the
larger amount of market advertising (43.1%) and also the larger amount
of capital investment (57.4%). This group constitutes 8.1% of the
sample.
SG2 - Production
Firms in this strategic group have relatively high levels of a
number of factors: inventory (31.1%), R&D (27.9%), receivables
(28.5%), debt (29.6%), and assets (29.7%). This group accounts for
9.3% of the sample.
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SG3 - Followers
These are the small firms in this industry with a relative strate-
gic posture of approximately 1%. This is the largest group and it
accounts for approximately 80% of the sample.
5G4 - Harvest
As Table 5 shows, only 4 firm years (2 firms, one for one year and
one for three) are classified into this strategic group. The large
negative value of capital investment shows that the firms in this group
divested more than the investment of the entire industry. The data
show that Honeywell, Inc. is one of the two firms in this group; in 1974,
1975, and 1976, Honeywell had negative capital investment (divestiture)
in the market. Moreover, Mohawk Data Sciences also had negative capital
investment in 1974. This group accounts for only 2.5% of the sample,
and it was in existence only between 1974-1976.
3. Testing Differences in Economic Performance
As mentioned in the methodology section, one way analysis of vari-
ances, and the Scheffe test for variables with significant differences
were used for the analysis. The performance variables, except market
share, were measured as the percentage deviation from the industry
average. The industry average was calculated in two ways; as weighted
average by asset, and as weighted average by sales. For market share,
the relative size of a firm's sales was considered as the performance
measure
.
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Schef fe
This analysis involves the Scheffe test of multiple comparisons in
addition to the ANOVA test. This procedure was taken because often in
ANOVA the main interest is the comparison of means differences;
however, since our interest is in pair comparisons, we used the Scheffe
test. Through this approach, we are able to compare all possible pairs
of strategic groups for each performance variable. One of the advan-
tages of the Scheffe test is that it can be computed even when the
treatment group contain different number of observations; this situation
exists in the data used in this study. The industry discussion of the
Scheffe test which follow involve only the results which are statisti-
cally significant.
1. Drug Industry (SIC 2830)
As Tables 7 and 8 show, significant differences were found for
three variables: ROA and S/'A in both methods of weighted averages, and
market share (MS).
[Insert Table 7 and Table 8]
Table 7 shows that the S/A ratio, SG(1), SG(4) and SG(5) are above
the industry average, while SG(2) and SG(3) are below the industry
average.
Table 8 shows that SG2 (the borrower) has a significantly lower ROA
than SG3 (production), when industry average is based on assets. This
difference amounts to 49.28%. The table also shows that SG2 has a
lower ROA than SG4 when the industry average is based on assets.
Similar results are indicated when the industry average is based on
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sales. Table 8 shows Chat SG2 had lower returns than both SG3 and SG4.
The differences amounts to 47.79% and 44.42% respectively.
In addition, SG3 and SG4 have a significantly higher level of ROA
than SG5 (followers).
In comparing S/A ratio, SG2 and SG3 have a significantly lower level
than SGI (36.36% and 32.44% respectively, according to industry average
weighted by asset, and 34.57% and 30.68% respectively according to
industry average weighted by sales). SG4 and SG5 have a significantly
higher level than SG2 (26.87% and 27.16% respectively, according to
industry average weighted by sales). SG4 and SG5 have a significantly
higher level than SG3 (22.97% and 23.27% respectively, according to
industry average weighted by sales).
Market share was significantly different for each comparison,
except for the comparisons of SG2-SG3 , SG2-SG4 , and SG3-SG4.
Perfume Industry (SIC 2844)
Significant differences were found in ROE, ROA, and MS. The
results for ROE and ROA did not change significantly when either the
methods of weighted averages were used.
[Insert Table 9 and Table 10]
From Table 9, we can see that SGI (production) was above the indus-
try average in both ROE and ROA while SG2 (marketing) and SG3
(followers) were below the industry average in both methods of weighted
average. The Scheffe test shows that ROE in SG(1) and SG(2) was signi-
ficantly higher than ROE in SG(3) while for the ROA comparison, only
SGI has a significantly higher level than SG(3) (53.97% and 51.75%
according to weighted average by asset and by sales respectively).
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The market share of a firm in Che leading group (SGI) was higher on
Che average Chan a firm in Che markeCing; group (SG2) which was higher
Chan a firm in che follower group (SG3) (23.2%, 20.4%, and 3.83%
respectively, see Table 9).
The Scheffe Cest shows that only SGI has a significantly higher
level of MS than SG(3), chis difference is 19.38%. (See Table 10.)
Electronics IndusCry (SIC 3573)
Significant differences were found only in cash use (CU) and market
share (MS).
[Insert Table 11 and Table 12]
Table 11 shows ChaC the harvest group (SG4) used cash 1210% and
1416.7% above the industry average, weighted by assets and sales
respectively. The results from che Scheffe Cest (see Table 12) shows
that the cash use by the harvest group was significantly higher than
cash use in SGI, SG2 , and SG3 for both methods of weighting.
Differences were found to be significant (see Table 12) in com-
paring MS between any two strategic groups. A firm in the producCion
group (SG2) had on Che average 30.79% markeC share, while a firm in
SG4, SGI, and SG3 had 24.5%, 10,9%, and .76% respecCively (see Table 11)
CONCLUSIONS
The purpose of this study was to investigate some important ques-
tions and to examine properties of strategic groups. The statistical
tests involved three diverse industries, drug, perfume, and electronics.
Some of the more important results are summarized in Che following
discussion
:
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1. Five, three, and four strategic groups were found to exist in
the drug, perfume, and electronics industries, respectively.
It might he very interesting in future research to test the rela-
tionship between the number of strategic groups and the competitive
nature of an industry. Our untested hypothesis is that the more stra-
tegic groups in an industry, the more competitive the industry.
2. Strategic groups were identified according to their relative
strategic posture. Some strategic groups were more marketing oriented,
while others were production oriented; some were leaders in the market,
and some were followers. The conclusion is that firms within a given
strategic group elect a given strategy to compete while those in dif-
ferent strategic groups prefer different strategies.
3. All strategic groups (except the Harvest group in the electro-
nics industry) were in existence over the whole sample period. One
might conclude that the creation of a new strategic group or the dis-
continuance of an existing group is not a common event.
This finding is consistent with the economic market structure
theory that shows market structure elements to be stable over time.
4. Future research should examine the question of why firms tend
to remain in the same strategic group over time. Our untested hypothe-
sis is that mobility barriers of various types are responsible for this
phenomenon.
5. Different strategic groups have different performance levels.
In the drug industry, the production (SG3) and followers (SG4) strate-
gic groups have significantly higher ROA than the borrowers (SG2) and
followers-small (SG5).
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In comparing S/A ratios, the marketing (SGi), fol Lower-small (SG4)
,
and folLower-large (SG5) have significantly higher ratios than the
borrowers (SG2), and production (SG3) strategic groups.
According to market share performance, a firm in the marketing
strategic group (SGI) has, on the average, the highest market share in
the industry, and the follower-small (SG5) has the smallest market share,
6. In the perfume industry, the production strategic group (SGI)
has significantly higher values of ROA, ROE, and MS than the followers
strategic group (SG3). In addition, the ROE performance of the
marketing strategic group (SG2) was significantly higher than the
follower strategic groups (SGI).
7. In the electronics industry, the harvest strategic group has a
significantly higher level of CU than the other strategic groups in the
industry. In addition, market share performance between any pair of
strategic groups was significantly different. The highest value was
held by the production group (SG2), followed by the harvest group (SGA),
leader group (SGI), and the followers group (SG3).
Different industries have different structures of strategic groups;
moreover, some strategic groups have significantly higher level of per-
formance than other strategic groups.
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Footnotes
The findings of HatCen study can be found also in Hatten (1974),
Hatten and Schendel (1977), and HatCen, Schendel and Cooper (1978).
These results are discussed in Patten (1976) and Schendel and
Patton (1978).
3
The variables were all used in different ways in previous strategy
studies such as Hatten (1974), Patton (1976), Schendel and Patton
(1978), as well as Galbraith and Schendel (1983).
4
See for example Buzzell, Gale and Sultan (1975).
See for example Hatten and Schendel (1977). The earliest reference
to this approach we found was to Ackoff (1970).
Fiegenbaum and Primeaux (1983) and Oster (1982).
The years 1973-1980 were used in the sample because the Compustat
tapes generally provided more data for those years. Moreover, the
industries selected for study were chosen because they are quite dif-
ferent from one another. The drug industry represents a high technology
consumer goods business protected by patents; perfume represents low
cost, high product dif ferentation consumer goods business; electronics
also represent a high technology business, but the product is durable
in nature.
o
For review and criticism of the problems involved in cluster ana-
lysis techniques, see for example Punj and Stewart (1983), Klastorin
(1983), Everitt (1979), Mojena (1977), and Johnson (1967).
9
These variables were used by Rumelt (1974), Montgomery (1979) and
for cash use, see Gale and Ben Branch (1981). Cash use is defined as
increase in gross plant and equipment over after tax income +
depreciation.
Miller (1966) presents the theoretical bases of the approach and
Bettis (1981), Bettis and Hall (1982) have used of this procedure in
previous empirical research.
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Table 1
Strategic Groups (SG) in Drugs Industry (SIC 2830)
Year
Company
6.
7.
1. Abbott Laboratories
2. American Home Products Corp.
3. Bristol-Myers Co.
4. Cooper Laboratories
5. Forest Laboratories Inc. cl A
Icn Pharmaceutical Inc.
Iroquois Brands Ltd.
8. Key Pharmaceutical Inc.
9. Lilly & Co.
10. Marion Laboratories
11. Merck & Co.
12. Pfizer Inc.
13. Richardson-Vicks Inc.
14. Rubins (A.H.) Co.
15. Rorer Group
16. Schering Plough
17. Searle (G.D.) & Co.
18. Shaklee Corp.
19. Smithkline Beckman Corp.
20. Squibb Corp.
21. Sterling Drug Inc.
22. Upjohn Co.
23. Warner-Lambert Co.
1973 1974 1975 197b 1977 1978 1979 1980
2 2 2 2 2 2 3
4 4 4 4 4 4 4 4
1 1 1 1 1 1 1 1
5 5 5 5 5 5 5 5
5 5 5 5 5 5 5 5
5 5 5 5 5 5 5 5
5 5 5 5 5 5 5 5
5 5 5 5 5 5 5 5
3 3 3 3 3 3 3 3
5 5 5 5 5 5 5 5
3 3 3 3 3 3 3 3
2 2 2 2 2 2 2 2
4 4 4 4 4 4 4 4
5 5 5 5 5 5 5 5
5 5 5 5 5 5 5 5
4 4 4 4 4 4 4 4
2 2 2 2 2 2 2 4
5 5 5 5 5 5 5 5
4 4 4 4 4 4 4 3
2 2 2 2 2 2 2 2
4 4 4 4 4 4 4 4
3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1
1 - Strategic Group (SG) 1
2 - Strategic Group (SG) 2
3 - Strategic Group (SG) 3
4 - Strategic Group (SG) 4
5 - Strategic Group (SG) 5
Total objects in SGI = 16
Total objects in SG2 = 35
Total objects in SG3 = 21
Total objects in SG4 = 40
Total objects in SG5 = 72
TOTAL =184
(8.69%)
(19.02%)
(11.41%)
(21.73%)
(39.13%)
100%
TabLe 2
Strategic Groups (SG) in Drugs Industry (SIC 2830)
Relative Strategic Pos t u r
e
'
Strategic Groups
SGI (marketing)
(3.69% of the sample)
SG2 (borrower)
(19.01% of the sample)
SG3 (production)
(11.41% of the sample)
SG4 (followers-big)
(21.73% of the sample)
SG5 (followers-small)
(39.13% of the sample)
Between
Within
F-ratio
CI.
7.15
5.81
12.64
4.60
.46
.068
.0011
61.59 142.3
INV.
9.76
6.82
8.22
4.87
.53
.051
.0004
b
R&D.
7.22
6.63
11.15
4.77
.0606
.0002
REC.
L0.08
7.18
7.43
4.82
.54
.0515
.0003
.b
ADV.
20.19
2.52
2.37
7.78
.38
.145
.0003
b
352.53 168.006 496.3
DEBT
8.67
12.95
3.37
1.86
.70
.102
.0008
.b
IASSET
8.99
7.13
8.05
4.98
.54
.049
.0003
b
133.87 184.00
a - values are given in percentage
b - significant at 5% or less
4
Table 3
Strategic Groups (SG) in Perfumes Cosmetics Toil Prep (SIC 2844)
Year
Company 1973 1974 1975 1976 1977 1978 1979 1980
1. Alberto-Culver Co. 3 3 3 3 3 3 3 3
2. Avon Products 1 3 3 3 3 1 1 3
3. Carter-Wallace Inc. 3 3 3 3 3 3 3 3
4. Chesebrough-Pond' s Inc. 3 1 1 3 3 2 3 3
5. Del Laboratories Inc. 3 3 3 3 3 3 3 3
6. Faberge Inc. 3 3 3 3 3 3 3 3
7. Gillette Co. 1 1 1 2 2 2 2 2
8. Helene Curtis Industries 3 3 3 3 3 3 3 3
9. Johnson Products 3 3 3 3 3 3 3 3
10. La Maur Inc. 3 3 3 3 3 3 3 3
11. Lee Pharmaceuticals 3 3 3 3 3 3 3 3
12. Nestle-Lemur Co. 3 3 3 3 3 3 3 3
13. Revlon Inc. 2 2 2 1 1 1 1 1
1 - Strategic Group (SG) 1
2 - Strategic Group (SG) 2
3 - Strategic Group (SG) 3
Total objects in SGI
Total objects in SG2
Total objects in SG3
TOTAL
= 13
9
= 82
= 104
(12.5%)
(8.65%)
(78.84%)
100%
Table 4
Strategic Groups (SG) in Perfume Industry (SIG 2844)
Relative Strategic Posture
Strategic Groups CI. INV. R&D. REC. ADV. DEBT ASSET
SGI (production) 39.52 23.64 25.40 22.20 20.77 27.17 24.11
(12.5% of the sample)
SG2 (marketing) 14.74 23.54 24.56 25.82 27.04 34.26 22.23
(8.65% of the sample)
SG3 (followers) 1.87 3.42 3.03 3.40 3.50 1.69 3.49
(78.84% of the sample)
Between .819 .353 .420 .360 .351 .711 .342
\
u
.004 .0032 .0051 .0028
.71
b
110.092
b
82.63
b
127. 79
b
tfithin .004 .005 .003
04. .0' 7' 77.46
b
137. 98
b
104. 05
b
a - values are given in percentage
b - significant at 5% or less
C
Table 5
Strategic Groups (SG) in Electronic Equip (SIC 3573)
Year
Company
1. Anderson Jacobsen Inc.
2. Barry Wright Corp.
3. Beehive International
4. Centronics Data Computer
5. Commodore Intl. Ltd.
6. Computer Consoles
7. Datapoint Corp.
8. Digital Equipment
9. Genisco Technology
10. Hewlett-Packard Co.
11. Honeywell Inc.
12. Modular Computer Systems
13. Mohawk Data Sciences
14. Pioneer Texas Corp.
15. Recognition Equipment Inc.
16. Reynolds & Reynolds - cl A
17. Sperry Corp.
18. Storage Technology Corp.
19. Tec Inc.
20. Telex Corp.
1973 1974 1975 1976 1977 1978 1979 1980
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 1 1 3 1 1 2 2
3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1
? 4 4 4 2 2 2 2
3 3 3 3 3 3 3 3
3 3 4 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
2 2 2 2 2 2 2 2
3 3 1 3 3 3 3 3
3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3
1 - Strategic Group (SG) 1
2 - Strategic Group (SG) 2
3 - Strategic Group (SG) 3
4 - Strategic Group (SG) 4
Total objects in SGI - 13 (8.1%)
Total objects in SG2 = 15 (9.3%)
Total objects in SG3 = 128 (80%)
Total objects in SG4 = 4 (2.5%)
TOTAL = 160 100%
Table 6
Strategic Groups (SG) in Electronic Industry (SIC 3573)
Relative Strategic Posture'
Strategic Groups CI. INV. R&D. REC. ADV. DEBT ASSET
SGI (leader) 57.4 10.9 15.3 12.1 43.1 3.5 10.4
(8.1% of the sample)
SG2 (production) 12.8 31.1 27.9 28.5 3.2 29.6 29.7
(9.3% of the sample)
SG3 (followers) 1.5 .8 .6 .82 1.1 1.4 .7
(80% of the sample)
SG4 (harvest) -147.0 16.9 23.8 23.0 24.8 25.8
(2.5% of the sample)
Between 4.36 .45 .43 .41 .698 .41 .453
Within .03 .0017 .0014 .001 .004 .0019 .001
F-ratio 139. 86
b
261.
b
320. 06
b
335. 64
b
154. 18
b
220. 84
b
355.
9
b
a - values are given in percentage
b - significant at 5% or less
Table 7
Drug Industry (Sic 2830)
One Way Analysis of Variance:
Mean Value (%) of Deviation From Industry Average
Mean Mean
Variable (Asset) 3 (Sales) b
Mean Mean
Variable (Asset) 3 (Sales) b
1 . ROE 5. CU
SGI .52 -3.16 SGI -3.29 -.63
SG2 -11.62 -14.86 SG2 27.09 30.88
SG3 9.62 5.74 SG3 -5.45 -2.28
SG4 18.38 14.06 SG4 -15.72 -13.25
SG5 -76.64 -76.63 SG5 12.41 14.85
F 1.1.3 1.15 F .20 .20
Sig .34 .33 Sig .93 .93
R 2 .02 .02 R2 .004 .004
2. ROA 6. P/E
SGI -11.36 -14.28 SGI -9.58 -9.52
SG2 -26.82 -29.25 SG2 -7.13 -7.10
SG3 22.46 18.53 SG3 26.29 26.30
SG4 19.09 15.17 SG4 -4.54 -4.53
SG5 -31.36 -33.62 SG5 -16.25 -15.84
p 11.92 11.94 F .88 .86
SiS .0001 c .0001 c Sig .47 .48
R2 .21 .21 R2 .019 .018
3. GSALES 7. GEPS
SGI -22.31 -22.74 SGI -357.65 -1755.5
SG2 -12.56 -13.02 SG2 -21.42 .50
SG3 -3.48 -3.42 SG3 -182.68 -1275.7
SG4 -5.46 -5.93 SG4 -39.28 -63.9
SG5 220.0 273.80 SG5 1769.22 1059.87
F .41 .46 F .84 .90
Sig .79 .76 Sig .50 .46
R2 .009 .010 R2 .018 .019
4. S/A 8. MSd
SGI 20.40 14.31 SGI 10.56
SG2 -15.96 -20.26 SG2 5.94
SG3 -12.03 -16.36 SG3 7.0
SG4 12.28 6.61 SG4 5.84
SG5 12.58 6.90 SG5 .58
F 9.88 9.86 F 141.92
Sig .0001 c •0001 c Sig .0001 c
R 2 .18 .18 R2 .76
a - weighted average by asset
b - weighted average by sales
c - significant at 10% level or less
d - mean value of market share
R- - The ratio of the sum of squares between to the sum of squares total
This is an estimate of the percentage of the total variance
explained bv the analvsis of variance.
Table 8
Drug Industry (Sic 2830)
Scheffe Test
Pairwise
Variable Comparison Difference (Asset) 3 Difference (Sales)'
1. ROA SGL-SG2 15.46 14.96
SG1-SG3 -33.82 -32.82
SG1-SG4 -30.45 -29.45
SG1-SG5 20.0 19.33
SG2-SG3 -49.28 c -47.79°
S02-SG4 -45.92° -44.42°
SG2-SG5 4.54 4.36
SG3-SG4 3.36 3.36
SG3-SG5 53.83° 52.16°
SG4-SG5 50.46° 48.79°
2. S/A SG1-SG2 36.36° 34.57°
SG1-SG3 32.44° 30.68°
SG1-SG4 8.12 7.70
SG1-SG5 7.81 7.40
SG2-SG3 -3.92 -3.89
SG2-SG4 -28.24° -26.87°
SG2-SG5 -28.55° -27.16°
SG3-SG4 -24.32° -22.97°
SG3-SG5 -24.62° -23.27°
SG4-SG5 -.30 -.295
3. MS
d
SG1-SG2 4.61°
SG1-SG3 3.55°
SG1-SG4 4.72°
SG1-SG5 9.97°
SG2-SG3 -1.05
SG2-SG4 .10
SG2-SG5 5.36°
SG3-SG4 1.16
SG3-SG5 6.41°
SG4-SG5 5.25°
a - difference (%) from the industry weighted average by asset
b - difference (%) from the industry weighted average by sales
c - significant at 10% level or less
d - difference between strategic groups mean value
Table 9
Perfume Industry (Sic 2844)
One Way Analysis of Variance:
'lean Value (%) of Deviation From Industry Average
Mean Mean
Variable (Asset) 3 (Sales) b
Mean Mean
Variable (Asset) 3 (Sales) b
1. ROE 5.
SGI 16.79 15.13
SG2 -10.22 -11.39
SG3 -51.79 -52.35
F 20.22 19.93
Sig .0001° .0001°
R2 .28 .28
2. ROA
SGI 11.30 6.89
SG2 -23.57 -26.50
SG3 -42.67 -44.86
F 6.02 5.99
Sig .0034° ,0035 c
R 2 .106 .106
3. GSALES
SGI 19.39 23.80
SG2 -14.76 -11.47
SG3 -40.94 -31.67
F .11 1.18
Sig .89 .31
R2 .002 .02
4. S/A
SGI -3.06 -6.69
SG2 -9.11 -12.21
SG3 S.79 4.81
F 1.88 1.87
s ig .15 .15
R2 .03 .03
6.
SGI 116.2 71.84
SG2 346.04 198.3
SG3 -230.56 -139.1
F .34 .35
Sig .71 .70
R2 .006 .006
P./E
SGI 3.31 2.37
SG2 -17.81 -18.3
SG3 14.98 13.89
F .13 .13
Sig .87 .88
R2 .002 .002
GEPS
SGI -36.6 -3.66
SG2 342.19 137.2
SG3 670.08 -135.4
F .04
Sig .95 .99
R2 .0008 .00005
MS C
SGI 23.2
3G2 20.4
SG3 3.83
F 64.73
Sig .0001°
R2 .56
a - weighted average by asset
b - weighted average by sales
c - significant at 10% level or less
d - mean value of market share
R- - The ratio of the sum of squares between to the sum of squares total.
This is an estimate of the percentage of the total variance
explained by the analysis of variance.
Table 10
Perfume Industry (Sic 2844)
Scheffee Test
Varia ble
Pairwise
Comparison Di ff erence (As set) a Diff erence (Sales)'
1. ROE SG1-SG2
SG1-SG3
SG2-SG3
27.02
68.59 c
41.57 c
26.53
67.49 c
40.96 c
2. ROA SG1-SG2
SG1-SG3
SG2-SG3
34.87
53.97 c
19.1
33.39
51.75 c
18.36
3.
d
MS SG1-SG2
SG1-SG3
SG2-SG3
2.7
19.38 c
16.58
a - difference (%) from the industry weighted average by asset
b - difference (%) from the industry weighted average by sales
c - significant at 10% level or less
d - difference between strategic groups mean value
Table 1L
Electronic Industry (Sic 3573)
One Way Analysis of Variance:
Mean Value (%) of Deviation From Industry Average
Mean Mean
Variable (Asset) 3 (Sales) b
Mean Mean
Variable (Asset) 3 (Sales) b
1 . ROE
SGI 34.12 14.28
SG2 -12.90 -21.25
SG3 143.9 100.85
SG4 10.6 -2.30
F .06 .07
Sig .97 .97
R 2 .001 .001
2. ROA
SGI 63.55 59.84
SG2 -5.58 -7.30
SG3 -2.91 -5.65
SG4 -47.06 -48.28
F 1.10 1.13
Sig .35 .33
R 2 .02 .02
3. GSALES
SGI 88.4 94.62
SG2 -31.5 -30.70
SG3 582.33 538.68
SG4 -130.2 -137.22
F .18 .19
s i§ .90 .90
R2 .003 .003
4. S/A
SGI -.56 -2.24
SG2 .76 -1.04
SG3 11.87 9.89
SG4 -7.8 -9.35
F 1.48 1.47
Sig .22 .22
R2 .02 .02
5. CU
SGI -194.9 -220.3
SG2 20.3 30.21
SG3 -37.9 -37.10
SG4 1210 1416.7
F 4.18 3.87
Sig .007 c .010 c
R2 .07 .069
6. P/E
SGI 73.93 74.76
SG2 -19.5 -18.88
SG3 1.84 2.77
SG4 -20.15 -19.87
F 2.07 2.04
Sig .105 .109
R2 .03 .03
7. GEPS
SGI
SG2
SG3
SG4
F
Sig
R2
MSd
SGI
SG2
SG3
SG4
F
Sig
R2
-4.1
34.6
-44.8
-700
.09
.96
.001
-47.77
46.75
1758.8
-1736.5
.11
.95
.002
10.9
30.7
.76
24.5
354.9
.0001°
.87
a - difference (%) from the industry weighted average by assets.
b - difference (%) from the industry weighted average by sales,
c - significant at 10% level or less
d - mean value of market share
R 2 - The ratio of the sum of squares between to the sum of squares total,
This is an estimate of the percentage of the total variance
explained by the analysis of variance.
Table 12
Electronic Industry (Sic 1573):
Scheffee Test
Pairwise
Variable Comparison Difference (Asset) 3 Difference (Sales)"
1. CU SG1-SG2 -215.2 -250.5
SG1-SG3 -157.0 -183.2
SG1-SG4 -1405.
2
C
-1637.
l
c
SG2-SG3 58.3 67.3
SG2-SG4 -1190. C -1386.
6
C
SG3-SG4 -1248.
3
C
-1453.
9
C
3. MS
d
SG1-SG2
SG1-SG3
SG1-SG4
SG2-SG3
SG2-SG4
SG3-SG4
a - difference (%) from the industry weighted average by asset
b - difference (%) from the industry weighted average by sales
c - significant at 10% level or less
d - difference between strategic groups mean value
.,2
,.0
,,2
,.3
,,0
,.3
-19,,8 C
10,.13 c
-13,,6 C
30,,0 C
6,.21 c
-23,,8 C
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