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WEIGHTED ALEKSANDROV ESTIMATES: PDE AND
STOCHASTIC VERSIONS
N.V. KRYLOV
Abstract. We prove several pointwise estimates for solutions of lin-
ear elliptic (parabolic) equations with measurable coefficients in smooth
domains (cylinders) through the weighted Ld (Ld+1)-norm of the free
term. The weights allow the free term to blow up near the (latteral)
boundary. We also present weighted estimates for occupation times of
diffusion processes.
In the recent paper [4] the authors prove weighted and mixed-norm Lp
estimates for fully nonlinear elliptic and parabolic equations with relaxed
convexity assumption and almost VMO assumption on the dependence on
the space-time variables of the functions defining the equations. The full
norm including the second order spacial derivatives is estimated, however,
sometimes they are estimated through the weighted norm of the free term
plus the weighted norm of the unknown function itself. Here we show how
the unknown function can be estimated through the weighted norm of the
free term by considering linear elliptic and parabolic equations with measur-
able coefficients. One knows that zeroth-order estimates for fully nonlinear
elliptic and parabolic equations even not explicitly involving x reduce to the
estimates for linear elliptic and parabolic equations with measurable coeffi-
cients. Our estimates are given for C1,1 domains and cylinders with weights
that are powers of the distance to the boundary of the domain or to the
lateral boundary of the cylinder. In [12] and the references therein one can
find similar estimates in case the boundaries of domains have wedges with
weights related to the wedges.
It is worth noting that for the case of linear and quasilinear elliptic equa-
tions with regular coefficients a rather detailed information about weighted
estimates can be found in [3] and references therein.
It is also worth noting that for the case of linear parabolic equations with
coefficients independent of x a rather detailed information about weighted
estimates can be found in [6] and the references therein. It is also worth
noting [2], where an abstract treatment of weighted estimates is presented
from the point of view of semigroups and special Riemannian manifolds.
Then the coefficient of operators are necessarily smooth apart from some
special singularities.
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Our method in the elliptic case is an extension of the original Aleksandrov
methods based on Monge-Ampe`re equations and is presented in Section 1. In
Section 2 we apply the results of Section 1 to derive estimates for equations
of main type in the unit ball. Section 3 contains our main analytic result
about estimates of solutions of elliptic equations. In Section 4 we derive
stochastic Aleksandrov estimates for functions which can blow up near the
boundary. These provide better estimates than known before for the time
spent by diffusion processes near the boundary of a domain before reaching
it.
Our method in the parabolic case is an extension of the one introduced
in [7], is based on considering the parabolic Monge-Ampe`re equations intro-
duced in [7], and is presented in Section 5 where we also derive estimates for
equations of main type in round cylinders. In Section 6 we apply the results
of Section 5 to derive estimates for general parabolic equations in round
cylinders. Section 7 contains our main analytic result about estimates of
solutions of parabolic equations. Finally, in Section 8 we derive stochastic
weighted Aleksandrov estimates for functions which can blow up near the
boundary. These provide better estimates than known before for the time
spent by diffusion processes near the lateral boundary of a cylinder before
reaching its boundary.
In the elliptic part of the article we work in a d-dimensional Euclidean
space Rd of points x = (x1, ..., xd), d ≥ 2. We use the notation
Di =
∂
∂xi
, Du = (D1u, ...,Ddu), Dij = DiDj , D
2u = (Diju)
∣∣d
i,j=1
,
a± = (1/2)(|a| ± a), ap± = (a±)p, Br(x) = {y ∈ Rd : |y − x| < r},
Br = Br(0), B = B1.
By |Γ| we denote the volume of Γ ⊂ Rd. If Ω is a domain in Rd with
regular boundary by
0
W 2d(Ω) we mean the subset of W
2
d (Ω) consisting of
continuous functions in Ω¯ vanishing on ∂Ω.
In the parabolic part of the article we fix T ∈ (0,∞) and use the notation
C = [0, T )×B, ∂′C = ∂C \ ({0} × B¯).
We call ∂′C the parabolic boundary of C.
Everywhere below ψ(x) = 1− |x|2.
1. Elliptic equations of the main type in a ball
Theorem 1.1. Let u ∈ W 2d,loc(B) ∩ C(B¯) be a convex function in B, and
let α ∈ [0, (d + 1)/2). Then, for any x0 ∈ B,
u(x0) ≥ inf
∂B
u−N(d, α)ψβ(x0)
( ∫
B
ψα detD2u dx
)1/d
, (1.1)
where
β = (d+ 1− 2α)/(2d).
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Corollary 1.2. Under the conditions of Theorem 1.1, if u = 0 on ∂B, we
have
sup
B
|u| ≤ N(α, d)
( ∫
B
ψα detD2u dx
)1/d
. (1.2)
Remark 1.3. It might be that (1.1) also holds if α = (d+1)/2. At least this
is true indeed if d = 1. Generally, estimate (1.2) is close to be optimal in
the following sense. Take α > (d + 1)/2 and a sequence xn ∈ B such that
|xn| → 1 as n → ∞. Then one can construct a sequence of smooth in B¯,
convex functions un, vanishing on the boundary, such that un(xn) → −∞
and the integral in the right-hand side of (1.2) stays bounded.
Our argument showing this is rather descriptive dropping some rigorous
justifications. But the author is sure that the reader will be able to make
it absolutely rigorous. To construct such a sequence of un, define negative
vn(xn) so that
|vn(xn)|d = ψ(d+1)/2−α(xn)
and introduce a cone with vertex at (xn, v
n(xn)) and base ∂B. Let this cone
be the graph of a function which we call vn(x). Then mollify vn near xn,
without changing it for x not close to xn so that the new function, u
n, will
be smooth, convex, and close to vn, so that un(xn) → −∞ (observe that
vn(xn)→ −∞).
Note that, since un is smooth, by change of variables formula,∫
B
detD2un dx = |Dun(B)|,
where Dun(B) = {Dun(x) : x ∈ B}. It turns out that Dun(B) and
|Dun(B)| are independent of what we did with vn in the small neighbor-
hood of xn. Indeed, if x ∈ B and p = Dun(x), then the hyper-plane
y = un(x) + p · (z − x), z ∈ Rd, can be shifted down, if necessary, so that
it will become a supporting plane for the graph of vn at (xn, v
n(xn)). Ob-
viously, all supporting planes for the graph of vn at (xn, v
n(xn)) can be
obtained in this way, so that Dun(B) is just the collection of p ∈ Rd such
that b+ p · (z−xn) is a supporting plane for the graph of vn at (xn, vn(xn))
for a b ∈ R.
In analytic terms this means that
p ∈ Dun(B)⇐⇒ (p, xn) + b = vn(xn), (p, x) + b ≤ 0 ∀x ∈ ∂B.
We can rewrite the latter conditions as
max|x|=1(x− xn, p) ≤ −vn(xn), |p| − (xn, p) ≤ −vn(xn),
|p|2 − (xn, p)2 + 2vn(xn)(xn, p) ≤ |vn(xn)|2,
and b = vn(xn)− (p, xn). For xn = |xn|e1 we have
(1− |xn|2)
(
p1 +
vn(xn)|xn|
1− |xn|2
)2
+
∑
i≥2
(pi)2 ≤ |v
n(xn)|2
1− |xn|2 .
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It follows that Dun(B) is an ellipsoid whose d−1 principal semi-axes have
length
|vn(xn)|/
√
1− |xn|2
and the remaining one is of length
|vn(xn)|/(1 − |xn|2).
Hence,
|Dun(B)| = ωd|vn(xn)|dψ−(d+1)/2(xn).
After that observe that detD2un 6= 0 only in the neighborhood of xn,
where we changed vn. Then ∫
B
ψα detD2un dx
is close to
J := ψα(xn)
∫
B
detD2un dx = ψα(xn)|Dun(B)|
= ωdψ
α−(d+1)/2(xn)|vn(xn)|d = ωd,
and becomes as close to J as we wish as we shrink the neighborhoods of
xn, where we changed v
n. This finishes the proof of the claim made at the
beginning of this remark.
Remark 1.4. It suffices to prove (1.1) with Br in place of B and r
2 − |x|2
in place of ψ for r < 1 close to 1. In that case we have u ∈ W 2d (Br). This
shows that in the proof of Theorem 1.1 without losing generality we may
assume that u ∈W 2d (B).
Lemma 1.5. Let u ∈ W 2d (B) be convex in B, 0 ≤ s < r ≤ 1, and suppose
that detD2u 6= 0 only on Br \Bs and u = 0 on ∂B. Then
(a) for |x| ≤ s we have
|u(x)| ≤M
(1− s2
1− r2
)(d+1)/(2d)
, (1.3)
where
M = ω
−1/d
d (1− r2)(d+1)/(2d)
( ∫
Br\Bs
detD2u dx
)1/d
,
(b) for |x| ≥ r we have
|u(x)| ≤M(1− |x|)/(1 − r). (1.4)
Proof. (a) Since in Bs we have
inf
a∈A
aijDiju = 0, (1.5)
whereA is the set of d×d symmetric nonnegative matrices with unit trace, by
the maximum principle u in B¯s attains its minimum on ∂Bs. Furthermore,
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the classical Aleksandrov estimate (the derivation of which is just part of
the arguments in Remark 1.3) says that, for any x ∈ B,
|u(x)| ≤ ω−1/dd (1− |x|2)(d+1)/(2d)
(∫
B
detD2u dx
)1/d
, (1.6)
where the integral can be restricted to Br \Bs. It follows that |u(x)| on ∂Bs
is dominated by the right-hand side of (1.3) and proves (a).
(b) Observe that in Cr := B \ B¯r the function u satisfies (1.5). The
function v(x) :=M(|x| − 1)/(1 − r) also satisfies this equation in Cr and is
less than u on ∂Cr. By Theorem 4.1.18 of [11] we have u ≥ v in Cr and this
is (1.4). The lemma is proved.
Next, we need a special partition of unity in B. For n = 0, 1, 2, ... intro-
duce rn = 1− e−n, r−1 = 0, and find nonnegative C∞-functions ζn on [0, 1]
such that ζn ≤ 1,
ζn = 1 on [rn, rn+1], ζn = 0 for t < (rn−1 + rn)/2 =: sn−1,
ζn = 0 for t ≥ (rn+1 + rn+2)/2 =: sn+1.
After that set
η =
∞∑
n=0
ζn, ηn = ζn/η.
Clearly, η is infinitely differentiable on [0, 1) and 0 ≤ η ≤ 3.
Lemma 1.6. Let u be four times continuously differentiable in B¯ function,
which is convex in B, is nonnegative on ∂B and is such that f := detD2u >
0 in B¯. Introduce un as C
1,1(B¯)-functions which are convex in B, vanish
on ∂B and satisfy
detD2un = fη
d
n
in B (a.e.). Then
u ≥
∞∑
n=1
un.
Proof. First of all note that, since g := f1/d is at least in C1,1(D¯), the
functions un with the described properties exist and are unique according
to §4 in [9].
Recall that u is a smooth solution of
inf
a∈A
[aijDiju− gd d
√
det a] = 0
nonnegative on ∂B, and un are unique C
1,1-solutions of
inf
a∈A
[aijDijun − gηnd d
√
det a] = 0
in B (a.e.) vanishing on ∂B. Set vn = u0+ ...+un, gn = gη0+ ...+ gηn and
note that
inf
a∈A
[aijDijvn − gnd d
√
det a] ≥ 0
6 N. V. KRYLOV
in B (a.e.). It follows that
sup
a∈A
[aijDij(vn − u)− (gn − g)d d
√
det a] ≥ 0
and there is an A-valued function a = a(x) such that in B (a.e.)
aijDij(vn − u)− (gn − g)d d
√
det a ≥ 0.
By Theorem 3.3.4 of [11] (see also the end of the introduction into Chapter
3 in [11])
vn − u ≤ N(d)‖gn − g‖Ld(B).
This proves the lemma since the norm on the right tends to zero as n→∞.
Proof of Theorem 1.1. According to Remark 1.4 we may assume that
u ∈W 2d (B). By having in mind approximations and adding to u the function
−εψ and then letting ε ↓ 0, we convince ourselves that we may also assume
that u is a strictly convex C4-function. By replacing u with u− inf∂B u we
see that we may assume that u ≥ 0 on ∂B as well. Under these additional
assumptions fix x0 ∈ B and define n0 as the smallest n ≥ 1 such that
|x0| ≤ sn, that is
|x0| ≤ sn0 , |x0| ≥ sn0−1.
Below we are going to use a few times that the ratio (1− sn)/(1 − sn+1) is
bounded from above and away from zero by absolute constants independent
of n and that, for |x| ∈ [sn−1, sn+2], the ratio ψα(x)/(1 − sn)α is bounded
from above and away from zero by constants independent of n and depending
only on α.
Take un from Lemma 1.6 and observe that, by Lemma 1.5 (and (1.6)), if
n ≤ n0, then
|un(x0)| ≤ N(d)(1 − |x0|)(1 − sn)−1(1− s2n)(d+1)/(2d)
( ∫
B
ηdn detD
2u dx
)1/d
≤ N(d)(1 − |x0|)(1− sn)(d+1)/(2d)−1−α/d
( ∫
B
ηdnψ
α detD2u dx
)1/d
≤ N(d)(1 − |x0|)en(1−β)
( ∫
B
ηdnψ
α detD2u dx
)1/d
.
By Ho¨lder’s inequality and in light of the fact that 1− β > 0 (d ≥ 2),
n0∑
n=0
|un(x0)| ≤ N(d)(1 − |x0|)
( n0∑
n=0
en(1−β)d/(d−1)
)(d−1)/d
×
(∫
B
ψα detD2u
n0∑
n=0
ηdn dx
)1/d
≤ N(d, α)(1 − |x0|)en0(1−β)
(∫
B
ψα detD2u dx
)1/d
≤ N(d, α)ψβ(x0)
( ∫
B
ψα detD2u dx
)1/d
. (1.7)
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If n > n0, then by Lemma 1.5
|un(x0)| ≤ N(d)(1 − s2n)(d+1)/(2d)
( ∫
B
ηdn detD
2u dx
)1/d
≤ N(d)e−nβ(
∫
B
ηdnψ
α detD2u dx
)1/d
.
Since β > 0,
∑
n>n0
|un(x0)| ≤ N(d)
( ∑
n>n0
e−nβd/(d−1)
)(d−1)/d(∫
B
ψα detD2u dx
)1/d
≤ N(d, α)e−n0β
( ∫
B
ψα detD2u dx
)1/d
≤ N(d, α)ψβ(x0)
( ∫
B
ψα detD2u dx
)1/d
.
Upon combining this with (1.7) and Lemma 1.6 we get (1.1). The theorem
is proved.
Theorem 1.7. Let a(x) = (aij(x)) be a d×d-symmetric nonnegative definite
matrix-valued measurable function on B such that tr a > 0 in B. Let α ∈
[0, (d + 1)/2) and u ∈W 2d,loc(B) ∩ C(B¯). Introduce
L0u = a
ijDiju.
Then, for any x0 ∈ B, (0/0 := 0)
u(x0) ≤ sup
∂B
u+N(d, α)ψβ(x0)
( ∫
B
ψαILu<0(det a)
−1|L0u|d dx
)1/d
. (1.8)
Proof. As in Remark 1.4 we may assume that u ∈W 2d (B). Since tr a > 0,
by the homogeneity of estimate (1.8) we may assume that
tr a ≡ 1. (1.9)
A particular case. Suppose that det a ≥ ε, where ε > 0 is a constant. In
that case it is easy to pass to the limit in (1.8) from smooth u to the ones in
W 2d (B). Therefore, we assume that u ∈ C4(B¯). We may also assume that a
is infinitely differentiable so that
f := −1
d
(det a)−1/dL0u
is twice continuously differentiable in B¯. In that case, as we know, there
exists a unique C1,1(B¯)-function v which is concave in B, vanishes on ∂B,
and satisfies
det(−D2v) = fd+ (1.10)
in B (a.e.). By the way, it is proved in [5] that the same result holds if
we replace fd+ with g
d−1, provided that g ∈ C1,1(B¯), g ≥ 0. Interestingly
enough, since f
d/(d−1)
+ is not necessarily in C
1,1, the result in [5] is not
applicable here.
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Then we know that v also satisfies
sup
a∈A
[aijDijv + fd
d
√
det a] = 0 (1.11)
and for u¯ = u− sup∂B u we obviously have
sup
a∈A
[aijDij u¯+ fd
d
√
det a] ≥ 0.
By Theorem 4.1.18 of [11] we have u¯ ≤ v and a reference to Theorem 1.1
completes considering this case.
General case. In order to drop the additional assumptions we take γ, δ >
0, take ψ from Lemma 3.1.8 of [11] introduce Lδ = L+ δ∆, and apply the
above result to uγ = u − γ(ψ + 1) and Lδ. Then following almost word for
word the appropriate parts of the proof of Lemma 3.2.4 of [11], we arrive at
(1.8). The theorem is proved.
2. General elliptic equations in B
Here we generalize Theorem 1.7 for equation with lower order terms.
Theorem 2.1. Under the assumptions of Theorem 1.7 let b = (bi(x)) be
R
d-valued measurable function on B and c = c(x) be a nonnegative bounded
measurable function on B and let |b| ≤ Kµ in B, where K is a fixed constant
and µ = µ(x) is the smallest eigenvalue of a = a(x). Then estimate (1.8)
holds again with N = N(d, α,K) if we replace L0u in (1.8) with
Lu = aijDiju+ b
iDiu− cu (2.1)
and sup∂B u with sup∂B u+.
To prove the theorem we need a lemma.
Lemma 2.2. Take γ ∈ [0, 1] and introduce
w(x) =
∫ 1
|x|
eKs
∫ s
0
e−Kt
(1− t2)γ dtds.
Then w(x) has bounded first and second order derivatives in Br for any
r ∈ (0, 1), and satisfies there
Lw +
µ
(1− |x|2)γ ≤ 0. (2.2)
Proof. We have
Diw(x) = − x
i
|x|e
K|x|
∫ |x|
0
e−Kt
(1− t2)γ dt,
Dijw(x) = −x
ixj
|x|2
1
(1− |x|2)γ
−
(δij
|x| −
xixj
|x|3 +K
xixj
|x|2
)
eK|x|
∫ |x|
0
e−Kt
(1− t2)γ dt.
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Since aijxixj ≥ µ(x)|x|2 and aijxixj ≤ |x|2aijδij , it follows that
Lw ≤ − µ
(1− |x|2)γ − cw
−KµeK|x|
∫ |x|
0
e−Kt
(1− t2)γ dt−
bixi
|x| e
K|x|
∫ |x|
0
e−Kt
(1− t2)γ dt.
This easily implies (2.2). The lemma is proved.
Proof of Theorem 2.1. As in the proof of Theorem 1.7 we assume (1.9),
u ∈W 2d (B), and first also assume that det a ≥ ε, where ε > 0 is a constant.
This allows us to also assume that u, a, b, and c are infinitely differentiable
so that
f := −1
d
(det a)−1/dLu
is twice continuously differentiable in B¯.
After that we define a function v having the same properties as in the proof
of Theorem 1.7 by solving (1.10). We also fix x0 ∈ B, take the function w
from Lemma 2.2 with γ = 1− β, take N(d, α) from (1.1) and set
N(d, α)ψβ(x0)
( ∫
B
ψα detD2v dx
)1/d
=: N1ψ
β(x0).
Observe that, as for any concave function vanishing on ∂B, we have
|Dv| ≤ v/(1 − |x|) ≤ 2v/ψ. Also note that for u¯ = u − sup∂B u+ we
have Lu¯ ≥ Lu. Then for the function
φ = v + 2KN1w
owing to (1.1), (2.2), and (1.11), (also recall the definition of f) we get
Lu¯ ≥ Lv − biDiv + cv ≥ Lv − 2|b|v/ψ ≥ Lv − 2N1|b|ψ−(1−β) ≥ Lφ.
By the maximum principle u¯ ≤ φ and, to finish the proof in out particular
case, it only remains to observe that by using l’Hospital’s rule it is easy to
check that
lim
|x|↑1
w(x)
(1− |x|2)β = 2
−ββ−1eK lim
s↑1
(1− s)1−β
∫ s
0
e−Kt
(1− t2)1−β dt = 0. (2.3)
The general case is dealt with as at the end of the proof of Theorem 1.7.
The theorem is proved.
3. The case of general smooth domains
Let Ω be a C1,1 bounded domain in Rd, a = (aij(x)) be d× d symmetric
matrix-valued function on Rd, b = (bi(x)) be Rd-valued function on Rd, and
c = c(x) be a nonnegative bounded function on Rd. We assume that these
functions are measurable, fix three numbers δ,K > 0, and assume that for
all values of arguments and λ ∈ Rd
δ−1|λ|2 ≥ aijλiλj ≥ δ|λ|2, |b| ≤ K, c ≥ 0. (3.1)
Finally, take α ∈ [0, (d + 1)/2) and define ρΩ(x) = dist (x,Ωc).
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Theorem 3.1. Let u ∈W 2d,loc(Ω) ∩ C(Ω¯). Then, for any x ∈ Ω,
u(x) ≤ sup
∂Ω
u+ +Nρ
β
Ω(x)‖ραΩ(Lu)−‖Ld(Ω), (3.2)
where L is taken from (2.1) and the constant N depends only on Ω, δ, α,
and K.
To prove this theorem we need three lemmas.
Lemma 3.2. Set B+r = Br ∩ {x ∈ Rd : x1 > 0} and suppose that u ∈
W 2d,loc(B
+
1 )∩C(B¯+1 ), u ≤ 0 on ∂B+1 . Also assume that the coefficients of L
are infinitely differentiable and f := Lu ∈ Ld(B+1 ). Then in B+1 we have
u(x) ≤ N(x1)β‖Mαf−‖Ld(B+1 ), (3.3)
where Mα(x) = (x1)α and the constant N depends only on d, δ, α, and K.
Proof. Find a C1,1 domain B′ which contains B+2 , has B2 ∩ {x ∈ Rd :
x1 = 0} as part of its boundary, and is C1,1-diffeomorphic to B.
Then, extend f as zero outside B+1 and denote by v the function of class
0
W 2d(B
′) satisfying
Lv = −f− (3.4)
in B′ (a.e.). It is a classical fact that such a function exists and is unique.
By the maximum principle v ≥ 0, v ≥ u in B+1 . Furthermore, is we apply
the diffeomorphism mentioned above to (3.4) then we will see that the image
v′ of v will satisfy the equation
L′v′ = −f ′−
in B (a.e.), where f ′− is the image of f− and L
′ is the image of L.
By Theorem 2.1
v′(x′) ≤ Nψβ(x′)‖ψα/df ′−‖Ld(B), (3.5)
where ψ(x′) is the distance from x′ to the boundary of B. If x′ is the image
of x, ψ(x′) is comparable to the distance of x to the boundary of B′, since
the diffeomorphism and its inverse are Lipschitz continuous.
It only remains to write down (3.5) in the original coordinates and use
the fact that v ≥ u and that for x ∈ B+1 it distance to the boundary of B′
equals x1. The lemma is proved.
Next we use a well-known fact (see, for instance Lemma 8.8 in [10]) that
there exists a function Ψ ∈ C1,1(Ω¯) such that, for a constant N depending
only on Ω, δ, and K, we have on Ω
NρΩ ≥ Ψ, Ψ ≥ ρΩ, (3.6)
LΨ+ cΨ ≤ −1. (3.7)
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Lemma 3.3. Let the coefficients of L be infinitely differentiable. Take ρ0 ∈
(0, 1), x0 ∈ Ω and suppose that 2ρ := ρΩ(x0) ≥ ρ0. Let γ ∈ (0, 1] and let
Φ be the classical solution of LΦ = 0 in Bρ(x0) with boundary condition
Φ = Ψγ on ∂Bρ(x0). Then
Φ(x0) ≤ [1− ερ0]γΨγ(x0),
where ε > 0 depends only on K, δ, and Ω.
Proof. A simple argument based on the maximum principle shows that
it suffices to concentrate on γ = 1. In that case first we note that by the
maximum principle Φ ≥ 0. Therefore, (L+ c)Φ ≥ 0 and v := Ψ−Φ satisfies
(L + c)v ≤ −1 and v = 0 on ∂Bρ(x0). Then elementary barriers show
that v(x0) ≥ ερ2, where ε > 0 depends only on K, δ, and the diameter of
Ω. Since ρΩ(x0) and Ψ(x0) are comparable we have (we use ε as a generic
constant > 0 depending only on K, δ, and Ω)
ρ2 = ρ(1/2)ρΩ(x0) ≥ ερ0Ψ(x0),
Ψ(x0)− Φ(x0) ≥ ερ0Ψ(x0),
and the lemma is proved.
Below by ρ0 we mean a number > 0 such that any point x¯0 ∈ ∂Ω is the
only common point of ∂Ω and the closure of a ball, say Bρ0(y0), belonging to
Ω with radius ρ0. Since Ω ∈ C1,1, such ρ0 > 0 exists. We further decrease ρ0,
if necessary, so that there is a C1,1-diffeomorphism with its first- and second-
order derivatives and the first- and second-order derivatives of its inverse
bounded by a constant depending only on Ω and mapping B2ρ0(x¯0)∩Ω onto
B+1 and B¯2ρ0(x¯0) ∩ ∂Ω onto B¯+1 ∩ {x1 = 0}.
In the following lemma we consider the case that ρΩ(x0) ≤ ρ0 and denote
by x¯0 a point on ∂Ω such that ρΩ(x0) = |x¯0 − x0|. By assumption there
exists y0 ∈ Ω such that
B¯ρ0(y0) ∩ ∂Ω = {x¯0},
and since both balls Bρ0(y0) and BρΩ(x0)(x0) touch ∂Ω at x¯0 and the former
ball has a smaller radius, the points x¯0, x0, and y0 lie on the same line and
dist (x0, B
c
ρ0(y0)) = ρΩ(x0). (3.8)
Lemma 3.4. Let the coefficients of L be infinitely differentiable. Take ρ0 ∈
(0, 1), x0 ∈ Ω and suppose that ρ := ρΩ(x0) ≤ ρ0. Take y0 introduced before
the lemma. Let γ ∈ (0, 1] and let Φ be the classical solution of LΦ = 0 in
Bρ0(y0) with boundary condition Φ = Ψ
γ on ∂Bρ0(y0). Then
Φ(x0) ≤ [1− ερ0]γΨγ(x0),
where ε > 0 depends only on K, δ, and Ω.
Proof. As in the proof of Lemma 3.3, we concentrate on the case that
γ = 1 and we have (L+ c)v ≤ −1. Simple barriers show that (recall that ρ0
is fixed) v(x) ≥ ε(ρ0 − |x− y0|) in Bρ0(y0), where ε > 0 depends only on d,
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δ, K, and ρ0. Owing to (3.8) this shows that v(x0) ≥ ερΩ(x0) and we are
done because ρΩ(x0) and Ψ(x0) are comparable. The lemma is proved.
Proof of Theorem 3.1. An argument similar to the one in the beginning
of the proof of Theorem 1.7 shows that without losing generality we may
assume that u ∈ W 2d (Ω). After that we can certainly concentrate on the
case that u and the coefficients of L are infinitely differentiable in Ω¯. Then
define v as a unique classical solution of Lv = Lu in Ω with zero boundary
condition. By the maximum principle u− v ≤ sup∂Ω u+. It follows that we
only need to estimate v and consequently we may assume that u = 0 on ∂Ω.
In that case the function
v =
u
Ψβ
is continuous in Ω¯, equals zero on ∂Ω and, hence, attains its maximum value
at a point x0 ∈ Ω:
M :=
u(x0)
Ψβ(x0)
≥ u(x)
Ψβ(x)
∀x ∈ Ω. (3.9)
IfM is less than zero, we have nothing to prove. Therefore, we assume that
u(x0) > 0
and consider two cases:
(a) ρΩ(x0) ≥ ρ0,
(b) ρΩ(x0) < ρ0.
In case (a), in B′ := BρΩ(x0)/2(x0) we have u = v + h, where v is the
classical solution of Lv = Lu in B′ with zero boundary value and h is the
classical solution of Lh = 0 in B′ with boundary condition h = u on ∂B′.
We apply the Aleksandrov estimate to v and take into account that on B′,
ρΩ and Ψ are comparable to a constant one. Then we see that
v(x0) ≤ N‖(Lu)−‖Ld(B′) ≤ NΨβ(x0)‖ραΩ(Lu)−‖Ld(Ω). (3.10)
In what concerns h, observe that owing to (3.9), by the maximum prin-
ciple, it is less than the solution w of the equation Lw = 0 in B′ with
boundary condition MΨβ. By Lemma 3.3, h(x0) ≤ w(x0) ≤ MεΨβ(x0),
where ε ∈ (0, 1) depends only on K, δ, α, and Ω. It follows that
M ≤ N‖ραΩ(Lu)−‖Ld(Ω) +Mε, M ≤ N‖ραΩ(Lu)−‖Ld(Ω),
which yields (3.2).
In case (b), in the ball Bρ0(y0) introduced before Lemma 3.4 we have
u = v+h, where v is the solution of Lv = Lu in Bρ0(y0) with zero boundary
condition and h satisfies Lh = 0 and equals u on ∂Bρ0(y0). As in case (a)
by the maximum principle and Lemma 3.4 we have h(x0) ≤MεΨβ(x0).
In what concerns v observe that in Bρ0(y0) by the maximum principle it
is less than w defined as W 2d,loc(B
′) ∩ C(B¯′)-solution of Lw = −f− in
B′ := B2ρ0(x¯0) ∩ Ω
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vanishing on its boundary, where
f := IBρ0(y0)Lu.
By an argument similar to the one used in the proof of Lemma 3.2 we obtain
that
w(x0) ≤ NρβΩ(x0)‖ραΩf−‖Ld(B′) ≤ NρβΩ(x0)‖ραΩf−‖Ld(Ω).
Since ρΩ and Ψ are comparable we conclude
M ≤Mε+N‖ραΩf−‖Ld(Ω)
and this proves the theorem.
4. Estimates for stochastic integrals
Let (Ω,F , P ) be a complete probability space, {Ft, t ≥ 0} be an increasing
filtration of σ-fields Ft ⊂ F each of which is complete relative to F , P .
Suppose that on (Ω,F , P ) we are given a d1-dimensional Wiener process
which is Ft-adapted and such that wt−ws are independent of Fs as long as
0 ≤ s ≤ t <∞.
Fix some constants δ ∈ (0, 1] andK ≥ 0. Let σt = σt(ω) be a progressively
measurable with respect to {Ft, t ≥ 0}, d × d1-matrix valued process such
that
δ−1|λ|2 ≥ aijt λiλj ≥ δ|λ|2
for all λ ∈ Rd, t ≥ 0, and ω ∈ Ω, where a = (1/2)σσ∗.
Let bt be a progressively measurable with respect to {Ft, t ≥ 0}, Rd-valued
process such that |bt| ≤ K for all t ≥ 0 and ω ∈ Ω.
Introduce
xt =
∫ t
0
σs dws +
∫ s
0
bs ds.
Let G be a bounded C1,1 domain in Rd containing the origin, set
ρG(x) = dist (x,G
c),
take a nonnegative Borel function f on G, a number
α ∈ [0, (d + 1)/2),
and set
β = (d+ 1− 2α)/(2d).
Here is the result of this section.
Theorem 4.1. There exists a constant N , depending only on G, δ, α, and
K, such that
E
∫ τ
0
f(xt) dt ≤ NρβG(0)
( ∫
G
ραGf
d(x) dx
)1/d
, (4.1)
where τ is the first exit time of xt from G.
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Proof. A usual measure-theoretic argument shows that it suffices to prove
(4.1) for bounded f . Let A be the collection of couples (a, b), where a is a
symmetric d× d matrix and b ∈ Rd such that
|b| ≤ K, δ−1|λ|2 ≥ aijλiλj ≥ δ|λ|2
for all λ ∈ Rd.
As it follows from [13] or [11] there exists a unique u ∈W 2d (G) vanishing
on ∂G and satisfying
sup
(a,b)∈A
[aijDiju+ b
iDiu+ f ] = 0
in G (a.e.). By Itoˆ’s formula (see, for instance, [8])
u(0) = E
∫ τ
0
[−aijt Diju(xt)− bitDiu(xt)] dt ≥ E
∫ τ
0
f(xt) dt.
After that it only remains to apply Theorem 3.1 first observing that there
exist a measurable A-valued function (a(x), b(x)) such that
aij(x)Diju(x) + b
i(x)Diu(x) + f(x) = 0
in G (a.e.). The theorem is proved.
If Borel Γ ⊂ G, then
G(Γ) = E
∫ τ
0
IΓ(xt) dt
(the so-called Green’s measure) is the mean time that the process xt, t ∈
[0, τ ], spends in Γ, the mean time it occupies Γ before exiting from G. By
taking f = IΓ in (4.1) we come to the following.
Corollary 4.2. We have
G(Γ) ≤ NρβG(0)
( ∫
Γ
ραG(x) dx
)1/d
.
Remark 4.3. By analyzing the arguments in Remark 1.3 and the proof of
Theorem 1.7, it is not hard to show that in the whole class of processes
satisfying the conditions of Theorem 4.1 with arbitrary δ andK = 0 estimate
(4.1) fails to hold if one replaces d with p < d even if α = 0 and also fails to
hold for α > (d+ 1)/2.
5. Parabolic equations of the main type in a round cylinder
If u is a d× d symmetric matrix, by Aij [u] we denote the co-factor of uij
in det u.
Lemma 5.1. Let u, v ∈ W 1,2d+1(C), u = v = 0 on ∂′C, u and v be convex
with respect to x and satisfying u ≥ v in C. Then∫
C
∂tudetD
2u dxdt ≤
∫
C
∂tv detD
2v dxdt. (5.1)
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Proof. By having in mind approximations, we may assume that u and v
are infinitely differentiable in C¯. Then define vτ = (1−τ)v+τu and observe
that, to prove (5.1), it suffices to prove that
d
dτ
∫
C
∂tvτ detD
2vτ dxdt ≤ 0. (5.2)
By denoting v˙τ = dvτ/dτ (u − v ≥ 0), we see that the left-hand side of
(5.2) equals∫
C
∂tv˙τ detD
2vτ dxdt+
∫
C
∂tvτDij v˙τAij [D
2vτ ] dxdt =: I1 + I2,
By taking into account that
∑
i
∂
∂xi
Aij[D
2u] =
∑
i
∂
∂xi
Aji[D
2u] = 0
for any j and smooth u and that ∂tvτ (t, x) = 0 for |x| = 1, we conclude that
I2 =
∫
C
∂tDijvτ v˙τAij [D
2u] dxdt =
∫
C
v˙τ∂t detD
2vτ dxdt.
It follows that the left-hand side of (5.2) equals∫
C
∂t
[
v˙τ detD
2vτ
]
dxdt = −
∫
B
v˙τ detD
2vτ (0, x) dx.
Since v˙τ ≥ 0 and detD2vτ ≥ 0 we come to (5.2) thus proving the lemma.
Theorem 5.2. Let v ∈ W 1,2d+1(C), v = 0 on ∂′C, and v be convex with
respect to x. Then, for any x0 ∈ B,
|v(0, x0)|d+1 ≤ (d+ 1)ω−1d (1− |x0|2)(d+1)/2
∫
C
∂tv detD
2v dxdt, (5.3)
where ωd is the volume of B.
Proof. We may assume that v is smooth. Define u(x0) = −1 and intro-
duce a cone with vertex at (x0, u(x0)) and base ∂B. Let this cone be the
graph of a function which we call u(x). Then mollify u in x near x0 so that
it remains convex, becomes smooth, larger than u and coincides with u in
B apart from a small neighborhood of x0. Call the resulting function w and
observe that w(x0) is as close to −1 as we wish.
Then set
w(t, x) = |v(t, x0)|w(x).
By convexity of v we have w(t, x) ≥ |v(t, x0)|u(x) ≥ v(t, x). Also
∂tw detD
2w(t, x) = −|v(t, x0)|d∂tv(t, x0)|w(x)|detD2w(x).
It follows that∫
C
∂tw detD
2w dxdt =
1
d+ 1
|v(0, x0)|d+1
∫
B
|w(x)|detD2w(x) dx,
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where the integral on the right can be restricted to the small neighborhood
of x0 where we modified u and hence this integral is as close as we wish to∫
B
detD2w(x) dx.
The value of the last integral is well known to be ωd(1− |x0|2)−(d+1)/2 (see,
for instance, Remark 1.3)
After that it only remains to remember that by construction and Lemma 5.1∫
C
∂tw detD
2w dxdt ≤
∫
C
∂tv detD
2v dxdt.
The theorem is proved.
Recall that ψ(x) = 1− |x|2.
Theorem 5.3. Let u ∈ W 1,2d+1,loc(C) ∩ C(C¯), u be convex with respect to x
and increasing in t. Let α ∈ [0, (d + 1)/2). Then, for any x0 ∈ B,
u(0, x0) ≥ inf
∂′C
u−N(d, α)ψβ(x0)
( ∫
C
ψα∂tudetD
2u dxdt
)1/(d+1)
, (5.4)
where
β =
1
2
− α
d+ 1
.
Corollary 5.4. Under the conditions of Theorem 5.3, if u = 0 on ∂′C, we
have
sup
C
|u| ≤ N(d, α)
( ∫
C
ψα∂tudetD
2u dxdt
)1/(d+1)
. (5.5)
We prove Theorem 5.3 after some preparations. For 1 ≥ r > 0 denote
Br = {x : |x| < r}, Cr = [0, T )×Br.
Lemma 5.5. Let v ∈ W 1,2d+1(C), v = 0 on ∂′C, v be convex with respect to
x and increasing in t. Let s ∈ [0, r) and suppose that ∂tv detD2v 6= 0 only
on Cr \ Cs. Then
(a) for t ≥ 0, |x| ≤ s we have
|v(t, x)| ≤M
(1− s2
1− r2
)1/2
, (5.6)
where
M = ω
−1/(d+1)
d (1− r2)1/2
( ∫
Cr\Cs
∂tv detD
2v dxdt
)1/(d+1)
,
(b) for |x| ≥ r we have
|v(t, x)| ≤M(1− |x|)/(1 − r). (5.7)
Proof. (a) Observe that in Bs we have
inf
(r,a)∈A
[r∂tv + a
ijDijv] = 0, (5.8)
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where A is the set of couples (r, a), where a are d×d symmetric nonnegative
matrices, r ≥ 0, and r + tr a = 1. By the maximum principle u in C¯s
attains its minimum on [0,∞) × ∂Bs. Furthermore, by Theorem 5.2 for
any, t0 ≥ 0, x0 ∈ B, the quantity |v(t0, x0)|d+1 is less than the right-hand
side of (5.3) where the integral can be restricted to Cr \ Cs. It follows that
|v(t0, x0)| on [0,∞)× ∂Bs is dominated by the right-hand side of (5.6) and
proves (a).
(b) Observe that in Gr := C \ C¯r the function v satisfies (5.8). The
function w(t, x) :=M(|x| − 1)/(1 − r) also satisfies this equation in Cr and
is less than v(t, x) if |x| = r or |x| = 1. Also v(T, x) = 0 ≥ w(x). By
Theorem 4.1.11 of [11] we have u ≥ w in Gr and this is (5.7). The lemma is
proved.
Next, we use the special partition of unity in B introduced before Lemma
1.6.
Lemma 5.6. Let u ∈W 1,2d+1(C), u be convex with respect to x and increasing
in t. Assume that
∂tudetD
2u = fd+1+ ,
in C (a.e.), where f ∈ Ld+1(C)∩W 1,2∞ (Cr) for any r ∈ (0, 1), and f(T, x) = 0
in B. Introduce un as W
1,2
∞ (C)-functions which are convex in x, increase in
t, vanish on ∂′C, and satisfy
∂tun detD
2un = f
d+1
+ η
d+1
n
in C (a.e.). Then
u ≥ inf
∂′C
u+
∞∑
n=1
un.
Proof. First of all note that, since ψ−1/(d+1)fηn is in W
1,2
∞ (C) and vanish
for t = T , the functions un with the described properties exist and are
unique according to §5 in [9].
Recall that u¯ := u− inf∂′C u satisfies
inf
(r,a)∈A
[r∂tu¯+ a
ijDij u¯− f(d+ 1) d+1
√
r det a] = 0
in C, and un are unique W
1,2
∞ (C)-solutions of
inf
(r,a)∈A
[r∂tun + a
ijDijun − fηn(d+ 1) d+1
√
r det a] = 0
in C vanishing on ∂′C. Set vn = u0+ ...+ un, fn = fη0+ ...+ fηn and note
that
inf
(r,a)∈A
[r∂tvn + a
ijDijvn − fn(d+ 1) d+1
√
r det a] ≥ 0
in C. It follows that
sup
(r,a)∈A
[r∂t(vn − u¯) + aijDij(vn − u¯)− (fn − f)(d+ 1) d+1
√
r det a] ≥ 0
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and there is an A-valued function (r, a) = (r(x), a(x)) such that in C (a.e.)
r∂t(vn − u¯) + aijDij(vn − u¯)− (fn − f)(d+ 1) d+1
√
r det a ≥ 0.
By Theorem 3.2.3 of [11] (see also the end of the introduction into Chapter
3 in [11])
vn − u¯ ≤ N(d)‖fn − f‖Ld+1(C).
This proves the lemma since the norm on the right tends to zero as n→∞.
Lemma 5.7. Let u ∈W 1,2d+1(C), u be convex with respect to x and increasing
in t. Assume that
∂tudetD
2u = fd+1+
in C (a.e.), where f ∈ Ld+1(C)∩W 1,2∞ (Cr) for any r ∈ (0, 1), and f(T, x) = 0
in B. Let α ∈ [0, (d + 1)/2). Then, for any x0 ∈ B, estimate (5.4) holds.
Proof. Fix x0 ∈ B and define n0 as the smallest n ≥ 1 such that |x0| ≤ sn,
that is
|x0| ≤ sn0 , |x0| ≥ sn0−1. (5.9)
Below we are going to use a few times that the ratio (1− sn)/(1 − sn+1) is
bounded from above and away from zero by absolute constants independent
of n and that, for x ∈ [sn−1, sn+2], the ratio ψα(x)/(1−sn)α is bounded from
above and away from zero by constants independent of n and depending only
on d.
Take un from Lemma 5.6 and observe that, by Lemma 5.5 (and Theorem
5.2), if n ≤ n0, then
|un(0, x0)| ≤ N(d)(1 − |x0|)(1 − sn)−1(1− s2n)1/2
( ∫
C
ηd+1n f
d+1
+ dxdt
)1/(d+1)
≤ N(d)(1 − |x0|)(1− sn)−1/2−α/(d+1)
(∫
C
ψαηd+1n f
d+1
+ dxdt
)1/(d+1)
≤ N(d)(1 − |x0|)en(1−β)
(∫
C
ψαηd+1n f
d+1
+ dxdt
)1/(d+1)
.
By Ho¨lder’s inequality and in light of the fact that 1− β > 0
n0∑
n=0
|un(0, x0)| ≤ N(d)(1 − |x0|)
( n0∑
n=0
en(1−β)(d+1)/d
)d/(d+1)
×
( ∫
C
ψαfd+1+
n0∑
n=0
ηd+1n dxdt
)1/(d+1)
≤ N(d, α)(1 − |x0|)en0(1−β)
( ∫
C
ψαfd+1+ dxdt
)1/(d+1)
≤ N(d, α)ψβ(x0)
( ∫
C
ψαfd+1+ dxdt
)1/(d+1)
. (5.10)
If n > n0, then by Lemma 5.5
|un(0, x0)| ≤ N(d)(1 − s2n)1/2
(∫
C
ηd+1n f
d+1
+ dxdt
)1/(d+1)
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≤ N(d)e−nβ(
∫
C
ψαηd+1n f
d+1
+ dxdt
)1/(d+1)
.
Since β > 0,
∑
n>n0
|un(0, x0)| ≤ N(d)
( ∑
n>n0
e−nβ(d+1)/d)
)d/(d+1)
×
(∫
C
ψαfd+1+ dxdt
)1/(d+1)
≤ N(d, α)e−n0β
( ∫
C
ψα detD2u dx
)1/(d+1)
≤ N(d, α)ψβ(x0)
( ∫
C
ψα detD2u dx
)1/(d+1)
.
Upon combining this with (5.10) and Lemma 5.6 we get (5.4). The lemma
is proved.
Proof of Theorem 5.3. For small ε > 0 set Cε = [ε, T − ε) × B1−ε
and observe that u ∈W 1,2d+1(Cε). If the obvious version of (5.4) is true with
the objects with ε, then setting ε ↓ 0 we obtain (5.4) as is. Hence, we may
assume that u ∈W 1,2d+1(C). After that, as usual, we may assume that u is a
smooth function. Then take ε > 0 and set uε = u− ε(ψ+ T − t), so that vε
is strictly convex and strictly increasing. Observe that on C¯
fε :=
(
∂tuε detD
2uε
)1/(d+1) ≥ ε2d/(d+1),
and fε is smooth. We extend it for t ∈ (T, T + 1], x ∈ B¯, so that it remains
nonnegative, smooth, becomes zero for t = T + 1, and∫
(T,T+1)×B
fd+1ε dxdt ≤ ε.
Then define C ′ = [0, T + 1) × B and introduce vε as a unique W 1,2∞ (C ′)-
function which is convex in x, increases in t, vanishes on ∂′C ′ and satisfies
∂tvε detD
2vε = f
d+1
ε
in C ′ (a.e.). In light of Lemma 5.7, to prove the theorem, it suffices to prove
that in C
u¯ε := uε − inf
∂′C
≥ vε (5.11)
Since vε ≤ 0, (5.11) holds on ∂′C. Furthermore, both uε and vε satisfy
the same equation
inf
(r,a)∈A
[r∂tw + a
ijDijw − (d+ 1)fε d+1
√
r det a] = 0
in C. Hence, (5.11) follows by the maximum principle and the theorem is
proved.
We now turn to estimates for parabolic operators of main type.
Theorem 5.8. Let a(t, x) = (aij(t, x)) and r(t, x) be a d × d-symmetric
nonnegative definite matrix-valued measurable function and a nonnegative
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measurable function on C, respectively, such that r + tr a > 0 in C. Let
α ∈ [0, (d + 1)/2) u ∈W 1,2d+1,loc(C) ∩C(C¯). Introduce
L0u = r∂tu+ a
ijDiju.
Then, for any x0 ∈ B, (0/0 := 0)
u(0, x0) ≤ sup
∂′C
u
+N(d, α)ψβ(x0)
( ∫
C
ψαILu<0(r det a)
−1|L0u|d+1 dxdt
)1/(d+1)
. (5.12)
Proof. As in the proof of Theorem 5.3, we may assume that u ∈W 1,2d+1(C).
Since r+tr a > 0, by the homogeneity of estimate (5.12) we may also assume
that
r + tr a ≡ 1. (5.13)
A particular case. Suppose that r det a ≥ ε, where ε > 0 is a constant.
Set
f := − 1
(d+ 1)
(r det a)−1/(d+1)L0u
and find a sequence of fn ∈ Ld+1(C) such that fn → f in Ld+1(C), fn
are smooth, and vanish near ∂′C. Then (fn)
d+1
+ = ψ(f˜n)
d+1
+ , where f˜n =
fnψ
−1/(d+1) is a smooth function vanishing for t = T .
In that case, as we know, for each n, there exists a unique W 1,2∞ (C)-
function vn which is concave in x, decreases in t, vanishes on ∂
′C, and
satisfies
−∂tvn det(−D2v) = (fn)d+1+ (5.14)
in C (a.e.). We also know that vn also satisfies
sup
(r,a)∈A
[r∂tvn + a
ijDijvn + fn(d+ 1)
d+1
√
r det a] = 0 (5.15)
and for u we obviously have
sup
(r,a)∈A
[r∂tu+ a
ijDiju+ f(d+ 1)
d+1
√
r det a] ≥ 0.
It follows that for wn = u− sup∂′C u− vn we have
sup
(r,a)∈A
[r∂twn + a
ijDijwn + (f − fn)(d+ 1) d+1
√
r det a] ≥ 0
and there exists an A-valued function (r(t, x), a(t, x)) such that in C (a.e.)
r∂twn + a
ijDijwn + (f − fn)(d + 1) d+1
√
r det a ≥ 0.
By Theorem 3.2.2 of [11]
wn ≤ N‖fn − f‖Ld+1(C),
where N is independent of n. This and Theorem 5.3 show that
u(0, x0)− sup
∂′C
u ≤ lim
n→∞
vn(0, x0) ≤ N(d, α)ψβ(x0)‖ψαf+‖Ld+1(C),
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which completes considering this case.
General case. In order to drop the additional assumptions we take γ, δ >
0, take ψ from Lemma 3.1.8 of [11] introduce Lδ = L+ δ(∂t+∆), and apply
the above result to uγ = u− γ(ψ + 1) and Lδ. Then following almost word
for word the appropriate parts of the proof of Lemma 3.2.4 of [11], we arrive
at (5.12). The theorem is proved.
6. General parabolic equations in C
Here we generalize Theorem 5.8 for equation with lower order terms.
Theorem 6.1. Under the assumptions of Theorem 5.8 let b = (bi(t, x))
be Rd-valued measurable function on C and c = c(t, x) be a nonnegative
measurable bounded function on C and let |b| ≤ Kµ in B, where K is a
fixed constant and µ = µ(t, x) is the smallest eigenvalue of a = a(t, x).
Then estimate (5.12) holds again with N = N(d, α,K) if we replace L0u in
(5.12) with
Lu = r∂tu+ a
ijDiju+ b
iDiu− cu, (6.1)
and sup∂′C u with sup∂′C u+.
Proof. As in the proof of Theorem 5.8 we assume (5.13), u ∈ W 1,2d+1(C),
and first also assume that r det a ≥ ε, where ε > 0 is a constant. Set
f := − 1
d+ 1
(r det a)−1/(d+1)Lu
and define fn and vn in the same way as in the proof Theorem 5.8. We also
take the function w from Lemma 2.2 with γ = 1−β, take N(d, α) from (5.4)
and set
N(d, α)ψβ(x0)
( ∫
C
ψα(fn)
d+1
+ dxdt
)1/(d+1)
=: Nnψ
β(x0).
Observe that, as for any concave function vanishing on ∂B, we have
|Dvn| ≤ vn/(1 − |x|) ≤ 2vn/ψ. Also note that for u¯ = u − sup∂B u+ we
have Lu¯ ≥ Lu. Then for the function
φn = vn + 2KNnw
owing to (5.4), (2.2), and (5.15), we get
Lu¯ ≥ −(d+ 1)(r det a)1/(d+1)(f − fn) + r∂tvn + aijDijvn
=: gn + Lvn − biDivn + cvn ≥ gn + Lvn − 2|b|vn/ψ
≥ gn + Lvn − 2Nn|b|ψ−(1−β) ≥ gn + Lφn.
By Theorem 3.2.2 of [11]
u¯(0, x0) ≤ φn(0, x0) +N‖f − fn‖Ld+1(C),
where N is independent of n. After that it only remains to use Theorem
5.2, let n → ∞, and recall that, as follows from (2.3), w ≤ Nψβ, where N
depends only on d, α,K. This proves the theorem in our particular case.
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The general case is dealt with as at the end of the proof of Theorem 5.8.
The theorem is proved.
7. The case of general smooth cylinders
Let Ω be a C1,1 bounded domain in Rd, a = (aij(t, x)) be d×d symmetric
matrix-valued function on Rd+1, b = (bi(t, x)) be Rd-valued function on
R
d+1, and c = c(t, x) be a nonnegative bounded function on Rd+1. Suppose
that these functions are measurable. We fix two numbers δ,K > 0 and
assume that, for all values of arguments and λ ∈ Rd,
δ−1|λ|2 ≥ aijλiλj ≥ δ|λ|2, |b| ≤ K, c ≥ 0. (7.1)
Introduce Π = [0, T )× Ω, ∂′Π = ∂Π \ ({0} × Ω¯),
Lu = ∂tu+ a
ijDiju+ b
iDi − cu.
Finally, take α ∈ [0, (d + 1)/2) and define ρΩ(x) = dist (x,Ωc).
Theorem 7.1. Let u ∈W 1,2d+1,loc(Π) ∩ C(Π¯). Then, for any (t, x) ∈ Π,
u(t, x) ≤ sup
∂′Π
u+ +Nρ
β
Ω(x)‖ραΩ(Lu)−‖Ld+1(Π), (7.2)
where the constant N depends only on Ω, δ, and K.
To prove this theorem we need three lemmas.
Lemma 7.2. Set B+r = Br ∩ {x ∈ Rd : x1 > 0}, B+ = B+1 , C+ =
[0, T )×B+, ∂′C+ = ∂C+ \ ({0}× B¯+) and suppose that u ∈W 1,2d+1,loc(C+)∩
C(C¯+), u ≤ 0 on ∂′C+. Also assume that the coefficients of L are infinitely
differentiable and f := Lu ∈ Ld+1(C+). Then in C+ we have
u(t, x) ≤ N(x1)β‖Mαf−‖Ld+1(C+), (7.3)
where Mα(x) = (x1)α and the constant N depends only on d, δ, and K.
Proof. Find a C1,1 domain B′ which contains B+2 , has B2 ∩ {x ∈ Rd :
x1 = 0} as part of its boundary, and is C1,1-diffeomorphic to B. Set C ′ =
(0, T )×B′.
Then, extend f as zero outside C+ and denote by v the function of class
W 1,2d+1(C
′) satisfying
Lv = −f− (7.4)
in C ′ (a.e.) and vanishing on ∂′C ′. It is a classical fact that such a function
exists and is unique. By the maximum principle v ≥ 0, v ≥ u in C+.
Furthermore, is we apply the diffeomorphism mentioned above to (7.4) then
we will see that the image v′ of v will satisfy the equation
L′v′ = −f ′−
in C (a.e.), where f ′− is the image of f− and L
′ is the image of L.
By Theorem 6.1
v′(x′) ≤ Nψβ(x′)‖ψα/df ′−‖Ld+1(C), (7.5)
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where ψ(x′) is the distance from x′ to the boundary of B. If x′ is the image
of x, ψ(x′) is comparable to the distance of x to the boundary of B′, since
the diffeomorphism and its inverse are Lipschitz continuous.
It only remains to write down (7.5) in the original coordinates and use
the fact that v ≥ u and that for x ∈ B+ its distance to the boundary of B′
equals x1. The lemma is proved.
Next we use a well-known fact (see, for instance, Lemma 8.8 in [10]) that
there exists a function Ψ ∈ C1,1(Ω¯) such that, for a constant N depending
only on Ω, δ, and K, we have in Ω (for any t)
NρΩ ≥ Ψ, Ψ≥ρΩ, (7.6)
LΨ+ cΨ ≤ −1. (7.7)
Lemma 7.3. Let the coefficients of L be infinitely differentiable. Take ρ0 ∈
(0, 1), x0 ∈ Ω and suppose that 2ρ := ρΩ(x0) ≥ ρ0. Let γ ∈ (0, 1] and let Φ
be the classical bounded solution of LΦ = 0 in [0,∞)×Bρ(x0) with boundary
condition Φ = Ψγ for |x− x0| = ρ. Then
Φ(0, x0) ≤ [1− ερ0]γΨγ(x0),
where ε > 0 depends only on K, δ, and Ω.
Proof. A simple argument based on the maximum principle shows that
it suffices to concentrate on γ = 1. In that case first we note that by the
maximum principle Φ ≥ 0. Therefore, (L+ c)Φ ≥ 0 and v := Ψ−Φ satisfies
(L + c)v ≤ −1 and v = 0 for |x − x0| = ρ. Then elementary barriers show
that v(t, x0) ≥ ερ2, where ε > 0 depends only on K, δ, and the diameter of
Ω. Since ρΩ(x0) and Ψ(x0) are comparable we have (we use ε as a generic
constant > 0 depending only on K, δ, and Ω)
ρ2 = ρ(1/2)ρΩ(x0) ≥ ερ0Ψ(x0),
v(0, x0) = Ψ(x0)− Φ(0, x0) ≥ ερ0Ψ(x0),
and the lemma is proved.
Below by ρ0 we mean a number > 0 such that any point x¯0 ∈ ∂Ω is the
only common point of ∂Ω and the closure of a ball, say Bρ0(y0), belonging to
Ω with radius ρ0. Since Ω ∈ C1,1 such ρ0 > 0 exists. We further decrease ρ0,
if necessary, so that there is a C1,1-diffeomorphism with its first- and second-
order derivatives and the first- and second-order derivatives of its inverse
bounded by a constant depending only on Ω and mapping B2ρ0(x¯0)∩Ω onto
B+1 and B¯2ρ0(x¯0) ∩ ∂Ω onto B¯+1 ∩ {x1 = 0}.
In the following lemma we consider the case that ρΩ(x0) ≤ ρ0 and denote
by x¯0 a point on ∂Ω such that ρΩ(x0) = |x¯0 − x0|. By assumption there
exists y0 ∈ Ω such that
B¯ρ0(y0) ∩ ∂Ω = {x¯0},
and since both balls Bρ0(y0) and BρΩ(x0)(x0) touch ∂Ω at x¯0 and the former
ball has smaller radius, the points x¯0, x0, and y0 lie on the same line and
dist (x0, B
c
ρ0(y0)) = ρΩ(x0). (7.8)
24 N. V. KRYLOV
Lemma 7.4. Let the coefficients of L be infinitely differentiable. Take ρ0 ∈
(0, 1), x0 ∈ Ω and suppose that ρ := ρΩ(x0) ≤ ρ0. Take y0 introduced before
the lemma. Let γ ∈ (0, 1] and let Φ be the classical bounded solution of LΦ =
0 in (0,∞)×Bρ0(y0) with boundary condition Φ = Ψγ on (0,∞)×∂Bρ0(y0).
Then
Φ(0, x0) ≤ [1− ερ0]γΨγ(x0),
where ε > 0 depends only on K, δ, and Ω.
Proof. As in the proof of Lemma 7.3, we concentrate on the case that
γ = 1 and we have (L+ c)v ≤ −1. Simple barriers show that (recall that ρ0
is fixed) v(t, x) ≥ ε(ρ0 − |x− y0|) in Bρ0(y0), where ε > 0 depends only on
d, δ, K, and ρ0. Owing to (7.8) this shows that v(0, x0) ≥ ερΩ(x0) and we
are done because ρΩ(x0) and Ψ(x0) are comparable. The lemma is proved.
Proof of Theorem 7.1. We can certainly concentrate on the case that
u and the coefficients of L are infinitely differentiable in Π¯. In that case the
function
v =
u
Ψβ
is continuous in Π¯, equals zero on ∂′Π and, hence, attains its maximum
value in Π¯ at a point (t0, x0) ∈ Π:
M :=
u(t0, x0)
Ψβ(x0)
≥ u(t, x)
Ψβ(x)
∀(t, x) ∈ Π. (7.9)
IfM is less than zero, we have nothing to prove. Therefore, we assume that
u(t0, x0) > 0
and consider two cases:
(a) ρΩ(x0) ≥ ρ0,
(b) ρΩ(x0) < ρ0.
In case (a), in C ′ := [t0, T ) × BρΩ(x0)/2(x0) we have u = v + h, where v
is the classical solution of Lv = Lu in C ′ with zero boundary value and h
is the classical solution of Lh = 0 in C ′ with boundary condition h = u on
∂′C ′. We apply the Aleksandrov estimate to v and take into account that
on C ′, ρΩ and Ψ are comparable to constant one. Then we see that
v(t0, x0) ≤ N‖(Lu)−‖Ld+1(C′) ≤ NΨβ(x0)‖ραΩ(Lu)−‖Ld+1(Π). (7.10)
In what concerns h, observe that owing to (7.9) and the fact that u(T, x) =
0 on Ω, by the maximum principle, h is less than the bounded classical
solution Φ of the equation LΦ = 0 in [t0,∞)×BρΩ(x0)/2(x0) with boundary
condition MΨβ. By Lemma 7.3, h(t0, x0) ≤ Φ(t0, x0) ≤ MεΨβ(x0), where
ε ∈ (0, 1) depends only on K, δ, α, and Ω. It follows that
M ≤ N‖ραΩ(Lu)−‖Ld+1(Π) +Mε, M ≤ N‖ραΩ(Lu)−‖Ld+1(Π),
which yields (7.2).
In case (b), take the ball Bρ0(y0) introduced before Lemma 7.4 and set
C ′ = [t0, T )×Bρ0(y0). Then in C ′ we have u = v+h, where v is the solution
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of Lv = Lu in C ′ with zero boundary condition and h satisfies Lh = 0 and
equals u on ∂′C ′. As in case (a) by the maximum principle and Lemma 7.4
we have h(t0, x0) ≤MεΨβ(x0).
In what concerns v observe that in C ′ by the maximum principle it is less
than w defined as W 2d+1,loc(C
′′) ∩ C(C¯ ′′)-solution of Lw = −f− in
C ′′ = [t0, T )× (B2ρ0(x¯0) ∩ Ω)
vanishing on its parabolic boundary, where
f := IC′Lu.
By an argument similar to the one used in the proof of Lemma 7.2 we obtain
that
w(t0, x0) ≤ NρβΩ(x0)‖ραΩf−‖Ld+1(C′′) ≤ NρβΩ(x0)‖ραΩf−‖Ld+1(Π).
Since ρΩ and Ψ are comparable, we conclude
M ≤Mε+N‖ραΩf−‖Ld+1(Π)
and this proves the theorem.
8. Estimates for stochastic integrals
Let (Ω,F , P ) be a complete probability space, {Ft, t ≥ 0} be an increasing
filtration of σ-fields Ft ⊂ F each of which is complete relative to F , P .
Suppose that on (Ω,F , P ) we are given a d1-dimensional Wiener process
which is Ft-adapted and such that wt−ws are independent of Fs as long as
0 ≤ s ≤ t <∞.
Fix some constants δ ∈ (0, 1] andK ≥ 0. Let σt = σt(ω) be a progressively
measurable with respect to {Ft, t ≥ 0}, d × d1-matrix valued process such
that
δ−1|λ|2 ≥ aijt λiλj ≥ δ|λ|2
for all λ ∈ Rd, t ≥ 0, and ω ∈ Ω, where a = (1/2)σσ∗.
Let bt be a progressively measurable with respect to {Ft, t ≥ 0}, Rd-valued
process such that |bt| ≤ K for all t ≥ 0 and ω ∈ Ω.
Introduce
xt =
∫ t
0
σs dws +
∫ s
0
bs ds.
Let G be a bounded C1,1 domain in Rd containing the origin, set
ρG(x) = dist (x,G
c),
take a nonnegative Borel function f on (0, T )×G, a number
α ∈ [0, (d + 1)/2),
and set
β =
1
2
− α
d+ 1
.
Here is the result of this section.
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Theorem 8.1. There exists a constant N , depending only on G, δ, α, and
K, such that
E
∫ τ
0
f(t, xt) dt ≤ NρβG(0)
( ∫
(0,∞)×G
ραG(x)f
d+1(t, x) dxdt
)1/(d+1)
, (8.1)
where τ is the first exit time of xt from G.
Proof. A usual measure-theoretic argument shows that it suffices to prove
(8.1) for bounded f vanishing for t ≥ T with arbitrary T ∈ (0,∞). Let A
be the collection of couples (a, b), where a is a symmetric d× d matrix and
b ∈ Rd such that
|b| ≤ K, δ−1|λ|2 ≥ aijλiλj ≥ δ|λ|2
for all λ ∈ Rd.
As it follows from [11] there exists a unique u ∈W 1,2d+1((0, T )×G) vanishing
on the parabolic boundary of (0, T ) ×G and satisfying
sup
(a,b)∈A
[∂tu+ a
ijDiju+ b
iDiu+ f ] = 0
in (0, T )×G (a.e.). By Itoˆ’s formula (see, for instance, [8])
u(0) = −E
∫ τ∧T
0
[∂tu(t, xt) + a
ij
t Diju(t, xt) + b
i
tDiu(t, xt)] dt
≥ E
∫ τ∧T
0
f(t, xt) dt = E
∫ τ
0
f(t, xt) dt.
After that it only remains to apply Theorem 7.1 first observing that there
exist a measurable A-valued function (a(x), b(x)) such that
∂tu(t, x) + a
ij(t, x)Diju(t, x) + b
i(t, x)Diu(t, x) + f(t, x) = 0
in (0, T )×G (a.e.). The theorem is proved.
If Borel Γ ⊂ (0,∞)×G, then
G(Γ) = E
∫ τ
0
IΓ(t, xt) dt
(the so-called Green’s measure) is the mean time that the trajectory (t, xt), t ∈
[0, τ ], spends in Γ, the mean time it occupies Γ before time τ . By taking
f = IΓ in (8.1) we come to the following.
Corollary 8.2. We have
G(Γ) ≤ NρβG(0)
( ∫
Γ
ραG(x) dxdt
)1/d
.
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