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ABSTRACT
Imaging is almost synonymous with optics. Imaging is the process of using light to form a
tangible or visible representation, an imitation (imitari) of a material property. There are many
situations, however, where one can only aspire to ‘sense making’ rather than forming an image per
se. In other words, objects cannot be directly resolved by conventional intensity-based imaging, a
situation commonly referred to as ‘unresolved imaging’. However, there is still information
retained in other properties of light, which can be exposed by other means. In this thesis I will
discuss two typical situations: subwavelength and multiple scattering, which are very different in
terms of the spatial extent of light-matter interaction.
In the subwavelength regime, information can be encoded through both inelastic and elastic
interaction processes. When the latter is the preferred approach, observables such as optical phase
are determined by the properties of evanescent waves while the measurements are usually
conducted in the far-field. I will describe a novel energetic interpretation of the light-matter
interaction in this regime, which provides an accurate estimation of the interaction volume of a
single scattering event and of the small phase delay it introduces. I will also show how this minute
phase occurring in subwavelength scattering can be quantitatively measured with optimal
sensitivity by a polarization-encoded common path system and how it enables subwavelength
sizing in a label-free fashion.
At the other extreme, evaluating the information transfer in multiple scattering regimes is
usually constrained by the computational complexity of the problem. I will describe two forward
modeling approaches that alleviate these limitations in non-line-of-sight sensing geometries and
iii

in coherent illumination methods for imaging through obscurants. These simplifying descriptions
also reveal the fundamental limits for information transfer in these two scenarios.
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CHAPTER ONE: INTRODUCTION
Optical imaging is one of the most ancient branches in optics [1], and the philosophy
behind can be summarized as transferring information from one point to another, as shown in
Figure 1(a). In most cases, optical imaging system can be simplified as a linear, shift-invariant
system, where the acquired image is the convolution between object and point spread function
(PSF) [1]. As shown in Figure 1(a), convolution with PSF induces unavoidable information loss
like blurring. Blurring can be tolerable or devastating, depending on the scenario. For example, we
suppose that objects are two points separated by a certain distance, as shown in Figure 1(b). If the
distance is larger than the width of PSF, it is defined as fully resolved; if the distance is comparable
to the width of PSF, it is defined as just resolved; if the distance is smaller than the width of PSF,
it is defined as unresolved. In the following, we will focus on two unresolved scenarios:
subwavelength and multiple scattering.

Figure 1: Unresolved imaging.
(a) Imaging system. (b) Three scenarios: fully resolved, just resolved and unresolved.
Adapted from Wikipedia:
https://en.wikipedia.org/wiki/Angular_resolution
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Optical imaging is an important tool in biomedical research, since many common sense in
biology are kept updated through these delicate instruments [2]. Optical imaging is especially
useful in unveiling the biological structures under microscopic scale, like cell [3]. Cells function
as the basic blocks of most creatures and they can copy themselves in most cases, which is called
mitosis [4]. It is well known that centrosome plays an important role during mitosis; however, the
mechanism behind still requires more exploration. The size of centrosome is roughly 300 nm,
which is smaller than the wavelength of visible light. Of course, X ray can be used to recover its
structure [5]; however, phototoxicity limits illuminating X ray on cell in vivo. Therefore, it is ideal
to use visible light to recover spatial information smaller than 300 nm, which is exactly
subwavelength. There are already some well-established methods, like super-resolution [3].
However, super-resolution requires labeling samples with fluorophores, which has several
disadvantages like photon-bleaching and limited photon flux [6]. In Chapter 2, subwavelength
information is recovered by label-free methods like phase. I will discuss the meaning of phase in
subwavelength scattering using an energetic perspective and introduce one efficient method to
quantitatively measure this tiny phase by polarization encoding [7].
Optical imaging is also important in remote sensing. For scenarios like self-driving car,
environment-induced scattering is unavoidable because of fog and rain [8]. As shown in Figure
2(b), these scenarios are like adding a diffuser into a perfect optical imaging system, where the
corresponding PSF will be largely extended and noisy. Therefore, multiple scattering is another
type of ‘unresolved imaging’, which will be the theme in Chapter 3. Due to the complexity of the
problem, it is very meaningful to build up simplified forward models which only require
computing resources afforded by commercial machines. In Chapter 3, I will focus on two specific
2

scattering scenarios: non-line-of-sight imaging [9, 10] and imaging through obscurants. For nonline-of-sight imaging, I will discuss how the information of object is preserved in spatial coherence
even after scattering. For imaging through obscurants, I will introduce one efficient method to
modeling vectorial wave properties of macroscopic scattering [11].

Figure 2: Imaging in multiple scattering regimes.
(a) Optical imaging without multiple scattering. (b) Optical imaging influenced by multiple
scattering.
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CHAPTER TWO: SENSING AT SUBWAVELENGTH SCALES
In this chapter, subwavelength information is recovered through phase, which is label-free.
Label-free methods are quite universal, thus enabling wide applications in biomedical research.
The first part in this chapter is about the meaning of phase in subwavelength scattering, and the
second part is about quantitative measurement of this tiny phase.
Phase is a relative measure of two stages of an oscillation. At a given frequency, the phase
defines the velocity with which the energy transfers while surfaces of equal phase constitute the
wavefront of a propagating wave. Experimentally, the phase is obtained as the dimensionless delay
between two different wavefront measurements [12, 13].
Even though it is usually determined indirectly, phase is an important wave parameter
describing the propagation and, most importantly, the consequences of the interaction between
waves and matter. In practice, this information is typically recovered from intensity measurements
performed on the superposition (interference) of a reference and an object beam that has interacted
with the object.
A plane wave impinging on an infinite slab of thickness 𝑎𝑎 is a one-dimensional scattering

problem that recorded leads to an acquired phase measured as a “geometric delay” ∆𝑔𝑔 = 𝑎𝑎(𝑛𝑛𝑠𝑠 −

𝑛𝑛𝑏𝑏 )/𝑐𝑐 where 𝑐𝑐 is the velocity of light in vacuum while 𝑛𝑛𝑠𝑠 and 𝑛𝑛𝑏𝑏 are the effective refractive
indices of the object and its environment, respectively [14].

Real objects have finite extent and perturb the field everywhere. The effect of threedimensional scattering is usually felt over domains larger than the physical volume occupied by
the object. The transformation of an incident plane wave 𝑬𝑬𝑖𝑖 onto a superposition of multiple plane
4

waves is described by an amplitude scattering matrix, 𝑬𝑬𝑠𝑠 (𝑟𝑟, 𝜃𝜃, 𝜑𝜑) = 𝑓𝑓(𝑟𝑟)𝐒𝐒�(𝜃𝜃, 𝜑𝜑)𝑬𝑬𝑖𝑖 (𝜑𝜑), which

describes the particular weight and the specific delay of each output channel [15]. After the

influence 𝑓𝑓(𝑟𝑟) of propagation is eliminated, these delays are customarily evaluated in the far-field

in a manner similar to the one-dimensional scattering mentioned before. Thus, in steady-state

situations, the scattering of monochromatic fields can be characterized by “geometric delays”
irrespective of the dimensionality of the interaction problem.
In the following sections, the delay will be compared between two canonical phenomena:
retardation by an infinite slab and scattering by a finite particle. Interestingly, huge differences
exist in both quantities and mechanisms of these two phenomena. We will find that evanescent
wave plays a key role in the phase of subwavelength scattering. This enables a better understanding
of phase and provides more clues for recovering subwavelength information.
The phase and amplitude of optical fields can be measured in different ways. For instance,
one can use direct intensity measurements across an optical wavefront to directly determine the
amplitude and then use phase retrieval algorithms that rely on different levels of a priori
information [16]. When information about the optical situation is not available, one can use
interferometric methods where the intensity measurements are performed on the superposition of
two wavefronts, the object field to be characterized and a controlled reference field.
The field superposition can be realized in many ways. The most straightforward approach
is to bring the fields into the region of interference via physically distinct paths. However, because
the inherent distortions along the paths can be different, the stability of this scheme is prone to
environmental perturbations. This issue can be mitigated by forcing the two fields to travel along
the same physical path in a so-called common-path design [17].
5

A common-path interferometer is in fact generated in any scattering event where the
incident field combines naturally with the field scattered by a distant object. Let us consider the
net field generated as a result of the interaction between a plane-wave incident field and an object.
When this superposition field is analyzed in its directional space (Fourier domain), the zerofrequency (DC) component represents the spatial average across the net field, which can also be
regarded as a ‘virtual’ reference for the scattered field characterized by higher spatial frequencies.
Of course, these two field components mix during propagation through the same optical path but,
importantly, they are physically separated in the Fourier domain. Thus, in this plane, both the phase
and the amplitude of the ‘virtual’ reference can be modified such that the desired information about
the scattered field can be extracted from intensity measurements performed in another plane, e.g.
in the imaging plane. This interpretation goes back to the original Zernike’s designs and is the
essence of several microscopy techniques [18].
Nevertheless, this common-path scheme has several major shortcomings.

First, the

achievable fidelity or spatial resolution is limited because the ‘virtual’ reference field cannot be a
pure DC signal. The finite extent of optical beams and the limited size of optical components force
the ‘virtual’ reference to extend over a certain range of small spatial frequencies, which makes the
scattered field to be practically band-limited.
The second limitation relates to the interferometric visibility. Experimentally, the desired
information is determined from relative intensity measurements, i.e. from interferograms
visibilities, which vary when adjusting the phase of the reference. Of course, the maximum
visibility contrast can only be achieved when two fields have the same amplitude. This is hardly
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the case for the extremely inefficient subwavelength scattering where the strength of the scattered
field is much weaker than the reference.
Finally, it is the notion of phase itself. Since the energy transport in subwavelength
scattering is largely influenced by evanescent fields, the scattered wave is released out almost
instantaneously. As a result, the measurable phase is significantly smaller than the so-called
‘geometric delay’, which is usually derived in terms of phase-velocity. This specific feature of
subwavelength scattering imposes a necessarily higher resolution for the phase measurement [19].
The experimental characteristics discussed above are major impediments when measuring
the optical phase associated with subwavelength objects. To alleviate these limitations, an optimal
measurement of the scattered field should be performed in a common-path setting and it should
provide control over both the phase and amplitude of the reference field. In the following sections,
we will show how this can be achieved by controlling the polarization states of the two fields while
using a conventional 4f optical system.

2.1 Meaning of Phase in Subwavelength Elastic Scattering
We have seen that phase is interpreted as a dimensionless delay and is one of the major
consequences of light-matter interaction. However, a simplistic geometric interpretation of the
measured phase is insufficient when the scattering center is smaller than the wavelength
(subwavelength). In this section, energetic arguments have been used to describe appropriately the
phase measured far away from subwavelength objects. Evanescent field is found to have
significant contributions in coupling and releasing of energy during subwavelength scattering and

7

is the main cause of the extremely small phase. In addition, the comparison between delays in near
and far field enables estimating the duration and the effective volume of an elastic scattering event.

2.1.1 Group Delay
In the case of non-stationary scattering phenomena involving more complex waves with
broader bandwidth, one can invoke, in the far field, a stationary-phase approximation and define a
“phase delay” ∆𝜙𝜙 as the derivative of the phase accumulated in each spectral channel [20, 21, 22].

The differences between ∆𝜙𝜙 and ∆𝑔𝑔 will therefore depend on the way a far-field measurement is

conducted. This is illustrated in Figure 3 where the time delay due to scattering on a polystyrene
sphere is compared to the delay produced by a polystyrene slab with the same thickness as the
particle’s diameter. The phase delay is calculated by Mie scattering for spheres with different
diameters placed in air and continuously illuminated by a laser with central wavelength 532 nm
and a coherence time of 20 ns.

8

Figure 3: Geometric delay ∆𝑔𝑔 and phase delay ∆𝜙𝜙 .

Geometric delay ∆𝑔𝑔 and phase delay ∆𝜙𝜙 as a function of size 𝑎𝑎 of subwavelength particles (𝑘𝑘 =
2𝜋𝜋/𝜆𝜆 is the vacuum wavenumber). Also shown is time delay ∆𝑑𝑑 corresponding to dipolar
scattering (see text). The inset shows the ratio ∆𝜙𝜙 /∆𝑔𝑔 evaluated over the range indicated by the
green dashed line.
As seen, while ∆𝑔𝑔 increases linearly with particle size, the ∆𝜙𝜙 dependence on 𝑎𝑎 is more

complicated. After a certain threshold, the phase delay actually fluctuates, which precludes a

unique determination of the particle size from measurements of ∆𝜙𝜙 . Notably, the value of the

determined ∆𝜙𝜙 significantly depends on the numerical aperture (NA) of the detection system but
this influence diminishes for smaller particles.

In fact, for smaller particles, ∆𝜙𝜙 becomes much lower than ∆𝑔𝑔 as evident in the inset of

Figure 3. In other words, the mechanism of subwavelength scattering cannot be described by a
geometric delay ∆𝑔𝑔 and interpreted as a simple retardation.

A simpler interpretation can be advanced when the particle is much smaller than the

wavelength; the scattering field resembles the radiation emitted by a dipole with an electric
9

polarizability that also accounts for a radiative reaction [23, 24]. It can be shown that this dipolar
scattering introduces a temporal delay ∆𝑑𝑑 =

𝜋𝜋2 𝑎𝑎3 (𝑛𝑛𝑠𝑠 ⁄𝑛𝑛𝑏𝑏 )2 −1
.
3𝑐𝑐𝜆𝜆2 (𝑛𝑛𝑠𝑠 ⁄𝑛𝑛𝑏𝑏 )2 +2

As evident in Figure 3, the “dipolar

delay” ∆𝑑𝑑 matches ∆𝜙𝜙 in the small particle limit when 𝑎𝑎 ≪ 𝜆𝜆.

The phase or time delays surveyed so far were practically evaluated as far-field

consequences of a scattering event as illustrated generically in Figure 4. This far-field description
does not provide insights into the process itself. In particular, far-field measurements do not
explain how the field was modified by the presence of the object and what the duration of this
transformation was. For this, one must appeal to a near-field description of the wave-matter
interaction. How the emerging wave can be regarded as the superposition of the incident wave and
all the fields radiated by the oscillating atoms that constitute the particle is well framed within the
Ewald-Oseen theorem [25].

Figure 4: Total field as the summation of incident field and scattered field.
A scattering event describes the transformation between initial (a) and final (b) field
configurations. The outcome of scattering is usually quantified after the wave has propagated in
the far-field, as indicated by the red dotted lines. Explaining how this transformation occurred
requires a near-field examination (c).

10

2.1.2 Dwell Time
An intuitive description of the duration of an elastic scattering event can be based on
energetic arguments. When placed in an electromagnetic field, material objects store electric and
magnetic energy before releasing it after a “dwell time” 𝜏𝜏𝑤𝑤 . This time is then evaluated as the ratio

between the stored energy and the outgoing flux. The problem is typical for any quantity that
transits through a finite volume of space, which is subject to incoming and outgoing fluxes [26,

27]. It is an open system description of the scattering process, which allows evaluating the
difference (delay) between the dwell times corresponding to different materials filling up the same
volume of space.
The dwell time evaluation requires first to delineate an interaction volume 𝑉𝑉 where the

“stored energy” is to be evaluated and then assess the outward energy flux through the surface 𝐴𝐴

that bounds this volume. The total outgoing flux can be calculated using the energy flux density
(irradiance) 𝑺𝑺𝑜𝑜𝑜𝑜𝑜𝑜 (𝒓𝒓) defined such 𝑺𝑺(𝒓𝒓) ∙ 𝒏𝒏(𝒓𝒓) > 0 with respect to the local outward normal to the
surface 𝒏𝒏(𝒓𝒓). The dwell time is defined as
𝜏𝜏𝑤𝑤 =

∭(𝑉𝑉)〈𝑢𝑢(𝒓𝒓)〉𝑑𝑑𝑟𝑟 3

∬(A) 𝑺𝑺𝑜𝑜𝑜𝑜𝑜𝑜 (𝒓𝒓)∙𝒏𝒏(𝒓𝒓)𝑑𝑑𝑟𝑟 2

,

(1)

where 〈𝑢𝑢(𝒓𝒓)〉 represents the density of electromagnetic energy within the interaction volume.
Integrating 〈𝑢𝑢(𝒓𝒓)〉 over the physical volume of large objects provides a good estimate.

For subwavelength size particles, however, a significant portion of the interaction energy

resides outside the physical boundary and it is stowed as evanescent fields. Even though the
evanescent fields do not propagate they can store and release energy, which is a process that takes
additional time [22]. In fact, the evanescent fields act as an additional shell-like ‘energy capacitor’,
11

which is an inseparable part of energy transfer during the scattering event. Thus, the effective
interaction volume 𝑉𝑉 is practically larger than the particle’s physical volume.

We will now outline the practical procedure for evaluating 𝜏𝜏𝑤𝑤 . It is customary to interpret

the final field illustrated in Figure 4(b) as a superposition of an initial field (plane wave for

simplicity) 𝑬𝑬𝒊𝒊 , 𝑯𝑯𝒊𝒊 that exists in the absence of the scatterer and a scattered field 𝑬𝑬𝒔𝒔 (𝒓𝒓), 𝑯𝑯𝒔𝒔 (𝒓𝒓),

which is merely a mathematical convenience [28]. In these conditions, the local irradiance 𝑺𝑺(𝒓𝒓) is
1

1

the summation of three different terms: 𝑺𝑺𝑖𝑖 = 𝑅𝑅𝑅𝑅{𝑬𝑬𝑖𝑖 × 𝑯𝑯∗𝑖𝑖 }, 𝑺𝑺𝑠𝑠 (𝒓𝒓) = 𝑅𝑅𝑅𝑅{𝑬𝑬𝑠𝑠 (𝒓𝒓) × 𝑯𝑯∗𝑠𝑠 (𝒓𝒓)} and a
1

2

2

contribution 𝑺𝑺𝑒𝑒𝑒𝑒𝑒𝑒 (𝒓𝒓) = 𝑅𝑅𝑅𝑅{𝑬𝑬𝑖𝑖 × 𝑯𝑯∗𝑠𝑠 (𝒓𝒓) + 𝑬𝑬𝑠𝑠 (𝒓𝒓) × 𝑯𝑯∗𝑖𝑖 } from the interference of the two fields.
2

It follows that the net energy flux across the surface 𝐴𝐴 of the interaction volume, Φ =

∬(A) 𝑺𝑺(𝒓𝒓) ∙ 𝒏𝒏(𝒓𝒓)𝑑𝑑𝑟𝑟 2 , comprises three terms corresponding to the three different flux densities. The
net flux contributions can also be classified in terms of inward Φ

(+)

and outward Φ

(−)

(+)

(−)

For instance, the net flux corresponding to a plane wave incident is zero: Φ𝑖𝑖 +Φ𝑖𝑖
(−)

𝑺𝑺𝑠𝑠 (𝒓𝒓) always points away from the surface, Φ𝑠𝑠

components.
= 0. Since

= ∬(A) 𝑺𝑺𝑠𝑠 (𝒓𝒓) ∙ 𝒏𝒏(𝒓𝒓)𝑑𝑑𝑟𝑟 2 is always an outward
(+)

flux. This means that the flux balance becomes Φ = Φ𝑖𝑖

(+)

(−)

+ Φ𝑒𝑒𝑒𝑒𝑒𝑒 + Φ𝑖𝑖

(−)

(−)

+ Φ𝑒𝑒𝑒𝑒𝑒𝑒 + Φ𝑠𝑠 . Using

the usual definition of the so-called scattering cross-section, 𝜎𝜎𝑠𝑠𝑠𝑠 = |𝑺𝑺𝑖𝑖 |−1 ∬(A) 𝑺𝑺𝑠𝑠 (𝒓𝒓) ∙ 𝒏𝒏(𝒓𝒓)𝑑𝑑𝑟𝑟 2 ,
(−)

Φ𝑠𝑠

can also be written as 𝜎𝜎𝑠𝑠𝑠𝑠 |𝑺𝑺𝑖𝑖 | [15].

The circumstances of subwavelength, elastic scattering permit further simplifications. In

this case, the scattered field is much weaker than the initial field even at the surface of the scatterer,
which is the reason for the fast-decaying scattering cross section when 𝑎𝑎 ≪ 𝜆𝜆 [15]. Therefore,

|𝑺𝑺𝑖𝑖 | ≫ |𝑺𝑺𝑒𝑒𝑒𝑒𝑒𝑒 (𝒓𝒓)| ≫ |𝑺𝑺𝑠𝑠 (𝒓𝒓)|and the outgoing flux Φ(−) is dominated by Φ𝑖𝑖(−) , which leads to
12

𝜏𝜏𝑤𝑤 ≈

∭(𝑽𝑽)〈𝑢𝑢(𝒓𝒓)〉𝑑𝑑𝑟𝑟 3
(−)

Φ𝑖𝑖

(2)

.

This also explains the unphysical divergence of estimated 𝜏𝜏𝑤𝑤 if Φ

(−)

is approximated as

(−)

Φ𝑠𝑠 .which is intuitive but severely underestimates the outgoing flux [29].

We will now outline a procedure for correct estimation of the outgoing flux. Let us consider

a plane wave impinging on a cubic domain of size 𝑙𝑙 surrounding a small scattering particle of size
𝑎𝑎 < 𝑙𝑙 as illustrated in Figure 5. In these conditions, the outgoing flux is simply Φ
the dwell time can be evaluated from Eq. (2) to be
𝜏𝜏𝑤𝑤 ≈

∭𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐〈𝑢𝑢(𝒓𝒓)〉𝑑𝑑𝑟𝑟 3
𝑙𝑙 2 |𝑺𝑺𝑖𝑖 |

(−)

= 𝑙𝑙2 |𝑺𝑺𝑖𝑖 | and

.

(3)

In general, for particles of arbitrary shapes and sizes, the energy density and, consequently,
the dwell time must be calculated numerically [15, 30, 31]. We note that for spherical particles the
interior energy density can be evaluated analytically [32] and that, in many situations of practical
interest, a spherical shape approximation for subwavelength particles may be sufficient [33].

Figure 5: Interaction volume 𝑉𝑉 defining the dwell time 𝜏𝜏𝑤𝑤 .

(a) Free space propagation. (b) Scattering by a small particle.
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2.1.3 Interaction Volume
Of course, the estimation of 𝜏𝜏𝑤𝑤 is affected by the size 𝑙𝑙 of the interaction volume. This is

illustrated schematically in Figure 6, where 𝜏𝜏𝑤𝑤 is evaluated for increasing sizes of the interaction
volume. For larger 𝑙𝑙, the estimated dwell time approaches the time necessary for a plane wave to

freely propagate over the same distance. In this case, the presence of the particle has a little effect
on the overall energy and, consequently, there is just a small difference between the duration of
the process with and without the scatterer.

Figure 6: Dwell time 𝜏𝜏𝑤𝑤 as a function of size of the interaction volume.

Dwell time 𝜏𝜏𝑤𝑤 as a function of size of the interaction volume for spherical particles of
polystyrene (PS) and TiO2 in air and with sizes as indicated.
This energetic interpretation provides a quantitative estimation of the event duration.
Nevertheless, the practically relevant quantity is actually the delay introduced by the scattering

event, i.e. the difference between the duration (dwell time) of the scattering process and the
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duration of the free space propagation through the same volume of space. In other words, the
𝑙𝑙

practically relevant quantity is the time delay ∆𝑤𝑤 = 𝜏𝜏𝑤𝑤 − 𝑛𝑛𝑏𝑏 .
𝑐𝑐

It is instructive to compare the energetically evaluated time delay ∆𝑤𝑤 with the other delays

discussed previously as illustrated in Figure 7 for microspheres of polystyrene and TiO2. First,
one can see that for small particle sizes ∆𝑔𝑔 is the largest delay as expected. Second, for particle

diameters smaller than approximately 0.3 the differences between ∆𝑤𝑤 and ∆𝜙𝜙 are rather

insignificant, and are mainly due to the size of interaction volume over which ∆𝑤𝑤 is estimated. For

reference, we have also plotted the corresponding ratio between ∆𝜙𝜙 evaluated on-axis and ∆𝑔𝑔 .

Figure 7: Comparison between ∆𝜙𝜙 and ∆𝑤𝑤 .

A rough comparison between ∆𝜙𝜙 and ∆𝑤𝑤 is conducted when the size of the interaction volume 𝑙𝑙
is changed for PS and TiO2 particles of different sizes 𝑘𝑘𝑘𝑘.
The differences between ∆𝑤𝑤 and ∆𝜙𝜙 originate in the near-field and, respectively, far-field

descriptions of the scattering event. Of course, when measured far away, the consequences of the

event should be the same irrespective of the particular description. The similarity between the
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predictions of near-field and far-field estimates can be used as a criterion for identifying the
effective interaction volume. The size 𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜 for which ∆𝜙𝜙 is well approximated by ∆𝑤𝑤 defines

practically the “optical volume” of that particular event as seen from the far-field. For instance,
the optical size of a PS sphere in air is about two times its physical size, while for TiO2 sphere its
size is three times. One can conclude that this energy-based evaluation can estimate not only the
duration but also the interaction volume of a subwavelength scattering event.
Traditionally, the amount of light “intercepted” by a particle is gauged by its scattering
cross-section. The efficiency of a scattering event is then determined by comparing this crosssection to the geometrical area exposed to the incident field. For subwavelength particles, the
scattering cross-section can be much smaller than the physical size and this comparison of planar
3
over which a
properties is inadequate. In fact, as shown in Figure 8, the “optical volume” 𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜

subwavelength particle modifies appreciably the incident field is significantly larger than a simple

estimation such as 𝑉𝑉~𝜎𝜎𝑠𝑠𝑠𝑠 3/2 . We emphasize that, although the particle interacts with light over a

volume much larger than its physical size, only a very small portion of the incident flux is deflected
from its original direction, which leads to a very small scattering efficiency of the order of 𝜎𝜎𝑠𝑠𝑠𝑠 /𝑎𝑎2 .
In other words, the concept of radiation “interception” is insufficient to describe the threedimensional “interaction” between light and subwavelength particles.
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Figure 8: Scattering cross-section and interaction volume.
The volumes associated with the scattering event estimated based on the scattering cross-section
3
𝜎𝜎𝑠𝑠𝑠𝑠 3/2 (planar interception) and evaluated based on the scattering dwell time 𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜
(volumetric
3
interaction). Also shown is the physical volume 𝑎𝑎 of the subwavelength particle.
Such an estimate of the physical volume of interaction is particularly relevant in situations
where light-matter interaction is described as heavy multiply scattering process. When the
structural morphology of the medium forces the optical volumes to intersect, qualitatively different
stages of light propagation are expected to occur [34, 35]. In this context, the size of the effective
optical volume that we have introduced sets the higher limit for the so-called the independent
3
to
scattering approximation (ISA) [ 36]. Figure 9 clearly demonstrates the capability of 𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜

anticipate the regimes where ISA-like models, or interception-based descriptions, are insufficient

to describe the experiments. For several representative examples, we compare the experimental
data from Refs [37, 38, 39] that indicate the ISA failure with our corresponding predictions based
the volume of interactions evaluated using the procedure outlined before. As can be seen, in all
cases, the departure from the ISA-like interpretations, or, in other words, “interception” based
17

3
models, correspond to volume fractions of scatterers for which the interaction volumes 𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜
of

neighboring particles start to intersect.

Figure 9: Deviations from independent scattering approximation (ISA).
Deviations of measured transport mean free path 𝑙𝑙∗ from the values 𝑙𝑙∗ 𝐼𝐼𝐼𝐼𝐼𝐼 estimated using ISA.
3
Arrows indicate the threshold volume fractions for which the interaction volumes 𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜
of
neighboring particles will start to intersect. The experimental data are taken from different
literature reports and correspond to (a) polystyrene (PS) particles illuminated by 632.8 nm [37],
(b) PS particles illuminated by 670 nm [38], and (c) teflon particles illuminated by 632.8 nm
[39].

2.1.4 Role of Evanescent Wave
We will now summarize the conclusions of our communication. Any inverse problem relies
on a forward model. When one attempts to recover the average size of subwavelength particles
(𝑘𝑘𝑘𝑘 < 2𝜋𝜋), significant errors are expected if the geometric delay time Δ𝑔𝑔 is used to model the
results of a phase measurement. This is because of two main reasons. First, the scattering by a
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subwavelength particle is not a simple retardation of propagating waves and, second, the effective
volume of interaction is much larger than the physical size of the particle.
Retardation neglects the role of evanescent fields surrounding the particle. The evanescent
fields constitute an additional, special path for storing and releasing energy, which is almost
instantaneous for energy transportation. This is why the real-time delay in subwavelength elastic
scattering can be much smaller than the intuitive estimation Δ𝑔𝑔 based on retardation of propagating

waves. It also means that the existence and the specific characteristics of evanescent fields can
affect the results of temporal measurements performed in the far field.
Subwavelength

scattering

is

essentially

a

three-dimensional

phenomenon.

A

subwavelength particle disturbs the incident field over scales much larger than its physical volume
or any other estimate based on planar wave intercepts. This effectively larger volume of interaction
defines a non-local boundary of interaction that is necessary to evaluate the energetic interaction
and the consequent time delay. This non-local boundary is different from that in generalized
Ewald–Oseen theorem, which is introduced as a gauge boundary for solving the electromagnetic
field distribution [40, 41, 42, 43].
Neither the exact duration nor the effective interaction volume of a subwavelength
scattering event can be directly measured in the far field. However, if the energetic time delay Δ𝑤𝑤

can be approximated by the measured phase delay Δ𝜙𝜙 , which is always the case for steady-state

scattering, then an effective interaction volume can be estimated accurately. To eliminate any
unphysical divergences [29], the procedure requires a complete treatment of the energy and fluxes
that describe a subwavelength scattering event as we have shown here.
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Finally, we should mention that, in principle, a similar treatment could be conducted for
anisotropically structured materials. In such cases, the dwell times could vary along different
directions, which is a topic beyond the scope of this paper.
Aside from providing a correct description of the phase measured in scattering by a
subwavelength particle, our results afford new means for understanding the wave transport through
media where scattering centers are in close proximity of each other and can be used to describe
the wave propagation across different regimes of propagation as demonstrated here.

2.2 Polarization-encoded Field Measurements
In this section, polarization encoding is introduced, which enables measuring both phase
and amplitude of optical scattered field with optimal sensitivity. The measured phase is further
applied to estimate the size of subwavelength particle, thus converting the phase sensitivity to
spatial resolution.

2.2.1 Field Measurement with Optimal Sensitivity
Let us consider a plane wave illuminating an object situated at plane (O) as shown in Figure
10. After scattering, the net field is mapped to a linearly polarized state oriented at 𝜃𝜃1 as indicated.

In the back focal plane of the collecting lens F1, a home-made special polarizer (SP) creates the
polarization encoding across the distribution of spatial frequencies. The special polarizer is
fabricated by cutting and aligning a linear polarizing laminated film with a measured extinction
ratio better than 120:1. Specifically, this special polarizer maps the reference and scattered fields
onto orthogonal linearly polarized states. The orientation of these states determines the reference
20

system for our measurement. Note that ratio between the magnitudes of the reference and scattered
fields can be arbitrarily and continuously modified by adjusting the angular orientation 𝜃𝜃1 within

the extinction ratio limit.

Figure 10: Polarization-encoded microscope.
A conventional 4f imaging system maps the object plane O into an image plane P via an
intermediate Fourier plane where a special polarizer SP is located.

The special polarizer, two linear polarizers and a quarter-wave plate are used for the phaseto-polarization encoding and for measuring the scattered field across the plane O. The quarterwave plate further converts the orthogonal polarizations into left and right circular states (𝐿𝐿, 𝑅𝑅).

After the second Fourier lens, the two fields are again spatially overlapped in the conjugate
(imaging) plane (P). Here, the interference between 𝐿𝐿, 𝑅𝑅 is projected onto a common linearly
polarized state 𝜃𝜃2 and, in this way, an additional phase delay is added between two fields. In the
Poincare sphere representation for the states of polarization, the magnitude of this phase delay is

proportional to the area of spherical triangle 𝐿𝐿𝐿𝐿𝐿𝐿2 and represents the so-called geometric phase
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[44]. The quality of polarization elements affect the polarization states 𝐿𝐿, 𝑅𝑅, 𝜃𝜃2 and influence the
value of imposed geometric phase, which brings uncertainty to measurements.

For fixed alignments of the special polarizer encoder and the quarter wave plate, the
intensity in the imaging plane depends solely on the orientations of 𝜃𝜃1 and 𝜃𝜃2 of the two polarizers.

At an arbitrary spatial location 𝒙𝒙 in the plane P, the intensity 𝐼𝐼(𝒙𝒙; 𝜃𝜃1 , 𝜃𝜃2 ) varies as:
𝐼𝐼(𝒙𝒙; 𝜃𝜃1 , 𝜃𝜃2 ) = 𝐴𝐴2𝑟𝑟 (𝒙𝒙; 𝜃𝜃1 ){1 + 𝛾𝛾 2 (𝒙𝒙; 𝜃𝜃1 ) + 2𝛾𝛾(𝒙𝒙; 𝜃𝜃1 )𝑐𝑐𝑐𝑐𝑐𝑐[𝜙𝜙(𝒙𝒙) + 2𝜃𝜃2 ]},

(4)

where 𝛾𝛾(𝒙𝒙; 𝜃𝜃1 ) = 𝐴𝐴𝑠𝑠 (𝒙𝒙; 𝜃𝜃1 )/𝐴𝐴𝑟𝑟 (𝒙𝒙; 𝜃𝜃1 ) is the ratio between the amplitudes of scattered and
reference fields and 𝜙𝜙(𝒙𝒙) is the original phase between two fields.

As can be seen, 𝐴𝐴2𝑟𝑟 (𝒙𝒙; 𝜃𝜃1 ) is readily obtained by adjusting 𝜃𝜃1 to cancel the scattered

component 𝐴𝐴𝑠𝑠 (𝒙𝒙; 𝜃𝜃1 ) → 0 irrespective of the orientation of the second polarizer. Most importantly,
an optimal visibility at each location 𝒙𝒙 can be attained by an independent adjustment of 𝜃𝜃1 such
that 𝛾𝛾(𝒙𝒙; 𝜃𝜃1 ) → 1. Moreover, for a fixed position 𝜃𝜃1 one can adjust 𝜃𝜃2 to generate the number of

intensity values necessary to determine the desired phase 𝜙𝜙(𝒙𝒙) by following any conventional
phase-shifting method. For simplicity, in the following we will use a four-step method for phase

extraction [45]. Having determined the amplitude of the reference field and the phase 𝜙𝜙(𝒙𝒙), the
amplitude of the scattered field 𝐴𝐴𝑠𝑠 (𝒙𝒙; 𝜃𝜃1 ) can be easily determined from Eq. (4). Following this

procedure, the complete field recovery requires five independent intensity measurements, one to
determine the intensity of the reference field and four additional ones to recover the phase of
scattered field.
Let us turn our attention to the measurement sensitivity. The amplitude and phase of the

scattered field are retrieved from measured intensities, which fluctuate because of different reasons.
Even though the environmental fluctuations are effectively cancelled in our common-path
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configuration, the recorded intensities are still affected by the photon shot noise and other inherent
instrumentation influences such as thermal noise, read noise, quantization error, etc. Normally, the
signal-to-noise ratio (SNR) of a measurement can be improved by simply collecting more photons.
However, for each frame, the maximum measurable intensity is limited by the pixel well capacity
and, when the pixel well capacity is fully used, the photon shot noise is the dominant source of
fluctuations. Recovering the phase requires multiple such intensity measurements and the phase
uncertainty minimizes when the visibility of the interferogram approaches unity. This optimal
condition can be reached in our procedure and, in this case, the phase uncertainty is simply
inversely proportional with the pixel well capacity [46]. Therefore our method can make the best
use of a given array detector.
We designed an experiment to test the sensitivity of this common-path design for optical
field measurements. Subwavelength particles are chosen as the scattering units, since both the
amplitude and the phase of the scattered field are small. The samples for subwavelength scattering
are polystyrene particles of 46 nm diameter, which are randomly distributed and fixed in hydrogel
(more than 90% water by weight). The fractional volume is low (2.6 × 10−6 ), but during the

mixing multiple particles may aggregate into larger clusters which are still subwavelength in size.
Due to the viscosity of hydrogel, all subwavelength scatterers are suspended in a truly homogenous
dielectric environment, thus avoiding the near-field coupling between particles and cover glass. In
Figure 11 we show a typical region of the sample selected to include subwavelength clusters of
different sizes. The intensity images corresponding to different clusters have similar extent as
determined by the limited point spread function (PSF) of the imaging system. There are however
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subtle differences in the intensity contrast around each of these scattering units (this is the signal
exploited in the so-called iSCAT to estimate the volume of subwavelength particles) [47].
The measurement procedure is as follows. First, to measure 𝐴𝐴2𝑟𝑟 (𝒙𝒙; 𝜃𝜃1 ) directly, the

polarizer 𝜃𝜃1 is oriented at 45° such that it is parallel to the polarization state at the center of the
special polarizer. In this position, the value of 𝛾𝛾(𝒙𝒙; 𝜃𝜃1 ) is minimized. Since 𝐴𝐴2𝑟𝑟 (𝒙𝒙; 𝜃𝜃1 ) increases

significantly when 𝜃𝜃1 approaches 45° , the camera exposure time should be controlled to avoid
overexposure. An example of such image is shown in the bottom left panel of Figure 11.

Next, the orientation of 𝜃𝜃1 is set to assure the optimal visibility in the interference described

by Eq. (4). Ideally, this should happen for 𝜃𝜃1 approaching −45° as illustrated in bottom right panel

of Figure 11 where we show the normalized interferograms for the particular region (a) with
different orientations 𝜃𝜃1 of the first polarizer. Because in this proof-of-concept experiment the

special polarizer had an extinction ratio limited to 120:1, the interferogram does not reach the ideal
condition of zero intensity for 𝜃𝜃2 = 90° as indicated by the dashed line. Once the optimal

orientation 𝜃𝜃1 is found, one can follow the standard operation of a four-step phase recovery

approach by recording intensity images corresponding to different phase shifts, e.g. 𝜃𝜃2 =

0° , 45° , 90° , −45° .
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Figure 11: Measured intensities for phase-shifting method.
Phase and amplitude recovery using the phase-to-polarization encoding. Intensity distributions across a
selected region of the sample for different orientations of two linear polarizers. Different in-focus regions
containing scattering units are denoted by a,b,c. In these regions, the phase is recovered using the four
intensity distributions corresponding to 𝜃𝜃1 = −45° and different values of 𝜃𝜃2 as illustrated in the blue
box. Retrieving the amplitude of scattered field requires an additional intensity measurement of the
reference field collected for 𝜃𝜃1 = +45° as shown on the bottom left. The bottom right panel shows the
normalized interferograms (see text) corresponding to scattering unit a.
As seen in the recovered field images in Figure 12, a diffuse background is noticeable due
to out-of-focus scattering units throughout the hydrogel volume. The in-focus subwavelength
scattering units of interest are marked by the red boxes shown in Figure 12. We repeated fifty times
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the four-step phase recovery procedure to generate an ensemble of measured fields. From these,
we then evaluate the mean normalized amplitude ⟨𝐴𝐴̅𝑠𝑠 (𝒙𝒙)⟩𝑖𝑖 and phase ⟨𝜙𝜙(𝒙𝒙)⟩𝑖𝑖 together with the
corresponding standard deviations 𝜎𝜎𝐴𝐴 (𝒙𝒙) and 𝜎𝜎𝜙𝜙 (𝒙𝒙) displayed in Figure 12.

Figure 12: Results of full reconstruction of the scattered fields
(i) average of normalized amplitude ⟨𝐴𝐴̅𝑠𝑠 (𝒙𝒙)⟩𝑖𝑖 , (ii) average of phase ⟨𝜙𝜙(𝒙𝒙)⟩𝑖𝑖 , (iii) standard
deviation of normalized amplitude 𝜎𝜎𝐴𝐴 (𝒙𝒙), and (iv) standard deviation of recovered phase 𝜎𝜎𝜙𝜙 (𝒙𝒙)
estimated over 50 different realizations of the measurement.

2.2.2 Subwavelength Sizing
We note that, in the amplitude images, all the in-focus scattering units are diffractionlimited and, therefore, their subwavelength physical sizes cannot be determined directly. However,
it is evident that the influence of their physical sizes is still preserved in the phase distribution.
This happens in subwavelength scattering because the phase, which is a dimensionless time delay
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between the reference field and scattered field, is largely influenced by evanescent fields around
the scatter and, therefore, is directly impacted by structural details at subwavelength scales [19].
Based on the measurement of the scattered field, one can now recover quantitative
information about the morphology of the unresolved, subwavelength scattering centers. We recall
that, in the subwavelength scattering regime, the phase of the scattered field is dominated by the
volume and not the shape of the scattering object. This is the so-called ‘size effect’ [33]. Therefore,
subwavelength clusters can be approximated to have spherical shapes and the corresponding
diameter 𝑎𝑎 can be obtained from the recovered phase provided that the refractive indices of

clusters and background are known. As shown in Figure 13, a forward model based on Mie
scattering could be developed in terms of the ‘phase time ∆𝜙𝜙 ’ [19], as opposed to a simple

geometric delay Δ𝑔𝑔 determined by the linear thickness of a slab and the difference of retarded
phase velocity.

We would like to emphasize that the elastic scattering by a subwavelength particle is not a
simple wave retardation. It cannot be interpreted only in terms of propagating waves since the
evanescent fields also play a major role in the transfer of energy [19]. Bound to the scattering
center, the evanescent field stores and releases energy almost instantaneously, functioning as an
‘energy capacitor’ and, therefore, the measurable phase that characterizes the scattered field is not
solely the phase velocity of the propagating wave. It follows that a phase inversion relying on Δ𝑔𝑔

is prone to produce erroneous results. This is further demonstrated in Figure 13.

Regions containing in-focus scattering units have been zoomed in, and their corresponding
averaged phase ⟨𝜙𝜙(𝒙𝒙)⟩𝑖𝑖 have been plotted in Figure 13. Even though these subwavelength
scattering units have similar shapes in the amplitude images, their peak phases are significantly
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different and contain the size information which can be inverted from the phase time ∆𝜙𝜙 . The

vertical error bars denote the measured standard deviation of the recovered phases. An error
estimation based on the optimal conditions for our camera with a pixel well capacity of 31,900 𝑒𝑒 −
leads to a slightly lower value of 5.6mrad.

Figure 13: Relationship between the phase 𝜙𝜙 and the diameter 𝑎𝑎 of subwavelength particles.

The geometric delay Δ𝑔𝑔 and phase time ∆𝜙𝜙 are plotted for the case of polystyrene spheres in
water and 𝜆𝜆 = 532 𝑛𝑛𝑛𝑛. The displayed images represent the phase maps corresponding to the infocus scattering units denoted by red boxes in Figure 12ii. For each of these, the physical size of
the scattering object is estimated by mapping the peak phase within the dashed black circle
through the size dependence of the phase time ∆𝜙𝜙 .
2.2.3 Comparison between Imaging Modalities
There are different approaches to characterize material structures with subwavelength
resolution. Well-established fluorescence-based methods for subwavelength imaging rely on
various means to localize different fluorescent markers [48]. For nanometer-scale localization,
these approaches usually require SNR beyond thirty [49, 50, 51], which, in the context of shot
noise limited detection, imposes a minimum number of emitted photons. Commonly, the emitting
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photon flux is limited by optical saturation [52] and a minimum recording time is required to
localize a marker with sufficiently high SNR.
The situation is quite different in elastic scattering where the scattered photon flux is
limited only by the available photon flux in the incident field. Therefore, given sufficiently high
incident flux, the sensitivity and temporal resolution are decoupled in this case. Elastic scattering
approaches have been implemented in different common-path designs. For instance,
interferometric methods relying on phase-shifting have been developed to characterize the
elastically scattered fields [53]. In the case of subwavelength scattering, the performance is not
optimal because the strengths of the reference and scattered fields are severely unbalanced.
Alternatively, one can measure interferometrically the extinction due to a scattering
particle, localize its center of mass, and also estimate its size when the refractive index contrast is
known as a priori [54]. In principle, the ratio between the amplitudes of the incident and the
scattered fields could be controlled by using an additional, partially reflecting interface, which,
however, is difficult to adjust continuously during a measurement [55, 56].
The method presented here relies on phase-to-polarization encoding (P2P) and, for a given
pixel well capacity, provides means to measure the scattered field with optimal sensitivity. The
practical sensitivity is limited by the quality of polarization elements, which is not a fundamental
limit for this concept. The experimental system is very robust and easy to adjust and, furthermore,
it is prone to integration into a compact design. A number of further developments rely on the
capability to recover both the phase and amplitude of the scattered field. Subwavelength sizing is
just one such specific application. Other possible applications include backpropagation to recover
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the structure of a source [57] or the size estimation of nanoparticles with unknown composition
[33].
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CHAPTER THREE: SENSING IN MULTIPLE SCATTERING REGIMES
In this chapter, I will discuss sensing in multiple scattering regimes, where the interaction
volume between light and matter is much larger than the case in subwavelength scattering.
Although there are huge differences in the physical perspective, the scope is quite similar:
information retrieval cannot be directly achieved by conventional intensity-based imaging
approaches.
When a target is placed behind or embedded in random media such as fog, rain, or cloud,
its emission is always accompanied by the emission from the random medium itself. The fact that
both contributions are collected by the imaging system degrades the imaging quality by reducing
both the contrast and the resolution.
If the target is self-luminous and placed behind a disturbing medium with small optical
density (OD), the image can be phase-compensated by adaptive optics [58]. When the target
functions as a secondary source by reflecting natural light, the imaging performance can be
improved by using polarization [59], a priori information [60], and changes in OD [61]. All these
scenarios are classified as ‘passive imaging’, since illumination cannot be controlled.
Taking advantage of controllable sources of illumination, imaging procedures can be
augmented. ‘Active imaging’ approaches are more flexible and enable applications in dark
environments such as night or deep water. In these circumstances, the imaging quality can be
improved by simply choosing the appropriate wavelengths [62] or by direct time gating [63]. In
this case, however, the detection ranges become limited by the power of illumination. A significant
improvement in this respect can be brought by interferometric measurements and coherent
processing [ 64 ] or, in other words, by taking advantage of the wave properties of light.
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Nevertheless, modeling and optimizing such an imaging procedure poses significant
computational challenges.
In most situations of interest, the macroscopic Maxwell equations are sufficient to describe
the vectorial wave properties of light during light interaction with random media [ 65]. The
controllable incident electromagnetic field can be regarded as a combination of plane waves, while
the target and its surrounding random medium are regarded as complicated boundary conditions
for the electromagnetic waves. Subject to these boundary conditions, each incident plane wave
interferes with its corresponding wave scattered from the target and its environment. These waves
scattered from random media are chaotic and unordered and lead to the ubiquitous ‘speckles’ [66];
this constitutes the so-called ‘coherent noise’ that degrades the performance of active imaging.
Simulating boundary conditions for realistic situations such as imaging through fog are
prohibitive for current computational capabilities. One possible simplification is the radiative
transfer approach [67], which treats random media statistically and uses concepts from classical
radiometry and geometrical optics. The radiative transfer is widely applied for incoherent imaging
[59, 60, 61, 63], but it can also provide a limited description of wave properties such as the secondorder spatial coherence, which will be the first section of this chapter [68, 69]. When incident light
is polarized, the scalar approximation of radiative transfer is not appropriate anymore [70, 71] and
a so-called vector radiative transfer equation (VRTE) can be implemented [72].
Nevertheless, due to the inherent approximations involved, the use of VRTE is inadequate
for many imaging applications. Firstly, the observer is required to be located in far-field of the
random media [72], which rules out scenarios where both target and observer are embedded into
the random medium. Secondly, the spatial distribution of the environmental particles is assumed
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to be random and statistically homogeneous; their physical properties are estimated only as a result
of an ensemble averaging [72]. Therefore, VRTE cannot account for speckle phenomena
corresponding to specific spatial realizations of random media [ 73]. Lastly, in dealing with
multiple scattering, the crossing connectors are neglected in the diagram of the dyadic correlation
function (the ladder approximation) and, therefore, coherence effects such as enhanced
backscattering cannot be accounted [74].
In the second section of this chapter, we present an approach for simulating the vectorial
wave properties of light in the context of active imaging through random media, while reducing
significantly the computational requirements. As a result, realistic imaging conditions can be
effectively described.

3.1 Monte Carlo Simulation of Spatial Coherence Propagation through Random Media
Understanding light propagation in random media is important both for fundamental
science and for practical applications. The research that greatly benefits from a proper description
of light interaction with random media includes studies of light localization and coherent
backscattering, deep tissue imaging, remote sensing, diffusing-wave spectroscopy, dynamic light
scattering, imaging and telecommunication technologies etc. [75, 76, 77, 78]. Unfortunately,
describing the multiple scattering of light in random media is а very difficult problem. Current
approaches include perturbation analytical methods based on diagrammatic techniques [ 79 ],
radiative transfer procedures [80, 81], and exact numerical techniques such as T-matrix [82], finite
difference and finite elements [83] or discrete dipole approximation [84]. Analytical approaches
are limited only to simple geometries and/or to weakly scattering media. Most of the numerical
33

methods are constrained by the current development level of the computer technology and usually
unsuitable for modeling objects with dimensions larger than 10 wavelengths; also, they are very
inconvenient for modeling phenomena involving partially coherent light.
The radiative transfer equation (RTE) provides a reasonable compromise between accuracy
of simulation and computational speed. Previously, RTE was successfully used for the description
of both tenuous (atmospheres, ocean) and dense (papers, photographic emulsions etc.) media [81].
One of the common approaches to solve RTE is the Monte Carlo (MC) technique [85, 86]. To
solve RTE, the MC applies a ray-tracing approach where each ray represents a fraction of the light
energy, which can conveniently be regarded as a “photon”. Photons are launched into the random
medium characterized by scattering and absorption lengths and experience a random walk, which
develops by cascading successive steps of interaction. For each event, the step size and its direction
are independently determined by the physical properties of random medium. The path of a photon
is ended when its intensity reaches a lower threshold or when it exists the scattering medium.
Physical quantities such as energy, position, direction, path length, and number of scattering events,
are recorded for each photon. By tracking a sufficient number of photons, one can estimate a
variety of global physical quantities like intensity distribution, reflection and transmission
coefficients, bidirectional reflectance distribution function (BRDF), polarization characteristics
[87, 88, 89]. Note that all these properties are determined by measurements performed at one
single location, i.e. they are single point properties.
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Figure 14: Traditional Monte Carlo simulation of light propagation in scattering media.

Nevertheless, two-point field characterization provides much richer information about field
properties. An important two-point characteristic is the spatial coherence function (SCF), which is
defined for a scalar quasi-monochromatic field as [90]
Γ(𝐫𝐫1 , 𝐫𝐫2 ) = 〈𝐸𝐸(𝐫𝐫1 )𝐸𝐸 ∗ (𝐫𝐫2 )〉,

(5)

where 𝐫𝐫1 and 𝐫𝐫2 are the two observation points and 𝐸𝐸(𝐫𝐫) is the complex electric field. The angular
brackets indicate an ensemble average over all possible realizations of 𝐸𝐸(𝐫𝐫).

If one attempts to use MC techniques for describing coherence properties such as Γ(𝐫𝐫1 , 𝐫𝐫2 ),

the procedure must be modified to permit quantifying the extent of correlations between the field
at two different spatial locations. One such modification, named Coherent Monte Carlo, was
suggested to investigate the coherent photon transport in a series of papers devoted to the
theoretical description of optical coherent tomography (OCT) [91,92]. In this approach, the
propagating light is represented by a plane wavelet with its propagation direction and path length
determined by the Monte Carlo technique and with the scattering computed using the Mie theory.
However, only the ballistic component of light transport was of interest in OCT.
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Aside from these OCT related developments, several attempts were also made to extend
the application of MC to the case of partially coherent light [93]. In these approaches, the phase
information was attached to the photons propagating in a multiple scattering environment. Based
on the Huygens–Fresnel principle, interference and diffraction phenomena for simple diffraction
problems were implemented using Monte Carlo in [94, 95]. Similarly, the spatial coherence of
light in free space propagation was described in [96]. Each point on a wavefront in [96] was
considered to be a source of cylindrical wave (known as a Huygens wavelet) emanating from that
point. Monte Carlo sampling of the Huygens wavelets involved launching multiple rays from the
center of each wavelet and tracking the change in phase of each ray before it reaches the
observation plane. A partially coherent source field was created by using multiple Huygens
wavelets emanating from different points across a given source realization. At the observation
plane, rays were added coherently to form final field in [97], the above approaches are extended
to the studies of coherence propagation through thin slabs of scattering tissue. Coherent properties
of the source together with photons phases were taken into account in the Monte Carlo method
discussed in [98]. However, the simple procedure of adding phases to the photon paths is debatable
[99]. In particular, it was noticed in [99] that energy conservation law is violated and the detected
energy depends on the discretization of observation area.
An alternative description of coherent photon transport in a turbid medium was suggested
in [100] by introducing certain decoherence models in the Monte Carlo calculations without
explicitly attempting to calculate relevant phase variation of photons. One another Monte Carlo
algorithm was suggested in [101,102] based on the integral form of Helmholtz equation. This
approach allowed calculating the coherent field distribution for a fixed collection of scatterers.
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In this section, we demonstrate an alternative Monte Carlo procedure. We will show that
coherent phenomena can be described based on numerical solutions of the radiative transfer
equation for the specific intensity (Wigner function) [103, 104]. By incorporating a Wigner
transformation in the Monte Carlo technique, we are able to study the propagation and the
transformation of spatial coherence function in a variety of scattering media.

3.1.1 Wigner Monte Carlo Method
Our aim is to describe the transformation of the SCF while partially coherent light
propagates through a scattering medium. One possible approach uses the radiative transfer
equation and solves it for the specific intensity 𝐼𝐼(𝐫𝐫, 𝐮𝐮), where 𝐮𝐮 determines the direction of energy
flow at the location 𝐫𝐫 = (𝐫𝐫1 + 𝐫𝐫2 )/2 [105]. The local coherence properties of the field incident on
the random medium can then be related to the angular distribution of wavevectors through the
Wigner’s transform [104]:
𝑘𝑘

2

𝐼𝐼𝐼𝐼 (𝐫𝐫, 𝐮𝐮) = � � |𝑢𝑢𝑧𝑧 | ∫ Γ(𝐫𝐫, 𝛒𝛒)exp(−𝑖𝑖𝑖𝑖𝜌𝜌⊥ 𝑢𝑢⊥ ) 𝑑𝑑2 𝜌𝜌⊥ .
2𝜋𝜋

(6)

Here 𝛒𝛒 = 𝐫𝐫2 − 𝐫𝐫1 , 𝜌𝜌⊥ is the distance between two observation points along the wavefront

(perpendicular to the incident wave-vector 𝐤𝐤 𝐼𝐼 ∥ 𝑧𝑧̂ ), 𝐮𝐮 = (𝑢𝑢⊥ , 𝑢𝑢𝑧𝑧 ) is a unit vector with

corresponding components along (𝒖𝒖𝑧𝑧 ) and perpendicular (𝒖𝒖⊥ ) to the wavefront propagation. The

specific intensity 𝐼𝐼𝐼𝐼 (𝐫𝐫, 𝐮𝐮) determines the directions and weights of the ‘photons’ that are launched
into the random medium during Monte Carlo procedure.

Similarly, all the directions and weights of the ‘photons’ leaving the random medium can
be collected to generate the specific intensity of the scattered field 𝐼𝐼𝑆𝑆 (𝐫𝐫, 𝐮𝐮) from which the SCF of
the scattered field can be evaluated as:
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Γ𝑆𝑆 (𝐫𝐫, 𝛒𝛒) = ∫ 𝐼𝐼𝑆𝑆 (𝐫𝐫, 𝐮𝐮)

exp(𝑖𝑖𝑖𝑖𝜌𝜌⊥ 𝑢𝑢⊥ ) 2
𝑑𝑑 𝑢𝑢⊥ .
|𝑢𝑢𝑧𝑧 |

(7)

The calculation of spatial coherence function is greatly simplified in a case of
homogeneous partially coherent wavefronts. In this case, all the points of the scattered wave are
equivalent 𝐼𝐼𝑆𝑆 (𝐫𝐫, 𝐮𝐮) ≡ 𝐼𝐼𝑆𝑆 (𝐮𝐮) and in Eq. (7) one can simply assume that all the scattered ‘photons’
emerge from the same point.

For finite partially coherent beams, the angular distribution of wavevectors and the
corresponding spatial coherence of the output field should be evaluated locally. In plane-parallel
geometries, if the coherence function does not change across the input beam, the net local output
in the space of directions 𝒖𝒖 is the convolution between the intensity profile 𝐼𝐼𝐼𝐼 (𝒓𝒓) of the input beam

and the impulse response 𝐼𝐼𝑖𝑖𝑖𝑖 (𝒓𝒓, 𝒖𝒖) of the system: 𝐼𝐼𝑆𝑆 (𝐫𝐫, 𝐮𝐮) = ∫ 𝐼𝐼𝐼𝐼 (𝒓𝒓′ )𝐼𝐼𝑖𝑖𝑖𝑖 (𝒓𝒓 − 𝒓𝒓′ , 𝒖𝒖)𝑑𝑑𝒓𝒓′.

The impulse response of the system 𝐼𝐼𝑖𝑖𝑖𝑖 (𝒓𝒓, 𝒖𝒖) can be evaluated as the distribution of the

directions of energy flow across the whole output surface created by a small patch of a wavefront
(Figure 15).

In short, the overall Monte Carlo simulation procedure is followed like this. For an input
beam with a given spatial coherence Γ(𝐫𝐫, 𝛒𝛒), the corresponding specific intensity is calculated

according to Eq. (6). This specific intensity is then sampled by a large number of ‘photons’ that
propagate in a scattering medium as in usual Monte Carlo procedure. Finally, the SCF at the output
is then reconstructed using Eq. (7).
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Figure 15: The geometry of spatial coherence propagation.
A beam with a Gaussian intensity profile propagates through a random medium. Randomization
of photons’ directions due to scattering leads to the deterioration of spatial coherence. The
distribution of the scattered photons over locations 𝑟𝑟 and directions 𝑢𝑢 along the output surface
created by a small source at input surface forms the impulse response of the slab.
3.1.2 Numerical Simulation
As an example of application of the proposed Monte Carlo techniques, we considered the
transmission of a Gaussian beam through a plane-parallel slab of scattering medium (Figure 15).
This problem was solved previously in a small scattering angle approximation to the radiative
transfer equation [106, 107]. In particular, the following expressions were found in [106]:
∞

where

Γ𝑠𝑠 (𝑟𝑟, 𝜌𝜌⊥ , 𝑧𝑧) ∝ ∫−∞ 𝑑𝑑𝑑𝑑 exp(𝑖𝑖𝑖𝑖𝑖𝑖) exp[−𝐼𝐼1 (𝜌𝜌⊥ , 𝑞𝑞, 𝑧𝑧)] 𝐼𝐼0 (𝜌𝜌⊥ , 𝑞𝑞, 𝑧𝑧),
𝐼𝐼1 (𝜌𝜌⊥ , 𝑞𝑞, 𝑧𝑧) = 𝜇𝜇 𝑇𝑇 𝑧𝑧 −

(8)
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Here 𝜇𝜇 𝑇𝑇 is the total extinction coefficient, 𝑁𝑁 is the number density of colloidal particles making

up the scattering medium, 𝜎𝜎𝑁𝑁 is the scattering cross section integrated over near-forward angles,
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𝜃𝜃0 is the 1/𝑒𝑒 half-width of near-forward scattering peak estimated from the Mie scattering
function, 𝑘𝑘 is the wavenumber.

As SCF is very sensitive to the local distribution of ‘photon’s’ propagation angles, one

needs to describe the scattering events in the medium as precisely as possible. For media with
spherical scatterers used in our calculations below, the angular distribution of scattered radiation
is well characterized by Mie theory. Hence, in MC calculations we used the exact Mie scattering
phase function instead of more commonly used Henyey-Greenstein scattering function (Figure 16).
A third party MATLAB code was used for calculation of Mie scattering functions [31] based on
theoretical approach of Bohren and Huffman [15]. The probability of scattering into a certain angle
was calculated numerically according to procedure described in [108,109] called inverse transform
sampling. First, a cumulative distribution function (CDF) was constructed based on Mie scattering
phase function. Then, the CDF(θ) was interpolated to allow for an even sampling from zero to
one, thus generating a lookup table for the conversion from uniformly distributed random number

to the scattering angle 𝜃𝜃. In our simulations, a 107 elements lookup table was generated to properly
sample lobes of Mie scattering function (Figure 16).

For numerical simulations, the Monte Carlo code was implemented in MATLAB with the
parallel computing toolbox and double precision computation accuracy. The simulations were run
on a 6 core CPU (Intel Xeon E5-2630 v2, 2.60 GHz, 128 GB RAM). One million photons have
been generated for sufficient sampling of specific intensity 𝐼𝐼𝑆𝑆 (𝒓𝒓, 𝒖𝒖), and the bin size has been set

as 3.6 µm for convolution. For a typical scattering experiment, it takes only a few seconds to finish
the simulation using one million photons. We should note that the time complexity in our MC
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method is quite close to the existing MC models. The main difference in our method is processing
of the directional information of photons described by Eq. (7).
1
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Figure 16: Comparison between Mie (blue solid line) and Henyey-Greenstein (red dashed line)
scattering phase functions.
Even though the asymmetry parameter in both cases is the same, 𝑔𝑔 = 0.955, the fine details of
intensity angular distribution are very different. The gray area shows the histogram of scattering
angles generated from the lookup table.
We compared the predictions of Eq. (8) with MC calculations in the case of a coherent
Gaussian beam with wavelength 𝜆𝜆 = 632nm and 140µm waist that impinges at normal incidence
on the surface of a scattering medium. The medium contained a number density 𝑁𝑁 =

3.9 × 105 cm-3 of scatterers dispersed in a matrix with a refractive index 𝑛𝑛0 = 1.42 . The

scatterers are 46 µm polystyrene particles. Let us note that for particles with dimensions much
larger than a wavelength, the scalar theory (5) is well applied to the problem in question [110].
Particles have scattering cross section 𝜎𝜎𝑠𝑠 = 3.47 × 10−5 cm2, and an asymmetry parameter 𝑔𝑔 =

0.955 which corresponds to the nearly forward scattering. The corresponding scattering mean free
path 𝑙𝑙𝑠𝑠 = 1/𝜇𝜇 𝑇𝑇 = 740µm. The corresponding Mie scattering phase function is shown in Figure

16. One can see that for the same asymmetry parameter 𝑔𝑔, the Mie and Henyey-Greenstein phase

scattering functions have very different shapes. We will show later that this results in very different
predictions of coherence properties.
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Figure 17: Normalized SCF at the output of scattering media containing nearly forward
scattering particles for different optical densities (OD).
(a) Calculations performed based on the near-forward scattering approximation using Eq. (8); (b)
results obtained from Monte Carlo procedure when using Henyey-Greenstein scattering phase
function; (c) results based on Monte Carlo procedure when using Mie scattering phase function.

Figure 17 shows typical results for SCF evaluated on a back side of plane-parallel slab
(Figure 15) and normalized to the maximum of intensity. The results correspond to a Gaussian
beam propagating through media with different optical densities (OD) 𝐿𝐿/𝑙𝑙𝑠𝑠 with 𝐿𝐿 being the

thickness of the medium. SCF is measured at the center of the Gaussian beam 𝒓𝒓 = 0. One can
notice good quantitative agreement between the predictions of small angle scattering
approximation [106] and our Monte Carlo numerical experiment (Figure 17 a,c). However, the

relative difference between these two results can reach 30%. The narrow peak in the middle
corresponds to the multiply scattered light while the wider pedestal is determined by unscattered
ballistic light. As expected, the coherence length of the transmitted field decreases with increasing
the thickness of the scattering slab, which corresponds to increased amount of scattering events.
Figure 17(b) shows the results of Monte Carlo simulations obtained with the approximate
Henyey-Greenstein scattering phase function. Comparing it to Figure 17(c), one can see that the
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Henyey-Greenstein function leads to a very different result. This drastic distinction is due to the
much wider forward scattering lobe of the Henyey-Greenstein function (Figure 16) that makes the
photons deflect into larger angles. According to Eq. (7), this results in a lower coherence of the
central peak.
The progression of the width of the central peak with the geometrical thickness 𝐿𝐿 can be

qualitatively understood. During each scattering event, light deflects by angle 𝜃𝜃0 from its original

propagation direction. The average deflection at the output Δ𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜 is determined by the average
number of scattering effects 𝑁𝑁𝑠𝑠 which can be easily estimated in the Monte Carlo simulations
Δ𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑁𝑁𝑠𝑠 𝜃𝜃0 .

(9)

The coherence length of the field at the output is related to Δ𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜 by Eq. (7). Table 1

compares the results of this rough estimation to the exact Monte Carlo results and, as can be seen,
Eq. (9) provides a rather good estimation of the coherence length.

Table 1: The full width at half maximum (FWHM) of the spatial coherence function estimated
from different approaches.
Optical Density

Number of
Scattering Events

1.34
6.70

4.02
13.4

1.5

Coherence length
estimated from
Eq.(8) (um)
59.8

Coherence length
estimated from MC
(um)
68.4

Coherence length
estimated from Eq.(9)
(um)
63.9

7.5

20.8

22.1

21.9

4.5
15.5

27.2
16.4

29.7
16.4

29.0
14.1

Contrary to the approach in [106], our Monte Carlo method can operate beyond the nearforward scattering approximation. In this respect our method permits calculating the SCF even for
the light scattered backwards from random medium. For instance, in Figure 18 we show the results
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of these calculations for the back-reflected light for the same parameters as in Figure 17. We would
like to comment on several interesting details of these results. First, the coherence length of the
back-scattered light is narrower than in the case of the transmitted light. Second, one can observe
rather counter-intuitive result in Figure 18: increasing the thickness of colloidal slab decreases the
magnitude of central peak, which is determined by multiple scattering. This can be explained by
the fact that the amplitude of the forward scattering for 46µm colloidal particles used in these tests
is ~104 times larger than that of back-scattering. Thus, the central narrow peak for the thin

colloidal sample is determined mainly not by backscattering from colloidal particles, but by
forward scattering of light reflected from a back surface of plane-parallel slab. For thick samples
this forward scattering becomes dispersed over large area and its effect in the central peak
decreases.

Figure 18: Normalized SCF for the reflected light.
The parameters of the scattering medium are the same as in Figure 17.
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3.1.3 Non-Line-of-Sight Imaging
Imaging systems map spatially the distribution of light across an object onto a distant
observation plane for further recording and processing. Of course, when objects are too distant or
too small to be satisfactorily described by an imaging system, only unresolved sensing is available
for estimating physical properties of the object. Whether the object is actively illuminated in a
controlled manner, or it is self-luminous, or it is subject to some passive ambient lighting, the
imaging procedure is typically constrained by the need for direct view to the object [111].
In non-line-of-sight conditions, an ideal “specular” reflector such as a mirror preserves
most of the light properties, including the wavefront, and the imaging procedure is similar to the
direct line-of-sight case. Decreasing the mirror’s specularity hinders this capability. A shattered
mirror alters the directionality of reflected light and, as a result, only a distorted version of the
image can be transferred as illustrated in Figure 19. The blur can be mitigated if the disturbance
can be quantified. Unfortunately, because of the random nature of surface scattering, there are no
simple deterministic approaches like ray tracing or conventional diffraction theories to describe
the relationship between the incident and reflected optical fields. The situation is further
complicated if the light is redirected by a diffusing wall when the interaction is not limited to the
surface of the random medium but it extends throughout its volume. In these conditions, recovering
the incident wavefront is challenging. The complicated process can be described in terms of the
associated transfer matrix, which can be found by controlling the properties of radiation before
and after the scattering medium [112, 113, 114, 115, 116, 117].
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Figure 19: Different non-line-of-sight sensing conditions.
(a) A perfect reflector permits imaging around the corner. (b) A broken mirror alters the optical
wavefront and impedes forming a clear image. (c) A random medium will alter the reflection
even more due to both surface and volume scattering contributions.
Nonetheless, some these limitations can be alleviated by an active control of the
illumination source. For instance, one can employ time-of-flight approaches to gate the time
necessary for light emerging from a controllable source to first reach an object and then a detector
capable of discriminating the transient time [118, 119]. Imaging angularly small targets hidden
around a corner is also possible when using additional measurements performed on reference
objects [120] or when the scene is illuminated with temporally coherent light [121, 122, 123, 124].
Sometimes, when an object is diffusively illuminated by a laser and its reflection generates a nonuniform intensity distribution across the scattering wall, detecting the evolution of this intensity
allows tracking the object’s movement [125, 126].
Unfortunately, the sensing conditions are significantly more restrictive when one does not
have access to the source of illumination. If the object does not generate intensity variations that
can be measured, one cannot reconstruct an image in the conventional intensity-based sense [111].
However, even in this rather limiting situation, the object itself acts as the primary (if self-luminous)
or the secondary source of partially coherent radiation and relevant information about the object is
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carried by the statistical properties of the radiated field. The remaining practical question is: do
these field properties survive the interaction with scattering obstructions?
In the following, we will demonstrate that spatial correlations of the electromagnetic field
can be transferred between the incident and reflected fields in spite of the random nature of
interaction with a multiple scattering medium. Specifically, we will show that scattering from
randomly inhomogeneous media does not completely destroy the spatial coherence of radiation.
This means that a multiple scattering wall can act as a “broken mirror” for spatial coherence and
its distortions can be partially mitigated. We demonstrate that this effect permits retrieving
information about the size and shape and allows determining the location of an object even in nonline-of-sight situations.
We consider the situation where radiation from an incoherent source (target) reflects off a
scattering surface, e.g. a painted wall, and propagates further until it reaches a detector, which can
𝐬𝐬

𝐬𝐬

measure its spatial coherence function (SCF) Γ(𝐫𝐫, 𝐬𝐬) = 〈𝐸𝐸 �𝐫𝐫 + � 𝐸𝐸 ∗ (𝐫𝐫 − )〉. Here, 𝐸𝐸(𝐫𝐫) is the
2

2

electric field at the location 𝐫𝐫 and 𝐬𝐬 is the distance between the points for which the field similarity
is being measured (shear).

It is well known how spatial coherence evolves in free-space propagation. Thus, certain
information about the source can always be extracted by measuring the coherence of the light at
distant locations [127]. However, upon reflection from a scattering medium, it is expected that
SCF is affected in a way that may complicate this reconstruction procedure. Let us examine the
general situation of partially coherent light incident onto a scattering medium as shown in Figure
20. Intuitively, one can anticipate that the coherence degrades due to the additional randomization
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of light and the information about the source of light deteriorates. To mitigate the influence of this
interaction, one needs to understand how the coherence properties transform during reflection.

Figure 20: Schematic representation of the field reflected from a diffusive wall and its SCF
assessed for in-plane 𝑠𝑠∥ and out-of-plane 𝑠𝑠⊥ shears.

3.1.4 Spatial Coherence after Surface and Volume Scattering
The transformation of SCF in reflection is well understood only for homogeneous, planeparallel interfaces [128]. Earlier studies also addressed, to a certain degree, the phenomenology of
coherence degradation but only in transmission through inhomogeneous media [129, 106]. In the
previous sections of this chapter, Monte Carlo technique permits estimating the transformation of
spatial coherence function in multiple scattering media [68]. To treat the reflection from realistic
scattering media, we augmented this method with a proper description of the surface roughness.
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Figure 21: Spatial coherence and wall interpreted by Wigner Monte Carlo method

For the reflection regime, spatial coherence is affected by both the scattering media
(volume scattering) and rough surface (surface scattering). We made three assumptions to simplify
the interaction between light and a rough surface [130]. First, when the surface is locally smooth,
a wave can be described using a ray (tangent plane approximation). Second, the surface profile is
described statistically (statistical approach sufficiency). Third, surface self-shadowing and
multiple scattering are neglected. Thus, rough surface is simplified to a Gaussian statistical slope
distribution. This statistical slope randomizes the directions of incoming rays; thus, the distribution
of generalized radiance becomes more diverse, and the spatial coherence function is narrowed. To
summarize simply, surface scattering can also be interpreted in a statistical ray manner, which is
consistent with Monte Carlo simulation for volume scattering. Although natural surfaces should
not necessarily satisfy all our assumptions, we found that the conclusions of Monte Carlo
simulations describe very well the experimental situations described in the following.
Monte Carlo simulations show that light reflected from inhomogeneous media can be
effectively described as the superposition of a multiple-scattering component originating in the
bulk and the single scattering at the surface. We found that for typical painted walls the volume
scattering randomizes significantly the set of directions 𝒖𝒖 corresponding to the incident field and,
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according to Eq. (7), the coherence information carried by this component is severely altered or
even destroyed. However, the inherent single scattering at the surface of any diffusive wall leads
to a much smaller randomization of the field, as we will show later.
For the Monte Carlo simulations of volume scattering, we used typical parameters of white
paints: TiO2 particles with a diameter 200 nm, refractive index 2.6763, and a fractional volume
10% distributed in a matrix with refractive index 1.5. The thickness of the simulated layer is 0.6
mm. We found that the Kirchhoff approximation for the description of surface roughness and a
Gaussian distribution of the local slopes [131] allows both a simple Monte Carlo implementation
and a satisfactory description of experimental results. The mean surface slope was determined by
matching the outcome of the Monte Carlo simulation to the measured SCF of reflected light for
different angles of incidence ranging from 50° to 80°. From the small value of the slope variance
(70 mrad) obtained from the fitting one can conclude that for these materials the shadowing effects
are insignificant [132].

Figure 22: Distribution of generalized radiance for volume scattering.
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The Monte Carlo simulations uncovered several features of scattering. First, even though
the volume scattering happens in a thin subsurface layer (0.6 mm), the corresponding average
number of scattering events is rather high (approximately 500 scattering events on average for
chosen set of parameters). This leads to a complete randomization of volume scattered light with
rays of reflected light uniformly distributed along all directions, as shown in Figure 22. Thus,
randomized volume scattering does not carry any useful directional information and leads to the
light completely losing its coherence properties.

Figure 23: Anisotropic transfer of spatial coherence.
(a) and (c) Angular distributions of specific intensity corresponding to 60o and 80o angle of
incidence, respectively. (b) and (d) Corresponding degrees of the spatial coherence. The incident
light is fully coherent spatially and the coherence function of the output is evaluated next to the
surface. Parameters of the scattering medium are indicated in the Methods. The mean slope of
surface roughness of the simulated medium is 𝜎𝜎 = 0.07 rad.
Second, the randomization of the light scattered from the surface is determined by the mean
slope. In general, the randomization of wave vectors occurs differently for the components in and
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normal to the incidence plane. With the increase of the incident angle, the randomization of the
component normal to the plane of incidence decreases, as shown in Figure 23. Hence, for grazing
angles the spatial coherence for shears normal to the plane of incidence survives much better than
for shears in the plane of incidence.
Third, energetically speaking, volume scattering usually dominates the surface scattering
for incidence angles close to the normal (Figure 24). For a larger incident angle, the ratio of surface
scattering over volume scattering increases. In other words, the informationally deprived ‘noise’
from volume scattering decreases as the incident angle increases. It is more practical to view the
comparison between surface and volume scattering using the energetic density in the wavevector
space. The volume scattering is more or less uniformly distributed over 2𝜋𝜋 solid angle (Figure 22).
Surface scattering is distributed over much smaller angular range and concentrated along specular
direction of reflection. Therefore, the energetic density in wavevector space is dominated by
surface scattering when observing in the direction of specular reflection.

Figure 24: Monte Carlo simulation for energy ratio between surface scattering and volume
scattering.
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The contribution of volume scattering can be suppressed even more if the field-of-view
(FOV) of the detection device is limited to the angles occupied by wave vectors carrying useful
information (Figure 25). The finite size FOV effectively truncates the significant part of volume
scattering, which causes surface scattering to dominate (Figure 25 b). Thus, the reflection from a
highly scattering medium can be reduced to the reflection from a rough surface – broken mirror.

Figure 25: Spatial coherence function measured for different field of view.
(a) SCF for the large field of view observation; (b) SCF for a restricted FOV.

Therefore, the coherence function is obtained from the specific intensity using Eq. (7) and,
as can be seen in Figure 23(b) and Figure 23(d), its extent is rather limited spatially. But, most
interestingly, the coherence degradation process is not isotropic. We find that, perpendicular to the
scattering plane, the spatial coherence Γ(𝑠𝑠⊥ ) survives much better than for in-plane 𝑠𝑠∥ shears. In

fact, this difference between the two corresponding coherence lengths, 𝑙𝑙𝑐𝑐⊥ and 𝑙𝑙𝑐𝑐∥ , increases with
the angle of incidence, which is an effect closely related to the ‘glitter path’ phenomenon: the

elongated reflection of a low Sun or Moon on the water’s surface. In this case, the angular spread
of wavevectors is determined by the angle of incidence 𝜃𝜃 and the properties of the rough surface
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[133, 134]. From the Wigner transformation in Eq. (7), one can then infer the coherence length
𝑙𝑙𝑐𝑐⊥ ∝ (𝜎𝜎 cos 𝜃𝜃)−1 .

Although natural surfaces should not necessarily satisfy all our assumptions, we found that

the conclusions of Monte Carlo simulations describe very well the experimental situations
described in the following. Monte Carlo simulations for the transformation of spatial coherence in
reflection were performed for a scattering medium corresponding to a typically painted surface.
Typical parameters of white paints (TiO2) were used: inclusion particles diameter of 200 nm, the
refractive index of particles is 2.67, the refractive index of the matrix is 1.5, the fractional volume
of inclusions is 10%, the surface mean slope is 70 mrad (this value was estimated from the fitting
to experimental data), and the thickness of simulated slab is 0.6 mm.
We analyze this effect in detail using both Monte Carlo simulations and the complexvalued SCF measurements using the Dual Phase Sagnac Interferometer (DuPSaI) procedure [135].
A typical example of measured SCF for reflection from a diffusive wall (estimated transport mean
free path 0.9µm) is presented in Figure 26(a) showing a significant difference between in-plane
and off-plane shears. Moreover, in Figure 26(b) one can clearly see the monotonic behavior of 𝑙𝑙𝑐𝑐⊥

over a significant range of angles of incidence 𝜃𝜃. The fact that, in certain conditions, the spatial
coherence survives in spite of the medium’s diffusiveness can be used to recover information about
the source even in non-line-of-sight circumstances.
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Figure 26: “Glitter path” effect in reflection from random media.
(a) Experimental values of the normalized spatial coherence for in-plane 𝑠𝑠∥ and off-plane 𝑠𝑠⊥
shear corresponding to 80° incidence angle. (b) Experimental and simulated values of the offplane coherence length 𝑙𝑙𝑐𝑐⊥ as a function of the angle of incidence 𝜃𝜃. Both the source and
detection system are located 1m away from the multiple scattering wall. The solid line represents
the Monte Carlo fit to the experimental data from which the average slope of the surface
roughness was estimated to be 𝜎𝜎 = 0.07 rad. The dashed line is the corresponding analytical
expression 𝑙𝑙𝑐𝑐⊥ ∝ (𝜎𝜎 cos 𝜃𝜃)−1 . The coherence length (half-width at half-maximum of SCF) of the
field incident on the wall is 132µm. The error bars were calculated by repeating the measurement
and calculating coherence length 𝑙𝑙𝑐𝑐⊥ for all the measurements.
3.2 Vector Wave Simulation of Active Imaging through Random Media

Nowadays, lasers are widely used in active imaging through random media [8], thus it is
very meaningful to build a forward model which can describe every aspects of vector field. Since
it is computationally expensive to simulate real scenarios like fog and rain, this section will help
minimize the computational complexity.

3.2.1 Statistical Equivalence
As shown in Figure 27(a), the target is embedded in an infinitely wide random medium of
thickness z. In response to an incident plane wave 𝑬𝑬𝑖𝑖 (𝒓𝒓), the scattered wave 𝑬𝑬𝑠𝑠 (𝒓𝒓) contains

contributions from both the target and the medium itself. In other words, both the target and the
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surrounding random medium are secondary sources, as shown in Figure 27(b). The total field
𝑬𝑬𝑡𝑡𝑡𝑡𝑡𝑡 (𝒓𝒓) everywhere is the interference between 𝑬𝑬𝑖𝑖 (𝒓𝒓) and 𝑬𝑬𝑠𝑠 (𝒓𝒓), and the relation between 𝑬𝑬𝑖𝑖 (𝒓𝒓)
and 𝑬𝑬𝑠𝑠 (𝒓𝒓) is determined by volume integral equation [65]:

⃡(𝒓𝒓, 𝒓𝒓′ ) ∙ [𝑬𝑬𝑖𝑖 (𝒓𝒓′ ) + 𝑬𝑬𝑠𝑠 (𝒓𝒓′ )]𝑑𝑑3 𝒓𝒓′ ,
𝑬𝑬𝑠𝑠 (𝒓𝒓) = 𝑘𝑘0 2 ∫𝑉𝑉 [𝑚𝑚2 (𝒓𝒓′ ) − 1]𝐺𝐺

(10)

where the integral extends over a volume 𝑉𝑉 = 𝑉𝑉𝑡𝑡 ∪ 𝑉𝑉𝑟𝑟 comprising both the volume 𝑉𝑉𝑡𝑡 of the target

and the volume 𝑉𝑉𝑟𝑟 occupied by the particles inside the random media. In Eq. (10), 𝑘𝑘0 is the wave

number in the host medium, m(𝒓𝒓′ ) is the refractive index of the target and particles relative to the

⃡(𝒓𝒓, 𝒓𝒓′ ) is the free space dyadic Green’s function.
host medium, and 𝐺𝐺

The scattered field 𝑬𝑬𝑠𝑠 (𝒓𝒓) can be further separated into two classes: emission from the

target 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓) and that from random medium 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓):

𝑬𝑬𝑠𝑠 (𝒓𝒓) = 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓) + 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓)

(11)

In this way, the total field 𝑬𝑬𝑡𝑡𝑡𝑡𝑡𝑡 (𝒓𝒓) at any position 𝐫𝐫 ∈ 𝑉𝑉𝑡𝑡 ∪ 𝑉𝑉𝑟𝑟 of the secondary source is

the interference between 𝑬𝑬𝑖𝑖 (𝒓𝒓) and the emission from all other secondary sources. In other words,

the target and the random medium build up a self-consistent scattering system.
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Figure 27: Simplified description of active imaging through a random medium comprising.
(a) an incident plane wave 𝑬𝑬𝑖𝑖 (𝒓𝒓), (b) the scattered field 𝑬𝑬𝑠𝑠 (𝒓𝒓), and (c) the scattered field emitted
from the random medium 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓). (d) A statistically equivalent emission 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓) from a scaled
down medium.
In many practical situations, one can often consider that only the surface of the target 𝑆𝑆𝑡𝑡 is

contributing to 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓). In other words, the target is regarded as a surface rather than a volume

secondary source. Moreover, the target size is usually much smaller than the thickness z of the
random medium; thus, at points 𝐫𝐫𝑒𝑒 ∈ 𝑆𝑆𝑡𝑡 ∪ 𝑉𝑉𝑟𝑟 , the excitation is primarily determined by 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓),
which means that

⃡(𝐫𝐫𝑒𝑒 , 𝒓𝒓′ ) ∙ [𝑬𝑬𝑖𝑖 (𝒓𝒓′ ) + 𝑬𝑬𝑠𝑠 (𝒓𝒓′ )]𝑑𝑑3 𝒓𝒓′ .
𝑬𝑬𝑠𝑠 (𝐫𝐫𝑒𝑒 ) ≈ 𝑘𝑘0 2 ∫𝑉𝑉 [𝑚𝑚2 (𝒓𝒓′ ) − 1]𝐺𝐺
𝑟𝑟

(12)

In this way, the target is excluded from the self-consistent calculation extended over 𝑉𝑉𝑟𝑟

while both 𝑬𝑬𝑖𝑖 (𝒓𝒓) and the random medium determine its excitation.

If the particle number density 𝑁𝑁 is small enough such that any two particles are in the far-

field of each other, the independent scattering approximation (ISA) can be applied to estimate
transport mean free path 𝑙𝑙 ∗ ≈ [𝑁𝑁𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 (1 − 𝑔𝑔)]−1 and optical density 𝑂𝑂𝑂𝑂 = 𝑁𝑁𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 𝑧𝑧, where 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 is

extinction cross-section of a single particle and 𝑔𝑔 is scattering anisotropy [34].
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When the configuration of the scattering medium changes in time, the target is excited, on
average, by a “coherent field” that can be approximated as 𝑬𝑬𝑡𝑡𝑡𝑡𝑡𝑡 (𝒓𝒓 ∈ 𝑆𝑆𝑡𝑡 ) ≈ 𝑬𝑬𝑖𝑖 (𝒓𝒓 ∈

𝑆𝑆𝑡𝑡 )𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝑁𝑁𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒
2

𝑧𝑧𝑡𝑡

𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃𝑖𝑖 )

� [72]. Here 𝑧𝑧𝑡𝑡 is the depth of the target and 𝜃𝜃𝑖𝑖 is the angle of incidence.

Therefore, the embedded target is equivalent to a secondary source excited by an attenuated 𝑬𝑬𝑖𝑖 (𝒓𝒓).

In the next computational step, one must use Eq. (12) to evaluate the excitation of the

scattering medium, which enables estimating the vectorial field 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) across the observation
plane 𝑂𝑂 . Since the solution of the Maxwell’s equations is unique for determined boundary

conditions, the exact solution of 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) can only be found using the real boundary conditions
associated with the practical situation. For realistic imaging scenarios involving a very large
number of scattering particles, it is practically impossible to conduct such computation. In the
following, we will present an alternative way to achieve an approximate description of
𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) which is statistically equivalent to the exact solution.

Let us assume, as suggested in Figure 27(c), that the target is imaged by a system situated

at the surface of the random medium. In this case, it is unnecessary to evaluate 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) outside
⃡(𝒓𝒓, 𝒓𝒓𝑒𝑒 ) is inversely proportional to |𝒓𝒓 − 𝒓𝒓𝑒𝑒 | [65], the
the aperture of the imaging system. Since 𝐺𝐺

field 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) within the aperture is mainly determined by all the particles inside the
hemisphere of radius 𝑧𝑧 and, therefore, the number of particles necessary for simulating real
2

boundary conditions reduces to M = π𝑧𝑧 3 𝑁𝑁. As a result, the scattering problem is scaled down
3

as suggested in Figure 27(d). To maintain the overall OD, the density of particles increases to 𝑏𝑏𝑏𝑏

when the thickness scales to 𝑧𝑧/𝑏𝑏. However, the number of particles necessary to describe this
condition decreases by a factor 𝑏𝑏 −2 :
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2

𝑧𝑧 3

M𝑏𝑏 = π � � 𝑏𝑏𝑏𝑏 =
3

𝑏𝑏

M

𝑏𝑏2

.

(13)

Of course, the scaling factor b cannot be increased arbitrarily because we want to maintain
the far-field condition of particle scatting typical to ISA. At very large packing densities, the field
statistics change significantly [34, 35].
Let us examine in detail the case of a plane wave incidence. Let us further set the origin of
coordinates in the center of the collecting aperture of the detection system. Each point in the
observation plane O has its own scaled-down hemisphere (virtual medium), , and the relative
position and depth of the particle m within the virtual medium are denoted by

∆𝒓𝒓𝑚𝑚
𝑏𝑏

and

∆𝑧𝑧𝑚𝑚
𝑏𝑏

,

respectively. The excitation field reaching the particle m can be approximated by the “coherent
field” 𝑬𝑬𝑚𝑚,𝑖𝑖
𝑡𝑡𝑡𝑡𝑡𝑡 �𝒓𝒓 +

∆𝒓𝒓𝑚𝑚
𝑏𝑏

� 𝑖𝑖 ∙
� ≈ 𝑬𝑬𝑖𝑖 (𝒓𝒓 ∈ 𝑂𝑂)𝑒𝑒𝑒𝑒𝑒𝑒 �𝑗𝑗 �𝑘𝑘0 𝒏𝒏

∆𝒓𝒓𝑚𝑚
𝑏𝑏

+ 𝜙𝜙𝑖𝑖 �� 𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝑏𝑏𝑏𝑏𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒
2

∆𝑧𝑧𝑚𝑚

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝜃𝜃𝑖𝑖 )

� 𝑖𝑖
� , where 𝒏𝒏

and 𝜙𝜙𝑖𝑖 are the direction and phase of incident plane wave. Since ISA applies after scaling, most

particles are still in the far-field with respect to the observation plane. The direction and the
polarization of light scattered by a single particle in far-field is described by the amplitude
� 𝑚𝑚 , 𝒏𝒏
� 𝑚𝑚 is the unit vector of particle position. Therefore,
� 𝑖𝑖 � [15], where ∆𝒓𝒓
scattering matrix 𝐒𝐒��−∆𝒓𝒓
𝑬𝑬𝑠𝑠𝑠𝑠 at the observation plane can be estimated as:
𝑗𝑗𝑘𝑘

0
⁄ 2 exp� 𝑏𝑏 |∆𝒓𝒓𝑚𝑚 |� �
� 𝑚𝑚 , 𝒏𝒏
� 𝑖𝑖 �𝑬𝑬𝑚𝑚,𝑖𝑖
𝐒𝐒�−∆𝒓𝒓
𝑡𝑡𝑡𝑡𝑡𝑡
|∆𝒓𝒓𝑚𝑚 |⁄𝑏𝑏

𝑏𝑏
𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) ≈ ∑𝑀𝑀
𝑚𝑚=1

�𝒓𝒓 +

∆𝒓𝒓𝑚𝑚
𝑏𝑏

�.

(14)

� 𝑖𝑖 ) =
This expression can be further simplified by defining the amplitude factor 𝐴𝐴𝑚𝑚 (𝒏𝒏

1
𝑁𝑁𝜎𝜎 ∆𝑧𝑧
𝑒𝑒𝑒𝑒𝑒𝑒 �− 𝑒𝑒𝑒𝑒𝑒𝑒 𝑚𝑚
�
|∆𝒓𝒓𝑚𝑚 |
2𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃𝑖𝑖 )

� 𝑖𝑖 ; 𝑏𝑏) =
𝜑𝜑𝑚𝑚 (𝒏𝒏

𝑘𝑘0
𝑏𝑏

and the roundtrip phase from observation plane to particle 𝑚𝑚 as

(𝒏𝒏
� 𝑖𝑖 ∙ ∆𝒓𝒓𝑚𝑚 + |∆𝒓𝒓𝑚𝑚 |). In these conditions, Eq. (14) becomes:
⁄ 2

𝑏𝑏
� 𝑚𝑚 , 𝒏𝒏
� 𝑖𝑖 ; 𝑏𝑏)]𝐴𝐴𝑚𝑚 (𝒏𝒏
� 𝑖𝑖 ) 𝐒𝐒��−∆𝒓𝒓
� 𝑖𝑖 �𝑬𝑬𝑖𝑖 (𝒓𝒓 ∈ 𝑂𝑂)𝑒𝑒𝑒𝑒𝑒𝑒(𝑗𝑗𝜙𝜙𝑖𝑖 ).
𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) ≈ 𝑏𝑏 ∑𝑀𝑀
𝑚𝑚=1 𝑒𝑒𝑒𝑒𝑒𝑒[𝑗𝑗𝜑𝜑𝑚𝑚 (𝒏𝒏
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(15)

If for each realization of the random medium the particles are randomly and uniformly
distributed, the relative position of the particle 𝑚𝑚 can be treated statistically as a multivariate

random variable. The same statistical treatment extends to all the position-dependent variables in
� 𝑚𝑚 , 𝒏𝒏
� 𝑖𝑖 ; 𝑏𝑏), 𝐴𝐴𝑚𝑚 (𝒏𝒏
� 𝑖𝑖 ), 𝐒𝐒��−∆𝒓𝒓
� 𝑖𝑖 ��, to cover the contributions from particles located at
Eq. (15), �𝜑𝜑𝑚𝑚 (𝒏𝒏
any position within the half-space.

� 𝑖𝑖 ; 𝑏𝑏) will
Since, in order to maintain ISA, the scaling factor 𝑏𝑏 cannot be too large, 𝜑𝜑𝑚𝑚 (𝒏𝒏

still be fast-varying as a function of particle’s position compared to the other components of the
multivariate

random

variable,

i.e.

� 𝑚𝑚 , 𝒏𝒏
� 𝑖𝑖 ��
� 𝑖𝑖 ; 𝑏𝑏), 𝐴𝐴𝑚𝑚 (𝒏𝒏
� 𝑖𝑖 ), 𝐒𝐒��−∆𝒓𝒓
𝑝𝑝�𝜑𝜑𝑚𝑚 (𝒏𝒏

� 𝑚𝑚 , 𝒏𝒏
� 𝑖𝑖 ), 𝐒𝐒��−∆𝒓𝒓
� 𝑖𝑖 ��
�𝐴𝐴𝑚𝑚 (𝒏𝒏
can

be

.

In

other

approximated

� 𝑚𝑚 , 𝒏𝒏
� 𝑖𝑖 ��. Thus, Eq. (15) can be written as:
� 𝑖𝑖 ; 𝑏𝑏)]𝑝𝑝2 �𝐴𝐴𝑚𝑚 (𝒏𝒏
� 𝑖𝑖 ), 𝐒𝐒��−∆𝒓𝒓
𝑝𝑝1 [𝜑𝜑𝑚𝑚 (𝒏𝒏
⁄ 2

𝑏𝑏
�𝚤𝚤 ; 𝑏𝑏)]𝚼𝚼 𝑚𝑚,𝑖𝑖 (𝒓𝒓 ∈ 𝑂𝑂)
𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) ≈ 𝑏𝑏 ∑𝑀𝑀
𝑚𝑚=1 𝑒𝑒𝑒𝑒𝑒𝑒[𝑗𝑗𝜑𝜑𝑚𝑚 (𝒏𝒏

words,
as

(16)

where 𝚼𝚼 𝑚𝑚,𝑖𝑖 (𝒓𝒓 ∈ 𝑂𝑂) represents the net effect from the particle m, considering the
� 𝑚𝑚 , 𝒏𝒏
� 𝑖𝑖 �� and incident light.
� 𝑖𝑖 ), 𝐒𝐒��−∆𝒓𝒓
�𝐴𝐴𝑚𝑚 (𝒏𝒏

� 𝑖𝑖 ; 𝑏𝑏) is fast-varying with the particle’s position, it can be considered to be an
Since 𝜑𝜑𝑚𝑚 (𝒏𝒏

independent, uniformly distributed random variable, i.e. 𝑝𝑝1 (𝜑𝜑�) = 1/2𝜋𝜋, and Eq. (16) simplifies

further as:

⁄ 2

⁄ 2

𝑏𝑏
𝑏𝑏
𝑚𝑚,𝑖𝑖 (𝒓𝒓
𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) ≈ 𝑏𝑏 ∑𝑀𝑀
�)𝚼𝚼 𝑚𝑚,𝑖𝑖 (𝒓𝒓 ∈ 𝑂𝑂) ≈ 𝑏𝑏 ∑𝑀𝑀
∈ 𝑂𝑂),
𝑚𝑚=1 𝑒𝑒𝑒𝑒𝑒𝑒(𝑗𝑗𝜑𝜑
𝑚𝑚=1 𝚭𝚭

(17)

where 𝚭𝚭𝑚𝑚,𝑖𝑖 (𝒓𝒓 ∈ 𝑂𝑂) is, in general, a six-element multivariate random variable comprising the real

and imaginary parts of field along XYZ. These six elements are pairwise correlated on particle’s
position, and have zero mean due to fast-varying phase on particle’s position. Thus, in comparison
to the physical problem described by the superposition of 𝑀𝑀 random fields, our scaling procedure
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introduces only two modifications: a common scaling factor 𝑏𝑏 and fewer elements 𝑀𝑀⁄𝑏𝑏 2 in the
overall summation.

Since particles continue to be in far-field of each other even after scaling, they are still
randomly positioned. In other words, 𝚭𝚭𝑚𝑚,𝑖𝑖 (𝒓𝒓 ∈ 𝑂𝑂) contributions from different particles are

independent of each other. Thus, for sufficiently large 𝑀𝑀⁄𝑏𝑏 2 , the multivariate central limit theorem
applies to Eq. (17) [ 136 ]. It follows that the probability distribution of 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) , the
superposition of 𝑀𝑀⁄𝑏𝑏 2 random vectors, converges to six-dimensional Gaussian 𝑁𝑁6 (0, 𝑀𝑀Σ𝑚𝑚 ) ,
where the covariance matrix Σ𝑚𝑚 describes the correlation between the six elements of 𝚭𝚭𝑚𝑚,𝑖𝑖 (𝒓𝒓 ∈ 𝑂𝑂)

on particle’s position. Therefore, the probability distribution of 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓 ∈ 𝑂𝑂) is not modified by
scaling down the random medium.

3.2.2 Vector Wave Solution
In the following numerical experiments, all particles are assumed to be spherical; thus,
vectorial speckles can be approximated by generalized multi-particle Mie-solution and solved
numerically by T-matrix method [137, 138]. When the spatial distribution of spheres resembles
an atomic gas, multiple spheres can be randomly packed using, for example, the LubachevskyStillinger algorithm [139, 140].
Following numerical experiments are designed to mimic the conditions for imaging
through 1 km fog. The fog is composed of spherical water droplets with diameter 𝑎𝑎 is 20 𝜇𝜇𝜇𝜇, and

density 𝑁𝑁 is 106 ⁄𝑚𝑚3 . We set the wavelength of incident light 𝜆𝜆=10 𝜇𝜇𝜇𝜇 since around this value

the visibility in fog conditions is known to be reasonably good [62]. The corresponding refractive
index for the water droplets is 1.42-i0.002. For illumination, we use a normally incident plane
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wave which is linearly polarized along Y direction. For calculations, the amplitude of the electric
field is set to be 1 𝑉𝑉 ⁄𝑚𝑚. 2D targets of different shapes are located behind the 1 km fog and we

consider that their rough surface have a specular reflectivity limited to 6 × 10−7 . To complete the

imaging setup, a thin lens with an aperture diameter of 1 cm and focal length 5 cm is placed at 1 𝜆𝜆

away from the surface such that evanescent coupling is avoided.

Following the procedure outlined here, we set a scaling factor 𝑏𝑏=2 × 105 such that the

thickness of the scattering medium decreases to z=5 mm, and its number density of droplets
increases to N=2 × 1011 ⁄𝑚𝑚3 . In these conditions the averaged distance between particles is 17.1

𝜆𝜆 , so that ISA still applies. After scaling, the total number of particles within a box

(5 × 10 × 10 𝑚𝑚𝑚𝑚) is on the order of 105 , which is 4 × 1010 times smaller than that in the real

scattering setting.

The results of vector field calculations across the aperture plane 𝒓𝒓𝑎𝑎 are shown in Figure 28.

As can be seen, the electric fields polarized in XYZ directions display very different spatial

patterns or, in other words, have different distributions in the wavevector space. This selection of
wavevector is typical for transport of polarization through multiple scattering sequences [141, 142]
and can be interpreted as a manifestation of accumulated geometric phase [143, 144].
The second-order properties of light can also be estimated based on 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 ). For instance,
1

one could evaluate the Poynting vector of the scattered field 𝑺𝑺𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 ) = 𝑅𝑅𝑅𝑅{𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 ) × 𝑯𝑯∗𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 )}
2

[15]. This requires to find the values of 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 ) and the corresponding magnetic field 𝑯𝑯𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 ) =
1

𝑖𝑖𝑖𝑖𝜇𝜇0

∇ × 𝑬𝑬𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 ) using two close locations (here separated by 0.1 𝜆𝜆), where 𝜔𝜔 is the temporal

frequency of incident light, and 𝜇𝜇0 is permeability of free space. Figure 28(g) depicts the spatial
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variation of the magnitude of scattered Poynting vector |𝑺𝑺𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 )| evaluated with a spatial

resolution of 0.1 𝜆𝜆. An example of the corresponding distribution of directions is shown in Figure

28(h) for a smaller area in the detection plane. Optical vortices of opposite polarity are clearly seen
as a typical manifestation of the three-dimensional nature of the field [145].
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Figure 28: Distribution of random field at the aperture plane.
Amplitude (a) and phase (b) of electric field polarized in X; amplitude (c) and phase (d) of
electric field polarized in Y; amplitude (e) and phase (f) of electric field polarized in Z; (g)
magnitude of scattered Poynting vector |𝑺𝑺𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 )|. (h) The distribution of the scattered Poynting
vector 𝑺𝑺𝑠𝑠𝑠𝑠 (𝒓𝒓𝑎𝑎 ) over a smaller area.
We will now use these results to simulate a realistic imaging outcome where, close to the
back focal plane of the thin lens 𝒓𝒓𝑓𝑓 , one practically detects the far-field diffraction pattern of
64

𝑬𝑬𝑠𝑠 (𝒓𝒓𝑎𝑎 )[110]. In other words, the detected field 𝑬𝑬𝑠𝑠 �𝒓𝒓𝑓𝑓 � is essentially transverse [15]. Another

critical aspect of a realistic imaging scenario is the fact that the fog “configuration” changes during
the measurement. When the exposure time 𝜏𝜏𝑑𝑑 of the detector is shorter than the fog’s characteristic
time 𝜏𝜏𝑐𝑐 , the scattering medium can be regarded as static and the measurement is only determined

by one spatial realization of the fog. In this case, the scattered wave generates speckles at the
imaging plane, as shown in Figure 29(a-e). Notably, in the orthogonal channel, 𝐸𝐸𝑠𝑠⊥ �𝒓𝒓𝑓𝑓 � has a

spatially stationary distribution of phase while the amplitude displays the so-called Maltese-cross
shape due to the corresponding geometric phase. In the parallel channel, the target features are
barely distinguishable in the amplitude distribution 𝐸𝐸𝑠𝑠∥ �𝒓𝒓𝑓𝑓 �. Interestingly, the phase distribution
in this case is spatially non-stationary indicating somewhat the presence of the reflective targets.
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Figure 29: Measurements corresponding to one realization of the random medium.
(a) amplitude and (b) phase of 𝐸𝐸𝑠𝑠⊥ �𝒓𝒓𝑓𝑓 �; amplitude (c) and phase (d) of 𝐸𝐸𝑠𝑠∥ �𝒓𝒓𝑓𝑓 �; (e) distribution
of field magnitude �𝑬𝑬𝑠𝑠 �𝒓𝒓𝑓𝑓 ��. Averages over fifteen independent realizations of the random
medium: (f) incoherent averaging〈�𝑬𝑬𝑠𝑠 �𝒓𝒓𝑓𝑓 ��〉𝑖𝑖 , (g) polarized incoherent averaging 〈�𝐸𝐸𝑠𝑠∥ �𝒓𝒓𝑓𝑓 ��〉𝑖𝑖 ,
(h) polarized coherent averaging �〈𝐸𝐸𝑠𝑠∥ �𝒓𝒓𝑓𝑓 �〉𝑖𝑖 �.
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Depending on the measurement procedure, there are also other ways to acquire and process
the information. For instance, if the exposure time is much longer, 𝜏𝜏𝑑𝑑 ≫ 𝜏𝜏𝑐𝑐 , one essentially records

an incoherent average over many realizations of the scattering medium. This condition is
illustrated in Figure 29(f) where 15 realizations of the scattering medium are averaged leading to
better target visibility, albeit with a very poor contrast. The target contrast is only slightly improved
by adding a linear polarizer in front of the detector as shown in Figure 29(g) where the contribution
of 𝐸𝐸𝑠𝑠⊥ �𝒓𝒓𝑓𝑓 � is suppressed from the calculation.

However, if field can be measured sufficiently fast such that 𝜏𝜏𝑑𝑑 < 𝜏𝜏𝑐𝑐 and many realizations

can be recorded, a coherent processing is possible [64]. As shown in Figure 29(h), the contrast and
the resolution improve significantly and, after averaging 𝐸𝐸𝑠𝑠∥ �𝒓𝒓𝑓𝑓 � for 15 times, the edges of targets

are obvious. Since the re-emission of light from random media can be regarded as “coherent noise”,
each realization of 𝑬𝑬𝑠𝑠𝑠𝑠 �𝒓𝒓𝑓𝑓 � is independent and shares the same probability distribution. A more
efficient suppression of “coherent noise” is achieved by averaging on the complex field rather than

on the scalar amplitude. Aside from the issue of coherent noise, the ambiguity between targets’
reflectivity and optical depth is also alleviated when the backpropagation procedure relies on field
measurements [61, 110].

3.2.3 Computational Capabilities
By invoking the linearity of the scattering process, Eq. (16) can be generalized to an
� 𝑖𝑖 ; 𝑏𝑏) corresponding to
arbitrary incident wavefront. For any particle 𝑚𝑚, the roundtrip phases 𝜑𝜑𝑚𝑚 (𝒏𝒏
� 𝑖𝑖 are strongly correlated. In other words, Eq. (16) can be regarded
different incident plane waves 𝒏𝒏

as a summation of correlated random variables, which eventually leads to a non-Gaussian field
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distribution. Since the origin of any non-Gaussian distribution is problem-specific [ 146 ], a
particular solution can be found only within the frame of generalized central limit theorems [147].
Finding solutions for a particular example of structured incident field is beyond the scope of this
paper.
This scaling method we described provides a statistically equivalent solution under plane
wave illumination and reduces the number of necessary particles, especially in the case of large
distances z, which is relevant for most remote sensing scenarios. The simulation presented here
was operated on consumer hardware (GeForce GTX 1080 Ti, 64 GB RAM) for 10 hours to
simulate one spatial realization of the random medium. Expanding calculations beyond 105

particles should be technically possible and, therefore, evaluating the imaging performance
through larger optical densities should be within reach. Aside from direct imaging applications,
this numerical solution for the field distribution can be directly applied to correlation-based
modalities such as blind ghost imaging [148].
There are several constraints when scaling down a computational problem involving
imaging through random media. Firstly, to avoid significant errors in assessing the magnitude of
local excitation fields, the host medium cannot be highly absorbing. Secondly, imaging modalities
based on speckle illumination [149] cannot be approached in this way since the target excitation
cannot be simply described as a ‘coherent field’. Finally, imaging modalities such as wavefront
shaping [150] rely on the actual boundary conditions, which precludes the use of scaled down
versions of the kind discussed in this paper
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CHAPTER FOUR: CONCLUSION
We will now summarize the conclusions of our communication for unresolved imaging,
which are listed sequentially from subwavelength information to multiple scattering.
Phase is a common wave parameter used to describe the consequences of light–matter
interaction. When the scattering center is smaller than the wavelength, a simplistic geometric
interpretation of the measured phase is insufficient. Using energetic arguments, we show that the
appropriate description of measurements performed far away from subwavelength objects involves
the duration and the effective volume of the elastic scattering event. Because the evanescent fields
contribute significantly to coupling and releasing of energy, the effective interaction volume is
significantly larger than the physical size of subwavelength particles. Our results also provide
means to describe scattering phenomena in dense media where scatterers are in close proximity to
each other. One potential future direction is to investigate the energetic description of
subwavelength scattering with anisotropic polarizabilities.
To quantitatively measure the tiny phase in subwavelength scattering, I demonstrate that
polarization encoding provides a convenient way to realize a robust common-path interferometer
for measuring both the phase and the amplitude of scattered optical fields. Moreover, for a given
detector array, the design allows maximizing the interferometric visibility and, therefore, permits
reaching the sensitivity limit for the field measurement. The approach is of particular interest for
inefficient scattering scenarios such as subwavelength scattering. One potential future direction is
to optimize the engineering parts of this system, so it can function as an add-on module to
commercial microscopes.
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For mitigating multiple scattering, we developed a new Monte Carlo method for calculating
the propagation of a two-point optical property, namely the spatial coherence function. Here we
considered only scalar problem, however our method can be extended for calculation of full
polarization-coherence matrix as Monte Carlo allows simple generalization to the vector case
[151]. Our method is based on the Wigner transformation that converts the angular distribution of
propagating ‘photons’ into local, coherent field properties. As the angular distribution of ‘photons’
is vital for the good performance of our method, the rigorous Mie scattering phase functions were
used for Monte Carlo simulations instead of conventional Henyey-Greenstein approximation. Test
calculations were performed for spatial coherence function in both transmission and reflection
from plane-parallel slabs of inhomogeneous scattering media with different optical thicknesses.
Finally, the SCF transformation was studied here in plane-parallel geometries, but our Monte Carlo
calculations can be used without any modification to treat scattering media with arbitrary complex
shapes as opposed to other numerical methods such as discrete ordinates [104].
This new Monte Carlo method can be applied to non-line-of-sight scenarios. Traditional
optical imaging requires either straight-line access to the object or a specific arrangement of
specular reflectors that create a wrapped version of unobstructed imaging. Non-line-of-sight
sensing can also be achieved but only by purposely controlling some of the properties of light
during the measurement process. In the previous sections, we have shown that information about
a non-line-of-sight object can be obtained completely passively without using mirrors and without
any access to the source of natural light. For this, we exploit a higher-dimensionality degree of
freedom of the optical field. We have shown that the spatial coherence properties of light are not
completely destroyed upon reflection from a scattering medium especially for shears perpendicular
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to the plane of incidence (‘glitter path’ effect). Moreover, the effect of incoherent volume
scattering can be effectively suppressed in practice by limiting the field-of-view of the detection
instrument. This proves that, in certain conditions of incidence, a diffuse reflector can act as a
“broken mirror” for the complex coherence function of light, which can still permit recovering
relevant spatial information about the object.
Multiple scattering can also be mitigated coherently, and previous sections provide a
statistically-equivalent, scaled model for active imaging through random media. When a target is
embedded in random media, the quality of optical imaging can be improved by actively controlling
the illumination and exploiting vector wave properties. A rigorous description, however, requires
expensive computational resources to fully account for the electromagnetic boundary conditions.
Here, we introduce a statistically equivalent scaling model that allows for reducing the complexity
of the problem. The new scheme describes the entanglement between the local wave vector and
the polarization state in random media and also accounts for cumulative properties such as
geometric phase. The approach is validated for different scenarios where the coherent background
noise alters substantially the performance of active imaging. One potential future direction is to
explore specific beams other than plane waves.
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