Empirical Orthogonal Function (EOF) Analysis is commonly used in the climate sciences 5 and elsewhere to describe, reconstruct, and predict highly dimensional data fields. When 6 data contain a high percentage of missing values (i.e. "gappy"), alternate approaches must 7 be used in order to correctly derive EOFs. The aims of this paper are to assess the accuracy 8 of several EOF approaches in the reconstruction and prediction of gappy data fields, using 9 the Galapagos Archipelago as a case study example. EOF approaches included least-squares found to be appropriate for gappy data reconstruction and prediction. DINEOF proved to be 17 the superior approach in terms of accuracy, especially for noisy data with a high estimation 18 error, although RSEOF may be preferred for larger data fields due to its relatively faster 19 computation time.
1) Direct Data Matrix Decomposition

44
The direct approach via SVD is as follows:
where X is an M × N data matrix, V is an N × N matrix containing the EOF patterns, U is an M × N matrix of the EOF coefficients, Σ is an N × N matrix containing the singular 48 values on the diagonal, and k is the EOF mode index (length N ). Only EOFs ≤ min(M, N ) 49 will carry information. The explained variance of each mode is calculated as the square of 50 each σ k 2 , which is typically presented as a percent:
2) Covariance Matrix Decomposition
52
The covariance matrix decomposition approach requires a square matrix. One first con-53 structs a covariance matrix C,
where C is an N × N matrix containing the covariance values between columns x j of X.
55
This is subsequently decomposed via Eigenvalue decomposition,
e jk λ e kj
where E is an N × N matrix of the EOF patterns, and Λ is an N × N matrix containing the 57 eigenvalues on the diagonal. Again, only EOFs ≤ min(M, N ) will carry information. X is 58 then projected onto E to derive the EOF coefficients (sometimes referred to as the "principal 59 components"),
60
A = XE,
magnitude of Λ. In order to create a normalized version of the EOF coefficients, A + , each
62
EOF coefficient a k must be divided by the square-root of their corresponding Λ values λ k ,
Explained variance of each EOF mode k is calculated as follows:
Following normalization, the two basic approaches are related as follows: V = E, A + = U
65
and Σ 2 = Λ. that takes into account the number of paired observations between samples. In this work,
76
we will refer to this approach as "Least-Squares Empirical Orthogonal Functions" (LSEOF).
77
In LSEOF, the above covariance matrix calculation (Eq. 3) must be scaled by the number 
can be estimated via a least-squares approximation,
where is the error and φ is the objective function with the solution 84 a ik = j∈J i
x ij e jk j∈J i |e jk 2 |
where J i is the set of non-missing values at time i. Note that the denominator reduces to 85 1 when there are no missing values; thus, equaling the scalar product for A shown above
86
(Eq. 5).
87
Several issues have been identified with the use of this approach. First and foremost
88
is the problem that the calculation of a covariance matrix derived from gappy data is not 89 necessarily positive definite, and decomposition via LSEOF can contain negative λ values.
90
Since the variance of the data set is contained in the trace of the covariance matrix C and, definite matrix via an optimal interpolation algorithm (DINEOF).
166
In order to illustrate these issues in a simple example, we can observe the performance of 167 each approach in reconstructing a gappy field containing a single temporal sine-wave signal:
where t i = i2π/M , s j = j, M = 200 and N = 100. Differing levels of gappiness (20, 40, 60 8 and 80%) are randomly distributed throughout the field. grid of the model, the matrix location was classified as a missing value. In this way, we were 236 able to obtain both the "true" non-gappy field and an "observed" gappy data field masked 237 primarily by clouds. We examined the region between 93
• W -88
for the period coinciding with remote-sensing estimates (1 September 1997 -31 December anomalies by subtracting the long-term monthly means from the time series of each grid.
242
The resulting dimensions of the data matrices were 3774 × 608 (day × grid). Fig. 4 shows the correlation between EOF coefficients produced by the three approaches.
294
A high loss of orthogonality is evident in the LSEOF approach. Some loss of orthogonality 295 occurs in the RSEOF approach, although all off-diagonal correlations were low (|R| < 0.2).
296
There was no loss in orthogonality with DINEOF as the EOFs are ultimately derived from 297 an interpolated, non-gappy matrix. anomalies in the upwelling zone to the west of the archipelago in the July and October maps.
304
The effect of truncation level on MAE in the reconstruction can be seen in Fig. 6 provided similar output in terms of spatial EOF patterns, but corresponding EOF coefficients showed increased noise and amplified λ values leading to increased variance (Fig. 3) and,
334
subsequently, error in the reconstruction (Fig. 6 ). This approach should be discouraged, as 335 it has been shown here to be deficient in cases where gappiness is high.
336
We find that the error of the reconstruction (MAE) is positively related to the degree of 337 gappiness in the data. Fig. 8 
352
DINEOF is also shown to deal better with data fields containing a high degree of noise.
353
In addition to producing more accurate leading EOFs, a larger number of trailing EOFs
354
can be used in the truncated reconstruction (as compared to RSEOF) before error begins 355 to increase (Fig. 7) . Thus, DINEOF is better able to determine both leading, large-scale F-test) . 31LSEOFRSEOFDINEOF100 500 Rel. Var. [%] [log scale]1 5 20 100 1 5 20 MAE + 1
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Number of EOFs [log scale] CCA Predictionfields of Chla anomalies. EOFs were derived from the either the true or observed (i.e. gappy) Chla anomaly fields and error was gauged against true Chla anomaly field. The CCA model uses normalized EOF coefficients from true SST anomaly (n = 6) and observed Chla anomaly (variable n) fields as predictor and predictand, respectively. The MAE of the true Chla field (grey line) is provided as a reference for a perfect reconstruction/prediction. ]RSEOF 1 2 5 10 50 EOFDINEOF log(MAE) = α + β*Gappiness Fig. 8 . Linear regressions of daily spatial gappiness versus log-transformed MAE of the EOF reconstructed Chla anomaly fields (using the top 20 EOFs) for each gappy EOF approach. MAE is calculated against the true field. Shaded areas show the 25% and 75% quartiles for gappiness intervals by approach. Fitted regressions are shown as solid lines. Regression coefficients and R 2 values are displayed at the top of the plot area. All regressions are based on n = 3269 data points and are significantly different from each other at the level p < 0.001 (F-test).
