We study a multi-server model with n flexible servers and rn queues, connected through a fixed bipartite graph, where the level of flexibility is captured by the average degree, d(n), of the queues. Applications in content replication in data centers, skill-based routing in call centers, and flexible supply chains are among our main motivations.
INTRODUCTION
At the heart of many modern queueing networks lies the problem of allocating processing resources (e.g., manufacturing plants, web servers, or call-center staff) to meet multiple types of demands that arrive dynamically over time (e.g., orders, data queries, or customer inquiries). It is often the case that a fully flexible or completely resource-pooled system, where every unit of processing resource is capable of serving all types of demands, delivers the best possible performance. Our inquiry is, however, motivated by the unfortunate reality that such full flexibility is often infeasible due to overwhelming implementation costs (in the case of a data center) or human skill limitations (in the case of a skill-based call center).
What are the key benefits of flexibility and resource pooling in such queueing networks? Can we harness the same benefits even when the degree of flexibility is limited, and how should the network be designed and operated? These are the main questions that we address in this paper. While these questions can be approached from several different angles, we will focus on the metrics of expected queueing delay and capacity region; the former is a direct reflection of performance, while the latter measures the system's robustness against demand uncertainties, when the arrival rates for different demand types are unknown or likely to fluctuate over time. Our main message is positive: in the regime where the system size is large, improvements in both capacity region and delay are jointly achievable even under very limited flexibility, given a proper choice of the interconnection topology. Benefits of Full Flexibility. We begin by illustrating the benefits of flexibility and resource pooling using two simple examples. 1 Consider a system of n servers, each running at rate 1, and n queues, where each queue stores jobs of a particular demand type. For each i ∈ {1, . . . , n}, queue i receives a Poisson arrival stream of rate λi = ρ ∈ (0, 1), independently from all other queues. The job sizes are independent and exponentially distributed with mean 1.
For the remainder of this paper, we will use as a measure of flexibility the average number of servers that a demand type can receive service from, denoted by d(n). Let us consider the two extreme cases: a fully flexible system, with d(n) = n (Figure 1(a) ), and an inflexible system, with d(n) = 1 (Figure 1(b) ). Fixing the traffic intensity ρ, and letting the system size, n, tend to infinity, we observe the following qualitative benefits of full flexibility.
1. Diminishing Delay: Let W be the steady-state expected time in queue. In the fully flexible case and under any work-conserving scheduling policy 2 , the collection of all jobs in the system evolves as an M M n queue with arrival rate ρn. It is not difficult to verify that the expected total number of jobs in queue is bounded by a constant independent of n, and hence the expected waiting time in queue (the time from entering the queue to the initiation of service) satisfies E (W ) → 0, as n → ∞. 3 In contrast, the inflexible system is simply a collection of n unrelated M M 1 queues, and hence the expected waiting time is E (W ) = ρ 1−ρ > 0, for all n. In other words, expected delay diminishes in a fully flexible system, as the system size increases, but stays bounded away from zero in the inflexible case.
2. Large Capacity Region: Suppose that we now allow the arrival rate λi to queue i to vary with i. For the fully flexible case, and treating it again as an M M n queue, it is easy to see that the system is stable for all arrival rate vectors that satisfy ∑ n i=1 λi < n, whereas in the inflexible system, since all M M 1 queues operate independently, we must have λi < 1, for all i, in order to achieve stability. Comparing the two, we see that the fully flexible system attains a much larger capacity region, and is hence more robust to uncertainties or changes in the arrival rates.
3. Joint Achievability: Finally, it is remarkable, though perhaps obvious, that a fully flexible system can achieve both benefits (diminishing delay and large capacity region) simultaneously, without sacrificing one for the other. In particular, for any ρ ∈ (0, 1), the condition ∑ n i=1 λi < ρn for all n implies that E (W ) → 0, as n → ∞.
Preview of Main Result. Will the above benefits of flexibility continue to be present if the system is no longer fully flexible (i.e., if d(n) ≪ n)? The main result of the paper (Theorem 1) shows that the objectives of diminishing delay and a large capacity region can still be jointly achieved, even when the amount of flexibility in the system is limited (ln n ≪ d(n) ≪ n), as long as the arrival rates are appropriately bounded. However, when flexibility is limited, the interconnection topology and scheduling policy need to be chosen with care: our solution is based on connectivity graphs generated by the Erdös-Rényi random bipartite graph construction, combined with a new class of scheduling policies that rely on dynamically constructed partial matchings. Furthermore, the scheduling policies are completely oblivious to the exact values of λi, and adapt to them automatically.
Motivating Applications
We describe here some motivating applications for our model, which share a common overall architecture illustrated in Figure 2 . Content replication is commonly used in data centers for bandwidth intensive operations such as database queries [2] or video streaming [9] , by hosting the same piece of content on multiple servers. Here, a server corresponds to a physical machine in a data 2 Under a work-conserving policy, a server is always busy whenever there is at least one job in the queues to which it is connected. 3 The diminishing expected waiting time follows from the bounded expected total number of jobs in steady-state, Little's Law, and the fact that the total arrival rate is ρn, which goes to infinity as n → ∞.
center, and each queue stores incoming demands for a particular piece of content (e.g., a video clip). A server j is connected to queue i if there is a copy of content i on server j, and d(n) corresponds to the average number of replicas per content across the network. Similar structures also arise in skill-based routing (SBR) in call centers, where agents (servers) are assigned to answer calls from different categories (queues) based on their domains of expertise [15] , and in process-flexible supply chains [3] - [8] , where each plant (server) is capable of producing multiple product types (queues). In many of these applications, demand rates can be unpredictable and may change significantly over time (for instance, unexpected "spikes" in demand traffic are common in modern data centers [1] ). The demand uncertainties make robustness an important criterion for system design. These practical concerns have been our primary motivation for studying the trade-off between robustness, performance, and the level of flexibility.
Related Work
Bipartite graphs serve as a natural model of the relationships between demand types and service resources. It is well known in the supply chain literature that limited flexibility, corresponding to a sparse bipartite graph, can be surprisingly effective in resource allocation even when compared to a fully flexible system [3, 4, 5, 6, 7] . The use of sparse random graphs or expanders as flexibility structures that improve robustness has recently been studied in [8] in the context of supply chains, and in [9] for content replication. Similar to the robustness results reported in this paper, these works show that expanders or random graphs can accommodate a large set of demand rate vectors. However, in contrast to our work, nearly all analytical results in this literature focus on static allocation problems, where one tries to match supply with demand in a single slot, as opposed to the queueing context, where resource allocation decisions need to be made dynamically over time. In the queueing theory literature, the models we consider fall under the umbrella of so-called multi-class multi-server systems, where multiple queues and servers are connected through a bipartite graph. Under these (and similar) settings, complete resource pooling (full flexibility) is known to improve system performance [12, 13, 14] , but much less is known when only limited flexibility is available, because systems with a non-trivial connectivity graph are very difficult to analyze, even under seemingly simple scheduling policies (e.g, first-come-first-serve) [10, 11] . Simulations in [15] show empirically that limited cross-training can be highly effective in a large call center under a skill-based routing algorithm. Using a very different set of modeling assumptions, [16] proposes a specific chaining structure with limited flexibility, which is shown to perform well under heavy traffic. Closer to the spirit of the current work is [17] , which studies a partially flexible system where a fraction p > 0 of all processing resources are fully flexible, while the remaining fraction, 1−p, is dedicated to specific demand types, and shows an exponential improvement in delay scaling under heavytraffic. However, both [16] and [17] focus on the heavy-traffic regime, which is different from the current setting where traffic intensity is assumed to be fixed while the system size tends to infinity, and provide analytical results for the special case of uniform demand rates. Furthermore, with a constant fraction of fully flexible resources, the average degree in [17] scales linearly with the system size n, whereas we are interested in the case of a much slower degree scaling. Finally, the expected delay in the architecture considered in [17] does not tend to zero as the system size increases.
At a higher level, our work is focused on the joint trade-off between robustness, delay, and the degree of flexibility in a queueing network, which is little understood in the existing literature, especially for networks with a non-trivial interconnection topology.
On the technical end, we build on several existing ideas. The techniques of batching (cf. [18, 19] ) and the use of virtual queues (cf. [20, 21] ) have appeared in many contexts in queueing theory, but the specific models considered in the literature bear little resemblance to ours. The study of perfect matchings on a random bipartite graph dates back to the seminal work in [22] ; while it has become a rich topic in combinatorics, we will refrain from giving a thorough literature survey because only some elementary and standard properties of random graphs are used in the current paper.
Organization of the Paper. We describe the model in Section 2 along with the notation to be used throughout. The main result is stated in Section 3, with a discussion of potential improvements postponed till Section 7. Section 3.2 studies a specific flexibility structure and compares it against the architecture proposed in this paper. The rest of the paper is devoted to the proof of our main result (Theorem 1), with an overview of the proof strategy given in Section 3.3.
When labeling a sequence, we will use the notation a(n) if the value of a has a meaningful dependence on n, or an if n serves merely as an index. We will use Expo (λ) as a shorthand for the exponential distribution with parameter λ. The expression X d = Y means that X and Y have the same distribution. Whenever possible, we will use upper-case letters for random variables, and lowercase letters for deterministic values.
The Model. We consider a sequence of systems operating in continuous time, indexed by an integer n, where the nth system consists of n servers and rn queues, where r is a positive constant that is fixed as n varies (Figure 2 ). The connectivity of the system is encoded by an rn×n undirected bipartite graph gn = (E, I ∪ J), where I and J represent the set of queues and servers, respectively, and E the set of edges between them. 5 A server j ∈ J is capable of serving a queue i ∈ I if and only if (i, j) ∈ E. We will denote by N (i) the set of servers in J connected to queue i, and similarly, by N (j) the set of queues in I connected to server j.
In the nth system, each queue i receives a stream of incoming jobs according to a Poisson process of rate λn,i, independent of all other streams. We will denote by λn the arrival rate vector, i.e., λn = (λn,1, λn,2, . . . , λn,rn). The sizes of the jobs are exponentially distributed with mean 1, independent from each other and from the arrival processes. All servers are assumed to run at a constant rate of 1. The system is assumed to be empty at time t = 0.
Jobs arriving at queue i can be assigned to any server j ∈ N (i) to receive service. The assignment is binding, in the sense that once the assignment is made, the job cannot be transferred to, or simultaneously receive service from, any other server. Moreover, service is non-preemptive, in the sense that once service is initiated for a job, the assigned server has to dedicate its full capacity to that job until its completion. 6 Formally, if a server j just completed the service of a previous job at time t, its available actions are: 1. Serve a new job: Server j can choose to fetch a job from any queue in N (j) and immediately start service. The server will remain occupied and take no other actions until the current job is completed. 2. Remain idle: Server j can choose to remain idle. While in the idling state, it will be allowed to initiate a service (Action 1) at any point in time.
The performance of the system is fully determined by a scheduling policy, π, which specifies for each server j ∈ J, when to remain idle, when to serve a new job, and from which queue in N (j) to fetch a job when initiating a new service.
We only allow policies that are causal, in the sense that the decision at time t depends only on the history of the system (arrivals and service completions) up to t. We allow the scheduling policy to be centralized (i.e., to have full control over all servers' actions), and to be based on the knowledge of the graph gn and the past history of all queues and servers. On the other hand, a policy does not observe the actual sizes of jobs before they are served, and does not know the arrival rate vector λn.
Performance metric: Let W k be the waiting time in queue for the kth job, defined as the time from the job's arrival to a queue until when it starts to receive service from some server. With a slight abuse of notation, we define the expected waiting time, E (W ), as
Note that E (W ) captures the worst-case expected waiting time across all jobs in the long run, and is always well defined, even under scheduling policies that do not induce a steady-state distribution.
We are primarily interested in the scaling of E (W ) in the regime where the total traffic intensity (i.e., the ratio between the total arrival rate and the total service capacity) stays fixed, while the size of the system, n, tends to infinity.
MAIN THEOREM
Before stating our main theorem, we first motivate a condition on the arrival rate vector, λn. Since we allow the arrival rates λn,i to vary with i, and since on average each queue is connected to d(n) servers, the range of fluctuations of the λn,i with respect to i should not be too large compared to d(n), or else the system would become unstable. We will therefore let the amount of rate fluctuation or uncertainty be bounded by some u(n), an upper bound on λn,i for all i. The following condition summarizes these points.
CONDITION 1. (Rate Condition)
We fix a constant ρ ∈ (0, 1) (referred to as the traffic intensity) and a sequence {u(n)} n≥1 of positive reals with infn u(n) > 0. For any n ≥ 1, the arrival rate vector λn satisfies:
We denote by Λn ⊂ R n + the set of all arrival rate vectors that satisfy the above conditions.
We denote by Eπ (W gn, λn) the expected waiting time (cf. Eq. (2)) under a scheduling policy π, a graph gn, and an arrival rate vector λn. The following is the main result of the paper. THEOREM 1. We assume that d(n) ≫ ln n and u(n) ≪ d(n) ln n , and fix ρ ∈ (0, 1), γ > 0, and n ≥ 1. Then, there exists a policy πn such that for every arrival vector λn that satisfies Condition 1, the following hold.
1. There exists a bipartite graph, gn ∈ Gn (possibly depending on λn) such that deg(gn) ≤ (1 + γ)d(n), and
where K > 0 is a constant independent of n, gn and λn.
Let
Gn be a random graph in Gn, chosen at random according to the Erdös-Rényi measure P n,
has the property in Part 1, with high probability, uniformly over all λn ∈ Λn. Formally,
Gn has the property in Part 1
where {δn}n≥1 is a sequence wth limn→∞ δn = 0.
The reader is referred to Section 7 for a discussion on potential improvements of the result.
Remarks on Theorem 1
Note that Part 1 of the theorem is a special case of Part 2, which states that for large values of n, and for a graph chosen according to the Erdös-Rényi model, the scheduling policy will have a large probability (with respect to the random graph generation) of achieving diminishing delay, as in Eq. (3). At a higher level, Eq. (3) relates three key characteristics of the system: delay E (W ), level of robustness u(n), and degree of flexibility d(n). Furthermore, the scheduling policy only requires knowledge of ρ, not of the arrival rate vector; this is important in practice because this vector need not be known a priori or may change significantly over time.
The fact that a large capacity region (as given by Condition 1) is achievable when d ≪ n should not be too surprising: expander graphs (such as those obtained through a random graph construction) are known to have excellent max-flow performance. The more difficult portion of the argument is to show that a diminishing delay (a temporal property) can also be achieved without significantly sacrificing the range of admissible arrival rates, through appropriately designed scheduling policies. In our proof, the achievability of a large capacity region is not shown explicitly, but comes as a by-product of the delay analysis; in fact, the scheduling policy automatically finds, over time, a feasible flow decomposition over the connectivity graph (see Section 6).
Dependence on ρ.
It is possible to incorporate the traffic intensity ρ in the leading constant in Eq. (3), to obtain a bound of the form
where K ′ is a constant independent of ρ. This captures a tradeoff between the traffic intensity and the degree of flexibility in the system. A proof of Eq. (4) is given in [26] .
Adversarial Interpretation of Rate Robustness.
To better understand the power and limitations of the "rate robustness" entailed by Theorem 1, it is useful to view the system as a game between two players: an Adversary who chooses the rate vector λn, and a Designer who chooses the interconnection topology gn and the scheduling policy πn. The goal of the Designer is to achieve small average waiting time (which would also imply stability of all queues), while the goal of the Adversary is the opposite. The following definition will facilitate our discussion. DEFINITION 1. (Good Graphs) Let us fix n, d(n), u(n), ρ, γ, and K, as in Theorem 1. We define the set Good (λn) of good graphs for λn as the subset of Gn for which deg(gn) ≤ (1+γ)d(n) and the inequality in Eq. (3) holds, for some policy πn.
We now examine the robustness implications of Theorem 1 under different orderings of the actions in the game, listed according to increasing levels of difficulties for the Designer.
Level 1: Adversary acts first (weak adversary). The Designer gets to pick gn and πn after observing the realization of λn. Note that this weak form of adversary fails to capture the rate uncertainty arising in many applications, where the arrival rates are unknown at the time when the system is designed. For this setting, it is not hard to come up with a simple deterministic construction of a good graph and a corresponding policy. Formally, the set Good (λn) is nonempty for every λn ∈ Λn. However, Part 1 of Theorem 1 actually makes a stronger statement. While the graph is chosen after observing λn, the policy is designed without knowledge of λn, albeit at the expense of a much more complex policy.
Level 2: Adversary and Designer act independently (intermediate adversary). Suppose that both the Adversary and the Designer make their decisions independently, without knowing each other's choice. This case models most practical applications, where λn is generated by some exogenous mechanism, unrelated to the design process, and is not revealed to the Designer ahead of time. Here, our randomization in the construction of the graph offers protection against the choice of the Adversary. Part 2 of the theorem can be rephrased into the statement that there exists a policy for which
Gn ∈ Good (λn) → 1.
As an extension, we may consider the case where the Adversary chooses λn at random, according to some probability measure µn on Λn, but still independently from Gn. However, this additional freedom to the Adversary does not make a difference, and it can be shown, through an easy application of Fubini's Theorem, that
and where × is used to denote product measure. The proof is given in [26] . Level 3: Designer acts first (strong adversary). In this case, the Adversary chooses λn after observing the gn and πn picked by the Designer. While such an adversary may be too strong for most practical applications, it is still interesting to ask whether there exist fixed gn and πn that will work well for any λn that satisfies Condition 1 (or even weaker conditions). We conjecture that this is the case. On Practical Scheduling Policies.
The scheduling policy that we will use in the proof of Theorem 1 was mainly designed for the purpose of analytical tractability, rather than practical efficiency. For instance, simulations suggest that a seemingly naive greedy heuristic, where any free server chooses a job from a longest queue to which it is connected, can achieve a superior delay scaling (see Figure 3) . 7 Unfortunately, deriving an explicit delay upper bound for the greedy policy or other similar heuristics appears to be challenging. See also the discussion in Section 7.
A Comparison with Modular Architectures
Assume for simplicity that there is an equal number of queues and servers (i.e., r = 1). In a modular architecture, the designer partitions the system into n d(n) separate sub-networks. Each 7 The scheduling policy being simulated is a discrete-time version of the continuous-time policy analyzed in this paper. sub-network consists of d(n) queues and servers that are fully connected within the sub-network (Figure 4 ). Note that this architecture guarantees a degree of exactly d(n), by construction. Assume that all queues have the same arrival rate ρ ∈ (0, 1) and that each server uses an arbitrary work-conserving service policy. Since each sub-network is fully connected, it is not difficult to see that the modular architecture achieves a diminishing queueing delay as n → ∞, as long as d(n) → ∞. This seems even better than the randomgraph-based architecture, which requires d(n) to scale at least as fast as ln n. However, this architecture fares much worse in terms of robustness, as we now proceed to discuss.
Since the sub-networks are completely disconnected from each other, the set of arrival rates that are admissible is severely reduced due to the requirement that the total arrival rate in each subnetwork be less than d(n), which is much more restrictive than the rate constraint given in Condition 1. Thus, the modular design may achieve a better delay scaling when the arrival rates are (almost) uniform, but at the risk of instability when the arrival rates are random or chosen adversarially, because the processing resources are not shared across different sub-networks.
Proof Overview
Sections 4 through 6 contain the proof of Theorem 1. We will provide an explicit construction of scheduling policies πn, and then show that they achieve the delay scaling in Eq. (3). At the core of the construction is the use of virtual queues, whose operation is described in detail in Section 4.
The proof of Theorem 1 is completed in two steps. In Section 5, we first prove the result in the special case where all λi are equal to some λ < 1 r. The symmetry brought about by the uniform arrival rates will significantly simplify the notation, while almost all intuition developed here will carry over to the proof for the general case. We then show in Section 6 that, perhaps surprisingly, the original scheduling policies designed for the uniform arrival rate case can be applied directly to achieve the delay scaling in Eq. (3) for any λn satisfying Condition 1.
ori which part of the network will become more loaded, and hence current resource allocation decisions must take into account all possibilities of future arrivals and job sizes.
However, as the size of the system, n, becomes large, certain regularities in the arrival processes begin to emerge. To see this, consider the case where r = 1, λn,i = λ < 1 for all n and i, and assume that at time t > 0, all servers are busy serving some job. Now, during the interval [t, t+γn), "roughly" λnγn new jobs will arrive, and nγn servers will become available. For this [t, t + γn) interval, denote by Γ the set of queues that received a job, and by ∆ the set of roughly nγn servers that became available. If γn is chosen so that λnγn ≪ n, these incoming jobs are likely to spread out across the queues, so that most queues receive at most one job. Assuming that this is indeed the case, we see that the connectivity graph gn restricted to Γ ∪ ∆, denoted gn Γ∪∆ , is a subgraph sampled uniformly at random among all (λnγn × nγn)-sized subgraphs of gn. When nγn is sufficiently large, and gn is well connected (as in an Erdös-Rényi random graph with appropriate edge probability), we may expect that, with high probability, gn Γ∪∆ admits a matching (Definition 4) that includes the entire set Γ, in which case all λnγn jobs can start receiving service by the end of the interval.
Note that when n is sufficiently large, despite the randomness in the arrivals, the symmetry in the system makes delay performance at a short time scale insensitive to the exact locations of the arrivals. Treated collectively, the structure of the set of arrivals and available servers in a small interval becomes less random and more "regular," as n → ∞. Of course, for any finite n, the presence of randomness means that discrepancies (events that deviate from the expected regularity) will be present. For instance, the following two types of events will occur with small, but non-negligible, probability.
1. Arrivals may be located in a poorly connected subset of gn.
2. Arrivals may concentrate on a small number of queues. We need to take care of these discrepancies, and show that their negative impact on performance is insignificant.
Following this line of thought, our scheduling policy aims to use most of the resources to dynamically target the regular portion of the traffic (via matchings on subgraphs), while ensuring that the impact of the discrepancies is well contained. In particular, we will create two classes of virtual queues to serve these two objectives:
1. A single Matching queue that targets regularity in arrival and service times, and discrepancies of the first type. 2. A collection of rn Residual queues, one for each (physical) queue, which targets the discrepancies in arrival and service times of the second type. The queues are "virtual," as opposed to "physical," in the sense that they merely serve to conceptually simplify the description of the scheduling policy.
Good Graphs: The management of the virtual queues must comply with the underlying connectivity graph, gn, which is fixed over time. We informally describe here some desired properties of gn; more detailed definitions and performance implications will be given in subsequent sections, as a part of the queueing analysis. We are interested in graphs that belong to a set Hn, defined as the intersection of the following three subsets of Gn:
1.Ĝn (cf. Lemma 1): For the case r = 1, gn ∈Ĝn if it admits a full matching. For the more general case, a suitable generalization is provided in the context of Lemma 1. This property will be used in both Matching and Residual queues to handle discrepancies.
2.Gn (cf. Lemmas 5-7)
We have gn ∈Gn if a randomly sampled sublinear-sized subgraph admits a full matching, with high probability. This property will be used in the Matching queue to take advantage of regularity.
3. Ln (cf. Section 5.3) : We have gn ∈ Ln if gn has average degree approximately equal to d(n). This property is to comply with our degree constraint.
Once the description of the policy is completed, the proof will consist of establishing the following:
(i) If gn ∈ Hn, then the claimed delay bound holds.
(ii) The probability that a random bipartite graph belongs to Hn tends to 1, as n → ∞.
Inputs to the Scheduling Policy: Besides n and r, the scheduling policy uses the following inputs:
1. ρ, the traffic intensity as defined in Condition 1, 2. , a constant in (0, 1 − ρ), 3. b(n), a batch size function, 4. gn, the interconnection topology.
Arrivals to Virtual Queues
The arrivals to the Matching and Residual queues are arranged in batches. Roughly speaking, a batch is a set of jobs that are treated collectively as a single entity that arrives to a virtual queue. We define a sequence of random times {T B (k)} k∈Z+ , by letting T B (0) = 0, and for all k ≥ 1,
= time of the k ρ r b(n)th arrival to the system, where b(n) ∈ Z+ is a design parameter, and will be referred to as the batch parameter. 8 We will refer to the time period (T B (k − 1), T B (k)] as the kth batch period.
DEFINITION 2. (Arrival Times to Virtual Queues)
The time of arrival of the kth batch to all virtual queues is T B (k), and the corresponding interarrival time is A(k)
While all virtual queues share the same arrival times, the contents of their respective batches are very different. We will refer to them as the Matching batch and Residual batch, respectively.
The kth Matching batch is the set of jobs that first arrive to their respective queues during the kth batch period. Since for each queue only the first job belongs to the Matching batch, it is convenient to represent the Matching batch as the set of queues that receive at least one job during the batch period.
The kth batch arriving to the ith Residual queue is the set of all jobs, except for the first one, that arrive to queue i during the kth batch. 
A graphical illustration of the Matching and Residual batches is given in Figure 5 . 
State Transitions and Service Rules
This section describes how the batches will be served by the physical servers. Before getting into the details, we first describe the general ideas.
1. The sizes of Residual batches are typically quite small, and the physical servers will process them using a (non-adaptive) randomized scheduling rule.
2. For each Matching batch, we will first "collect" a number of available servers, equal to the size of the batch: (a) With high probability, all jobs in the Matching batch can be simultaneously processed by these servers through a matching over gn.
(b) With small probability, some jobs in the Matching batch are located in a poorly connected subset of gn and cannot be matched with the available servers. In this case, all jobs in the batch will be served, one at a time, according to a fixed server-to-queue assignment (a "clear" phase).
To implement the above queueing dynamics, we will specify the evolution of states and actions of all physical servers and virtual queues, to be described in detail in the remainder of this section.
States and Actions of (Physical) Servers and Residual Queues
We first introduce the notion of an assignment function, which will be used to schedule the physical servers. An assignment function L maps each queue i ∈ I to a server L(i) ∈ J. We say that L is an efficient assignment function for the connectivity graph gn if (i, L(i)) ∈ E for all i ∈ I, and
for all j ∈ J. As will become clear in the sequel, our scheduling policy will use an assignment function L to ensure that every Residual queue receives at least a "minimum service rate" from some server. LetĜn be the set of all gn ∈ Gn such that gn has an efficient assignment function. With our random graph construction, an efficient assignment function exists with high probability. The proof can be found in [26] . LEMMA 1. Let p (n) = d(n) n and assume that d(n) ≫ ln n. Then,
A physical server can be, at any time, in one of two states: "BUSY" and "STANDBY;" cf. Fig. 4.2.1 . The end of a period in the BUSY state will be referred to as an event point, and the time interval between two consecutive event points an event period. At each event point, a new decision is to be made as to which virtual queue the server will choose to serve, during the next event period. All servers are initialized in a BUSY state, with the time until the first event point distributed as Expo (1), independently across all servers.
Recall that be a parameter in (0, 1 − ρ). The state transitions defined below also involve the current state of the Matching queue, whose evolution will be given in Section 4.2.2. When a server j ∈ J is at the kth event point:
1. With probability ρ+ , the kth event period is of type "match- 2. With probability 1 − (ρ + ), the kth event period is of type "residual." Let i be an index drawn uniformly at random from the set L −1 (j). (a) If the ith Residual queue is non-empty, server j starts processing a job from the Residual batch that is currently at the front of the ith Residual queue, entering state BUSY. 9 (b) Else, server j goes on a vacation of length Expo (1), entering state BUSY.
The above procedure describes all the state transitions for a single server, except for one case: when in state STANDBY, any server can be ordered by the Matching queue to start processing a job, or initiate a vacation period. The transition out of the STANDBY state will be specified in the next subsection.
States and Actions of the Matching Queue
As mentioned earlier, the Matching queue is not a physical entity, but a mechanism that coordinates the actions of the physical servers. The name "Matching" reflects the fact that this virtual queue is primarily focused on using matchings to schedule batches, where a matching is defined as follows. DEFINITION 4. (Matching in a Bipartite Graph) Let F ⊂ E be a subset of the edges of g = (E, I ∪ J). We say that F is a matching, if {j ′ ∶ (i, j ′ ) ∈ F } ≤ 1, and {i ′ ∶ (i ′ , j) ∈ F } ≤ 1, for all i ∈ I, j ∈ J. A matching F is said to contain S ⊂ I ∪ J if for all s ∈ S, there exists some edge in F that is incident on s, and is said to be full if it contains I or J. 
If the Matching queue is in state CLEAR, it remains so until
all jobs in the current Matching batch have started receiving processing from one of the servers, upon which it enters state COLLECT if the Matching queue remains non-empty, or state IDLE, otherwise.
By now, we have described how the batches are formed (Section 4.1), and how each physical server operates (Section 4.2). The scheduling policy is hence fully specified, provided that the underlying connectivity graph g admits an efficient assignment function.
DYNAMICS OF VIRTUAL QUEUES -UNIFORM ARRIVAL RATES
We now analyze the queueing dynamics induced by the virtualqueue-based scheduling policy introduced in Section 4. In this section, we will prove Theorem 1 for the special case of uniform arrival rates, where
i ∈ I. In particular, we have ρ = λr < 1. Starting with this section, we will focus on a specific batch size function of the form 9 The Residual batch at the front of the Residual queue is defined to be the oldest Residual batch that contains any as yet unserved job. 10 This particular number is equal to the total number of jobs arriving in a single batch period.
for a suitably chosen constant K, where y(n) is defined by
The specifics of the choice of K will be given later. We have assumed that d(n) ≫ ln n, and hence y(n) → ∞ as n → ∞. Note that this implies that b(n) ≪ n. As will be seen soon, this guarantees that only a small fraction of the jobs will enter the Residual queues.
The main idea behind the delay analysis is rather simple: we will treat each virtual queue as a GI GI 1 queue, and use Kingman's bound to derive an upper bound on the expected waiting time in queue. The combination of a batching policy with Kingman's bound is a fairly standard technique in queueing theory for deriving delay upper bounds (see, e.g., [19] ). Our main effort will go into characterizing the various queueing primitives associated with the virtual queues (arrival rates, traffic intensity, and variances of inter-arrival and processing times), as well as in resolving the statistical dependence induced by the interactions among the physical servers. We begin by stating a simple fact on the inter-arrival-time distribution for the virtual queues. Even though in this section we assume that r = 1, we state the lemma for the general case.
LEMMA 2. The inter-arrival times of batches to the virtual queues,
PROOF. By definition, A (k) is equal in distribution to the time until a Poisson process with rate λrn records λb (n) arrivals. Therefore, E (A (k)) = λb (n) (λrn)=b(n) (rn), and
DEFINITION 5. (Service Times in Virtual Queues) Consider the kth batch arriving at a virtual queue (Matching or Residual). Define the time of service initiation, E k , to be when the batch first reaches the front of the queue, and the time of departure, D k , to be when the last job in the batch starts receiving service from one of the physical servers. Let D k = E k if the batch contains no jobs. The service time for the k batch is defined to be
is referred to as the service period of the kth batch.
We will denote by S M (k) and S R j (k) the service time for the kth batch in the Matching queue and the jth Residual queue, respectively. Note that our scheduling policy (Section 4.2) induces interactions among the physical servers, and hence in general, the service times in a Residual queue are neither independent across batches or queues nor identically distributed.
Delays in Matching Queues
We first turn our attention to the service times S M (k) of the batches in the Matching queue. Based on our construction, it is not difficult to verify that the S M (k) are i.i.d. for any fixed graph, gn. Furthermore, the value of S M (k) is equal to the length of a COLLECT period plus possibly the length of a CLEAR period, if the subgraph formed during the COLLECT period, gn Γ∪∆ , fails to contain a matching that includes all queues in the current batch. We will therefore write
where S col and S cle correspond to the length of a COLLECT and CLEAR period, respectively, and Xq is a Bernoulli random variable with P (Xq = 1) = q. The value of q(gn) is defined by q(gn) = P {gn Γ∪∆ does not admit a full matching} ,
where the probability is taken over the randomness in Γ and ∆, but is conditional on Gn = gn. We begin by analyzing the properties of S cle . Recall from Section 4.2.1 that, when the Matching queue is in state CLEAR, the jobs in the current Matching batch are to be served in a sequential fashion (Step 1-(b) ) by a designated server. In particular, letting i * be the smallest index of the queues that contain an unserved job from the current Matching batch, then the job in queue i * , denoted by b, will be served by server L(i * ) whenever that server enters an event period of type "matching." No other unprocessed jobs in the Matching batch can be served until job b begins to receive service, and the amount of time it takes until this occurs is exponentially distributed with mean 1 (ρ + ), since the probability for an event period at a physical server to be of type "matching" is (ρ + ) (Step 1). Since there are at most λb (n) jobs in a Matching batch, the length of a CLEAR period, S cle , is no greater than the amount of time it takes for a Poisson process of rate ρ + to record λb (n) arrivals. Arguing similar to the proof of Lemma 2, we have the following lemma. Note that the distribution of S cle does not depend on the structure of gn, as long as gn admits an efficient assignment function (cf. Lemma 1).
To analyze S col , we argue as follows. A COLLECT period consists of the time until a first server in ∆ completes service, followed by the time until one of the remaining servers completes service, etc., until we have a total of λb(n) service completions. Thus the length of the period is the sum of λb(n) independent exponential random variables with parameters λ(ρ+ )n, λ(ρ+ )(n− 1), . . . , λ(ρ + )(n − λb(n) + 1). Using the fact that b(n) ≪ n, this is essentially the same situation as in our analysis of S cle , and we have the following result.
Finally, we want to focus our attention to a setGn ⊂ Gn of graphs that possess the following two properties.
1. The value of E X q(gn) = q(gn) is small, for all gn ∈ Gn. This property will help us upper bound the service time S M (k), using Eq. (12) and the moment bounds for S cle and S col developed earlier.
2. The setGn has high probability under the Erdös-Rényi random graph model.
We start with some definitions. For m ≤ n, let Mm,n be the family of all m × m subsets of I ∪ J, that is, h ∈ Mm,n if and only if h ∩ I = h ∩ J = m. Let m(n) be such that m(n) → ∞ as n → ∞. Let P M m(n),n be a probability measure on M m(n),n . Let, for each g ∈ Gn, l(g) = P M m(n),n h ∈ M m(n),n ∶ g h does not admit a full matching , and p(n) = d(n) n. We now defineGn as the set of graphs in Gn that satisfy
Informally, this is a set of graphs which, for the given measure P M m(n),n on subgraphs, have a high probability that a random subgraph will have a full matching. Consistent with the general outline of the proof given in Section 4, we will show that a) graphs inGn have favorable delay guarantees (Proposition 1 ) and b) that random graphs are highly likely to belong toGn (Lemma 5).
LEMMA 5. (Probability of Full Matching on Random Subgraphs) With p(n) = d(n) n, we have
Remark on Lemma 5: Eq. (15) states that graphs inGn can be found using the Erdös-Rényi model, with high probability. This probabilistic statement is not to be confused with Eq. (14), which is a deterministic property that holds for all g ∈Gn. For the latter property, the randomness lies only in the sampling of subgraphs (via P M m(n),n ). This distinction is important for our analysis, because the interconnection topology, gn, stays fixed over time, while the random subgraph, gn Γ∪∆ , is drawn independently for different batches.
Before proving Lemma 5, we state the following useful fact. The proof consists of a simple argument using Hall's marriage theorem and a union bound (cf. Lemma 2.1 in [23] for a proof of the lemma).
LEMMA 6. Let G be an (n, n, p) random bipartite graph. Then
PROOF. (Lemma 5) Let H be a random element of M m(n),n , distributed according to P M m(n),n (h). Let G be an (rn, n, p (n)) random bipartite graph over I ∪ J, generated independently of H. Note that the distribution of G restricted to any m(n)-by-m(n) subset of I ∪ J is that of an (m(n), m(n), p(n)) random bipartite graph. Therefore, by Lemma 6, we have E (l(G)) = P (G H does not admit a full matching)
where P(⋅) represents the distributions of both G and H. Eq. (17), combined with Markov's inequality, yields
which converges to 1 as n → ∞, because m(n) → ∞. Using Lemma 5, we can now obtain an upper bound on the value of q(gn). The proof is given in [26] .
We are now ready to bound the mean and variance of the service time distribution for the Matching queue, using Eq. (12) and Lemmas 3, 4, and 7. The proof is given in [26] . 
, and Var
Let W M be the steady-state waiting time of a batch in the Matching queue, where waiting time is defined to be the time from when the batch is formed until when all jobs in the batch have started to receive service from a physical server. The following is the main result of this subsection. PROPOSITION 1. (Delays in the Matching Queue) Assume gn ∈ Gn ∩Gn, whereĜn andGn were defined before Lemmas 1 and 5, respectively. We have
PROOF. We use Kingman's bound, which states that the expected value of the waiting time in a GI GI 1 queue, W , is bounded by E (W ) ≤λ , whereλ is the arrival rate,ρ is the traffic intensity, and σ 2 a and σ 2 s are the variances for the interarrival times and service times, respectively. Using Lemmas 2 and 8, the claim follows by substituting
for all sufficiently large values of n. We obtain
Delays in a Residual Queue
The delay analysis for the Residual queues is conceptually simpler compared to that of the Matching queue, but requires more care on the technical end. The main difficulty comes from the fact that, due to the physical servers' interactions with the Matching queue, the service times in a Residual queue i, S R i (k) k≥0 , are neither identically distributed nor independent over k (Section 4.2.1). To overcome this difficulty, we will use a trick to restore the i.i.d. nature of the service times. In particular, we will create a per-samplepath coupling of the
for all k, almost surely. If we pretend that theS R i (k)'s are indeed the true service times, an upper bound on the expected waiting time can be established using Kingman's bound. We finish the argument by showing that this upper bound applies to the expected value of the original waiting time. The following proposition is the major technical result of this section. PROPOSITION 2. Assume gn ∈Ĝn, whereĜn was defined in Lemma 1. Fix any i ∈ I. Let k be the index for batches. Denote by T R i (k) k≥0 and S R i (k) k≥0 the sequences of interarrival and service times at the ith Residual queue, respectively, defined on a common probability space. There exists a sequence S R i (k) k≥0 , defined on the same probability space, that satisfies:
PROOF. The proof is given in [26] . It involves an explicit coupling construction of the sequence S R i (k) , which is then shown to satisfy all three claims. Technicalities aside, the proof makes use of the following simple observations: (1) the event periods can be "prolonged" via coupling to be made independent, without qualitatively changing the scaling of the service time,S R i (k), and (2) the first and second moments of S R i (k) are mainly influenced by the size of the Residual batch, R(k), which is small ( ≲ b(n) n ) by design.
Denote by W R i the steady-state waiting times in the ith Residual queue, where waiting time is defined to be the time from when the batch is formed till when all jobs in the batch have started to receive service. The next proposition is the main result of this subsection, which is proved using the stochastic dominance result of Proposition 2, and the same Kingman's bound as in Proposition 1. The proof is given in [26] . PROPOSITION 3. (Delay in a Residual Queue) Assume gn ∈ Gn ∩Gn, whereĜn andGn were defined before Lemmas 1 and 5, respectively. We have
Proof of Theorem 1 Under Uniform Arrival Rates
PROOF. Let H ′ n =Ĝn ∩Gn for all n ≥ 0, whereĜn andGn were defined before Lemmas 1 and 5, respectively. Since each job is served either through the Matching queue or a Residual queue, the total queueing delay is no more than that of the waiting time in a virtual queue plus the time to form a batch (A(k)). Hence, letting b(n) = Kn y(n), by Lemma 2, and Propositions 1 and 3, we have
if gn ∈ H ′ n , where K ′ is a constant independent of n and gn. It is not difficult to show, by the weak law of large numbers, that there exist n ↓ 0, such that
for all n, where Gn is a rn, n,
, and Hn = H ′ n ∩ Ln. By Eq. (23), and Lemmas 1 and 7, we have
for all n, for some δn ↓ 0. Note that the definitions ofĜn,Gn and Ln do not depend on the arrival rates λn, and hence the value of δn also does not depend on λn. Eqs. (22) and (24) combined prove the first two claims of the theorem. Since all λi are equal in this case, the scheduling policy is oblivious to the arrival rates by definition. This completes the proof of Theorem 1 when λn,i = λ < 1 r for all n and i. 11 The expectation is defined in the sense of Eq. (2).
GENERAL CASE AND ARRIVAL-RATE OBLIVIOUS SCHEDULING
We now complete the proof of Theorem 1 for the general case, for λn satisfying Condition 1. In particular, we will show that the original virtual-queue-based scheduling policy given in Section 4.2 automatically achieves the u 2 (n) ln n d(n) delay scaling, while being fully oblivious to the values of the λn,i. We will use a definition of Hn identical to that in the uniform case, so that the probability of this set will still converge to 1. To avoid replicating our earlier arguments, and since the delays in each of the virtual queues are completely characterized by the statistics of arrival times and job sizes, we will examine the changes in each of these queueing primitives as we move to the general case. Throughout the section, we will analyze a system where the arrival rate vector, λn, satisfies Condition 1, and the scheduling rules are the same as before, with b(n) = Kn y(n).
1. Inter-arrival times of batches. The inter-arrival times to all virtual queues are equal to the time it takes to collect enough jobs to form a single batch. By the merging property of Poisson processes, the aggregate stream of arrivals to the system is a Poisson process of rate ∑ i∈I λn,i, with i∈I λn,i ≤ ρn.
We will make a further assumption, that there existsρ, with 0 <ρ < ρ, such that i∈I λn,i ≥ρn.
This assumption will be removed by the end of this section by a small modification to the scheduling policy. Given Eqs. (25) and (26), a result analogous to Lemma 2 holds:
2. Service times for Residual queues. The distributions of the times at which a server tries to fetch a job from a Residual queue can vary due to the different values of the λn,i's. However, it is not difficult to show that the upper bound on the service times at the Residual queues (Proposition 2) depend only on the batch size ρ r b(n), and are independent of the specific values of the λn,i's. Therefore, the only factor that may significantly change the delay distribution at the ith Residual queue is its associated Residual batch size, Ri(k) (Eq. (7)). Since the arrival rates are no longer uniform, this distribution will in principle be different from the uniform setting. However, we will show that the difference is small and does not change the scaling of delay.
Denote by pi the probability that an incoming job to the system happens to arrive at queue i. We have that
The scaling regime considered in this paper assumes that the traffic intensity is fixed as n increases, which fails to capture system performance in the heavy-traffic regime (ρ ≈ 1). It would be interesting to consider a scaling regime in which ρ and n scale simultaneously (e.g., the celebrated Halfin-Whitt regime [25] ), but it is unclear at this stage what exact formulations and analytical techniques are appropriate. At a higher level, it would be interesting to understand how long-term input characteristics in a queueing network (e.g., how arrival rates are drawn or evolve over time) impact its temporal performance (e.g., delay), and what role the network's intrinsic structure (e.g., flexibility) has to play here.
Theorem 1 also leaves open several promising directions for future improvements and extensions, which we discuss briefly. It is currently necessary to have that d(n) ≫ ln n in order to achieve a diminishing delay. The ln n factor is essentially tight if a randomgraph-based connectivity structure is to be used, because d(n) = Ω(ln n) is necessary for an Erdös-Rényi type random graph to be connected (i.e., not have isolated queues). We suspect that the ln n factor can be reduced using a different graph generation procedure.
Fixing u(n) to a constant, we observe that when d(n) = n (fully connected graph), the system behaves approximately as a M M n queue with total arrival rate nρ; if ρ is held fixed, then the expected delay is known to vanish exponentially fast in n. Thus, there is a gap between this fact and the polynomial scaling of O (ln n d(n)) given in Theorem 1. We believe that this gap is due to an intrinsic inefficiency of the batching procedure used in our scheduling policy. The batching procedure provides analytical convenience by allowing us to leverage the regularity in the arrival traffic in obtaining delay upper bounds. However, the use of batching also mandates that all jobs wait for a prescribed period of time before receiving any service. This can be highly inefficient in the scaling regime that we consider, where the traffic intensity is fixed at ρ, because a 1−ρ fraction of all servers (approximately) are actually idle at any moment in time. We therefore conjecture that a scheduling policy that tries to direct a job to an available server immediately upon its arrival (such as a greedy policy) can achieve a significantly better delay scaling, but the induced queueing dynamics, and the appropriate analytical techniques, may be very different from those presented in this paper.
Finally, the parameter u(n) captures the level of robustness against uncertainties in the arrival rates. In terms of inducing a diminishing waiting time as n → ∞, there is still a gap between the current requirement that u(n) ≪ d(n) ln n and the upper bound that u(n) = O (d(n)) (since each queue is connected to only d(n) servers on average). The u 2 (n) factor in the scaling of E (W ) is due to the impact on delay by the arrival rate fluctuations in the Residual queues (cf. Eq. (29)). It is unclear what the optimal dependence of E (W ) on u(n) is. It is also possible that the condition u(n) ≪ d(n) alone is sufficient for achieving a diminishing delay; we conjecture that this is the case.
