Let F be a set of relational trees and let Forb h (F ) be the class of all structures that admit no homomorphism from any tree in F ; all this happens over a fixed finite relational signature σ. There is a natural way to expand Forb h (F ) by unary relations to an amalgamation class. This expanded class, enhanced with a linear ordering, has the Ramsey property. Both forbidden trees and Ramsey properties have previously been linked to the complexity of constraint satisfaction problems.
Introduction
Ramsey's Theorem [26] states the following:
Given any r , n, and µ we can find an m 0 such that, if m ≥ m 0 and the r -element subsets of any m-element set Γ are divided in any manner into µ mutually exclusive classes C i (i = 1, 2, . . . , µ), then Γ must contain an n-element subset ∆ such that all the r -element subsets of ∆ belong to the same C i .
In this paper we study generalizations of Ramsey's Theorem in the context of the so-called structural Ramsey theory.
Relational structures.
A signature σ is a set of relation symbols; each of the symbols has an associated arity; the arity of R is ar(R). A σ-structure A is a set of elements, called the domain of A and denoted dom A, together with a relation R A of arity ar(R) on the domain for every relation symbol R ∈ σ. Unless specifically stated otherwise, all structures we deal with in this paper have finite domain. We allow the domain to be empty. An ordered σ-structure is a (σ ∪ { })-structure A such that A is a linear ordering. A σ-structure A is a substructure of a σ-structure B if dom A ⊆ dom B and for each R ∈ σ we have R A = R B ∩ (dom A) ar(R) . We write A ⊆ B if A is a substructure of B . Note that our substructure would be called an induced substructure in some literature.
An embedding of A into B is a one-to-one mapping f : dom A → dom B such that for any R ∈ σ and any tuplex we havex ∈ R A iff f (x) ∈ R B , where f is applied onx component-wise. We write f : A e → B to indicate that f is an embedding. A bijective embedding is called an isomorphism. We write A ∼ = B to indicate the existence of an isomorphism between A and B .
If σ ⊂ τ, the σ-reduct of a τ-structure A is the σ-structure A A
. In this case we call g (or g [B ] ) a monochromatic copy of B in C . Here g [B ] is the substructure of C induced by the range of g , which is isomorphic to B because g is an embedding. Hence The most notable result about Ramsey classes is most likely the following: Theorem 1.1 ). Let σ be a finite relational signature. Then the class of all finite ordered σ-structures is a Ramsey class.
The presence of orderings is indeed essential; cf. the discussion in [16] . Here we only note that for ordered structures A, B there is a one-to-one correspondence between the embeddings of A into B and substructures of B isomorphic to A because an ordered structure has no non-trivial automorphisms.
Classes with forbidden homomorphic images. Let A, B be σ-structures.
A homomorphism of A to B is a mapping f : dom A → dom B such that for any R ∈ σ and anyx ∈ R A we have f (x) ∈ R B . We write f : A h → B to indicate that f is a homomorphism. The interest of this paper lies in classes of finite σ-structures that can be defined by forbidding the existence of a homomorphism from a given set of structures. More explicitly, for a set F of σ-structures let Forb h (F ) be the class of all finite σ-structures A such that whenever F ∈ F , there exists no homomorphism of F to A. We also say that A is F -free.
In general, such classes are not Ramsey classes. A Ramsey class of structures always has the amalgamation property (see [16] ) but these classes will usually not have it. Following Hubička-Nešetřil [13, 14] , however, there is a canonical way to add new relations to the signature σ in order to obtain the amalgamation property. Thus it is natural to ask whether this expanded class, enhanced with a linear ordering, is a Ramsey class.
Main result. It has recently been announced by Nešetřil [18] that the ordered expanded class is a Ramsey class if F is a finite set of finite connected 1 σ-structures. Here a similar result (Theorem 4.2) is shown for infinite F , but under the assumption that all elements of F are (relational) trees. See next section for the definition of a relational tree.
Complexity of constraint satisfaction. Constraint satisfaction problems are an important concept in many areas of computer science. Their complexity has been subject to extensive research in the past few years, see [5, 6] . Important tractable cases arise in situations where the class of satisfying instances can be expressed as Forb h (F ) for a "simple" class F . Perhaps the best-known among them is the case where all structures in F are trees, see [9, 12] . Then we speak about templates with tree duality. Interestingly, a Ramsey property (which is in fact a special case of the results of this paper) has recently been used to provide a new answer to the classification problem of templates with tree duality, see [1] . Another link between Ramsey theory and CSPs with infinite templates has been provided in [2] .
Proof method. We use the partite method of Nešetřil and Rödl [20, 22, 23] . To prove the partite lemma, which is often proved by an application of the Hales-Jewett theorem (as in [22, 23, 24] ), we apply induction. Our proof is inspired by one of Prömel and Voigt [25] . An informal overview of the proof is given in Section 4.
Conventions. 1. A tuple has a bar, sox
2. Instead of "substructure of X generated by M " I write "substructure of X induced by M " with the intended connotation that the domain of such a substructure is actually M . This is the case because our structures have no operations.
3. For a (σ ∪ τ)-structure A, A * almost always denotes the σ-reduct of A.
4. Usually R ∈ σ and S ∈ τ, but sometimes R ∈ σ ∪ τ. 5. I treat mappings and homomorphisms in a more set-theoretic rather than category-theoretic way. For example, if f : 
The amalgamation property implies the joint embedding property if C contains the empty structure.
Sum. For two σ-structures
where
Assuming that the domains of A and B are disjoint, we could take the union dom A∪dom B to be dom(A +B ) and each relation R A+B to be the union of the respective relations R A and R B . However, it will be convenient explicitly to mark which summand an element of the sum originates from. The definition can be extended to arbitrary finite sums in the obvious way. We may also write {A 1 , A 2 , . . . , A k } for
Note that the sum of σ-structures is the coproduct in the category of σ-structures and their homomorphisms. Note further that if a class is closed under taking sums, then it has the joint-embedding property. The converse is not true; for instance, the class of complete graphs has the jointembedding property but is not closed under taking sums.
Connected structures.
(This corresponds to weak connectedness of digraphs.)
Incidence graph. The incidence graph Inc(A) of a σ-structure A is the bipartite undirected multigraph whose vertex set is dom A ∪ {R A × {R} : R ∈ σ}, and which contains for every R ∈ σ, everyx ∈ R A , and every i , an edge joining (x, R) and x i .
Gaifman graph. The Gaifman graph Gai(A) of a σ-structure A is the graph whose vertex set is dom A and there is an edge joining x and y if x, y are distinct elements of A that appear in a common tuple of some relation of A, that is, E (Gai(A)) = {x, y} : x = y and ∃R ∈ σ ∃v ∈ R A : x, y ∈v .
Thus every tuple of every R A is represented by a clique in Gai(A).
Lemma 2.1 (see [10] ). For a σ-structure A, the following are equivalent: 
Trees. A σ-structure A is a σ-tree (or just a tree) if Inc(A) is a tree. (Thus in particular A is not a tree if some tuple of some relation of A contains the same element two or more times.)
Factor structure. If A is a σ-structure and ∼ is an equivalence relation on dom A, let the factor structure A/∼ be defined on dom(A/∼) = (dom A)/∼ (the set of all equivalence classes of ∼) by letting (X 1 , X 2 , . . . , X k ) ∈ R A/∼ if and only if there exist In the obvious way, this definition can be extended to joins of more than two structures, too.
The expanded class
From now on, we work in the following setting: σ is a finite relational signature; F is a possibly infinite set of finite σ-trees. Recall that Forb h (F ) is the class of all σ-structures that admit no homomorphism from any F ∈ F .We are aiming to add new unary relations, possibly infinitely many, to get a class C of (σ ∪ τ)-structures such that (1) Forb h (F ) would be the class of the σ-reducts of all structures in C ; (2) C would have countably many isomorphism classes; (3) C would be closed under taking substructures (this is called the hereditary property); (4) C would have the amalgamation property; (5) C would have the Ramsey property. This can be achieved in a trivial way, by taking a new unary relation for every element of every member of Forb h (F ) (only considering one from each isomorphism class). We should therefore strive to (6) make τ "as small as possible"; in particular, τ should be finite whenever possible. Remarks. 1. A piece of F is a non-empty connected substructure of F , M = F , and {m} = dom M . Moreover, M is a σ-tree.
Pieces of trees. Let
2. For any given cut m of F , the corresponding pieces cover dom F . In other words,
Equivalence of pieces. Let (A, a) be a rooted σ-structure. Following [14] , let Expansion. Now we define an expanded signature σ ∪ τ, aiming to get a class C of (σ ∪ τ)-structures with amalgamation, such that the σ-reducts of all the structures in C form exactly the class Forb h (F ). Forb h (F ) and for any M ∈ P (F ) and any x ∈ dom A we have
Let C be the class of all substructures of the structures inC . The class C is called the expanded class for Forb h (F ). The structures inC are called canonical. We can also say that A is F -free if A * ∈ Forb h (F ); so being F -free is a necessary but not sufficient condition for membership in C . Canonizing. Given a (σ ∪ τ)-structure A, we want to find a superstructureÃ of A that satisfies the left-to-right implication of (3.1). This is possible assuming that
Proof. Let
A ∈ C , x ∈ dom A, (M , m) ∈ M ∈ P (F ), f : M h → A * with f (m) = x. As A ∈ C , Aevery one-element substructure of A is in C . (3.2) Lemma 3.4. If A is a (σ ∪ τ)-structure that satisfies (3.2), then there is a (σ ∪ τ)-structureÃ such that A
is a substructure ofÃ andÃ satisfies (3.2) as well as the left-to-right implication of (3.1).
Proof. For every x ∈ dom A, let A x be the one-element substructure of A induced by {x}. By assumption (3.2), for every x we have A x ∈ C ; so there existsÃ x ∈C containing A x . Let
and let ∼ be the smallest equivalence relation on dom A such that (A, x) ∼ (Ã x , x) for all x ∈ dom A. LetÃ = A /∼. Informally,Ã is obtained from A by gluing the correspondingÃ x on each element x of A (see Figure 2 ). Now eachÃ x is isomorphic to a substructure ofÃ. Moreover, any element ofÃ is of the form (Ã x , y) for some x ∈ dom A and some y ∈ domÃ x . Thus each one-element substructure ofÃ is isomorphic to a substructure ofÃ x ∈C ; hence it belongs to C .
. ThereforeÃ satisfies the left-to-right implication of (3.1) as we wanted to show.
Proving membership in C . By definition, the class C (but notC ) is hereditary; thus it is defined by a list of forbidden substructures. The goal in the remainder of this section is to find an implicit description of these forbidden substructures: we give a description in terms of oneelement and one-tuple structures. This description is going to prove very useful in the sequel: it provides an interface between the forbidden trees, pieces and unary relations on the one hand, and the heavy machinery of Ramsey theory on the other.
all the σ-relations of E are empty.
Note. In an informal way this lemma says that as soon as there are "too many" τ-relations on an element of a structure, this structure is not in C . The forbidden substructures it describes are the one-element structures with all the unary σ-and τ-relations corresponding to a fixed tree F ∈ F and a fixed cut m of F , as well as one-element structures with a superset of these relations.
Proof. Let F ∈ F , let m ∈ dom F be a cut of F , and consider E = E (F, m). Let the corresponding pieces of
For the sake of contradiction, suppose that there is a homomor-
Then there is a canonical superstructureÃ ∈C of A.
. SinceÃ is canonical, by (3.1) there exists a piece (N i , n i ) ∈ M i and a homomorphism g i :
The union of all the homomorphisms
For i ≥ 1, put
We prove by induction on i that each F i is isomorphic to a member of F . In the rest of this proof, let "∈ F " mean "is isomorphic to a member of F ", to simplify the notation. Clearly,
We conclude that F k ∈ F and g : F k h →Ã * is a homomorphism; henceÃ is not F -free -a contradiction with the assumption thatÃ ∈C .
Tuple traces. Let
Example. For σ containing a quaternary relation symbol R and a binary R , and τ containing two unary relation symbols and , let A be the structure with dom Figure 3) . Proof. If A ∈ C , then each one-element substructure of A is in C as well because C is hereditary. Let A ⊆Ã ∈C . Consider any R ∈ σ andx = (x 1 , . . . , x k ) ∈ R A ⊆ RÃ. Let T = T (A,x, R) be the tuple trace ofx ∈ R A , which is, in fact, equal to T (Ã,x, R). Let T be the sum of T and k copies ofÃ; let ∼ be the smallest equivalence relation that identifies j ∈ dom T with x j in the j th copy ofÃ. LetT = T /∼. There is an obvious "projection" or "folding" homomorphism p :T h →Ã; the 
Mapping each element a of M to the element corresponding to h(a) in the copy ofÃ withinT that contains x provides a homomorphism from M toT that takes m to x. Therefore not onlyT is F -free but it satisfies (3.1) as well, soT ∈C . The tuple trace T , which is a substructure ofT , then belongs to C . The converse implication: Suppose that A satisfies (3.2) and its tuple traces belong to C . By Lemma 3.4 there is a (σ ∪ τ)-structureÃ such that A is a substructure ofÃ andÃ satisfies (3.2) and the left-to-right implication of (3.1). Observe that any tuple trace ofÃ, as described in the proof of Lemma 3.4, is equal to a tuple trace of A (hence in C by assumption) or to a tuple trace of someÃ x ∈C (hence in C by the first implication of this lemma, which we have just proved). Thus we may assume that the tuple traces ofÃ belong to C .
To prove thatÃ satisfies the right-to-left implication of (3.1), letÃ * be the σ-reduct ofÃ, let M ∈ P (F ) and let (M , m) ∈ M be a piece of some F ∈ F and consider any homomorphism
We want to show that f (m) ∈ SÃ M . For the sake of contradiction, assume that f (m) ∉ SÃ M and that M is a minimal such piece, that is, we assume that whenever (N , n) is a
Because (M , m) is a piece, m belongs to a unique tuplex ∈ R M with k = ar(R) > 1. Let (N 1 , n 1 ), (N 2 , n 2 ), . . . , (N , n ) be all the pieces of F corresponding to all cuts x i of F , x i = m, such that m ∉ dom N j for any j . Each (N j , n j ) is a subpiece of (M , m) and each n j ∈x (see Figure 5 ). Let ι( j ) be the index for which n j = x ι( j ) , and let ι(0) be the index for which m = x ι(0) . Moreover, let N j ∈ P (F ) be the ≈-equivalence class of (N j , n j ). 
BecauseT is canonical, that is, it satisfies (3.1), for each j there exists a homomorphism g j of some N j toT * with (N j , n j ) ∈ N j and g j (n j ) = ι( j ).
Let (M , m) be obtained from (M , m) by replacing each subpiece (N j , n j ) with the piece (N j , n j ).
By Lemma 3.1, (M , m) is a piece and (
Thus we have shown thatÃ satisfies (3.1). Next we show thatÃ is F -free. Suppose there is some F ∈ F and a homomorphism f : it is not in C , once again a contradiction. We conclude thatÃ * ∈ Forb h (F ).
ThereforeÃ ∈C , and so A ∈ C .
Remark. The "tuple trace" is a necessary complication due to the general context of relational structures. If σ were the signature of digraphs (one binary relation), we could simply test all one-and two-element substructures of A.
On the other hand, Lemma 3.6 has an interpretation in terms of monadic Datalog programs. The σ-relations of A act as EDBs; the τ-relations as IDBs. The condition of every tuple trace belonging to C can be interpreted as the fixed point condition of the Datalog program. Finally, the Datalog program will reject the input if there is an element belonging to a "too large" set of IDBs (τ-relations) -a one-element substructure not belonging to C (cf. Lemma 3.5).
Next is the amalgamation property of C . The following theorem is proved in [14] for the case of τ being finite, but not requiring F to contain only trees (the arities of τ-relations will then in general be greater than 1, and the amalgamation will not be free). Proof. (1), (2), (3) follow immediately from Definition 3.2 and from the fact that Forb h (F ) is closed under both isomorphism and taking substructures. The class Forb h (F ) has only countably many isomorphism classes because it is a class of finite σ-structures over a finite relational signature σ. The canonical classC contains exactly one structure for each structure in Forb h (F ) (the one given by (3.1)), thusC also has only countably many isomorphism classes. Finally, C contains finitely many structures for each structure inC , hence C has only countably many isomorphism classes.
To prove (5), let A, B 1 , B 2 ∈ C and let f 1 :
→ B be embeddings. Without loss of generality we may assume that f 1 , f 2 are inclusion mappings, that is, dom A ⊆ dom B 1 and dom A ⊆ dom B 2 and that dom B 1 ∩ dom B 2 = dom A. Let C be the (σ ∪ τ)-structure defined as follows:
for any R ∈ σ ∪ τ . Now, every one-element substructure of C is a substructure of either B 1 or B 2 (or both), thus by Lemma 3.6 C satisfies (3.2). Moreover, wheneverx ∈ R C for some R ∈ σ, thenx ∈ R B 1 orx ∈ R B 2 , hence by the same lemma the tuple trace ofx ∈ R C belongs to C . Using the converse implication of Lemma 3.6 we get that C ∈ C . It is easy to see that the inclusion mappings are embeddings of B 1 and B 2 to C .
After all this preparation, we are ready for the main result, presented in the next section.
Main result
Orderings. Recall that an ordered υ-structure is a (υ∪{ })-structure A such that the relation A is a linear ordering. Note. As a consequence of Theorem 3.7, the class C is closed under isomorphism and taking substructures. It also has the amalgamation property: Take the amalgam of the (σ ∪ τ)-reducts; the union of the orders B 1 and B 2 is a reflexive anti-symmetric relation on domC whose transitive closure is a partial ordering, and any of its linear extensions can be taken as C .
Theorem 4.2. Let σ be a finite relational signature and let F be a set of finite σ-trees. Then the ordered expanded class for Forb h (F ) has the Ramsey property.
Idea of proof. The proof of this theorem, which spreads over the following two sections, is based on the ideas of partite lemma and partite construction, developed by Nešetřil and Rödl [20, 22, 23] . The principal idea is the notion of a partite structure. A partite structure is an ordered (σ ∪ τ)-structure whose domain is split into several parts. The parts of a partite structure X are indexed by elements of some ordered σ-structure P ; formally, the part of an element is determined by a mapping ι X : dom X → dom P . Furthermore, we want ι X to be a homomorphism of the (σ∪{ })-reduct of X to P . Informally, we want the tuples of the σ-relations only to sit across those parts of X where P also has a corresponding tuple for the same relation symbol. The ordering A preserves the ordering of parts given by P ; within one part, the ordering can be arbitrary.
Another desired property of partite structures is somewhat peculiar: We do not want a tuplex of a σ-relation of X to contain two different elements from the same part. This applies if a tuple of P contains an element of P more than once. For instance, let R ∈ σ and (a, b, b) ∈ R P . Then we allow a tuple (x, y, y) ∈ R X if ι X (x) = a and ι X (y) = b, but we do not allow (x, y, y ) ∈ R X for y = y . Formally, we require ι X to be injective on any tuple of a relation of X . Finally, we want all the elements of any part to belong to exactly the same unary σ-relations as the corresponding element of P (the τ-relations are allowed to differ). In addition, if there is a " loop" (a, a, . . . , a) ∈ R P for some R ∈ σ, we want that (x, x, . . . , x) ∈ R X for each x with ι X (x) = a.
Partite lemma. In the partite lemma, we prove the Ramsey property for a class of very special structures: rectified structures. A rectified structure is similar to a partite structure in that its domain is split into parts, indexed this time by the elements of some A ∈ C . Furthermore, if we choose one element from each part, the induced substructure of X is isomorphic to A. Conversely, any tuple of a relation of X lies within some such copy of A in X . Thus a rectified structure X is actually fully determined (up to isomorphism) by A and the size of each part ι −1 [a] of X , a ∈ dom A (see Figure 6 ). In this case, the proof of the Ramsey property is relatively straightforward by induction on the number of elements of A (i.e., the number of parts), and the base step as well as each induction step follow from the pigeon-hole principle.
Partite construction. The partite lemma is then applied repeatedly in the partite construction (also known as the amalgamation method). The idea is as follows: Given A, B ∈ C , we want to find C ∈ C such that C → (B )
A r . By Theorem 1.1 we know that there exists a structure C with C → (B ) A r , but there is no guarantee that C ∈ C . Indeed, typically such C will be far from being F -free and satisfying (3.1). However, it will be a good starting point. In fact, we will use a σ-structure P such that P → (B * ) A * r , where A * , B * are the (ordered) σ-reducts of A, B . This P serves as the indexing structure for the parts of our partite structures. The partite construction then works inductively, starting from C 0 , which is basically a suitable sum (disjoint union) of partite structures isomorphic to B . In each recursion step (one for every occurrence of a copy of A * in P ), it uses the partite lemma for rectified structures. To this end, each application of the partite lemma must be preceded by adding new tuples to the relations in order to make the structure rectified. This construction is called rectification; we can show that this can be done without losing membership in C (Lemma 6.1).
The inductive construction produces a structure C with the following property: Whenever C A is r -coloured, there exists a copy C 0 of C 0 within C such that the colour of each copy A of A within C 0 depends solely on the parts this copy sits on (i.e., on the image ι C [A ]). Finally, the way we construct C 0 and Theorem 1.1 then guarantee the existence of a monochromatic copy of B within this C 0 .
Partite lemma
Throughout this section, F is a fixed set of finite σ-forests and C is the ordered expanded class for Forb h (F ).
Rectified structures. Let
and for any R ∈ σ ∪ τ and anyx ∈ (dom X ) ar(R) we havē
Observe that X is uniquely determined by A, dom X and ι X via (5.1).
A mapping e : dom X → dom Y is an embedding of A-rectified structure (X , Proof.
(1) Let A * , X * be the (σ ∪ τ)-reducts of A, X , respectively. We apply Lemma 3.6. Let x ∈ dom X * . By (5.1), the one-element substructure X * x of X * induced by x is isomorphic to the substructure of A * induced by ι X (x). Thus X * x ∈ C because A * ∈ C . Next, for any R ∈ σ and
because of (5.1). Hence T ∈ C . By Lemma 3.6, X * ∈ C . Therefore X ∈ C . that each one-element substructure is isomorphic to A. The converse is obvious.
Lemma 5.2. Let F be a set of finite connected σ-structures and let C be the ordered expanded class for
Proof. By induction on |A|. If |A| = 1, take E to be the disjoint union of r · (|B | − 1) + 1 copies of A with an arbitrary linear ordering E ; ι E is constant. This is an A-partite structure by Proposi- 
. . , k} and define ι E (x) = 0 if x ∈ {1, 2, . . . , k} and ι E (x) = ι E (x) otherwise. Let all (σ ∪ τ)-relations of E be defined by (5.1); let E be an extension of E that is preserved by ι E .
Thus E is the substructure of E on ι Figure 6 . Clearly (E , ι E ) is A-rectified. To prove that (
, consider any r -colouring χ of
. That is, the χ -colour of a copy of A in E is a vector of χ-colours, one for each of the k extensions of the copy of A by an element in the 0th part to a copy of A in E . By the definition of (E , ι E ), there is a monochromatic g ∈
. Hence for any fixed c ∈ ι
. Define ψ : ι 
Partite construction
This section is devoted to finishing the proof of Theorem 4.2. Again, F is a fixed set of finite σ-trees and C is the ordered expanded class for Forb h (F ).
Partite structures. Let P be an ordered σ-structure. A P -partite C -structure is a pair (A, ι A ) where A ∈ C and ι A : dom A → dom P is a homomorphism of the (σ ∪ { })-reduct A * of A to P that is injective on any tuple of the relation R A for any R ∈ σ, and such that the restriction of ι A to any one-element substructure of A * is an embedding of this one-element (σ ∪ { })-structure into P . For an element a of A or a tupleā, the image ι A (a) or ι A (ā) is called the trace of a orā. A P -partite C -structure (A, ι A ) is transversal if ι A is an embedding of A * to P .
A mapping e : dom A → dom B is an embedding of a P -partite C -structure (A, ι A ) into (B, ι B ) if e : A → B is an embedding of (σ ∪ τ ∪ { })-structures and ι A = ι B • e. Lemma 6.1 ("rectification"). Let C be the ordered expanded class for Forb h (F ), where F is a set of finite σ-trees. Let (C , ι C ) be a P -partite C -structure for some σ-structure P . If (D, ι D ) is defined by setting
is injective onx, and
Proof. It is straightforward that ι D is a homomorphism of the (σ ∪ { })-reduct D * to P because ι C is a homomorphism of C * to P . By definition, ι D is injective on any tuple of any σ-relation of D, and every one-element substructure of D is isomorphic to the corresponding one-element substructure of C . To show that D ∈ C , first apply the "only if" direction of Lemma 3.6 to prove that the tuple trace of anyȳ ∈ R C is in C because C ∈ C . Then observe that the tuple trace of anyx ∈ R D is equal to the tuple trace of someȳ ∈ R C . Also, any one-element substructure of D is isomorphic to some one-element substructure of C . Finally apply the "if" direction of Lemma 3.6. Ifx ∈ R C thenȳ =x can be taken to show thatx ∈ R D . Thus
then there is y ∈ R C with ι C (y) = ι C (x); hence x ∈ R C because ι C restricted to any one-element structure is an embedding (by the definition of a P -partite structure). Therefore
Observe that the P -partite C -structure (D, ι D ) from Lemma 6.1 is "rectified" in the following sense:
For any R ∈ σ and anyȳ ∈ R D , ifx is a tuple such that
ι D is injective onx, and {S ∈ τ :
Lemma 6.1 asserts that any P -partite C -structure (C , ι C ) can be transformed into (D, ι D ) that satisfies (6.2) by adding tuples to (non-unary) σ-relations. Note that if (C , ι C ) already satisfies (6.2) and (D, ι D ) is defined by (6.1), then no tuples will be added and (D, ι D ) = (C , ι C ). In particular, this is the case if (C , ι C ) is transversal.
Rectified substructures.
The next lemma will apply in the proof of Theorem 4.2 in the following situation: Start with (D, ι D ) which is rectified in the above sense, that is, it satisfies (6.2), and an ordered structure A ∈ C . Split the elements of A into parts so that A would be a transversal P -partite C -structure (ι A : dom A → dom P is an embedding of A * into P ). Select those elements of D (i) whose trace lies in the trace of A, and (ii) whose unary τ-relations are exactly the same as the unary τ-relations of the corresponding element of A. The selected elements induce a substructure B of D. There is a natural way to define ι B : dom B → dom A so that an element of B would be mapped to the element of A in the same P -part (that is, 
and let B be the substructure of D induced by dom B . Set
because ι D is a homomorphism and ι A an embedding. Conversely, suppose thatx ∈ (dom B ) ar(R) , ι B is injective onx and
Moreover, for any i , {S ∈ τ : 
C 0 is any linear ordering that is preserved by ι C 0 .
Thus C 0 (without the ordering) is isomorphic to a sum of structures, and each of the summands is isomorphic to B . See Figure 7 . Observe that (C 0 , ι C 0 ) is a P -partite C -structure because C is closed under taking sums. .3) (Lemma 6.2), using (A, e k ) in place of (A, ι A ). Then (B k , ι B k ) is A-rectified and we can apply the Partite Lemma, Lemma 5.2, in order to get A-
(w.r.t. embeddings of P -partite structures). Now we proceed to construct C k from E k and several copies of D k−1 by free amalgamation. The construction described below gives the result explicitly. For each P -partite copy of B k in E k , 2 There is a copy e k [A * ] of A * in P , but it may not lie within any copy of B * in P . Even if there is a copy of A * in C * k−1 with the same trace, however, the τ-relations may not be the right ones, so that these elements induce a substructure of C k−1 that is not isomorphic to A. In these cases, it can happen that no copy of A in C k−1 has trace e k [A * ].
we glue a copy of D k−1 onto E k , overlapping on that copy of B k . Formally, put
gives the name of the element of C k corresponding to the element x in the "g th" copy of D k−1 within C k ). For any -ary R ∈ σ ∪ τ, let Notice that for a fixed g , the mapping λ k (g , −) :
Now we claim that (C k , ι C k ) is a P -partite C -structure. Every one-element substructure of C k is isomorphic to a one-element substructure of D k−1 , and every tuple of some relation R C k , R ∈ σ, corresponds to some tuple of R D k−1 with the same tuple trace. Since D k−1 ∈ C , by Lemma 3.6 we have C k ∈ C . To show that ι C k is a homomorphism, letȳ ∈ R C k for some R ∈ σ.
Next, to show that ι k is injective on anyȳ ∈ R C k (that is,ȳ does not contain two distinct elements in the same part), again use the fact thatȳ = λ k (g ,x) for some g ∈
and that λ k (g , −) preserves the parts. Finally, let y ∈ domC k . Then
and x ∈ dom D k−1 . The one-element substructure of C * k induced by y is isomorphic to the one-element substructure of
induced by x, which in turn is isomorphic to the oneelement substructure of P induced by
, we have that the one-element substructure of C * k induced by y is isomorphic to the one-element substructure of P induced by
A r . Consider any colouring χ :
, let h k be the identity mapping. 3 Otherwise define the colouring χ k :
By definition, h is in fact the following composed mapping:
where each of the identity mappings is a bijective homomorphism obtained implicitly from Lemma 6.1 and each h k = λ k (g k , −) is an embedding. In general, h is not an embedding because new tuples of σ-relations are added during rectification. We want to show, however, that no new tuples are added to the distinguished copies of B in C 0 . In other words, for any distinguished embedding c f : B e → C 0 , the mapping h • c f is an embedding: By definition, h • c f is injective. For R ∈ σ, ifx ∈ R B , then h(c f (x)) ∈ R C because h is a homomorphism and s f an embedding.
hencex ∈ R B because f is an embedding. For S ∈ τ, we have x ∈ S B iff h(c f (x)) ∈ S C because of (6.1) and because c f and each h k is an embedding.
Consider any e j ∈ P A * . Any embedding d j of A to C 0 such that ι C 0 • d j = e j is also a P -partite embedding of (A, e j ) to (C 0 , ι C 0 ). Moreover, h •d j is a P -partite embedding of (A, e j ) to (C N , ι C N ). By definition of h j , all such embeddings take the same colour under χ. Thus we define χ 0 : → ( f , x) .
Conclude the proof by observing that h • c f is a χ-monochromatic embedding of B to C .
Comments
Universal structures. If F is a set of finite connected σ-trees, then by Fraïssé's Theorem [11] , Theorem 3.7 implies that the expanded class C for Forb h (F ) has a Fraïssé limit: a countable homogeneous (σ ∪ τ)-structure U such that C is the class of all finite substructures of U . The σ-reduct U * of U is a universal structure for Forb h (F ). For finite F this universal structure U * is ω-categorical; the existence of such a universal ω-categorical structure (and much more) was proved by Cherlin, Shelah and Shi [4] . If F is infinite, U * is no longer necessarily ω-categorical (see [14] and the next paragraph); however, it is model-complete. finite if and only if ≈ has finitely many equivalence classes on the pieces of the trees contained in F . In this case, we call F a regular class of σ-trees; the term is motivated by a connection to regular languages, highlighted in [8] . This definition of regularity coincides with the one from [14] . In [7] , however, a set F of trees is defined to be regular if ≈ has finitely many equivalence classes on all rooted σ-forests. Let us call such a set F EPTT-regular. Obviously, every EPTT-regular set is regular, but the converse does not hold. Let UP(F ) = {F : F is a σ-tree and there exists F ∈ F s.t. Problem. It would be interesting to classify all sets F of σ-structures for which the corresponding ordered expanded class for Forb h (F ) is a Ramsey class. In particular, is it the case for any set F of connected finite σ-structures?
Constraint satisfaction problems. The problem above is particularly interesting if Forb h (F ) defines a CSP(H ) with a finite template H , and F is some well-behaved complete set of obstructions (e.g., the tree-width of the structures in F is bounded by a constant). Some possible applications of such new results are hinted at in [1] .
Limits of the partite method. Nešetřil [18] asked whether one can prove all Ramsey classes by a variant of the partite (amalgamation) construction. This is certainly a question worth considering. It is not very satisfactory that the definition of a partite structure is rather different each time: compare [3, 17, 20, 21, 22, 23, 24] . Also, the partite lemma is sometimes proved by induction (such as here and in [3, 25] ), sometimes by an application of the Hales-Jewett theorem (such as in [22, 23, 24] ).
