In this paper, we present sufficient conditions for global optimality of a general nonconvex smooth minimisation model problem involving linear matrix inequality constraints with bounds on the variables. The linear matrix inequality constraints are also known as "semidefinite" constraints which arise in many applications, especially in control system analysis and design. Due to the presence of nonconvex objective functions, such minimisation problems generally have many local minimisers which are not global minimisers. We develop conditions for identifying global minimisers of the model problem by first constructing a (weighted sum of squares) quadratic underestimator for the twice continuously differentiable objective function of the minimisation problem and then by characterising global minimisers of the easily tractable underestimator over the same feasible region of the original problem. We apply the results to obtain global optimality conditions for optimisation problems with discrete constraints.
Introduction
Consider the following nonconvex smooth optimisation model problem:
440 N. Q. Huy, V. Jeyakumar and G. M. Lee [2] where f : R n → R is a twice continuously differentiable function, u i ; v i ∈ R and u i ≤ v i , i = 1; : : : ; n, F i ∈ S m , i = 0; 1; : : : ; m and S m is the set of all symmetric m × m matrices. The linear matrix inequality (LMI) constraint, F 0 + n i=1 x i F i 0, means that the matrix F 0 + n i=1 x i F i is positive semidefinite. Optimisation model problems with LMI constraints are also known as semidefinite optimisation problems [6, 11] . Semidefinite optimisation has now come to be recognised as a valuable numerical as well as a modelling tool for control system analysis and design [3] , and for many practical discrete optimisation problems [3, 12] . Model problems of type (LMIP 0 ) cover a large class of nonconvex continuous optimisation problems, including quadratic programming problems which arise in various applications [5] . Moreover, continuous relaxations of many discrete optimisation model problems such as optimisation problems with bivalent constraints [10] , where x i = −1 or x i = +1 or binary constraints [2] , where x i = 0 or x i = 1, are of the form (LMIP 0 ). Such discrete problems include the quadratic assignment problem [10] and the max-cut problem [2] , arising in routing and scheduling in the area of transportation management.
Due to the presence of nonconvex objective functions, the problems (LMIP 0 ) generally have many local minimisers which are not global minimisers. In recent years, much attention has been focused on developing criteria which identify global minimisers of multi-extremal quadratic optimisation problems [2, 8, 7, 9, 10] . In this paper we present conditions which guarantee that a given feasible point is a global minimiser of the general nonconvex smooth minimisation problem (LMIP 0 ). Our approach to developing a global optimality condition is based on quadratic underestimators [1] . We first show that the objective function admits a (weighted sum of squares) quadratic underestimator. We then characterise global minimisers of the underestimator over the feasible region of the original problem. We finally apply this approach to obtain global optimality criteria for discrete optimisation problems which include problems with bivalent constraints or binary constraints.
The paper is organised as follows. Section 2 presents basic recent results on the characterisations of global solutions of weighted least squares problems. Section 3 develops sufficient global optimality conditions for (LMIP 0 ) with the box constraints. Section 4 provides global optimality conditions for (LMIP 0 ) with discrete constraints.
Preliminaries: quadratic minimisation problems
In this section, we present basic results on the characterisations of global solutions of weighted least squares problems subject to box or binary constraints and they play key roles in the development of sufficient global optimality conditions. We begin by presenting basic definitions and notation that will be used throughout the paper. The real line is denoted by R and the n-dimensional Euclidean space is denoted by R n .
For vectors x; y ∈ R n , x ≥ y means that x i ≥ y i , for i = 1; : : : ; n. The identity matrix is denoted by I . The notation A 0 means that the matrix A is positive semi-definite. A diagonal matrix with diagonal elements Þ 1 ; : : : ; Þ n is denoted by diag.Þ 1 ; : : : ; Þ n /. We will use the symbol ∇ f .x/ (respectively ∇ 2 f .x/) to denote the gradient (respectively Hessian) of f .·/ atx. Clearly, for each x ∈ R n , ∇ 2 f .x/ ∈ S n , the space of all .n × n/ symmetric matrices. The spaces S n and S m are partially ordered by the Löwner order, that is, for N 1 ; N 2 ∈ S l , N 1 N 2 if and only if N 1 − N 2 is a positive semi-definite matrix.
Consider the quadratic minimisation problem with box constraints which was recently examined in [9] :
For self containment, we provide a proof outline of the following lemma, which was given in [9] . This lemma plays a key role in developing sufficient optimality conditions for (LMIP 0 ).
Thenx is a global minimiser of (QP 0 ) if and only if, for each i = 1; : : : ; n,
By definition,x is a global minimiser of (QP 0 ) if and only if, for each x ∈ S, [4] Thusx is a global minimiser of (QP 0 ) if and only if for each i = 1; : : : ; n;
The equivalence of (2.4) and (2.3) is obtained by directly verifying the equivalence in three simple cases,
Consider the following minimisation problem with discrete constraints:
2). Thenx is a global minimiser of (BQP 0 ) if and only if for each
PROOF. The proof is similar to the proof of Proposition 2.1 and so is omitted.
Smooth minimisation with box constraints
In this section, we derive sufficient global optimality conditions for smooth minimisation problems with box constraints. We consider the problem, discussed in the Introduction:
where f : R n → R is a twice continuously differentiable function on an open set 
For eachx = .x 1 ; : : : ;x 2 / T ∈ D, the gradient and the Hessian are given by
where a i j .x/ = @ 2 f .x/=@ x i @ x j , i; j = 1; : : : ; n. For each i = 1; : : : ; n, define
G := diag.Þ 1 ; : : : ; Þ n /:
We recall that an n × n symmetric matrix A := . i j / n×n is said to be diagonally dominant if | ii | ≥ n j=1; j =i | i j |, for i = 1; : : : ; n. Every diagonally dominant symmetric matrix A with non-negative diagonal elements is positive semi-definite. For more details we refer the reader to [4] . Let
ThenF.·/ is a linear operation from R n to S m and its dual is defined bŷ
where Tr[·] is the trace operation. For details, see [3, 12] . For (LMIP 0 ), define a quadratic function g :
where M ∈ S m . Recall that the function h : R n → R is a quadratic underestimator for the objective function f atx over D if h is a quadratic function, and, for each x ∈ D, f .x/ ≥ h.x/, and f .x/ = h.x/. For applications of quadratic underestimators in numerical optimisation, see [1] .
It is easy to show that ∇'.x/ = 0 and ∇ 2 '.z/ = ∇ 2 f .z/ − G for all z ∈ 1. Moreover, for all z ∈ 1,
: : : : : : : : :
Since '.·/ is twice continuously differentiable, ∇ 2 '.z/ ∈ S n for all z ∈ 1. From (3.1) it follows that a ii .z/ − Þ i ≥ n j=1; j =i |a i j .z/| ≥ 0 for all z ∈ 1 and i = 1; : : : ; n. So, for each z ∈ 1, the matrix ∇ 2 '.z/ is diagonally dominant with non-negative diagonal elements. Hence ∇ 2 '.z/ ∈ S m + for every z ∈ 1. Since for each x ∈ 1, there is z ∈ 1 such that
for all x ∈ 1, and hence l.
(ii) The conclusion follows from (i) since, for each x ∈ D, f .x/ ≥ h.x/ and f .x/ = h.x/. 
2Ĝ
.
thenx is a global minimiser of (LMIP 0 ).
The conclusion will follow from Lemma 3.2 if we show thatx is a global minimiser of g over 1.
Since G = diag.Þ 1 ; : : : ; Þ n / and
follows from Proposition 2.1 thatx is a global minimiser of g over 1 if and only if for each i = 1; : : : ; n,
.v − u/ +X.∇ f .x/ −F * .M// ≤ 0. Now, by the hypothesis,x is a global minimiser of g over 1.
The following simple numerical examples illustrate how global minimisers of smooth minimisation problems can be identified by Theorem 3.3. In the first example a global minimiser occurs at an interior point, whereas in the second example it occurs at a boundary of the feasible set. EXAMPLE 1. Consider the following smooth minimisation problem: 
It is easy to check thatx is a local minimiser of (E1). Let z ∈ 1. Then
It now follows that G = 
0; 0/ T , and so (3.7) holds for (E1) atx = .2=3; 2=3/. The pointx = .2=3; 2=3/ is a global minimiser of (E1) as is also seen from the graph of f given below EXAMPLE 2. Consider the following smooth minimisation problem: .
Thus (3.7) holds for (E2) atx = .0; 0/ which is a global minimiser of (E2).
Let us examine a special case of (LMIP 1 ) where the matrix inequality constraints are replaced by the standard linear inequalities: 
Applications to discrete minimisation problems
In this section, we will apply the technique, described in Section 3, to a smooth minimisation problem with discrete constraints:
where f : R n → R is a twice continuously differentiable function on an open set
This model problem covers important optimisation problems with bivalent constraints [10] , where x i = −1 or x i = +1 or binary constraints [2] where x i = 0 or x i = 1. Such discrete problems include the quadratic assignment problem [10] and the max-cut problem [2] .
In this section, we apply the results of the previous section to derive sufficient global optimality conditions for the discrete model problem (LMIP 2 ) by examining a continuous relaxation of the discrete constraints. 
thenx is a global minimiser of problem (LMIP 2 ).
where D = 0 ∩ 1. The conclusion will follow if we show thatx is a minimiser of g 
