Abstract. This paper de nes an optimal method to reconstruct the solutions of operator equations of the rst kind. Only the case of compact operators is considered. The method is in principle a discrepancy method. It does not require any additional knowledge about the solution and is optimal for all standard smoothness assumptions. In order to analyze the properties of the new regularization method variable Hilbert scales are introduced and several well-known results for Hilbert scales are generalized. Convergence theorems for classes of optimal and suboptimal methods are derived from a generalization of the interpolation inequality.
1. Introduction. We will study new methods to reconstruct the solution x of an operator equation Ax = y (1) from inexact information about the right hand side y. Here A 2 L(X; Y ) is a (given) linear operator between the Hilbert spaces X and Y . We assume that we know y 2 Y and 2 R such that ky ? yk . The exact right hand side y is not known. We further assume that the singular values and vectors of A are known. In practice often only approximations of the singular values and vectors are known. It is planned to discuss the consequences of this incomplete knowledge in a future paper.
If range(A) is not closed this problem is ill-posed and regularization methods are used to compute approximate solutions x of Equation (1). They are de ned by x = R (A A)A y (2) where A is the adjoint of A and the operators R (A A) are continuous approximations of the inverse of A A if the generating functions R (t) are bounded on the spectrum (A A). In this general setting, the theory is developed in 12, 2, 32, 33, 5], see also 14]. We study Tikhonov regularization which de nes approximate solutions by . We will use the term Tikhonov regularization for the slightly more general case as de ned in Equation (3) .
Alternative regularization methods to solve Ax = y have been constructed by truncating the eigenvalue expansion of A A, by polynomial approximation (iterative methods) of (A A) + or by projection in nite dimensional spaces. These methods are discussed and further literature is cited in 14, 18] .
It is well known that the form of R (in our case of ) determines the best possible convergence rates. These depend also on the smoothness properties of the exact solutions. The smoothness properties are usually given by x 2 range((A A) =2 ). (In 15, 18] these spaces are provided with a norm. )
It is essential that the regularization parameter is chosen in an optimal way to get optimal convergence rates. Best possible convergence rates for general methods are discussed in 16, 29, 34, 15] . Optimal strategies to choose the regularization parameter for general regularization methods are described in 32, 5] . For Tikhonov regularization with (t) = 1 the problem of optimal choice of has been extensively studied 27, 28, 6, 7, 8, 3, 9] and it is well known that the best Another possibility uses Hilbert scales 17]. In our context this means (t) = t s . If any upper bound for the smoothness parameter is known it is possible to get optimal rates as shown in 22, 23, 7, 25] . Furthermore an order optimal method which doesn't need any further information is described in 25, 24] .
We will choose such that for any > 0 and x 2 range((A A) =2 ) we get optimal convergence rates. This is achieved by (t) = t (t) ; t 1 (4) where (t) is monotonically increasing. For practical computations it is important that is only slowly growing. In the following we always assume that A is injective, compact 2 and the range(A) is dense in Y . We choose such that
where f i g is the non-increasing sequence of singular values of A. Between these points we assume to be interpolated in such a way that it is monotonically increasing. Now we present some methods to choose the regularization parameter . If is too large, x ; may not be a good approximation for the exact solution x. Regularization smoothes the error term but also smoothes the exact solution and so introduces a bias. The balancing of this bias and the disastrous e ect of the error (the Moore-Penrose inverse A + is unbounded) is the art of choosing the regularization parameter as a function of the given error level .
For many methods explicit (a priori) formulas ( ) are known 31, 30, 14, 22, 23, 32] . However such formulas always need some knowledge about the solution which may not be accessible. Therefore implicit (a posteriori) formulas are much more common.
A rst a posteriori method is described in the paper by Phillips 26] , which predates even Tikhonov's papers. The method was reinvented by Morozov 21] and later by Marti 19] for the solution in nite dimensional spaces. It is generally known as discrepancy principle and computes as a solution of kAx ; ? y k = : (6) It is equally well known that in the case = 1 this method at best leads to convergence order O( p ) 14]. It is discussed in various contexts in 33, 19, 15, 13] .
We will use a variant of this method which leads to optimal order convergence for our :
kAx ; ? y k = 2 : (7) This method was suggested in 32, 18] . For Hilbert scales ( (t) = t s ) this method was used by Neubauer in 25]. To get optimal order for any and x 2 range((A A) =2 ) he combines this regularization with a nite dimensional approximation.
An alternative strategy was proposed by Engl 3, 4, 7, 8] 
Here p and q have to be chosen depending on the smoothness parameter to get convergence of optimal order O(
2=3
). An optimal order choice for the general class of regularization methods is described The basis of all analysis presented here is the singular value decomposition of the compact operator A:
The sequence f i g 1 i=1 is a monotonically decreasing null sequence. As A is assumed injective the vectors v i form a complete orthonormal system in X and as range (A) In Section two we will describe an implementation of our method using the singular value decomposition.
The third section introduces variable order Hilbert scales which are a generalization of Hilbert scales with respect to A + as discussed in 15, 18] . For these variable scales optimal convergence rates have been computed by 16]. We generalize the interpolation inequality of Hilbert scales to get convergence rates of our methods.
A general convergence theorem which is a variation of the general principle of numerical analysis consistency + stability ) convergence is proved in Section 4. This theory extends the original Hilbert scales theory in two directions: First for extremely smooth solutions it gives convergence rates which are o( s ) for all s > 0. Second it goes also in the opposite direction. Thus for extremely unsmooth solutions convergence rates are found which are smaller than any O( s ). Results of this kind where also obtained by Franklin 10] . Several convergence theorems for optimal and suboptimal methods in the context of variable Hilbert scales are proved. In the last section the optimal method is compared for some examples with the original discrepancy method.
2. The Optimal Discrepancy Method. In this section we give formulas using the singular value decomposition of A to compute x ; and . If the function 1= is bounded, the inverse in Equation (3) Obviously this function is also continuous and monotone. The global convergence of Newton's method in this case is guaranteed as may be seen by a similar argument as e.g. in 4]. Practical tests showed convergence in about six steps for a wide range of problems and functions and starting value = 0.
If we choose by Equations (4) and (5) we get the following formula for the new method: (16) The following convergence theorem which states optimality of the new regularization method under all standard smoothness assumptions will be proved in Section 4. 
Note that x ; is computed without using any knowledge of . 
)(x 1 ; v i )(v i ; x 2 ); x 1 ; x 2 2 D: (19) This makes D a pre-Hilbert space and the completion of this space will be denoted by X . We call the set fX j : 1; 1) ! (0; 1)g a variable Hilbert scale. An ordinary Hilbert scale is the subset of a variable Hilbert scale obtained by restricting to power functions.
We call index functions (in the case of ordinary Hilbert scales the index of the space in the scale is = log( ( ))= log( )). The indices in ordinary Hilbert scales are just the real numbers which form an ordered additive group. The index functions of variable Hilbert scales constitute an ordered group with respect to multiplication. Furthermore the set of index functions is closed with respect to addition and composition. It also has a lattice structure de ned by ( _ )(t) = maxf (t); (t)g (20) ( ^ )(t) = minf (t); (t)g: (21) An important point of the ordinary Hilbert scales is the existence of embeddings. This is also valid for variable Hilbert scales. Obviously there always is a mapping E : X ! X with X D(E) D and E restricted to D is the identity. If this mapping is continuously extendible to the whole space X we call this extension an embedding. 2 ) = C < 1 (23) for some C 2 R.
Proof. If an embedding exists we get from the de nition of the scalar product and the embedding:
This proves necessity. For su ciency we rst remark that kE n xk Ckxk . Thus the E n are uniformly bounded. Furthermore E n x converges to x for every x 2 D. Thus an embedding exists by the principle of uniform boundedness (see e.g. Theorem II.3.6 in 1]).
In the case of ordinary Hilbert scales and compact A the embeddings are compact.
The next theorem gives necessary and su cient conditions for the compactness of the embedding in the case of variable Hilbert scales. Thus E n converges in the operator norm to E. As the set of compact operators is closed E is also compact.
We conclude this section with some important inequalities related to ); x 2 X _ : (27) Equality holds for x = v i ; i 2 N. and by the monotonicity of = we get the inequality. The inequality for x 2 X _ follows by continuity.
The interpolation of the ordinary Hilbert scales is obtained from the last theorem by setting (t) = t ; (t) = t and (t) = t +(1? )
. Finally we will also need a variant of Schwarz's inequality: Theorem 3.4. For any index functions and the following holds: (x; y) kxk 2 = kyk ; x 2 X _( 2 = ) ; y 2 X _ : (28) Proof. The inequality is obtained from Schwarz's inequality in R n if x 2 D. A continuity argument proves the theorem.
For the convergence theory of suboptimal methods we need the following consequence of the last theorem: 4 . Convergence. The worst case error of the problem of reconstructing the solution of Ax = y from y is equal to the in mum of the worst case errors taken over all possible reconstruction algorithms. It is well known 20, 18] to be e (r; ) = supfkxk j kxk r; kAxk g: (30) Let t (t) = t (t), r = =kAk and r = kxk . Then we get the following approximation for e (r; ) from the interpolation inequality if t is strictly monotonically increasing and convex. e (r; ) But the worst case error is also known exactly for this problem. The theorem is then a consequence of the interpolation inequality. Now we apply this theorem to our discrepancy method. From Equation (7) we get consistency with c c = 3. It remains to prove stability. To this end we rst prove a lemma with a lower bound for the regularization parameter. It is similar to Lemma 2.5 of 5].
Lemma 4.3. Let ky k 2 and be de ned as in Equation (7). Then the following (implicit) bound holds for the regularization parameter : Combining the two bounds completes the proof. The next lemma gives a simple but useful inequality for sequences which are nonincreasing "at in nity": Theorem 4.7. Let x ; be de ned as in Equation (14) . Then x ; converges with optimal order O( =( +1) ) for any > 0 and x 2 range((A A) =2 ) if
is a null sequence.
Proof. First x 2 X with (t) = t if x 2 range((A A) =2 ) (see 18, 15] ). Now there is an n 0 such that
is nondecreasing for i > n. The proof is completed by application of Theorem 4.6. We conjecture that for a Tikhonov method to be optimal for all > 0 it is also necessary that Sequence (43) is a null sequence. However, this remains to be proved. Note that no assumption is made about which has any connection with the value of . Theorem 2.2 is a direct consequence of the last theorem, in this case we have
Now it may happen that > , i.e. the smoothness of the solution is larger than the possible smoothness from the regularization method. This is called the suboptimal case. The theory for this case was developed in 19] for the original Tikhonov regularization (see also 14]). The case of Hilbert scales is treated in 23, 15] . Our theorems proved so far don't give any convergence rate whatsoever for the case = 1. For increasing however we may get convergence rates. The remaining part of this section shows how to improve these estimates. We will prove two theorems on suboptimal convergence, the rst one with still smooth x and the second one with extremely unsmooth x. Let t (t) = t (t). 12 and from the embedding theorem we get kek 2 = C r :
The theorem follows if all these inequalities are combined.
An application of this theorem for = 1 and (t) = t yields kx ; ? xk = O( 1=2 ) which is well known 14].
Finally we prove the theorem on suboptimal methods for very unsmooth data.
Theorem 4.9. Let and be two index functions such that t and t = are strictly monotonically increasing and ( t = ) ?1 is convex. Then if x ; is de ned as in Equation (14) . Table  1 shows the errors from the simulation. For this case of very unsmooth data and an operator which gives rise to a very mildly ill-posed problem both methods do equally well. The regularizing function is here for the optimal method As the data are very smooth the optimal convergence rates are high. Tikhonov regularization with = 1 is suboptimal. The theoretical predictions are con rmed by the experiment as can be seen in Table 2 .
Example 5.3. Here we set i = i ?4 and (x; v i ) = i ?3 . In this example the operator A is smoothing much stronger and although the data is smooth if compared with the operator of the last example it is not smooth compared with A. In this case optimal convergence order is slightly lower than O( 5=13 ). Both methods show similar performance in the experiments, see Table 3 . The function for this case is given by (t) = t log t=8 : but the optimal method converges with a convergence rate very near . This is con rmed in Table 4 .
