The slope length and steepness (LS) factor is one of the factors in the Revised Universal Soil Loss Equation (RUSLE) needed to estimate average annual erosion rate. The LS factor is often derived from digital elevation models (DEM). DEM errors and uncertainty could affect LS factor estimation and consequently erosion rate estimation. However, DEM uncertainties are not always accounted for, and the effects are not always evaluated in erosion rate estimation. This study compared the erosion rate estimation of a 62.81 ha agricultural crop area using a 7.5 min USGS DEM and DEMs developed using real-time kinematic differential GPS (RTK-DGPS) and dual-frequency DGPS (DF-DGPS) field surveys. Spatial estimation and uncertainty analysis was carried out using sequential Gaussian simulation (SGS). A total of 50 equiprobable DEM realizations were produced using SGS to assess DEM uncertainty and quantify its effect on erosion rate estimation. DEM uncertainty substantially affected the resulting erosion rate estimation. The uncertainty of the average annual erosion rate estimates across the study field was represented using 95% confidence intervals (CI). For the DF-DGPS and USGS DEMs, the percentages of the field area that have erosion rate CIs greater than 11.21 Mg ha-1 year-1 (5 tons acre-1 year-1) were 81% and 85%, respectively, which were substantially larger than that of the RTK DEM (0.41%). The average annual erosion rate map produced using a USGS DEM contained artifacts and underestimated the erosion rate estimation in many areas of the field. The results suggested that higher-accuracy DEMs generated using RTK-DGPS measurements are more appropriate for erosion rate estimation in an agricultural field. Knowledge of DEM uncertainty and its effect on the erosion rate estimation was useful to better judge the reliability of erosion rate estimates. 
oil erosion is one of the most important agricultural management problems. Water erosion is the detachment and transport of soil from land by water, including runoff from melted snow and ice. Topography is a major factor affecting soil erosion by water (Fangmeier et al., 2006) . Naturally, a higher degree of slope in the field causes greater soil loss due to water erosion. Soil erosion by water also increases as the slope length increases due to the greater accumulated runoff and energy in the moving water.
In the 1960s, the Universal Soil Loss Equation (USLE) was developed to estimate soil erosion by water primarily for croplands. USLE is based on empirical relationships derived from experimental data collected from the 1940s to the 1970s and is implemented through the use of tables, figures, and nomographs (Wischmeier and Smith, 1965) .
Later, the Revised Universal Soil Loss Equation (RUSLE1), a software version of an improved USLE for any land uses, was released in the early 1990s (Renard et al., 1997) followed by RUSLE2 in 2003 (USDA, 2008 . Generally, RUSLE estimates long-time average annual soil loss based on six factors, including rainfall erosivity, soil erodibility, slope length, slope steepness, cover management, and support practices. RUSLE accounts for topographic effects through the product of the slope length (L) and steepness (S) subfactors, which when combined are called the topographic factor, or the LS factor. The LS factor represents the ratio of soil loss on a given slope length and steepness to soil loss from a slope that has a length of 22.13 m and a uniform steepness of 9% where all other factors are the same .
Topographic data are therefore important for estimating soil erosion and are often extracted from digital elevation models (DEMs). Many environmental studies have used DEMs to derive the LS factor in erosion risk estimation. Lu et al. (2004) , for example, mapped soil erosion risk in a large area of the Brazilian Amazonia forest using RUSLE with a 30 m DEM digitized from a 1:100,000 topographic map. They found that the majority of the study area had LS values less than 2.5, and most of the forest area had low erosion risk. Hoyos (2005) created a 25 m resolution DEM from a contour map of a 52 km 2 coffee-growing region in Colombia to calculate the LS factor for soil erosion estimation in that area. They found that the relationship between the LS factor and soil erosion potential had a correlation coefficient (Spearman r) ranging from 0.57 to 0.59, indicat- ing evidence of topographic influence on soil erosion potential in that area. Lee and Lee (2006) generated a 20 m resolution DEM of the 274 km 2 Bosung basin in Korea by digitizing and interpolation of contour lines on a 1:5000-scale topographic map. They used the DEM as a parameter input to RUSLE. Their study implied that the topographic LS factor, which is directly derived from the DEM, is sensitive to grid size. The optimal resolution to quantify soil loss in the RUSLE model for the study site was 125 m.
These studies demonstrated the use of DEMs for soil erosion estimation in environmental studies over largescale areas (watershed scale). For a relatively smaller scale (field scale), a reliable field DEM is vital because estimation of LS from an unreliable DEM could propagate errors into soil loss estimates, which could lead to a poor assessment of conservation practices in agricultural fields. Renschler and Flanagan (2008) used a real-time kinematic differential GPS (RTK-DGPS) survey and six alternative elevation data sources for soil erosion assessments using the Water Erosion Prediction Project (WEPP) model. They found that the more precise topographic measurements with a RTK-DGPS, a photogrammetric survey (TIN), and DGPS yielded more precise on-site soil loss estimates at all scales ranging from individual raster cells (0.01 ha) and hillslope areas (0.5 ha) to small watersheds (>4 ha). They also found that DEMs based on U.S. Geological Survey (USGS) 10 ft contour lines from publicly available data can be as good as the most accurate datasets (RTK-DGPS or TIN) in estimating average annual off-site runoff (-18.3% error) and sediment yield (-2.7% error) using the WEPP model within a 30 ha watershed. They demonstrated that not only the accuracy of the data source but also the appropriate handling and consequent analysis of topographical data within the GIS model environment have an impact on useful estimation results.
Existing publically available USGS DEMs or more accurate measurements collected from GPS-aided farm operations can be used to generate a field-scale DEM (Renschler and Flanagan, 2008) . Depending on the data sources, methods, and procedures used to generate the field DEMs, the DEM estimates contain errors (Holmes et al., 2000; Wechsler and Kroll, 2006; Weschler, 2007) . DEM errors affect LS factor estimation (Renschler et al., 2001) or any other DEM-derived parameters (Weschler, 2007) . Although this effect is well known, DEMs are often used as the true field surface, and the topographical uncertainty is not always accounted for in such applications.
The root mean square error (RMSE), the typical global measure of DEM accuracy, does not provide an accurate assessment of how precisely each grid in a DEM represents topographical features (Wise, 1998; Wechsler, 2007) . Hence, a number of researchers have investigated spatial simulation methods to assess the uncertainty of elevation estimates in each DEM grid (Hunter et al., 1995; Holmes et al., 2000; Carlisle, 2005; Wechsler and Kroll, 2006) . The simulation process accounts for spatial correlation in the data to produce equiprobable estimates (realizations) for each particular grid in the DEM. These realizations provide a range within which the true estimate lies and can be used to quantify the uncertainty at each DEM grid (Wechsler, 2007) .
It is important to assess the uncertainty associated with DEM elevation estimates, so that the propagation of these errors can be accounted for in other derived parameters or models. In this study, a 7.5 min USGS DEM and GPS field measurements were used to develop field-scale DEMs from which LS factors were calculated and average annual erosion rate was estimated for an agricultural field. The objectives of this study were to (1) assess the uncertainty in field DEM elevation estimates and their effect on erosion rate estimation, and (2) compare erosion rate uncertainty calculated using a USGS DEM and DEMs developed from GPS field surveys.
MATERIALS AND METHODS

ELEVATION DATA AND DEM DEVELOPMENT
The study field was located in Boxholm, Iowa, and covered a 62.81 ha (795 m wide × 790 m long) agricultural crop area. The field elevation ranged from 1140 to 1162 m (22 m elevation difference), and the slope ranged from 0% to 30%. Elevation data (7097 points) were collected during a seeding operation using an agricultural implement equipped with a RTK-DGPS receiver (StarFire RTK, Deere & Co., Moline, Ill.) with a vertical static RMSE of less than 0.025 m. Another set of elevation measurements (6874 points) was collected using a dual-frequency DGPS (DF-DGPS) receiver (StarFire SF2, Deere & Co., Moline, Ill.) mounted on a John Deere harvester during a harvesting operation. The DF-DGPS receiver had a vertical static RMSE of around 0.1 m. For both field operations, the vehicle traveled along 10 m swaths in the east-west direction.
A 7.5 min USGS DEM of Boxholm, which is located in Boone County, Iowa, was acquired from an online GIS data provider (GeoCommunity, 2007) . This DEM covered an area of 147.11 km 2 , had a 30 m cell resolution, and was generated by contour digitization, with a rated vertical RMSE of 7.0 to 15.0 m. At least 28 test points within the DEM (20 interior points, 8 along the edges) located at benchmarks, spot elevations, or points on contours from existing source maps were used by the USGS to calculate the RMSE (USGS, 1998). The DEM has an absolute vertical elevation error tolerance of 50 m for any grid node when compared to the test points. The USGS has set a standard that any array of points in the DEM cannot encompass more than 49 contiguous elevations to have error greater than 21 m. The 0.63 km 2 portion of the USGS DEM (6874 points) within the boundary of the field was used in this study.
Exploratory data analysis was done to study and understand the characteristics of the elevation measurements in each dataset. The GPS measurement histograms were slightly skewed to the left although the distribution was generally normal, indicating that a small percentage of measurements had high elevations (figs. 1b and 1d). The USGS dataset histogram revealed a strongly multimodal distribution ( fig. 1f ) as a result of the sparse pattern of elevation data points, which failed to capture the continuity and surficial detail in the field topography. There were low elevation patterns in the middle and southwest region of the study field that were smoothed in the USGS dataset (fig. 1e). The USGS dataset also underestimated the elevation, as the USGS values ranged from 1121 to 1136 m, about 20 m lower in average than the GPS measurements (ranged from 1139.6 to 1162.0 m). This may have been due to systematic errors as a result of the procedures used in the USGS DEM generation process that cause bias in the elevation. The USGS DEM was then co-registered to the RTK-DGPS elevation measurements by shifting up the USGS elevation by 20 m to eliminate these errors. From this point forward, the USGS co-registered elevations were used for further analysis.
Using each elevation dataset, field-level DEMs were developed. This process included interpolating the GPS measurements and the 30 m USGS DEM into 10 m gridded DEMs. For synchronization, the locations of the DEM grids were pre-defined so that each DEM developed using different datasets would use the same grid locations. The synchronization was done to ensure that the raster grids for the various DEMs precisely overlaid each other and that the values could be compared to each other in the later analysis.
Elevation data were interpolated using ordinary kriging to generate the DEMs of the field. Ordinary kriging was chosen because it is a commonly used unbiased estimator that seeks to minimize error variance (Isaaks and Srivastava, 1989) , which provides the best estimate of the value based on the available data. In addition, visual inspection of the data indicated no large trends, and ordinary kriging is known to be quite robust (Trangmar et al., 1985) . The gstat program in R statistical software (Free Software Foundation, Inc., Boston, Mass.) was use to perform the interpolation.
The sample semivariogram of each dataset was fit with a Gaussian semivariogram model because a Gaussian model presents a region of low slope near the zero distance, which is suitable for data that vary smoothly, such as elevation data. The semivariogram models for RTK and DF-DGPS measurements were similar, with a small nugget value of 0.1 m 2 . For the USGS DEM data, the semivariogram had a nugget value of 0.6 m 2 ( fig. 2 ). The nugget values provide an indication of the amount of local variation in the dataset, or an indication of the micro-spatial variability at a scale below the sampling resolution.
Using the semivariogram models, elevation data from each dataset were interpolated. A fixed radius of 60 m and a minimum of 30 data points were used to ensure enough interpolation support within an applicable computation time.
ERROR SIMULATION OF DEMS
Error simulation enables quantification of uncertainty associated with elevation estimates and its derived parameter in each DEM grid. In this section, the procedure to assess elevation estimates uncertainty is discussed.
Researchers have used error measured at discrete points (such as from GPS surveys or data of higher resolution) to estimate and investigate DEM error and the spatial structure of the DEM error (Holmes et al., 2000; Carlisle, 2005; Karkee et al., 2008) . In this study, DF-DGPS measurements and USGS datasets had lower accuracy relative to the RTK-DGPS measurements. Therefore, the RTK-DGPS elevation measurements were used as reference measurements to calculate errors contained in lower-accuracy datasets. The error was calculated by subtracting the nearest-neighbor RTK-DGPS elevation measurement from the interpolated elevation at each DF-DGPS and USGS DEM grid.
The DF-DGPS errors had no visible spatial patterns ( fig.  3a ). The histogram of the error values from the DF-DGPS dataset followed a roughly normal distribution, with a mean of -0.44 m, a median of -0.42 m, and a standard deviation of 0.69 m, indicating that, on average over the study area, the DF-DGPS DEM underestimates the elevation by -0.44 m ( fig. 3b ). However, the maximum error value of 3.14 m and minimum of -4.76 m show there are large differences from RTK-DGPS measurements in some areas. The semivariogram of the DF-DGPS error data shows some spatial correlation, and there is a slight trend of increasing variance with distance to a 200 m range ( fig. 3c) .
The USGS DEM error exhibited spatial patterns; particularly visible was a large region (area of topographic depression in the RTK-DGPS DEM) with positive error values up to around 8 m ( fig. 3d ). There were also several small regions in which negative error was observed. These regions were typically larger than the underlying 30 m spatial resolution of the original DEM. The USGS coregistered DEM error histogram was slightly skewed to the left, indicating that a high percentage of grids underestimated the elevation value. Across the field, the mean error was -0.11 m, the median was -0.25 m, and the standard deviation was 2.28 m. The maximum (8.45 m) and the minimum (-7.04 m) error values show that there are significant differences in some areas. The semivariogram of the USGS DEM error data shows spatial correlation with a substantial increase in variance with increasing distance to a 200 m range ( fig. 3f) .
Many studies have shown that DEM error is spatially variable (Ehlschlaeger and Shortridge, 1997; Hunter and Goodchild, 1997; Carlisle, 2005) and spatially correlated. Therefore, a model of DEM error should not be random, but spatially dependent. In this study, the magnitude and spatial distribution of error in the DEMs was evaluated using a geostatistical method that is recognized to be a realistic approach for DEM error modeling because it provides alternative plausible representations of possible spatial distribution of errors in a DEM (Holmes et al., 2000) .
Sequential Gaussian simulation (SGS) was used to produce multiple realizations of error values at each DEM grid based on available error data and spatial distribution of the error. Detailed descriptions of the SGS algorithm can be found in Goovaerts (1997) . The SGS was implemented using the gstat program in R (Free Software Foundation, Inc., Boston, Mass.). Prior to the simulation process, the normal scores transform, a non-linear transform that remaps any distribution to a normal distribution (Goovaerts, 1997) , was applied to the error datasets to map the error distribution into a standard normal distribution. This transformation was done to meet the format requirement of Gaussian simulation, which is that the univariate distribution of the error data be standard normal (figs. 4a and 4c). The semivariogram of the normal score-transformed error data was modeled for simple kriging estimation used in the simulation routine. Using gstat, the DF-DGPS normal scoretransformed error data were fit with a spherical semivariogram model with a nugget effect of 0.8 m 2 , lag distance of 180 m, and sill of 1.0 m 2 ( fig. 4b ). The USGS normal score-transformed error data were fit with a spherical semivariogram model with a nugget of 0.3 m 2 , lag distance of 200 m, and sill of 1.2 m 2 ( fig. 4d ). SGS models the uncertainty in the error data based on the normal score-transformed data available near each point of the DEM grids. The simple kriging estimates (kriging prediction and its associated kriging variance) were used to establish the local conditional cumulative distribution function (ccdf) of the error estimates at every DEM grid location. Within the simulations, multiple realizations of error predictions were randomly drawn from the ccdf. Once the simulations of the normal score values have been produced, each realization must be back-transformed to the original error distribution. This process essentially consists of taking the inverse of the normal scores transform to remap the normal score distribution to the original error histogram.
A total of 50 simulations were run, resulting in 50 realizations of each DEM error map. The minimum number of needed simulations was determined when the percent difference in standard deviation of simulated errors between subsequent simulations was below 1% and reached a steady state. The final step of the uncertainty analysis was to add the simulated error realizations of each dataset to its original kriged DEM. This created 50 equiprobable DEM realizations for each dataset to be used for erosion rate estimation. These realizations provide a range within which the true estimate lies and can be used to quantify elevation uncertainty associated with each DEM and its effect on erosion rate estimation.
For the RTK-DGPS measurements, the vertical RMSE of the receiver was stated to be less than 0.025 m by the GPS receiver manufacturer. Typically, in the absence of higher-accuracy data to calculate error values, a global accuracy measure such as RMSE is the only statistic available. When RMSE is the only information available, DEM errors are often modeled based on a random process of error values with standard deviation equal to the RMSE value (Weschler, 2007) , which means that the DEM error is assumed to be spatially uncorrelated. This assumption is generally not appropriate for modeling error in DEMs because higher error is expected in areas of more rugged terrain (Hunter and Goodchild, 1997) . Indeed, a number of authors reported that DEM errors could be larger on steep slopes (Hunter and Goodchild, 1997; Carrara et al., 1997) , lower in less complex terrain (Gao, 1997) , correlated with terrain ruggedness (Kyriakidis et al., 1999) and gradient, and could be related to other elevation features (Ehlschlaeger and Shortridge, 1997) . As the RTK-DGPS measurements were collected using a moving vehicle, the assumption that the elevation errors were related to terrain variability seems appropriate because measurement errors due to vehicle dynamics resulted from the vehicle interaction with field topography or variability in the field surface.
Hence, the methodology presented here is intended to model the RTK-DGPS DEM errors based on the known RMSE and relate it to the elevation variability. The spatial distribution of RTK-DGPS DEM error related to the elevation variability was assessed using SGS. The normal score transform of the RTK-DGPS elevation measurements were used within the simulation to produce 50 realizations of elevation values at each DEM grid. First, the spatial correlations in the normal score-transformed data were modeled using a Gaussian semivariogram model with a nugget value of 0.1 m 2 , similar to that of the original elevation. After simulation, the elevation realizations were backtransformed to the original elevation data distribution. This produced 50 DEM realizations, which were then subtracted from the mean realizations to produce 50 realizations of error maps. Each error map provides a plausible representation of possible spatial distribution of errors in the DEM, in which the spatial structure related to elevation variability was accounted for within the SGS routine ( fig. 5 ). As the RMSE of the RTK-DGPS measurements was 0.025 m, the error maps were rescaled to have mean value equal to zero and standard deviation equal to the RMSE of the RTK-DGPS measurements of 0.025 m. The rescaled error maps were added to the previously kriged RTK-DGPS DEMs to produce 50 equiprobable RTK-DGPS DEMs for erosion rate estimation. These realizations provide a range within which the true estimate lies and can be used to quantify the RTK-DGPS DEM uncertainty and its effect on erosion rate estimation.
EROSION RATE ESTIMATION USING RUSLE
The LS topographical factor estimates were derived from the 50 realizations of DEMs from each dataset using ArcView (version 3.3, ESRI, Redlands, Cal.) within the ArcView Spatial Analyst extension. The calculation was done using an Avenue script of RUSLE3D, an improved method for RUSLE calculation within GIS (Mitasova et al., 2001) . The computation of the LS factor at a point r = (x, y) is given by: 
where A(r) is the upslope contributing area per unit contour width (m 2 m -1 ), and b is the slope (in degrees). This process resulted in 50 LS factor maps for each dataset, which were used to produce 50 equiprobable maps of the average annual erosion rate of the field. The annual erosion rate maps were generated by multiplying the LS factor maps with other RUSLE factors, as follows:
where E = estimation of average annual erosion rate caused by sheet and rill erosion (Mg ha -1 year -1 ) R = rainfall erosivity factor for Boone County, Iowa (2723.2 MJ mm ha -1 h -1 year -1 ) K = soil erodibility factor map LS = slope length and steepness factor maps calculated in ArcView C = cover and management factor (0.24 for cornsoybean rotation with spring conservation tillage) P = support practice factor (1, indicating no soil conservation practice). The soil erodibility factor map was developed based on the soil database generated by the USDA Natural Resource Conservation Service (NRCS) and distributed with the RUSLE2 software. RUSLE2 is a RUSLE model-based software package developed by the USDA Agricultural Research Services (ARS). A collection of dynamically linked RUSLE2 libraries called RomeDLL was also developed and distributed with RUSLE2 software. In this study, RomeDLL was incorporated into a custom-developed application to extract soil type and corresponding erodibility value for each DEM grid within the two test fields. .
UNCERTAINTY ASSESSMENT METHOD
Using 50 elevation realizations and the resulting 50 erosion rate realizations from the three DEM sources, the uncertainty of the estimates in each grid was quantified. The elevation and erosion rate uncertainty in each grid were based on the dispersion of the estimates from their mean. The dispersion was estimated by calculating the 95% confidence interval (CI) of the estimate in each grid, indicating 95% probability that the mean of the estimates falls in that interval. The 95% CI was calculated as the standard deviation multiplied by the critical two-tailed value of 1.96 for a standard normal distribution (Sheskin, 2004) :
where z i refers to the lower and upper 95% CI of the estimates in the ith grid, with i as the indexing number of the grid across the map, and σ i refers to the standard deviation of the estimates in ith grid. The 95% CI estimator provides an indication of statistical dispersion of the estimated parameters, which can be used to quantify the uncertainty of the estimated parameter at each grid location. An estimate with a small CI is more reliable than an estimate that has a large CI. By calculating the CI in each grid estimate across the map, the estimated spatial uncertainty at any particular location can be observed and studied.
RESULTS AND DISCUSSION
SIMULATED DEMS
Contour plots of the DEMs developed using each elevation dataset showed that the field generally has lower elevations at its southeast, northeast, and northwest edges ( fig.  6 ). There were some common patterns with dense contour lines in several spots, indicating high elevation gradients ( figs. 6a and 6b) . These patterns appeared differently in the 10 m DEM developed with the USGS data ( fig. 6c) . The low-resolution USGS DEM data missed many topographical details in the field. Errors as a result of the procedures used in the USGS DEM generation process smoothed the topographic depression in the middle and southwest regions of the field.
In the simulation process, 50 simulated error realizations were added to the kriged DEMs to created 50 equiprobable realizations of the DEMs. The average elevations across the field were calculated by taking the average of all the grid mean elevations across the DEM. Overall, for each of the DEMs, the average estimated elevation was very similar, around 1149.74 to 1149.95 m (table 1). The elevation range was 21.84 m for the USGS DEM, 21.57 m for the DF-DGPS DEM, and 21.63 m for the RTK DEM. The differences in elevation ranges indicate the differences in estimated field DEM elevations from each of the datasets.
UNCERTAINTY ESTIMATES OF DEMS
Gray-scale maps of the 95% CI of the elevation estimates in each grid were constructed to describe the uncertainty in the estimated elevation of the DEMs (fig. 7) . Darker color indicates higher CI values, which signify higher uncertainty in the estimates. For the DEMs simulated from the RTK-DGPS measurements, the 95% CIs of the grid elevation were very small, with a maximum of 0.15 m ( fig. 7a ). The small uncertainty was mainly related to the variability in the RTK-DGPS elevation measurements around the grid. The uncertainty can also be related to vehi- Table 1 . Summary statistics of 50 equiprobable elevations and erosion rate across the study field. cle dynamics, resulting from the vehicle's interaction with the micro-scale variability in the field surface. For the DEMs simulated from the DF-DGPS measurements, the uncertainty of the simulated elevations in each grid was higher than the RTK DEM, with 95% CI up to 3.12 m ( fig.  7b) . A few dark patches in some spots of the 95% CI map show that there was a substantial deviation of the DF-DGPS elevations from the RTK DEM, which indicates high uncertainty in that area. The uncertainty in the elevation estimates was more clearly distinguished in the 95% CI map of the DEMs simulated from the USGS dataset ( fig. 7c) . High values of the 95% CI in the grid elevation estimates were clearly observed in areas with large elevation errors as computed in the error analysis. These areas were characterized in the northeast, middle, and southwest regions of the study field, with 95% CIs up to 4.33 m. Small estimated elevation CIs in the RTK DEM grids show that the degree of certainty in the grid elevation was higher using the RTK-DGPS measurements compared to the DF-DGPS measurements and USGS dataset. The uncertainty estimates could give some insight to help the modeler understand the uncertainty of the subsequent analyses that use data derived from a specific DEM. Overall across the study field, the average uncertainty of the grid elevation estimate was highest for the USGS DEM (table 1). The average 95% CIs of the mean simulated elevation values in each grid across the field study for the RTK DEM, DF-DGPS DEM, and USGS DEM were 0.08 m, 1.35 m, and 1.72 m, respectively. The range of CIs across the field was 0.14 m for RTK DEM, 2.93 m for DF-DGPS DEM, and 3.48 m USGS DEM. Although the difference in elevation between the DF-DGPS DEM and RTK DEM was smaller compared to the difference in elevation between the USGS DEM and RTK DEM ( fig. 3 ), the range of 95% CIs across the DF-DGPS DEM was relatively high, indicating that there was high uncertainty in some areas.
Dataset
It is the responsibility of the modeler to determine whether the uncertainty in these DEMs will affect the results of applications that use the parameters derived from the DEMs. The effect of the DEM uncertainty on average annual erosion rate estimation of the field is discussed in the following section.
ESTIMATED AVERAGE ANNUAL EROSION RATE
The estimated average annual erosion rates for kriged DEMs using GPS measurements were similar to each other (figs. 8a and 8b). As expected, higher values of estimated erosion rate were observed in areas with higher slope values. The highest erosion rate values appeared in a few spots with the highest peak in the west part of the field. The contour pattern of erosion rate estimates derived from the kriged DF-DGPS DEM ( fig. 8b) showed similarity with the erosion rate pattern from the RTK DEM ( fig. 8a) , although most of the high erosion rate areas were underestimated. For the USGS DEM, the areas that have high elevation uncertainty characterized in the previous section (in northeast, middle, and southwest) were the areas that have the most differences in erosion rate estimation relative to the erosion rate estimates derived from the RTK DEM ( fig. 8c ).
The mean of the simulated average annual erosion rates across the field was calculated by averaging all the mean erosion rates across the entire DEM. For each DEM, the average annual erosion rate for the whole field was very similar and ranged from 10.07 to 10.58 Mg ha -1 year -1 (table 1) . However, the range of average annual erosion rate across the field for the RTK DEM was 139.41 Mg ha -1 year -1 , which was substantially higher than 89.27 Mg ha -1 year -1 for the DF-DGPS DEM and 96.85 Mg ha -1 year -1 for the USGS DEM. For the RTK DEM, 95% of the grid erosion rates were smaller than 36.10 Mg ha -1 year -1 . For the DF-DGPS DEM and USGS DEM, 95% of the grid erosion rates were smaller than 25.93 Mg ha -1 year -1 . The smaller range of erosion rate estimates in the DF-DGPS and USGS DEMs relative to the RTK DEM signifies that, at some areas in the field, the erosion rate estimation using these DEMs was misleading.
To compare the erosion rate estimates using different DEMs, the percentage of the map area that has erosion rates greater than a tolerance, or T value, of 11.21 Mg ha -1 year -1 (5 tons acre -1 year -1 threshold) (Montgomery, 2007) was estimated. About 43% of the area in the erosion rate map estimated from the RTK DEM has values greater than the threshold (fig. 9a) . The percentages of the area that has erosion rates greater than the threshold for the DF-DGPS DEM and USGS DEM were substantially lower: 24% and 27%, respectively (figs. 9b and 9c). The study shows that for accurate LS factor estimation to be used in the RUSLE equation for soil erosion rate estimation, high-accuracy elevation measurements, such as those acquired using RTK-DGPS receivers, are required. However, even more important than the estimated erosion rate is the uncertainty in that estimate, which may lead to an erosion rate associated with a conservation practice that is statistically indistinguishable from the T value. Hence, the modeler should take into account the uncertainty in the estimates by using uncertainty statistics to classify the areas that have unreliable estimations. This could provide guidelines for error reduction in management planning or conservation practice.
UNCERTAINTY ESTIMATES OF ESTIMATED EROSION RATE
A gray-scale map of the 95% CI of the 50 equiprobable erosion rates in each grid was constructed to describe the uncertainty in the erosion rate estimation ( fig. 10 ). For the DEMs simulated from RTK-DGPS measurements, the 95% CI of the grid erosion rate was very small and ranged up to 8.09 Mg ha -1 year -1 ( fig. 10a ). For the DF-DGPS DEMs, the uncertainty of the estimated erosion rate in each grid was substantially higher than that of the RTK DEM, with 95% CI up to 83.74 Mg ha -1 year -1 ( fig. 10b ). This shows that even a small amount of elevation error in DEMs greatly affected the erosion rate estimates. Dark patches in many spots of the 95% CI map indicated high degrees of uncertainty in the estimates. The uncertainty in the erosion rate estimates was more clearly distinguished in the 95% CI map of the predicted erosion rate from the USGS DEM ( fig. 10c) . The high value of 95% CI in the erosion rate estimates is clearly observed in the areas that have large elevation error as computed in the error analysis. These areas were characterized in the northeast, middle, and southwest regions of the field, with 95% CI up to 109.81 Mg ha -1 year -1 . The low 95% CI of erosion rate estimates from the RTK DEM shows that the degree of certainty in the erosion rate estimates was higher using the RTK DEM compared to the DF-DGPS DEM and USGS DEM.
Similar to the average uncertainty of the elevation estimates, the average uncertainty of the erosion rate factor estimates across the study field was higher for the USGS DEM (table 1) . Quantitatively, the average 95% CI estimates of the mean erosion rates across the field for the RTK DEM, DF-DGPS DEM, and USGS DEM were 0.54, 23.16, and 27.67 Mg ha -1 year -1 , respectively. Although the elevation errors in the DF-DGPS DEM were smaller than those in the USGS DEM, the impact of the errors on erosion rate estimation was substantially higher. More than 80% of the area in the erosion rate map predicted from the DF-DGPS DEM and USGS DEM has 95% CI greater than 11.21 Mg ha -1 year -1 (5 tons acre -1 year -1 ). In this study, if the erosion rate tolerance, or T value, were set to 11.21 Mg ha -1 year -1 (5 tons acre -1 year -1 ) as a threshold (Montgomery, 2007) , then about 31% of the erosion rate estimates using the DF-DGPS DEM and 35% of the erosion rate estimates using the USGS DEM were statistically indistinguishable from the T value. In other words, more than 30% of the area in the erosion rate CI map predicted from the DF-DGPS DEM and USGS DEM contained the T value ( fig. 11 ). This means that it cannot be determined if the estimated erosion rate was statistically different from the T value, and hence it is difficult to use the best-informed conservation measures at those locations. Overall, the uncertainty estimators, such as the 95% CI of the erosion rate estimates, which were calculated on gridby-grid basis, enabled quantification and visualization of the impacts of the DEM errors in the erosion rate estimation.
Thorough evaluation of the uncertainty in the elevation data is needed for drawing appropriate conclusions on the impact of the DEM errors on erosion rate estimation. The quantification of the uncertainty estimators on a grid-bygrid basis enables more precise assessment of reliability of the estimated estimates across the study area. One current problem is that there is no standard uncertainty statistic in the spatial estimation of elevation data. This study used 95% confidence intervals; future analysis could focus on what is the best way to communicate "uncertainty" in spatial data estimation, which is critical for precise assessment of reliability of the estimates.
CONCLUSION
The uncertainty in the estimated DEMs affected erosion rate estimation in this study. From this study, the following conclusions can be drawn:
• The average elevation uncertainty for the DF-DGPS DEM and USGS DEM were of similar magnitude and substantially higher than that of the RTK DEM by about an order of magnitude. Although the errors in the DF-DGPS measurements were smaller (ranging from -3.14 to 4.76 m) than the errors in the USGS DEM dataset (ranging from -7.04 to 8.45 m), the impact of these errors in the DEM elevation uncertainty were substantial.
• Even small uncertainties in the DEM elevation produced large uncertainty in the average annual erosion rate estimates in the study field. More than 30% of the area in the erosion rate CI map predicted from the DF-DGPS DEM and USGS DEM contained the T value of 11.21 Mg ha -1 year -1 (5 tons acre -1 year -1 ).
• Quantifying uncertainty using a statistic such as 95% CI in each grid enables a thorough assessment of the estimation uncertainty. The uncertainty estimators that were calculated on a grid-by-grid basis provided visualization of the impacts of the DEM errors in the erosion rate estimation. This study focused on DEM uncertainty associated with elevation values and its effect on erosion rate estimates. DEM uncertainty also exists due to spatial resolution, and its effects may be different but coexisting in all DEMs. Uncertainty due to spatial resolution coupled with elevation uncertainty may have substantial effects, and thus should be investigated in future studies.
The practical implementation of this study is mainly for the assessment of conservation practices in an agricultural field. This study showed that less accurate elevation data may lead to erosion rate estimates that are uncertain (relative to the RTK DEM) in areas where this information is most critical from a conservation standpoint. For the purposes of precision conservation, areas of the field that have erosion rates high enough for concern should be targeted. However, if less accurate data lead to estimates that have large confidence intervals, then it is difficult to implement the best-informed conservation measures at those locations.
