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In superconductors spin-split by an exchange field, thermal effects are coupled to spin transport.
We show how an oscillating electromagnetic field in such systems creates spin imbalance, that can
be detected with a spin-polarized probe. The sign and magnitude of the probe signal result from
a competition between processes converting field induced spin energy imbalance to spin imbalance,
dominant at low frequencies, and microwave-driven pair breaking at high frequencies. In the presence
of spin-flip scattering, we show that ac excitation also leads to multistabilities in the superconducting
state.
I. INTRODUCTION
Long-lived spin excitations are interesting for spin-
tronics applications, and the spin transport in super-
conductors has recently attracted renewed attention in
this context.1–3 Spin accumulation in a superconduc-
tor can be generated by injecting current from a spin-
polarized electrode, for example a ferromagnet. A sec-
ond approach for spin injection studied in a number of
recent experiments4–9 is to use a magnetic field or prox-
imity to ferromagnetic insulators to Zeeman split the
density of states of the superconductor10,11 (cf. Fig. 1),
so that injection of current from an unpolarized probe
also generates observable spin accumulation. The spin-
splitting also changes the quasiparticle physics so that
one component of the imbalance only relaxes via inelastic
scattering,4,5,12,13 leading to long observed spin lifetimes
and relaxation lengths.
The physics of the long-ranged quasiparticle spin ac-
cumulation in spin-split superconductors is closely con-
nected to their thermoelectric properties. Magnetic in-
teractions in superconductors break the spin-resolved
electron-hole symmetry, enabling large thermoelectric
responses. This is predicted to occur due to mag-
netic impurities14, spin-active interfaces,15–17 and in
superconductor–ferromagnet systems in the presence of
exchange fields.18 The large thermoelectric effect in spin-
split superconductor/ferromagnet tunnel junction has
been observed very recently (see Ref. 19).
The thermoelectric mechanisms are also connected to
photoelectric effects in superconductors20,21, where ab-
sorbed radiation is converted to a dc voltage observed
in a probe electrode. Based on the above discussion, a
photo-spin-electric effect should be present also in spin-
split superconductors — the absorbed radiation gener-
ates spin imbalance, which relaxes slowly via inelastic
scattering. This is interesting to consider e.g. in the
context of measurements that use microwave signals to
probe spin resonances of the quasiparticles.9
FIG. 1. (a) A superconductor absorbs microwave electro-
magnetic radiation, in the presence of an internal exchange
field h. In the steady state, this generates a spin imbalance
δµs, an excess of quasiparticles whose spins are either aligned
(δµs > 0) or anti-aligned (δµs < 0) with the axis of the ex-
change field. (b) The quasiparticle spectrum is spin-split by
the exchange field. Coupling to microwaves generates spin-
conserving quasiparticle transitions that change energy by ±ω
and perturb the electron distribution (dotted). Elastic spin-
flip scattering transforms quasiparticles to the opposite spin
species, converting energy imbalance to spin imbalance.
In this work, we discuss how an electric ac field in
diffusive spin-split superconductors produces spin imbal-
ance [see Fig. 1(a)]. We find that the ac driving gener-
ates spin imbalance that is either parallel or antiparallel
to the exchange field, depending on the drive frequency.
Nonequilibrium states generated by ac fields in conven-
tional superconductors have long been studied,22 and we
extend the picture to include spin splitting. Although in-
teraction with the fields conserves spin, combining it with
elastic spin-flip scattering from e.g. magnetic impurities
results to a nonequilibrium steady state with nonzero
spin imbalance [see Fig. 1(b)]. We discuss how the ef-
fect can be detected via ferromagnetic probes [Eq. (13)].
Similar photoelectric effects are known to occur also in
the absence of spin splitting,20,21 but they require weak
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2elastic scattering. We also predict that the spin imbal-
ance results to an instability in the superconducting order
parameter, permitting multiple non-zero values for it in
a temperature range around Tc, leading to hysteresis and
providing a second characteristic signature of the effect.
The manuscript is organized as follows. We outline the
model in Sec. II and discuss observables accessible with
spin-polarized electrical probes in Sec. III. Modification
of the superconducting order parameter is discussed in
Sec. IV, and we conclude in Sec. V.
II. KINETIC EQUATIONS
We consider a diffusive superconductor film with a Zee-
man field induced either by an external magnetic field10
or for example proximity to a magnetic insulator.11,23 In
order to describe a nonequilibrium situation we apply the
quasiclassical Keldysh-Green function formulation,24–28
and write the Usadel equation for the spin-split super-
conductor (here and below, we set ~ = e = kB = 1):
D∇ˆ · (gˇ∇ˆgˇ) + [iτˆ3 − i(h · S)τˆ3 − ∆ˆ− iσˇ, gˇ] = 0 . (1)
The function gˇ(t, t′) is a matrix which in the Keldysh-
Nambu-spin space has the form
gˇ =
(
gˆR gˆK
0 gˆA
)
,
where gˆR,A,K are the retarded, advanced and Keldysh
2×2 matrices in the Nambu (τj) and spin (sj) spaces
and S = (s1, s2, s3). The exchange field h is induced
by an external magnetic field10 or for example prox-
imity to a magnetic insulator.11,23 Here, D is the dif-
fusion constant of the superconductor, ∆ is the order
parameter, and σˇ a self-energy corresponding to spin-
flip and inelastic scattering (electron-phonon or electron-
electron). We use a gauge where the electric potential
is ϕ = 0, and coupling to electromagnetic fields is via a
vector potential A appearing in the covariant derivative
∇ˆX = ∇X − [iAτ3, X].
We assume that the superconducting film is in a uni-
form time-dependent electric field E(t) = A0ω0 sin(ω0t).
We follow a similar approximation procedure as in
Ref. 22. In a spatially uniform situation, assuming
the film is thinner than the skin depth, the vector po-
tential enters equivalently as a self-energy σˇA(t, t
′) =
−iDA(t) · τˆ3gˇ(t, t′)A(t′)τˆ3 which after time averaging is
given by
σˇA(E) = −iDA
2
0
4
τ3[gˇ(E + ω0) + gˇ(E − ω0)]τ3 .
Considering time dynamics implied by Eq. (1), this ex-
pression describes the effect of the ac field in the leading
order in the small parameter DA20  ω0.
The self-energy term in Eq. (1) also takes into ac-
count a number of relaxation processes present in real
superconductors. This includes spin-flip scattering24,27,28
due to magnetic impurities σˇsf = − i8τsf Sτ3 · gˇSτ3, spin-
orbit scattering σˇso = − i8τsoS · gˇS, and phonon scat-
tering σˇph (see Appendix A). Below, we parameterize
τ−1sf/so =
1±β
2 τ
−1
sn , where the parameter −1 ≤ β ≤ 1
describes which of the spin-flip and spin-orbit scatter-
ing mechanisms is stronger. For example, the scatter-
ing rates in Al wires were found to be τsn ≈ 100 ps and
β ≈ 0.5 in Ref. 29, so that Tcτsn ∼ 20. We also in-
clude orbital dephasing, σˇorb = − i2τorb τ3gˇτ3, which is
relevant if an external magnetic field is used to generate
the exchange field h = gµBB. The scattering rate asso-
ciated with the orbital effect is30 τ−1orb =
Tc0αorb
2 (h/Tc0)
2,
where Tc0 ≈ 0.567∆0 is the BCS critical temperature,
and the parameter αorb = Tc0DW
2/(12g2µ2B) depends
on the film thickness W .
The Keldysh component of gˇ can be expressed in terms
of the retarded and advanced matrices and distribution
function matrix fˆ , gˆK = gˆRfˆ − fˆ gˆA. In particular fˆ pa-
rameterizes the quasiparticle nonequilibrium modes. Be-
low, we choose the z-axis parallel to the Zeeman field.
In this case, the retarded function is spin-diagonal and
we write it in the form gˆR =
∑
σ=↑/↓ sσ[gσ,1τ1 + gσ,3τ3],
where s↑/↓ = [1 ± sz]/2. Similarly, we write the distri-
bution function as fˆ =
∑
σ=↑/↓ sσ[fLσ + τˆ3fTσ]. The
distribution functions fTσ characterize the charge imbal-
ance and fLσ the energy imbalance in the two spin bands.
An alternative representation fT/L = (fT/L,↑+fT/L,↓)/2,
fL3/T3 = (fT/L,↑ − fT/L,↓)/2 was used in Ref. 12.
In terms of these functions, Eq. (1) results in kinetic
equations for the components of fˆ . In the steady state
they are rate equations expressing a balance of excitation
and relaxation processes:
IˆA[fˆ ] + Iˆsf+so[fˆ ] + Iˆ∆[fˆ ] + Iˆrelax[fˆ ] = 0 , (2)
where the collision integrals Iˆ are related to the corre-
sponding self-energies and ∆ˆ via Iˆ = (gˆRZˆ − ZˆgˆA)/8,
Zˆ = iσˆRfˆ − ifˆ σˆA − iσˆK . Below, we find that fTσ = 0
for our problem, so that I∆ = 0.
For the electromagnetic collision integral we get
ZˆA =
DA20
4
∑
±
τ3[g
R
±(fˆ − fˆ±)− (fˆ − fˆ±)gA±]τ3 , (3)
where fˆ±(E) = fˆ(E ± ω0). The s↑/↓ components read
IA,σ(E) = Tr sσIˆ = DA
2
0
4
∑
±
RL,σ(E,E ± ω) (4)
× [fL,σ(E)− fL,σ(E ± ω)] .
The τˆ3sσ components vanish, reflecting charge conserva-
tion. The ±ω terms indicate driven quasiparticle tran-
sitions up/down in energy. In terms of the Fermi dis-
tribution function fσ =
1−fLσ
2 , the second line acquires
3FIG. 2. Schematic cross-section of a superconductor (S)
/ ferromagnetic insulator (FI) hybrid thin-film structure of
thickness d  L, driven by an oscillating ac electric field
corresponding to voltage V at frequency ω. The S/FI layer
is coupled to a ferromagnetic detector probe (F) via a tunnel
junction, where the dc current Idet is measured.
the typical structure for fermion transitions, −2{fσ(E ±
ω)[1− fσ(E)]− fσ(E)[1− fσ(E ± ω)]}. The kernel R is
RL,σ(E,E
′) = Nσ(E)Nσ(E′) + Im gσ,1,E Im gσ,1,E′ ,
(5)
where Nσ(E) = Re gσ,3,E is the spin-dependent density
of states. The result Eq. (4) is equivalent to a standard
photoabsorption collision integral for each spin.
For the elastic spin-flip and spin-orbit scattering, we
have
Isn,σ = S↑↓
4τsn
(fL,σ − fL,−σ) , (6)
S↑↓ = N↑N↓ + β Im g↑,1 Im g↓,1 . (7)
To find analytical results we describe inelastic relaxation
within a relaxation-time approximation, for which we
have
Iin,σ = Nσ
2τin
(fLσ − f (0)L ) . (8)
We also obtain numerical results with a more detailed
model for electron-phonon scattering (see Appendix A).
Based on the above equations, we can first solve the
components of gˆR from Eq. (1), which can be done an-
alytically in some cases, or in general numerically. This
provides the coefficients in the kinetic equations (2). Al-
ternatively, we also solve Eq. (1) directly numerically (see
Appendix B), which ensures self-consistency of the spec-
tral functions.
III. SPIN IMBALANCE
Experimentally, spin imbalance in the superconductor
can be probed by electrical measurements that use spin-
filtering probe junctions, for example ferromagnets. The
dc current-voltage relation will in these cases contain a
component that depends on the polarization of the probe
and the spin imbalance in the sample.
The current measured by a spin-filtering tunnel probe
[see Fig. 2] coupled to the superconductor and biased at
V = 0 is given by31
RdetIdet = µ+ Pdetµz (9)
µ =
1
4
∫ ∞
−∞
d [N↑fT↑ +N↓fT↓] , (10)
µz =
1
4
∫ ∞
−∞
d {N↑[fL↑ − fL,d]−N↓[fL↓ − fL,d]} ,
(11)
where Pdet is the detector polarization in z-direction,
Rdet the junction resistance, and fL,d = tanh
E
2Tdet
the
equilibrium distribution in the detector. The current in
the detector is a measure of the charge (µ) and spin (µz)
imbalances.
The ac drive only excites the modes fL,↑/↓ which carry
no charge imbalance, so that on this level of analy-
sis, no photoelectric effect is present (µ = 0). More-
over, Eq. (2) together with a spin-independent relax-
ation time yields no spin imbalance (µz = 0). This
follows from RL,σ(E,E
′) = RL,σ(E′, E) and µz ∝∫∞
−∞ dE
∑
σ σIin,σ ∝
∫∞
−∞ dE
∑
σ σIA,σ(E) = 0, re-
flecting conservation of spin.
In practice, however, elastic spin-flip scattering cannot
be ignored, and the associated scattering times can be
short compared to the inelastic collisions, τsn  τin. Un-
der such conditions, ac drive can result to nonzero spin
imbalance µz 6= 0 in the steady state. Away from the
strict diffusive limit, magnetic impurities result to a pho-
toelectric effect of order `2elA
2
0 also in the absence of the
Zeeman splitting.20,21 Here, we concentrate only on the
diffusive limit and hence the Zeeman splitting is crucial.
Writing the solution of the kinetic equations
Eqs. (2),(9) using the relaxation time approximation for
inelastic processes, and considering the limit of weak
spin-flip scattering τin  τsn, DA20τin  1, we find
fLσ − f (0)Lσ ' −
2I(0)A,στin
Nσ
− σS↑↓τ
2
in
2τsn
N↑I(0)A↓ −N↓I(0)A↑
N↑N↓
.
(12)
where I(0)Aσ = IAσ[f (0)L ], and f (0)L = tanh E2T is the equi-
librium distribution. As noted above, the first term does
not contribute to spin imbalance, but the second term
does. The result is illustrated in Fig. 1(b): the tran-
sitions driven by the ac field generate an imbalance of
quasiparticles inside both spin bands, which the spin-
flip scattering converts to a spin imbalance at energies
|E| > |∆|+ |h|.
In a typical situation, however, we expect that spin-flip
scattering is fast compared to inelastic relaxation (τsn 
τin). In this limit we have for the detector current,
Idet = −PdetDA
2
0τin
4Rdet
∫ ∞
−∞
dE
∑
±
[f
(0)
L (E)− f (0)L (E ± ω)]
(13)
× N↑(E)RL↓(E,E ± ω)−N↓(E)RL↑(E,E ± ω)
N↑(E) +N↓(E)
.
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FIG. 3. Current at the detector probe under ac excitation,
for τsnTc0 = 12.5, β = 0.5, h/∆0 = 0.17, DA
2
0/∆0 = 4×10−4,
αorb = 0.1. Solid lines correspond to a numerical solution of
Eq. (1) with the phonon model with τeph,0Tc0 = 100, and
dotted lines to Eq. (13) with τin = (Tc0/T )
3τeph,0.
The result is shown in Fig. 3 for representative parame-
ters. The figure also shows results computed numerically
using a phonon model (see Appendix A). The two are
qualitatively similar, up to differences largely originating
from temperature and energy dependence in the relax-
ation rates. As the frequency increases, the amplitude of
the signal also increases up to the point ω ≈ 2h, where
the process depicted in Fig. 1(b) saturates. At large fre-
quencies ω & 2∆ the detector current changes sign, as
microwave-driven pair breaking starts to contribute. In
this regime, the resulting signal can be understood as
a thermoelectric current15,17,18 driven by a temperature
difference TS > TF caused by the heating of the super-
conductor by the drive.
In addition to the nonequilibrium-generated signal, os-
cillating electric fields can introduce a voltage drop Vac
across the detector tunnel barrier. This results to an ad-
ditional signal from photoassisted tunnelling. Within the
above approach, the total current is given by the Tien-
Gordon result,32,33
I =
∞∑
n=−∞
J2n
(
eVac
~ωac
)
Idet(Vdc + n~ωac/e) , (14)
where Idet(V ) is the current-voltage relation in the ab-
sence of Vac, and Jn are Bessel functions. In the leading
order in driving amplitude (Vac → 0) and without dc bias
(V = 0),
I ' Idet(0) + I0,T (15)
I0,T =
V 2ac
4ω2
[Ieq(ω) + Ieq(−ω)] , (16)
where Idet(0) is the nonequilibrium current (9), I0,T the
photoassisted current, and Ieq(V ) is the IV-relation of the
FIS junction when the superconductor is at equilibrium.
We have
I0,T =
PdetV
2
ac
2Rdetω2
∫ ∞
−∞
dEN0(E)
[
(17)
f
(0)
L (E + h)−
f
(0)
L (E − ω + h) + f (0)L (E + ω + h)
2
− f (0)L (E − h) +
f
(0)
L (E − ω − h) + f (0)L (E + ω − h)
2
]
,
where N0 = Re
|E|√
E2−∆2 is the BCS density of states.
Consider now ω, h . T . We find
I0,T = −PdetV
2
ach
2Rdet∆20
η(T/∆) , (18)
where η ∼ 1. The photoassisted tunneling current has
the same sign I < 0 as a thermoelectric current generated
by heating the ferromagnet, TS < TF , and therefore also
the same sign as the nonequilibrium effect (13) at the low
frequencies. The ratio of the photoassisted tunneling to
the nonequilibrium one is Idet(0)/I0,T ∝ (A0ω0`in/Vac)2
where `in =
√
Dτin.
In principle, Vac can be suppressed by suitable cir-
cuit design. An approach for suppressing the photoas-
sisted tunnelling used in a previous experiment34 mea-
suring the gap enhancement due to microwave drive was
to use a large-area lateral tunnel junction with a high
capacitance. Assuming the microwave currents in the
S-film and through the detector junction are of simi-
lar magnitude (cf. Ref. 35), one has A0ω0`in/Vac ∝
ZS,`in(ω)/ZT (ω), where ZS,`in is the impedance of the
S film of length `in and ZT is the junction impedance.
Moreover, the presence of photoassisted tunneling can in
principle be recognized from the appearance of frequency
replicas in the tunneling I-V relation, which should not
be present in the nonequilibrium signal.
IV. GAP INSTABILITY
The nonequilibrium spin accumulation affects the mag-
nitude of the superconducting order parameter, poten-
tially leading to large changes and collapse of supercon-
ductivity for large driving amplitudes.
Let us consider the effect of the driving on the super-
conducting order parameter,
∆ =
λ
8
∫ E0
−E0
dE tr
τ1 + iτ2
2
gˆK(E) . (19)
Here, we assume singlet pairing, and λ is the correspond-
ing coupling constant and E0 the BCS cutoff. The sim-
plest situation is obtained by neglecting spin-flip and
spin-orbit scattering. In this case, we can observe that
the only spin structure in the equations arises from the
Zeeman term, h ·S. Treating inelastic collisions within a
5relaxation time approximation, we find in leading order
NσδfLσ
τin
= −DA
2
0
2
∑
±
RLσ(E,E ± ω)[f (0)L (E)− f (0)L (E ± ω)] .
(20)
The nonequilibrium part of the gap equation now reads
δ∆ =
λ
4
DA20τin
∫ ∞
−∞
dE
∑
σ=±
∑
±
R
(0)
± (E)F0(E)
N0(E)
(21)
× [f0(E + σh)− f0(E + σh± ω)]
' λ
4
DA20τinω
2T
∫ ∞
−∞
dE
∑
±
±R(0)± (E)F0(E)
N0(E)
(22)
where on the second line we expand around T  h,∆,
and F0(E) =
1
4 Im tr τ1gˆ
R(E)|h=0. The result is the same
as for zero Zeeman field. Without spin-flip scattering,
the exchange field does not have a significant effect at
high temperatures, and the result coincides with known
results in Ref. 22: the superconducting gap is enhanced
by the driving, and the superconducting branch extends
to T > Tc. Numerical calculations also indicate that
the exchange field does not cause significant qualitative
changes at lower temperatures either (see below).
The spin imbalance generated by the spin-flip scat-
tering however modifies the above conclusion, provided
these processes are not slow compared to energy relax-
ation. As above, let us now assume τsn  τin. In this
case we find
δ∆ =
λ
4
DA20τin
∫ ∞
−∞
d
F↑ + F↓
N↑ +N↓
(23)
×
∑
±
RL(E,E ± ω)[f (0)L (E)− f (0)L (E ± ω)] ,
where RL =
1
2
∑
σ RLσ, and Fσ = Re gσ,1 is the coher-
ence function. The difference to Eq. (21) is in that the
elastic spin-flip scattering forces the quasiparticle distri-
butions for both spins to be the same, rather than being
copies of a single distribution shifted by the exchange
field.
In order to obtain analytical results, let us consider a
situation in which the effect of scattering on the spec-
tral functions is small, 1/∆  τsf , τso, τorb. Then,
Nσ(E) = N(E − σh), Fσ(E) = F (E − σh), where
N(E) = N(−E) = Re[E/√E2 −∆2] is the BCS den-
sity of states, and F (E) = −F (−E) = Re[∆/√E2 −∆2]
the BCS coherence function. Close to the critical tem-
perature T ≈ Tc(h) and neglecting the orbital effect, the
gap equation can be expanded to the form26,36,37
ln
Tc
T
=
7ζ(3)− 186ζ(5) h24pi2T 2
8pi2T 2
∆2 − DA
2
0τinω
4T
P (
ω
∆
,
h
∆
) .
(24)
The nonequlibrium part δ∆ results to an extra term,22,26
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FIG. 4. Function P for different exchange fields h. The
resonant dips are located at ∆ = h.
whose parameter dependence is given by the dimension-
less function
P (w, y) =
∫ ∞
1
dx
[Z(x, y)− Z(x+ w, y)][x(x+ w) + 1]√
x2 − 1√(x+ w)2 − 1
(25)
+ θ(w − 2)
∫ w−1
1
dx
Z(x, y)[x(x− w) + 1]√
x2 − 1√(x− w)2 − 1 .
Here,
Z(x, y) =
1
2
∑
α=±
∑
γ=± F [x∆ + (α+ γ)y∆]∑
γ=±N [x∆ + (α+ γ)y∆]
. (26)
In the absence of spin splitting, Z(x, y = 0) = 1/x. The
function P is plotted in Fig. 4. We can also find its
asymptotic behavior for w → 0,
P (w, y) '

√
2yw
1+y +
w ln 8w
2+2y , w  y < 1 ,√
8w − (ln 8w − 1)w − w
3/2√
2
, w  1 y ,
(ln(8/w)− 1)w, y  w  1 .
(27)
For w  1, on the other hand,
P (w, y) '
{
pi/w , y  1 w ,
2/w , 1 w, y; |y − w|  1 . (28)
These limits do not include the feature at ∆ = h.
As follows from the gap equation (24), close to T =
Tc the ∆(T ) relation is determined by T/Tc − 1 ∝
P (∆/ω, h/ω). The order parameter ∆(T ) is then given
by the curves in Fig. 4, with y-axis ∝ T − Tc. Ad-
ditional features in the ∆(T ) relation may appear at
∆(T ) = h. In particular, the relation is multivalued
around this point, indicating that we can expect discon-
tinuous transitions as a function of temperature. This is
related to changes in possible relaxation channels around
∆ ∼ h: for ∆(T ) > h the spin-averaged density of states
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FIG. 5. Order parameter ∆ for (a) different exchange fields
for DA20/ω = 0.032, and (b) different drive amplitudes for
h/∆0 = 0.4. Dotted lines correspond DA
2
0 = 0. Spin-flip
scattering time is τsnTc0 = 12.5, β = 0.5 and αorb = 0.01,
ω/∆0 = 0.2. Inelastic relaxation is described by a phonon
model with τe-ph,0Tc0 = 100.
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FIG. 6. Order parameter ∆ for different spin-flip scattering
times τsn. Here, h/∆0 = 0.4, and other parameters are as
in Fig. 5(a). The inelastic relaxation is modeled either via
phonon model (solid lines) or relaxation time approximation
(dashed). Results for h = 0 are also shown (dotted).
is gapped at E < |∆|−|h|, but for ∆(T ) < h the averaged
DOS is gapless, as the spin splitting is large enough to
separate the energy gaps of the two spin species. The gap
enhancement by microwave driving however continues to
increase in the ∆(T ) < h regime as long as ω < 2∆(T ),
and is larger at some frequencies than without spin split-
ting.
To obtain a more accurate picture, we can solve
Eqs. (1) and (19) numerically. Such results are shown
in Figs. 5 and 6. Figure 5(a) indicates the appearance
of a multivalued gap, when h & ω and ∆ ≈ h, as found
analytically. From Fig. 6 we can note that the feature
occurs for a wide range of scattering times. The feature
is absent if there is no exchange field, and also if there is
no spin-flip scattering, so that the qualitative conclusions
based on Eq. (21) also apply at lower temperatures.
V. DISCUSSION
Microwave electric field in a spin-split superconductor
drives the quasiparticles lying above the superconducting
gap into a nonequilibrium state. In the absence of spin-
flipping processes, it however cannot generate charge or
spin imbalance in the diffusive limit. Presence of spin-flip
scattering enables generation of spin imbalance, and re-
sults to a photoelectric signal observable with ferromag-
netic probes. The effect is closely related to the thermo-
electric effects in magnetic superconductors. In addition,
the excitation causes an instability in the superconduct-
ing order parameter when the energy gap becomes com-
parable to the exchange splitting of the spectrum.
To conclude, we describe production of spin imbalance
and a photo-spin-electric effect in spin-split supercon-
ductors, and present calculations in relevant parameter
ranges. The effects are experimentally accessible with
state-of-the art methods. A number of recent exper-
iments in similar systems exist,5,8,9 including also mi-
crowave excitation in the GHz frequency range.9 In ad-
dition to using ferromagnetic probes for detecting the
photo-spin signal, the effect can also be seen indirectly
by observing the discontinuous transitions in the super-
conducting order parameter. These are experimentally
accessible via measurements of the tunnelling DOS in
the superconductor, or for example via measurement of
the supercurrent.
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Appendix A: Electron-phonon interaction
We use a simplified model for inelastic relaxation due
to electron-phonon interaction,26,38
σˆR(t) = −geph
{
D˜R(t)gˆK(t) + D˜K(t)gˆR(t)
}
(A1)
σˆK(t) = −geph
{
[D˜R(t)− D˜A(t)][gˆR(t)− gˆA(t)] (A2)
+ D˜K(t)gˆK(t)
}
,
where the Fourier transformed functions
D˜R/A(ω) = ±iω2 sgnω , (A3)
D˜K(ω) = [D˜R(ω)− D˜A(ω)] coth ω
2Tph
, (A4)
arise from weighed Fermi surface averages of the phonon
Green functions. Parts that do not contribute to the colli-
sion integral have been subtracted. The collision integral
7assumes a standard form,
ILσ = geph
∫ ∞
−∞
dω
8pi
ω|ω| tr[gˆRA(E)gˆRA(E − ω)sσ]
(A5)
× {fLσ,EfLσ,E−ω − 1 + [fLσ,E − fLσ,E−ω] coth ω
2Tph
}
where gˆRA = gˆR− gˆA. The prefactor geph can be defined
in terms of a relaxation rate
τ−1eph,0 = 4
7ζ(3)geph
pi
T 3c,0 , (A6)
at temperature Tc,0 in the normal state at Fermi surface,
where σˆR = −iτˆ3/(2τeph,0).
Appendix B: Numerical details
We solve Eq. (1) numerically via a Jacobian-free
Newton-GMRES method.39 To obtain a preconditioner,
we use automatic differentiation to compute the Jaco-
bian of the energy-local terms, excluding the self-energy
parts [σˇeph + σˇA, gˇ]. The energy convolutions in the self-
energies, after energy discretization, are computed via
fast Fourier transforms.
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