This work reconsiders the holomorphic and anti-holomorphic Dirac operators of Hermitian Clifford analysis to determine whether or not they are the natural generalization of the orthogonal Dirac operator to spaces with complex structure. We argue the generalized gradient construction of Stein and Weiss based on representation theory of Lie groups is the natural way to construct such a Dirac-type operator because applied to a Riemannian spin manifold it provides the Atiyah-Singer Dirac operator. This method, however, does not apply to these Hermitian Dirac operators because the representations of the unitary group used are not irreducible, causing problems in considering invariance under a group larger than U (n). This motivates either the development of Clifford analysis over a complex vector space with respect to a Hermitian inner product or the development of Dirac-type operators on Cauchy-Riemann structures.
Introduction
The orthogonal Dirac operator has an important interpretation as a generalized gradient operator, constructed in terms of representations of the spin group. In particular, the orthogonal Dirac operator can be constructed by projecting the gradient onto the orthogonal complement of the Cartan product of appropriate representations of the spin group.
One can generalize this construction to a principal Spin(n) bundle over an oriented Riemannian manifold, giving one a connection on the tangent bundle taking values in a spin bundle. We thus consider this the correct way to introduce a Dirac-type operator, that is, through representation-theoretic considerations. A recent development in the field of Clifford analysis is the introduction of two Hermitian Dirac operators, which are, essentially, the holomorphic and anti-holomorphic parts of the Dirac operator. These operators have been introduced in a way that is similar to the representation-theoretic construction of the Dirac operator. We show, however, that these operators are not constructed using irreducible representations, which creates problems when trying to prove invariance of these operators under a larger group than U(n). These two Hermitian Dirac operators have since been shown to lack invariance under Kelvin inversion [20] , reaching the same conclusions, but the present work proceeds strictly using representation theory.
Preliminaries on Orthogonal Clifford Analysis
Here we review the construction of a Clifford algebra on R n and the orthogonal Dirac operator acting on functions taking values on such a Clifford analysis. Consider a real vector space V which is equipped with a non-degenerate, symmetric bilinear form (·, ·). The Clifford algebra associated to (V, (·, ·)) is defined as follows. Set 1. If V = R and (·, ·) is the standard inner product on R, then we have the associated Clifford algebra being defined by the relations e 1 e 1 + e 1 e 1 = −2, that is 2e 2 1 = −2. Now define a map Cl(R) → C by e 1 → i, and we see that Cl(R) ∼ = C.
Consider V = R
2 with the standard inner product. Then the associated Clifford algebra consists of span R (1, e 1 , e 2 , e 1 e 2 ) such that e 2 1 = e 2 1 = (e 1 e 2 ) 2 = −1 and e 1 e 2 = −e 2 e 1 . Note that we can define a map from this Clifford algebra to the quaternions H by e 1 → i, e 2 → j, e 1 e 2 → k. This map is an isomorphism of division algebras.
These examples show the Clifford algebra is a natural object to consider and moreover that the algebraic structure is intrinsically linked with the geometric structure given by the symmetric bilinear form on the vector space. We will primarily consider the Clifford algebra associated to R n with its standard inner product, which we denote by Cl n .
We now introduce the (orthogonal) Dirac operator on R n = span R (e 1 , . . . , e n ), where the e i form an orthonormal basis. We define
This operator acts on functions defined on open subsets of R n taking values in the Clifford algebra Cl n . Treating the
as a scalar, we note that we have the equation
is the Laplacian in Euclidean space. This follows from the fact x 2 = − x 2 for x ∈ R n . We say a function f is left (resp. right) monogenic if
∂f ∂x i e i ). These functions are the Clifford analysis analogues of holomorphic functions in one complex variable. Indeed, there is a well developed function theory of the orthogonal Dirac operator, involving such fundamental results as a Cauchy Theorem, Cauchy integral formula, and analyticity of monogenic functions [4, 8, 17, 18, 19] . Note, furthermore, that since D 2 = −△, every left (or right) monogenic function is also harmonic. Hence, orthogonal Clifford analysis not only generalizes classical complex analysis but also refines harmonic analysis on R n [13] .
Representation Theory and the Dirac Operator
This section reviews that representation theory sufficient for the generalized gradient construction of Stein and Weiss [6, 11, 13, 22, 23] , which derives first order differential operators from Lie group representations. We then review the construction of the orthogonal Dirac operator using representation theory for the spin group, emphasizing that this construction proceeds using irreducible representations of the spin group, following the argument of [23] . The construction generalizes further to representations of principal bundles over oriented Riemannian manifolds and, since the Atiyah-Singer Dirac operator is so constructed on a Riemannian spin manifold, we argue the Stein and Weiss construction is the natural way to construct other Dirac-type operators [13] . The next section will consider whether the Hermitian Dirac operators fit in this natural framework.
The General Theory
We begin by defining our objects of interest, Lie groups and their representations. Definition 1.
1.
A Lie group is a smooth manifold G that is also a group such that multiplication (g, h) → gh : G × G → G and inversion g → g −1 : G → G are both smooth.
2. A representation of a Lie group is a smooth homomorphism ρ : G → GL(V ) for some real or complex vector space V.
4. An irreducible representation has no nontrivial subspaces, that is, {0} and V are the only invariant subspaces.
We only consider finite-dimensional representations of compact Lie groups. A basic theorem of Lie theory is that all representations of compact Lie groups are finite dimensional and that any finite-dimensional representation of a compact Lie group decomposes as a direct sum of irreducible representations [15] . A representation maps a Lie group into the general linear group of some vector space. Hence, there is a well defined trace which is invariant under conjugation by invertible linear transformations; indeed, the trace only needs to be defined on the conjugacy classes of the group in question.
Definition 2. The character of a representation of a Lie group G is defined to be the trace of the representation, that is for a representation ρ of G, the character, χ ρ , of ρ is given by χ ρ (g) = Tr(ρ(g)), g ∈ G.
Every compact Lie group has a unique left-invariant measure µ, known as Haar measure, such that µ(G) = 1 [15] . The characters corresponding to the finite-dimensional, unitary representation of a finite-dimensional Lie group G determine the representation: they form an orthonormal basis for L 2 (G, µ) G , the space of square-integrable class functions (that is, functions which are constant on each conjugacy class). This is the so-called Peter-Weyl Theorem and more information on analysis on Lie groups is found in [15] .
Given a compact Lie group G, we can consider the closed, connected, abelian subgroups of G. Each such group is a direct product of copies of S 1 . A maximal abelian subgroup of G is a maximal torus of G and is denoted by T . The maximal torus has the form T = {(e iθ 1 , · · · , e iθ k )| θ i ∈ R ∀i}. Since T is abelian, each irreducible complex representation of T must be one-dimensional, and hence has the form
Given a representation ρ of G, we may write the restriction ρ| T as a direct sum of irreducible (i.e. one-dimensional) representations as in Eq. (1).
Definition 3. Given a representation ρ of G, a weight of ρ is a k-tuple (m 1 , . . . , m k ) of integers corresponding to an irreducible representation of T when ρ is restricted to T with the form of Eq. (1).
The set of weights of a representation can be given a lexicographic order as
The largest weight with respect to this order is called the highest weight of the representation.
Maximal tori are integral to the representation theory of Lie groups. A maximal torus corresponds to a maximal abelian diagonalizable subalgebra h (a Cartan subalgebra) of the Lie algebra g corresponding to the Lie group G. The weights defined above are associated with the eigenvectors of the Cartan subalgebra when acting on g by the representation under consideration. Since general representation theory is not our emphasis here, we refer the reader to extended discussions elsewhere, as in the latter half of [12] .
Every element in a compact Lie group is conjugate to an element in a maximal torus, and any two maximal tori are themselves conjugate by an automorphism of G. Hence, a character need only be defined on the maximal torus of a compact Lie group. Note, however, that some elements of the maximal torus may be conjugate to one another. If we let N(T ) = {g ∈ G|gT g −1 = T } denote the normalizer of T , then we define the Weyl group associated to the Lie group G by
The Weyl group of a Lie group acts on a maximal torus by conjugation. Hence, one has an action on the set of weights by conjugation. It is the basis of this key result. Theorem 1. If p is an irreducible representation of G with highest weight µ, then the character is this representation is given by
where θ = (θ 1 , · · · , θ k ) ∈ T is an element of a maximal torus, W is the Weyl group, and δ is the sum of the k fundamental representations of the group.
For more information on the general theory of representations of Lie groups (and their associated Lie algebras), see, for example, [1, 15] . We now give a method for obtaining differential operators from representations of Lie groups, which is originally found in [23] . We state this general construction as a theorem.
Theorem 2. Suppose ρ 1 : G → GL(U) and ρ 2 : G → GL(V ) are irreducible representations of the Lie group G. Suppose further that U and V are inner product spaces. Suppose we have a function f : U → V which has continuous derivative. Taking the gradient of the function f , we have ∇f ∈ Hom(U,
where V * is the dual vector space of V . Using the metric on V we identify V with its dual by v → (·, v). This gives an isomorphism U ⊗ V * → U ⊗ V , and so we may consider the gradient of f to be in a map from U into U ⊗ V , that is,
Denote by U ⊚ V the irreducible representation of U ⊗ V of highest weight. This is known as the Cartan product of ρ 1 and ρ 2 [9] . For each Lie group G, there exists a set of irreducible representations of G, known as the fundamental representations, such that an irreducible representation of G can be written as a repeated Cartan product of the fundamental representations. Using the inner products on U and V , we may write
If we denote by E and E ⊥ the orthogonal projections onto U ⊚ V and (U ⊚ V ) ⊥ , then we define a differential operator D associated to ρ 1 and ρ 2 by
We obtain a series of equations by considering the system
It is crucial to note this construction is in no way limited to functions defined on vector spaces. Indeed, we may transfer this construction to a general Riemannian manifold that also has the structure of a principal G-bundle. Consider a manifold M. A principal Gbundle over M is a manifold P together with a projection p : P → M such that p −1 (x) is diffeomorphic to G for all x ∈ M. If π 1 (M) denotes the fundamental group of the manifold, then the universal covering space of the manifold is a principal π 1 (M)-bundle. A concrete example is the circle being covered by the line, in which case
given by x → x − θ. Now if P is a principal G-bundle over M, and ρ 1 and ρ 2 are representations of G on U and V , then we form the vector bundles E = P × ρ 1 U by taking the product P × U and dividing out by the equivalence relation (p · g, v) (p, ρ 1 (g)v). Then we have two vector bundles E and F over M corresponding to ρ 1 and ρ 2 , and we form the tensor product E ⊗ F of these bundles. Then the projection onto the subspace defined by the sub-vector bundle U ⊚ V (the Cartan product of U and V ) is known as a connection.
The Spin Groups and Their Representations
The special orthogonal group on R n , SO(n), is the group of inner-product preserving linear transformations of determinant 1. It is well-known that π 1 (SO(n)) = Z 2 for n ≥ 3 [14] , so SO(n) has a unique connected double covering group for n ≥ 3. We denote this group by Spin(n). There is a concrete realization of Spin(n) using the Clifford algebra Cl n . To this end, recall vw + wv = −2(v, w) for v, w ∈ R n . Hence, if v = 1, we have that vwv −1 = w − 2(v, w)v, which is precisely the formula for the reflection of w across the 1-dimensional subspace defined by v. By the Cartan-Diuedonne Theorem, SO(n) is generated by even products of such reflections. Hence, we define
Writing n = 2k or n = 2k + 1 for when n is even or odd, respectively we see that the maximal torus in SO(n) is given by matrices of the form cosθ j −sinθ j sinθ j cosθ j placed along the diagonal. We denote by T the preimage of the maximal torus of SO(n) under the projection Spin(n) → SO(n). The weights corresponding to T are of the form (m 1 , . . . , m k ) with all the m j 's integral or half-integral. The weights corresponding to the irreducible representations of the spin group may have half-integral values because it is a double cover of the special orthogonal group. More precisely, if T is a maximal torus in SO(n) and π : Spin(n) → SO(n) is the projection map, then setT = π −1 (T ). Then T is an abelian group which is a connected double cover of T . Hence, each irreducible representation ofT contributes "one half" an irreducible representation of T .
The weights corresponding to the fundamental representations of Spin(n) are (1, 0, · · · , 0), (1, 1, 0, · · · , 0), · · · , (1, 1, · · · , 1, 0) , and ( The representations of highest weight (1, 1, · · · , 1, 0, · · · , 0) with 1 repeated r times are lifts of representations of SO(n) and arise from the canonical representation of SO(n) tensored with itself r times, which are then restricted on the space of r-antisymmetric tensors. For more information, see [24] . The spin representations can be realized by considering a minimal left ideal in the Clifford algebra Cl n . The spin group acts on this space by multiplication on the left. This representation is irreducible if n is odd and breaks up into two non-isomorphic representations that are dual to each other if n is even.
The Orthogonal Dirac Operator as a Generalized Gradient
We show the orthogonal Dirac operator is realizable by representations of the spin group. 
and let ρ 2 be the spin representation on a minimal left ideal of Cl n , which we denote S. Then the orthogonal Dirac operator is the differential operator given in the generalized gradient construction by R n ⊚ S when n = 2k + 1 and by R n ⊚ S + when n = 2k and where S + is the spin representation of weight
Proof. The theorem is proved in [23] , and we only outline the proof. One shows the kernel of the Dirac operator and kernel of the operator D = E ⊥ ∇ in Eq. (2) for E ⊥ the orthogonal projection onto (R n ⊚ S) ⊥ are the same, that is, these families of differential equations are equivalent. We consider the odd case n = 2k + 1. The even case n = 2k is similar, taking into account the character of the canonical representation is χ ρ (θ) = 2 k j=1 cos(θ j ) (not χ ρ (θ) = 2 k j=1 cos(θ j ) + 1 as in the odd case) and the fact the spin representation breaks up into two inequivalent, conjugate representations S = S + ⊕ S − . In the odd case, the spin representation has highest weight 1 2 , · · · , 1 2 . Hence the Cartan product of the canonical representation and the spin representation has highest weight . One defines an isomophism from S into R n ⊗ S by η(w) = 1 √ n (e 1 w, · · · , e n w).
One proceeds to show R n ⊗ S = (R n ⊚ S) ⊕ η(S). If this decomposition holds, then a solution u to Du = E ⊥ ∇u = 0 is S-valued and ∇u is R n ⊗ S-valued; moreover, ∇u is orthogonal to every element of η(S). Noting, however, that as an endomorphism of R n ⊗S, one has e j = −e * j . Then one obtains. n i=1 e j ∂u ∂e j , w = 0, ∀w ∈ S, which says precisely that u must be in the kernel of the orthogonal Dirac operator. The proof of the decomposition R n ⊗ S = (R n ⊚ S) ⊕ η(S) proceeds using character theory. Denoting by χ ρ the character of the canonical representation and by χ S the character of the spin representation, we express the character of the representation on R n ⊗ S as χ ρ (θ)χ S (θ). Decomposing this representation into irreducible representations and denoting by χ m (θ) the character of the irreducible representation of highest weight m = (m 1 , · · · , m k ), we obtain
Expanding the various χ m using the Weyl character formula, we obtain σ sign(σ)e iσ(δ+( , · · · ,
2
). Considering this equation, we see that any representation of strictly dominant highest weight must arise as either m = , · · · , 1 2 ). But the representation of highest weight is the Cartan product of R n and S. Hence, we have the desired decomposition.
The transfer of the generalized gradient construction to a general Riemannian manifold that also has the structure of a principal G-bundle applies here, too. In the case M is an oriented Riemannian manifold which has a principal Spin(n)-structure such that the projection onto SO(n) on each fiber gives the SO(n)-structure associated to the Riemannian metric, then we may compose the total covariant derivative of the metric with the projection onto T M ⊚ SM, where T M denotes the tangent bundle and SM denotes the spin bundle associated to the Spin(n) structure. The resulting operator is the Atiyah-Singer Dirac operator on a Riemannian spin manifold [10] . As this is the natural generalization of the orthogonal Dirac operator to a spin manifold, we argue this is the natural way to construct other Dirac-type operators as well.
Hermitian Clifford Analysis
A recent development in Clifford analysis is Hermitian Clifford analysis [2, 3] . This branch of Clifford analysis attempts to refine standard orthogonal Clifford analysis by splitting the orthogonal Dirac operator into holomorphic and anti-holomorphic parts, each of which is invariant under an action of the unitary group. While the original papers describing these operators claim they are generalized gradients in the sense of Stein and Weiss [23] , after reviewing the construction of these operators, we argue these operators are not natural from the point of view of representation theory, unlike the orthogonal Dirac operator.
Complex structure and Clifford Algebras
Let V be an inner product space, dim V R = 2n. Choose J ∈ SO(V R ) such that J 2 = −I. We will use the usual identification SO(V R ) ∼ = SO(2n). Choose J to be, say, 0 −I I 0 where each block is an n×n matrix. Now the operators 1 2 (I ±iJ) are mutually annihilating idempotents (i.e., projection operators) on V C = V R ⊗ R C. Then we have the direct sum decomposition
where W ± is the ∓i eigenspace of J acting on V C . If we denote by ρ the action of SO(2n) on V R , then we may define an action on V C by ρ ⊗ 1. Then g ∈ SO(2n) leaves W ± invariant if and only if gJ = Jg. Define the group SO J (2n) by 
We claim the map φ :
This map is clearly injective, as φ(g) = 0 imples A = 0 and B = 0. Now suppose u ∈ U(n). Then set A = , where * denotes the conjugate transpose. The relation uu * = I guarantees that
satisfies the orthogonality relations. Hence, φ is an isomorphism. Now, suppose {e j } 2n j=1 is an orthonormal basis for V R . Then define
to obtain the Witt basis of the complexified vector space
Hermitian Dirac Operators and Representation Theory
Consider a smooth function u defined on a subset of V R taking values in S. Then the gradient is a member of V R ⊗ S. We claim that V R ⊗ S = V 1 ⊕ V 2 , where
(e j σ j + e n+j σ n+j ) = 0, σ 1 , . . . , σ 2n ∈ S .
Clearly we have V 1 ∩ V 2 = 0. We now define v ∈ V R ⊗ S and w ∈ S by taking
(e j σ j + e n+j σ n+j ).
Then we may write v = v 1 + v 2 , where
(e j ⊗ e j w + e n+j ⊗ e n+j w)
(e j ⊗ e j w + e n+j ⊗ e n+j w).
Denote by π i the projection onto V i , i = 1, 2. Note this decomposition works perfectly well for the vector space V C ⊗ S, where the adjustment is simply to tensor V 1 and V 2 with C. It is important to note the subspace V 1 is isomorphic with the spinor space S. Moreover, one should note the analogy with the orthogonal case above. This isomorphism gives us invariance of V 1 under the action of Spin(2n) on V R ⊗ S, which is the same action as in the orthogonal case. We will now prove invariance of V 2 under the spin group action.
To this end, suppose v 2 ∈ V 2 . Then v 2 = n j=1 (e j ⊗σ j +e n+j ⊗σ n+j ), where n j=1 (e j σ j + e n+j σ n+j ) = 0. Now if s ∈ Spin(2n), then we have
Note that, since v 2 ∈ V 2 , we have
(e j σ j + e n+j σ n+j ) = 0, proving invariance of V 2 under the action of Spin(2n).
We are now ready to introduce the two Hermitian Dirac operators, defined by
Explicitly, for a function F defined on V C taking values in S, we have
where we have rewritten the partial differential operators in terms of the complex planes z j and their conjugates z j :
We remind the reader that the dagger symbol denotes Hermitian conjugation, as in Eqs.
(3a) and (3b). Now writing the operators explicitly, we obtain
which we call the Hermitian Dirac operators. Note since we have generated these operators by projecting the gradient onto invariant subspaces, we have that these Hermitian Dirac operators are invariant under an action of U(n).
Failure of Analogy Between Orthogonal and Hermitian Dirac Operators
One may have noticed the construction of the Hermitian Dirac operators was strongly analogous to the construction of the orthogonal Dirac operator using representation theory. This analogy is intentional, but it is important to note that it is incomplete. First, the analogy breaks down in that there are two Hermitian Dirac operators, though brief consideration tells one this is no great problem, since the analogy with complex analysis tells us that there should be a holomorphic and anti-holomorphic differential operator arising out of a unitary structure. Indeed, one may see this in representation-theoretic terms as the space V C decomposing into the ∓i eigenspaces W ± , which are invariant under the action of U(n) and give inequivalent, conjugate representations of U(n).
Second, and this is the crucial problem, the analogy fails when considering the restriction of the spin representation from the spin group to the double cover of the unitary group. Specifically, the representation
is not irreducible. (Strictly speaking, neither is the spin representation, since we are in even dimensions. This however, presents less of a problem as we have two inequivalent, conjugate representations). For instance, the program Lie [7] shows for n = 4 that this representation breaks into the irreducible subspaces
Even restricting to the invariant subspaces of the spin representation gives either the irreducible subspaces
for the unitary group. Attempting to place a complex structure on the vector space in question and force the Clifford algebra structures to respect the complex structure does not work in such an elementary way.
One objection to our claims is that the kernels of these Hermitian Dirac operators are important for obtaining the Howe dual pair sl(1|2) × U(n) that is important in representation theory [5] . In this sense, such operators could be considered natural from a representation theory perspective. This may be correct as far as it goes, but the operators so constructed cannot claim to be the Hermitian analogue to the Stein-Weiss operators or to the Atiyah-Singer construction fundamental to spin geometry, since they do not project onto irreducible representations of the unitary group.
There are several ways to proceed for a Hermitian Clifford analysis modeled after the Stein-Weiss and Atiyah-Singer constructions. One way is to attempt to construct operators using not the complexification of the Clifford algebra but instead the Clifford algebra over a complex vector space with respect to a Hermitian inner product (as opposed to a complexified orthogonal inner product). This requires investigating the representation theory of the Hermitian Clifford algebra and its action with the unitary group or special unitary group, which are the natural groups respecting the inner product structure.
Another way is to consider a Cauchy-Riemann structure rather than a Hermitian structure. One problem encountered in studying the Hermitian Dirac operators is the group under which the operators are invariant is relatively small because U(n) is compact. The orthogonal Dirac operator, however, is invariant over the larger group SO(n + 1, 1), which is exactly the group of conformal transformations on the sphere. There exists no analogous group for complex structures, but there exists a similar group for CR structures. In particular, the sphere with its natural CR structure has SU(n, 1) as the group of CRautomorphisms. Attempting to define Dirac operators on odd-dimensional spheres seems a natural way to proceed. Moreover, since CR structures are less "rigid" than complex structures, there is more "room" for Dirac operators arising from CR structures to have a larger group under which it is invariant. This avenue of research has begun [20] .
Conclusion
This work first reviewed the connection between the orthogonal Dirac operator and representations of the spin group, by projecting the gradient onto the orthogonal complement of the Cartan product of the orthogonal representation of the spin group and the spin representation of the spin group. This construction transfers to a Riemannian spin manifold; we consider this the natural construction, since it gives the Atiyah-Singer Dirac operator on a spin manifold. We then constructed the Hermitian Dirac operators. Though these operators appear to arise as projections of the gradient onto invariant subspaces analogous to the orthogonal Dirac operator, the representations of the unitary group in question are not irreducible, suggesting the spaces under consideration are too "big". Hence, we argue, the Hermitian Dirac operators do not represent the natural generalization of the Dirac operators to spaces with complex structure. Instead, one may pursue Dirac operators arising from a Clifford algebra associated to a Hermitian form. Seeking analogy with the conformal invariance of the orthogonal Dirac operator, one may also explore whether Dirac-type operators can be defined on manifolds with a Cauchy-Riemann structure, the early stages of which are being pursued [20] . Both possibilities present interesting avenues that should be further explored in future research. 
