Machine learning has progressed to match human performance, including the field of text classification. However, when training data are imbalanced, classifiers do not perform well. Oversampling is one way to overcome the problem of imbalanced data and there are many oversampling methods that can be conveniently implemented. While comparative researches of oversampling methods on non-text data have been conducted, studies comparing oversampling methods under a unifying framework on text data are scarce. This study finds that while oversampling methods generally improve the performance of classifiers, similarity is an important factor that influences the performance of classifiers on imbalanced and resampled data.
Introduction
Classifying documents into topics was a mundane job for human beings. However, recent development in machine learning may be able to take up the task. Machine learning algorithms are now capable of predicting the topic of documents after they have been trained on example documents. Such algorithms can be applied to real-world situations such as categorizing news articles in news aggregator sites and automatically categorizing emails.
Many machine learning algorithms are available for text classification tasks. According to a survey on text classification algorithms, support vector machines (SVM), neural networks, Bayesian (generative) classifiers are some notable classifiers that are widely implemented (Aggarwal & Zhai, 2013) . Sebastiani (2002) provides a more exhaustive list of classifiers including threshold determining policies, decision rule classifiers (DNF), regression methods, on-line methods, Rocchio methods, example-based classifiers such as the K-nearest neighbor method, and ensemble methods. Numerous methods are suggested to enhance the performance of the classifiers.
Development of better performing machine learning algorithms are not detached from the field of cognitive science. These algorithms are carrying out tasks previously rendered possible by the human mind. It is anticipated that study of the algorithms may provide insight to the human mind as well (Martins, 2005) . When the human mind is confronted with the task of making a judgement, it has to select and process relevant information and prior knowledge in a short period of time. Cognitive scientists have speculated that a simple yet reliable heuristic is behind such judgements such as the Bayesian inference or other probabilistic methods (Martins, 2005) . These probabilistic methods could be similar to the classification algorithms implemented in machine learning. Deeper understanding of the mechanism of machine learning algorithms and the way they interact with different kinds of data will aid understanding to the human mind.
An issue of machine learning algorithms is that training data belonging to each class must be similar in number. If the number of data are not balanced across different classes, such imbalance is known to interfere with the performance of machine learning algorithms (Kubat & Matwin, 1997) . The human mind is different, meaning that it can classify texts even though it hasn't seen some topics more than the other. Thus, understanding how machine learning algorithms process imbalanced data could be a starting point to understanding the mechanism behind probabilistic inference in imbalanced situations.
Imbalanced data have been studied closely by the data mining society as many classifiers rely on the distribution of classes to predict the class of an unseen sample (Chawla, 2005) . Weiss & Provost (2003) shows that a balanced class distribution performs better than a natural distribution, showing that classifiers are indeed influenced by the class distribution of data. After experimenting with 26 diverse data sets and using the C4.5, the performance of the classifier was compared between the balanced class distribution which was implemented to classify imbalanced data and the natural distribution which encompasses the imbalanced state of data. In result, it was discovered that even if the test data are imbalanced, a classifier that is trained on a balanced distribution performs better. Thus, it was shown that data balance is important in the learning stage of probabilistic machine learning algorithms.
Imbalanced data were studied closely because it occurs in real-world situations. Some situations may be binary, as in predicting if an insurance case is fraudulent. As fraudulent cases are rare to come by, the number of non-fraudulent data and fraudulent data will be severely imbalanced. Imbalanced data may also occur in multi-class problems such as identifying authors by their writings. Inevitably there will be less data for the authors who published less text than the other prolific writers, leading to imbalanced data among writers. Another situation where imbalanced data are inevitable is in multi-label classification settings. Multi-label classification is different from multi-class classification. While multi-class classification attempts to assign a document into a single category, multi-label classification allows a document to be labeled as multiple categories. For example, some movies may belong to action and comic genres while some could belong to sciencefiction, gore and suspense. An algorithm can predict related labels of a movie, helping the prospective viewer pick the movie more catered to their taste.
Performance measures for classifiers have also been studied to reflect the effect imbalanced data has on traditional measuring tools such as precision, recall and accuracy (Ling & Li, 1998; Fawcett & Provost, 2001) . Precision, recall and accuracy utilize information about the actual and predicted classes that result from classification tasks. All possible cases of the results can be represented in the following confusion matrix.
A positive case is when the example belongs to a class, while the negative case represents that the example does not belong to the certain class. A true positive is when the classifier predicts the case as belonging to the relevant class, and it indeed belongs to the relevant class. A false positive is when the classifier predicts that the case belongs to the class, but actually does not. True negatives and false negatives hold the same, only indicating that the example did not belong to the certain class.
Precision is how well the classifier can correctly predict a positive case when it is indeed positive, indicating confidence. Recall is how well the classifier can predict the predicted positive out of the real positive cases, indicating the coverage of the performance. Accuracy is how well the classifier can predict a positive case positive, and negative case negative. Error rate is when the classifier predicted a positive case negative and the negative case positive. The performance measures can be computed in the following ways:
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oversampling at the SVM boundary were compared over five datasets from the UCI machine learning repository, finding that oversampling brought better results than undersampling, and that oversampling at the SVM boundary achieved good results with less computational needs. In Lee & Jun (2014) , the Neighborhood Cleaning Rule (NCL), random under/over sampling, SMOTE, borderline-SMOTE, Selective Pre-processing of Imbalanced Data with ENN Rule (SPIDER) methods were compared over four datasets from the KEEL. The study found that resampling improves classifier performance in imbalanced situations, but that the best performing resampling method differed according to the dataset. Japkowicz & Stephen (2002) compared a cost-modifying method, random oversampling and random undersampling method over eight imbalanced datasets from the UCI machine learning repository, using the C5.0, neural network and SVM classifier. The study found that the best resampling method differed according to the data and classifier as well. Overall, it was generally discovered that the best resampling method differed according to the classifier and dataset. However, such studies were carried out on nontextual data only.
The difference between text data and numeric data may lead to different effects of oversampling upon text classification. Unlike most data, text data are high dimensional and sparse (Joachims, 1998) . Words are the basic information units in a document. However, there is rich vocabulary in text data, allowing sentences to be written in different words, yet mean the same. Depending on the length of the text, word features can range from hundreds to thousands although each word is barely used in other documents. Also, vocabularies are continuously created, and at times misspelled. These aspects caused text data to be the trickiest data to analyze. These characteristics of text data may result in unique data structures, possibly leading to different results from analysis of non-textual data.
Text data have high dimensional features in text classification tasks as words are used as features to characterize each document. As an adult native English speaker has a range of 20,000 to 35,000 words (Johnson, 2013) and a single news article would contain over 200 different vocabularies, it is natural that text data would have high dimensional features. Additional to text data being high dimensional, there are few irrelevant features (Krawczyk, 2016) . More efficient way of solving the problem of imbalanced data would be to simply supply more minority class samples until the number of minority data is equal with the number of the majority data. However, this is not always possible in real-world situations. Therefore, research on synthesizing minority samples has been studied to approach the problem at the data level. The term oversampling is used when minority class samples are newly created. Random oversampling and variations of Synthetic Minority Oversampling Technique (SMOTE) have been proposed as strategies to generate new data. Undersampling is used when majority class samples are discarded from the original data. A detailed introduction of other oversampling methods will be provided in the next chapter.
Other than combatting the effects of imbalanced data at the data level, modification can be made at the algorithm level as well. In this case, the classification algorithms are either modified to incorporate the cost of misclassifying minority class samples or modified to integrate one class learning algorithms. Kim, Lee & Choi (2011) is an example of modifying the algorithm by combining offsets and sampling weights in classifying customer behavior after telemarketing campaigns.
Lastly, other heuristics can be integrated to create hybrid methods. For example, an ensemble of classifiers can be used at the algorithm level, and different sampling methods and cost-sensitive learning methods can be hybridized at the data level.
While many methods are available to combat data imbalance, Kraczyk suggests approaching the issue at the data level to be more suitable to the general user than modifying the algorithms which requires expert insight to the algorithms. Nevertheless, research comparing resampling methods are scarce. The present study compares resampling methods on real-word text data and multiple classification algorithms to observe how resampling methods affect classification algorithms and examine which resampling method yields the best results.
Oversampling Methods
There are many studies that compare imbalanced data methods. For example, in Batuwita & Palade (2010) Japkowicz (2000) shows that the level of imbalance and the complexity are influential factors in classification tasks. In a study that used a multilayer perceptron as a binary classifier, Japkowicz conducted an experiment on data varying in size, imbalanced levels, and complexity to find the characteristic factors that influence classification performances. Japkowicz generated data from random numbers from the uniform distribution between 0 and 1 and assigned classes by assigning the numbers either a class 0 or 1. Then, complexity was added by assigning classes alternatively. For example, if data were generated at complexity 0, class 0 data will be generated from numbers 0 to 0.5 while class 1 data will be generated from 0.5 to 1. The amount of numbers generated from each class was determined at the level of imbalance. If data were generated at complexity 1, class 0 data were generated from 0 to 0.25 as well as from 0.5 to 0.75, while the rest class 1 data were generated from 0.25 to 0.5 and 0.75 to 1. In result, regardless of data size, a pattern of low error rate when complexity levels and imbalanced levels were low was observed. This study shows that no matter how small or large the data are, projected error levels are linked to imbalanced ratios and difficulty of the concept. Taking these findings, the present study examines similarity between the data as well as imbalanced ratios to understand the effects of oversampling methods.
Relevant factors in classification tasks
within the many features in the text data. In Joachims (1998) , it was shown that even when only the lowest ranking features were used for classification tasks, such features performed better than random data. Thus, encompassing features as much as possible may provide better results in classification tasks. To accommodate the volume of text features means that it is inevitable for text data to be high dimensional, not to mention that the classifier shoule be able to accommodate all features.
Second, text data tends to be sparse. While 20,000 words may be implemented as features for classifying text data, it is rare that all documents will contain all features. In fact, it is rare in text data where the value for each feature per document is not 0 (Joachims, 1998) . This can easily be comparable to how two unrelated documents would rarely have overlapping terminologies, but together they have a large variety of words. Thus, there is a need for comparative research on imbalanced data in the setting of text data.
Rare studies that compare imbalanced methods in the context of text data however, do not suffice to provide clear guidance for prospective users to implement oversampling methods to their imbalanced text data. In Sun, Lim & Liu (2009) , three resampling methods, Stratified RANDom sampling (SRAND), Cluster-based Under-Sampling (CLUS) and SMOTE, were compared over the 20-Newsgroups, Reuters-21578 and WebKB datasets using the support vector machine (SVM) classifier. The study found that in the case of SVM classifiers, finding the appropriate threshold was more critical than to find the best resampling or weighting strategy. This study was conducted on only one classifier and goes against the many researchers who claim to discover new effective resampling methods. In Estabrooks, Jo & Japkowicz (2004) , random oversampling and undersampling were implemented to various ratios and combinations over six datasets from the UCI repository and Reuter 21578 repository. The research found that combining both random oversampling and random undersampling proved to be effective in combatting imbalanced data. However, the implemented resampling methods did not cover the resampling methods that have been discovered and distributed throughout the years, calling for a comparative study for resampling methods on a wider variety of resampling methods. 'Education' related articles had an average count of 1,644 characters, and 'environment' related articles had 1,444 characters. Articles related to 'education' had an average of 364 words and 'environment' related articles had an average of 316 words. These articles had a cosine similarity of 0.472, showing a lower level of similarity compared to the similarity of 'finance' and 'stock' related articles. The term-document matrix, which contains information on how often a feature word has appeared per document, consists of the most used 2,000 nouns. The matrix was transformed through TF-IDF weighting which is performed by normalizing the term frequency by frequency over document length, and then computing the inverse document frequency by putting the total number of documents over the number of documents that have the specified term in natural logarithm. TF-IDF weighting is widely used in text classification tasks as it assigns higher weight to terms that occur often in a small number of documents while assigning low weight to terms that do not occur often in a document or if it occurs in most of the documents. This weighting method thus provides emphasis on features distinct to the document.
(6) (7)
Experiment setup
To simulate imbalanced data, 'stock' and 'environment' related articles were chosen to represent the minority class. The ratio of the number of majority class articles and minority class were set at different ratios: 5.5%,
Implementation
Classifiers were implemented by the scikit-learn python library (Blondel et al, 2011) . The parameters for each classifier were found through the 3-fold stratified K-folds strategy, meaning that the training data was divided into three sets, and the percentage of class representation was approximately the same over each set. As cross-validation conducts classification on mini-training sets multiple times to find the best parameter, it is more likely to obtain the best results for each classifier in the main experiment. More detail on the parameters used in this experiment can be found in the Appendix. Oversampling methods implemented with the imblearn python library (Lemaître, Nogueria & Aridas, 2017) . Part-of-speech tagging for processing natural language was implemented with KoNLPY's Twitter library to extract nouns from the news article body contents, to be used as features (Park & Cho, 2014) . All imbalanced data were resampled until the ratio between two classes reached 1:1. F1 scores were used as the primary indicator of classifier performances.
Text Preparations
1,000 documents were gathered by randomly selecting news articles that were longer than 800 characters from Naver's news aggregation page. Naver's news page is divided into large categories such as 'politics', 'economy' and 'society', and large categories are further divided into smaller subcategories such as 'the national assembly and political Parties', 'North Korea', 'education', 'labor', 'health' and so on. A detailed list of categories and subcategories can be found in the Appendix.
Two different classification tasks were conducted. One was classifying articles between the classes of 'finance' and 'stock'. Another was classifying articles between the classes of 'education' and 'environment'. The 'finance' related articles had an average count of characters (white space included) of 1,478, and 'stock' related articles had 1,438 characters. 'Finance' related articles had an average of 317 words and 'stock' related articles had an average of 303 words. The two articles had an overall cosine similarity of 0.746, showing a relatively high level of similarity. Although document length normalization is known to affect term weight assignment (Buckley, Mitra & Singhal, 1996) (Chawla, 2005) .
Synthetic Minority Oversampling TEchnique (SMOTE)
Chawla (2002) introduced the Synthetic Minority Oversampling TEchnique (SMOTE), an innovative method to generate new minority class samples. This method generates more minority class samples so that they are positioned randomly between a minority sample and its nearest neighbor. This method helps prevent over-fitting as it populates empty data space instead of simply replicating existing samples SMOTE will take a minority class sample from the feature space, and randomly choose a neighbor from K-nearest neighbors. A synthetic sample is generated by following the equation below where the location of the new sample is randomly chosen where ∈[0,1].
(8)
This procedure of minority sample synthesis is carried out on all randomly chosen minority samples until the number of minority and majority classes reaches the desired ratio of balance (Chawla, 2002) . 11%, 22%, 33%, 44%, 55%, 66%, 77%, and 95%. The number of documents from 'finance' and 'education' was fixed at 900 to represent the majority class. The experiment sought to examine the differing performance between imbalanced data and SMOTE-resampled balanced data. The performance of six oversampling methods, random oversampling, regular SMOTE, borderline-SMOTE, borderline-SMOTE2, SVM SMOTE and ADASYN, were compared to discover the best performing SMOTE method.
100 documents out of the 1,000 documents for each class were set aside for a test set to compare the classifier's performance. Each classification task was given 10 trials, to ensure that each minority training set was not biased. The F1 scores of 10 trials were averaged.
For each experiment, three data conditions were given (balanced, data, imbalanced data, and resampled data), and were examined over four classifiers (naïve Bayes, KNN, SVM, logistic regression), nine imbalanced scenarios (5.5%, 11%, 22%, 33%, 44%, 55%, 66%, 77%, 95%.), and six resampling methods (random oversampling, SMOTE, borderline-SMOTE, borderline-SMOTE2, SVM-SMOTE, ADASYN). 
Classifiers

Oversampling Methods
Random oversampling
The random oversampling has been widely used before sophisticated methods have been discovered. Minority class samples are randomly selected and replicated in feature space until the number of minority class samples match that of majority class samples. Random oversampling would often cause overfitting, the phenomenon of the classifier becoming overly customized to the training data and failing to have the ability to generalize the decision borders between classes. Overfitting results in This operation of oversampling majority and minority samples is carried out until desired balance between classes is achieved. Oversampling majority samples as well as oversampling minority samples results in a decision borderline consisted of balanced data. In Han, Wang & Mao (2005) , it is shown that in certain cases, borderline-SMOTE2 responds better than borderline-SMOTE.
The orange circle indicates the randomly chosen minority sample while the blue circles indicate neighboring majority samples. The light blue circle indicates a randomly chosen neighbor , and the orange line-pattern circle indicates the newly synthesized minority class sample .
Borderline-SMOTE
Since SMOTE has been proposed, many studies have utilized SMOTE methods to improve its performance. While SMOTE generates synthetic examples from all minority samples indiscriminately, borderline-SMOTE, proposed by Han, Wang & Mao (2005) , generates synthetic minority samples only for samples that are endangered to be classified as the majority class. The algorithm first finds all endangered minority samples . Minority samples are endangered if the number of majority k-nearest neighbors is larger than the number of minority sample neighbors . (9) If the minority sample is endangered, the algorithm creates more minority samples with the next equation. The endangered minority sample is represented as and ′ represents an endangered minority sample within k-nearest neighbors while ′ ∈P. A minority sample is made where ∈[0,1] . This has the effect of strengthening minority sample neighborhood at the forefront of decision boundaries, which is called borderline-SMOTE. (10) Borderline-SMOTE2 is also introduced in the same paper which proposes to oversample the majority samples as well as carrying out borderline-SMOTE. The majority samples are synthesized according to the equation below. While represents a newly generated majority sample, represents a randomly chosen majority sample within K-nearest neighbors of . in this case is a random number where ∈[0,0.5] . Bai, Garcia, He & Li (2008) proposed ADaptive SYNthetic Sampling Approach f or imbalanced learning (ADASYN) which utilizes the density distribution of a minority sample as criteria for how much synthetic data should be created. This is done so by finding the differing density distribution for each minority sample and supplementing minority samples as much as each sample requires to become balanced with the majority class. This approach helps focus attention on minority examples depending on how difficult they are to learn. If the ratio between classes were to be balanced to 1:1, the formula to find the density distribution ̂ for minority sample is the following where Δ represents the number of examples in k-nearest neighbors of minority sample and normalized as equation (15). 
ADaptive SYNthetic Sampling Approach (ADASYN)
Support Vector Machine(SVM)-SMOTE
While SMOTE methods mentioned above identified the borderline through the k-nearest neighbor method, Nguyen, Cooper & Kamei (2009) attempted strengthening the borderline by identifying the borderline as support vectors from the support vector machine (SVM). SVM finds a hyperplane that separates the classes with maximum margin. In the process, support vectors play an integral role of anchoring the separating plane. SVM-SMOTE takes advantage of these characteristics of the support vector and synthesizes new minority samples around the support vectors. After the algorithm identifies support vectors, either equation (12) or (13) will be carried out, depending on its neighborhood. If the minority sample is outnumbered by majority neighbors, a new minority sample is placed so that it is extrapolated by equation (12) where is a minority class support vector, is the closest neighbor, and . If the minority sample is not outnumbered, a new minority sample will be interpolated by equation (13). This process is carried out on all minority support vectors until desired balance is reached. Finally, the synthetic sample can be made times for in the following formula where represents the minority sample of interest, represents a randomly selected minority sample within K-nearest neighbors of , and . (18) 
Classifiers
This study compares the effect of oversampling methods over four classification algorithms. Supervised learning algorithms generally rely on feature and class probability of the training data. However, each classifier takes different approaches on how feature and class information are utilized. This section would like to introduce the basic idea of each classifier to understand how each oversampling method may affect each classifier. .
Logistic regression
Logistic regression models the probabilities of the data class and features as a linear function. The model usually fits data with the maximum likelihood method. As the logistic model provides predictions in the form of 0 or 1 values, the logistic regression is widely implemented in binary classification tasks (Friedman, Hastie, & Tibshirani, 2009) . Assuming the input is a linear function with one independent variable , the logistic function can be written as below. (19) The logistic regression implementation has the benefit of requiring less computational power compared to SVM classifier. Also, the logistic regression classifier is able to provide information about input variables that affect the outcome, rendering itself useful by providing highly influential terms within the provided text (Friedman, Hastie, & Tibshirani, 2009 ).
Support vector machine (SVM)
Support vector machine (SVM) uses a hyperplane to classify data in high Then, the number of data examples that need to be generated for each minority sample can be found in the following formula where represents the number of majority samples and represents the number of minority samples, and is the level of balance between the two classes. If the classes are balanced equally, would be 1. If the classes are used originally as they were, would be 0. 
K-nearest neighbors (KNN)
The K-nearest neighbors (KNN) is a memory based classifier that predicts classes based on neighboring samples, not on fitted models. By limiting neighborhoods to a set number of neighbors such as three, five or eleven, a sample is predicted as the majority class within the neighborhood (Friedman, Hastie, & Tibshirani, 2009) . As it can be seen in figure 7 , the black circle can be predicted as a triangle when the neighborhood is set to a population of three samples, or a square when the neighborhood is set to a population of five. Using this mechanism, the KNN classifier divides neighborhoods and votes the identity of the unidentified sample. KNN classifier requires less computational power compared to the SVM. It performs on comparatively low computational power even when there are many possible classes, and as the decision is made based on the neighborhood constituents, the decision boundary may result to be irregular. The KNN mechanism is widely used in many algorithms, including SMOTE.
Experiments
dimensional feature space. To find the optimal hyperplane that would maximize distance between the margins, SVM uses kernel such as the radial basis function (RBF), linear kernel or sigmoid kernel so that the distance between high dimensional data points can be calculated. The optimal marginal data points that anchor the hyperplane is known as support vectors. predicts the class for a new sample with the weights , where are the weights for the hyperplane that provide the maximal margin trained on training data and class when label is given. The SVM implementation requires relatively more computational power compared to the other classifiers introduced in this study. However, research by Liu & Yang (1999) has found that SVM performs the best on high dimensional text data.
Naïve Bayes
Naïve Bayes is a probabilistic classifier that assumes independence between features, "naively". The algorithm learns the probability of each feature given a class and predicts the class of a sample based on the sum of feature probabilities. The Laplace smoothing method and Lidstone smoothing method are generally implemented to ensure no prior of a feature is 0 (Friedman, Hastie, & Tibshirani, 2009 ). The estimate of class having feature can be written as below, where indicates the smoothing parameter. (22) As the algorithm assumes independence between features, it is efficient for high dimensional data and requires comparatively less computational power. Although the mechanism behind the algorithm seems too simple, it All classifiers benefited from oversampling as seen in figure 9 where the lower dotted lines represent classifier performances in imbalanced conditions. Classifiers at all imbalanced levels reflected improvement in performance as seen in table 4. The lowest F1 scores in the most imbalanced condition were around 0.4 when data were resampled while the F1 scores in the most imbalanced situation were below 0.1 when data were not resampled. KNN showed a drastic jump in F1 scores after resampling,
Study 1: Articles with high cosine similarities
In study 1, 'finance' and 'stock' related articles were trained and classified upon 100 test data. As mentioned before, the two topics had a high cosine similarity of 0.746.
When training data were balanced, viz 900 'finance' related articles and 900 'stock' related articles were used as training data, all classifiers showed the performance of achieving F1 scores higher than 0.7. As seen in table 2, the best performing classifiers were logistic regression and SVM, showing an F1 score of 0.81 while others remained around 0.75. This aligns with the findings of Yang (1999), discovering that SVM was the best classifier for text classification. When training data were imbalanced, namely 900 'finance' related articles were trained with a smaller number of 'stock' related articles, F1 scores differed drastically. Table 3 and figure 8 represent the performance of classifiers by imbalanced levels. When minority class training data were scarce, naïve Bayes performed relatively better than the other classifiers. Naïve Bayes reached an F1 score of 0.5 when imbalanced levels were at 11% while others achieved the same F1 score at imbalanced levels of 22%. However, performance of the naïve Bayes classifier did not increase after imbalanced levels lessened to 44% while other classifiers gradually showed higher performance as more minority class training data were supplied. Overall, the KNN classifier performed the worst. It required an imbalance level of 66% to achieve an average F1 score above 0.7 whereas the rest of the classifiers reached an average F1 score above 0.7 at 44% imbalance levels. Naïve Bayes performed the best in the most imbalanced situations. Aside from the KNN classifier, other classifiers showed a gradual increase in F1 scores even after oversampling methods were implemented. KNN showed the best performance after oversampling methods were implemented. As imbalanced levels improved, the SVM showed the best performance. indicates the F1 score before the data were resampled and 'Random' refers to random oversampling.
As seen in table 5, at times, some classifiers performed better when paired with specific oversampling methods. The SVM classifier performed better when it was paired with borderline-SMOTE2 until minority data reached 55%. After minority data reached 55%, there was no big difference in performance compared to when data were imbalanced. KNN performed well with most oversampling methods except random oversampling and ADASYN. Logistic regression was best paired with borderline-SMOTE2 until minority data reached 66%. Afterwards, there was no big difference between imbalanced data and oversampling methods. Naïve Bayes performed best when it was paired with ADASYN in most imbalanced situations. Overall, SMOTE methods proved to improve classifier performance in most imbalanced levels. Table 5 . F1 scores of each oversampling method. The highest scores for each imbalanced situation are shaded in grey.
Study 2: Articles with low cosine similarity
In study 2, 'education' and 'environment' related articles were examined in balanced, imbalanced and resampled situations. As mentioned earlier, the articles had a comparatively lower cosine similarity of 0.472.
When training data were balanced, all classifiers showed the performance of achieving F1 scores above 0.9. As seen in table 6, two of the best performing classifiers were logistic regression and SVM, reaching the F1 score of 0.96, just as the best classifiers were in study 1. However, there is a difference in the general F1 scores. While F1 scores in study 1 were around 0.7 to 0.8, all F1 scores in study 2 were above 0.9. This reflects the findings of Japkowicz (2000) 
In study 2, "education" and "environment" related articles were examined in balanced, imbalanced and resampled situations. As mentioned earlier, the articles had a comparatively lower cosine similarity of 0.472.
When training data were balanced, all classifiers showed the performance of achieving F1 scores above 0.9. As seen in table 6, two of the best performing classifiers were logistic regression and SVM, reaching the F1 score of 0.96, just as the best classifiers were in study 1. However, there is a difference in the general F1 scores. While F1 scores in study 1 were around 0.7 to 0.8, all F1 scores in study 2 were above 0.9. This reflects the findings of Japkowicz (2000) that complexity affects the performance of classifiers. When training data were imbalanced, F1 scores were noticeably affected. As seen in figure 10 and table 7, in the most imbalanced condition, SVM performed relatively better than the other classifiers. SVM reached an F1 score of 0.7 even when there were imbalance levels were at 5.5% while others soon caught up at 11%. Logistic regression showed a slightly higher performance when there were more minority data. The KNN classifier was again the worst performing classifier and SVM was the best classifiers in most imbalanced situations unlike study 1. Nevertheless, all F1 scores were drastically higher than those of imbalanced scores in study 1, suggesting that resolving complexity alone can help improve classifier performance in imbalanced situations. All classifiers benefited from oversampling methods, as seen in figure 11 and table 8. No big difference was observed between the performance of logistic regression and SVM although logistic regression was slightly better. KNN again showed to be drastically affected by oversampling methods compared to when data were imbalanced. The resampled F1 scores for most classifiers in the most imbalanced situations were considerably higher compared to those of study 1, again reflecting the effect of complexity affecting classifiers. While resolving complexity alone can help improve classifier performances, implementation of oversampling methods additionally brings improvement to classifier performance. When training data were imbalanced, F1 scores were noticeably affected. As seen in figure 10 and table 7, in the most imbalanced condition, SVM performed relatively better than the other classifiers. SVM reached an F1 score of 0.7 even when there were imbalance levels were at 5.5% while others soon caught up at 11%. Logistic regression showed a slightly higher performance when there were more minority data. The KNN classifier was again the worst performing classifier and SVM was the best classifiers in most imbalanced situations unlike study 1. Nevertheless, all F1 scores were drastically higher than those of imbalanced scores in study 1, suggesting that resolving complexity alone can help improve classifier performance in imbalanced situations. 'Imbalanced' indicates the F1 score before the data were resampled and 'Random' refers to random oversampling.
Each classifier reacted slightly differently depending on the resampling method implemented (see figure 11 and table 9 ). SVM reacted better with borderline-SMOTE2 as was the case in study 1. However, when the number of minority data reached 55%, there were no big differences among oversampling methods and level of imbalanced data. KNN reacted better with oversampling methods other than random oversampling and ADASYN in the highest imbalanced levels as was the case in study 1. However, no consistent pattern was shown after the number of minority data reached 22%, showing no difference between imbalanced data and resampled data as data became more balanced. Logistic regression also showed no difference between imbalanced data and resample data after the number of minority class data reached 44%. Logistic regression reacted best with borderline-SMOTE2 in the most imbalanced conditions as was the case in study 1. Naïve Bayes performed best with ADASYN as was the case in study 1 in the most imbalanced conditions. However, after the number of minority class samples reached 33%, no big differences were found between resampled data and imbalanced data. It can be seen that reducing complexity alleviates the effects of mild imbalanced data conditions. To 
Summary
When training data from both studies were balanced at 100%, study 1 showed an F1 score around 0.8 while study 2 showed an F1 score around 0.9. The high scores from both studies indicate that the classifiers perform relatively well when training data are balanced. The best classifiers for balanced training data for both studies were logistic regression and SVM. SVM was also the best classifier for text data according to Liu & Yang (1999) . When training data were imbalanced, study 1 showed that F1 scores in the most extreme level of imbalance were generally below 0.1, even scoring as low as 0.02 in the case of KNN. However, in study 2, all classifier F1 scores were above 0.6. Naïve Bayes was the best classifier for most imbalanced situations in study 1 and SVM was the best classifier for most imbalanced situations in study 2.
After data were resampled, as seen in table 10, KNN paired with SMOTE performed best in study 1 while logistic regression and SVM paired with borderline-SMOTE2 performed best in study 2. After data resampling, the F1 scores ranged between 0.75 and 0.81 in study 1 while F1 scores ranged between 0.89 and 0.95 in study 2. Aside from KNN, in the most imbalanced situations, naïve Bayes paired best with ADASYN, while logistic regression and SVM paired best with borderline-SMOTE2. Respective methods for each data point can be found in table 10. summarize, the effects of oversampling methods are only seen in the few most imbalanced situations in study 2. Table 9 . F1 scores of each oversampling method. The highest scores for each imbalanced situation are shaded in grey.
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Bayes performed best with ADASYN as was the case in study 1 in the most imbalanced conditions. However, after the number of minority class samples reached 33%, no big differences were found between resampled data and imbalanced data. It can be seen that reducing complexity alleviates the effects of mild imbalanced data conditions. To summarize, the effects of oversampling methods are only seen in the few most imbalanced situations in study 2. Naïve Bayes
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Conclusion
Highest performance scores were reached when data were balanced in this research. The highest F1 scores in study 1 were around 0.8 while the highest scores in study 2 were 0.9. The two studies had the same number of training data but different similarity levels. This suggests that data with less complexity leads to higher level of classifier performance. When data were balanced, the SVM and logistic regression classifiers were the best performing classifiers in both studies. In imbalanced conditions, imbalanced and similarity levels showed to be important factors that affected the performance of classifiers, aligning with the findings of Japkowicz (2000) . Imbalanced levels being equal, performance varied drastically based on similarity levels. While the F1 scores in the most extreme level of imbalance scored around 0.1 when the cosine similarity was high in study 1, F1 scores in the same levels scored around 0.6 when the cosine similarity was low in study 2. Therefore, it can be said that especially when articles have high similarities, imbalanced data are even more harmful to the performance of classifiers. It was difficult to conclude that there was a single classifier that performs best in all imbalanced situations.
When data were resampled, classifiers from both studies showed better performance compared to when data were imbalanced. The extent of receiving boosts from oversampling methods differed however, depending on levels of similarity. The effect of oversampling was moderated by the similarity between texts. When training data were relatively not similar, the effects of oversampling methods were shown only in the most imbalanced situations. As imbalanced levels lessened, oversampling effects were less noticeable compared to using imbalanced data. Nevertheless, implementing oversampling methods proved to improve performance in imbalanced situations.
The mind seems to handle similar cognitive tasks. For example, learning to distinguish a bird and dog is relatively easy while learning to distinguish a golden retriever from a yellow Labrador retriever requires additional attention. However, if the golden retriever is studied well enough, a distinction between the two can be made with imbalanced data about Respective methods for each data point can be found in table 10. Table 10 . A summary of the best performing resampling combinations by minority size number. Grey shades represent the best performing classifier in the minority size tier, bold represents statistical significance from using resampled data instead of implementing imbalanced data. Italics represents statistical significance from other resampling methods. 'SVM' represents SVM-SMOTE while 'RO' represents random oversampling. 'None' indicates that imbalanced data scored higher than resampled data. Table 10 . A summary of the best performing resampling combinations by minority size number. Grey shades represent the best performing classifier in the minority size tier, bold represents statistical significance from using resampled data instead of implementing imbalanced data. Italics represents statistical significance from other resampling methods. "SVM" represents SVM-SMOTE while "RO" represents random oversampling. "None" indicates that imbalanced data scored higher than resampled data. 
Level of imbalance
Conclusion
Highest performance scores were reached when data were balanced in this research. The highest F1 scores in study 1 were around 0.8 while the highest scores in study 2 were 0.9. In conclusion, this study has shown that oversampling methods improve the performance of classifiers in imbalanced situations. Also, it was shown that complexity affects the effects of oversampling methods. Text classification has high prospects in the real world, and it is highly likely that researchers may come across imbalanced data. Luckily, approaching data imbalance at the data level is comparatively approachable, and prove to be effective compared to using imbalanced data. However, this study has also shown that while there may be better pairs for each method, there is only a small difference among the oversampling methods. It is hoped that this study is able to provide insight for those pursuing further research on probabilistic inference in imbalanced text data.
Furthermore, this study holds limitations which call for further studies. For example, recently developed oversampling techniques such as the Sigma Nearest Oversampling based on Convex Combination (SNOCC) (Cai, Li & Zheng, 2015) , the Cluster-Based Synthetic Oversampling (CBSO) (Barua, Islam & Murase, 2011) , or Majority Weighted Minority Oversampling TEchnique (MWMOTE) (Barua, et al., 2014) were not reflected in this study. Also, expanding the study to multiclass tasks on diverse narratives or topics would aid in generalizing such phenomenon, while novel experiment designs that encompass the comparison between non-textual data and human-related experiments could contribute to furthering our understanding of the mind. the unseen breed. It can be assumed that either the mind differs from the computer on the algorithmic level of the mind (Marr, 1982) , or that a similar resampling process occurs in the mind as well. Nevertheless, to be able to create classifiers that match the performance of the human mind, it is important to find the best oversampling method, which this study has aimed to find.
The effects of oversampling methods on the KNN classifier was distinguishable from other classifiers. Most classifiers showed gradual increase in performance as imbalanced levels lessened regardless of implementation of oversampling methods. However, the KNN classifier showed drastic improvement after oversampling methods were implemented and did not show much greater increase as imbalanced levels lessened. It is speculated that the drastic improvement in performance comes from KNN based algorithms SMOTE utilizes when synthesizing new examples.
It was hard to conclude that there was a single best classifier and oversampling method in all situations. In study 1, KNN and SMOTE was the best performing combination while SVM and borderline-SMOTE2 was the best performing combination in study 2. However, patterns could be discovered in both studies.
Naïve Bayes was best paired with ADASYN while logistic regression and SVM were best paired with borderline-SMOTE2. Logistic regression and SVM performed best when paired with borderline-SMOTE2, and KNN did not perform best when paired with ADASYN. However, it is also important to note that there was small difference among the oversampling methods with the exception of KNN. Therefore, it is difficult to say that a certain oversampling method had a definitive advantage for a certain classifier. What came as a surprise was that KNN and ADASYN did not perform the best when paired together since both were most sensitive to the local distribution. It can be suggested that when a classifier and resampling method solely focuses on the local distribution, performance can be relatively lower than other resampling methods.
Of all classifiers, SVM was the classifier that consistently performed in the top tier of classifiers in balanced, imbalanced and resampled data situations. Thus, it can be safe to conclude that applying borderline-SMOTE2 to SVM for imbalanced text classification tasks can yield reliable * Starred categories were used in this study.
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B. Classifier Parameters
Logistic regression
Default parameters were set for the logistic regression classifier throughout the experiment. 
Parameter
Naïve Bayes
Default parameters were set for the multinomial naïve Bayes classifier throughout the experiment.
K-nearest Neighbor (KNN)
The KNN classifier allows size adjustments on the neighborhood. The number of neighbors was adjusted throughout the experiment among a sample population of 3, 5, 7, and 9. Below are the parameters selected through the cross-validation process.
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