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to hold for the weighted generalized inverses of matrices.
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1. Introduction
For A ∈ Cm×n, we denote by A∗,R(A), N (A) and r(A), the conjugate transpose, the range space, the null space and the
rank of A, respectively.
Definition 1.1. Let A ∈ Cm×n and let M ∈ Cm×m, N ∈ Cn×n be two positive definite matrices. The unique matrix X which
satisfies
(1) AXA = A, (2) XAX = X, (3) (MAX)∗ = MAX, (4) (NXA)∗ = NXA,
is called the weighted Moore–Penrose inverse of A and is denoted by AĎM,N .
Obviously, forM = Im and N = In, the weighted Moore–Penrose inverse of A is the Moore–Penrose inverse of A.
For A ∈ Cm×n, the sets of least-squares weighted generalized inverses of A ({1, 3M}-inverse of A), minimum-norm
weighted generalized inverses of A ({1, 4N}-inverse of A), {1, 2, 3M}-inverses of A and {1, 2, 4N}-inverses of A, respectively
are given by
A{1, 3M} = {X: AXA = A, (MAX)∗ = MAX},
A{1, 4N} = {X: AXA = A, (NXA)∗ = NXA},
A{1, 2, 3M} = {X: AXA = A, XAX = X, (MAX)∗ = MAX},
A{1, 2, 4N} = {X: AXA = A, XAX = X, (NXA)∗ = NXA}.
For more results concerning generalized inverses, see [1–3].
The reverse order law for the Moore–Penrose inverse seems first to have been studied by Greville [4] in 1960. Since then
there have been quite a number of papers on this subject (see [5,6]).
In [7], for the first time the authors presented necessary and sufficient conditions for several types of reverse order laws
for the weighted generalized inverses to hold. In this paper, we offer new necessary and sufficient conditions for the reverse
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order laws for theweighted generalized inverses ofmatrices. The significance of our results lies in the fact that the conditions
given in this paper, especially for the {1, 2, 3M} and {1, 2, 4N}-reverse order laws, are purely algebraic while the conditions
given in [7] are mostly rank conditions. We present necessary and sufficient conditions for the following inclusions
B{1, 3N}A{1, 3M} ⊆ (AB){1, 3M}
B{1, 4K}A{1, 4N} ⊆ (AB){1, 4K}
B{1, 2, 3N}A{1, 2, 3M} ⊆ (AB){1, 2, 3M}
B{1, 2, 4K}A{1, 2, 4N} ⊆ (AB){1, 2, 4K}
to hold, where A ∈ Cm×n, B ∈ Cn×k and M,N and K are three positive definite matrices of orders m, n and k, respectively.
Also, we consider the reverse order law for the weighted {1, 3, 4}-inverses. We give necessary and sufficient conditions for
B{1, 3N, 4K} · A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K},
and
(AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N},
in the case whenM,N, K are positive definite matrices of appropriate sizes.
2. Reverse order laws for the weighted {1, 3}, {1, 4}, {1, 2, 3} and {1, 2, 4}-inverses
Let A ∈ Cm×n, B ∈ Cn×k and let M ∈ Cm×m, N ∈ Cn×n and K ∈ Ck×k be three positive definite matrices. In this section,
we give necessary and sufficient conditions for the following inclusions to hold:
B{1, 3N} · A{1, 3M} ⊆ (AB){1, 3M}, (2.1)
B{1, 4K} · A{1, 4N} ⊆ (AB){1, 4N}, (2.2)
B{1, 2, 3N} · A{1, 2, 3M} ⊆ (AB){1, 2, 3M}, (2.3)
B{1, 2, 4K} · A{1, 2, 4N} ⊆ (AB){1, 2, 4N}. (2.4)
The results from this section generalize those of [8,9] to the case of weighted generalized inverses. First, we will state the
characterization of the sets A{1, 3M} and A{1, 4N} given in [7]:
Lemma 2.1 ([7]). Let A ∈ Cm×n, M ∈ Cm×m and N ∈ Cn×n where M and N are positive definite. For G ∈ Cn×m, we have:
(i) G ∈ A{1, 3M} ⇔ A∗MAG = A∗M,
(ii) G ∈ A{1, 4N} ⇔ GAN−1A∗ = N−1A∗.
Obviously, we can conclude that
A{1, 3M} = {AĎM,In + (In − AĎM,InA)Y : Y ∈ Cn×m}
and
A{1, 4N} = {AĎIm,N + Z(Im − AAĎIm,N): Z ∈ Cn×m}.
Now, we will give a similar characterization of the sets A{1, 2, 3M} and A{1, 2, 4N}.
Theorem 2.1. Let A ∈ Cm×n, M ∈ Cm×m and N ∈ Cn×n where M and N are positive definite. For G ∈ Cn×m, we have:
(i′) G ∈ A{1, 2, 3M} ⇔ A∗MAG = A∗M and GAAĎM,In = G.
(ii′) G ∈ A{1, 2, 4N} ⇔ GAN−1A∗ = N−1A∗ and AĎIm,NAG = G.
Proof. (i′) If G ∈ A{1, 2, 3M}, then
A∗MAG = A∗(MAG)∗ = A∗M
and
GAAĎMIn = GM−1(MAG)M−1(MAAĎMIn)
= GM−1(MAG)∗M−1(MAAĎMIn)∗
= G.
If we suppose that A∗MAG = A∗M and GAAĎM,In = G, we have that
AGA = M−1(MAAĎM,In)∗AGA = M−1(MAAĎM,In)∗A = A.
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Also,
GAG = GM−1(AĎM,In)∗A∗MAG = GM−1(MAAĎM,In)∗ = G
and
(MAG)∗ = G∗A∗M = G∗A∗MAG = MAG.
The statement (ii′) can be proved in a similar way. 
Throughout the paper, we will use the following lemma:
Lemma 2.2 ([1]). Let A ∈ Cm×n, M ∈ Cm×m and N ∈ Cn×n where M and N are positive definite. Then
AĎM,N = N−
1
2

M
1
2 AN−
1
2
Ď
M
1
2 .
In the next theorem, we present new necessary and sufficient conditions (3◦ and 4◦) for (2.1) to hold.
Theorem 2.2. Let A ∈ Cm×n, B ∈ Cn×k. If M ∈ Cm×m and N ∈ Cn×n are positive definite matrices, then the following conditions
are equivalent:
(1◦) B{1, 3N} · A{1, 3M} ⊆ (AB){1, 3M},
(2◦) BBĎN,IkN
−1A∗MAB = N−1A∗MAB,
(3◦) BĎN,IkA
Ď
M,N ∈ (AB){1, 3M},
(4◦) BĎN,IkA
Ď
M,N ∈ (AB){1, 2, 3M}.
Proof. From [7, Corollary 2.2], we have that (1◦) is equivalent with (2◦). Now, let us prove that (3◦) is equivalent to (1◦)
and that (4◦) is equivalent to (1◦).
Let A˜ = M 12 AN− 12 and B˜ = N 12 B. For X ∈ Cn×m and Y ∈ Ck×n, put X˜ = N 12 XM− 12 and Y˜ = YN− 12 . It is easy to see that
the following equivalences hold:
X ∈ A{1, 3M} ⇔ X˜ ∈ A˜{1, 3},
Y ∈ B{1, 3N} ⇔ Y˜ ∈ B˜{1, 3},
YX ∈ AB{1, 3M} ⇔ Y˜ X˜ ∈ (A˜B˜){1, 3}.
Obviously,
B{1, 3N} · A{1, 3M} ⊆ (AB){1, 3M} ⇔ B˜{1, 3} · A˜{1, 3} ⊆ (A˜B˜){1, 3},
so (1◦) is equivalent to
B˜{1, 3} · A˜{1, 3} ⊆ (A˜B˜){1, 3}. (2.5)
Now, by [9, Theorem 3.1], we get that (2.5) is equivalent to B˜B˜ĎA˜∗A˜B˜ = A˜∗A˜B˜, which is by Lemma 2.2 equivalent to
BBĎN,IkN
−1A∗MAB = N−1A∗MAB.
Since BĎN,IkA
Ď
M,N ∈ (AB){1, 3M} is equivalent to B˜ĎA˜Ď ∈ (A˜B˜){1, 3} and BĎN,IkAĎM,N ∈ (AB){1, 2, 3M} is equivalent to
B˜ĎA˜Ď ∈ (A˜B˜){1, 2, 3}, the proof follows by [9, Theorem 3.1]. 
A similar result in the case of weighted {1, 4}-inverses follows from Theorem 2.2 by reversal of products:
Theorem 2.3. Let A ∈ Cm×n, B ∈ Cn×k. If N ∈ Cn×n and K ∈ Ck×k are positive definite matrices, then the following conditions
are equivalent:
(1◦◦) ABK−1B∗NAĎIm,NA = ABK−1B∗N,
(2◦◦) B{1, 4K} · A{1, 4N} ⊆ (AB){1, 4K},
(3◦◦) BĎN,KA
Ď
Im,N ∈ (AB){1, 4K},
(4◦◦) BĎN,KA
Ď
Im,N ∈ (AB){1, 2, 4K}.
Proof. Let A˜ = AN− 12 and B˜ = N 12 BK− 12 . For X ∈ Cn×m and Y ∈ Ck×n, set X˜ = N 12 X and Y˜ = K 12 YN− 12 . Now, the proof is
similar to the one of Theorem 2.2 and follows from [9, Theorem 3.2]. 
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Now, we will consider the reverse order law for the weighted {1, 2, 3}-inverses and weighted {1, 2, 4}-inverses. Remark
that necessary and sufficient rank conditions for the reverse order law of {1, 2, 3} and {1, 2, 4}-inverses are given in [8].
Theorem 2.4. Let A ∈ Cm×n, B ∈ Cn×k. If M ∈ Cm×m and N ∈ Cn×n are positive definite matrices, then the following conditions
are equivalent:
(1′) B{1, 2, 3N} · A{1, 2, 3M} ⊆ (AB){1, 2, 3M},
(2′) BBĎN,IkN
−1A∗MAB = N−1A∗MAB and ((ABBĎN,Ik)ĎM,NABBĎN,Ik = BBĎN,Ik or AB(AB)ĎM,Ik = AAĎM,N).
Proof. Let A˜ = M 12 AN− 12 and B˜ = N 12 B. For X ∈ Cn×m, Y ∈ Ck×n and Z ∈ Ck×m, put X˜ = N 12 XM− 12 , Y˜ = YN− 12 and
Z˜ = ZM− 12 . Then we have that A˜B˜Z˜ A˜B˜ = A˜B˜ if and only if ABZAB = AB and that Z˜ A˜B˜Z˜ = Z˜ if and only if ZABZ = Z . Also,
(A˜B˜Z˜)∗ = A˜B˜Z˜ if and only if (MABZ)∗ = MABZ .
Hence,
Z˜ ∈ (A˜B˜){1, 2, 3} ⇔ Z ∈ (AB){1, 2, 3M}.
Similarly, we get that X ∈ A{1, 2, 3M} if and only if X˜ ∈ A{1, 2, 3} and that Y ∈ B{1, 2, 3N} if and only if Y˜ ∈ A{1, 2, 3}.
Using Lemma 2.2 we can easily prove the following:
(A˜B˜B˜Ď)ĎA˜B˜B˜Ď = B˜B˜Ď ⇔ (ABBĎN,Ik)ĎM,NABBĎN,Ik = BBN,Ik ,
(A˜B˜)(A˜B˜)Ď = A˜A˜Ď ⇔ (AB)(AB)ĎM,Ik = AAĎM,N ,
B˜B˜ĎA˜∗A˜B˜ = A˜∗A˜B˜⇔ BBĎN,IkN−1A∗MAB = N−1A∗MAB.
Now, the proof follows from [9, Corollary 3.1]. 
The case of weighted {1, 2, 4}-inverses is treated completely analogously, and the corresponding result follows by taking
adjoints, or by reversal of products:
Theorem 2.5. Let A ∈ Cm×n, B ∈ Cn×k. If N ∈ Cn×n and K ∈ Ck×k are positive definite matrices, then the following conditions
are equivalent:
(1′′) B{1, 2, 4K} · A{1, 2, 4N} ⊆ (AB){1, 2, 4N},
(2′′) ABK−1B∗NAĎIm,NA = ABK−1B∗N and ((AĎIm,NAB)(AĎIm,NAB)ĎN,K = AĎIm,NA or (AB)ĎIm,K (AB) = BĎN,KB).
3. Reverse order law for weighted {1, 3, 4}-inverses
In this section, we consider the reverse order law for the weighted {1, 3, 4}-inverses. We give necessary and sufficient
conditions for
B{1, 3N, 4K} · A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K},
and
(AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N},
in the case whenM,N, K are positive definite matrices of appropriate sizes.
Also, we give a very short proof that
(AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N}
is actually equivalent to
(AB){1, 3M, 4K} = B{1, 3N, 4K} · A{1, 3M, 4N}.
We will begin with two auxiliary results:
Lemma 3.1. Let A ∈ Cm×n and B ∈ Cn×m. If M ∈ Cm×m and N ∈ Cn×n are positive definite matrices, then the following
statements are equivalent:
(1) B ∈ A{1, 3M, 4N},
(2) A∗MAB = A∗ and BAN−1A∗ = A∗,
(3) There exists Y ∈ Cm×n such that B = AĎM,N + (I − AĎM,NA)Y (I − AAĎM,N).
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Proof. Let A˜ = M 12 AN− 12 and B˜ = N 12 BM− 12 . It is easy to see that
B ∈ A{1, 3M, 4N} ⇔ B˜ ∈ A˜{1, 3, 4},
A˜∗A˜B˜ = A˜∗ ⇔ A∗MAB = A∗
and
B˜A˜A˜∗ = A˜∗ ⇔ BAN−1A∗ = A∗.
Also, there exists Y˜ ∈ Cn×m such that B˜ = A˜Ď + (I − A˜ĎA˜)Y (I − A˜A˜Ď) if and only if there exists Y ∈ Cn×m such that
B = AĎM,N + (I − AĎM,NA)Y (I − AAĎM,N). Now, the proof follows from [10, Lemma 1.3]. 
Hence,
A{1, 3M, 4N} = {AĎM,N + (I − AĎM,NA)Y (I − AAĎM,N): Y ∈ Cm×n}.
Lemma 3.2. Let A ∈ Cm×n, B ∈ Cn×k. If M ∈ Cm×m, N ∈ Cn×n and K ∈ Ck×k are positive definite matrices then:
(a) BĎN,KB(AB)
Ď
M,K = (AB)ĎM,K ,
(b) (AB)ĎM,KAA
Ď
M,N = (AB)ĎM,K .
Proof. (a) By easy computation, we can show that BĎN,KB(AB)
Ď
M,K ∈ (AB){1, 2}. Since MABBĎN,KB(AB)ĎM,K = MAB(AB)ĎM,K is
hermitian and
KBĎN,KB(AB)
Ď
M,K (AB) = B∗(BĎN,K )∗K(AB)ĎM,K (AB)
= B∗(BĎN,K )∗(AB)∗((AB)ĎM,K )∗K
= B∗A∗((AB)ĎM,K )∗K
= K(AB)ĎM,K (AB),
we have BĎN,KB(AB)
Ď
M,K = (AB)ĎM,K . The identity (b) can be proved similarly. 
Theorem 3.1. Let A ∈ Cm×n, B ∈ Cn×k and let M ∈ Cm×m, N ∈ Cn×n and K ∈ Ck×k be positive definite matrices. The following
conditions are equivalent:
(a′) B{1, 3N, 4K} · A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K},
(b′) (AB)ĎM,K = BĎN,KAĎM,N .
Proof. Let A˜ = M 12 AN− 12 and B˜ = N 12 BK− 12 . For X ∈ Cn×m and Y ∈ Ck×n set X˜ = N 12 AM− 12 and Y˜ = K 12 YN− 12 . It is easy to
see that
X ∈ A{1, 3M, 4N} ⇔ X˜ ∈ A˜{1, 3, 4},
Y ∈ B{1, 3N, 4K} ⇔ Y˜ ∈ B˜{1, 3, 4},
YX ∈ (AB){1, 3M, 4K} ⇔ Y˜ X˜ ∈ (A˜B˜){1, 3, 4}
and
B{1, 3N, 4K} · A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K} ⇔ B˜{1, 3, 4} · A˜{1, 3, 4} ⊆ (A˜B˜){1, 3, 4}.
We can easily prove the next equivalence
(AB)ĎM,K = BĎN,KAĎM,N ⇔ (A˜B˜)Ď = B˜ĎA˜Ď.
Now, the proof follows by [10, Theorem 2.1]. 
Remark that several conditions equivalent to (b′) can be found in [11].
Theorem 3.2. Let A ∈ Cm×n, A ∈ Cn×k and let M ∈ Cm×m, N ∈ Cn×n and K ∈ Ck×k be positive definite matrices. The following
conditions are equivalent:
(a′′) (AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N},
(b′′) (AB){1, 3M, 4K} = B{1, 3N, 4K} · A{1, 3M, 4N}.
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Proof. (a′′)⇒ (b′′): For every Z ∈ Ck×m, there exist X ∈ Cn×m and Y ∈ Ck×n such that
(AB)ĎM,K + (I − (AB)ĎM,K (AB))Z(I − (AB)(AB)ĎM,K )
= (BĎN,K + (I − BĎN,KB)Y (I − BBĎN,K ))(AĎM,N + (I − AĎM,NA)Y (I − AAĎM,N)).
Multiplying the last equality by BĎN,KB from the left and by AA
Ď
M,N from the right, by Lemma 3.2 we have
(AB)ĎM,K + (BĎN,KB− (AB)ĎM,K (AB))Z(AAĎM,N − (AB)(AB)ĎM,K ) = BĎN,KAĎM,N .
For Z = 0 we get (AB)ĎM,K = BĎN,KAĎM,N which implies B{1, 3N, 4K}A{1, 3M, 4N} ⊆ (AB){1, 3M, 4K}.
(b′′)⇒ (a′′): This is obvious. 
Theorem 3.3. Let A ∈ Cm×n, B ∈ Cn×k and let M ∈ Cm×m, N ∈ Cn×n and K ∈ Ck×k be positive definite matrices. The following
conditions are equivalent:
(a◦) (AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N},
(b◦) (AB){1, 3M, 4K} = B{1, 3N, 4K} · A{1, 3M, 4N},
(c◦) (AB)ĎM,K = BĎN,KAĎM,N and (B = AĎM,NAB or A = ABBĎN,K ).
Proof. Let A˜ = M 12 AN− 12 and B˜ = N 12 BK− 12 . For X ∈ Cn×m and Y ∈ Ck×n let X˜ = N 12 XM− 12 and Y˜ = K 12 YN− 12 . We have
that
X ∈ A{1, 3M, 4N} ⇔ X˜ ∈ A˜{1, 3, 4},
Y ∈ B{1, 3N, 4K} ⇔ Y˜ ∈ B˜{1, 3, 4},
YX ∈ (AB){1, 3M, 4K} ⇔ Y˜ X˜ ∈ (A˜B˜){1, 3, 4}.
Now, the proof follows from Theorem 2.3 from [10]. 
It is interesting to remark that using [10, Theorem 2.4], we can conclude that
(AB){1, 3M, 4K} ⊆ B{1, 3N, 4K} · A{1, 3M, 4N}
can be true only in the case whenm ≤ n.
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