A SOHO (Small Office or Home Office) architecture can be sketched as an architecture that involves an ITSP (Internet Telephony Service Provider) and subscribers. The ITSP offers SIP protocol based telephony and presence services for subscribers. A subscriber has a single billing account but several addresses (also called extensions or numbers). Each of those addresses can be assigned to a device, may it be wired or wireless. The subscriber's set of addresses can be either owned by a single user or by a group of users. In the latter case, each user has one or several addresses.
Introduction
For several years, the designers of telecommunications services are confronted with the Feature Interaction (FI) problem [1] . A FI occurs when the joint use of several services induces an undesired behaviour. For illustration purpose, we consider two services: Originating Call Screening (OCS) and Call Forwarding (CF). OCS allows to block outgoing calls based on the destination number, and CF is used to program an automatic redirection of incoming calls towards another destination. We consider three users A, B and C, where A and B are subscribers of OCS and CF, respectively. Let us assume that A (by using OCS) has put C's phone number in a screening list Locs, and B (by using CF) has programmed a redirection towards C. Thus, if A calls B, the former will be connected to C due to the redirection programmed by B. There is a FI because A has succeeded to call C although the latter is in the screening list Locs. The most studied topics in the FI scientific community are detection and resolution, most of the results are published in a series of workshops [2] . Detection consists in checking for the existence of FI. Once a FI is detected, resolution consists in removing the FI. Henceforth, by management we mean detection and resolution.
More generally, we say that an interaction arises when two or more elements cannot hold at the same time. When the elements are telecommunications services, we have the above-mentioned FI problem. In this article, we study the case of the presence service, where an element is a presence status. We consider a particular architecture, called SOHO (Small Office or Home Office), consisting of an Internet Telephony Service Provider (ITSP) that offers SIP based telephony and presence services for users. Each user can own one or more devices. The devices that are presence capable, periodically publish the user presence status to the ITSP presence server. A presence interaction (PI) arises when two or more devices owned by the same user publish contradictory presence status. For example, available and out-for-lunch are two contradictory presence status.
From the analogy between presence interaction (PI) and feature interaction (FI), we propose an architecture for managing PI and FI which extends a solution developed for managing FI [3] . The architecture is multi-agents where an agent is assigned to every network node that runs services. We explain how those agents co-operate at runtime to find a common solution to avoid PI. We do not consider FI because they have been studied in [3] . The detection and resolution procedure is based on order relations that are used to define resolution policies. A Presence Interaction Management Language (PIML) is used to express formally the relevant information for managing PI. PIML is a small subset of a language called PFIML (Presence and Feature Interaction Management Language). The latter models relevant information for managing FI as well as PI. The part of PFIML for FI management is called FIML and is presented in detail in [4] .
The rest of this paper is organized as follows. Section 2 presents the SOHO architecture. In Section 3, we introduce the presence service in a SIP architecture and then in a SOHO architecture. Section 4 introduces PI and the approach used for solving them. In Section 5, we propose a Multi-agents architecture for managing FI and PI. Section 6 presents PIML that is used to model presence status and resolution policies. And we conclude in Section 7. Figure 1 depicts the business model this work supposes. The ITSP (Internet Telephony Service Provider) offers telephony and presence services for subscribers. A subscriber has a single billing account. Such an account may however be associated with a set of addresses (also called extensions or numbers). Each of those addresses can be assigned to a SIP device, may it be wired or wireless. So, the subscriber's set of addresses can be either owned by a single person who has many telephony devices or by a group of persons, each one having his personal telephony device. For example, a subscriber account can be purchased by a family in order for the parents and children to make calls using their personal devices. A subscriber account may also be purchased by a small business in order to build a SOHO (Small Office or Home Office) network that gathers the devices owned by the same subscriber. In such a case, the subscriber addresses are assigned to employees. So, a SOHO network is merely an office telephony network that owns a subscriber account provided by an ITSP. The ITSP accounting service will produce one bill for the subscriber account, which will contain all the calls made by the family members or the company employees. In the remaining of this paper, we will call user any person (e.g., family member, company employee) who owns one or more addresses that belong to a subscriber account.
Architecture context
The ITSP offers a link between the users and the public network. The users make and receive calls via the ITSP server. They also can purchase other services that are deployed by the ITSP. In order to manage their accounts and specify their preferences, the ITSP often offers an interface for the subscribers. Dialexia SOHO package, for instance, provides one Web interface per subscriber [5] . This interface offers all what one needs to manage the user accounts and preferences. In the present paper, we call such an interface the subscriber interface and suppose the ITSP offering telephony and presence services. That is, the subscriber interface can be used to manage telephony preferences as well as presence preferences. 
Presence service
SIP offers a presence publishing framework that defines the architecture and the communication mechanisms required to implement a presence publishing service ( Figure  2 ). Such a service may process a variety of presence information: geographical location, activities (meeting, lunch, etc.), media capabilities, and more. The presence architecture [6] encompasses user terminals that publish presence information to a presence server, using the PUBLISH message [7] . Users which publish their presence information are called presentities. The presence server composes the presence information that is published by different terminals that belong to a same presentity in order to produce a single presence document. The users who are interested to be notified about the presence status of a given presentity can subscribe to this service with the presence server. They have to send a SUBSCRIBE message. Those users are called watchers. Every time his presence status is changed, the presentity publishes the new presence information. The presence server then notifies all the watchers of that presentity about his new presence information by sending a NOTIFY message to every one, including the presence document.
In the example of Figure 2 , we have a presentity A that owns a cell phone and a computer, and a presentity B that owns a PDA. There are three watchers, two of them are interested by the presence status of A while the third one is interested by the presence status of B.
Figure 2. SIP presence architecture
Matching the business model defined in Section 2 with the presence architecture results in the architecture depicted by Figure 3 . The ITSP owns the presence server which is likely to be located on the same physical node as the proxy server. In this context of presence services, a SOHO network is composed of a subscriber's terminals which are SIP presence capable devices. They can publish their presence information to the presence server. Watchers could be located in the ITSP network (composed of SOHO networks of the other subscribers) or in the public network.
Since presence information is private, the SIP presence service gives presentities total transparency and control. In fact, a presentity can ask the presence server who are his watchers and can subscribe to their presence information. He also can define presence notification policies that filter the presence information to provide, depending on the identity of the watcher, the type of presence information, the date, the time, and more. For example, "my wife can be notified of my geographical location at any time, my colleagues only between 8:00 and 17:00."
Presence information as well as filtering policies are coded in an XML-based language called Presence Information Data Format (PIDF). The reader can find a thorough description of PIDF in [8] . Schulzrinne proposed an extension to PIDF, the RPID language [9] , which mostly provides additional information about what the presentity is doing, when a service or device was last used, the type of place the presentity is in, the time zone he is located in, etc. 
Presence interactions and solution approach

Presence status
The presence status elements defined by RPID [R4] are not currently implemented by the industry. For the purpose of the current work, we will choose a reduced set of presence status that contains the currently most used ones. Those status elements are adopted, for example, by Dial-Console [10] and Windows Messenger [11], the SIP softphones of Dialexia and Microsoft, respectively. Based on this set of presence status, we will design a presence composition module. The presence status elements are the following:
All the above presence status relate to the user's situation in or out of the office. Hence, Busy means to be busy in the office, for example. Notice also that the On-the-phone status is special in that it is temporary and not intentional. All the other presence status are intentionally set by the user. A device that from time to time switches between Available and On-the-phone reports that the end user is available and receiving or issuing calls. These two status are not contradictory. However, it is contradictory that a device publishes a status which switches between On-the-phone and On-vacation. SIP industrial presence applications such as SIP phones hide the On-the-phone status if it does not conform (i.e., is contradictory) with the previous status (On-vacation, for example). DialConsole, for instance, excludes On-the-phone status in all cases except when the previous status is Available.
Presence composition
To provide consistent presence information, the SIP presence service supposes the presence server to compose the different presence information about the presentity in order to produce a single presence document to be sent to his watchers. Schulzrinne et al. discuss the way the presence server should process presence information composition in a single presence document, according to certain policies [12] . A presence composition module implementation is supposed to choose among those policies. Here are some examples:
-Discard presence information that has been received before a certain date.
-Choose the data from the most trustworthy device, such as the user's cell phone.
-Omit any couple of information that contradict each other.
-Value of another element: other elements may indicate that one version of the information should be trusted. For example, after 8PM, it is more likely that the information provided by the home device is up-to-date.
Presence interactions and their classification
We define the presence interaction problem as the situation where two or more different devices owned by the same user report two or more different presence status of the user. This is the presence version of the Feature Interaction problem [1] . This could happen, for example, when a device publishes Out-for-lunch status while another publishes Onthe-phone status, or when they respectively publish On-vacation and In-a-meeting.
The composition mechanism will be used to detect a presence status interaction. The resolution of a detected interaction will then consist in keeping one among the conflicting presence status in the manner we will explain. At our knowledge, the present article is the first research report that addresses the problem of presence interaction resolution within a defined service architecture.
For simplicity, we propose a detection and resolution method only for interactions involving exactly two (conflicting) devices. The study of interactions involving more than two devices is planned for a future work.
The manual verification of every couple among the adopted presence status elements results in the following presence interaction classification: -Obvious Resolution (OR): among two conflicting status, the selection of the one to be excluded is obvious. For example, if a given status S is to be excluded whatever is the other status. In this case, we will write: OR:S. -Resolution Policy (RP): among two conflicting status, the selection of the one to be excluded needs to conform to a specified policy. As it will be explained, a policy is a human preference or point of view and will be based on an order relation (i.e., antisymmetrical and transitive relation). Table 1 indicates all the possible interactions among the adopted presence status elements and the corresponding classification. These interactions will be explained in Sections 4.4 and 4.5. 
OR interactions
These interactions involve the On-the-phone status. The latter is not chosen by the presentity using his device, but rather reported by the telephony switch that is processing a call issued or received by the presentity. The On-the-phone status should not contradict a user who, for example, receives a call on a device at a period during which he has chosen to appear as Out-for-lunch on another device. The On-the-phone status should be excluded and the other status which has been intentionally chosen by the user should appear instead. According to this, On-the-phone has to be excluded in all interactions whatever is the other status.
RP interactions based on order relations
These interactions are solved by excluding one among the two conflicting status. The exclusion of a status among a couple of status may be done using policies, each policy being based on an order relation. We define the following two categories of order relations:
Status order relations (SOR):
A SOR is an order relation between status. Let us consider two status S1 and S2 and a SOR sor. If S1 sor S2, then the policy based on sor consists in excluding S2 or, in other words, in keeping S1. When "S1 sor S2", we also say: S1 is better than S2 (or S1 is the best) wrt sor.
"is more precise than" is an example of SOR, which is used to express the fact that a presence status element is semantically contained in another, in the sense that it expresses more precisely the same activity as the other. For example, Away is more precise than Not-available, and thus, the corresponding policy is to exclude Notavailable, that is, to keep Away. As a more complete example, for the eight presence status identified by 1, 2, …, 8 in Section 4.1, the SOR "is more precise than" implies the following pairs (2,5), (3,5), (7,2), (8,2), (4, 3) , where (i,j) means "i is more precise than j". And we can infer other order relations by transitivity. For example, (7,5) from (7,2) and (2.5), (8, 5 ) from (8,2) and (2,5), (4,5) from (4,3) and (3,5).
Device order relations (DOR):
A DOR is an order relation between devices. Let us consider two devices D1 and D2 and a DOR dor. If D1 dor D2, then the policy based on dor consists in excluding the status published by D2 or, in other words, in keeping the status published by D1. When "D1 dor D2", we also say: D1 is better than D2 (or D1 is the best) wrt dor. "is more trustworthy than" is an example of DOR, which can be used by assigning trustworthiness weights to devices. For example, the user can decide to assign more trustworthiness to cell phone than to office phone. A more elaborated policy may consist in assigning time conditioned trustworthiness weights.
Note that an order relation may be total or partial. In the latter case, two status or devices may be incomparable.
Using policies for solving presence interactions
Presence resolution policies have to be specified by the SOHO administrator and the end users. We suppose the ITSP provides the suitable interface for the SOHO administrator as well the users in order to specify those policies. The ITSP presence resolution solution is contained in a PIMA (Presence Interaction Management Agent) and is based on the use or SOR and DOR. We consider that for every user, we may have a set of SORs {sor 1 , …, sor n } which are ordered by priority, that is, sor i has priority over sor i+1 . We also may have a set of DORs {dor 1 , …, dor n } where dor i has priority over dor i+1 . We also assume that priorities may be defined between some pairs (sor i , dor j ).
Some order relations correspond to policies specified by the SOHO administrator and will therefore be called admin-based order relations. Other order relations correspond to policies specified by the users (presentities) themselves and will therefore be called userbased order relations. For example, the SOR "is more precise than" should be specified by the SOHO administrator, while the DOR "is more trustworthy than" should be specified by the users.
Given two status S1 and S2 published by devices D1 and D2, respectively, PIMA solves the interaction S1-S2 by applying the following resolution procedure:
Step 1: Comparison using SOR This step is based on the fact that each sor i has priority over sor i+1 . We check if S1 and S2 are comparable using sor 1 , that is, "S1 sor 1 S2" or "S2 sor 1 S1". If this is the case, then the best status wrt sor 1 is the solution of Step 1.
Otherwise (i.e., if S1 and S2 are incomparable by sor 1 ), then we check if they comparable by sor 2 . And so on, we iterate until either we reach a sor i that permits to compare S1 and S2, or we reach sor n without being able to compare S1 and S2. In the latter case, we say that S1 and S2 are SOR-incomparable. In the former case, the best status wrt sor i is the solution of Step 1.
Step 2: Comparison using DOR This step is based on the fact that each dor i has priority over dor i+1 .
We proceed iteratively as in Step 1, but by comparing devices instead of status. If no dor i permits to compare D1 and D2, we say that D1 and D2 are DOR-incomparable. Otherwise,
Step 2 provides a solution Dv (v = 1, 2 ).
Step 3: we have five situations: 3.a: Neither Step 1 nor
Step 2 provides a solution. In this case, the resolution procedure provides no solution.
3.b:
Step 1 provides a status Su as a solution and
Step 2 provides no solution.
Su is the adopted solution.
3.c:
Step 2 provides a device Dv as a solution and Step 1 provides no solution
The status published by Dv is the adopted solution.
3.d:
Steps 1 and 2 provide compatible solutions, that is, the solution of Step 1 is the status published by the device which is the solution of Step 2. This status is the adopted solution.
3.e:
Step 1 and 2 provide incompatible (or contradictory) solutions, that is, the solution of Step 1 is different from the status published by the device which is the solution of Step 2. In this case, let sor i and dor j be the two order relations providing the solutions of Steps 1 and 2, respectively. Recall that a priority may have been defined between sor i and dor j .
3.e.1: if such a priority has effectively been defined: we select the solution provided by the order relation that has priority over the other. 3.e.2: otherwise: the resolution procedure provides no solution.
We actually have six situations (instead of five) because 3.e consists itself in two situations. It is worth noting that PIMA applies transitivity of order relations when checking if two status or devices are comparable.
As it will be explained, the SORs and DORs and their related priorities should be sent to the PIMA using the SIP protocol. Then, the above procedure is applied at runtime by the PIMA on every interaction (i.e., every pair of devices publishing different status), one after the other, when producing a presence document to provide to the presentity's watchers.
Examples of presence interaction resolution
We will use the SOR "is more precise than" and the DOR "is more trustworthy than", and assume that the SOR has priority over the DOR.
Example of situation 3.a:
We consider the interaction 1-5 involving the status Available (1) and Not-available (5) published by a cell phone and an office phone, respectively. Clearly, the two status are incomparable wrt the SOR "is more precise than", because none of the status is more precise than the other. They are rather semantically mutually exclusive. We assume that, either at least one of the two devices has not been assigned a trustworthiness weight, or the two devices have been assigned the same trustworthiness weight. Briefly, the two devices are incomparable wrt the DOR "is more trustworthy than". Since we can compare neither the status nor the devices, the resolution procedure provides no solution.
Example of situation 3.b:
We consider the interaction 2-5 involving the status Away (2) and Not-available (5) published by a cell phone and an office phone, respectively. In
Step 1, the SOR "is more precise than" permits to select the status Away, because it is more precise than Not-available. Similarly to the above example of situation 3.a, we assume that the two devices are incomparable wrt the DOR "is more trustworthy than". Therefore, the resolution procedure selects the status Away.
Example of situation 3.c:
The only difference with the example of situation 3.a, is that now the cell phone is considered more trustworthy than the office phone. Therefore, the resolution procedure selects the status Available because it is published by the most trustworthy device (i.e., cell phone).
Example of situation 3.d:
The only difference with the example of situation 3.b, is that now the cell phone is considered more trustworthy than the office phone. Therefore, in
Step 1 the resolution procedure selects the status Away (2), and in Step 2 it selects the cell phone. Since the latter publishes exactly the status Away which has been selected in Step 1, the status finally selected is Away.
Example of situation 3.e:
The only difference with the example of situation 3.b (or 3.d), is that now the office phone is considered more trustworthy than the cell phone. Therefore, in Step 1 the resolution procedure selects Away, and in Step 2 it selects the office phone. Since the latter publishes the status Not-available, which has not been selected in Step 1, there is a conflict between the two status Away and Not-available. This conflict can be solved by giving priority to one of the two order relations "is more precise than" and "is more trustworthy than". If the latter (resp. former) is given priority over the other, the selected status is Not-available (resp. Away).
Presence enhanced FIMA architecture
In [3] , a multi-agent architecture solution is proposed to manage the problem of Feature Interactions in the SIP architecture. Software agents are called FIMA (Feature Interaction Management Agents). The agents are assigned to the different network nodes that room services. Hence, the SIP proxy server as well as the end user devices that are capable of rooming and executing services are equipped with FIMAs. For simplicity, we consider a single SIP domain, that is, a network consisting of a single proxy and all the end users connected to it.
Basic FIMA architecture
The proxy server has to contain a special FIMA, called NFIMA (Network FIMA). NFIMA plays the role of centralized FI solution. It has the responsibility of co-ordinating the operation of all the other FIMAs. The latter are called UFIMA (User FIMA) because they equip end user devices (see Figure 4) . The NFIMA has to be able to control the proxy server, which is the SIP communication central node. The aim is for the NFIMA to be able to control all the SIP communication. Every UFIMA sends a model of all its local services to NFIMA. Such a model is written in FIML (Feature Interaction Management Language): a language that has been designed for that purpose and which is presented in details in [4] . The provision of an FIML model has to be done using REGISTER: the SIP message that is sent by any SIP node to the proxy server in order to provide its location (IP address, transport protocol, and port).
At runtime, when a call request is received from user A to user B at the proxy server, NFIMA loads the service models previously sent by the UFIMA of A's device and the UFIMA of B's device. It then runs a FI detection procedure that detects possible interactions between the services of A and B. Then, if an interaction is detected, NFIMA launches a resolution procedure to solve the interaction. This may result in some actions that exclude certain conflicting services. The service exclusion may be operated locally by NFIMA on the proxy-located services, or communicated to the suitable UFIMA that will operate exclusion on the user device located services. This solution lies on a complex mechanism of communication and synchronization between NFIMA and UFIMAs. The efficiency of the FIMA architecture to manage the problem of FI in the SIP architecture has been proved through a series of papers, where the reader can find more detailed description [3, 4] . 
FIMA presence interaction management role
The FIMA architecture that was designed to deal with the Feature Interaction problem can be enhanced to solve the presence interaction problem too. In this architecture, UFIMA and NFIMA should contribute in the presence interaction resolution. PIMA should be a part of NFIMA. The latter is located in the same physical node as the SIP presence server.
A user, may he own one SOHO address or more, has a single interface to manage presence preferences. This interface may be managed by any UFIMA that is located on any device owned by the user. At any time, the user can access the interface in order to set his presence preferences. Those preferences are used to specify the so-called userbased order relations, that is, order relations corresponding to policies specified by the users (presentities). For simplicity, in the following we consider we have a single userbased relation, namely the DOR "is more trustworthy than". The user presence preferences should contain the trustworthiness weighting of all the devices. UFIMA uses the SIP REGISTER message to communicate the weighting information to PIMA, coded in PIML ( Figure 5 ). The general purpose of PIML is to express formally the relevant information for managing PI. PIML is a small subset of a language called PFIML (Presence and Feature Interaction Management Language). The latter models relevant information for managing FI as well as PI. The part of PFIML for FI management is called FIML and is presented in detail in [4] .
We suppose the registrar server (the server that is responsible of processing REGISTER) located in the same node as the presence server. Otherwise, the registrar has to communicate the received PIML models to the presence server in a suitable manner. Based on this trustworthiness information (coded in PIML) provided by UFIMA, PIMA constructs the DOR "is more trustworthy than" that will be used when executing the resolution procedure for that user.
In the same way, the SOHO administrator has an interface to transmit to PIMA (using the SIP message REGISTER) necessary information (coded in PIML) for the construction of admin-based order relations, that is, order relations corresponding to policies specified by the SOHO administrator. The SOHO administration interface is managed by any UFIMA that runs on any device owned by the SOHO administrator. For simplicity, in the following we consider we have a single admin-based relation, namely the SOR "is more precise than". The main elements of PIML language will be detailed in the next section.
Presence Interaction Management Language
Main elements of PIML
As it is explained in Section 5, PIML should be used to provide presence interaction policy models to PIMA, which is a part of NFIMA. Such a provision is performed by the UFIMAs owned by the SOHO administrator and the SOHO end users. The PIML syntax is the following: 
Processing points
Recall that PIML is a small subset of a language PFIML. The latter gathers PIML and FIML that contain relevant information for managing PI and FI, respectively. A FIML model is divided into parts that relate to specific call processing stage. For example, Dial is the processing point under which should be written all the events that arise between the action to dial the callee number and the instant where the call request reaches the telephony switch (SIP proxy). For more detail about FIML, see [4] The processing points of PIML (for presence policy modeling) are: Owner, SOR, DOR.
Owner contains the identity of the PIML model owner. Any SOHO SIP address of the user or administrator can be used as identity. SOR (resp. DOR) contains the PIML coding of a SOR (resp. DOR).
Operators "=" is the usual assignment operator.
Examples
In the following model examples, line numbers have been added in order to be easy to comment them. LUNCH, AWAY 8.
Example using a SOR
MEETING, BUSY
Line 2: the reserved object variable caller is used. When specifying presence policies, caller is used to designate the policy owner; this does not mean the owner is calling someone. soho_admin@company.com is a SIP address that is bound to the SOHO administrator currently used device. Line 3: is a processing point indicating that the following lines (until the end of the code or another processing point is met) define a SOR called MorePrecise. Lines 4-8: each line S1,S2 means that S1 is more precise than S2.
Conclusion
This article studied the presence interaction (PI) problem that arises when two or more devices owned by the same user publish contradictory presence status. We explained how PI can be handled in a SOHO architecture by a set of software agents. The proposed solution is inspired from a solution developed for managing FI [3, 4] . The detection and resolution procedure is based on order relations that are used to define resolution policies. A Presence Interaction Management Language (PIML) is used to express formally the relevant information for managing PI. To the best of our knowledge, this is the first article that addresses the problem of PI detection and resolution within a defined service architecture.
For future work, we plan to improve our study by the following points:
• To study PI involving more than two status.
• To consider other types of relations, i.e., which are not order relations.
• To consider status that can be combined, instead of selecting a single status.
We also intend to study interactions involving networked appliances.
