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Abstract
We characterize the functions for which the corresponding Bregman divergence is
jointly convex on matrices. As an application of this characterization, we derive a sharp
inequality for the quantum Tsallis entropy of a tripartite state, which can be considered
as a generalization of the strong subadditivity of the von Neumann entropy. (In general,
the strong subadditivity of the Tsallis entropy fails for quantum states, but it holds
for classical states.) Furthermore, we show that the joint convexity of the Bregman
divergence does not imply the monotonicity under stochastic maps, but every monotone
Bregman divergence is jointly convex.
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1 Introduction
In applications that involve measuring the dissimilarity between two objects (numbers, vec-
tors, matrices, functions and so on) the definition of a divergence becomes essential. One
such measure is a distance function, but there are many important measures which do not
satisfy the properties of distance. For instance, the square loss function has been used widely
for regression analysis, Kullback-Leibler divergence [KL51] has been applied to compare two
probability density functions, the Itakura-Saito divergence [IS68] is used as a measure of the
perceptual difference between spectra, or the Mahalonobis distance [MA36] is to measure the
dissimilarity between two random vectors of the same distribution. The Bregman divergence
was introduced by Lev Bregman [BR67] for convex functions φ : Rd → R with gradient ∇φ,
as the φ-depending nonnegative measure of discrepancy
Dφ(p, q) = φ(p)− φ(q)− 〈∇φ(q), p− q〉 (1)
1E-mail: pitrik@math.bme.hu
2E-mail: virosz@math.bme.hu
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of d-dimensional vectors p, q ∈ Rd. Originally his motivation was the problem of convex
programming, but it became widely researched both from theoretical and practical viewpoints.
For example the remarkable fact that all the aforementioned divergences are special cases of
the Bregman divergence shows its importance [BA05]. In some literature it is applied under
the name Bregman distance, in spite of that it is not in general the usual metric distance.
Indeed, Dφ is reflexive but does not satisfy the triangle inequality nor symmetry. In addition
to the wide range of applications in information theory, statistics and computer science, De´nes
Petz suggested the extension of the concept of Bregman divergence to operators [PE07]. If C
denotes a convex set in a Banach space and B(H) denotes the bounded linear operators on
the Hilbert space H, for an operator valued smooth function Ψ : C → B(H) the Bregman
operator divergence is defined by
DΨ(x, y) = Ψ(x)−Ψ(y)− lim
t→+0
Ψ(y + t(x− y))−Ψ(y)
t
(2)
for all x, y ∈ C. Since the Bregman operator divergence can be written as
DΨ(x, y) = lim
t→+0
tΨ(x) + (1− t)Ψ(y)−Ψ(tx+ (1− t)y)
t
for operator convex Ψ functions DΨ(x, y) ≥ 0 remains true for the standard partial ordering
between self-adjoint operators. In this paper we investigate some interesting and important
properties of the trace of Bregman operator divergence, and for our convenience we restrict
ourself to matrices.
Particularly we give a necessary and sufficient condition for the joint convexity of TrDΨ(x, y)
and we investigate the relations between joint convexity and different notions of monotonicity.
These properties are widely investigated and have several applications. For example, Tropp
used the joint convexity of the quantum relative entropy - which is a special Bregman diver-
gence - to give a succinct proof of a famous concavity theorem of Lieb [TR12]. In [LS14],
Lewin and Sabin characterized a certain monotonicity property of the Bregman divergence by
the operator monotonicity of the derivative of the corresponding scalar function. In [BB01],
Bauschke and Borwein gave a necessary and sufficient condition for the joint convexity of the
Bregman divergences on Rd. However, the question about the joint convexity of the trace of
Bregman operator divergence has been left open.
Throughout this paper the following notations will be used. R+ (R++) consists of all non-
negative (positive) numbers and Mn (M
sa
n ,M
+
n ,M
++
n ) denotes the set of n× n complex (self-
adjoint, positive semidefinite, positive definite) matrices. Similarly, B(H) (Bsa(H), B+(H),
B++(H)) is the set of bounded (self-adjoint, positive semidefinite, positive definite) linear
operators on the Hilbert space H. Mn is endowed with the Hilbert-Schmidt inner product
〈X, Y 〉 = TrX∗Y. If f is an R ⊃ I → R function then the corresponding standard matrix
function is the following map:
f : {A ∈Mn : σ(A) ⊂ I} →Mn, A =
∑
j
λjPj 7→ f(A) :=
∑
j
f(λj)Pj,
where σ(A) is the spectrum and
∑
j λjPj is the spectral decomposition of A.
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1.1 Definition and basic properties
Let f : (0,∞)→ R be a convex function. Then the induced map
ϕf : M
++
n → R, X 7→ ϕf (X) := Trf(X)
is convex, as well [CA10]. A differentiable convex function is underestimated by its first-order
Taylor polynomial, no matter what the base point is. Therefore, the expression
ϕf (X)− ϕf(Y )−Dϕf [Y ](X − Y ),
where Dϕf [Y ] denotes the Fre´chet derivative of ϕf at the point Y, is nonnegative for any
X, Y ∈M++n . By the linearity of the trace, for any Y ∈M
++
n , Dϕf [Y ] = Tr ◦Df [Y ], where
Df [Y ] denotes the Fre´chet derivative of the standard matrix function f : M++n →M
sa
n at Y.
Let us define the central object of this paper precisely.
Definition. Let f ∈ C1((0,∞)) be a convex function and X, Y ∈ M++n . The Bregman f -
divergence of X and Y is defined by
Hf(X, Y ) = Tr (f(X)− f(Y )−Df [Y ](X − Y )) . (3)
Note that this definition of the Bregman f -divergence coincides with the trace of the Breg-
man operator divergence (2), if Ψ is the standard matrix function f and C =M++n , H = C
n.
Consider the spectral decomposition A =
∑
j λj |ϕj〉 〈ϕj| of the positive definite matrix A
and denote the corresponding matrix units by Eij := |ϕi〉 〈ϕj| . The Fre´chet derivative of the
standard matrix function f :M++n →M
sa
n , X 7→ f(X) at the point A ∈M
++
n is
Df [A] =
∑
i,j
∫ 1
0
f ′ (λj + t(λi − λj)) dt |Eij〉 〈Eij | , (4)
where Hermite’s formula is used for the divided difference matrix [HP14, Thm. 3.33]. Remark
that the Fre´chet derivative Df [A] is an Msan → M
sa
n map, so the formula (4) holds in that
sense that the left hand side of (4) is equal to the right hand side of (4) restricted to Msan .
If f is differentiable at A, then the identities
Df [A](B) =
d
dt
f(A+ tB)
∣∣∣∣
t=0
and
Tr
(
d
dt
f(A+ tB)
∣∣∣∣
t=0
)
=
d
dt
Trf(A+ tB)
∣∣∣∣
t=0
= Trf ′(A)B
hold and - in particular - show that
Hf(X, Y ) = Tr (f(X)− f(Y )− f
′(Y )(X − Y )) . (5)
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Lemma 1. If f ∈ C2((0,∞)), the Bregman divergence admits the integral representation
Hf(X, Y ) =
∫ 1
s=0
(1− s)Tr(X − Y )Df ′[Y + s(X − Y )](X − Y )ds. (6)
Proof: Remark that
Trf(X)− Trf(Y ) =
∫ 1
t=0
d
dt
Trf(Y + t(X − Y ))dt =
∫ 1
t=0
Trf ′(Y + t(X − Y ))(X − Y )dt
and
f ′(Y + t(X−Y ))− f ′(Y ) =
∫ t
s=0
d
ds
f ′(Y + s(X−Y ))ds =
∫ t
s=0
Df ′[Y + s(X−Y )](X−Y )ds,
hence
Hf(X, Y ) =
∫ 1
t=0
Tr
((∫ t
s=0
Df ′[Y + s(X − Y )](X − Y )ds
)
(X − Y )
)
dt
=
∫ 1
t=0
∫ t
s=0
Tr(X − Y )Df ′[Y + s(X − Y )](X − Y )dsdt
=
∫ 1
s=0
(1− s)Tr(X − Y )Df ′[Y + s(X − Y )](X − Y )ds.

2 A characterization of the joint convexity
In this section we investigate the Bregman f -divergence from the viewpoint of joint convexity,
which is essential in the further applications. Since f is convex, it is clear that the Bregman
divergence is convex in the first variable. For the original Bregman divergence (1) Bauschke
and Borwein show [BB01] that Dφ is jointly convex - i. e.
Dφ(tp1 + (1− t)p2, tq1 + (1− t)q2) ≤ tDφ(p1, q1) + (1− t)Dφ(p2, q2),
where p1, p2, q1, q2 ∈ Rd, t ∈ [0, 1] - if and only if the inverse of the Hessian of φ is concave
in Lo¨wner sense. Particularly, if φ is an R ⊃ I → R convex function, then Dφ is jointly
convex if and only if 1/φ′′ is concave. From this viewpoint the next characterization is rather
interesting.
Theorem 1. Let f ∈ C2((0,∞)) be a convex function with f ′′ > 0 on R++. Then the following
conditions are equivalent.
(A) The map
M++n → B (M
sa
n ) ; X 7→ (Df
′[X ])
−1
(7)
is operator concave.
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(B) The Bregman f -divergence
Hf :M
++
n ×M
++
n → R
+; (X, Y ) 7→ Hf(X, Y )
is jointly convex.
Remark. For a convex function f ∈ C2((0,∞)) the property f ′′ > 0 is equivalent to the
existence of (Df ′[X ])−1 for every X ∈M++n . On the one hand, f
′′ > 0 ensures that Df ′[X ] ∈
B (Msan ) is a positive definite and hence invertible map — see formula (4). On the other hand,
if f ′′(λ) = 0 for some λ > 0, then Df ′[λI] = 0 ∈ B (Msan ) .
In the recent paper [CT14] Tropp and Chen defined the Matrix Entropy Class the following
way.
Definition. The Matrix Entropy Class consists of the R+ → R functions that are either affine
or satisfy the following conditions.
• f is convex and f ∈ C([0,∞)) ∩ C2((0,∞)).
• For every n ∈ N, the map M++n → B (M
sa
n ) ; X 7→ (Df
′[X ])−1 is concave with respect
to the semidefinite order.
By this definition, the statement of Theorem 1 is essentially the following: the set of those
functions for which the corresponding Bregman divergence is jointly convex coincides with the
Matrix Entropy Class defined by Tropp and Chen.
Proof of Theorem 1: Let us prove the direction (A) ⇒ (B) first. Let Xi and Yi be positive
definite n × n matrices (i ∈ {1, . . . , N}) and let αi be reals such that αi ≥ 0,
∑
i αi = 1.
Let us use the notations X =
∑
i αiXi, Y =
∑
i αiYi. By the operator concavity of the map
X 7→ (Df ′[X ])−1 , for any 0 ≤ s ≤ 1 we have
Tr(X − Y )Df ′[Y + s(X − Y )](X − Y )
= Tr
(∑
i
αi(Xi − Yi)
)

(
Df ′
[∑
i
αi(Yi + s(Xi − Yi))
])
−1


−1(∑
i
αi(Xi − Yi)
)
≤ Tr
(∑
i
αi(Xi − Yi)
)(∑
i
αi (Df
′ [Yi + s(Xi − Yi)])
−1
)
−1(∑
i
αi(Xi − Yi)
)
.
We used that taking the inverse of an operator reverses the semidefinite order. IfH is a Hilbert
space, then the map
H× B++(H)→ R; (x, T ) 7→
〈
x, T−1x
〉
is convex (see [HA06a, Prop. 4.3], which may be obtained as a consequence of [LR74, Thm.
1]). If we apply this property to the Hilbert spaceMsan with the Hilbert-Schmidt inner product
we get that
Tr
(∑
i
αi(Xi − Yi)
)(∑
i
αi (Df
′ [Yi + s(Xi − Yi)])
−1
)
−1(∑
i
αi(Xi − Yi)
)
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≤
∑
i
αiTr(Xi − Yi)
(
(Df ′ [(Yi + s(Xi − Yi))])
−1
)
−1
(Xi − Yi)
=
∑
i
αiTr(Xi − Yi)Df
′ [(Yi + s(Xi − Yi))] (Xi − Yi).
The result of Lemma 1 (eq. (6)) clearly shows that the obtained inequality
Tr(X − Y )Df ′[Y + s(X − Y )](X − Y ) ≤
∑
i
αiTr(Xi − Yi)Df
′ [(Yi + s(Xi − Yi))] (Xi − Yi)
implies the joint convexity of the Bregman divergence.
The proof of (B) ⇒ (A) is the following. The conditon (B) means that if Ai ∈M
++
n , Bi ∈
Msan and αi ≥ 0,
∑
i αi = 1, then
Hf
(∑
i
αi(Ai + εBi),
∑
i
αiAi
)
≤
∑
i
αiHf (Ai + εBi, Ai) , (8)
where ε < ε0 for some ε0 > 0. By the integral representation (6), the right hand side of (8)
can be written as
∑
i
αiHf (Ai + εBi, Ai) =
∑
i
αi
∫ 1
s=0
(1− s)TrεBiDf
′[Ai + sεBi](εBi)ds
= ε2
∫ 1
s=0
(1− s)
∑
i
αiTrBiDf
′[Ai + sεBi](Bi)ds.
Similarly, the left hand side is
Hf
(∑
i
αi (Ai + εBi) ,
∑
i
αiAi
)
= ε2
∫ 1
s=0
(1− s)Tr
(∑
i
αiBi
)
Df ′
[∑
i
αi(Ai + sεBi)
](∑
i
αiBi
)
ds.
The assumption f ∈ C2((0,∞)) ensures that the map Df ′ : M++n → B (M
sa
n ) is continuous.
Therefore, limε→0Df
′[Ai + sεBi] = Df
′[Ai] etc. After division by ε
2 and taking the limit
ε→ 0 we obtain from (8) that
Tr
(∑
i
αiBi
)
Df ′
[∑
i
αiAi
](∑
i
αiBi
)
≤
∑
i
αiTrBiDf
′[Ai](Bi),
that is, the map
M++n ×M
sa
n ∋ (A,B) 7→ TrBDf
′[A](B) (9)
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is jointly convex. This is sufficient to show the opearator concavity of the map X 7→
(Df ′[X ])−1 by the followings. Let Ai ∈ M
++
n (i ∈ {1, . . . , N}) and αi ≥ 0,
∑
i αi = 1.
Let us use the short notation Ti = Df
′[Ai]. For any C ∈M
sa
n we can define
Bi := (Df
′[Ai])
−1
◦
(∑
j
αj (Df
′[Aj ])
−1
)
−1
(C) ≡ T−1i ◦
(∑
j
αjT
−1
j
)
−1
(C).
Observe that by this definition
∑
i αiBi = C. On the one hand,∑
i
αiTrBiDf
′[Ai](Bi) =
∑
i
αiTrBiTi(Bi)
=
∑
i
αiTr

T−1i ◦
(∑
j
αjT
−1
j
)
−1
(C) · Ti ◦ T
−1
i ◦
(∑
j
αjT
−1
j
)
−1
(C)


= Tr

(∑
i
αiT
−1
i
)
◦
(∑
j
αjT
−1
j
)
−1
(C) ·
(∑
j
αjT
−1
j
)
−1
(C)


= TrC ·
(∑
i
αiT
−1
i
)
−1
(C) = TrC
(∑
i
αi (Df
′[Ai])
−1
)
−1
(C).
On the other hand,
Tr
(∑
i
αiBi
)
Df ′
[∑
i
αiAi
](∑
i
αiBi
)
= TrCDf ′
[∑
i
αiAi
]
(C)
By the joint convexity of (9),
TrCDf ′
[∑
i
αiAi
]
(C) ≤ TrC
(∑
i
αi (Df
′[Ai])
−1
)
−1
(C)
holds, and C was an arbitrary element of Msan , hence the operator inequality
Df ′
[∑
i
αiAi
]
≤
(∑
i
αi (Df
′[Ai])
−1
)
−1
holds, which is equivalent to(
Df ′
[∑
i
αiAi
])
−1
≥
∑
i
αi (Df
′[Ai])
−1
.
This is the desired concavity property. 
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2.1 An extension of the Bregman divergence to singular matrices
In quantum information theory, the singular density matrices play a central role, therefore,
we would like to extend the Bregman f -divergences from M++n ×M
++
n to M
+
n ×M
+
n . It is a
natural idea to define the Bregman divergence of the positive semidefinite matrices X and Y
as follows:
Hf(X, Y ) := lim
ε→0
Hf (X + εI, Y + εI) . (10)
With the formula (5) in hand, easy computation shows that if X and Y admit the spectral
decompositions X =
∑n
j=1 λj |ϕj〉 〈ϕj | and Y =
∑n
k=1 µk |ψk〉 〈ψk| , then
Hf(X + εI, Y + εI) =
n∑
j,k=1
|〈ϕj |ψk〉|
2 (f(λj + ε)− f(µk + ε)− f
′(µk + ε)(λj − µk)) . (11)
Assume that f ∈ C0([0,∞)) ∩ C1((0,∞)), that is, limx→0 f(x) ∈ R. The convexity of f gives
that f ′ is monotone increasing, hence limε→0 f
′(ε) ∈ R or limε→0 f ′(ε) = −∞.
Clearly, if limε→0 f
′(ε) ∈ R, then the limit of (11) is a real number. If ker(Y ) ⊆ ker(X),
then λj = 0 whenever µk = 0 and 〈ϕj |ψk〉 6= 0, hence the limit is finite in this case, as well.
If ker(Y ) * ker(X) and limε→0 f ′(ε) = −∞, then the limit is +∞.
So we conclude that if f is continuous at 0, then (10) is well-defined and takes values in
R+ ∪ {+∞}, that is, the Bregman f -divergences can be extended to M+n ×M
+
n by continuity.
If Hf (·, ·) defined by a convex function f ∈ C
2((0,∞)) is jointly convex on M++n ×M
++
n ,
then (assuming in addition that f ∈ C0([(0,∞))) Hf(·, ·) is jointly convex on M
+
n ×M
+
n .
Indeed, for Xk, Yk ∈M
+
n , ck ≥ 0,
∑
k ck = 1 we have
Hf
(∑
k
ckXk,
∑
k
ckYk
)
= lim
ε→0
Hf
(∑
k
ckXk + εI,
∑
k
ckYk + εI
)
= lim
ε→0
Hf
(∑
k
ck(Xk + εI),
∑
k
ck(Yk + εI)
)
≤ lim
ε→0
∑
k
ckHf (Xk + εI, Yk + εI)
=
∑
k
ck lim
ε→0
Hf (Xk + εI, Yk + εI) =
∑
k
ckHf (Xk, Yk) .
Therefore, we can reformulate the main condition with a bit different conditions.
Theorem 2. Let f ∈ C0([0,∞))∩C2((0,∞)) be a convex function with f ′′ > 0 on R++. Then
the following conditions are equivalent.
(i) The map
M++n → B (M
sa
n ) ; X 7→ (Df
′[X ])
−1
is operator concave.
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(ii) The Bregman f -divergence
Hf :M
+
n ×M
+
n → R
+ ∪ {+∞}; (X, Y ) 7→ Hf(X, Y )
is jointly convex.
2.2 A different condition and alternative proofs
In a recent preprint Hansen and Zhang investigated the connections between the condition (A)
in Theorem 1 and the property that f ′′ is operator convex and numerically non-increasing. In
an earlier version ot their paper, these conditions were claimed to be equivalent [HZ14, Thm
1.2]. Later the proof turned out to be incomplete. In the current version it is proved that if
f ′′ is operator convex and numerically non-increasing, then the condition (A) in Theorem 1 is
satisfied [HZ15, Thm 1.3].
Now we give a direct proof of the fact that the operator convexity (and the non-increasing
property) of f ′′ is sufficient to deduce the joint convexity of the Bregman f -divergence.
Lemma 2. Set f ∈ C1((0,∞)) and A ∈ M++n . Then the Fre´chet derivative of the standard
matrix function f is
Df [A] =
∫ 1
0
f ′ (tLA + (1− t)RA) dt,
where LA (RA) denotes the left (right) multiplication by A :
LA :Mn →Mn, X 7→ LA(X) := AX, RA :Mn →Mn, X 7→ RA(X) := XA.
Proof: Let us use the notations A =
∑
j λj |ϕj〉 〈ϕj| and Eij = |ϕi〉 〈ϕj | again. It is easy
to check that
LA(Eij) = λiEij , RA(Eij) = λjEij ,
hence with Pij := |Eij〉 〈Eij| we have
LA =
∑
i,j
λiPij , RA =
∑
i,j
λjPij .
Therefore
f ′ (tLA + (1− t)RA) =
∑
i,j
f ′(tλi + (1− t)λj)Pij,
and ∫ 1
0
f ′ (tLA + (1− t)RA) dt =
∑
i,j
∫ 1
0
f ′ (λj + t(λi − λj)) dt |Eij〉 〈Eij | ,
and this exactly the formula that appeared in (4). 
Lemma 1 and Lemma 2 have an immediate consequence.
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Corollary. For f ∈ C2((0,∞)), the Bregman divergence can be written as
Hf(X, Y ) =
∫ 1
s=0
∫ 1
t=0
(1−s)Tr(X−Y )f ′′
(
tLY+s(X−Y ) + (1− t)RY+s(X−Y )
)
(X−Y )dtds. (12)
Theorem 3. Let f ∈ C2((0,∞)) be a convex function. If f ′′ is operator convex and numeri-
cally non-increasing, then the Bregman f -divergence
Hf :M
++
n ×M
++
n → R
+; (X, Y ) 7→ Hf(X, Y )
is jointly convex.
First proof of Theorem 3:
On a Hilbert space H the map
B(H)++ ×H → R : (A, ξ) 7→ 〈ξ, ϕ(A)(ξ)〉
is jointly convex if ϕ : (0,∞) → R is operator convex and numerically non-increasing. This
fact relies on the joint convexity of the map (A, ξ) 7→ 〈ξ, A−1ξ〉 — which is stated in [HA06a,
Prop. 4.3] and may be derived from [LR74, Thm. 1] — and on an integral representation of
the functions ϕ with the above property. This representation will be discussed in the second
proof of this theorem. The maps
(X, Y ) 7→ tLY+s(X−Y ) + (1− t)RY+s(X−Y )
and (X, Y ) 7→ X − Y are affine, and with the Hilbert-Schmidt inner product (12) can be
written as
Hf(X, Y ) =
∫ 1
s=0
∫ 1
t=0
(1− s)
〈
X − Y, f ′′
(
tLY+s(X−Y ) + (1− t)RY+s(X−Y )
)
(X − Y )
〉
dtds,
(13)
hence Hf is jointly convex if f
′′ is operator convex and non-increasing. 
We may provide another proof of this theorem.
Proposition. Let F(A,B) denote the set of all A→ B functions. The map
H : C2((0,∞))→ F
(
M++n ×M
++
n ,R
)
, f 7→ Hf(·, ·) (14)
is linear, and the kernel is the subspace of affine functions, that is,
Ker(H) = {x 7→ ax+ b | a, b ∈ R}.
Proof: The linearity is obvious, and from the integral formula (13) it is easy to see that
the kernel of H is equal to the kernel of the operator d
2
dx2
: C2((0,∞))→ C((0,∞)). 
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Therefore, if f can be written as f =
∑k
j=1 fj, where the fj ’s define jointly convex Bregman
divergence, then Hf (·, ·) is jointly convex. The affine part of a function can be omitted.
Second proof of Theorem 3: If f ∈ C2((0,∞)) is convex function, then f ′′ is numerically
non-increasing and operator convex if and only if
f ′′(x) = γ +
∫
∞
0
1
λ+ x
dµ(λ), (15)
where γ ≥ 0 and µ is a nonnegative measure on [0,∞) such that∫
∞
0
1
1 + λ
dµ(λ) <∞.
This fact is stated in this form in [AH11, Thm. 3.1]. Now we intend to use the ’only if’
direction, hence we outline the key steps of the proof of Ando and Hiai. A rather complex
argument shows that a numerically non-increasing and operator convex function is operator
monotone decreasing. At this point, Ando and Hiai provide a slightly simplificated version
of the original argument of Hansen [HA06b] to verify the integral representation. This is the
following. If f ′′ is operator monotone decreasing then f ′′
(
1
x
)
is operator monotone, hence by
[BH96, pp. 144-145] it has the form
f ′′
(
1
x
)
= α + βx+
∫
∞
0
(λ+ 1)x
λ+ x
dν(λ) (16)
where α, β ≥ 0 and ν is a nonnegative finite measure on (0,∞). Let dµ˜(λ) := dν( 1
λ
) on (0,∞)
and µ˜({0}) := β. Finally, dµ(λ) := (λ+1)dµ˜(λ). By these operations, the representation (16)
is transformed to (15).
Integrating (15) two times with respect to x we get
f(x) = α+ βx+
γ
2
x2 +
∫
∞
0
((λ+ x) (log (λ+ x)− log (λ+ 1))− (x− 1)) dµ(λ), (17)
where α, β ∈ R. One can see that f(x) is the sum of the affine part
a(x) = α+ βx−
∫
∞
0
(log (λ+ 1)(λ+ x) + (x− 1)) dµ(λ),
the quadratic part q(x) = γ
2
x2 and the “entropic” part
e(x) =
∫
∞
0
(λ+ x) log (λ+ x)dµ(λ).
The quadratic part Hq(X, Y ) =
γ
2
Tr(X − Y )2 is clearly jointly convex. By the result of
[LI74], the same statement holds for the Bregman divergence induced by the standard entropy
function ϕ0(x) = x log x,
Hϕ0(X, Y ) = Tr (X (logX − log Y )− (X − Y )) .
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On the other hand, one can check that the Bregman divergence induced by the shifted entropy
function ϕλ(x) = (x+ λ) log (x+ λ) can be expressed as
Hϕλ(X, Y ) = Hϕ0(X + λI, Y + λI). (18)
On the whole, if f ′′ is numerically decreasing and operator convex, then the Bregman diver-
gence Hf can be written as Hf = Hq+Ha+He, where Ha = 0, Hq is obviously jointly convex
and
He(X, Y ) =
∫
∞
0
Hϕλ(X, Y )dµ(λ) =
∫
∞
0
Hϕ0(X + λI, Y + λI)dµ(λ). (19)
The map (X, Y ) 7→ (X+λI, Y +λI) is affine, hence (19) is jointly convex, and this completes
the proof. 
3 An application - the Tsallis entropy
For any real q, one can define the deformed logarithm (or q-logarithm) function lnq : R++ → R
by
lnq x =
∫ x
1
tq−2dt =
{
xq−1−1
q−1
if q 6= 1 ,
ln x if q = 1 .
If we define fq(x) := x lnq(x) then the Tsallis entropy [AD75, DA70] of a density matrix ρ
(i.e. ρ ≥ 0 and Trρ = 1) is given by
Sq(ρ) = Trfq(ρ).
Note that if q > 0, then limx→0 fq(x) = 0, hence fq can be extended by continuity, thus the
Tsallis entropy is well-defined for singular densities, as well. By the result of Tropp and Chen,
fq belongs to the Matrix Entropy Class for 1 ≤ q ≤ 2 [CT14, Thm. 2.3]. Therefore, by
Theorem 1, Hfq(·, ·) is jointly convex. (Alternatively, we may use the well-known operator
convexity of the function x 7→ x−r (0 ≤ r ≤ 1) and refer to Theorem 3.)
One can compute that for q 6= 1 we have
Hfq(A,B) = TrB
q +
1
q − 1
(
TrAq − qTrABq−1
)
.
The Bregman divergence is unitary invariant, that is, Hf(UAU
∗, UBU∗) = Hf(A,B) for all
unitary matrices U . If X ∈Mm ⊗Mn then there are some unitaries such that
X1 ⊗
1
n
I2 =
n2∑
k=1
1
n2
UkXU
∗
k ,
where X1 = Tr2X and I2 is the identity in Mn (see e. g. [BP13, FU04]), hence from the joint
convexity it follows that the Bregman divergence is monotone in the following sense:
Hf
(
X1 ⊗
1
n
I2, Y1 ⊗
1
n
I2
)
≤ Hf (X, Y ) (20)
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if f satisfies the condition (A) in Theorem 1. Let us apply (20) to fq with 1 < q ≤ 2 and
X = ρ123 ∈ B
+ (H1 ⊗H2 ⊗H3) , Y =
1
d1
I1 ⊗ ρ23, (21)
where Hi is a finite dimensional Hilbert space (i ∈ {1, 2, 3}), di = dimHi and ρ23 = Tr1ρ123.
The idea of this choice comes from the tutorial [NP05]. With this choice we get
Hfq
(
ρ12 ⊗
1
d3
I3,
1
d1
I1 ⊗ ρ2 ⊗
1
d3
I3
)
≤ Hfq
(
ρ123,
1
d1
I1 ⊗ ρ23
)
. (22)
Straightforward computations show that the left hand side of (22) equals to
1
q − 1
(
d1−q3 Trρ
q
12 − (d1d3)
1−qTrρq2
)
and the right hand side is
1
q − 1
(
Trρq123 − d
1−q
1 Trρ
q
23
)
.
The result of this computation can be summarized as follows.
Theorem 4. If Hi is a finite dimensional Hilbert space for any i ∈ {1, 2, 3}, di = dimHi,
1 ≤ q ≤ 2, then for any ρ123 ∈ B
+ (H1 ⊗H2 ⊗H3) the inequality
d1−q3 Trρ
q
12 + d
1−q
1 Trρ
q
23 ≤ Trρ
q
123 + (d1d3)
1−qTrρq2. (23)
holds, where notations like ρ12 denote the appropriate reduced matrices.
The fact that the strong subadditivity of the Tsallis entropy
Trρq12 + Trρ
q
23 ≤ Trρ
q
123 + Trρ
q
2
does not hold in general [PV14] (but holds for classical probability distributions [FU06]) makes
Theorem 4 remarkable. Furthermore, one can not state more that (23), the inequality is sharp.
The density matrix
ρ123 =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1
4
0 1
4
0 0 0
0 0 0 1
4
0 1
4
0 0
0 0 1
4
0 1
4
0 0 0
0 0 0 1
4
0 1
4
0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


∈ B
(
C2 ⊗ C2 ⊗ C2
)
(24)
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has the reduced densities
ρ12 =


0 0 0 0
0 1
2
1
2
0
0 1
2
1
2
0
0 0 0 0

 , ρ23 =


1
4
0 0 0
0 1
4
0 0
0 0 1
4
0
0 0 0 1
4

 , ρ2 =
[
1
2
0
0 1
2
]
,
hence
d1−q3 Trρ
q
12 + d
1−q
1 Trρ
q
23 = 2
1−q + 21−q41−q = Trρq123 + (d1d3)
1−qTrρq2.
This example appeared in [PV14] to demonstrate that the Tsallis entropy is not strongly
subadditive.
Note that (23) is equivalent to
(d1d2d3)
1−qSq(ρ123) + d
1−q
2 Sq(ρ2) +
(d1d2d3)
1−q − 1
q − 1
+
d1−q2 − 1
q − 1
≤ (d2d3)
1−qSq(ρ23) + (d1d2)
1−qSq(ρ12) +
(d2d3)
1−q − 1
q − 1
+
(d1d2)
1−q − 1
q − 1
,
which gives the strong subadditivity
Sq(ρ123) + Sq(ρ2) ≤ S(ρ23) + S(ρ12)
of the von Neumann entropy, if we take the limit q → 1.
Another inequality can be derived if we consider (20) with X = ρ12 and Y =
1
d1
I1 ⊗ ρ2.
With this choice
Hfq
(
ρ1 ⊗
1
d2
I2,
1
d1
I1 ⊗
1
d2
I2
)
= d1−q2 Trρ
q
1 − (d1d2)
1−q
and
Hfq
(
ρ12,
1
d1
I1 ⊗ ρ2
)
= Trρq12 − d
1−q
1 Trρ
q
2,
hence the monotonicity (20) gives that
dq−11 Trρ
q
1 + d
q−1
2 Trρ
q
2 ≤ (d1d2)
q−1Trρq12 + 1. (25)
Note that (25) is a special case of (23) with the trivial subsystem H2 = C in (21).
4 The relation of joint convexity and monotonicity un-
der stochastic maps
For homogeneous relative entropy-type maps, the joint convexity and the monotonicity under
stochastic maps is equivalent [LR99, remarks after Def. 2.3]. However, the Bregman divergence
does not need to be homegeneous. For example,
Hfq(λA, λB) = λ
qHfq(A,B) (26)
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for 0 < λ (and any positive q).
We show that a jointly convex Bregman divergence is not monotone in general. In order
to see this surprising fact, we create an example that shows that a family of (jointly convex)
Bregman divergences increases under the partial trace, which is a very important stochastic
(that is, completely positive trace preserving - CPTP) map [CA10, LR99].
Easy computations show that for A,B ∈M+m
Hf
(
A⊗
1
n
I2, B ⊗
1
n
I2
)
= nHf
(
A
n
,
B
n
)
, (27)
where I2 is the identity in Mn. Recall that the density matrix (24) saturates the inequality
(22), that is,
Hfq
(
ρ12 ⊗
1
2
I,
1
2
I ⊗ ρ2 ⊗
1
2
I
)
= Hfq
(
ρ123,
1
2
I ⊗ ρ23
)
. (28)
On the other hand, by (26) and (27),
Hfq
(
ρ12 ⊗
1
2
I,
1
2
I ⊗ ρ2 ⊗
1
2
I
)
= 21−qHfq
(
ρ12,
1
2
I ⊗ ρ2
)
, (29)
which means that
Hfq
(
ρ12,
1
2
I ⊗ ρ2
)
> Hfq
(
ρ123,
1
2
I ⊗ ρ23
)
,
so the monotonicity under partial trace fails.
This means that the joint convexity does not imply monotonicity, but the converse is true.
We summarize the results in the next theorem.
Theorem 5. Every monotone Bregman divergence is jointly convex. However, there are
jointy convex Bregman divergences which are not monotone under stochastic maps. On the
other hand, joint convexity implies the monotonicity under the stochastic maps of the form
A 7→
∑
k
ckUkAU
∗
k , (30)
where the Uk’s are unitaries and ck ≥ 0,
∑
k ck = 1.
Proof: Set X1, X2, Y1, Y2 ∈M
+
n and let the block matrices X, Y and U ∈M2n be defined
by
X =
[
X1 0
0 X2
]
, Y =
[
Y1 0
0 Y2
]
, U =
[
0 I
I 0
]
,
where I ∈Mn is the identity matrix. The map
E :M2n →M2n, X 7→ E(X) :=
1
2
X +
1
2
UXU∗
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is clearly stochastic, and
E(X) =
1
2
[
X1 +X2 0
0 X1 +X2
]
, E(Y ) =
1
2
[
Y1 + Y2 0
0 Y1 + Y2
]
.
The Bregman divergence of block-diagonal matrices is the sum of the Bregman divergence of
the blocks, hence the monotonicity condition
Hf (E(X), E(Y )) ≤ Hf(X, Y )
means that
2Hf
(
1
2
(X1 +X2),
1
2
(Y1 + Y2)
)
≤ Hf(X1, Y1) +Hf(X2, Y2),
which is the midpoint convexity of Hf(·, ·). The Bregman f -divergence is continuous (by the
assumption f ∈ C1((0,∞))), hence midpoint convexity implies convexity.
We have shown in this section that for fq(x) =
xq−q
q−1
the corresponding Bregman divergence
Hfq(·, ·) is jointly convex but it is not monotone under stochastic maps (1 < q ≤ 2).
In order to check the last statement of the theorem, suppose that Hf(·, ·) is jointly convex.
If a map E : Mn → Mn has the form (30), then by the unitary invariance of the Bregman
divergence,
Hf (E(X), E(Y )) = Hf
(∑
k
ckUkXU
∗
k ,
∑
k
ckUkY U
∗
k
)
≤
∑
k
ckHf (UkXU
∗
k , UkY U
∗
k )
=
∑
k
ckHf (X, Y ) = Hf (X, Y ) .

4.1 A possible consequence of the joint convexity
Provided that the characterization of the Matrix Entropy Class by Hansen and Zhang ([HZ14,
Thm. 1.2]) is true, we can deduce that the joint convexity of the Bregman f -divergence implies
another monotonicity property. By the result of Theorem 1 and by the integral representation
(15), if Hf(·, ·) is jointly convex, then
f ′(x) = δ + γx+
∫
∞
0
log (λ+ x)dµ(λ),
where δ ∈ R, γ ≥ 0 and µ is the same measure as in (15). The function x 7→ log (λ + x) is
operator monotone on (0,∞) for any nonnegative λ (see e. g. [CA10, HP14]), hence so is f ′
(the integration keeps the monotonicity).
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In the recent paper [LS14] Lewin and Sabin showed that the operator monotonicity of f ′ is
equivalent to the following monotonicity property: for any A,B ∈ M+n and X ∈ Mn×k with
X∗X ≤ I ∈Mn we have
Hf (XAX
∗, XBX∗) ≤ Hf (A,B). (31)
Thus we deduced that a jointly convex Bregman divergence is monotone in the sense of (31).
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