A Web attack protection system is extremely essential in today's information age. Classifier ensembles have been considered for anomaly-based intrusion detection in Web traffic. However, they suffer from an unsatisfactory performance due to a poor ensemble design. This paper proposes a stacked ensemble for anomaly-based intrusion detection systems in a Web application. Unlike a conventional stacking, where some single weak learners are prevalently used, the proposed stacked ensemble is an ensemble architecture, yet its base learners are other ensembles learners, i.e. random forest, gradient boosting machine, and XGBoost. To prove the generalizability of the proposed model, two datasets that are specifically used for attack detection in a Web application, i.e. CSIC-2010v2 and CICIDS-2017 are used in the experiment. Furthermore, the proposed model significantly surpasses existing Web attack detection techniques concerning the accuracy and false positive rate metrics. Validation result on the CICIDS-2017, NSL-KDD, and UNSW-NB15 dataset also ameliorate the ones obtained by some recent techniques. Finally, the performance of all classification algorithms in terms of a two-step statistical significance test is further discussed, providing a value-added contribution to the current literature.
I. INTRODUCTION
In today's information age, every organization attempts to place their business on the Internet. Internet-based applications enable companies to increase their revenue as well as to improve or even redesign their business process, i.e. virtualization in supply chain or adopting futuristic business-tobusiness (B2B) platform [1] . The Internet has been employed in the last two decades by companies and many organizations worldwide. It helps an organization to place a Web-based application such as e-commerce to offer timely services or getting closer to its customers [2] , for instance. Furthermore, it has changed people's life dramatically, in which the users could stay online to communicate with each other anywhere and anytime [3] - [5] . Nowadays, a high-speed Internet has
The associate editor coordinating the review of this manuscript and approving it for publication was Oguz Bayat. brought a significant contribution to the development of various types of Internet-based computing such as ubiquitous computing [6] , cloud computing [7] , and mobile cloud computing [8] , among others. People are not dependent on onthe-spot computing resources to run the application services, yet various services, i.e. storage, applications, and servers are delivered to the user's computers or devices over the Internet [9] .
Apart from several above-mentioned merits, the number of attacks is mushrooming overwhelmingly as the number of Web applications increase [10] . Attackers attempt to make a resource unavailable so that they might take advantage by sending an anomalous request to it [11] . A resource containing a vulnerability might be exploited by the attackers, consequently can jeopardize the confidentiality, integrity, and availability properties of the organization's crucial resources [12] - [14] . This might result in an immeasurable financial loss as well as unrecoverable damage to an organization. There exist several possible attacks in Web applications such as structured query language (SQL) injection [15] , CRLF injection, cross-site scripting (XSS) [16] , and server-side include [17] , [18] to name a few. The injection attack is placed in the top-rank by the Open Web Application Security Project (OWASP) Top 10 Security Vulnerabilities 2013 [19] . It might cause data corruption, lack of accountability, or even denial of service or access. Due to its severe impact and easy exploitability, this type of attack, among others, is at the top risk of security threats.
In contrast to injection attack, XSS is the most common Web application defect, making it fairly easy to be exposed via testing or code analysis [20] . By executing codes in a target's browser, an attacker can either hijack user session, redirect user, vandalize website, or hijack the user's browser using malware [21] . Even though the impact of this attack is moderate, it is necessary to take into account the business value of the affected system and all the data it processes. Previous researches indicate that the number of Web protection systems is still limited due to the lack of datasets. Furthermore, Web traffic data obtained from KDD Cup 99 [22] is not applicable for attack detection in Web applications. Anomaly detection for a Web application by using a stacked ensemble is adopted in this study. We employ CSIC-2010 [23] and CICIDS-2017 [24] dataset which is specifically generated for intrusion detection research in Web-based applications. Three above-mentioned ensembles are chosen due to their distributed processing implementation, which enables an efficient classification task in comparison with other native bagging or boosting techniques, i.e. Adaboost [25] and bagging predictor [26] .
Anomaly detection is widely known as the most significant approach in an intrusion detection system since it could detect a novel attack by probing any network profiles which are different from the normal traffic profile [27] , [28] . Anomaly detection was firstly proposed by Denning in [29] . Since then, a plethora of anomaly-based IDS has been proposed by many researchers worldwide. For instance, an anomaly detection approach was proposed by Mukkamala et al, in [30] . The authors proposed an ensemble approach of three machine learning algorithms, i.e. neural network, support vector machine, and multivariate regression splines. The authors applied the proposed approach to the KDD Cup 99 dataset with accuracy as a performance metric. However, the dataset has received many criticisms from intrusion detection community [10] , [22] , [28] . Although the dataset contains HTTP requests, it is not proper for current Web attack detection (note that Web attacks have shifted dramatically in the last decade).
We compose the remainder of the paper as follows. Section II reviews the state-of-the-art studies of anomaly detection in Web traffic, whilst Section III provides material and method which includes material (dataset), a brief review of base classifiers and the proposed stacked ensemble.
Following this, Section IV presents the experimental results and discussion. Lastly, Section V concludes the paper.
II. RELATED WORK
Regarding anomaly detection in a Web application, the prior works are discussed in chronological order as follows. The first attempt is suggested by the authors in [23] and they proposed an approach that could detect two kinds of attacks, i.e. static and dynamic attack. Generic feature selection (GeFS) is proposed by [31] , [32] and employed 30 relevant features of the CSIC-2010 dataset for the detection experiment. The selected features are then used for classification analysis. From their experimental result, the algorithm decision tree (C4.5) achieves superior performance compared to CART, RF, and random tree (RT) either using a full feature set or feature subset. An adaptive intrusion detection system (A-IDS) is introduced in [33] . It is developed based on an ensemble of four different base classifiers, i.e. naive Bayes, Bayes network, decision stump, and radial basis function (RBF) network. The proposed method yields 90.52% of accuracy, which outperforms similar ensemble algorithms, i.e. majority voting and boosting. In [34] , an effective algorithm for cyber-attack detection in a Web application is proposed. Similar to the previous works, C4.5 is the top performer in comparison with naive Bayes, Adaboost, and PART.
In [35] , a normal class (HTTP request) of Web traffic is designed using a regular expression. It classifies Web application attacks by analyzing HTTP request headers. The proposed method achieves 94.46% of detection rate and 4.34% of FPR, which outperforms the previous work presented in [31] . In the recent work discussed in [36] , the authors proposed a one-class meta-earning for anomaly detection in Web traffic (OC-WAD). Such meta-learner is designed using a new binary artificial bee colony algorithm, namely BeeSnips, to reduce the initial ensemble size of a one-class support vector machine. The proposed method results in an ameliorate detection rate and reduced FPR in comparison with [31] and [35] .
A one-class SVM for Web traffic anomaly detection is suggested in [37] . By applying on CSIC-2010v2 and CSIC2012, the proposed method has gained a reasonable performance in terms of TPR, FPR, and F 1 . Most recent works have been carried out on CICIDS-2017 dataset. The proposed methods include ensemble learning, i.e. [38] , [39] , and [40] ; deep neural networks, i.e. [41] , [42] , and [43] ; and some individual classifiers, i.e. neural network [44] , K -nearest neighbor [45] , and local outlier factor [46] . Table1 sums up the cutting-edge techniques for Web attack detection in chronologically order.
For the sake of differentiation between this study and prior studies, some remarks from different perspectives are broken down and this paper shares some value-added contributions to the literature as follows: anomaly detection in a Web application. Even though RF has been considered in [31] , [32] , the number of classifiers used in the ensemble is not clearly defined. Hence, we conduct several experiments to choose the best possible ensemble (tree) size of RF, GBM, and XGBoost. Furthermore, to obtain the optimal hyperparameter setting for each classifier, a grid search is also carried out.
• Current literature lacks discussion on whether the performance differences among classifiers are significant or not since there exists only one statistical test reported, which is a parametric test ANOVA [36] . ANOVA requires an underlying statistical distribution of data and it has less power than other parametric tests [47] . In this study, we extensively compare the performance differences among classifiers by conducting several statistical tests.
III. MATERIAL AND METHOD A. WEB TRAFFIC INTRUSION DATASETS
It is deemed necessary to use an appropriate dataset for anomaly detection in a Web application since the dataset is a representation of specific attacks targeting a Web-based application. Nevertheless, it is not an easy task to obtain a standard dataset for benchmarking since the dataset is not publicly available. The currently available intrusion dataset, KDD Cup 99, is not a real one because it does not represent the actual attack and there is a large number of redundant samples, leading to a biased result for classification. Moreover, the dataset suffers from the deficiency of traffic variability, some known attacks are not covered, and some attacks do not reflect the current evolution. For those reasons, two datasets, i.e. CISC-2010v2 and CICIDS-2017 that are specifically designed for Web traffic anomaly detection are chosen.
Besides, as we suffer from a limited number of datasets for evaluating the proposed classification model, thus for the sake of a reasonable comparison and benchmark, two other widely known intrusion datasets, i.e. NSL-KDD and UNSW-NB15 are also incorporated in the experiment. Both datasets contain network traffic from HTTP request and several attacks targeting a Web application such as Denial of Service (DoS) [48] . We outline the four datasets as follows.
• CSIC-2010v2 [23] . It is made up of 104,000 legitimate and 119,585 malevolent Web requests sent to an e-commerce application in which a customer can buy items using a shopping cart. The dataset is the improvement version of the prior dataset (CSIC 2010v1) 1 , in which some raw samples were not encoded properly. As a result, the former dataset leads to the bias results for some classification algorithms. Due to this reason, we take into account the latter dataset in our benchmark analysis, however, we also report performance accuracy of the best model in our experiment with the existing approaches applied to the former dataset. There exist 17 input features that have been generated from the dataset such as index, method, url, protocol, user-Agent, pragma, cacheControl, accept, accepEncoding, acceptCharset, acceptLanguage, host, connection, con-tentLength, contentType, cookie, and payload.
• CICIDS-2017 [24] . The dataset is collected by generating realistic traffic using the B In the second phase, a validation method, e.g. train-test (hold out) with a ratio 80/20 is adopted for CSIC-2010v2 and CICIDS-2017. We also consider a more reasonable and realistic validation technique using independent test sets for NSL-KDD and UNSW-NB15 dataset, which are hereafter called as KDDTest+ and UNSW-NB15 test , respectively. This procedure provides a reliable demonstration to what extent the proposed model performs well on independent samples, e.g. unseen data samples. Please note that CSIC-2010v2 and CICIDS-2017 do not provide independent test sets, thus we pick 20% from each original dataset for being used as test sets. Four performance measures that are typically used in anomaly detection research are employed, i.e. accuracy, false positive rate (FPR), F 1 , and AUC. Lastly, in the third phase, a comparative study using a statistical test is performed, including an analysis of the classification result.
2) CLASSIFIER STRUCTURE DESIGN
A stacked ensemble trains multiple individual classifier ensembles in a parallel fashion. To build a strong ensemble, we utilize three original homogeneous ensembles, i.e. RF, GBM, and XGBoost. It is worth mentioning that we employed the proposed method in R and H 2 O package [49] . When we conduct the experimentation for this work, we make of a different number of trees indicating the size of each classifier ensemble, i.e. 50, 100, 150, . . . , 500. For instance, RF-50 is a random forest with 50 trees, GBM-450 is a gradient boosting machine with 450 trees, and so on. The best possible learning parameters of all base classifiers are acquired using grid search by trying all possible values as listed in the second column of Table1 and Table 2 . A grid search is chosen because compared to other search methods, it would provide good coverage of the search space when we deal with a small number of variables [50] , [51] . It is noted that we use the same optimal hyperparameters for GBM and XGBoost since both algorithms share the same principle of gradient boosting, but their modeling details are different. More precisely, XGB uses a more regularized model formalization to control overfitting, which gives it better performance [52] .
All classifiers forming the stacked ensemble are briefly discussed as followings.
• Random Forest (RF).
It produces a certain number of trees, where a random selection algorithm is used to pick the variables to put into each model [53] . It takes the opportunity of bagging [26] and random features selection for tree construction. The tree is produced fully with no pruning, thus each tree has a lower bias and the correlation of individual tree has low variance. The strategy of merging the generated trees yields a satisfactory prediction accuracy while reducing the over-fitting. There exist several trimmable learning criterions in RF, e.g. variable selection in each node, which is typically kept unchanging for all nodes, tree size, that make up the forest. As opposed to other ensemble learners, RF possesses some merits such as a less computation effort as every single tree is built on a small number of variables and simpler implementation in a parallel computing approach that can further speed up the algorithm.
• Gradient Boosting Machine. Gradient boosting machine (GBM) [54] is constructed based on classification and regression trees (CART) [55] , where classification and regression task are undertaken at one process when building the classification model. It is a part of monolithic ensemble family, where a number of undiversified base classifiers, e.g. weak prediction models are blended to produce the classification model. Given a dataset with m samples and s variables D = (x i , y i )(|D| = m, x i ∈ s , y i ∈ ), a tree ensemble employs L additive function to predict the final output [54] .
where the space of CART (classification and regression trees) is defined as: F = f (x) = w p(x) (p : s → T , w ∈ T ). The p represents the configuration of each tree that maps a sample to an appropriate leaf index. T represents the tree size, while f k is a stand-alone tree configuration p and leaf weight w. The decision guidelines in the trees (p) is utilized to predict a given sample into the leaves and compute the outcome through the total score in the corresponding leaves (w). Obtaining the best split is one of the drawbacks in the tree learning. To figure out this, we take into account an exact greedy algorithm in H 2 O.
• XGBoost.
Both GBM and XGBoost adheres to the principle of gradient boosting [56] . Gradient boosting is an optimization algorithm that can find optimal solutions to a large variety of problems. The fundamental concept of the algorithm is to fine-tune learning parameters repetitively to lower a cost function. XGboost has many advantages compared to GBM in terms of speed and memory utilization such as a better processor cache utilization and support multicore processing. Furthermore, XGBoost employs a more regularized model for regression tree structure, thus providing better performance and reducing the model complexity to avoid overfitting [57] .
• Generalized Linear Model (GLM) Generalized linear models works by estimating the relationship between outcome and features with an exponential distribution. Depending on distribution and function, GLM can be employed either for regression and classification [58] . In this paper, since we deal with an anomaly-based IDS, a logistic regression is used for binary classification problem where the outcome is a categorical variable with two levels, i.e. attack and normal. Logistic regression models the probability of a sample belonging x to a outcome category y. The fitted modelŷ can be written as follows.
This paper considers a stacked architecture of ensemble, which is made up of three base learners (level-0 classifiers), i.e. RF, GBM, and XGBoost and a combiner (level-1 classifier), e.g. GLM. First and foremost, the base learners are trained using training data, then GLM is trained to make a final prediction based on the prediction mixtures of the base learners. Unlike other conventional ensembles that blend single weak classifiers, i.e. decision tree, neural network, or support vector machine, the aim of our stacked ensemble is to construct a diverse group of strong base learners. 
3) PROCEDURE TO COMBINE BASE LEARNERS
The proposed stacked ensemble consists of the following steps:
1) Set up the stacked ensemble. • Specify a list of E base learners (along with their optimal hyperparameter values and tree-sizes). Each base learner undergoes parameter tuning using grid search, where an area under the ROC curve (AUC) metric [59] is specified as a stopping criterion of the best possible parameter settings. In addition, different numbers of trees are also searched for each base learner before it is ready for being used in the classification task. By trying all possible tree-sizes within the [50,500] range, the performance of each base learner is then evaluated with respect to F 1 metric. It is worth mentioning that there is no generalized evaluation metric for various kinds of classification problem [60] . However, we take into account AUC and F 1 since both metrics are suitable to evaluate the learners for binary classification with imbalanced datasets.
• Specify the level-1 classifier. Generalized linear model is specified for the combiner, e.g. level-1 classifier. GLM is recommended for level-1 classifier, while several other classifiers are demonstrated not to be suitable [61] , [62] .
2) Train the stacked ensemble.
• Train each of the E base learner on the training set.
• Do 10-fold cross validation on each base learner and gather the prediction results, cv 1 , cv 2 , . . . , cv E . Here, the same k-type cross validation should be used. In this case, we use a stratified cross validation which stratifies the folds based on the class outcome value [55] . The stratification can improve the performance of the cross validation, providing lower biases and small variances in estimated accuracy [63] . • Obtain the predictions from the base learners and feed into the combiner to get the final stacked ensemble prediction.
IV. EXPERIMENTAL RESULT AND DISCUSSION A. BENCHMARK ANALYSIS
This section provides and discusses the whole experimental results of anomaly detection in Web-traffic. We take into consideration 30 classifiers and 4 intrusion datasets, leading to a total of 120 experiment combinations. Furthermore, we conduct a hyper-parameter search for each classifier and dataset, where the best-obtained learning parameters are shown in Table 2 -3. The test results are the mean value of 10 items provided by 10-fold cross-validation. Figure 2 -5 denote the performance average values of the 30 classifiers concerning each particular intrusion dataset. These graphs visualize the characteristic of each classifier with different tree sizes. It can be observed that a tree size variation in RF does not have an impact on the performance. More specifically, RF is a stable classifier irrespective of the number of trees to build the ensemble. In contrast to this, the performance of GBM and XGB vary considerably as the number of trees increase.
To construct a stack of classifier ensembles, the best model for each dataset is chosen based on the maximum accuracy of Table 4 presents the best base models used to build the proposed classifier. As a result, different architectural models are available, tailoring with the specified intrusion dataset. For instance, GBM-450, RF-50, and XGB-200 are employed as the base models of the proposed classifier when dealing with CICIDS-2017, and so forth. Table 5 -8 compare the performance results of the base classifiers and the proposed classifier concerning the accuracy, F 1 , AUC, and specificity metric, respectively. On average, the proposed classifier outperforms the base classifiers in terms of all performance metrics.
Concerning a fair comparative analysis, we are interested in applying several statistical significance tests. The tests measure how significant are the performance differences among the considered classifiers. For this purpose, the nonparametric Friedman rank test [64] , Quade omnibus test, and Quade posthoc test [65] are used in our benchmark study. Quade test is deemed to be powerful in case the number of classifiers is less than five [66] . The procedure for performing statistical significance test can be broken down as follows.
• Using Friedman rank, calculate the rank for each dataset independently, according to the performance metrics, in ascending order, from the best-performing algorithm to the worst-performing algorithm.
• Take the mean rank of the classifier over all datasets. The best-performing classifier is judged by the lowest value of Friedman rank. The ranking is a metric where merit is inversely proportional to numeric values. • Perform an omnibus test using Quade test which checks whether at least one classifier has performed differently than others. If the test indicates significant, e.g. p-value is less than a threshold (0.05 in our case), a pair-wise Quade posthoc test is then performed.
• Do a Quade posthoc test for multiple comparison. We are given the option of the pairwise comparison, all-pairwise, or comparison with control. In this paper, the best-performing classifier, e.g. the proposed classifier, is picked as a control algorithm for being compared with the remaining classifiers. champion of the benchmark, considering that it has the lowest average rank in all performance metrics. Bear in mind that the lower the rank, the better performance of the classifier is. Surprisingly, the results of the Quade test is significant (p < 0.05) in terms of the AUC metric, whilst other metrics are not significant (p > 0.05). This means that the null hypothesis can be rejected in case the significance is found. As a result, Quade posthoc test is performed based on AUC values. Table 9 shows that the proposed classifier is superior compared to XGB (p-value = 0.005), however, there is no significance between the proposed classifier and GBM (p-value = 0.2530). Moreover, the performance difference between the proposed classifier and RF is not too significant (p-value = 0.0725).
B. COMPARISON WITH THE BASELINES
We broaden our comparative analysis by elaborating on the performance results of several existing detection models. Prediction results of the proposed model are summarized with a confusion matrix, denoting the number of correct and incorrect predictions which are decomposed by each class. A twoclass confusion matrix is illustrated in Table10. The table allows us to get the accuracy and false positive rate (FPR) as followings.
Prediction results of the proposed model are presented in Table 11 -14. The proposed model is considerably robust in handling data imbalanced problem such as CICIDS-2017. As a matter of fact, the CICIDS-2017 is highly imbalance with a ratio of benign to malicious on the testing set is 33,526 to 433. All benign samples are correctly classified as benign, whilst 2 malicious samples are incorrectly classified as benign. Based on the results given in those tables, two performance metrics, i.e. accuracy and FPR can be obtained for further benchmark with some existing works. Table15-18 provide an unbiased comparison with the existing techniques grouped by each intrusion dataset.
Table15 shows the performance comparison in terms of accuracy and FPR metric over the CSIC2010v2 dataset. Compared to OC-WAD, the proposed model improves the detection accuracy by 2.92%, whilst significantly reducing the FPR rate to 0.74. This outperforms other Web traffic detection techniques, i.e. HTTP Header Analysis, J48, and other individual classification algorithms. The proposed model shows a promising result when it is applied on CICIDS-2017, yielding a near-perfect detection accuracy, e.g. 99.99% and a perfect false prediction rate, e.g. 0.46%. The result significantly surpasses the latest IDS approach, i.e. deep neural network [43] and ensemble method [40] . The accuracy is the highest result this far using full feature set since our stacked ensemble is built based upon optimal learning parameters of its base classifiers. The ability to design this improved framework has led to achieving higher accuracy compared to state of the art techniques.
Subsequently, it is meaningful to compare the proposed model on a testing set, i.e. KDDTest+ which is designed as independent testing samples of the NSL-KDD dataset. The result would be necessarily important to see how well the proposed model performs in detecting unseen attacks. Table17 confirms the superiority of our proposed model tested on KDDTest+. The proposed model has performed better than state-of-the-art IDS techniques, i.e. two-stage classifier ensemble [27] , gradient boosting machine [28] , and other techniques. The detection accuracy could be enhanced by 0.35%, while maintaining a meaningful FPR rate, e.g. 2.52%, in comparison with the best existing detection techniques. Similarly, the performance result of the proposed classifier has demonstrated a considerable improvement over the existing works when dealing with the UNSW-NB15 test data samples (see Table18). By employing our detection model, the detection accuracy is boosted remarkably at 1.14%, whereas the FPR rate can be achieved at 11.3%. This result is very competitive in comparison with a two-stage classifier [75] and decision tree [77] . To sum up, our IDS classification technique exhibits a promising solution, regardless of the use of intrusion datasets.
V. CONCLUSION
This study has explored the use of stack architecture to combine multiple classifier ensembles, i.e. gradient boosting machine (GBM), random forest (RF), and extreme gradient boosting machine (XGB) for detecting anomaly in a Web application scenario. To prove the generalizability of our proposed model, we have tested on multiple IDS datasets such as CSIC-2010v2, CICIDS-2017, NSL-KDD, and UNSW-NB15. Unlike a conventional stacking technique that usually considers a weak individual classification algorithm, our proposed model is built based on a combination of strong classifier ensembles that work as base learners. To build such strong base learners, each learner undergoes fine-tuned hyperparameter search and optimal tree-size. Our proposed approach yields an almost-perfect detection performance, concerning the accuracy and false positive rate (FPR) measure. This study possesses several limitations such as a limited number of datasets used, as well as incomplete discussion about multi-class classification. Among many possible ways to improve this paper, future work might include more intrusion datasets and take into consideration multi-class classification.
It would also be interesting to consider deep neural networks as base models.
