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Abstract
Numerical simulations are conducted to better understand the underlying physics of inter-
mittent swimming. The swimmer is assumed to be effectively splitted into drag producing
(the body) and thrust producing (the propulsor) parts and the body is modeled by a sur-
rogate drag law whereas the propulsor is modeled by a hydrofoil. It is shown that the
advantage of intermittent swimming over continuous swimming is kinematics dependent.
Pitch dominated large amplitude intermittent swimming is shown to save as much as 60%
energy over continuous swimming through inviscid mechanisms. Adding heave to the mo-
tion reduces the advantage of intermittent swimming, however, the overall efficiency of
the swimmers peak with heave dominated continuous swimming. The trends observed in
two-dimensional intermittent swimming problem holds for three-dimensional intermittent
swimmers. Furthermore, increasing the aspect ratio increases the energy savings from in-
termittent swimming. The time averaged velocity field of an intermittent swimmer is not
symmetric due to the shedding of unequal strength vortices over one cycle of oscillation. It
is observed that leading-edge vortex formation and shedding in a viscous flow significantly
alter the wake dynamics from the inviscid flow solutions where only trailing-edge shedding
is modeled. Despite the flow field differences, both inviscid and viscous simulations show
similar trends in the force production and predict similar ranges of energy savings. Finally,
to understand the effect of non-uniform flexibility on the intermittent swimming perfor-
mance, a fluid-structure model is employed where the flexibility is modeled with a torsional
spring placed along the chord. The leading edge is actively controlled in a pure pitching
motion and the trailing edge follows with passive pitching. Flexibility is observed to in-
crease the efficiency of an intermittent swimmer compared to a rigid counterpart. The time
1
averaged thrust force over the coast phase is positive, thus intermittent swimming increases
the overall thrust coefficient by releasing stored elastic energy without inputting power into
the leading edge motion.
2
Chapter 1
Dissertation Overview
1.1 Motivation and Goals
Biology offers a rich source of inspiration for the design of novel propulsors. Aquatic ani-
mals use a variety of kinematics and flexibility characteristics for propulsion. The techniques
adopted by biology lead to astonishing speed and efficiencies. In this respect, performance
of the swimming animals attracted researchers for the last few decades. Although mimick-
ing animal locomotion is an option, under different environmental conditions this strategy
would not lead to the optimum performance. Furthermore, evolution does not guarantee
optimality. Animals have concerns like attracting a mate or evading a predator. Therefore,
it is important to understand the underlying principles of fast and efficient animal propul-
sion. Furthermore, the performance of the non-traditional propulsors have not reached the
performance of traditional rotary propulsors. A bottlenose dolphin maintains a propul-
sive efficiency estimated to be over 80% for long distances [17]. Deeper understanding of
biological systems in terms of their fluid dynamics and structural dynamics will help to
engineer more efficient propulsors. Figure 1.1 demonstrates the comparison of estimated
four whale species’ performance against a typical rotary propeller [19]. Marine biology not
only demonstrates higher efficiencies but it also sustains this efficiency for wider range of
thrust coefficients.
A particular gait employed in marine biology as well as bird flight is known as burst and
coast or intermittent swimming that is formed by an active swimming phase combined with
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Figure 1.1: Performance comparison of four whale species against a typical marine propeller
a passive coasting phase. This gait is employed by animals with certain caudal fin motions
with high pitch-low heave oscillations. These species have highly flexible, different size and
length fins which generate three-dimensional wakes. Researchers have studied this gait and
with simple analytical models reported energy savings over continuous gait.
The goal of this dissertation is to investigate the potential benefit of the intermittent
gait by particularly focusing on the following open research questions;
• How much of an energy saving is observed in inviscid flows employing intermittent
swimming over continuous swimming?
• What is the extent of the energy savings for various kinematics?
• To what extent the energy savings and flow fields change in viscous flows?
• How does three-dimensionality affect the flow fields and energy savings?
• What is the effect of flexibility on the energy savings?
1.2 Overview and Resulting Publications
• Chapter 2 gives an introduction to the intermittent unsteady fish-like swimming.
The fundamental principles of the field is explained with theoretical, numerical and
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experimental examples from the literature. It highlights all the relevant work done by
the past research endeavors.
• Chapter 3 details all the numerical methods used in the rest of the dissertation.
• Chapter 4 explains the different actuation systems and their effect on intermittent
swimming performance in inviscid flows. Particularly, pitching and combined heaving
and pitching hydrofoils are considered in continuous and intermittent gaits. After
a through energy savings and wake dynamics comparison, scaling laws are devised
governing the performance of intermittent swimming.
Resulting Publications:
Akoz, E., & Moored, K. (2018). Unsteady propulsion by an intermittent swimming
gait. Journal of Fluid Mechanics, 834, 149-172.
Akoz, E., Mivehchi, A., Moored, K. A comparison of continuous and intermittent
swimming with combined heaving and pitching motion. Physical Review Fluids, in
preparation
• Chapter 5 discusses the effect of three-dimensionality on intermittent swimming in
an inviscid flow. Rectangular pitching panels with various aspect ratios are considered
and their propulsive performance are analyzed for continuous and intermittent motion.
The scaling laws devised for two-dimensional intermittent swimmers in Chapter 4
are extended to three-dimensional intermittent swimmers.
Resulting Publication: Akoz, E., & Moored, K. The role of three-dimensionality
on intermittent swimming. in preparation
• Chapter 6 builds on chapter 4 and describes the differences of intermittent swim-
ming in between the viscous and inviscid flows. The effect of separation in large
amplitude pitching motion is discussed with detailed flow dynamics. Furthermore,
the performance results are analyzed in light of these flow field characteristics.
Resulting Publication: Akoz, E., Han, P., Liu, G., Dong, H., Moored, K. (2019).
Large-amplitude intermittent swimming in viscous and inviscid flows. AIAA Journal
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• Chapter 7 adds the flexibility element to the intermittent swimming problem and in-
vestigates its effects on the hydrodynamic performance. Particularly, a fluid-structure
model with non-uniform flexibility is employed where the leading edge of the hydrofoil
is actively controlled and the trailing edge passively follows. The role of intermittency
and resonance is explored with this model.
Resulting Publication: Akoz, E., Moored, K. Effect of non-uniform flexibility on
hydrodynamic performance of intermittently pitching propulsors. in preparation
• Chapter 8 gives a brief discussion of the results, gives concluding remarks, and
considers some projects for future works.
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Chapter 2
Introduction
2.1 Fish-like Swimming
After millions of years of evolution regardless of their locomotion technique fish have evolved
to streamlined bodies. They use some fraction of their body to propel themselves. Based
on the portion of the body displaced laterally, they can be classified into four major modes
namely; anguilliform, subcarangiform, carangiform and thunniform [31]. Another way to
describe these different modes of locomotion is imagining a wave traveling along the midline
of a fish as it swims. Anguilliform swimmers such as eels have more than one wave present
at a time while swimming. On the other hand, thunniform swimmers, such as tunas, use
just the a small fraction of their full body length (caudal fins) for propulsion. The other
two modes of locomotion place in between anguilliform and thunniform extremes in the
Figure 2.1: Swimming modes based on the fraction of the body displaced laterally; (a)
anguilliform, (b) subcarangiform , (c) carangiform, (d) thunniform. (Adapted from [31])
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Figure 2.2: Examples of midline projections of different modes of swimming fish; (a) an-
guilliform, (b) carangiform, (c) thunniform
spectrum as shown in Figure 2.1.
From an engineering perspective, the trajectory of the midline of these different modes
of locomotions can be modeled as a sinusoidal traveling wave regardless of the shape of the
body,
h(x, t) = A(x) sin
(
2pi
λ
x− 2pift+ φ
)
(2.1)
here h(x, t) represents the midline motion of the fish body, A(x) is the amplitude envelope
function, w is the tail-beat frequency, λ is the wavelength and φ is the phase difference
in between space and time. Various example midline wave formations are represented in
Figure 2.2 based on different locomotion modes.
Another way to simplify fish-like swimming for engineering purposes is to treat the fish
body and caudal fin separately as drag producing and thrust producing parts, respectively.
This assumption best works for thunniform and carangiform swimming modes where the
motion of the body is constrained to the posterior part of the animal and therefore thrust
is produced primarily by the caudal fin of the animal. This assumption can be further
extended by representing the body of the fish as a virtual drag acting on an isolated caudal
fin. With these assumptions, problem boils down to picking the shape and the motion of
the caudal fin of the fish together with a virtual drag model. The shape of the caudal fin
has different characteristics but majority of the thunniform and carangiform swimmers have
airfoil-like cross sections (Figure 2.3 shows the cross section of a dolphin fluke). Therefore, in
two-dimensional computations or experiments, the shape and the motion of a caudal fin can
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Figure 2.3: Computer Assisted Tomography (CAT scan) images of the cross sections of the
flippers and flukes of two different mammal species; (a) bottlenose dolphin, (b) humpback
whale. (Adapted from [19])
be represented as a sinusoidally heaving and pitching airfoil. Although these assumptions
might seem over simplification of the complex fish geometries and motions, these models can
reveal valuable information for simple designs. This dissertation will use these simplified
geometries and motions as an initial step to understand the underlying physics of fish-like
locomotion.
2.2 Intermittent Swimming
Many swimmers such as cod, saithe, trout, koi carps, zebra danios swim by combining an
active swimming phase and a passive coasting phase known as burst-and-coast or burst-
and-glide swimming [64, 76, 9, 45]. This intermittent swimming gait adopted by fish, has
been predicted by dynamical models to yield an energy savings of over 50% to swim a
given distance in compared to continuously swimming counterparts [69, 70]. One of the
assumptions in the analytical model is to assume the velocity is piecewise constant over
time. However, unsteady propulsion and particularly intermittent motion by its nature
depends on periodic accelerations and decelerations which results in the non-linear variance
of the velocity as a function of time. Another assumption of the model is to assume a drag
augmentation in swimming compared to the gliding phase of the intermittent motion. The
augmentation is based on the Bone-Lighthill boundary layer thinning hypothesis and the
magnitude of the augmentation is controlled through a free parameter, α [30].
Bone-Lighthill boundary layer thinning hypothesis proposes that there is an increase in
skin friction drag on a fish body when it undulates [30]. The skin friction rise is caused
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Figure 2.4: Two-dimensional problem of flow in a channel of height 2s with the bottom wall
moving at velocity Up (Reconstructed from [13])
by the thinning of the boundary layer due to the body normal velocity that is present
during undulation. To understand the Bone-Lighthill boundary layer thinning hypothesis,
boundary layer thicknesses of a two-dimensional stationary flat plate and a plate moving
laterally upward are compared under simplified assumptions (steady, incompressible flow).
The boundary layer on a stationary flat plate under a free stream velocity of U∞ at a
distance x from the leading edge is given by Blasius as 5
√
νx/U∞. The average boundary
layer thickness with a span length of s becomes,
δs = 10/3
√
νs
U∞
(2.2)
On the other hand, for a laterally oscillating flat plate problem, which is described in
Figure 2.4, the exact wall shear stress solution to the momentum integral equation for two
dimensional incompressible boundary layers is given by Schlichting ([55]),
τ0 = 1.233µUo
√
dUo
dx
1
ν
(2.3)
where Uo is the streamwise velocity outside of the boundary layer, µ and ν are the dynamic
and kinematic viscosity, respectively. Ehrenstein and Eloy [13] described the solution of the
velocity vector to the problem shown in Figure 2.4 as,
(Uo(x, y), Vo(x, y)) ≈ (U∞ + Upx
2s
Θ(x), Up(1− y
2s
)Θ(x)) (2.4)
where Θ(x) is the Heaviside step function. Shear stress can be also written as τ0 ≈ µUo/δ
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where δ is the boundary layer thickness. Therefore, the average boundary layer thickness
of a two-dimensional oscillating flat plate can be approximated as,
δ = 0.57
√
νs
Up
(2.5)
Lighthill assumes the values inside of the square roots in Equations (2.2)k and (2.5)
have similar magnitudes for typical fish motions. Therefore, the boundary layer becomes
multiple times thinner in undulation under simplified assumptions. However, recent numer-
ical work of Ehrenstein and Eloy [13] reported that the skin friction of a flat plate only rises
20% in perpendicular motion in compared to a stationary flat plate. This modest range
of drag increase is not sufficient to create a 50% savings in energy with the viscous drag
augmentation mechanism. In light of these observations, this dissertation will lift the as-
sumption of the drag augmentation variable, α, being the only parameter which determines
the extent of the intermittent swimming benefit. Instead, the underlying physics leading to
the benefit will be investigated by studying the problem separately in viscous and inviscid
flows.
2.3 Unsteady Propulsion
Flapping the airfoil like appendages is the primary form of lift and/or thrust generation
for fish. Although the lift and thrust generated by these appendages can not be estimated
without using complex numerical or experimental analyses, a first order lift and thrust
prediction can be made through simplified linear models [60, 20]. These models assume
a two-dimensional flat plate instead of an actual swimmer and assume small amplitude of
motion in an inviscid and incompressible flow. The effective angle of attack of a flat plate
can be changed in the presence of a steady upcoming flow by rotating the plate on an axis
coming out of the plane (pitching motion), translating the plate up and down (heaving
motion) or a combination of these motions. Periodically changing the angle of attack of the
plate would generate time varying lift forces.
Lift constitutes of unsteady added mass and quasi-steady circulatory components. Added
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mass forces form due to the acceleration of the surrounding fluid during the unsteady flap-
ping motion. This can happen in two ways, (1) displacement of the fluid due to actual
physical plunging motion, (2) induced effect of the time varying circulation accelerates the
fluid around the airfoil. On the other hand, steady circulatory lift forces develop due to
the net circulation around the flat plate. This net circulation forms when the attached
boundary layers separates from the body, the circulation on the plate should balance the
circulation of the vortex sheet in the wake according to the Kelvin’s circulation theorem.
These steady forces would dominate the lift generation if the motion period is small com-
pared to the time for a fluid particle to advect over the chord of an airfoil and vice versa.
After determining the time averaged lift force on the flat plate, the streamwise component
of the lift is the time averaged thrust force. This dissertation will be built on these linear
theories to characterize the swimming performance.
The non-dimensional parameters relevant to unsteady propulsion will be essential for
the characterization of the hydrodynamic forces. An airfoil can be approximated with a
characteristic length (chord length) c, oscillating with a frequency of f , amplitude A. The
flow has properties of velocity U∞, dynamic viscosity µ and density ρ. The relevant non-
dimensional parameters become;
Re =
ρU∞c
µ
, St =
fA
U∞
, k =
pifc
U∞
Reynolds number (Re) represents the importance of inertial to viscous forces in the flow.
Strouhal number (St) is the ratio of the velocity of the trailing edge motion with respect
to the incoming flow. Reduced frequency (k) characterizes the unsteadiness of the plunging
motion.
2.4 Unsteady Propulsion in Viscous and Inviscid Flows
Many important features of the unsteady propulsion can be estimated by linearized thin
airfoil theory. However, in realistic applications, some of the thin airfoil theory assumptions
have to be relaxed. Fish swim far below the sonic range so incompressibility assumption
holds for almost all applications. However, finite thickness of the airfoil and large amplitude
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motions enhance the nonlinearities in the response by breaking the non-deforming and
planar wake assumptions. Additionally, viscous forces are important as they determine the
separation locations and consequently the flow field and the performance of the oscillating
airfoil. The inviscid flow, finite thickness and large amplitude motion assumptions can be
addressed by employing direct numerical simulations (DNS) where Navier-Stokes equations
are numerically solved in a given flow domain. Furthermore, viscous and inertial force
balance dictates the total drag acting on the body and the propulsor. Therefore, Re is an
important dimensionless parameter that characterizes the performance of the propulsor in
a real flow.
For high Re, DNS becomes very expensive as length scales become smaller and flow
is needed to be resolved by a finer mesh. One of the alternative solutions is to extend
potential flow theory to capture some properties of the viscous flows; such as employing a
separation criterion and building a wake roll up model. Furthermore, form drag and skin
friction drag has to be virtually added into the solution to be able to balance the thrust
production and achieve steady state swimming conditions. In this respect, in the absence
of the Re, Lighthill number (Li) is an important parameter which is originally defined as
the ratio of the overall drag forces to the added mass thrust forces. Although the thrust
force is prescribed by the input motion, Li requires a viscous drag model which dictates
the non-dimensional drag coefficient in the inviscid problem. Another way of representing
the Li for a problem where the swimmer body is substituted by a virtual drag model is
Li = CD Swp. Here, CD is the coefficient of drag which represents the viscous drag acting
on the entire fish and Swp is the ratio of the wetted surface area of the body to the propulsor
planform area. Therefore, similar to the Re in viscous flows, Li is an important indicator
of the performance of a swimmer in an inviscid flow.
2.5 Flexibility
Aquatic animals propel themselves in water by their flexible appendages. It was hypothe-
sized that evolutionary selection tuned the flexibility of their fin to gain advantage. Partic-
ularly, during intermittent swimming, fish oscillate their fin in a highly flexible manner. An
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Figure 2.5: Different snapshots of an oscillation cycle of a trout swimming intermittently.
Red dots mark the head, peduncle and the tip of the caudal fin of the fish. (a) and (b)
show two snapshots from the bursting period of the motion and (c) shows the snapshot in
the gliding period. (Courtesy of Lauder Lab).
example of an intermittent swimmer with its highly flexible caudal fin can be seen in Figure
2.5 where a trout swims intermittently in a water channel experiment. To examine the role
of flexibility in unsteady propulsion, many experimental and numerical studies were con-
ducted on uniformly flexible panels with pitching and/or heaving motion [11, 51, 50]. The
results of these body of work concludes that flexibility can increase propulsive efficiency.
Recently, it is shown that wide range of animals, from fruit flies to humpback whales,
bend their propulsors in similar ways. The bending point of the propulsor is fixed with a
small margin of variance when scaled with the characteristic length of the propulsor [36].
Furthermore, the material properties of the propulsive and lifting surfaces on these animals
appear to be non-uniform and accurately adopted to their functionality [19]. Therefore in-
spired by these observations, researchers became interested in modeling the fluid-structure
interaction with non-uniform flexibility. For instance, [41] performed a computational study
on flow-structure interactions of very thin oscillating foils. Assuming small amplitude mo-
tion and linear fluid model, he examined effect of chordwise distribution of stiffness of
heaving foils. His results suggested that concentration of the flexibility at the leading edge
enhances thrust production. In an experimental study of self propelled foils with non-
uniform flexibility combined with zero angle of attack motion[35] reported higher cruising
speeds at smaller cost of transportation compared to foils with uniform flexibility distri-
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bution. In a more recent work, [79] compared swimming performance of flexible foils with
uniform thickness to those with thickness tapering. They showed that thickness tapering
enhances the frequency range at which fins maintain high thrust and swimming velocity, as
compared to uniformly thick fins which show high performance only at a narrow band near
the resonance frequency.
In light of these observations, this dissertation investigates the effect of non-uniform
chordwise flexibility combined with intermittent motion on the propulsive performance
where the non-uniform flexibility is modeled by a torsional spring. Specifically, the effect
of intermittency and the flexibility on wake flow fields, thrust generation and propulsive
efficiency will be discussed.
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Chapter 3
Numerical Methods
3.1 Boundary Integral Formulation
To model a high Reynolds number fluid flow, the field around the hydrofoils is assumed
inviscid, irrotational (except on the boundary elements) and incompressible. For an in-
compressible and irrotational fluid the continuity equation reduces to Laplace’s equation,
∇2φ = 0, where φ is the perturbation potential in an inertial frame fixed to the undisturbed
fluid. In addition, the no-flux boundary condition must be satisfied on the body’s surface,
Sb that is,
∇φ · n = 0 on Sb (3.1)
where n is a vector normal to the body’s surface, and the velocity is u = ∇φ. Addition-
ally, the velocity disturbances created by the motion should satisfy the far-field boundary
condition and decay far from the body,
lim
r→∞(∇φ) = 0 (3.2)
where r = xx + z z measured from a body-fixed frame.
Laplace’s equation can be solved by reformulating an equivalent Green’s function prob-
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lem. Divergence theorem dictates,
∫
V
∇ · q dV =
∫
S
q · n dS (3.3)
Substituting the vector q with G∇φ− φ∇G results in,
∫
V
(G∇2φ+∇G · ∇φ− φ∇2G−∇φ · ∇G) · n dV =
∫
S
(G∇φ− φ∇G) dS (3.4)∫
V
(G∇2φ− φ∇2G) dV =
∫
S
(G∇φ− φ∇G) · n dS (3.5)
where G is the solution to the Laplace’s equation and defined as G = lnr, φ is the potential
of the flow of interest in V and n is the normal unit vector pointing outward from V .
Since both G and φ satisfy the Laplace’s equation, Equation (3.4) reduces to the boundary
integral equation,
∫
SB+SW+S∞
(ln r∇φ− φ∇ ln r) · n dS = 0 (3.6)
To calculate the potential at a point of interest P inside the region, it has to be excluded
from the region of integration. P can be excluded with a circle of radius  and Equation
(3.6) becomes,
−
∫
S
(ln r∇φ− φ∇ ln r) · n dS +
∫
SB+SW+S∞
(ln r∇φ− φ∇ ln r) · n dS = 0 (3.7)
On the circle surrounding P ,
∫
dS = 2pi and as  → 0 the first term in the first
integral vanishes (assuming the potential and its derivatives are well behaving functions
and therefore not vary much in small sphere). The second term yields,
−
∫
S
φ
r
dS = −2piφ(P ) (3.8)
Then, the solution of the potential at an arbitrary point P within region V becomes,
φ(P ) = − 1
2pi
∫
SB+SW+S∞
(ln r∇φ− φ∇ ln r) · n dS (3.9)
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whereas if point P is inside SB, the solution to the boundary integral is,
0 = − 1
2pi
∫
SB
(ln r∇φi − φi∇ ln r) · n dS (3.10)
where φi is the potential inside SB. We can combine Equations (3.9) & (3.10) and refor-
mulate the potential to the solution of the Laplace’s equation in the region V as,
φ(P ) =
1
2pi
∫
SB
(ln r∇(φ− φi)− (φ− φi)∇ ln r) · n dS
− 1
2pi
∫
SW
(ln r∇φ− φ∇ ln r) · n dS + φ∞(P )
(3.11)
where φ∞ is the potential at infinity and is a constant. The problem is reduced to deter-
mining the values of φ and ∂φ/∂n on the boundaries. We can define the difference between
the external and internal potentials as well as the difference between the normal derivative
of the external and internal potentials as,
−µ = φ− φi (3.12)
−σ = ∂φ
∂n
− ∂φi
∂n
(3.13)
Finally we can represent the boundary integral equation for the potential in region V in
terms of the unit elements σ and µ,
φ(P ) =
1
2pi
∫
SB
[
σ ln r− µ∂ln r
∂n
]
dS − 1
2pi
∫
SW
µ
∂ln r
∂n
dS + φ∞(P ) (3.14)
3.2 Numerical Discretization
The problem is then reduced to determining the source distribution, σ, and the doublet
distribution, µ, over the surfaces such that the no-flux boundary condition is satisfied. Here
a Dirichlet formulation is used to enforce the boundary condition by fixing the potential
within the body surface to be equal to zero, that is φi = 0. This leads to the potential
field at the surface of the body equated to the local doublet strength as −µ = φb and the
local velocity normal to the body surface equated to the source strength as, σ = n · ∇φ =
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n · (urel + U). The velocity of the center of each source element is urel, which is relative
to a body-fixed frame of reference located at the leading edge of the hydrofoil and U is the
velocity of the body-fixed frame with respect to the undisturbed fluid.
To solve the problem numerically, surface Sb is discretized into N source and doublet
boundary elements and surface Sw is discretized into Nw doublet boundary elements. Each
line element is formed of a constant strength distribution of point sources or doublets.
In addition, the no-flux Dirichlet boundary condition is enforced at N discrete collocation
points. These points are located at the center of the elements moved inside the hydrofoil
along the surface normal vector by 10% of the body half-thickness. The discrete version of
the boundary integral Equation (3.14) at every collocation point becomes,
N∑
j=1
[Bijσj − Cijµj ]−
Nw∑
j=k
Cikµk = 0 (3.15)
where
Bij =
−1
2pi
∫
panel
ln |rij | dS
∣∣∣∣
j
(3.16)
Cij =
1
2pi
∫
panel
n
|rij | dS
∣∣∣∣
j
(3.17)
Cik =
1
2pi
∫
panel
n
|rij | dS
∣∣∣∣
k
(3.18)
Also, an explicit Kutta condition is applied by setting the velocity at the trailing edge
to zero. This condition enforces the strength of the wake panel at the trailing edge to
µw,TE = µt,TE − µb,TE where µt,TE and µb,TE are the strengths of the top and the bottom
body elements at the trailing edge, respectively. The trailing-edge wake element is oriented
along a line that bisects the upper and lower body surfaces at the trailing edge. The length
of the element is set to 0.4U∆t where ∆t is the time step for the computations.
To satisfy the Kelvin circulation theorem a wake shedding procedure must be applied.
At every time step, the first wake panel is ‘shed’ by advecting the element downstream by
a distance of U∆t while its strength remains fixed for all time at µw,TE from the previous
time step. Subsequently, a new trailing edge wake element is formed and the shed wake
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panel is further advected with the local induced velocity field from the other wake and
body elements. During this rollup process, the endpoints of the doublet elements, which
are mathematically equivalent to point vortices, must be desingularized for the numerical
stability of the solution. Following Krasny (1986) the induced velocity on a wake element
from other doublet elements is then calculated with a desingularized Biot-Savart law,
u(r) =
Γ
2pi
y × (r− ri)
|r− ri|2 + δ2
(3.19)
and
r− ri = (x− xi) x + (z − zi) z
Here xi and zi are the positions of the i
th endpoint of the doublet elements. The desingu-
larized point vortex circulation is related to its doublet element strength. The right end
point of the doublet is Γ = µ whereas the left end point is Γ = −µ. As the desingularization
parameter, δ, approaches zero then the classical Biot-Savart law is recovered. In the current
study, δ/c = 6× 10−2 is selected for the desingularization.
The wake is lumped after a given number of cycles to restrict the growth of the problem
size. The lump element represents the total circulation of the flow field. In other words, the
total circulation of the the near field and the lumped element cancels out the circulation on
the body to satisfy the Kelvin’s circulation theorem. The strength of the lumped element
at the nth time step is calculated as follows,
Γnlump = Γ
n−1
lump + Γabsorbed (3.20)
where Γabsorbed represents the circulation of the element which is absorbed at the nth time
step. The number of near wake cycles are determined through comparing the results of
the lumped wake solution with the fully-resolved solution and making sure the deviation
between the two solutions is within 1%.
A matrix form of the discretized boundary integral equation (3.15) is constructed, the
explicit Kutta condition applied, and the wake element representation described above
governing the development of the free shear layer. The linear equations are solved to
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determine the unknown body doublet element strengths and subsequently the perturbation
potential field φ(r) and the velocity field u(r). Then the perturbation velocity on the surface
of the body is found by a local differentiation of the perturbation potential,
ub = ∇φb = ∂φ
∂s
s +
∂φ
∂n
n = −∂µ
∂s
s + σ n, (3.21)
where s is the tangential unit vector along the surface of the body. In addition, the pressure
field acting on the body is calculated by using the unsteady Bernoulli equation,
Pb(x, z, t) = ρ
∂µ
∂t
∣∣∣∣
body
+ ρ (urel + U) · ub − ρub
2
2
. (3.22)
Finally, the forces acting on the pitching hydrofoil are calculated from a combination of
the pressure forces acting on the body and the drag force along the streamwise direction
that is shown with the unit vector x,
F(t) =
∫
SB
−Pb n dSB +D x (3.23)
To examine intermittent motions the computations are required to model self-propelled
swimming conditions. Consequently, a simple single degree of freedom equation of motion,
which only allows the streamwise translation of the hydrofoil is loosely coupled to the
boundary element fluid solver. Following Borazjani et al. [6], the velocity of the swimmer
at the (n + 1)th time step is calculated through forward differencing and the position is
calculated by using the trapezoidal rule,
Un+1 = Un +
Fnx,net
m
∆t (3.24)
xn+1LE = x
n
LE +
1
2
(Un+1 + Un)∆t (3.25)
where Fnx,net is the net force acting on the hydrofoil in the streamwise direction at the n
th
time step, xLE is the leading edge position of the hydrofoil. The three-dimensional extension
of the unsteady BEM computational framework is very similar to the two-dimensional
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solution and the details can be found in [43].
3.2.1 Structural Model
The unsteady deformation of the flexible foil is calculated via strong coupling between the
fluid solver and the spring-model structure solver. The structure mesh is consists of two
elements which are connected via a rotational spring. The leading structural element follows
a prescribed rotation about the leading edge whereas the trailing element passively rotates
about the hinge point. The dynamics of the passive structural element is governed by,
Iθ¨ + cθθ˙ + kθθ = Nf +Ni (3.26)
where I is the moment of inertia about the hinge point, θ is the passive rotation angle of
the trailing element, cθ is the structural damping coefficient, kθ is the spring constant, Nf
is the hydrodynamic moment exerted on the hinge point and Ni is the inertial moment due
to the translational velocity of the center of mass of the trailing element. Non-dimensional
damping of a mass-spring system is defined as,
ζ =
cθ
2
√
kθI
(3.27)
The smaller the ζ value is, the effect of damping on the dynamics of the system is smaller.
Here we set ζ = 0.05, which is small enough to have negligible affect on the frequency and
amplitude of resonance of the system. Including structural damping enhances numerical
stability of the solution. cθ then is calculated as 2
√
kθI∗ where I∗ is the summation of the
moment of inertia of the solid and the added moment of inertia due to the fluid around the
trailing element, I∗ = I + If . For a two dimensional foil pitching about its leading edge,
the added moment of inertia of the fluid has an analytic solution given by potential flow
theory as follows [72],
If =
9
128
piρc4(1− λ)4 (3.28)
where c(1− λ) is the length of the trailing element.
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3.2.2 Fluid Structure Interaction
To solve the fluid-structure interaction problem, Equation (3.26) is discretized in time,
using trapezoidal rule, and solved within each small time step ∆t via implementation of a
strong coupling scheme between the fluid and structure solvers which is enhanced by Aitken
Relaxation method [27],
θn+1 = θn +
1
2
(θ˙n + θ˙n+1)∆t (3.29)
θ˙n+1 = θ˙n +
1
2
(θ¨n + θ¨n+1)∆t (3.30)
where subscripts n and n+ 1 represent the values at times tn and tn+1, respectively. Sub-
stituting equation 3.29 into Equation (3.30) and solving for θ¨n+1, we get,
θ¨n+1 =
(
2
∆t
)2
(θn+1 − θn)−
(
4
∆t
)
θ˙n − θ¨n (3.31)
Similarly, Equation (3.30) can be rearranged to get an expression for θ˙n+1 as follows,
θ˙n+1 =
(
2
∆t
)
(θn+1 − θn)− θ˙n (3.32)
where the right hand sides of both Equations 3.31 and 3.32 are known from the previous
time step. The solution to the coupled fluid-structure system within each time step is
obtained through the following algorithm,
1. tn = n∆t , rn = 1, i = 0, θ˜ = θ0, ω = ω0
2. while ||r|| > σ
(i) i = i + 1
(ii) if i > 0, modify the solution, θ˜i = θ˜i−1 + ωiri
(iii) Calculate the location of the neutral axis, knowing the orientations of the leading,
θn and trailing element θ˜
(iv) calculate the position and velocity of the fluid panels on the foil surface
(v) calculate fluid forces and moments
(vi) calculate inertial moments on the passive solid element
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(vii) solve for θ˜i, its velocity and acceleration using Equations (3.26), (3.29) and (3.30)
(viii) calculate the residual, ri = θ˜i − θ˜i−1
(ix) calculate Aitken relaxation factor; if i < 3, ωi = ω0 else, ωi = ωi−1
ri−1(ri−1−ri)
||ri−1−ri||2
where r is the residual andσ is the threshold to be set which is 10−8 in this dissertation.
When the solution converges within the nth time step, n is set to n = n + 1 and θn = θ˜i
and repeat the steps above to solve for the next time step. Note that the Aitken relaxation
factor is a function of r in the last two iterations which means it is a function of the last
three solution obtained in iterations, i + 1, i and i − 1. Therefore it is not possible to
calculate ωi+1 until the 3rd iteration. Thus, ωi = ω0 for i < 3.
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Chapter 4
The Effect of Kinematics on
Intermittent Swimming
4.1 Pure Pitching with intermittent Gait
4.1.1 Introduction
Marine animals from fish to mammals are observed to swim by using a combination of an
active swimming phase and a passive coasting phase known as burst-and-coast or burst-and-
glide swimming [62, 64, 45, 25, 74, 76, 22, 59]. This intermittent swimming gait adopted
by fish, has been predicted by dynamical models to yield an energy savings to swim a given
distance of over 50% [69, 70]. These predictions are based on the Bone-Lighthill boundary
layer thinning hypothesis, which proposes that there is an increase in skin friction drag
on a fish body when it undulates [30]. Under these conditions, a fish may then reduce
its overall skin friction drag by interspersing an undulation phase with a coasting phase.
The skin friction increase is caused by the thinning of the boundary layer from the body
normal velocity component that is present during undulation. In fact, Lighthill originally
estimated that the skin friction drag on a swimming body can be up to a factor of 5 times
larger than a gliding body [30]. Others estimated that the factor could be in a range of
4-10 [66, 62, 76]. More recently, detailed analysis confirms the boundary layer thinning
hypothesis, but estimates the skin friction drag increase to be much more modest than
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originally proposed and in the range of a 20–70% drag increase [13, 14].
Given this range of skin friction increase, the total drag of a low Reynolds number swim-
mer of O(103) and a high Reynolds number swimmer of O(106) will only increase by 34%
and 46%, respectively, when typical ratios of skin friction and form drag are considered. By
using these scaling estimates in Weihs’ dynamical model [69] an energy savings of 14% and
19% is predicted for low and high Reynolds number swimmers, respectively. Furthermore,
experiments conducted on a swimming trout reveals that although the skin friction increases
on one side of the fish, the opposite side of the fish has a skin friction decrease canceling out
the net skin friction rise when averaged over the full cycle of motion[77, 78]. It is then clear
that the viscous mechanism proposed by Bone and Lighthill [30] is not sufficient to create
a 50% savings in energy by itself. Yet, a 45% energy savings was indirectly estimated from
DPIV experiments that measured the thrust impulse imparted to the wake of koi carps [76].
Also, a 56% energy savings for an intermittent fish-like swimmer was directly calculated by
using a two-dimensional Navier-Stokes solver [9].
Motivated by these observations, we hypothesize that there is an inviscid mechanism
that can account for the majority of the energetic benefit seen in intermittent swimming
for parameters typical of biology. To examine this hypothesis, we show that by using
inviscid computations there is an energy savings for intermittent swimming as compared to
continuous swimming at the same swimming speed. Then we consider three questions: How
do the forces and energetics of intermittent swimming scale with the swimming parameters,
what is the nature of the invicsid mechanism that leads to the observed energy savings, and
what are the limitations to the benefit?
4.1.2 Problem Formulation and Input Parameters
A computational study is performed to compare the performance and flow fields of idealized
continuous and intermittent swimmers. A self-propelled swimmer is used to model the
problem that is a combination of a virtual body and a two-dimensional hydrofoil pitching
about its leading edge (Figure 4.1(a)). The virtual body is not present in the computational
domain, however, its presence is modeled as a drag force, D, that acts to resist the motion
of the swimmer. The magnitude of the drag force is determined from a drag law based on
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Pitching Airfoil
Body Elements
Wake Elements
Virtual Body
We!ed Surface Area
Propulsor Planform Area
Figure 4.1: (a) Schematic of the idealized self-propelled swimmer. Dashed line represents
the virtual body. There is a drag force, D, acting on the hydrofoil that represents the
effect of the virtual body. The wake element end points are colored red and blue for counter
clockwise and clockwise circulation, respectively. (b) Schematic representation of the wetted
surface area, Sw, (purple shaded area) and the propulsor area, Sp, (teal shaded area) for a
generic swimmer.
high Reynolds number swimming conditions [46],
D = 1/2 ρCDSwU
2 (4.1)
where ρ is the density of the fluid, CD is the coefficient of drag of the virtual body, Sw is
the combined wetted surface area of the virtual body and the propulsor (Figure 4.1(b)),
and U is the speed of the swimmer. The planform area of the hydrofoil, Sp, is defined as
the chord length, c, multiplied by a unit span length. The chord length is fixed to c = 0.07
m, which is typical of species that use intermittent swimming gaits [5, 62]. An area ratio
can then be formed as the ratio of the wetted surface area to the propulsor planform area,
Swp ≡ Sw
Sp
.
The area ratio, used to calculate Sw in the drag law, is selected to be Swp = 8, which is also
typical for intermittently swimming species [5, 62, 63, 68]. In addition, the pitching hydrofoil
has a teardrop cross-sectional shape [38] with a thickness-to-chord ratio of b/c = 0.1 (see
Figure 5.1(a)).
Previous analytical and computational models of intermittent swimming assume a higher
CD during a bursting phase than a gliding phase by referring to the Bone-Lighthill boundary
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Figure 4.2: (a) Geometric and numerical parameters for the teardrop hydrofoil. (b) Nor-
malized pitching angle as a function of normalized time for an intermittent swimmer with
DC = 0.5.
layer thinning hypothesis [69, 45, 76, 9]. However, in this study we set CD to be a constant
value for both the bursting and gliding phases of intermittent swimming. This allows us
to probe the hypothesis that the energy savings observed in intermittent swimming is not
wholly due to the boundary layer thinning hypothesis. In other words, when CD is fixed
regardless of whether a swimmer is oscillating its fin or gliding, then any observed energy
savings comes purely from potential flow mechanisms and is not associated with a skin
friction rise due to the oscillating fin and/or body. In this study, three different constant
drag coefficients, CD = 0.005, 0.01, and 0.05, are used to represent the range of average
drag coefficients observed in biology [62, 64, 67, 3, 76, 13, 14].
The drag coefficient and the area ratio can be grouped together into a combination
parameter known as the Lighthill number [16],
Li = CD Swp (4.2)
The Lighthill number characterizes how the body and propulsor geometry affects the balance
of thrust and drag forces on a swimmer. For example, for a fixed swimming speed and
propulsor area a high Lighthill number means that the body of the swimmer will have
high drag and vice versa. One physical interpretation of the Lighthill number is that it
indicates how streamlined a swimmer is with a high Li representing a poorly streamlined
swimmer. The streamlining of a swimmer will consequently affect the fin loading on the
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propulsor, analogous to wing loading in birds, leading to an alternative interpretation of
the Li. By using the definition of drag and the fact that the thrust and drag must balance
in self-propelled swimming the Lighthill number may be alternatively defined as the thrust
coefficient based on the dynamic pressure, that is, Li = (T/Sp)/(1/2 ρU
2) = CdynT . This
non-dimensional fin loading is high for high Li and vice versa. In the present study, the
Lighthill numbers examined are Li = 0.04, 0.08, and 0.4, which fall in a range typical of
biology [16].
The virtual body also must be given a mass, m, which can be non-dimensionalized with
the added mass of the hydrofoil propulsor, that is,
m∗ ≡ m
ρSpc
. (4.3)
The non-dimensional mass, m∗, affects not only the acceleration of a swimmer due to any
net time-averaged forces over a period, but it also affects the magnitude of the surging
oscillations that occur within a period due to the unsteady forcing of the pitching hydrofoil.
By using the mass of a typical intermittent swimmer and the dimensions of the pitching
hydrofoil, the non-dimensional mass is set to m∗ = 3.86 throughout this study. Even though
this mass ratio is based on the biology, previous self-propelled numerical solutions show
that the time-averaged forces and energetics are effectively independent of the amplitude
of surging oscillations for m∗ > 1 [44] even though the instantaneous forces can be affected
[71].
The kinematic motion is parameterized with a pitching frequency, f , and a peak-to-
peak trailing-edge amplitude, A, reported as a non-dimensional amplitude-to-chord ratio,
A∗ = A/c, and a duty cycle, DC. The amplitude-to-chord ratio is related to the maximum
pitch angle, that is, θ0 = sin
−1 (A∗/2). The degree of intermittency of swimming is captured
in the duty cycle, which is,
DC =
burst period
total cycle period
=
Tburst
Tcycle
. (4.4)
Figure 5.1(b) shows a characteristic pitching motion with the burst, coast and total cycle
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Continuous Swimmers
Li 0.04 0.08 0.4
f (Hz) 0.2 0.4 0.6 0.8 1
DC 1
A∗ 0.3 0.4 0.5 0.6 0.7
θ0 (deg.) 8.6 11.5 14.5 17.5 20.5
Intermittent Swimmers
Li 0.04 0.08 0.4
f (Hz) 1
DC 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A∗ 0.3 0.4 0.5 0.6 0.7
θ0 (deg.) 8.6 11.5 14.5 17.5 20.5
Fixed Parameters
m∗ = 3.86 Swp = 8
Table 4.1: Simulations parameters used in the present study.
periods defined. The intermittent motion is a combination of a sinusoidal pitching motion
for the burst period and it is followed by a fixed pitch angle of θ = 0 for the duration of the
coast period. The total cycle period is simply the addition of the burst and coast periods.
The combined burst and coast pitching motions about the leading edge of the hydrofoil is
then defined as,
θ(t) =

ys(t) [θ0 sin (2pift)] , 0 ≤ t ≤ Tburst
0, Tburst ≤ t ≤ Tcycle
(4.5)
where ys(t) =

−tanh(mt) tanh [m (t− 1)] , DC < 1
1, DC = 1
(4.6)
Equation (5.2) defines a reference signal where 0 ≤ t ≤ Tcycle. The signal used in the
simulations has Ncyc repetitions of this reference signal. Here, Tburst = 1/f and Tcycle =
Tburst/DC.
In order to obtain discretization independent solutions as the time step size is reduced,
the discontinuous angular rates and accelerations at the junction of the burst phase and
coast phase must be smoothed. To do this, a hyperbolic tangent envelope function, ys(t),
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is multiplied with the sinusoidal burst signal and is defined in (5.3). This function modifies
the slope of the sine wave at t/Tburst = 0 and t/Tburst = 1 to ensure a desingularized smooth
junction with the coast phase where m controls the radius of curvature of the junction. In
the current study, m = 9 is used. Additionally, if DC = 1, then the signal (5.2) reverts to a
continuous sinusoidal signal. In the current study the duty cycle ranges from DC = 0.2 to
DC = 1 in 0.1 increments. A summary of the input parameters used in the current study
are in Table 4.1.
4.1.3 Results
4.1.3.1 Performance
Figure 4.3a presents the swimming speed as a function of time for a representative con-
tinuous and intermittent swimmer. Both swimmers have the same Lighthill number of
Li = 0.04, and are operating with the same frequency and amplitude of f = 1 Hz and
A∗ = 0.7, respectively. The swimmers only differ in their duty cycle with the continuous
swimmer using DC = 1 and the intermittent swimmer using DC = 0.2. The swimmers
start with an initial velocity of U = 0.1 m/s and accelerate up to a steady-state condition
after 10 – 20 cycles. Predictably, the intermittent swimmer has a lower mean speed at
steady-state than the continuous swimmer. Figure 4.3b shows the velocity as a function of
time only over a single cycle for both swimmers. The continuous swimmer has the typical
pattern observed in self-propelled studies [6, 44] where there are two surging oscillations
about the mean speed in a given cycle. This correlates with the two vortex shedding events
and the two thrust peaks observed in oscillatory pitching motions. In contrast, the inter-
mittent swimmer produces a different swimming pattern. During the bursting phase there
are two surging oscillations as observed in the continuous swimmer case that are superposed
onto an overall acceleration of the intermittent swimmer. When coasting the swimmer can
be observed to decelerate nonlinearly as expected from a U2 drag law with no oscillations
in speed since the hydrofoil propulsor is static.
Figure 5.5(a) presents the CoT as a function of the mean speed for a continuous and
intermittent swimmer on a log-log scale. For both swimmers their amplitude of motion and
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Figure 4.3: (a) Swimming speed as a function of the nondimensional time normalized by the
total cycle period for a characteristic continuous and a characteristic intermittent swimmer
operating with DC = 0.2. (b) Swimming speed as a function of nondimensional time over
a single cycle of motion with the continuous swimmer in the top inlay and the intermittent
swimmer in the bottom inlay.
Lighthill number are A∗ = 0.7 and Li = 0.4, respectively. The continuous swimmer has a
fixed duty cycle of DC = 1 and increases its oscillation frequency from f = 0.2 – 1 Hz. As
the frequency of motion increases the mean speed increases linearly and the CoT increases
quadratically, which is made evident by the slope of the continuous swimmer line being
equal to two on a log-log scale.
In contrast, the intermittent swimmer has a fixed frequency of f = 1 Hz and decreases
its duty cycle from DC = 1 – 0.2. At DC = 1 and f = 1 Hz, the intermittent and
continuous swimmers are equivalent. When the duty cycle is decreased, the mean speed of
the intermittent swimmer drops and consequently the CoT decreases. It can be observed
that there is a range of DC where by using an intermittent gait swimmers can lower their
CoT while maintaining their swimming speed as compared to a continuous swimming gait
(reference line 1), albeit with an increased oscillation frequency during the burst period.
Additionally, there is a range of DC where by using an intermittent gait costs more energy
than continuous swimming at the same mean speed (reference line 2). Importantly, the
energetically favorable regime of intermittent swimming is observed with potential flow
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Figure 4.4: (a) Cost of transport as a function of the mean speed for a continuous and
intermittent swimmer on a log-log scale. The swimming parameters are A∗ = 0.7 and Li =
0.4 for both swimmers. The intermittent swimmer’s duty cycle ranges from 0.2 ≤ DC ≤ 1
with the lowest DC associated with the lowest speed and vice versa. Normalized cost of
transport as a function of the mean speed for three Lighthill numbers: (b) Li = 0.04,
(c) Li = 0.08, and (d) Li = 0.4. The intermittent swimmer’s duty cycle ranges from
0.2 ≤ DC ≤ 0.9 with the lowest DC associated with the lowest speed and vice versa
.
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simulations that do not compute the skin friction from the boundary layer, but instead
rely on a drag law with a constant drag coefficient. This means that the observed benefit
in the computations cannot be due to the viscous Bone-Lighthill boundary layer thinning
hypothesis [30], which relies on an increase in the skin friction drag during oscillation to
make intermittent swimming energetically favorable over continuous swimming. Instead,
since a beneficial regime is still observed with potential flow computations then it must
be due to an inviscid mechanism. This leads to a host of questions such as, how much of
a benefit is observed? In what range of parameters does this benefit exist? What is the
inviscid mechanism? How do the forces and energetics of intermittent swimming scale?
What role does viscosity and the Bone-Lighthill mechanism play? The first four of these
questions are examined in the current study while the last question is the subject of future
work.
Figures 5.5(b)-(d) show the normalized cost of transport as a function of the mean
swimming speed for three different Lighthill numbers, that is, Li = 0.04, 0.08, and 0.4.
For reference, low Li represents highly streamlined swimmers with low non-dimensional
fin loading and vice versa. Also, the the duty cycle ranges from 0.2 ≤ DC ≤ 0.9 with
increasing DC leading to higher speeds. If ˆCoT > 1 then a continuous swimming gait is
energetically beneficial. If ˆCoT = 1 then both gaits are energetically equivalent. Finally, if
ˆCoT < 1 then an intermittent gait is energetically beneficial. Regardless of the Li, choosing
intermittent swimming is energetically more favorable as the amplitude of pitching increases.
Additionally, the available energetic benefit from intermittent swimming becomes greater
for decreasing Li of swimmers. In fact, at Li > 0.4 there is essentially a negligible energetic
savings with only minute savings at very high duty cycles that can be garnered by switching
to an intermittent gait. However, the Li limit can be recast into a limit on the Reynolds
number of swimming. Based on the drag coefficient of the laminar boundary layer on a
flat plate CD = 0.664Re
−1/2
l and the area ratio of Swp = 8, then Li = 5.312Re
−1/2 and
intermittent swimming would produce no observable energetic benefits for Re < 175. At
least this is an estimate for the inviscid benefit of intermittent swimming, but a Bone-
Lighthill viscous benefit is not necessarily restricted in the same manner.
The lower bound on Re where an intermittent benefit can be observed is reflected
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in biological studies. Larval northern anchovy uses continuous swimming whereas adult
northern anchovy use an intermittent swimming mode [70, 45, 47]. As larval northern
anchovy reach 5 mm in length their typical Reynolds number during swimming is Re ≈ 100
and coincidently the fish begin to swim intermittently.
For the lowest Li and highest amplitude examined in this study, the CoT reduction is
as high as 60%. In other words, a swimmer can choose to swim intermittently rather than
continuously and save as much as 60% of its energy per unit mass to travel a unit distance at
the same speed. Importantly, unlike previous studies, this conclusion is obtained by fixing
the drag coefficient for both bursting and coasting periods of swimming, meaning that the
observed benefit is not due to the Bone-Lighthill boundary layer thinning hypothesis, but
instead there is an inviscid mechanism that leads to the energy savings.
The simple scaling analysis presented in the introduction estimated that the Bone-
Lighthill boundary layer thinning mechanism would lead to an energy savings of 14% and
19% for low and high Reynolds number swimmers, respectively. Similar estimates of the
energy savings from the inviscid mechanism are now 15% and 60% for low and high Reynolds
numbers (A∗ = 0.7). Now, by comparing the viscous and inviscid energy savings it is
estimated that the inviscid mechanism will be comparable or dominate the energy savings
of both low and high Reynolds number swimmers, respectively, that operate in a Reynolds
number range of O(103) < Re < O(106).
4.1.4 Wake Dynamics
Now that the inviscid energy benefit has been established, the characteristic wake topology
for an intermittent swimmer is detailed. Figure 4.5 shows the evolution of the vorticity
field throughout a cycle for an intermittent swimmer with DC = 0.2. The distribution
of positive (anti-clockwise) and negative (clockwise) vorticity is represented with white
and black, respectively. There is no near wake at the beginning of the burst period since
previous wake structures have advected multiple chord lengths away (Figure 4.5(a)). Over
each bursting period, four vortices are shed; one starting vortex (vortex A), two vortices are
shed as the hydrofoil changes direction (vortices B and C) and one weak stopping vortex (D)
(Figure 4.5(b)). Vortices B and C are stronger and form a pair as they travel downstream
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Figure 4.5: Evolution of the vorticity field of an intermittently pitching hydrofoil with
DC = 0.2, A∗ = 0.7 and Li = 0.08. The evolution of the vortex wake is shown at times,
(a) t/Tcyc = 1/20, (b) t/Tcyc = 1/5, (c) t/Tcyc = 3/5, and (d) t/Tcyc = 1.
(Figures 4.5(c) and 4.5(d)). Due to mutual induction, vortices B and C advect downstream
faster than vortices A and D. On the other hand, vortex A induces some vorticity from
vortex B to be left behind in its downstream propagation (Figure 4.5(d)). The evolution of
the vortex wake shown in Figure 4.5 for DC = 0.2 is characteristic of all of the duty cycles
examined of intermittent swimmers. The vortex group A–D is repeated for each oscillation
cycle with the spacing between vortex groups being reduced as the DC increases.
The induced velocities among the three strong vortices shed during a bursting period
of an intermittent gait (Figure 4.6(b)) leads to an asymmetry in the time-averaged velocity
field. Figure 4.6(c) and 4.6(d) show the comparison of the time-averaged x-velocity field
of a continuously pitching hydrofoil (f = 0.58 Hz and DC = 1) with its intermittently
pitching counterpart swimming at the same mean speed of U = 0.14 m/s. For the contin-
uous swimmer, the symmetrically shed vortices create a reverse von Ka´rma´n street, which
time-averages to a single-core jet aligned in the streamwise direction. For the intermittent
swimmer, in the near wake (x/c ≤ 1), the vortices are shed in a similar manner to a classic
reverse von Ka´rma´n street creating a time-averaged momentum jet aligned in the stream-
wise direction. In the far wake (x/c ≥ 1), the three strong vortices evolve into two pairs
with one pair inducing a velocity in the downstream direction while the other induces a
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Figure 4.6: The vorticity field of hydrofoils pitching with A∗ = 0.7 and Li = 0.08 at (a)
DC = 1 and (b) DC = 0.2. Time averaged velocity fields of (c) the continuous and (d) the
intermittent gait at a mean speed of U = 0.14 m/s.
velocity upstream. In the time-averaged sense this creates a momentum surplus and deficit
branch that are parallel to each other for 2 ≤ x/c ≤ 8. The momentum jet is observed to
also have an asymmetry suggesting that there is finite time-averaged lateral force produced
by the swimmer.
4.1.5 Scaling Laws of Intermittent Swimming
Here the scaling of the forces and energetics of intermittent swimming with the swimming
parameters will be considered. Of prime importance are the scaling of the mean swimming
speed and the cost of transport, which are inherently linked to the scaling of the mean
thrust production and mean power consumption of a swimmer [44]. Here, we will show
that a simple scaling of the thrust and power with the duty cycle can be used to transform
the intermittent swimming problem into a continuous swimming problem. Then previously
derived scaling relations for continuous swimming will be shown to seamlessly apply to
scaling the transformed thrust and power.
Figure 4.7(a) shows the thrust coefficient for swimmers as a function of the reduced
frequency for various duty cycles ranging from 0.2 ≤ DC ≤ 1. The mean thrust used in
the definition of the thrust coefficient is averaged over an entire cycle, that is, the combined
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Figure 4.7: Mean (a) thrust coefficient and (b) power coefficient as a function of reduced
frequency.
bursting and coasting periods. For a given duty cycle, the thrust is observed to increase with
an increase in the reduced frequency. Similarly, for a fixed reduced frequency the thrust
increases with an increase in the duty cycle. Figure 4.7(b) presents the power coefficient as
a function of the reduced frequency. Like the thrust coefficient, the power is seen to increase
with increasing reduced frequency and duty cycle. The thrust and power both show a large
range of values with the variation of the parameters f, Li, DC, and A∗.
To gather more insight into how the thrust and power scale with the kinematic pa-
rameters, the instantaneous thrust and power are presented in Figure 5.4. The thrust for
the continuous swimmer shows two characteristic peaks that are associated with the peak
angular accelerations that occur during a cycle and the subsequent shedding of two vortices
per oscillation cycle (Figure 4.6(a)). Similarly, the intermittent swimmers with DC = 0.6
and 0.8 show two peaks in thrust that are associated with the shedding of the two strongest
vortices that form during an intermittent swimming cycle (vortices B and C in section
4.1.4). In contrast, there are two small troughs in the instantaneous thrust at the beginning
and end of the burst period that are associated with shedding of the starting and stopping
vortices (vortices A and D in section 4.1.4) that occur from the high accelerations at the
beginning and end of the burst period. As the duty cycle is lowered from DC = 1 the peaks
and troughs of the instantaneous thrust are attenuated with the troughs showing large
reductions in their peak drag. By considering only the bursting period, the mean thrust
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Figure 4.8: Instantaneous (a) thrust coefficient and (b) power coefficient for three duty
cycles of DC = 0.6, 0.8, and 1. The frequency, amplitude and Lighthill number are f = 1
Hz, A∗ = 0.7, and Li = 0.04, respectively, for all of the duty cycles.
actually rises as the duty cycle decreases. However, when considering the mean thrust over
the entire cycle, this small rise in thrust during the bursting period is overcome by the
effectively zero thrust throughout the coasting phase. In this respect, a better comparison
of the mean thrust among different duty cycles of swimming would average the thrust only
over the bursting period, CT,burst. The mean thrust over the bursting period and the mean
thrust over the entire cycle are simply connected as,
CT,burst =
CT
DC
. (4.7)
The major effect of the thrust reduction with decreasing duty cycle can then be accounted
for by scaling the mean thrust over the entire cycle with the duty cycle as in (4.7).
In Figure 5.4(b) the continuous swimmer is seen to have two peaks in power over an
oscillation cycle that occur near the peak angular velocity of the pitching hydrofoil. In
contrast, the intermittent swimmers have a prominent peak and trough in the power con-
sumption at the beginning and end of the bursting period in accordance with the high
accelerations at those times, however, they essentially cancel and provide a negligible con-
tribution to the mean power. As the duty cycle decreases the instantaneous power is seen to
be amplified only slightly over the bursting period and consequently the mean power over
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the bursting phase is observed to increase minutely for this case. The instantaneous power
also shows zero power consumption during the coasting phase since the pitching hydrofoil
has no angular velocity during that phase. Like the thrust, this leads to a reduction in the
mean power over the entire cycle, which can be accounted for by averaging the power over
the bursting period or equivalently by scaling the power with the duty cycle,
CP,burst =
CP
DC
. (4.8)
Now, the thrust and power coefficients are scaled in accordance with (4.7) and (4.8)
and presented in Figure 4.9(a) and 4.9(b). The thrust data has now collapsed to a line
while the power data is more compact, but there is still stratification in the data. What is
particularly striking is that the data now resembles self-propelled data from only continuous
swimmers [44]. This shows that by applying the simple scalings in (4.7) and (4.8), the
intermittent swimming problem has been transformed into a continuous swimming problem.
It is now hypothesized that previously derived scaling relations for self-propelled continuous
swimmers can account for the physics of the transformed problem.
Moored & Quinn [44] examined the inviscid scaling laws of a self-propelled pitching
hydrofoil combined with a virtual body (same model as the current study). The numerical
results were compared with the exact scaling relations from Garrick’s theory [20]. Surpris-
ingly, the linear theory was found to capture the scaling behavior of the mean thrust from
the nonlinear numerical results [44]. Now, a generalized scaling relation for mean thrust of
an intermittent swimmer is determined by applying the duty cycle transformation to the
thrust relation proposed by Moored & Quinn [44],
CT (k)
DC
= c1 − c2w(k) (4.9)
where w(k) =
3F (k)
2
+
F (k)
pi2k2
− G(k)
2pik
− [F (k)2 +G(k)2]( 1
pi2k2
+
9
4
)
Here F and G are the real and imaginary parts of Theodorsen’s lift deficiency function [60]
and c1 and c2 are coefficients that are to be determined from the data. The wake function
w(k) is specified for a pitching axis about the leading edge.
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Figure 4.9: (a) Mean scaled thrust coefficient as a function of the reduced frequency. (b)
Mean scaled power coefficient as a function of the reduced frequency. (c) Ratio of the
predicted mean speed from the scaling relation to the mean speed from the simulations as
a function of DC.
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From this relation, by plotting CT /DC on a vertical axis and k on a horizontal axis the
data should collapse to a line that is only a function of k. This is precisely what is observed
in Figure 4.9(a), which confirms that the scaling relation (4.9) captures the proper physics.
The physical meaning of the first and second terms on the right hand side of (4.9) can
be directly interpreted from Garrick’s theory where they represent the added-mass and
circulatory streamwise forces, respectively. In fact, for pitching about the leading edge,
the circulatory term is always drag inducing for all k and the added-mass term is always
thrust producing. Consequently, as the reduced frequency of a swimmer is increased, it will
increase the ratio of the thrust producing added-mass forces relative to the drag inducing
circulatory forces.
Through a simple algebraic extension the thrust scaling relation can be used to calculate
the self-propelled mean swimming speed of an intermittent swimmer. By recognizing that
during steady-state swimming the mean thrust is balanced by the mean drag then the thrust
relation can be combined with the drag law (5.5) to determine the mean swimming speed,
U scale = fA
√
2DC
CcontT (k)
Li
. (4.10)
To make this scaling relation predictive only two simulations would need to be run to de-
termine the coefficients in (4.9). Here, the coefficients are determined to be c1 = 0.536 and
c2 = 2.3 by minimizing the squared residuals with the entire set of simulation data. Now, the
scaling relation prediction can be directly assessed against the data gathered from the nu-
merical simulations by forming a ratio of the mean swimming speeds as, RU = U scale/U sim.
If this ratio is equal to one then the scaling relation provides an exact prediction of the
mean speed from the nonlinear simulations. Figure 4.9(c) presents the ratio of swimming
speeds as a function of the duty cycle. It is evident that the scaling relation provides an
excellent prediction of the mean swimming speed for an intermittent swimmer where the
mean speed scaling prediction is within 3% of its full-scale value from the simulations. Here
the drag law used in the simulations was prescribed a priori, however, the key to predicting
the swimming speed is to have the proper thrust scaling relation, which is not prescribed
a priori in the simulations. This result confirms the algebraic extension from thrust to
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Figure 4.10: The scaled mean power coefficient as a function of φ1 and φ2 from (a) a
perspective view and (b) an “edge-on” view of the reference plane. (c) Ratio of the cost of
transport predicted from the scaling laws to the actual computational data as a function of
the duty cycle.
swimming speed and that the thrust scaling is accurate for a range of reduced frequencies.
In contrast to the thrust scaling relation, Moored and Quinn [44] determined that Gar-
rick’s linear theory did not accurately capture the scaling trends in the power coefficient for
their nonlinear simulation data. They argued that linear theory needed to be augmented by
two nonlinear corrections that are not accounted for in linear theory due to its assumptions.
The power scaling relation for continuous swimming proposed by Moored & Quinn [44] is
then generalized for intermittent motions by applying the duty cycle transformation to the
scaling relation,
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CP (k, St)
DC
= c3 + c4
St2
k
(
k∗
k∗ + 1
)
+ c5 St
2k∗. (4.11)
Here the modified reduced frequency is k∗ = k/(1 + 4St2). Following Moored & Quinn [44],
the first term represents the added mass power directly from linear theory, the second term
represents the power from the large-amplitude separating shear layer, and the third term
represents the power from the proximity of the trailing-edge vortex. Here the coefficients
c3, c4, and c5 are to be determined from the numerical data. By examining (4.11), if
CP /DC is plotted as a function of φ1 = (St
2/k) (k∗/(k∗ + 1)) and φ2 = St2k∗ in a three-
dimensional graph, then the numerical data should collapse to a plane. Figure 4.10(a) shows
a perspective view of the three-dimensional data and Figure 4.10(b) shows an “edge-on”
view of the data with a reference plane. It can be seen that there is an excellent collapse of
the scaled power coefficient data to a plane. This confirms that the continuous swimming
scaling relations account for the physics of intermittent swimming once the intermittent
transformation is applied.
The power coefficient scaling relation can be extended through simple algebra to calcu-
late a scaling relation for the cost of transport giving
CoTscale =
ρSpf
2A2
m
DC CP (k, St). (4.12)
To make this scaling relation predictive, only three simulations would need to be run to
determine the three coefficients, c3, c4, and c5. Here the coefficients are determined to be
c3 = 4.551, c4 = 17.08, and c5 = 16.86 by minimizing the squared residuals for the entire
data set. Subsequently, the ratio of the predicted cost of transport compared to the cost of
transport from the simulations can be formed as RCoT = CoTscale/CoTsim. Figure 4.10(c)
shows the ratio of the cost of transports as a function of the nondimensional speed where
RCoT = 1 represents a perfect scaling prediction of the actual simulation data. The scaling
prediction is observed to predict the actual cost of transport to within 18% of its full-scale
value. This confirms the algebraic extension of the power coefficient scaling to the cost of
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Figure 4.11: (a) Strouhal number and reduced frequency as a function of the duty cycle for
A∗ = 0.7 and Li = 0.08. (b) Large-amplitude separating shear layer term and the vortex
proximity term as a function of the duty cycle for A∗ = 0.7 and Li = 0.08. (c) Scaled
thrust as a function of reduced frequency. (d) Scale power as a function of φ1 and φ2.
(e) Normalized cost of transport as a function of duty cycle, Li = 0.08. (f) Normalized
efficiency as a function of duty cycle, Li = 0.08. The black circles indicate the optimal duty
cycle for each A∗.
transport and that the power scaling relation is accurate for a range of k and St.
4.1.6 Inviscid Energy Saving Mechanism
Section 4.1.3.1 presented that an intermittent swimmer can save energy compared to a
continuous swimmer when swimming at the same mean speed in an inviscid environment.
Now, the scaled data from Section 4.1.5 can be examined to elucidate the inviscid mechanism
behind the energetic benefit as well as the limits of the energy savings.
When a swimmer switches from continuous to intermittent swimming and reduces its
duty cycle it will consequently swim slower (Figure 5.5), which will result in a rise in k and
St. As expected, Figure 4.11(a) presents a monotonic increase in the reduced frequency
and Strouhal number as the DC decreases for A∗ = 0.7 and Li = 0.08. At the same
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time, the large-amplitude separating shear layer term, φ1 = (St
2/k) (k∗/(k∗ + 1)), and the
vortex proximity term, φ2 = St
2k∗, also show a monotonic increase with decreasing duty
cycle (Figure 4.11(b)). Since k, φ1, and φ2 all increase monotonically with decreasing DC
the scaled thrust and power coefficients are observed to also increase monotonically with
decreasing DC (Figure 4.11(c) and 4.11(d)). However, the rate of change of increase is
different for scaled thrust and power coefficients as the duty cycle decreases. This difference
determines whether choosing intermittent swimming saves energy over continuous swimming
or not.
To examine this more closely a high amplitude, low Li swimmer and a low amplitude,
high Li swimmer are compared in terms of their scaled thrust and power data. A swimmer
with A∗ = 0.7, Li = 0.04, and DC = 1 is highlighted on both the scaled thrust and power
graphs by solid black circles in Figures 4.11(c) and 4.11(d). When the swimmer reduces its
duty cycle to DC = 0.2, its new scaled thrust and power conditions are highlighted on the
graphs by solid black squares. It is observed that the thrust coefficient rises by 113% while
the power coefficient rises by only 8%. For this high amplitude, low Li swimmer, the rise in
thrust outweighs the rise in power and the propulsive efficiency therefore increases by 98%.
There is a second swimmer with A∗ = 0.3, Li = 0.4, and DC = 1 that is highlighted on
both the scaled thrust and power graphs by dashed black circles. The swimmer then lowers
its duty cycle to DC = 0.2 and its new scaled thrust and power conditions are highlighted
on the graphs by dashed black squares. For this low amplitude, high Li swimmer, it is
observed that when the DC decreases the thrust coefficient only rises by 7% while the
power coefficient rises by 54% which results in a 30% drop in efficiency.
To connect the energy savings results presented in Section 4.1.3.1 with the optimum duty
cycle behavior, the normalized efficiency and cost of transport are plotted as a function of
the duty cycle (Figure 4.11(e) and 4.11(f)). If ηˆ > 1 intermittent swimming is more efficient
than the continuous swimming and vice versa. Similarly, if ˆCoT < 1 intermittent swimming
uses less energy than the continuous swimming and vice versa. Furthermore, the efficiency
and cost of transport can be directly linked at the same mean speed by recognizing that
during steady-state swimming the mean thrust and drag must balance, which leads to
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T = 1/2CdρSpU
2 and
CoT =
P
mU
=
PT
mUT
=
1
2CdρU
2
mη
=
const.
η
. (4.13)
This relation shows that at the same mean speed, CoT ∝ 1/η and Figure 4.11(f) is just the
inverse of Figure 4.11(e). It can be observed that there is an optimal duty cycle marked by
the black circles in Figure 4.11(e) and 4.11f that minimizes the normalized cost of transport
and maximizes the normalized efficiency simultaneously. Additionally, the optimal duty
cycle decreases with increasing amplitude of motion.
Overall, high energy savings can occur when a continuous swimmer has a sufficiently
low reduced frequency in the range of 0.25 ≤ k ≤ 1 such that by reducing their DC will
result in a thrust increase that will outweigh their power increase. Consequently, their
efficiency will increase and their cost of transport will decrease. If a continuous swimmer
has a high reduced frequency of k > 1 then lowering their DC will result in a power increase
that outweighs their thrust increase, which will lead to lower efficiency and higher cost of
transport.
Now, the inviscid mechanism behind the energy savings observed in intermittent swim-
ming can be described as a Garrick mechanism since it relies on the trade-off between the
added mass and circulatory forces, which is predicted by Garrick’s theory [20]. Importantly,
the Garrick mechanism leads to an improvement in the propulsive efficiency that is indepen-
dent of the Bone-Lighthill viscous mechanism. It is also expected that the general results
presented in this study would apply to three-dimensional swimmers given that the added
mass and circulatory forces acting on pitching wings is similar in two- and three-dimensions
[11]. However, future work will extend this study to fully examine three-dimensional and
viscous effects on the performance and wake topologies of intermittent swimmers.
4.1.7 Conclusion
The performance and wake structures of a self-propelled swimmer modeled as a combination
of a virtual body and an intermittently pitching hydrofoil are examined by using an inviscid
boundary element method. Intermittent swimming is characterized by a wake topology
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consisting of four vortices shed per pitching cycle and an asymmetric time-averaged jet
structure with both momentum surplus and deficit branches. The mean thrust and power
coefficients are shown to scale with the DC, which can be used to transform the intermittent
swimming problem into a continuous swimming problem. Previous continuous swimming
scaling relations are generalized to include intermittent swimming, and extended to calculate
the mean swimming speed and the cost of transport. These relations are shown to become
predictive by tuning a few coefficients with a handful of simulations. In the current study,
the mean speed and cost of transport are predicted to within 3% and 18% of their full-scale
values by using these relations.
In contrast to previous studies, a drag law is prescribed for the virtual body that has a
constant drag coefficient, that is, it does not depend upon whether a swimmer is bursting
or coasting. Under these conditions it is discovered that swimming intermittently can save
as much as 60% of the energy it takes to swim continuously at the same mean speed
even in an inviscid environment. This finding shows that in addition to the viscous Bone-
Lighthill boundary layer thinning mechanism proposed by [30] there is another inviscid
‘Garrick’ mechanism behind the energy savings of intermittent swimming. This mechanism
is determined to lead to an improvement in the propulsive efficiency of a swimmer by altering
the ratio of its added-mass thrust-producing forces relative to its circulatory drag-inducing
forces. A key discovery is that this occurs in self-propelled swimming by reducing the
duty cycle of an intermittent swimmer, and consequently increasing its reduced frequency.
Additionally, the energy savings potential is shown to be the greatest for low Lighthill
number continuous swimmers using high amplitude motions, where a low Lighthill number
represents a swimmer with a highly streamlined body. This occurs during self-propelled
locomotion since these parameters lead to low reduced frequency swimming, which has the
greatest potential for a large bursting period thrust enhancement. In contrast, the energy
savings of intermittent swimming switches to an additional energetic cost over continuous
swimming when the force production of the swimmer is dominated by added mass forces.
Under this condition during the bursting period there is a negligible thrust enhancement
benefit and instead there is a large additional power cost as the swimmer’s duty cycle is
reduced.
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4.2 Combined Heaving and Pitching with an Intermittent
Gait
4.2.1 Introduction
Many fish and marine mammals use the intermittent locomotion, where they swim with
a combination of an active swimming phase and a passive coasting phase, also known as
burst-and-coast swimming[25]. Organisms use intermittent swimming technique to recover
from fatigue during pauses, to gain perceptual benefits or to decrease the energetic cost
of transport [64, 25, 18]. Indeed, a body of theoretical, numerical and experimental work
studied the propulsive performance of intermittent locomotion and compared it with con-
tinuous swimming [69, 70, 45, 76]. Majority of these studies gathered fish kinematics data
from real fish in a laboratory environment and built a theoretical or a hydrodynamic model
to investigate the energetics of intermittent locomotion [62, 76, 45]. One exception, Chung
[9] modeled the undulation of the fish as a wave traveling in the streamwise direction but
did not alter the kinematics in the study. An important question needs further attention is
the effect of different kinematics on intermittent swimming performance.
Recently, Akoz & Moored [2] reported airfoils undergoing intermittent pitching motion
with various amplitudes can save as much as 60% of energy compared to their continuous
swimmer counterparts by using inviscid computations. Given the fact that the propulsive
efficiency of an airfoil undergoing pure pitching motion is restricted to 10-20%, the overall
efficiency of an intermittently pitching swimmer is still not as high as an estimated efficiency
of a fish [8, 37]. Additionally, for intermittently swimming fish, although the majority of the
lateral tail excursion compromises of the pitching motion, the tail undergoes a combination
of heaving and pitching motion [62]. Also, experiments performed on two-dimensional
airfoils with combined heaving and pitching motion revealed propulsive efficiencies as much
as 61% that confirmed that combined heaving and pitching motion is superior to either of
the pure heaving or pure pitching motions in terms of propulsive performance [53].
In light of these observations, present work builds on the work done by Akoz & Moored
[2] to investigate the performance of combined heaving and pitching intermittent locomotion
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in an inviscid flow. Independent of the fatigue or perceptual concerns of an actual fish,
our goal is to systematically investigate the effect of the heave-to-pitch ratio and total
amplitude of motion on intermittent swimming performance. This is done by addressing
three main questions: How does the proportion of heave and pitch affect the propulsive
performance in continuous and intermittent swimming? When is it energetically favorable
to choose intermittent over continuous locomotion? What are the limitations of intermittent
swimming benefit under different kinematics?
4.2.2 Problem Formulation
4.2.2.1 Idealized Swimmer and Input Parameters
Following Akoz & Moored [2], a computational study is performed to compare the perfor-
mance and flow fields of idealized continuous and intermittent swimmers. A self-propelled
swimmer is used to model the problem that is a combination of a virtual body and a
two-dimensional teardrop shape hydrofoil with a maximum thickness of 10% undergoing
combined heaving and pitching about its leading edge (see Figure 4.12(a)). The virtual
body is modeled with a drag force, D, that acts to resist the motion of the swimmer. The
drag force of the self-propelled hydrofoils is modeled with a drag law based on high Reynolds
number swimming conditions [46],
D = 1/2ρCDSwU
2 (4.14)
where ρ is the density of the fluid, CD is the drag coefficient of the entire system, Sw is the
combined wetted surface area of the virtual body and the propulsor and U is the cruising
speed. The wetted surface area of the propulsor is calculated by scaling up the propulsor
area, Sp, by a constant wetted surface area to propulsor surface area ratio, Sw = Swp Sp.
Here, Swp is the wetted surface area to propulsor surface area ratio and Sp is calculated by
multiplying the chord length, c, by a unit span length. In this study, the chord length of
the hydrofoil is set equal to c = 0.1m and Swp = 10.
The drag coefficient and the area ratio can be grouped together into a combination
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Figure 4.12: (a) Schematic representations of the idealized self-propelled swimmers. The
presence of the body is substituted by a drag model where the drag force is, D =
1/2ρCDSwU
2. The chord length is, c = 0.1m and the maximum thickness of the airfoil
is 10% of the chord length. Sw = Swp Sp, Swp is the wetted surface area to the propulsor
surface area ratio and Sp is calculated by multiplying the chord length, c, by a unit span
length. (b) Important parameters to calculate the angle of attack, α(t), of the hydrofoil.
U(t) is the cruising velocity, ˙h(t) is the heaving velocity and αi is the induced angle of
attack.
parameter known as the Lighthill number [15].
Li = CDSwp (4.15)
the Lighthill number characterizes how the body and propulsor geometry affects the balance
of thrust and drag forces on a swimmer. With our current drag model in place, high Li
means low self-propelled swimming speeds and low Li means high self-propelled swimming
speeds. Li is fixed in the burst and coast phases which means the performance results of
the current study just relies on the inviscid mechanisms. Li examined in the current study
are Li = 0.05, 0.1, 0.2 which fall in a range typical of biology [16].
The virtual body is also given a mass that can be non-dimensionalized as the ratio of the
mass of the swimmer, m, to the characteristic added mass of its propulsor, m∗ = m/ρSpc.
By using the mass of a typical intermittent swimmer and the dimensions of the combined
heaving and pitching hydrofoil, the non-dimensional mass is set to m∗ = 3.86.
The performance of combined heaving and pitching foil depends on the phase difference
of the two motions. A phase difference of φ = 90o gives a robust capability for high thrust
and efficiency, so we fixed the phase difference to φ = 90o [53]. Therefore at a given time t
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the heave and pitch motion can be described as,
h(t) = h0 sin(2pift) θ(t) = θ0 sin(2pift+ φ) (4.16)
where f , is the frequency of combined motion, h0 and θ0 are the maximum heaving ampli-
tude and maximum pitching angle, respectively. The peak-to-peak trailing edge amplitude,
A, is maximized at a specific phase time t∗ ∈ [0, 1], leading to a simplified relation between
heaving and pitching motion (Figure 4.12(b)).
A(t∗) = 2 MAX (h(t) + c sin(θ(t))) (4.17)
where A(t∗) represents the maximum total amplitude and reported as a non-dimensional
amplitude-to-chord ratio, A∗ = A(t∗)/c. According to Equation (4.17) and schematics of
Figure 4.12, non-dimensional contribution of each one of heave or pitch oscillations at time
t∗, over trailing edge peak-to-peak amplitude is defined as,
h∗ =
h(t∗)
A(t∗)
θ∗ =
2 c sin(θ(t∗))
A(t∗)
(4.18)
By means of Equation (4.17), given A(t∗) and θ0, h0 can be calculated with a nonlinear
equation solver. Normalizing the heave and pitch contribution of Equation (4.17) with A∗
leads to the following simple equation,
h∗ + θ∗ = 1 (4.19)
where both h∗ and θ∗ are in the range of [0, 1]. h∗ → 1 means that the amplitude of the
combined heaving-pitching motion is heave dominated and similarly h∗ → 0 means that
the heave amplitude constitutes a small portion of the total amplitude. The selected test
domain as a function of h∗, A∗ and Li are shown in Table 4.2.
An important parameter controlled in the problem is the angle of attack. The maximum
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A∗
h
∗
0.2 0.4 0.6 0.8 1.0
[0 -0.1] # # # # #
[0.1 -0.2]
[0.2 -0.3] # #
[0.3 -0.4] #
[0.4 -0.5] # # #
[0.5 -0.6] # #
[0.6 -0.7] # #
[0.7 -0.8]   # #
[0.8 -0.9]   #
[0.9 -1] # 
Table 4.2: The angle of attack is a function of h∗, A∗ and Li. The shapes represent the Li
combinations satisfying the maximum angle of attack. () cases represent the swimmers
satisfying the angle of attack condition for Li = 0.05 and Li = 0.1. (#) cases represent the
swimmers satisfying the angle of attack condition for Li = 0.05, Li = 0.1 and Li = 0.2.
angle of attack of the hydrofoils can be approximated as,
αmax ∼ θ0 − arctan
(
2pifh0
U
)
(4.20)
The flow separation from the leading edge starts to occur at angles of attack of about 15o
for a flapping foil [1]. In this respect, to obtain more realistic results with our poterntial
flow model, we restricted the maximum angle of attack to αmax < 15
o. The filtered cases
are shown in Figure 4.13. The cruising velocity scales linearly with the frequency of motion.
Therefore, the maximum angle of attack becomes a function of θ0, h0 and Li.
The intermittency of the motion is controlled through the duty cycle parameter, DC =
Tburst/Tcycle. Here, Tburst is the bursting period of the motion and Tcycle is the total period
of the motion. The total cycle period is simply the addition of the burst and coast periods.
Snapshots of one cycle of motion for a continuously swimming hydrofoil from left to right is
shown in Figure 4.14 (a). Similarly, a hydrofoil undergoing an intermittent swimming mo-
tion with a DC = 0.5 is presented in Figure 4.14 (b). The lateral motion of the intermittent
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Figure 4.13: (a) Maximum angle of attack as a function of duty cycle at Li = 0.05. (b)
Same plot in (a) shown with the cut off maximum angle of attack threshold.
motion is defined as follows,
h(t) =
 ys(t)h0 sin(2pift) : 0 ≤ t ≤ Tburst0 : Tbusrt ≤ t ≤ Tcycle (4.21)
θ(t) =
 ys(t)θ0 sin(2pift+ φ) : 0 ≤ t ≤ Tburst0 : Tbusrt ≤ t ≤ Tcycle (4.22)
where
ys(t) =
 − tanh(mt) tanh [m (t− 1)] : DC < 10 : DC = 1 (4.23)
Equations (4.21) & (4.22) define a reference signal where 0 ≤ t ≤ Tcycle. The signal used
in the simulations has Ncyc repetitions of this reference signal. Here, Tburst = 1/f and
Tcycle = Tburst/DC.
In order to obtain discretization independent solutions as the time step size is reduced,
the discontinuous lateral displacements and consequently the accelerations at the junction of
the burst phase and coast phase must be smoothed. To do this, an envelope function, ys(t),
is multiplied with the lateral displacements as defined in Equations (4.23). This function
modifies the slope of the total lateral displacement at t/Tburst = 0 and t/Tburst = 1 to
ensure a desingularized smooth junction with the coast phase where m controls the radius
of curvature of the junction. In the current study, m = 30 is used. Additionally, if DC = 1,
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Figure 4.14: (a) Snapshots of one cycle of motion for a continuously swimming hydrofoil
from left to right. (b) A hydrofoil undergoing an intermittent swimming motion with a
DC = 0.5.
then the signal reverts to a continuous sinusoidal signal. In the current study the duty cycle
ranges from DC = 0.2 to DC = 1 in 0.1 increments.
Decreasing the duty cycle decreases the average velocity and consequently increases the
maximum angle of attack as shown in Figure 4.13. This property makes the duty cycle an
independent parameter controlling the angle of attack of a self-propelled swimmer. There-
fore, we eliminated the results corresponding to the duty cycles that lead to a maximum
angle of attack above 15o, αmax > 15
o (as shown with gray colors in Figure 4.13).
4.2.2.2 Computational Approach
An unsteady two-dimensional boundary element method based on potential flow theory is
employed to calculate the flow field around self-propelled hydrofoils. The flow is assumed
to be irrotational (except on the boundary elements), incompressible and inviscid, such
that the velocity can be defined as u = ∇φ∗ where φ∗ is the perturbation potential in
the inertial frame. The incompressible continuity equation is then reduced to Laplace’s
equation, ∇2φ∗ = 0, which governs the fluid flow. There is a general solution to Laplace’s
equation in the form of a boundary integral equation that is used to determine the potential
field and the flow field produced by a body and its wake.
To solve this problem numerically, constant strength source and doublet line elements
are distributed over the body and the wake. Each body element is assigned a collocation
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point, which is located at the center of each element and shifted 1% of local thickness into
the body where a constant-potential condition is applied to enforce no flux through the
surface (i.e. Dirichlet formulation). This results in a matrix representation of the boundary
condition that can be solved for the body doublet strengths once a wake shedding model is
applied. Additionally, at each time step, a wake boundary element is shed with a strength
that is set by applying an explicit Kutta condition, where the vorticity at the trailing edge
is set to zero [75, 73, 49]. A wake roll-up algorithm is implemented at each time step where
the wake elements are advected with the local velocity. During wake roll-up, the point
vortices, representing the ends of the wake doublet elements, must be desingularized for
numerical stability of the solution [26]. At a cutoff radius of /c = 5×10−2, the irrotational
induced velocities from the point vortices are replaced with a rotational Rankine core model.
The tangential perturbation velocity component is calculated by local differentiation of the
perturbation potential. Finally, the pressure acting on the body is found via applying the
unsteady Bernoulli equation and the forces acting on the body are determined by integrating
the pressure over the hydrofoil boundary.
To examine intermittent motion, The free swimming condition is enforced through a
single degree of freedom equation of motion that allows the streamwise translation of the
hydrofoil. Following Borazjani et al. [6], the velocity of the swimmer at the (n+ 1)th time
step is calculated through forward differencing and the position is calculated by using the
trapezoidal rule,
Un+1 = Un +
Fnx,net
m
∆t (4.24)
xn+1LE = x
n
LE +
1
2
(Un+1 + Un)∆t (4.25)
where Fnx,net is the net force acting on the hydrofoil in the streamwise direction at the n
th
timestep, xLE is the leading edge position of the hydrofoil. The two-dimensional formulation
in the current study has been validated extensively. More details about the numerical
scheme can be found in these references [24, 51, 2].
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4.2.2.3 Output Parameters
The cycle averaged parameters of study includes mean cruising velocity, U , mean thrust, T ,
mean power, P are calculated once the swimmers have reached their steady state swimming
conditions. The computations are considered to be at a steady state condition when there
is negligible mean net thrust acting on the swimmer, defined as,
CT,net =
T −D
ρSpU2
< 10−4 (4.26)
The mean thrust force, T , is calculated as the streamwise force from the integration of the
pressure forces. The mean power input to the fluid, P , is calculated as the negative inner
product of the differential force vector and local velocity vector of the hydrofoil. The thrust
and power coefficients are defined as,
CT =
T
ρSpf2A2
CP =
P
ρSpUf2A2
(4.27)
here A is the peak to peak amplitude of motion. The ratio of the thrust to power coeffi-
cients leads to the propulsive efficiency, η, and the ratio of the propulsive efficiency of the
intermittent swimmer to the propulsive efficiency of the continuous swimmer is defined as
η∗,
η =
TU
P
η∗ =
ηint
ηcont
(4.28)
with these definitions, if η∗ > 1, it means the intermittent swimming strategy is more
efficient than the continuous swimming and if η∗ < 1, continuous swimming is more advan-
tageous.
4.2.3 Results
4.2.3.1 Continuous Swimming Performance
Figure 4.15 (a) - (c) present the thrust coefficient, power coefficient and the efficiency as
a function of h∗ for various amplitudes of motion at Li = 0.1. Similarly, Figure 4.15 (d)
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Figure 4.15: (a) - (c) Thrust coefficient, power coefficient and efficiency as a function of h∗
for a combined heaving and pitching motion at Li = 0.1 and varying total amplitudes. (d)
- (f) Thrust coefficient, power coefficient and efficiency as a function of h∗ for a combined
heaving and pitching motion at A∗ = 1.0 and varying Li.
- (f) present the thrust coefficient, power coefficient and the efficiency as a function of h∗
for various Li and A∗ = 1.0. The amplitude change is shown with colors whereas the Li
change is shown with the shape of the markers. Figure 4.15 (a) - (b) shows that the thrust
coefficient increase as dimensionless heave-to-pitch ratio of the total amplitude increase (h∗
increase) for all A∗ and Li. At the same h∗, the larger the Li, the larger the thrust coefficient
and the smaller the total amplitude of motion the larger the thrust coefficient. Although
smaller A∗ leads to higher thrust coefficients at the same h∗, large amplitude motion allow
the angle of attack to be low for high h∗ and higher amplitudes can reach higher thrust
coefficients. Therefore, the highest thrust coefficients are achieved with the largest total
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Figure 4.16: Efficiency as a function of reduced frequency. The solid black lines represent
Garrick’s analytic solutions for h∗ = 0, h∗ = 0.5 and h∗ = 1.
amplitudes of motion since higher h∗ can be reached without going above angles of attack
of 15o.
On the other hand, power coefficient follows a different trend. Figure 4.15 (c) - (d) shows
that the power coefficient decreases with increasing h∗ until h∗ ' 0.5, and then starts to
increase for higher h∗ values (see Figure 4.15 (b) and (e)). Also, similar to thrust coefficient,
the higher the Li and the lower the amplitude of motion the higher the power coefficient.
Figure 4.15 (e) - (f) present the efficiency of continuous swimmers as a function of h∗.
Low amplitude, high Li swimmers are more efficient for pitch dominated motions whereas
high amplitude, low Li motions are more efficient for heave dominated motions (high h∗).
Overall, there is a strong positive correlation in between efficiency and h∗. Indeed, for low Li
and high amplitude of motion, swimmers reach efficiencies of as high as 85%. Importantly,
a swimmer operating a high h∗ values generates high thrust at high efficiencies. Thus, for
continuous swimming, within the observed parameter set, we can conclude that the highest
efficiencies and thrust coefficients are achieved when the swimmer; (i) has a high h∗ and
(ii) swims with as high amplitude of motion as possible.
The high efficiency trend at high Li, low amplitude conditions for pitch dominated
motions reverses to a low Li, high amplitude condition for heave dominated motions. This
behavior can be explained by comparing the results of the current paper with Garrick’s
analytic solution. Figure 4.16 shows the efficiency of the swimmers as a function of the
reduced frequency for the current work and the solid black lines are the analytic solutions
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for h∗ = 0, h∗ = 0.5 and h∗ = 1. For a self-propelled swimmer, as the amplitude of motion
decreases or the Li increases, cruising velocity decreases and consequently the reduced
frequency increases. Reduced frequency rise has different effects as the proportion of the
heave and pitch of the motion changes. The efficiency of the pitch dominated motions
increase whereas the efficiency of the heave dominated motions decrease as shown with the
solid black lines.
4.2.4 Intermittent Swimming Discussion
Now, the question is, how do these efficient swimming strategies generalize to the inter-
mittent swimming, or in a broader sense, what principles make intermittent swimming an
advantageous swimming style over continuous swimming? Figure 4.17 (a) shows the change
in efficiency as a function of intermittency of the motion. The amplitude of motion of the
swimmers change but the Lighthill number is fixed at Li = 0.05. Duty cycle does not have
a distinctly positive or negative effect on propulsive efficiency. For swimmers with h∗ < 0.5,
the decrease in duty cycle increase the efficiency, whereas if h∗ > 0.5 continuous swimming
has a higher efficiency. In other words, if the efficiency of the continuous swimmer is higher
than 60%, interspersing swimming with coasting decreases the efficiency of the swimmer.
However, if the swimmer operates lower than 60% efficiency, then decreasing the duty cycle
increases the efficiency. Furthermore, the duty cycle leading to the highest efficiency gain
is not constant. The lower the h∗, the lower the duty cycle leading to the highest efficiency
and for h∗ > 0.5 the duty cycle leading to the maximum efficiency is DC = 1. Intermit-
tent swimming can be beneficial or detrimental depending upon the h∗ of the continuous
swimmer. It may result in as much as 30% efficiency gain over continuous swimming, on
the contrary, for efficient continuous swimmers, it may reduce the efficiency by 20%.
Figure 4.17 (b) shows the change in efficiency as a function of duty cycle for a narrow
range of h∗ values (h∗ ∈ [0.25 − 0.35]). It is previously reported by Akoz & Moored [2]
that for pure pitching motion, the gain in efficiency increases with increasing peak-to-peak
amplitude and decreasing Li. Here, the same trends are observed for the heaving and
pitching hydrofoils.
A new dimensionless parameter is defined to compare the best intermittent swimming
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Figure 4.17: Propulsive efficiency of intermittent swimmers as a function of duty cycle. The
efficiency curves are grouped for high (h∗ ∈ [0.9 − 1.0]), medium (h∗ ∈ [0.45 − 0.55]) and
low (h∗ ∈ [0.45− 0.55]) h∗ values. (a) Presents the effect of change in amplitude of motion
at Li = 0.05. (b) Presents the effect of change in Li number for h∗ ∈ [0.25− 0.35].
efficiency with its continuously swimming counterpart. η∗max is defined as the ratio of the
best possible efficiency of an intermittent swimmer to its continuous swimming efficiency.
η∗max can be used to compare the best performing intermittent swimmers with their con-
tinuously swimming counterparts as a function of h∗. For example, in Figure 4.18 (a) - (b)
propulsive efficiency as a function of duty cycle is shown for a medium h∗ and a high h∗
swimmer. Decrease in the duty cycle increases the efficiency and the maximum efficiency
is reached at DC = 0.3 for the swimmer with the medium h∗. On the other hand, the
efficiency of the swimmer with the higher h∗ decreases with decreasing duty cycle, thus,
the most efficient duty cycle with intermittent swimming is DC = 0.9. Figure 4.18 (c) is
constructed by combining all of these best performing intermittent swimmers as a function
of h∗. Intermittent swimming can be beneficial for low to medium h∗ values but continuous
swimming starts to be more advantageous for h∗ > 0.7. High h∗ continuous swimmers
already have propulsive efficiencies of as high as 85% and switching to intermittent motion
does not lead to an increase in efficiency. Furthermore, at the same Li and similar h∗, the
gain out of intermittent motion increases with increasing A∗ and decreasing Li. Therefore,
the requirements that make intermittent swimming a beneficial swimming strategy over
continuous swimming can be summarized as follows; (i) the continuous swimmer should
have a low to medium h∗ and (ii) swim with as high amplitude of motion as possible.
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Figure 4.18: (a) - (b) show η as a function of duty cycle for two sample swimmers. (c) η∗max
as a function of h∗.
4.2.5 Wake Dynamics
The characteristic wake topology of a purely pitching intermittent swimmer is explained in
Akoz & Moored [2]. Here, the similarities and differences of combined heaving and pitching
swimmers are reported.
Figure 4.19 shows the evolution of the vorticity field for a few oscillation cycles of
swimmers operating at DC = 0.5. The distribution of positive (anti-clockwise) and negative
(clockwise) vorticity is represented with white and black, respectively. In Figure 4.19 (a),
four vortices are observed for an oscillation cycle. As there is no net circulation around the
hydrofoil at the end of the coasting phase, hydrofoil sheds a starting vortex (vortex A) in
the beginning of the motion. Then, two vortices are shed as the hydrofoil changes direction
(vortices B and C) and at the end of the bursting phase a stopping vortex is shed (vortex
D).
The four vortex per bursting cycle is not observed for all heaving and pitching swimmers.
For example in Figure 4.19 (b), although the starting vortex A and the vortices B and C
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Figure 4.19: The vorticity field of swimmers with three different h∗ values. Li = 0.05,
A∗ = 1.0, and DC = 0.5. (a) h∗ = 0.96, (b) h∗ = 0.74, (c) h∗ = 0.52 (d) h∗ = 0.24 (e)
h∗ = 0.08.
are observed, the stopping vortex is vanished. The presence of the stopping vortex depends
on the dimensionless heave to pitch amplitude of the swimmer. Decreasing h∗ decreases
the strength of the stopping vortex and for 0.2 / h∗ / 0.7, stopping vortex vanishes. As
h∗ further decreases after h∗ / 0.2, the stopping vortex starts to be prominent and the
intensity of it increases with decreasing h∗.
4.2.6 Performance Map
Speed and range of a swimmer are two important parameters that determines the perfor-
mance. Given the input parameters in the problem are constant, Moored & Quinn devised
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Figure 4.20: (a) Dimensionless velocity as a function of dimensionless range. (b) Dimen-
sionless velocity as a function of dimensionless range where markers are marked by different
h∗ values. These swimmers operate at Li = 0.05 and A∗ = 1. The solid line represents
η = 100% and dashed lines represent η = 80%, 60%, 40%, 20%.
scaling laws for speed and range of a self-propelled swimmer as follows [44],
U = f A
√(
2
CT
Li
)
R =
(
m E
ρSpf2A2CP
)
(4.29)
where U is the time averaged swimming speed over a cycle of motion, R is the range, CoT
is the cost of transport and E is the energy density (energy per unit mass). Grouping the
dimensional parameters, dimensionless velocity and dimensionless range can be defined as,
U∗ =
√
CT R∗ = 1
CP
(4.30)
where U∗ and R∗ are dimensionless velocity and dimensionless range, respectively. Con-
sequently, efficiency can be defined in terms of dimensionless velocity and range as, U∗ =
√
ηR∗−1/2. Therefore, the relationship between thrust coefficient, power coefficient and
efficiency of a swimmer can be presented with a performance map as shown in Figure 4.20.
Figure 4.20 presents the dimensionless velocity as a function of dimensionless range.
In Figure 4.20 (a) markers are colored by different duty cycles and in Figure 4.20 (b)
markers are colored by different h∗ values. The solid line represents the η = 100% and
moving down the dashed lines, efficiency decreases to η = 80%, 60%, 40%, 20%, respectively.
Continuous swimmers can sustain high thrust generation at high efficiencies as indicated by
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having high dimensionless velocities above η = 80% line in Figure 4.20 (a). On the other
hand, continuous swimmers have a low dimensionless range and as duty cycle decreases,
dimensionless range of the swimmer increases without a significant decrease in efficiency.
Indeed, the lowest duty cycle swimmers have around five times larger dimensionless range
than their continuously swimming counterparts at around η = 60%. As dimensionless
velocity scales with thrust coefficient and dimensionless range scales inversely with power
coefficient and duty cycle, the choice of the swimming style dictates the trade off between
maximizing the thrust coefficient or minimizing the power coefficient.
It is shown in Figure 4.20 (b) that heave dominant motions lead to the highest dimen-
sionless velocities at the highest efficiencies whereas pitch dominant motions lead to the
lowest efficiencies. Furthermore, medium h∗ values maximizes the dimensionless range of
the swimmer as medium h∗ values minimizes the power coefficient.
4.2.7 Conclusion
Self-propelled heaving and pitching hydrofoils are studied to compare the heave to pitch
ratio and total amplitude effects in between continuous and intermittent swimming. The
maximum angle of attack is restricted to 15o to obtain realistic results with the inviscid
computational model in place. In general, swimmers generate high thrust coefficients at high
h∗ values. Furthermore, these heave dominated motions combined with high amplitudes, low
Li and continuous swimming lead to the highest propulsive efficiencies of around η = 85%.
Switching from continuous swimming to intermittent swimming can be beneficial or
detrimental depending upon the propulsive efficiency of the continuous swimmer. If the
continuous swimmer has a h∗ value of higher than 0.7, continuous swimming is more efficient
than the intermittent swimming. On the contrary, if h∗ is lower than 0.7, then interspersing
swimming with coasting can boost the efficiency of the swimmer. Furthermore, high A∗ or
low Li values increases the possible gain out of intermittent swimming but since high A∗
or low Li also corresponds to higher continuous swimming efficiencies, total amplitude and
Li has opposing effects on the benefit of intermittent swimming.
The wake topology of an intermittent swimmer with combined heaving and pitching
motion is similar to the pitching intermittent swimmer. Except the strength of the stopping
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vortex is a function of the heave amplitude of the motion. Decreasing h∗ decreases the
strength of the stopping vortex and for 0.7 / h∗ / 0.2 stopping vortex vanishes. However,
as h∗ further decreases the stopping vortex starts to be prominent and the intensity of it
increases with decreasing h∗.
Power is minimized when heave and pitch amplitudes form around half of the total
amplitude. Consequently, the dimensionless range is maximized for medium h∗ values.
Intermittent swimming also increases the dimensionless range while maintaining a relatively
high propulsive efficiency. Indeed, the lowest duty cycle swimmers have around five times
larger dimensionless range than their continuously swimming counterparts. Our conclusions
are restricted to low angle of attacks and all the performance results are due to inviscid
mechanisms. A study with potential leading edge separation at higher angles of attack to
investigate the full extent of the performance gains or losses is left for future work.
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Chapter 5
The Effect of Viscosity on
Intermittent Swimming
5.1 Introduction
Aquatic animals use a variety of locomotion mechanisms and swimming gaits to propel
themselves fast and efficiently through the oceans [56]. Some caudal fin swimmers such
as saithe [64], cod [62] and zebra danios [45] use an intermittent swimming gait known as
burst-and-coast or burst-and-glide swimming. It was first hypothesized by Lighthill (1971)
[30] that interspersing a coasting phase between steady swimming cycles can save energy
for some fish to swim a given distance.
Classically, the observed energy savings has been attributed to the Bone-Lighthill bound-
ary layer thinning hypothesis [30]. This mechanism supposes that the skin friction drag
coefficient is higher during the burst phase and lower during the coast phase of swimming
due to the thinning of the boundary layer on a fish body when undulating [30, 13, 14]. By
using this idea Weihs [69] employed a simple dynamical model that assumes a drag increase
during the burst phase of swimming to predict energy savings of over 50% when an inter-
mittent gait is used instead of a continuous gait. This basic theory was verified by Wu et
al. [76] with experiments conducted on intermittently swimming koi carp. They estimated
an energy savings of 45% at Re = O(104) by employing a vortex ring model to calculate
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the thrust of the fish. Furthermore, Chung [9] numerically examined the energetics of an
intermittently swimming fish and reported energy savings of over 50% at Re = O(103).
Recently, Akoz & Moored [2] observed energy savings in an inviscid flow from a simple
self-propelled hydrofoil pitching intermittently. For these computations, a high Reynolds
number U2 drag law was prescribed for the hydrofoil and, importantly, a fixed drag coeffi-
cient was used, that is, it did not follow the Bone-Lighthill hypothesis and rise during the
burst phase. Yet, energy savings of more than 60% were discovered indicating that there
was also an inviscid mechanism behind the energy savings of intermittent swimming. It was
further demonstrated that the energy savings are maximized for large-amplitude pitching
motions in a inviscid flow. However, in a viscous flow it is likely that these large-amplitude
motions will lead to flow separation, which can potentially dramatically alter the trends in
energy savings observed in inviscid simulations.
Motivated by these observations, the current study aims to examine large-amplitude
intermittent swimming in both viscous and inviscid flows to answer the following questions:
(1) How are the wake dynamics of large-amplitude inviscid intermittent swimmers altered
by flow separation?
(2) Are the observed energy savings from inviscid simulations eliminated when there is
separation?
(3) If not, do energy savings increase with increasing amplitudes of motion in a viscous
flow as well?
By answering these questions researchers will better understand when inviscid models
can provide insights into the physics of intermittent swimming. Additionally, these answers
will provide further guidance for understanding the impact of intermittent swimming on
the energetics of fish.
5.2 Approach and Methods
An inviscid boundary element method (BEM) and a viscous immersed boundary method
(IBM) are employed to differentiate the inviscid and viscous mechanisms contributing to
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the energetic benefit of intermittent swimming. Both methods are well-documented and
validated in previous work and are consequently briefly introduced in the following sections.
5.2.1 Boundary Element Method
An unsteady potential flow method is employed to calculate the flow field around self-
propelled hydrofoils. The flow is assumed to be irrotational (except on the boundary el-
ements), incompressible and inviscid, such that the velocity can be defined as u = ∇φ∗
where φ∗ is the perturbation potential in the inertial frame. The incompressible continuity
equation is then reduced to Laplace’s equation, ∇2φ∗ = 0, which governs the fluid flow.
There is a general solution to Laplace’s equation in the form of a boundary integral equa-
tion that is used to determine the potential field and the flowfield produced by a body
and its wake. The general solution is applied subject to (1) a no flux boundary condition
i.e. no flux through the body boundaries, and (2) a far field boundary condition that flow
disturbances must decay far from the body. Following Katz & Plotkin [24], Quinn et. al.
[51] and Akoz & Moored [2], the general solution for the Laplace’s equation is reduced to
finding a distribution of doublets and sources on the hydrofoil surface and in the wake that
satisfy the no-flux boundary condition on the body at each time step. Doublets and sources
both implicitly satisfy the far-field boundary condition. We use the Dirichlet formulation
to satisfy the no-flux condition on the foil body.
To solve this problem numerically, the hydrofoil is discretized into constant-strength
source and doublet boundary elements and the wake is discretized into doublet elements. A
no flux boundary condition is enforced at collocation points inside the body surface beneath
each boundary element leading to a linear system of equations. An explicit Kutta condition
is applied at the trailing edge by setting the vorticity there to zero. At every time step, one
wake panel is shed to satisfy Kelvin’s condition. Shed panels advect with the local induced
velocity field from the other wake and body elements. During this rollup process, the
endpoints of the doublet elements, which are mathematically equivalent to point vortices,
must be desingularized for the numerical stability of the solution. Following Krasny [26] the
induced velocity on a wake element from other doublet elements is then calculated with a
desingularized Biot-Savart law. During each time step, the unknown body doublet strengths
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can be determined and consequently the perturbation potential. The perturbation velocity
on the body is then determined by a local differentiation of the perturbation potential. The
pressure field acting on the body is calculated by using the perturbation velocity at the
body surface in the unsteady Bernoulli equation. Finally, the forces acting on the pitching
hydrofoil are calculated by an integration of the pressure forces over its boundary.
5.2.2 Immersed Boundary Method
The pitching foil is treated as an immersed moving boundary in the immersed-boundary-
method-based computational fluid dynamics (CFD) solver. The numerical methodology
employed in the current study is briefly introduced as the following. The 2D incompressible
Navier-Stokes equations were discretized using a cell-centered, collocated arrangement of the
primitive variables, and was solved using a finite difference-based Cartesian grid immersed
boundary method [40]. The immersed-boundary treatment is the same as that in [12].
The equations were integrated in time using the fractional step method, which consists of
three-steps. In the first sub-step of this method, a modified momentum equation is solved.
A second-order, Adams-Bashforth scheme is employed for the convective terms while the
diffusion terms are discretized using an implicit Crank Nicolson scheme, which eliminates
the viscous stability constraint. A second-order central difference scheme is employed in
space discretization. This method was successfully applied in many simulations of flapping
propulsion [34, 33, 29, 28]. More details about this method can be found in Mittal et al.
and Dong et al. [40, 12]. Validations about this solver can be found the work of Wan et.
al. and Li et al. [65, 29].
5.2.3 Model Fidelity
Both modeling approaches are well-documented in previous work and have been extensively
validated. However, they have different levels of model fidelity. The immersed boundary
method used in this study is a high fidelity method that models all of the relevant scales
of fluid motion, that is, it is a direct numerical simulation of the Navier-Stokes equations
and as such it can be considered an exact solution. These simulations are computational
costly though, due to the large number of grid points used during the simulations. The
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Figure 5.1: (a) Geometric and kinematic parameters for the teardrop hydrofoil. (b) Example
pitch signal for an intermittent swimmer with DC = 0.5.
boundary element method is a medium fidelity method where the physics are approximated
by neglecting compressibility and viscosity. This leads to an inexact solution to the Navier-
Stokes equations, but consequently is computationally cheap leading to rapid simulations. It
is expected that these modeling fidelity differences would lead to differences in the solutions
especially in the wake dynamics, however, the global force production and energetics is
expected to be well-captured by the boundary element method.
5.3 Problem Formulation
Following Akoz & Moored [2], a teardrop airfoil is chosen for the current study as shown
in Figure 5.1(a) which has a semicircular leading edge that tapers along straight lines to
its trailing edge. To understand the effect of hydrofoil geometry on leading-edge separation
during intermittent swimming, three different maximum thickness profiles are considered.
The maximum thicknesses (tmax) of the hydrofoils are set to be 5%, 10% and 15% of the
chord length and the chord length of the airfoil is set to c = 0.05 m (see Figure 5.1(a)). The
hydrofoil undergoes intermittent pitching motions about its leading edge. The intermittent
motion is a combination of a sinusoidal pitching motion during the burst period and it is
followed by a fixed pitch angle of θ = 0 during the coast period (see Figure 5.1(b)). The
total cycle period is simply the addition of the burst and coast periods. The ratio of the
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bursting period to the total cycle period is controlled by the duty cycle parameter,
DC =
burst period
total cycle period
. (5.1)
The combined burst-and-coast kinematics of the hydrofoil are then defined as,
θ(t) =

ys(t) [θ0 sin (2pift)] , 0 ≤ t ≤ Tburst
0, Tburst ≤ t ≤ Tcycle
(5.2)
where ys(t) =

−tanh(k t) tanh [k (t− 1)] , DC < 1
1, DC = 1
(5.3)
where θ0 is the pitch amplitude, f is the oscillation frequency and t is the time. Equation
(5.2) defines a reference signal where 0 ≤ t ≤ Tcycle. The signal used in the simulations
has Ncyc repetitions of this reference signal. Here, Tburst = 1/f is the burst period and
Tcycle = Tburst/DC is the total cycle period. Also, two pitch amplitudes are used in the
current study, namely, θ0 = 15
◦ and θ0 = 20◦.
In order to obtain discretization independent solutions as the time step size is reduced,
the discontinuous angular rates and accelerations at the junction of the burst phase and
coast phase must be smoothed. To do this, a hyperbolic tangent envelope function, ys(t),
is multiplied with the sinusoidal burst signal and is defined in (5.3). This function modifies
the slope of the sine wave at t/Tburst = 0 and t/Tburst = 1 to ensure a desingularized smooth
junction with the coast phase where k controls the radius of curvature of the junction. Here
a value of k = 30 is used throughout this study. Additionally, if DC = 1, then the signal
(5.2) reverts to a continuous, sinusoidal signal. In the current study the duty cycle ranges
from DC = 0.2 to DC = 1 in 0.1 increments. A summary of the kinematic input parameters
used in both the BEM simulations and the DNS are in Table 1.
Finally, the nondimensional mass of the swimmer is defined as the ratio of the mass of
the swimmer, m, to the characteristic added mass of its propulsor,
m∗ =
m
ρSpc
. (5.4)
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Continuous Swimmers
f (Hz) 0.25 0.5 0.75 1
DC 1
θ0 (deg.) 15 20
tmax/c 0.05 0.1 0.15
Intermittent Swimmers
f (Hz) 1
DC 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
θ0 (deg.) 15 20
tmax/c 0.05 0.1 0.15
Table 5.1: Kinematic parameters used in the present study for both the inviscid BEM
simulations and the viscous DNS.
Here ρ is the fluid density and Sp is the planform area of the propulsor. In the current study,
the nondimensional mass is fixed to be m∗ = 1 for both DNS and BEM simulations. This
was chosen to minimize the time for the simulations to reach a cycle-averaged steady-state
solution. It was also previously found that the self-propelled performance of a swimmer was
nearly independent of the non-dimensional mass as long m∗ ≥ 1 [44].
5.3.1 Drag Model
In the inviscid simulations , a drag force D, is imposed on the self-propelled pitching hy-
drofoil that acts to resist the motion of the swimmer. The magnitude of the drag force is
determined from a drag law based on high Reynolds number swimming conditions (Munson
et al. 1990),
D = 1/2 ρCDSwU
2 (5.5)
where ρ is the density of the fluid, CD is the drag coefficient and U is the speed of the
swimmer. The wetted surface area of the propulsor is Sw and is calculated by scaling the
planform area by a constant, Swp. This planform area to the wetted surface area ratio in
the current study is Swp = 2.
To obtain the drag coefficient of the hydrofoils for the inviscid simulations, self-propelled
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Figure 5.2: (a) Average self-propelled swimming speed of the hydrofoils as a function of
pitching frequency for two different amplitudes of motion in DNS. (b) Coefficient of drag as
a function of average swimming speed. These data are obtained through matching the self-
propelled swimming speed of the DNS results in the potential flow solver. The relationship
in between U and Cd follows a power law relationship in the form of Cd = c1 U
c2 + c3.
The coefficients are for 15o; c1 = 0.0001163, c2 = −3.184 and c3 = 0.08061 and for 200;
c1 = 0.0002885, c2 = −2.665 and c3 = 0.05673.
swimming speeds of the hydrofoils from the DNS are used. Self-propelled swimming speeds
of continuously swimming hydrofoils are recorded as a function of pitching frequency for
both pitching amplitudes (Figure 5.2(a)). The drag coefficients applied to the inviscid simu-
lations are tuned such that the continuous motion self-propelled swimming speeds between
the inviscid and viscous simulations match at the same pitching frequency. Following this
methodology, drag coefficients are estimated over a range of self-propelled swimming speeds.
Therefore, a power law relationship in the form of Cd = c1 U
c2 + c3 can represent the drag
coefficients as a function of swimming speed (Figure 5.2(b)). The drag coefficients of the
inviscid simulations are estimated based on the power law relationship determined through
the DNS data.
5.3.2 Output Performance
The free swimming condition is satisfied through a single degree of freedom equation of
motion that allows the streamwise translation of the hydrofoil. Following Borazjani et. al
[6], the position and velocity of the swimmer at the (n + 1)th time step is calculated by a
trapezoidal rule and a forward differencing scheme, respectively,
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xn+1LE = x
n
LE +
1
2
(
Un+1 + Un
)
∆t (5.6)
Un+1 = Un +
Fnx,net
m
∆t (5.7)
where ∆t is the time step, Fnx,net is the net force acting on the hydrofoil in the streamwise
direction at the nth time step, and xLE is the position of the leading edge.
The thrust force is calculated as the streamwise force from the integration of the pressure
forces only for the BEM simulations and from the integration of the pressure and shear
forces for the DNS. The power input to the fluid is calculated as the negative inner product
of the element force vector and element velocity vector of the hydrofoil, that is, P =
− ∫S Fele · uele dS where S is the body surface. The mean cruising velocity, U , mean thrust,
T , and mean power P , are time-averaged over a cycle once the swimmers have reached their
cycle-averaged steady-state swimming conditions.
The cost of transport is defined as the amount of energy it takes to travel a unit distance
per unit mass and it is directly related to the range of a swimmer [44]. The thrust coefficient
and cost of transport are defined as,
CT ≡ T
ρSpf2A2
CoT ≡ P
mU
. (5.8)
Here the peak-to-peak amplitude of motion is A, which is related to the pitching amplitude
as A = 2c sin θ0. The ratio of the CoT of an intermittent swimmer to a continuous swimmer
at the same mean speed is,
ˆCoT =
CoT i
CoT c
∣∣∣∣
U
, (5.9)
where CoT i and CoT c are the cost of transports for the intermittent and continuous swim-
mers, respectively. This cost of transport ratio directly determines the energetic savings or
additional cost incurred by choosing intermittent swimming. For example, when ˆCoT < 1
it costs less energy to swim with an intermittent gait than a continuous gait. Conversely,
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Figure 5.3: The evolution of the vortex wake is shown for DC = 0.2 at non-dimensional
times of: (a) and (e) t/Tcyc = 1/10, (b) and (f) t/Tcyc = 2/10, (c) and (g) t/Tcyc = 4/10,
and (d) and (h) t/Tcyc = 6/10 in inviscid and viscous flows, respectively.
when ˆCoT > 1 is cost more energy to swim with an intermittent gait than a continuous gait.
Finally, if ˆCoT = 1 both intermittent and continuous swimming costs the same amount of
energy.
5.4 Results
5.4.1 Wake Dynamics and Thrust Performance
Figures 5.3(a) through 5.3(d) show the vorticity field of intermittently swimming hydrofoils
at DC = 0.2 in an inviscid flow. Four distinct vortices are shed from the trailing edge of
the hydrofoil during pitching. Vortices A and D are shed as the hydrofoil starts and stops
pitching, respectively, while vortices B and C are shed as the hydrofoil changes direction.
After the pitch oscillations cease and the hydrofoil enters the coast phase (Figures 5.3(c)
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Figure 5.4: Instantaneous thrust coefficients over a total period of an intermittent swimmer
at DC = 0.5 in (a) inviscid flow and (b) a viscous flow at Re ≈ 5800. (c) Vorticity fields
associated with points A, B, and C in (b).
and 5.3(d)), no vortices are shed and the vortex group A – D advects downstream. These
inviscid wake dynamics are typical of intermittent swimming with one burst cycle and more
details can be found in Akoz & Moored [2].
Figures 5.3(e) through 5.3(h) show the vorticity field of the same intermittent swimmer
operating in a viscous flow. The hydrofoil starts the motion in a relatively disturbed wake
even at the lowest duty cycle studied, DC = 0.2. The absence of these vortices in the inviscid
flow field and their presence in the viscous solution indicates that the vortex shedding does
not stop in the coast phase of a viscous flow. Unlike the large stronger vortices observed in
the inviscid flow field, the vortices are broken up into several smaller pieces. In Figures 5.3(e)
and 5.3(f), a starting vortex A is similar to the inviscid simulations but vortex groups B
and C consist of smaller separated vortices, which make the flow field significantly different
than the inviscid solution. Stopping vortex D is observed to be stronger in the viscous flow.
It is also broken up into several pieces and coalesces with the weak vortices shed during
the coast phase. Also, the spacing between A, B and C is larger in the viscous solution
than in the inviscid solution. As a consequence, the positions of vortices A – D in Figures
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5.3(g) and 5.3(h) are significantly different than the inviscid solution. Additionally, unlike
the inviscid wake, after the pitching motion ceases and the hydrofoil enters the coast phase,
vortex pairs E and F are formed and shed into the wake. These vortex pairs can also be
observed in Figure 5.3(e) downstream of A and B, and their signatures can be observed
in the instantaneous thrust described below, while they are completely absent from the
inviscid solution.
Figures 5.4(a) and 5.4(b) show the instantaneous thrust of an intermittent swimmer
over a cycle of motion for the inviscid and the viscous simulations, respectively. Swimmers
show two peaks in the thrust that are associated with the shedding of the two strongest
vortices B and C. Additionally, the formation of the starting and stopping vortices induces
drag near t/T = 0 and t/T = 0.5. The thrust peaks and the induced drag trough from
the starting vortex are all amplified in the inviscid case compared to the viscous solution.
On the other hand, the induced drag from the stopping vortex is less pronounced in the
inviscid flow than the viscous flow. Notably, the inviscid hydrofoil does not generate any
thrust or experience any pressure drag (beyond the imposed drag from the drag law) during
the coast period. In contrast, the hydrofoil in the viscous flow experiences pressure drag
throughout the coast phase that decreases with time as shown in 5.4b by markers A, B
and C. This phenomenon can be linked to the formation and the shedding of leading-edge
vortices during the coast phase as shown in Figure 5.4(c), where the vorticity field is shown
at the respective times A, B and C. Strong leading-edge vortices are formed right after the
burst phase, which results in significant form drag at the beginning of the coast period. As
the coast phase progresses, there is further formation of the leading-edge vortices, however,
their size and intensity decays and if the coast phase lasts long enough both the vorticity
field and the thrust curve recover back to a static hydrofoil state.
5.4.2 Energetics
5.4.3 Amplitude Effect on Swimming Performance
Figures 5.5(a) and 5.5(b) present the cost of transport as a function of the mean swim-
ming speed for hydrofoils with pitch amplitudes of θ0 = 15
o and θ0 = 20
o, respectively.
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Figure 5.5: Cost of transport as a function of velocity for DNS and BEM solutions and
for maximum pitching amplitudes of (a) θ0 = 15
◦ and (b) θ0 = 20◦. Dimensionless cost of
transport as a function of DC in DNS and BEM solvers (c) θ0 = 15
◦ and (d) θ0 = 20◦.
The dashed lines represent the continuous swimmers whereas the solid lines represent the
intermittent swimmers.
The dashed lines represent the continuous swimmers wheras the solid lines represent the
intermittent swimmers. In general, as the frequency of motion of the continuous swim-
mers increases, their speed increases as does their CoT . Once f = 1 Hz and DC = 1
the intermittent and continuous swimmers’ CoT curves are coincident. Then, as the duty
cycle decreases (frequency fixed at f = 1 Hz) there is a decrease in the swimmers’ speed
and consequently a decrease in their CoT as well. Although the flow fields of viscous and
inviscid swimmers are significantly different, both the DNS and BEM solutions show that
there is a region where intermittent swimming has a lower cost of transport than contin-
uous swimming at the same mean speed. In an inviscid flow, as velocity decreases (duty
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cycle decreases), the energy savings increases, which is measured as the difference between
the continuous and intermittent swimmers’ CoT curves at the same speed. The difference
reaches its peak value at some DC, and further decreasing of the DC decreases the energy
savings. The overall trend is similar for the viscous flow solutions except that the maximum
benefit is observed for higher duty cycles. Furthermore, there is significant crossover of the
curves at low DC leading to an additional energetic cost for intermittent swimming above
continuous swimming at the same mean speed.
Figures 5.5(c) and 5.5(d) present the normalized cost of transport as a function of DC
and Re. The normalized cost of transport is similar for high duty cycles (DC > 0.5)
in both viscous and inviscid flows, and an optimal duty cycle that maximizes the energy
savings can be observed. For the lowest amplitude case, the maximum energy savings is
21% for the inviscid simulations and 9% for the viscous simulations (Figure 5.5(c)). The
higher amplitude case, on the other hand, shows a maximum of 29% and 18% energy
savings for the inviscid and viscous swimmers, respectively (Figure 5.5(d)). The maximum
benefit occurs at DC = 0.6 in the DNS results and at DC = 0.4 in the BEM results.
For DC < 0.4, continuous swimming is advantageous over intermittent swimming in the
viscous simulations. In contrast, in the inviscid simulations intermittent swimming is shown
to be beneficial regardless of the DC, however, the magnitude of the benefit decreases for
DC < 0.4. It can also be observed that higher amplitudes of motion increase the energy
savings in both viscous and inviscid simulations, even when there is significant leading-edge
separation.
In previous studies [70, 45, 47, 2], the effect of Re variation on intermittent swimming
was examined. Here, the Re is connected to the inviscid simulations through the drag
coefficient. When the duty cycle decreases, CD increases and continuous swimming becomes
more energetically favorable than intermittent swimming even in an inviscid flow[2]. This
is further verified with the DNS results of the current study. A future study of higher Re
DNS solutions would give a better idea of the energetic benefits of intermittent swimming
since the Reynolds number of the simulations (Re = O(103)) is on the lower end of the
spectrum where fish start to swim intermittently in biology.
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Figure 5.6: (a) Normalized cost of transport as a function of DC for θ0 = 20
o. (b) Thrust
coefficients over a period of motion at DC = 0.5. Different colors represent different maxi-
mum hydrofoil thicknesses.
5.4.4 Thickness Effect on Swimming Performance
To understand the sensitivity of leading-edge separation on the hydrofoil thickness and
in turn its effect on intermittent swimming performance, two other hydrofoil profiles are
considered with a maximum hydrofoil thickness of tmax/c = 0.05 and tmax/c = 0.15 where
tmax/c is the hydrofoil thickness-to-chord ratio. Figure 5.6(a) shows the normalized cost
of transport as a function of DC for θ0 = 20
o in a viscous flow. The overall trend of the
curves are similar for all thicknesses. The energy savings increases as duty cycle decreases
and reaches a maximum at DC = 0.6. Then, as duty cycle further decreases, continuous
swimming becomes more beneficial for DC < 0.4. Furthermore, the energetic advantage of
intermittent swimming decreases for increasing hydrofoil thickness. The maximum energy
savings is 23% for the thinnest hydrofoil and 16% for the thickest hydrofoil.
Figure 5.6(b) shows the thrust coefficient over a pitching period at DC = 0.5 for all
three thicknesses. The two peaks in thrust become higher and the troughs become lower as
the hydrofoil thickness increases. Particularly, tmax/c = 0.05 has a significantly compressed
thrust curve over the pitching period compared to the other two profiles studied. Similarly,
decreasing the thickness leads to a drag reduction in the coasting phase (t/T > 0.5).
The vorticity fields associated with the three different thickness hydrofoils at t/T = 0.5,
t/T = 0.58 and t/T = 0.72 are shown in Figure 5.7. As the profile becomes the thinner the
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Figure 5.7: Vorticity fields of hydrofoils with different maximum thicknesses at t/T = 0.5,
t/T = 0.58 and t/T = 0.72. (a) tmax/c = 0.05, (b) tmax/c = 0.1, (c) tmax/c = 0.15.
leading-edge vortices become more elongated in shape, but do not show signs of weakening.
However, the frontal area over which they act to produce form drag is greatly reduced with
a decrease in the thickness. This in turn leads to the drag reduction during the coasting
phase observed in Figure 5.6(b). Additionally, the reduced drag during the coasting phase
is responsible for the increased energy savings during intermittent swimming as the profile
thickness is reduced.
5.5 Conclusion
The wake structures and the performance of self-propelled intermittently pitching hydrofoils
are examined in viscous and inviscid flows. Although there are some similarities in the
wakes between the simulations, there are significant differences that occur due to leading-
edge vortex formation and shedding. In fact, leading-edge vortices are formed during the
coast phase resulting in additional form drag in the viscous simulations. Surprising, the
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hydrofoil thickness has little effect on the leading-edge vortex formation characteristics, yet
thinner profiles show lower form drag during the coast phase due to their reduced projected
frontal area. This in turn leads to larger energy savings during intermittent swimming for
the thinnest profiles. The energy savings reported as the normalized cost of transport are
found to be in good agreement between the viscous and inviscid results for high duty cycles
of DC > 0.5. For low duty cycles of DC ≤ 0.5 the results begin to deviate. In both
simulations there is an optimal duty cycle to maximize the energy savings. In a viscous
flow for θ0 = 15
o and 20o the maximum energy savings are 9% and 18%, respectively,
while in an inviscid flow the energy savings are 21% and 29%, respectively. Moreover, both
simulations show that the higher amplitude motions increase the maximum energy savings,
even with significant leading-edge separation. Despite the differences in vortex shedding and
the wake dynamics, the trends in the instantaneous forces and the energetics are similar
between the simulations. This suggests that inviscid flow simulations can offer a rapid tool
for investigating the trends in the performance of intermittent swimmers.
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Chapter 6
The Effect of Three-Dimensionality
on Intermittent Swimming
6.1 Introduction
Marine animals flap their fins or flukes to propel themselves and produce unsteady highly
complex and three-dimensional wake structures. The formation of these structures can
significantly impact the thrust generation and propulsive performance. Studies on the
wake dynamics with various aspect ratio propulsors detailed the thrust production and
efficiency characteristics. Dong et. al. [12] conducted numerical simulations on thin ellipsoid
flapping foils and reported that thrust coefficient increases monotonically with aspect ratio.
Similarly, propulsive efficiency increases with aspect ratio but the relative gain is quite large
as aspect ratio is doubled from 1.27 to 2.55 and from 2.55 to 5.09 but the same is not true as
aspect ratio is increased from 5.09 to nominally two-dimensional case. Maximum efficiency
starts to saturate after a certain aspect ratio. Similar patterns are observed by Buchholz
and Smits by performing experiments on flat panels with varying aspect ratios [8].
Although high aspect ratio propulsors are reported to produce high thrust at high
efficiencies, fish in nature have substantial differences in their caudal fin geometry and
aspect ratios. Liu & Dong compared the flow dynamics and performance of trout and tuna
caudal fin models which have aspect ratios of 2 and 6.7, respectively [32]. They found out
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that high aspect ratio propulsors have higher efficiencies during cruising whereas low aspect
ratio propulsors are more efficient when fish are accelerating and maneuvering.
Swimmers that have low aspect ratio caudal fins such as cod, saithe, trout, koi carps,
zebra danios swim by combining an active swimming phase and a passive coasting phase
known as burst-and-coast swimming [64, 76, 9, 45]. Akoz & Moored [2] conducted numerical
simulations with pitching foils in an inviscid flow and reported that this swimming strategy
involving series of accelerations and decelerations can be advantageous over continuous
swimming. The conclusions are restricted to two-dimensional foils and the effect of three-
dimensionality on intermittent swimming has not been addressed.
Therefore, to investigate the effect of the three-dimensionality on intermittent swim-
ming, current work examines the following questions;
(1) Is intermittent swimming beneficial over continuous swimming in three-dimensional
inviscid flows?
(2) What is the effect of aspect ratio on the intermittent swimming performance in three-
dimensional inviscid flows?
(3) How do the forces and energetics of intermittent swimming scale with the input pa-
rameters in three-dimensional inviscid flows?
6.2 Problem Formulation
6.2.1 Idealized Swimmer
Three-dimensional self-propelled idealized swimmers are modeled in an inviscid flow. Fol-
lowing Ayancik et al. [4], swimmers are represented by a rectangular planform propulsor
(see Figure 6.1) and drag force on the propulsor is modeled by a virtual drag law [46],
D = 1/2ρCDSwU
2 (6.1)
where ρ is the density of the fluid, CD is the drag coefficient of the entire system, Sw is the
combined wetted surface area of the virtual body and the propulsor and U is the cruising
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Figure 6.1: (a) Top, (b) front, (c), side and (d) isometric views of intermittently swimming
idealized propulsors.
speed. The wetted surface area of the propulsor is calculated by scaling up the propulsor
area, Sp, by a constant wetted surface area to propulsor surface area ratio, Sw = Swp Sp.
6.2.2 Input Parameters
Following Ayancik et al. [4] and Akoz & Moored [2] a NACA 0012 cross-section propulsor
is chosen with a chord length of c = 0.1 m (see Figure 6.1 (c)). The planform area is
calculated as multiplying the chord length by the span, s, Sp = sc, since the hydrofoil has
a rectangular planform shape. The aspect ratio is defined as A = s/c. The aspect ratios
vary from 2 to 6 with increments of 2 and an aspect ratio of 100 case is simulated that
represents a nominally two-dimensional foil.
The propulsor is pitched about its leading edge where the pitch angle is prescribed as
θ(t) = θ0 sin(2pift) where f is the pitching frequency, t is the time and θ0 is the maximum
pitching angle in radians. The peak-to-peak amplitude, A, of pitching is calculated through
θ0 = sin
−1 [A/(2c)]. The peak-to-peak amplitude is non-dimensionalized by the chord length
as A∗ = A/c. The dimensionless amplitude is varied from 0.3 to 0.6 with increments of 0.1.
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The intermittency is controlled through a duty cycle parameter which is described as,
DC =
burst period
total cycle period
=
Tburst
Tcycle
. (6.2)
The intermittent motion is a combination of an active sinusoidal pitching motion for
the burst period and a fixed pitch angle of θ = 0 for the duration of the coast period. The
duty cycle of the motion is varied in between 0.2 to 0.9 with increments of 0.1. The details
of the implementation can be found in [2].
The wetted surface area to propulsor surface area ratio and the drag coefficient is grouped
together to form the Lighthill number, Li,
Li = CDSwp (6.3)
Li characterizes how the body and propulsor geometry affect the balance of thrust and drag
forces on a swimmer. For example, for a fixed swimming speed and propulsor area, a high
Lighthill number means that the body of the swimmer will have high drag and vice versa.
In the present work, two Li are used, Li = 0.05, 0.1.
The virtual body is given a mass, m, which can be non-dimensionalized with the added
mass of the hydrofoil propulsor, m∗ = m/ρSpc. Previous self-propelled numerical solutions
show that the time-averaged forces and energetics are effectively independent of the ampli-
tude of surging oscillations for m∗ ≥ 1 and for the present study the non-dimentionalized
mass is m∗ = 1. All the input parameters are summarized in Table 6.1.
6.2.3 Output Parameters
The output parameters are reported in steady state swimming conditions where steady
state is measured with the net force acting on the swimmer,
CT,net =
T −D
ρSpU
< 10−4 (6.4)
where (·) represent the parameters that are time averaged over an oscillation cycle. Once the
time averaged swimming speed is determined the reduced frequency is defined as, k = fc/U .
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Continuous Swimmers
Li 0.05 0.1
f (Hz) 0.25 0.5 0.75 1
A 2 4 6
DC 1
A∗ 0.3 0.4 0.5 0.6 100
Intermittent Swimmers
Li 0.05 0.1
f (Hz) 1
A 2 4 6 100
DC 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
A∗ 0.3 0.4 0.5 0.6
Fixed Parameters
m∗ = 1 Swp = 10
Table 6.1: Simulations parameters used in the present study.
Since in self-propelled swimming the mean speed is unknown a priori reduced frequency
becomes an output parameter.
The thrust and power are normalized by the added mass forces from the linear theory
[20],
CT =
T
ρSpf2A2
CP =
P
ρSpUf2A2
(6.5)
The cost of transport, CoT and the dimensionless cost of transport CoT ∗ are defined
as,
CoT =
P
mU
CoT ∗ =
CoTint
CoTcont
(6.6)
where the cost of transport of an intermittent and continuous swimmer are CoTint and
CoTcont, respectively. Given these definitions, if CoT
∗ < 1, it means the intermittent
swimming strategy is more efficient than continuous swimming and if CoT ∗ < 1, continuous
swimming is more advantageous.
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6.3 Numerical Methods
To model the forces acting on self-propelled pitching propulsors, we used an unsteady three-
dimensional boundary element method where the flow is assumed to be irrotational, incom-
pressible and inviscid. For an incompressible and irrotational fluid the continuity equation
reduces to Laplace’s equation. The solution to the Lalace’s equation is reduced to finding
a distribution of doublet and source elements on the propulsor’s surface and wake that
satisfy the boundary conditions; no-flux through the body boundary condition and far-field
boundary condition. The propulsor and wake surface are discretized by a finite number
of quadrilateral boundary elements. Each element on the body surface has an associated
collocation point located at the element’s center. An internal Dirichlet boundary condition
is enforced at the collocation point in order to enforce the no-flux condition on the surface
of the propulsor at each time step. The elementary solutions of the doublet and source both
implicitly satisfy the far-field boundary condition. An explicit Kutta condition is applied
by introducing a wake panel at the trailing edge which is shed with a strength that satisfies
Kelvin’s circulation theorem at each time step. The wake elements are advected with the
local velocity field by applying the desingularized Biot-Savart Law described by Krasny
[26] leading to wake deformation and roll up. The tangential perturbation velocity over
the body is found by a local differentiation of the perturbation potential. The unsteady
Bernoulli equation is then used to calculate the pressure acting on the body. More details
and validations of the three-dimensional unsteady boundary element method can be found
in [43].
6.4 Results
6.4.1 Performance
Figure 6.2 shows the normalized cost of transport as a function of duty cycle for four
amplitudes of pitching and four aspect ratio propulsors at Li = 0.1. For all the aspect
ratios and amplitude of motions, there is a range of duty cycle where the cost of transport
of intermittent swimming is less than the cost of transport of continuous motion. Lowering
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Figure 6.2: Normalized cost of transport as a function of duty cycle for (a) A = 2, (b)
A = 4, (c) A = 6 and (d) A = 100 at Li = 0.1.
duty cycle from DC = 1 increases the energy savings and after a certain duty cycle, lowering
the duty cycle becomes detrimental to the energy savings. The energetic advantage of
intermittent swimming increases with the amplitude of motion. Furthermore, the highest
energy savings are observed for the nominally two-dimensional propulsors with A = 100.
Lowering the aspect ratio decreases the energy savings from intermittent swimming. When
the aspect ratio decreases from A = 100 to A = 6 and from A = 6 to A = 4, the
maximum energy savings decreases by 3% and 1%, respectively. The drop is larger when
the aspect ratio decreases from A = 4 to A = 2, it is 6%.
Figure 6.3 (a) and Figure 6.3 (b) shows the normalized cost of transport as a function
of duty cycle at A = 100 for Li = 0.05 and Li = 0.1, respectively. The energy savings
by choosing intermittent swimming increases with decreasing Li. For the lowest Li and
highest amplitude of motion examined in this study, the CoT reduction is as high as 44%.
Similarly, Figure 6.3 (a) and Figure 6.3 (b) shows the normalized cost of transport as a
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Figure 6.3: Normalized cost of transport as a function of duty cycle for (a) Li = 0.05 and
(b) Li = 0.1 at A = 6.
Figure 6.4: (a) Thrust coefficient and (b) power coefficient as a function of reduced fre-
quency.
function of duty cycle at A = 2 for Li = 0.05 and Li = 0.1, respectively. The trends are
conserved for the lowest aspect ratio case but the energy savings by choosing intermittent
swimming drops.
The combination of the computational input parameters shown in Table 6.1 leads to
256 simulations. Figure 6.4 shows the thrust and power coefficients of all these cases as
a function of reduced frequency. For a fixed reduced frequency high duty cycle swimmers
with highest aspect ratios have the highest coefficient of thrust and coefficient of power.
Furthermore, both thrust and power coefficients vary widely and motivated by Akoz &
Moored [2] and Ayancik et al. [4], scaling law relationships are devised to address this
variation.
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6.4.2 Scaling Relations
Ayancik et al. [4] devised scaling laws for the thrust and power coefficients of self-propelled
three-dimensional rectangular propulsors that are pitched about their leading edge. The
scaling relations extend the two-dimensional scaling laws presented in Moored & Quinn [43]
by accounting for the added mass of a finite-span propulsor, the downwash/upwash effects
from the trailing vortex system of a propulsor, and the elliptical topology of shedding
trailing-edge vortices. The scaling laws for the thrust and power coefficient are presented
as follows,
CT = c1φ1 + c2φ2 + c3φ3 , (6.7)
CP = c4φ4 + c5φ5 + c6φ6 (6.8)
where
φ1 =
A
A+ 1
, (6.9)
φ2 =
[
−3F
2
+
F
pi2k2
− G
2pik
− (F 2 +G2)
(
1
pi2k2
+
9
4
)](
A
A+ 2
)
, (6.10)
φ3 = −A∗ , (6.11)
φ4 =
A
A+ 1
, (6.12)
φ5 =
St2
k
(
γk∗
γk∗ + 1
)(
A
A+ 2
)
, (6.13)
φ6 = St
2k∗γ
(
A
A+ 2
)
, (6.14)
γ = 1/2
[
E(m2) + E(m1)/A
√
4kk∗
]
, (6.15)
m1 =
√
1− 4A2kk∗ , (6.16)
m2 =
√
1− 1/4A2kk∗ , (6.17)
k∗ =
k
4St2 + 1
(6.18)
The first and second terms in the thrust coefficient relation represented by c1 and c2φ2 are
the added mass and circulatory streamwise forces, respectively, from linear theory while the
third term corresponds to the form drag induced by the effects of vortex shedding at the
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Figure 6.5: (a) Thrust coefficient scaled by duty cycle as a function of φ1, φ2 and φ3. The
coefficients are c1 = 3.337, c2 = 7.842 and c3 = 0.7231 (b) Power coefficient scaled by
duty cycle as a function of φ4, φ5 and φ6. The coefficients are c4 = 4.522, c5 = 13.06 and
c6 = 25.12
trailing edge and it is proportional to the time varying projected frontal area that occurs
during large-amplitude pitching oscillations. The first term in the power relation (c4) is
the added mass power from linear theory. The second and third terms are described as
the large-amplitude separating shear layer and vortex proximity power terms which are
modified to account for three-dimensionality, respectively.
Furthermore, Akoz & Moored [2] showed that a simple scaling of the thrust and power
with the duty cycle can be used to transform the intermittent swimming problem into a
continuous swimming problem. The thrust and power coefficients over the entire cycle are
scaled as follows to get the thrust and power coefficients over the bursting periods,
CT,burst =
CT
DC
CP,burst =
CP
DC
(6.19)
Figure 6.5 shows the thrust and power coefficients as a function of φ1, φ2, φ3 and φ4, φ5, φ6,
respectively. After the aspect ratio and duty cycle modifications applied to the raw data, the
variation significantly decreases and all the simulations collapse to a line. This confirms that
the continuous swimming scaling relations account for the physics of intermittent swimming
once the intermittent transformation is applied in three-dimensional flows. The data are
within ±14% and ±4% for thrust coefficient and power coefficient predictions by the scaling
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relations.
6.5 Conclusion
The performance of self-propelled idealized swimmers are examined undergoing continuous
and intermittent pitching motion in an inviscid flow. Intermittent swimming is shown to
save energy over a range of duty cycles for all Li, amplitudes and aspect ratios. The
maximum energy savings is observed when the amplitude of motion and aspect ratio is the
highest and Li is the lowest. It is found that when decreasing the aspect ratio, the energy
savings does not change significantly until A = 4. Further decreasing the aspect ratio
highly reduces the energy savings of intermittent swimming over continuous swimming.
The energy savings doesSwimming intermittently can save as much as 44% of the energy it
takes to swim continuously at the same swimming speed.
Previously it was shown by Akoz & Moored [2] that a simple duty cycle modification can
turn the intermittent swimming problem into a continuous swimming problem. Building
on this idea, scaling relations of power and thrust coefficient devised by Ayancik et al. [4]
for continuous swimming are extended to three-dimensional intermittent swimming.
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Chapter 7
The Effect of Flexibility on
Intermittent Swimming
7.1 Introduction
Fishes control their flexible appendages either actively or passively to propel themselves.
The flexibility of the appendages has a major impact on the performance characteristics.
A vast number of studies are conducted to understand the effect of chordwise flexibility
on propulsor performance (See [57] for a review). Gains of both thrust generation and
efficiency is observed with proper selection of kinematics and structural stiffnesses which
eventually dictates the bending pattern over the propulsor [10, 52].
The stiffness of the propulsive surfaces of fish is non-uniform and decreases from the
leading edge to the trailing edge [19, 7, 23]. Moore [42], used 2D small-amplitude theory
and a fast Chebyshev method to show that concentration of the flexibility in the leading
edge through a torsional spring enhances the thrust production. Similarly, Riggs et al. [54]
and reported that bio-mimetic fins generate more thrust regardless of the overall stiffness of
the fin, showing that the performance improvement is due to the stiffness profile itself and
not the flexibility alone. Furthermore, Kancharala & Philen [23] found out that fins with
variable flexibility outperformed the fins with uniform flexibility with regard to both thrust
production and propulsive efficiency. Recently, Zeyghami & Moored [80] conducted numer-
95
ical simulations with a torsional spring structural model strongly coupled to a boundary
element fluid model to study the effect of non-uniform chordwise flexibility on the propulsive
performance. They showed that tuning flexibility can result in a gain in both the thrust
production and propulsive efficiency. Additionally, resonance is known to be an important
phenomenon which determines the performance of the propulsor. A body of work showed
that the efficiency is maximized at or near the resonance frequency of the combined fluid-
structure system [11, 39]. The resonance frequency of the combined system is determined
by the inertial properties of the propulsor as well as the added mass forces arising from the
inertia of the fluid. The interplay in between these forces and their relationship with reso-
nance frequency when the flexibility is non-uniform is not trivial. Zeyghami & Moored [80]
found out scaling laws governing this relationship based on the distribution of the flexibility
along the chord length.
Intermittent swimming is shown to be beneficial with certain kinematics. Particularly
intermittent pitch dominated motion is shown to save as much as 60% of energy compared
to continuous swimming at the same swimming speed [2]. Furthermore, typical intermit-
tent swimmers have highly flexible appendages in biology. The intermittent motion and
flexibility effects on performance are studied independently and shown that under certain
circumstances they both can be beneficial to the swimming performance. However, the
combined effect on performance has not been studied and it might increase the energy sav-
ings. In light of the these observations, this work investigates the effect of non-uniform
chordwise flexibility combined with intermittent motion on the propulsive performance.
7.2 Problem Definition
7.2.1 Approach and Input Parameters
The numerical simulations are performed with a two-dimensional hydrofoil actively pitching
about its leading edge. The hydrofoil has a teardrop cross sectional shape with a maximum
thickness to chord length ratio of 10%. The chordwise flexibility is modeled by a torsional
spring placed along the chord with varying spring stiffnesses. The leading edge of the
hydrofoil is actively controlled and trailing edge followed by passive pitching as shown in
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Figure 7.1 (b). Lucas et al. [36] analyzed a wide range of animals from fruit flies to
humpback whales, operating either in air or water and reported that the propulsors of these
animals bend in a highly similar and predictable way. The distance of the flexible joint
from the leading edge normalized by the chord length is quantified by the flexion ratio, λ.
The position of the torsional spring and the pitching amplitude is selected following Lucas
et al. [36] where λ = 0.6 and the pitching amplitude is θ0 = 11.5
o. The kinematic motion
is parametrized with a pitching frequency, f , and the pitching amplitude, θ0. The degree
of the intermittency is controlled through a duty cycle parameter defined as,
DC =
Tburst
Tcycle
. (7.1)
where Tburst and Tcycle are the burst period and the total cycle period of the motion,
respectively. One cycle of motion is a combination of a sinusoidal pitching motion followed
by a fixed pitch angle of θ = 0o coasting period. To eliminate the discontinuity at the
junction of the burst and coast phases, a hyperbolic tangent envelope function, ys(t), is
multiplied with the sinusoidal burst signal. Therefore, the total motion can be defined as,
θ(t) =

ys(t) [θ0 sin (2pift)] , 0 ≤ t ≤ Tburst
0, Tburst ≤ t ≤ Tcycle
(7.2)
where ys(t) =

−tanh(mt) tanh [m (t− 1)] , DC < 1
1, DC = 1
(7.3)
where m controls the radius of curvature of the junction and fixed to m = 9. The signal
used in the simulations has Ncyc repetitions of this reference signal. Here, Tburst = 1/f and
Tcycle = Tburst/DC. The duty cycle is studied in a range of DC = 0.25 to DC = 1 with
increments of 0.25. The flapping frequency, f , and the free stream velocity, U , are kept
constant for all the simulations at f = 1 Hz and U = 0.1 m/s. The drag force acting on the
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body is modeled based on a high Reynolds number swimming conditions [46],
D = 1/2 ρCDSwU
2 (7.4)
where ρ is the fluid density, CD is the drag coefficient, Sw is the wetted surface area of the
body. The hydrofoil is assumed to be only the propulsor and the wetted surface area of the
body is calculated by scaling the propulsor planform area by a constant, Swp = Sw/Sp. Drag
coefficient and the wetted surface to propulsor planform area constant are set to constant
values of CD = 0.01 and Swp = 10 which fall in a typical range of biology [16].
For materials with similar densities as that of surrounding fluid, the flexibility of the
combined fluid-structure system is a function of the added mass forces of the fluid and the
elastic forces of the structure. Zeyghami & Moored discovered a flexibility parameter that
governs the effective flexibility of the fluid-structure system based on the location of the
torsional spring which is defined as,
Π = (1− λ)2
√
ρc4f2
k
(7.5)
where c is the chord length of the hydrofoil and k is the torsional spring stiffness. The
numerator is the added mass force represented as a cylinder of fluid with a diameter equal
to the length of the passively pitching portion multiplied by the characteristic acceleration.
When only added mass forces are modeled, effective flexibility is directly proportional to
the ratio of the driving to the resonance frequencies. The effective flexibility ranges from
Π = 0.1 to Π = 0.5 with increments of 0.05 and higher effective flexibility values correspond
to more flexible cases.
7.2.2 Performance Metrics
The effect of flexibility and duty cycle on swimming performance are tested based on the
trailing edge amplitude, thrust coefficient and efficiency. The trailing edge amplitude is
normalized by the maximum input peak-to-peak pitching amplitude and thrust coefficient
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Figure 7.1: (a) Illustration of a tear drop airfoil utilizing a pure pitching motion with the
panel edge points are shown as dots on the surface. Different sign vortices are shown with
different colors. The inflexion point where the spring is located is shown as a square on the
mid-chord line. (b) The schematic of the torsional spring model with the spring constant
kθ, input pitching angle of θin and output passive pitching angle of θout.
is normalized by the added mass forces from the linear theory [20],
A∗ =
A
Ainput
, CT =
T
ρSpf2A2input
(7.6)
where Ainput is the maximum input peak-to-peak pitching amplitude calculated as Ainput =
c θ0 and T is the time averaged thrust force.
The efficiency is defined over the burst period and over the full cycle period to understand
the effect of coasting phase on the swimming performance,
ηburst =
T burstU
P burst
, η =
TU
P
(7.7)
where ηburst is the efficiency defined only for the burst period of the total cycle. In other
words, thrust and power is time averaged only over the burst phase. On the other hand, η
is the propulsive efficiency defined over the full cycle period.
7.3 Computational Model and Validation
7.3.1 Fluid Dynamics Model
An unsteady potential flow method is employed to calculate the flow field around self-
propelled hydrofoils. The flow is assumed to be irrotational (except on the boundary el-
ements), incompressible and inviscid, such that the velocity can be defined as u = ∇φ∗
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where φ∗ is the perturbation potential in the inertial frame. The incompressible continuity
equation is then reduced to Laplace’s equation, ∇2φ∗ = 0, which governs the fluid flow.
There is a general solution to Laplace’s equation in the form of a boundary integral equa-
tion that is used to determine the potential field and the flowfield produced by a body and
its wake. The general solution is applied subject to (1) a no flux boundary condition on the
boundaries of the solid body and (2) a far field boundary condition that flow disturbances
must decay far from the body. By enforcing the explicit Kutta condition in the trailing edge,
velocity distribution over the hydrofoil and the vorticity field in the wake are calculated at
every time step. The pressure field acting on the body is calculated by using the unsteady
Bernoulli equation and the forces acting on the body are determined by integrating the
pressure over the hydrofoil boundary. This method is successfully employed and validated
in many studies, more details about the numerical scheme can be found in Katz & Plotkin
[24], Quinn et. al. [51] and Akoz & Moored [2].
7.3.2 Structural Model
A lumped flexibility model is used which consists of a torsional spring placed at the leading
edge of the airfoil. The structure model is assumed ideal with no damping. The governing
equations of the structure is therefore reduced to:
mθ¨ + cθ˙ + kθθ = Mfluid +Minertial (7.8)
where Mfluid and Minertial are the moments due to the fluid pressure and inertial effects,
respectively. m is the airfoil mass and kθ is the spring stiffness constant. The governing
equations of the solid are discretized using the trapezoidal rule, which is second order
accurate in time, resulting in the following equation:
[kθ + (2/δt)
2m]θn+1 = Mfluidn+1 +Minertialn+1 (7.9)
+m[(2/δt)2θn + (4/δt)]θ˙n + θ¨n (7.10)
Magnitude of the fluid and inertial moments at the present time step are not known.
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Figure 7.2: Coefficient of thrust and power as a function of reduced frequency. Solid lines
are reproduced from Moore [41] and show the analytical results for 3 different K values and
black dots are our simulation results.
Thus, equation above is solved iteratively for θn+1 until the convergence criteria is met;
‖θn+1i+1 − θn+1i‖ ≤ . Where  is the tolerance and is set to 10−7. An Aitken under
relaxation method is used to improve the convergence rate.
7.3.3 Validation
The in-house solver is validated against an analytic model, so called torsional flexibility
model, where a torsional spring is attached to the leading edge of a rigid airfoil. Moore [41]
obtained exact solutions for thrust and power by linearizing incompressible Euler equations
using small amplitude motion assumption [10]. For the validation cases, we actively con-
trolled the leading edge of the thin airfoil with a small amplitude heaving motion, as small
as 0.1 % of the chord length (c = 0.1 m), and trailing edge followed with passive pitching.
The results are shown in Figure 7.2 for three different K values. K is a non-dimensional
parameter, showing the ratio of spring stiffness to the fluid forces; K = kθ/ρU
2∞c2, where ρ
is the fluid density and U∞ is the free-stream velocity. We observed a remarkable collapse
of our simulation results with the analytical model, for both thrust and power coefficients
as the non-dimensional driving frequency, σ = pifc/U∞, is varied.
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Figure 7.3: (a) Normalized trailing edge amplitude, A∗, and (b) thrust coefficient, CT , as a
function of effective flexibility, Π for DC = 0.25− 1 with 0.25 increments.
7.4 Results
Figure 7.3 (a) shows the normalized trailing edge amplitude as a function of effective flexibil-
ity for four duty cycles. The trailing edge amplitude is maximum at the resonance effective
flexibility, Π = 0.25 for all duty cycles. This observation shows that the proposed scalings
by Zeyghami & Moored works regardless of the duty cycle [80]. For higher stiffnesses, duty
cycle does not have an influence on the trailing edge excursion but as effective flexibility
gets closer to resonance, smaller duty cycles lead to higher trailing edge excursion and this
relationship is conserved after resonance.
Similarly, Figure 7.3 (b) shows the thrust coefficient as a function of effective flexibility.
The thrust coefficient trends of the hydrofoils follow the trailing edge excursion. The thrust
coefficient for each duty cycle increases and peaks at the resonance flexibility and decreases
for higher flexibility values. It is also worth noting that there are two regimes of thrust
behavior with varying duty cycle. At and around resonance, thrust generation increases
with decreasing duty cycle. On the other hand, outside of this region, lowering duty cycle
first decreases the thrust performance and then further decrease of duty cycle leads to better
thrust performance.
Figure 7.4 (a) shows the propulsive efficiency defined over only the burst period of the
motion as a function of the effective flexibility. Maximum efficiencies are observed around
the resonance for all duty cycles. The highest efficiency of η = 52% is observed for the
lowest duty cycle. It is clear that the efficiency of the medium to low duty cycle swimmers
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Figure 7.4: (a) Propulsive efficiency defined over the total period cycle, ηburst, and (b)
propulsive efficiency defined over the burst period, η, as a function of effective flexibility, Π
for DC = 0.25− 1 with 0.25 increments.
Figure 7.5: Thrust coefficient over one oscillation cycle for (a) a continuous swimmer and
(b) an intermittent swimmer at DC = 0.5.
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is higher than the continuous swimmer around resonance. However, at DC = 0.75 although
the efficiency is higher than the continuous swimmer for high and low effective flexibilities,
around the resonance continuous swimmer has a higher efficiency.
Figure 7.4 (b) presents the efficiency defined over the full cycle period as a function of
effective flexibility. Key observation here is that the efficiencies of the intermittent swimmers
shifted up when the efficiency is calculated including the coasting period. There is not any
power consumption in the coasting phase but while the energy stored in the spring is
discharged into the fluid, extra vortices are shed. These vortices lead to a rise in the thrust
production and consequently a rise in the overall propulsive efficiency. The maximum
efficiency observed with the lowest duty cycle increased to η = 56%.
Thrust coefficient over a period of motion is shown for a continuous swimmer and an
intermittent swimmer at DC = 0.5 in Figure 7.5. The thrust for the continuous and
intermittent swimmers show two characteristic peaks in the burst period that are associated
with the peak angular accelerations that occur during a cycle and the subsequent shedding
of two vortices per oscillation cycle. The peaks are shifted in time compared to a rigid
propulsor which is explained in detail in Akoz & Moored [2]. More importantly, the thrust
generation does not stop in the coast phase of the intermittent swimmer. The time averaged
value of the thrust coefficient over the coast phase is positive. This thrust contribution from
the coasting phase comes without any power expenditure which consequently increases the
propulsive efficiency compared to the continuous swimmer.
7.5 Conclusion
The unsteady propulsive performance of flexible foils with a torsional spring hinge is studied
for continuous and intermittent swimmers. The trailing edge excursion showed similar
characteristics with thrust production. Low to medium duty cycle swimmers are observed
to have the highest thrust production at or around resonance. Propulsive efficiency is
separately measured over the bursting period and over the full cycle period to understand
the effect of intermittency to the performance. For all duty cycles studied, the efficiency
increased when averaged over the full cycle period. This phenomenon is associated to the
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positive time averaged thrust production over the coast phase. The maximum efficiency is
reported to be η = 56% for the lowest duty cycles around resonance
Finally, it is important to note that the fluid-structure model used in this study is
subject to several assumptions. The fluid dynamics model does not account for viscous
effects such as the separation that may occur at the leading edge or along the deforming
body, especially when the solid deformation is large. These effects can potentially influence
the propulsive performance especially with regard to the power consumption.
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Chapter 8
Conclusions and Future Work
8.1 Conclusions
Intermittent locomotion is a swimming strategy used by marine animals from protozoans to
mammals to recover from fatigue during pauses, to gain perceptual benefits or to decrease
the energetic cost of transport. Particularly, this dissertation investigates the energetic
advantages of intermittent locomotion in 2D and 3D flows with rigid and flexible propulsors.
The propulsors are simplified and modeled as an airfoil or a wing that is actuated by its
leading edge. The performance characteristics of the intermittent locomotion is mainly
examined under three chapters namely; the effect of different actuation kinematics, the
viscous and inviscid mechanisms leading to the intermittent swimming benefit and the
effect of non-uniform flexibility on the intermittent swimming performance.
8.1.1 The Effect of Kinematics on Intermittent Swimming
It is reported that pitching hydrofoils boost their efficiencies as much as 60% for high am-
plitudes of motion by choosing intermittent swimming over continuous swimming. The
observed energy savings are due to inviscid mechanisms as the drag coefficient of the swim-
mer is not altered during bursting or gliding. Inviscid energy savings happens when the ratio
of its added-mass thrust-producing forces increase relative to the circulatory drag-inducing
forces. The key discovery is that this occurs in self- propelled swimming by reducing the
duty cycle of an intermittent swimmer and consequently increasing its reduced frequency.
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Overall, intermittent swimming enhanced the performance of all the studied hydrofoils with
pure pitching kinematics. The maximum efficiency when pitching intermittently is reported
to be 32%.
Combined heaving and pitching motion results in better overall performance results.
Continuously swimming hydrofoils reach as much as 85% propulsive efficiency for heave
dominated high amplitude motions. Switching from continuous to intermittent swimming
is observed to be beneficial for pitch dominated motions. On the other hand, for heave
dominated motions, intermittent swimming decreases the propulsive performance. An im-
portant finding for intermittent swimming with combined heaving and pitching motion is
that a self propelled swimmer can control its effective angle of attack by manipulating the
duty cycle. Furthermore, it is observed that when heave constitutes higher fraction of the
total amplitude, thrust is maximized whereas when heave and pitch amplitudes are com-
parable, power is minimized. Our conclusions are restricted to low angles of attack and all
the performance results are due to inviscid mechanisms. A study with significant leading
edge separation at higher angles of attack to investigate the full extent of the performance
characteristics is left for future work.
8.1.2 The Effect of Three-Dimensionality on Intermittent Swimming
The performance of self-propelled idealized swimmers are examined undergoing continuous
and intermittent pitching motion in an inviscid flow. Intermittent swimming is shown to
save energy over a range of duty cycles for all Li, amplitudes and aspect ratios. The
maximum energy savings is observed when the amplitude of motion and aspect ratio is the
highest and Li is the lowest. It is found that when decreasing the aspect ratio, the energy
savings does not change significantly until A = 4. Further decreasing the aspect ratio
highly reduces the energy savings of intermittent swimming over continuous swimming.
The energy savings doesSwimming intermittently can save as much as 44% of the energy it
takes to swim continuously at the same swimming speed.
Previously it was shown by Akoz & Moored [2] that a simple duty cycle modification can
turn the intermittent swimming problem into a continuous swimming problem. Building
on this idea, scaling relations of power and thrust coefficient devised by Ayancik et al. [4]
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for continuous swimming are extended to three-dimensional intermittent swimming.
8.1.3 The Effect of Viscosity on Intermittent Swimming
Intermittent swimming is demonstrated to save energy when compared to continuous swim-
ming and that the energy savings are maximized for large-amplitude pitching motions where
flow separation is likely to occur. It is observed in large amplitude operating conditions
that leading-edge vortex formation and shedding in a viscous flow significantly alter the
wake dynamics from the inviscid flow solutions where only trailing-edge shedding is mod-
eled. Moreover, the inviscid flow solutions predict higher peak force production, lower cost
of transport, and lower optimal duty cycles than the viscous flow solutions. Despite these
differences, the trends in the force production and energetics seen in a viscous flow are
well captured by the inviscid flow simulations. Importantly, both predict energy savings on
the order of 10− 30% for intermittent swimming, and the energy savings increase when the
amplitude of motion is increased even when significant leading-edge separation occurs. This
suggests that inviscid flow simulations can offer a rapid tool for investigating the trends in
the performance of intermittent swimmers.
8.1.4 The Effect of Flexibility on Intermittent Swimming
Rigid propulsors with pitch dominated motions are shown to be more efficient than the
continuous swimmers. Furthermore, fish use intermittent swimming have highly flexible
appendages. To understand the effect of flexibility on the intermittent swimming perfor-
mance, a fluid-structure model is employed where the flexibility is modeled with a torsional
spring placed along the chord. The leading edge is actively controlled with pure pitch-
ing motion and the trailing edge followed with passive pitching. Trailing edge amplitude
and thrust coefficient showed similar trends. Lowering the duty cycle increased the thrust
coefficient and the highest thrust coefficients are observed around resonance. To test the
intermittency effect on performance, propulsive efficiency is separately defined over the
burst phase, ηburst and over the total cycle period, η. Intermittent swimming increased the
propulsive efficiency at medium to low duty cycle swimming around resonance. The max-
imum efficiency increased from ηburst = 52% to η = 56%. The time averaged thrust force
108
over the coast phase is positive, thus intermittent swimming increases the overall thrust
coefficient with no cost.
8.2 Future Directions
This dissertation provides a basis for future investigations on autonomous underwater vehi-
cles. The fundamental understanding of the mechanisms leading to fast and efficient propul-
sion has been significantly improved in the last decade. The swimming styles observed in
biology such as; oscillation, undulation or pulsatile swimming have been studied and the
advantages and disadvantages of each swimming type have been documented. Also, inspired
by biology, various flexibility distributions for propulsive surfaces have been considered and
it is confirmed that proper tuning of flexibility enhances the propulsive performance. Be-
sides, these fundamental building blocks for fast and efficient propulsion, nature uses other
less frequent strategies to improve thrust and efficiency such as; intermittent locomotion,
schooling or swimming near a boundary.
Although our understanding on fishlike swimming has significantly improved over the
last decade, still the novel propulsors have not reached the performance of the rotary marine
propulsors. To bridge the gap in between the rotary propulsors and novel new generation
propulsive systems, a systematic investigation on the interaction of these different strategies
is required. Superposition of certain strategies might boost the performance above the
current state of art. An evolutionary method might be useful to identify the ranges of
certain input parameters for optimum performance. The size of the parameter space for all
possible features might be an infeasible study with the current computational power, thus
a subset of certain features might be the way to start investigating the interactions.
The characteristics governing the performance of the idealized propulsors are obtained
under idealized conditions. However, the real world systems have to be robust enough to
adapt their strategies to frequently changing environmental conditions. Adaptability can
be achieved in a couple of ways. First, a closed loop sensory system can feel the surround-
ing flow and feed the flow properties to a decision mechanism. Then, based on the flow
conditions, optimal locomotion strategy can be employed. This method requires explicit
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knowledge of the physics of every possible combination of locomotion strategies and the
performance reaction of our system to the changes. Second option is computationally more
expensive but requires less knowledge of the physics of the problem. Machine learning
algorithms can be applied to determine the optimal locomotion strategy. Particularly, rein-
forcement learning is applied for locomotion problems as it is robust to noisy environments.
In reinforcement learning, the controlled object, commonly named as an agent, needs to
know an action space, current state and the reward when it transitions to the next state by
choosing an action [58]. The action space of the agent can be the kinematics of the swim-
mer, possible flexibilities or certain schooling parameters. By performing these actions,
agent tries to maximize the reward based on the given mission. It could be minimizing the
time or the energy cost to travel in between two points.
Recent developments in computational capabilities, especially with GPUs, accelerate
the time to process large amounts of data. This helps the researchers to attempt to control
swimmers without prescribing any input parameters and swimmers ‘learn’ to move them-
selves in real time. This control strategy is very powerful that it not only tries to optimize
the efficiency of the swimmer, in the meanwhile, it also helps researchers to understand the
underlying physics of certain decisions of the swimmer based on changing environmental
conditions [21, 48, 61]. The body of work done in the last few years is the initial steps to-
wards the design of a new class of self-learning, adaptive swimmers with robust locomotive
capabilities to traverse complex biological environments.
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