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Abstrat
We study the ontrollability of the Bloh equation, for an ensemble of non inter-
ating half-spins, in a stati magneti eld, with dispersion in the Larmor frequeny.
This system may be seen as a prototype for innite dimensional bilinear systems with
ontinuous spetrum, whose ontrollability is not well understood. We provide several
mathematial answers, with disrimination between approximate and exat ontrolla-
bility, and between nite time or innite time ontrollability: this system is not exatly
ontrollable in nite time T with bounded ontrols in L2(0, T ), but it is approximately
ontrollable in L∞ in nite time with unbounded ontrols in L∞loc([0,+∞)). Moreover,
we propose expliit ontrols realizing the asymptoti exat ontrollability to a uniform
state of spin +1/2 or −1/2.
Key words. bilinear ontrol systems, Bloh equation, ontinuous spetrum, ontrolla-
bility of innite dimensional systems, ensemble ontrollability, quantum systems.
1 Introdution
1.1 Studied system, bibliography
Most ontrollability results available for innite dimensional systems are related to systems
with disrete spetra. As far as we know, very few ontrollability studies onsider systems
admitting a ontinuous part in their spetra. In [12℄ an approximate ontrollability result
is given for a system with mixed disrete/ontinuous spetrum: the Shrödinger partial
dierential equation of a quantum partile in an N-dimensional deaying potential is shown
to be approximately ontrollable (in innite time) to the ground bounded state when the
initial state is a linear superposition of bounded states.
In [9, 10, 11℄ a ontrollability notion, alled ensemble ontrollability, is introdued and
disussed for quantum systems desribed by a family of ordinary dierential equations (Bloh
equations) depending ontinuously on a nite number of salar parameters and with a nite
number of ontrol inputs. Ensemble ontrollability means that it is possible to nd open-
loop ontrols that ompensate for the dispersion in these salar parameters: the goal is to
simultaneously steer a ontinuum of systems between states of interest with the same ontrol
input. The artiles [9, 10, 11℄ highlight, for three ommon dispersions in NMR spetrosopy,
the role of Lie algebras and non-ommutativity in the design of a ompensating ontrol
sequene and onsequently in the haraterization of ensemble ontrollability.
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Suh ontinuous family of ordinary dierential systems sharing the same ontrol inputs
an be seen as the prototype of innite dimensional systems with purely ontinuous spetra.
The goal of this paper is to show that the very interesting ontrollability analysis of [9, 10, 11℄
an be ompleted by funtional analysis methods developed for innite dimensional systems
governed by partial dierential equations (see, e.g., [7℄ for samples of these methods).
We fous here on one of the three dispersions ases treated in [9, 10, 11℄. We onsider an
ensemble of non interating half-spins in a stati eld
0
@ 00
B0
1
A
in R
3
, subjet to a transverse
radio frequeny eld
0
@ v(t)−u(t)
0
1
A
in R3 (the ontrol input). The ensemble of half-spins is
desribed by the magnetization vetor M ∈ R3 depending on time t but also on the Larmor
frequeny ω = −γB0 (γ is the gyromagneti ratio). It obeys to the Bloh equation:
∂M
∂t
(t, ω) =
 0 −ω v(t)ω 0 −u(t)
−v(t) u(t) 0
M(t, ω), (t, ω) ∈ [0,+∞)× (ω∗, ω∗), (1)
where −∞ 6 ω∗ < ω∗ 6 +∞ are given . With the notations
Ωx :=
 0 0 00 0 −1
0 1 0
 , Ωy :=
 0 0 10 0 0
−1 0 0
 , Ωz :=
 0 −1 01 0 0
0 0 0
 , (2)
the system (1) an be written
∂M
∂t
(t, ω) = (ωΩz + u(t)Ωx + v(t)Ωy)M(t, ω), (t, ω) ∈ [0,+∞)× (ω∗, ω∗). (3)
It is a bilinear ontrol system in whih, at time t,
• the state is (M(t, ω))ω∈(ω∗,ω∗); for eah ω, M(t, ω) ∈ S2, the unit sphere of R3,
• the two ontrol inputs u(t) and v(t) are real.
In the sequel, we denote by ek, the R
3
-vetor of oordinates (δki)i∈{1,2,3}. Thus, we study the
simultaneous ontrollability of a ontinuum of ordinary dierential equations, with respet
to a parameter ω that belongs to an interval (ω∗, ω∗). Notie that, when v = u = 0, the
spetrum of this system is made by the union of the two segments, i(ω∗, ω∗) and −i(ω∗, ω∗),
belonging to the imaginary axis.
The pioneer artiles [9, 10, 11℄ provide onvining arguments indiating why the system
(3) is ensemble ontrollable (i.e. approximately ontrollable in L2((ω∗, ω∗), S2)) with un-
bounded and also bounded ontrols, when ω∗ and ω∗ are nite. Here, we provide several
mathematial results that omplete these ensemble ontrollability results with disrimi-
nations between approximate or exat ontrollability and between nite or innite time
(asymptotially) ontrollability.
1.2 Controllability issues
Let us reall a famous non ontrollability result for innite dimensional bilinear systems due
to Ball, Marsden and Slemrod [1℄. This result onerns general systems of the form
dw
dt
= Aw + p(t)Bw (4)
where the state is w and the ontrol is p : [0, T ]→ R.
2
Theorem 1 Let X be a Banah spae with dim(X) = +∞, A generate a C0-semigroup of
bounded operators on X and B : X → X be a bounded operator. For w0 ∈ X, w(t; p, w0)
denotes the unique solution of (4) with p ∈ L1loc([0,+∞)) and w(0) = w0. The reahable set
from w0
R(w0) := {w(t; p, w0); t > 0, p ∈ Lrloc([0,+∞)), r > 1}
is ontained in a ountable union of ompat subsets of X and, in partiular, it has an empty
interior in X. Thus (4) is not ontrollable in X with ontrols in ∪r>1Lrloc([0,+∞)).
We annot apply diretly here this result sine the spaes X = L2((ω∗, ω∗), S2) or
C0([ω∗, ω∗], S2) where the Cauhy problem is well-dened are not vetor spaes. In or-
der to get an interesting result for the Bloh equation, one needs extensions of the above
result to Banah manifolds. (This has been done in [14℄ when the manifold is the unit sphere
of a Hilbert spae.) For (2), the situation is similar to the one desribed in Theorem 1. In
Theorem 5, we show that for any analyti initial onditionM0(ω), the reahable set in nite
time T > 0 from M0 with ontrols in L
2(0, T ) only ontains analyti funtions of ω. Thus,
the reahable set (from an analyti initial dara) has an empty interior in L2((ω∗, ω∗), S2),
whih is a natural spae for the Cauhy problem.
However, for (2), the obstrution to exat ontrollability given by Theorem 5 has muh
stronger onsequene than the obstrution desribed by Theorem 1 whih is, in fat, a rather
weak non ontrollability result. Indeed, it does not prevent the reahable set from being
dense in X (approximate ontrollability in X). For example, this is the ase for the 1D
beam equation {
utt + uxxxx + p(t)uxx = 0, x ∈ (0, 1), t ∈ (0,+∞),
u = ux = 0 at x = 0, 1,
in whih the state is (u, ut) and the ontrol is p. Theorem 1 ensures that this system is not
exatly ontrollable in H20 × L2(0, 1) with ontrols in Lrloc([0,+∞)), r > 1. However, it is
proved in [3℄ that this system is exatly ontrollable in H5+ × H3+(0, 1) with ontrols in
H10 (0, T ), at least loally around a stationnary trajetory. Similarly, Turinii's generaliza-
tion [14℄ of Theorem 1 applies to 1D Shrödinger equations of the form{
i∂ψ∂t = −∂
2ψ
∂x2 − u(t)µ(x)ψ, x ∈ (0, 1), t ∈ (0,+∞),
ψ(t, 0) = ψ(t, 1) = 0
where the state is ψ, the ontrol is u and µ ∈ C∞([0, 1]). It proves that this system is not
exatly ontrollable in H2((0, 1),C) with ontrols in L2loc([0,+∞)). However it is proved in
[2, 4℄ that this system, with µ(x) = (x − 1/2) is exatly ontrollable in H7((0, 1),C) with
ontrols in H10 (0, T ), loally around the eigenstates, for T large enough.
The onlusion of [2, 3, 4℄ is that, sometimes, the negative result of Theorem 1 is only
due to a bad hoie of funtional spaes that do not allow the ontrollability; but positive
ontrollability results may be expeted in dierent funtional spaes. Therefore, one may still
hope to prove the exat ontrollability of the Bloh equation in some well hosen funtional
spaes. We will see in this artile that it is not the ase: the Bloh equation is not exatly
ontrollable in a muh stronger sense than the one of Theorem 1.
Indeed, we will prove that, when (ω∗, ω∗) = (−∞,+∞), the reahable set (in nite time
and with small ontrols) from M0 ≡ e3 is a submanifold of some funtional spae, that
does not oinide with one of its tangent spaes. When the domain (ω∗, ω∗) is a bounded
interval of R, we will see that there exist analyti targets, arbitrarily lose to e3 that annot
be reahed exatly from e3 with bounded ontrols in L
2(0, T ). Thus, the non ontrollability
of (3) is not related to a regularity problem and this equation orresponds to a very dierent
situation from [2, 3, 4℄.
3
1.3 Outline and open problems
In setion 2, we study the linearized system of (3) around the steady-state (M ≡ e3, (u, v) ≡
0) with −∞ < ω∗ < ω∗ < +∞. This system is shown to be approximately ontrollable in
C0([ω∗, ω∗],R3), in any nite time T , with unbounded ontrols (u, v) ∈ C∞c ((0, T ),R2). But
it is not exatly ontrollable neither in nite time nor in innite time. Moreover, for any
reahable target, there exists only one ontrol whih steers the ontrol system to the target.
In setion 3, we study the exat ontrollability of the nonlinear system (3), loally around
M ≡ e3, in nite time. First, we prove that the simultaneous exat ontrollability with
respet to ω in the whole spae R (i.e. ω∗ = −∞, ω∗ = +∞) does not hold with bounded
ontrols. Indeed, for every time T > 0, the reahable set from M0 ≡ e3 with bounded
ontrols in L2(0, T ) is a strit submanifold (of some funtional spae) that does not oinide
with one of its tangent spae. Then, with an analytiity argument, we dedue that the
simultaneous exat ontrollability with respet to ω in a bounded interval (ω∗, ω∗), −∞ <
ω∗ < ω∗ < +∞, does not hold neither.
The exat ontrollability of (3) being impossible with bounded ontrols, in setions 4
and 5, we investigate the exat ontrollability of (3) with unbounded ontrols.
In setion 4, ompleting the arguments of [9, 10, 11℄, we prove the ensemble ontrollabil-
ity of (3): any measurable initial onditionM0 : (ω∗, ω∗)→ S2 an be steered approximately
in L2(ω∗, ω∗) to e3. This approximate ontrollability indeed holds for stronger norms, for
instane ‖.‖L∞ and ‖.‖Hs , ∀s ∈ (0, 1). The ontrols used to realize this motion are sequenes
of pulses presented in [9℄ (but one may also use ontrols in L∞loc([0,+∞))) and the proof
relies on non-ommutativity and funtional analysis.
In setion 5, we propose other expliit unbounded ontrols realizing the asymptoti loal
(exat) ontrollability to e3, simultaneously with respet to ω in a bounded interval. Here,
the proof relies on Fourier analysis.
Finally, in setion 6 , we ompare the feasibility, the time and the ost of the two
ontrollability proesses presented in setions 4 and 5, on partiular motions.
Let us emphasize that the behavior of the nonlinear system around e3 is very dierent
from the one of the linearized system around e3. Indeed,
• rst, the linearized system is not asymptotially zero ontrollable whereas the nonlin-
ear system is asymptotially loally ontrollable to e3,
• then, as seen in setion 2, for the linearized system and for any reahable target, only
a single ontrol works, whereas for the nonlinear system and for any initial ondition,
many ontrols allow to reah exatly e3 (in innite time).
Thus, the nonlinearity allows to reover ontrollability. Finally, let us mention some open
problems.
In setion 3, we prove the non exat ontrollability to e3 with bounded ontrols, in
nite time, beause the reahable set is a submanifold. The equation of this submanifold
and the validity of the same negative result in innite time (i.e. the non asymptoti exat
ontrollability to e3 with bounded ontrols) are open problems.
In setion 5, we prove the exat ontrollability to e3 with unbounded ontrols, in innite
time. The validity of the same result in nite time is also open.
Before starting the mathematial study let us introdue some notations that will be used
in all the paper. We write
M(t, ω) :=
 x(t, ω)y(t, ω)
z(t, ω)
 , (5)
Z(t, ω) := (x + iy)(t, ω), w(t) := (−v + iu)(t).
(6)
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Thus, when, for some time T > 0, z(t, ω) > 0 on (0, T ) × (ω∗, ω∗), then the system (3)
implies
∂Z
∂t
(t, ω) = iωZ(t, ω)− w(t)
√
1− |Z(t, ω)|2, (t, ω) ∈ (0, T )× (ω∗, ω∗), (7)
so
Z(t, ω) =
(
Z0(ω)−
∫ t
0
w(τ)
√
1− |Z(τ, ω)|2e−iωτdτ
)
eiωt, (t, ω) ∈ (0, T )× (ω∗, ω∗).
Unless otherwise speied, the funtions onsidered are omplex valued and, for example,
we write L2(R) for L2(R,C). When the funtions onsidered are real valued we speify it
and, for example, we write L2(R,R).
2 Linearized system around (M ≡ e3, (u, v) ≡ 0)
In this setion −∞ < ω∗ < ω∗ < +∞. We are interested in the linearized system of
(3) around (M ≡ e3, (u, v) ≡ 0), or, equivalently in the linearized system of (7) around
(Z ≡ 0, w ≡ 0),
Z˙(t, ω) = iωZ(t, ω)− w(t), Z(0, ω) = Z0(ω), (8)
whose solution is
Z(t, ω) =
(
Z0(ω)−
∫ t
0
w(τ)e−iωτdτ
)
eiωt. (9)
We prove its non exat ontrollability and its approximate ontrollability with unbounded
ontrols.
2.1 Non exat ontrollability
We denote by F the 1-D Fourier transform:
F(w)(ω) =
∫
R
w(t)e−iωtdt.
When a funtion is dened on I ⊂ R, we extend it by 0 on R \ I. One has the following
proposition.
Proposition 1 Let T ∈ (0,+∞). The reahable set from Z0 = 0 for (8) with ontrols
w ∈ L1(0, T ) is
{Z(T ); w ∈ L1(0, T )} = F [L1(−T, 0)].
The set of initial onditions Z0 that are asymptotially zero ontrollable with ontrols
w ∈ L1(0,+∞) for (8) is F [L1(0,+∞)].
For every Z0 ∈ F [L1(0,+∞)], the funtion w := F−1[Z0] is the unique ontrol in
L1(0,+∞) that steers the ontrol system (8) from Z0 to 0.
Proof of Proposition 1: The two rst statements are diret onsequenes of the
expliit expression (9). Conerning the third statement, it is suient to prove that if
w ∈ L1(0,+∞) and if F [w] ≡ 0 on (ω∗, ω∗), then w = 0. Let w be suh a funtion and
onsider ϕ : C+ ∪ C− ∪ (ω∗, ω∗)→ C, dened by
ϕ(z) :=

F [w](z), if z ∈ C−,
F [w](z), if z ∈ C+,
0, if z ∈ (ω∗, ω∗),
where C+ := {z ∈ C; ℑ(z) > 0} and C− := {z ∈ C; ℑ(z) < 0}. Then ϕ is holomorphi on
C+ and on C− and ontinuous on C+ ∪ C− ∪ (ω∗, ω∗), so it is holomorphi on C+ ∪ C− ∪
(ω∗, ω∗). Sine ϕ vanishes on (ω∗, ω∗), then ϕ ≡ 0. Thus w = 0. 
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2.2 Approximate ontrollability with unbounded ontrols
Proposition 2 Let T > 0, Zf ∈ C0([ω∗, ω∗]) and η > 0. There exists w ∈ C∞c ((0, T )) suh
that the solution of (8) with Z0 = 0 satises ‖Z(T )− Zf‖L∞(ω∗,ω∗) < η.
Proof of Proposition 2: Let T > 0, Zf ∈ C0([ω∗, ω∗]) and η > 0. Thanks to the
Weierstrass theorem, there exists a polynomial P ∈ C[X ] suh that
‖Zf(ω)e−iω T2 − P (iω)‖L∞(ω∗,ω∗) <
η
2
.
Applying the ontrol w(t) := −P (∂t)δT/2(t) in (9) with Z0 = 0, we get
Z(T, ω) = −F [w](ω)eiωT = P (iω)e−iω T2 eiωT = P (iω)eiω T2
thus,
‖Z(T )− Zf‖L∞(ω∗,ω∗) <
η
2
.
Now, let us smooth this ontrol andidate in order to provide a smooth ontrol. Let g ∈
C∞c ((−1, 1),R+) suh that
∫
R
g = 1. For ǫ ∈ (0, T/2), the funtion
gǫ(t) :=
1
ǫ
g
(
t− T/2
ǫ
)
is supported in (0, T ). Applying the ontrol wǫ(t) := −P (∂t)gǫ(t) in (8), we get
Z(T, ω) = P (iω)gˆǫ(ω)e
iωT .
Notiing that
gˆǫ(ω)− e−iω T2 =
∫ 1
−1
g(y)[e−iωǫy − 1]dy e−iω T2 ,
we get
‖P (iω)[gˆǫ(ω)− e−iω T2 ]‖L∞(ω∗,ω∗) 6 ‖P (iω)‖L∞(ω∗,ω∗)‖gˆǫ(ω)− e−iω
T
2 ‖L∞(ω∗,ω∗) → 0
when ǫ→ 0. Thus, for ǫ small enough,
‖Z(T )− Zf‖L∞(ω∗,ω∗) < η.
3 Non exat ontrollability with bounded ontrols
In this setion, we study the reahable set from M(0) ≡ e3 for (1) with bounded ontrols
(u, v) ∈ L2((0, T ),R2). Notie that, when M(0) ≡ e3 and w is small enough in L1(0, T ),
then z(t, ω) > 0 for every (t, ω) ∈ (0, T )× R and
Z(t, ω) = −
∫ t
0
w(τ)
√
1− |Z(τ, ω)|2e−iωτdτeiωt, ∀(t, ω) ∈ [0, T ]× R. (10)
3.1 Case ω∗ = −∞, ω∗ = +∞
In this setion, we take ω∗ = −∞, ω∗ = +∞. In a rst subsetion we preise the funtional
framework in whih (10) is well posed. In a seond subsetion, we prove that the reahable
set from zero, with bounded ontrols (u, v) in L2((0, T ),R2) is a strit submanifold of some
funtional spae that does not oinide with its tangent spae at zero. In partiular, (3) is
not loally ontrollable with bounded ontrols (u, v) in L2((0, T ),R2).
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3.1.1 Solutions on [0, T ]
Proposition 3 Let T > 0 and R := 1/(2
√
T ). For every w ∈ L2(0, T ) with ‖w‖L2(0,T ) < R,
there exists a unique Z ∈ C0([0, T ], L2(R)) ∩ C0b ([0, T ]× R) solution of (10) and it satises
‖Z‖L∞((0,T )×R) 6
√
T‖w‖L2(0,T ), (11)
‖Z‖C0([0,T ],L2(R)) 6 2
√
2π‖w‖L2(0,T ). (12)
Moreover, for every w1, w2 ∈ L2(0, T ) with ‖w1‖L2(0,T ) < R and ‖w2‖L2(0,T ) < R, we have
‖Z1 − Z2‖L∞((0,T )×R) 6 2
√
T‖w1 − w2‖L2(0,T ), (13)
‖Z1 − Z2‖C0([0,T ],L2(R)) 6 4
√
2π‖w1 − w2‖L2(0,T ), (14)
where, for j ∈ {1, 2}, Zj denotes the unique solution of (10) for w := wj .
Proof of Proposition 3: Let T > 0 and c := 1/
√
3, whih is hosen so that
|f ′(x)| 6 c, ∀x ∈ [0, 1/2], where f(x) :=
√
1− x2. (15)
Let w ∈ L2(0, T ) be suh that ‖w‖L2(0,T ) < R. We apply the Banah xed point theorem
to the map Θ dened on
B := C0([0, T ], L2(R)) ∩ C0([0, T ]× R, BC(0, 1/2))
by Θ(ξ) = Z where
BC(0, 1/2)) := {ξ ∈ C; |z| 6 1/2},
Z(t, ω) = −
∫ t
0
w(τ)
√
1− |ξ(τ, ω)|2e−iωτdτeiωt, ∀(t, ω) ∈ [0, T ]× R.
Note that B is a nonempty losed subset of the Banah spae C0([0, T ], L2(R)).
First step: Θ takes its values in B beause R
√
T 6 1/2.
Let ξ ∈ B and Z := Θ(ξ). The Cauhy-Shwarz inequality leads to
|Z(t, ω)| 6 ‖w‖L1(0,T ) 6
√
T‖w‖L2(0,T ) 6
√
TR 6 1/2. (16)
Thus Z ∈ C0([0, T ]× R, BC(0, 1/2)). Thanks to the deomposition
Z(t, ω) = −F [τ−tw|[0,t]](ω)−
∫ t
0
w(τ)
(√
1− |ξ(τ, ω)|2 − 1
)
e−iωτdτeiωt, (17)
where τa(ϕ)(s) := ϕ(s−a), thanks to the Planherel theorem, (15) and the Cauhy-Shwarz
inequality, we get
‖Z(t)‖L2(R) 6
√
2π‖w‖L2(0,T ) +
(∫
R
∣∣∣ ∫ t0 w(τ)(√1− |ξ(τ, ω)|2 − 1)e−iωτdτ ∣∣∣2dω)1/2
6
√
2π‖w‖L2(0,T ) +
(∫
R
‖w‖2L2(0,T )
∫ t
0
c2|ξ(τ, ω)|2dτdω
)1/2
6 ‖w‖L2(0,T )
(√
2π + c
√
T‖ξ‖C0([0,T ],L2(R))
)
,
(18)
so Z(t) ∈ L2(R) for every t ∈ [0, T ]. In the right-hand side of (17), the rst term belongs
to C0([0, T ], L2(R)) and the seond term also, as one an prove by applying the dominated
onvergene theorem with the following domination, that holds for every (t, ω) ∈ [0, T ]×R,
∣∣∣ ∫ t
0
w(τ)
(√
1− |ξ(τ, ω)|2 − 1
)
e−iωτdτ
∣∣∣ 6 c‖w‖L2(0,T )
(∫ T
0
|ξ(τ, ω)|2
)1/2
.
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Seond step: Θ is a ontration on B beause c
√
TR < 1.
Let ξ1, ξ2 ∈ B, Z1 := Θ(ξ1) and Z2 := Θ(ξ2). We have
(Z1 − Z2)(t, ω) = −
∫ t
0
w(τ)
(√
1− |ξ1(τ, ω)|2 −
√
1− |ξ2(τ, ω)|2
)
e−iωτdτeiωt.
Using (15) and the Cauhy-Shwarz inequality, we get
‖Z1 − Z2‖L∞((0,T )×R) 6 ‖w‖L1(0,T )c‖ξ1 − ξ2‖L∞((0,T )×R) 6 c
√
TR‖ξ1 − ξ2‖L∞((0,T )×R).
Working as in (18), we also get
‖(Z1 − Z2)(t, .)‖L2(R) 6 c
√
TR‖ξ1 − ξ2‖C0([0,T ],L2(R)), ∀t ∈ [0, T ].
Third step: Proof of (11) and (12) thanks to c
√
TR 6 1/2.
Sine c
√
TR 6 1/2, the inequalities (11) and (12) are onsequenes of (16) and (18) with
ξ = Z.
Fourth step: Proof of (13) and (14) thanks to c
√
TR 6 1/2.
Using the deomposition
(Z1 − Z2)(t, ω) = −
∫ t
0 (w1 − w2)(τ)
√
1− |Z1(τ, ω)|2e−iωτdτeiωt
− ∫ t0 w2(τ)(√1− |Z1(τ, ω)|2 −√1− |Z2(τ, ω)|2)e−iωτdτeiωt,
the Cauhy-Shwarz inequality and (15), we get
|(Z1 − Z2)(t, ω)| 6
√
T ‖w1 − w2‖L2(0,T ) + c
√
TR‖Z1 − Z2‖L∞((0,T )×R), ∀(t, ω) ∈ [0, T ]× R
whih, sine c
√
TR 6 1/2, leads to
‖Z1 − Z2‖L∞((0,T )×R) 6 2
√
T‖w1 − w2‖L2(0,T ).
Using the deomposition
(Z1 − Z2)(t, ω) = −F [τ−t(w1 − w2)|[0,t]](ω)
− ∫ t0 (w1 − w2)(τ)(√1− |Z1(τ, ω)|2 − 1)e−iωτdτeiωt
− ∫ t
0
w2(τ)
(√
1− |Z1(τ, ω)|2 −
√
1− |Z2(τ, ω)|2
)
e−iωτdτeiωt,
and working as in (18), we get
‖(Z1 − Z2)(t)‖L2(R) 6
√
2π ‖w1 − w2‖L2(0,T ) + ‖w1 − w2‖L2(0,T )c
√
T‖Z1‖C0([0,T ],L2(R))
+‖w2‖L2(0,T )c
√
T‖Z1 − Z2‖C0([0,T ],L2(R)).
Thus, using (12) and c
√
TR 6 1/2, we get
‖Z1 − Z2‖C0([0,T ],L2(R)) 6 2
√
2π
(
1 + 2c
√
TR
)
‖w1 − w2‖L2(0,T ) 6 4
√
2π‖w1 − w2‖L2(0,T ).
This shows the existene the existene part of Proposition 3 and the uniqueness if one
requires that Z takes its values in BC(0, 1/2). The uniqueness without assuming this last
assumption an be easily obtained from the previous study by notiing that this study
implies that, if two solutions are equal on [0, τ ] with τ ∈ [0, T ), then there are equal [0, τ ′]
for τ ′ > τ . 
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3.1.2 Struture of the reahable set from zero in time T
The goal of this setion is the proof of the following result, where
BR[L
2(0, T )] := {w ∈ L2(0, T ); ‖w‖L2(0,T ) < R}.
Theorem 2 Let T > 0 and R := 1/(4
√
3T ). The image of the end point map
FT : BR[L
2(0, T )] → L2 ∩ C0b (R)
w 7→ Z(T, .) where Z solves (10), (19)
is a strit submanifold of L2 ∩C0b (R) of innite odimension that does not oinide with its
tangent spae at zero.
The proof of Theorem 2 relies on the following results (see [15, Theorem 73.E and
Corollary 73.45, Chapter 73℄).
Theorem 3 Let M and N be two Ck-Banah manifolds with hart spae over R and k ∈
{∞} ∪ N \ {0}. Let F : M → N be a map of lass Ck. If F is a Ck embedding, then
S := F (M) is a submanifold of N and in partiular a Ck-Banah manifold.
Theorem 4 Under the same assumptions as in Theorem 3, if F is an injetive Ck immer-
sion and if F is losed, then F is a Ck embedding.
Proof of Theorem 2: We take M := BR[L
2(0, T )] and N := L2 ∩ C0b (R). They are
both C∞-Banah manifolds as open subsets of Banah spaes. The ontinuity of FT is a
onsequene of (13) and (14). With similar manipulations as in the proof of (13) and (14),
one an prove that FT is C
1
and dFT (w).W = ξ(T, .) where ξ is dened by
ξ(t, ω) = − ∫ t
0
W (τ)
√
1− |Z(τ, ω)|2e−iωτdτeiωt
+
∫ t
0
w(τ)
ℜ[Z(τ, ω)ξ(τ, ω)]√
1− |Z(τ, ω)|2 e
−iωτdτeiωt, ∀(t, ω) ∈ [0, T ]× R. (20)
We use the same notation c as in the previous proof (see (15)).
First step: FT is injetive on BR[L
2(0, T )] beause 6c
√
TR < 1.
Let w1, w2 ∈ BR[L2(0, T )] be suh that FT (w1) = FT (w2). From∫ T
0
w1(t)
√
1− |Z1(t, ω)|2e−iωtdt =
∫ T
0
w2(t)
√
1− |Z2(t, ω)|2e−iωtdt,
we dedue
F [w1 − w2](ω) =
∫ T
0 (w2 − w1)(t)
(√
1− |Z2(t, ω)|2 − 1
)
e−iωtdt
+
∫ T
0
w1(t)
(√
1− |Z2(t, ω)|2 −
√
1− |Z1(t, ω)|2
)
e−iωtdt.
Considering the L2(R)-norm of both sides, using Planherel equality and working as in (18)
we get
√
2π‖w1 − w2‖L2(0,T ) 6 ‖w2 − w1‖L2(0,T )c
√
T‖Z2‖C0([0,T ],L2(R))
+‖w1‖L2(0,T )c
√
T‖Z1 − Z2‖C0([0,T ],L2(R)).
Using (12) and (14), we dedue
√
2π‖w1 − w2‖L2(0,T ) 6 6c
√
2π
√
TR‖w1 − w2‖L2(0,T ),
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whih gives the onlusion, beause 6c
√
TR < 1.
Seond step: FT is an immersion beause 6c
√
TR < 1.
Let w ∈ BR[L2(0, T )] and W ∈ L2(0, T ) be suh that dFT (w).W = 0. Thanks to (20), we
have
F [W ](ω) = − ∫ T
0
W (τ)
(√
1− |Z(τ, ω)|2 − 1
)
e−iωτdτ
+
∫ T
0
w(τ)
ℜ[Z(τ, ω)ξ(τ, ω)]√
1− |Z(τ, ω)|2 e
−iωτdτ, ∀ω ∈ R.
Considering the L2(R)-norm of both sides and working as in (18) we get
√
2π‖W‖L2(0,T ) 6 ‖W‖L2(0,T )c
√
T‖Z‖C0([0,T ],L2(R)) + ‖w‖L2(0,T )c
√
T‖ξ‖C0([0,T ],L2(R))
Admitting the following inequality,
‖ξ‖C0([0,T ],L2(R)) 6 4
√
2π‖W‖L2(0,T ), (21)
and using (12), we get
√
2π‖W‖L2(0,T ) 6 6c
√
2π
√
TR‖W‖L2(0,T ),
whih gives the onlusion beause 6c
√
TR < 1. Now, let us prove (21). Using the deom-
position
ξ(t, ω) = −F [τ−tW ](ω)
− ∫ t
0
W (s)
(√
1− |Z(s, ω)|2 − 1
)
e−iωsdseiωt
+
∫ t
0
w(s)
ℜ[Z(s, ω)ξ(s, ω)]√
1− |Z(s, ω)|2 e
−iωsdseiωt,
and working as in (18), we get
‖ξ(t)‖L2(R) 6
√
2π‖W‖L2(0,T ) + ‖W‖L2(0,T )c
√
T‖Z‖C0([0,T ],L2(R))
+ ‖w‖L2(0,T )c
√
T ‖ξ‖C0([0,T ],L2(R)).
Using (12) and c
√
TR 6 1/2, we get (21).
Third step: FT is a losed map beause 6c
√
TR 6 1/2.
Let A be a losed subset of BR[L
2(0, T )]. Let (Zn(T, .) = FT (wn))n∈N be a sequene of
FT (A) that onverges to Z∞(.) in L2 ∩ C0b (R). In order to prove that Z∞ ∈ FT (A), we
prove that (wn)n∈N is a Cauhy sequene in L2(0, T ). For every n ∈ N, we have
Zn(T, ω) = −F [τ−Twn](ω)−
∫ T
0
wn(t)
(√
1− |Zn(t, ω)|2 − 1
)
e−iωtdteiωT ,
so, for n, p ∈ N, we have
F [τ−T (wn − wp)](ω) = (Zp − Zn)(T, ω)
− ∫ T
0
(wn − wp)(t)
(√
1− |Zn(t, ω)|2 − 1
)
e−iωtdteiωT
− ∫ T0 wp(t)(√1− |Zn(t, ω)|2 −√1− |Zp(t, ω)|2)e−iωtdteiωT .
Considering the L2(R)-norm of eah side, using the Planherel equality and working as in
(18), we get
√
2π‖wn − wp‖L2(0,T ) 6 ‖(Zn − Zp)(T )‖L2(R)
+‖wn − wp‖L2(0,T )c
√
T‖Zn‖C0([0,T ],L2(R))
+‖wp‖L2(0,T )c
√
T‖Zn − Zp‖C0([0,T ],L2(R)).
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Using (12) and (14), we get
√
2π‖wn − wp‖L2(0,T ) 6 ‖(Zn − Zp)(T )‖L2(R) + 6c
√
2π
√
TR‖wn − wp‖L2(0,T ).
whih gives the onlusion beause 6c
√
TR = 1/2.
Fourth step: The manifold S := FTBR[L
2(0, T )] does not oinide with its tangent spae
at zero.
We have
dFT (0).W = −F [τ−TW ]
thus
T0S = F [L2((−T, 0))].
Let us ompute the third order development of FT around 0,
w(t) = ǫW1(t) + ǫ
2W2(t) + ǫ
3W3(t) + ...
Z(t, ω) = ǫZ1(t, ω) + ǫ
2Z2(t, ω) + ǫ
3Z3(t, ω) + ...
Sine, as ǫ→ 0,√
1− |ǫZ1 + ǫ2Z2 + ǫ3Z3|2 =
√
1− ǫ2|Z1|2 + o(ǫ2) = 1− 1
2
ǫ2|Z1|2 + o(ǫ2),
we have
Z1(t, ω) = −F [τ−t(W1)|[0,t]](ω),
Z2(t, ω) = −F [τ−t(W2)|[0,t]](ω),
Z3(t, ω) = −F [τ−t(W3)|[0,t]](ω)−
1
2
∫ t
0
W1(τ)|Z1(τ, ω)|2e−iωτdτeiωt.
We want to prove the existene of W1 ∈ L2(0, T ) suh that the map
ω 7→
∫ T
0
W1(τ)|Z1(τ, ω)|2e−iωτdτ
does not belong to F [L2(0, T )]. Using the expliit expression of Z1, the hange of variable
σ2 → x = τ + σ1 − σ2 and Fubini's theorem, we get∫ T
0
W1(τ)|Z1(τ, ω)|2e−iωτdτ
=
∫ T
0 W1(τ)
( ∫ τ
0 W1(σ1)e
−iωσ1dσ1
)( ∫ τ
0 W1(σ2)e
iωσ2dσ2
)
e−iωτdτ
=
∫ T
τ=0
∫ τ
σ1=0
∫ τ
σ2=0
W1(τ)W1(σ1)W1(σ2)e
−iω(τ+σ1−σ2)dσ2dσ1dτ
=
∫ T
τ=0
∫ τ
σ1=0
∫ σ1+τ
x=σ1
W1(τ)W1(σ1)W1(τ + σ1 − x)e−iωxdxdσ1dτ
= F [ΦW1 ](ω)
where
ΦW (x) :=
{ ∫ T
τ=0
∫ min{τ,x}
σ1=max{0,x−τ}W (τ)W (σ1)W (τ + σ1 − x)dσ1dτ if x ∈ (0, 2T )
0 if x /∈ (0, 2T ).
Computing the map Φ1 assoiated toW = 1[0,T ], we get Φ1(3T/2) = T
2/16 thus, for ǫ small
enough, FT (ǫ1[0,T ]) /∈ T0S. 
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3.2 Case −∞ < ω∗ < ω∗ < +∞
The goal of this setion is the proof of the following result.
Theorem 5 (i) Let T > 0, u, v ∈ L2(0, T ) and M be the solution of{
∂M
∂t (t, ω) = [ωΩz + u(t)Ωx + v(t)Ωy ]M(t, ω), (t, ω) ∈ (0, T )× C,
M(0, ω) = e3.
(22)
Then ω ∈ C 7→ Z(T, ω) is holomorphi.
(ii) Let T > 0 and R := 1/(4
√
3T ). There exists Zf : (ω∗, ω∗) → C analyti suh that,
for every ǫ∗ > 0, there exists ǫ ∈ (0, ǫ∗) suh that, for every w ∈ BR[L2(0, T )], the solution
of (3) satises Z(T ) 6= ǫZf .
As a onsequene, there are arbitrarily small analyti targets on (ω∗, ω∗) that annot be
reahed exatly in nite time, with ontrols having a presribed L2-bound.
Proof of Theorem 5: (i). Let T > 0, u, v ∈ L2(0, T ) and M be the solution of (22).
We introdue the funtions M1,M2 : [0, T ]× R× R→ R3 dened by
M1(t, ω1, ω2) := ℜ[M(t, ω1 + iω2)], M2(t, ω1, ω2) := ℜ[M(t, ω1 + iω2)].
The funtion M˜(t, ω1, ω2) := (M1(t, ω1, ω2),M2(t, ω1, ω2))
t
solves an equation of the form
∂M˜
∂t
= f(t, M˜ , ω1, ω2). (23)
The map f is measurable, of lass C1 with respet to (M˜, ω1, ω2) ∈ R6×R×R and satises
|f(t, M˜ , ω1, ω2)| 6 (|ω1|+ |ω2|+ |u|+ |v|)|M˜ |
|ffM (t, M˜ , ω1, ω2)| 6 |ω1|+ |ω2|+ |u|+ |v|
|fω1(t, M˜ , ω1, ω2)| 6 |M˜ |, |fω2(t, M˜ , ω1, ω2)| 6 |M˜ |.
Thus M˜ has partial derivatives with respet to ω1 and ω2. (To hek that, one an, for
example, adapt the proof of [8, Theorem 4.1, hap. 4, page 100℄.) Let us prove that they
satisfy the Cauhy-Riemann relations, in order to get the holomorphy of ω ∈ C 7→M(T, ω).
We introdue the notation
Yk,l(t, ω1, ω2) :=
∂Mk
∂ωl
(t, ω1, ω2), for k, l ∈ {1, 2}.
Dierentiating the system (23) with respet to ω1 and ω2, we get
∂(Y11−Y22)
∂t = A(t, ω1)(Y11 − Y22)− B(ω2)(Y12 + Y21),
∂(Y12+Y21)
∂t = A(t, ω1)(Y12 + Y21) +B(ω2)(Y11 − Y22),
(Y11 − Y22)(0, ω1, ω2) = 0,
(Y12 + Y21)(0, ω1, ω2) = 0,
where
A(t, ω1) :=
 0 −ω1 v(t)ω1 0 −u(t)
−v(t) u(t) 0

and B(ω2) :=
 0 −ω2 0ω2 0 0
0 0 0
 .
The uniqueness of the solution of the Cauhy problem ensures that Y11 = Y22 and
Y12 = −Y21.
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(ii) Let Zf : R → C be an analyti funtion that does not belong to the tangent spae
of the image of FT at zero (i.e. whih is not the Fourier transform of an a funtion in
L2((−T, 0))). Then, for every ǫ∗ > 0, there exists ǫ ∈ (0, ǫ∗) suh that ǫZf does not belong
to the image of FT . Thanks to (i), reahing ǫZf on (ω∗, ω∗) in time T with ontrols u and
v in L2((0, T ),R) is equivalent to reahing it on R. But ǫZf does not belong to the image
of FT . Therefore ǫZf annot be reahed on (ω∗, ω∗), in time T , with ontrols u and v in
BR[L
2((0, T ),R)]. 
4 Ensemble ontrollability with unbounded ontrols
In this setion, we take −∞ < ω∗ < ω∗ < +∞. The goal of this setion is to omplete
the very interesting arguments of [9, 10, 11℄ with funtional analysis ideas, to prove the
ensemble ontrollability of (3), (i.e. the approximate ontrollability of (3) in L2(ω∗, ω∗))
with unbounded ontrols. Atually, we prove a stronger result.
First, let us introdue the denition of solutions of (3) with Dira ontrols.
Denition 1 Let b ∈ [0,+∞), β, γ ∈ R and M0 : (ω∗, ω∗) → S2. The solution of (3) with
M(0) = M0, u(t) = βδb(t), v(t) = γδb(t) is
M(t, ω) =
{
exp(ωΩzt)M0(ω) for t ∈ [0, b),
exp(ωΩz(t− b)) exp(βΩx + γΩy) exp(ωΩzb)M0(ω) for t ∈ (b,+∞),
i.e.
M(b+, ω) = exp(βΩx + γΩy)M(b
−, ω).
Let
H1((ω∗, ω∗), S2) := {M ∈ H1((ω∗, ω∗),R3);M(ω) ∈ S2, ∀ω ∈ (ω∗, ω∗)}.
Let also U [t;u, v,M0] denote the value at time t, of the solution of (3), with initial ondition
M0 at time 0. Thus, U [t;u, v,M0] is a funtion of ω ∈ (ω∗, ω∗). Denition 1 is motivated
by the following result, whih is a onsequene of expliit expressions and the boundedness
of (ω∗, ω∗).
Proposition 4 For every β, γ ∈ R, we have
lim
ǫ→0
∥∥∥U[b + ǫ; β
ǫ
1[b,b+ǫ],
γ
ǫ
1[b,b+ǫ], .
]
− U [b+;βδb, γδb, .]
∥∥∥
L(H1((ω∗,ω∗),R3),H1((ω∗,ω∗),R3))
= 0.
Let us introdue the set D of nite sums of Dira masses on [0,+∞). The goal of this
setion is to prove the following result.
Theorem 6 Let M0 ∈ H1((ω∗, ω∗), S2). There exist (tn)n∈N ∈ [0,+∞)N, and
(un)n∈N, (vn)n∈N ∈ DN suh that
U [t+n ;un, vn,M0]→ e3 weakly in H1((ω∗, ω∗),R3).
Thanks to Proposition 4, one easily get, from Theorem 6 the following orollary.
Corollary 1 Let M0 ∈ H1((ω∗, ω∗), S2). There exist (tn)n∈N ∈ [0,+∞)N, and
(un)n∈N, (vn)n∈N ∈ L∞loc([0,+∞),R)N suh that
U [tn;un, vn,M0]→ e3 weakly in H1((ω∗, ω∗),R3).
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Thanks to the ompatness of the injetion H1(ω∗, ω∗) → L2(ω∗, ω∗), and the time
reversibility of (3), Theorem 6 and Corollary 1 give the ensemble ontrollability of (3)
(i.e. its approximate ontrollability, for the L2((ω∗, ω∗),R3)-norm, in nite time). These
statements also give the approximate ontrollability of (3), for the L∞((ω∗, ω∗),R3)-norm,
in nite time. The proof of Theorem 6 relies on the following Lemma, that will be proved
later on.
Lemma 1 (1) Let M ∈ H1((ω∗, ω∗), S2) be suh that M ′ 6= 0. There exist T > 0, u, v ∈ D
suh that
• one has
‖U [T+;u, v,M ]′‖L2 < ‖M ′‖L2 ,
• for every sequene (Mn)n∈N ∈ H1((ω∗, ω∗), S2)N satisfying
‖M ′n‖L2 6 ‖M ′‖L2, ∀n ∈ N (24)
and
Mn →M weakly in H1((ω∗, ω∗),R3) (25)
there exists an extration ϕ suh that
‖U [T+;u, v,Mϕ(n)]′‖L2 6 ‖M ′ϕ(n)‖L2 , ∀n ∈ N.
(2) Let M ∈ S2 be suh that M 6= e3. There exists θ ∈ [0, 2π) suh that for some
(u, v) ∈ {(πδ1 + (π + θ)δ2, 0), (0, πδ1 + (π + θ)δ2)}, U [2+;u, v,M ] is onstant over (ω∗, ω∗)
and
|U [2+;u, v,M ]− e3| < |M − e3|.
In setion 4.1, we prove Theorem 6 thanks to funtional analysis and Lemma 1, whih is
proved in setion 4.2 and 4.3. In setion 4.2, we reall a preliminary result, whih is already
presented in [9, 11℄. In setion 4.3, we dedue the proof of Lemma 1.
4.1 Proof of Theorem 6 thanks to Lemma 1
In this setion, we dedue Theorem 6 from Lemma 1, using similar arguments as in [13℄.
Proof of Theorem 6 thanks to Lemma 1: Let M0 ∈ H1((ω∗, ω∗), S2) be suh that
M0 6= e3 (otherwise tn ≡ 0 gives the onlusion). We introdue the set
K := {M˜ ∈ H1((ω∗, ω∗), S2); ∃(tn)n∈N ∈ [0,∞)N, ∃(un)n∈N, (vn)n∈N ∈ DN
suh that ‖U [t+n ;un, vn,M0]′‖L2 6 ‖M ′0‖L2 , ∀n ∈ N
and U [t+n ;un, vn,M0]→ M˜ weakly in H1((ω∗, ω∗),R3)}
and the quantity
m := inf{‖M˜ ′‖L2; M˜ ∈ K}.
Notie that K is not empty beause it ontains M0 (take tn ≡ 0).
First step: Let us prove the existene of e ∈ K suh that ‖e′‖L2 = m.
Let (Mn)n∈N∗ ∈ KN∗ be suh that ‖M ′n‖L2 → m when n → +∞. Then (Mn)n∈N∗ is a
bounded sequene in H1((ω∗, ω∗),R3), thus, there exists e ∈ H1((ω∗, ω∗), S2) suh that (up
to an extration)
Mn → e weakly in H1 and strongly in L2. (26)
Then,
‖e′‖L2 6 lim inf
n→+∞ ‖M
′
n‖L2 = m.
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Let us prove that e belongs to K, whih gives the onlusion of the rst step. For every
n ∈ N∗, Mn ∈ K so there exist (tpn)p∈N ∈ [0,+∞)N, (upn)p∈N, (vpn)p∈N ∈ DN suh that
‖U [tp+n ;upn, vpn,M0]′‖L2 6 ‖M ′0‖L2 , ∀p ∈ N, ∀n ∈ N∗ (27)
and
U [tp+n ;u
p
n, v
p
n,M0]→Mn weakly in H1 and strongly in L2, when p→ +∞, ∀n ∈ N∗.
For every n ∈ N∗, we hoose p = p(n) ∈ N suh that
‖U [tp(n)+n ;up(n)n , vp(n)n ,M0]−Mn‖L2 6
1
n
. (28)
The sequene (Yn := U [t
p(n)+
n ;u
p(n)
n , v
p(n)
n ,M0])n∈N∗ is bounded in H1((ω∗, ω∗),R3) beause
of (27). Thus, there exists e♯ ∈ H1((ω∗, ω∗), S2) suh that (up to an extration)
Yn → e♯ weakly in H1 and strongly in L2.
The denition of K ensures that e♯ belongs to K. Moreover, beause of (26) and (28),
Yn → e strongly in L2((ω∗, ω∗),R3), thus (uniqueness of the strong L2 limit), e = e♯ and
e ∈ K.
Seond step: Let us prove that m = 0.
Working by ontradition, we assume that m > 0. Then e′ 6= 0 thus, we an apply
Lemma 1 (1). There exist T > 0, u, v ∈ D suh that
‖U [T+;u, v, e]′‖L2 < ‖e′‖L2 = m,
and an extration ϕ suh that, with the notations of the rst step,
‖U [T+;u, v, Yϕ(n)]′‖L2 6 ‖Y ′ϕ(n)‖L2 , ∀n ∈ N. (29)
Let us prove that U [T+;u, v, e] belongs to K, whih gives the ontradition.
Using (27) and (29), we have
‖U [T+;u, v, Yϕ(n)]′‖L2 6 ‖M ′0‖L2 , ∀n ∈ N.
Thus, there exists e∗ ∈ H1((ω∗, ω∗), S2) suh that (up to an extration)
U [T+;u, v, Yϕ(n)]→ e∗ weakly in H1 and strongly in L2.
Then, e∗ ∈ K, by denition of K. But we have
‖U [T+;u, v, Yϕ(n)]− U [T+;u, v, e]‖L2 = ‖Yϕ(n) − e‖L2 → 0 when n→ +∞,
thus U [T+, u, v, e] = e∗ (uniqueness of the strong L2 limit), and U [T+, u, v, e] ∈ K. This
ends the proof of the seond step.
Third step. With a slight abuse of notations, let us still denotes by S2 the set of onstant
funtions from (−ω∗, ω∗) with values into S2. Thanks to the rst and seond steps, the set
K ∩ S2 is not empty, so we an onsider
m˜ := inf{|M˜ − e3|; M˜ ∈ K ∩ S2}.
Working exatly as in the rst step, one an prove that K ∩S2 is a losed subset of S2, thus
K ∩ S2 is ompat and there exists e˜ ∈ K ∩ S2 suh that |e˜− e3| = m˜.
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Fourth step: Let us prove that m˜ = 0, whih gives the onlusion.
Working by ontradition, we assume m˜ > 0. Then e˜ 6= e3 and we an apply Lemma 1
(2). There exists θ ∈ [0, 2π) suh that, for some (u, v) ∈ {(πδ1 +(π+ θ)δ2, 0), (0, πδ1+(π+
θ)δ2)}, U [2+;u, v, e˜] is onstant over (ω∗, ω∗) and
|U [2+;u, v, e˜]− e3| < |e˜− e3|.
Let us prove that U [2+;u, v, e˜] belongs to K, whih gives the ontradition.
First, we emphasize that expliit omputations show that,
exp(πΩξ) exp(ωΩz) exp(πΩξ) = exp(−ωΩz), ∀ξ ∈ {x, y}. (30)
Thus, for some ξ ∈ {x, y}, we have
U [2+;u, v, .] = exp((θ + π)Ωξ) exp(ωΩz) exp(πΩξ) exp(ωΩz)
= exp(θΩξ) exp(πΩξ) exp(ωΩz) exp(πΩξ) exp(ωΩz)
= exp(θΩξ) exp(−ωΩz) exp(ωΩz)
= exp(θΩξ).
Sine e˜ ∈ K, there exist (sn)n∈N ∈ [0,+∞)N, (µn)n∈N, (νn)n∈N ∈ DN suh that
‖U [s+n ;µn, νn,M0]′‖L2 6 ‖M ′0‖L2, ∀n ∈ N,
U [s+n ;µn, νn,M0]→ e˜ weakly in H1.
Let Zn := U [s
+
n ;µn, νn,M0]. We have
U [2+;u, v, Zn] = exp(θΩξ)Zn.
Thus
‖U [2+;u, v, Zn]′‖L2 = ‖Z ′n‖L2 6 ‖M ′0‖L2 , ∀n ∈ N
and U [2+;u, v, Zn]→ exp(θΩξ)e˜ = U [2+;u, v, e˜] weakly in H1. Thus U [2+;u, v, e˜] ∈ K.
4.2 The argument of [9, 11℄
The goal of this setion is to reall the proof of the following result, whih is already presented
in [9, 11℄.
Proposition 5 Let P,Q ∈ R[X ]. The ow of (3) an generate
I + τ [P (ω)Ωx +Q(ω)Ωy] + o(τ) when τ → 0,
with ontrols that are nite sums of Dira masses. More preisely, for every ǫ > 0, there
exists τ∗ = τ∗(P,Q, ǫ) > 0 suh that, for every τ ∈ [0, τ∗], there exist T > 0 and u, v ∈ D,
suh that∥∥∥U [T+;u, v, .]− (I + τ [P (ω)Ωx +Q(ω)Ωy])∥∥∥L(H1((ω∗,ω∗),R3),H1((ω∗,ω∗),R3)) 6 ǫτ.
Remark 1 Let us explain why Proposition 5 may not be suient to prove the ensemble
ontrollability (i.e. the approximate L2(ω∗, ω∗)-ontrollability) of (3) with Dira ontrols.
First, let us remark that, for every point M = (x(1), x(2), x(3)) ∈ S2, suh that x(3) 6= 0,
then (ΩxM,ΩyM) is a basis of TS2M (the tangent spae of S
2
at M).
Let ǫ > 0 and M0 = (x0, y0, z0) ∈ L2((ω∗, ω∗), S2) be suh that, z(ω) 6= 0 for almost
every ω ∈ (ω∗, ω∗). Following a lassial strategy, we onsider an homotopy
H : [0, 1] × (ω∗, ω∗) → S2
(s , ω) 7→ H(s, ω)
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suh that H ∈ C1([0, 1], L2((ω∗, ω∗), S2)), H(0, ω) = M0(ω), H(1, ω) = e3, and we try to
reah e3 from M0 by following the path given by H. Sine z 6= 0 a.e. on (ω∗, ω∗), there exist
f, g ∈ L2((ω∗, ω∗),R) suh that
∂H
∂s
(0, ω) = f(ω)ΩxM0(ω) + g(ω)ΩyM0(ω).
Thanks to the Weierstrass theorem, there exist P,Q ∈ R[X ] suh that ‖f − P‖L2 < ǫ and
‖g−Q‖L2 < ǫ. Applying Proposition 5, one may follow (approximately) the diretion given
by
∂H
∂s (0, ω), with a small amplitude τ
∗
, that depends on this diretion.
If one wants to be sure to reah e3 in nite time, by iteration of this proess, one would
need, at least, the independene of the amplitude τ∗ with respet to the diretion (otherwise,
one may stop in the middle of the path). However the maximum amplitude τ∗ given by
Proposition 5 depends on the diretion, through the hoie of the polynomials P,Q.
Proof of Proposition 5: In this proof τ is a positive real number. By (30),
exp(πΩx) exp(ωΩzτ) exp(−πΩx) = exp(−ωΩzτ), (31)
and this evolution is generated, in time τ , by the ontrols u(t) = −πδ0(t) + πδτ (t), v ≡ 0.
The ontrols
u(t) =
√
τδ0(t)− (π +
√
τ)δ√τ (t) + πδ2√τ (t)
(resp. u(t) = −πδ0(t) + (π −
√
τ )δ√τ (t) +
√
τδ2
√
τ (t)),
v ≡ 0, generate in time 2√τ the evolution
U1(τ) := exp(πΩx) exp(ωΩz
√
τ ) exp(−(π +√τ )Ωx) exp(ωΩz
√
τ ) exp(Ωx
√
τ )
= exp(−ωΩz
√
τ) exp(−Ωx
√
τ ) exp(ωΩz
√
τ ) exp(Ωx
√
τ )
= I + τω[Ωz ,Ωx] + o(τ)
= I + τωΩy + o(τ)
(resp.
U1(−τ) := exp(Ωx
√
τ ) exp(ωΩz
√
τ ) exp((π −√τ )Ωx) exp(ωΩz
√
τ ) exp(−πΩx)
= exp(Ωx
√
τ ) exp(ωΩz
√
τ ) exp(−Ωx
√
τ) exp(−ωΩz
√
τ )
= I − τω[Ωz,Ωx] + o(τ)
= I − τωΩy + o(τ))
where we have used (31) to pass from the rst to the seond line. Here and in the following,
o(τ) denote quantities whih tend to 0 in the L(H1((ω∗, ω∗),R3), H1((ω∗, ω∗),R3))-norm as
τ → 0+. In the same way, there exist ontrols, that are sums of Dira masses, that generate
in time 6
√
τ the evolutions
U2(τ) := exp(−ωΩz
√
τ )U1(−τ) exp(ωΩz
√
τ)U1(τ)
= I + τ3/2ω2[Ωy,Ωz ] + o(τ
3/2)
= I − τ3/2ω2Ωx + o(τ3/2),
U2(−τ) := U1(τ) exp(ωΩz
√
τ)U1(−τ) exp(−ωΩz
√
τ )
= I − τ3/2ω2[Ωy,Ωz] + o(τ3/2)
= I + τ3/2ω2Ωx + o(τ
3/2),
and in time 14
√
τ the evolutions
U3(τ) := exp(−ωΩz
√
τ )U2(−τ) exp(ωΩz
√
τ)U2(τ)
= I − τ2ω3[Ωz ,Ωx] + o(τ2)
= I − τ2ω3Ωy + o(τ2),
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U3(−τ) := U2(τ) exp(ωΩz
√
τ)U2(−τ) exp(−ωΩz
√
τ )
= I + τ2ω3[Ωz,Ωx] + o(τ
2)
= I + τ2ω3Ωy + o(τ
2),
Thus, one an generate I ± τω2Ωx + o(τ) in time 6τ1/3, and I ± τω3Ωy + o(τ) in time
14τ1/4. Iterating this proess, for every n ∈ N, one an generate I ± τω2nΩx+ o(τ) and I ±
τω2n+1Ωy+o(τ) in a time Tn that behaves like 4
nτ
1
2n
. The same argument with Ωx replaed
by Ωy in Uj(τ), j > 1, shows that for every n ∈ N, one an generate I ± τω2n+1Ωx + o(τ)
and I ± τω2nωy + o(τ) in a time Tn that behaves like 4nτ 12n . Thus, for every P,Q ∈ R[X ],
one an generate
I + τ [P (ω)Ωx +Q(ω)Ωy] + o(τ)
in nite time, by omposing the previous evolutions. 
4.3 Proof of Lemma 1
The goal of this subsetion is the proof of Lemma 1, thanks to the previous subsetion.
Proof of Lemma 1:
Proof of (1) of Lemma 1. It is suient to prove this statement under the additional
assumption
z 6= 0. (32)
Indeed, let us assume that it is proved when (32) holds. LetM = (x, y, z) ∈ H1((ω∗, ω∗), S2)
be suh that M ′ 6= 0 and z ≡ 0. Then x2 + y2 ≡ 1 thus x 6= 0 or y 6= 0. Let us assume, for
example, that y 6= 0. Thanks to (30), we have
U [2; 3π2 δ0 + πδ1, 0, .] = exp(ωΩz) exp(πΩx) exp(ωΩz) exp(
3π
2 Ωx)
= exp(ωΩz) exp(πΩx) exp(ωΩz) exp(πΩx) exp(
π
2Ωx)
= exp(ωΩz) exp(−ωΩz) exp(π2Ωx)
= exp(π2Ωx).
Thus the funtion
U [2;
3π
2
δ0 + πδ1, 0,M ] =
 x0
y

has a non vanishing third omponent and the L2 norm of its derivative is the same one as
M . Applying Lemma 1 (1) to U [2; 3π2 δ0+πδ1, 0,M ], we get the onlusion of Lemma 1 (1)
for M .
Let M = (x, y, z) ∈ H1((ω∗, ω∗), S2) be suh that M ′ 6= 0 and z 6= 0.
First step: Let us prove the existene of P,Q ∈ R[X ], α > 0 and τ∗0 > 0 suh that, for
every τ ∈ (0, τ∗0 ),
• one has ∥∥∥ d
dω
[(
I + τ [P (ω)Ωx +Q(ω)Ωy]
)
M
]∥∥∥2
L2
6 ‖M ′‖2L2 − τα, (33)
• for every sequene (Mn)n∈N ∈ H1((ω∗, ω∗), S2)N satisfying (24) and (25), there exists
an extration ϕ suh that∥∥∥ d
dω
[(
I + τ [P (ω)Ωx +Q(ω)Ωy]
)
Mϕ(n)
]∥∥∥2
L2
6 ‖M ′ϕ(n)‖2L2 − τα, ∀n ∈ N. (34)
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Developing the square, we get, for τ > 0 and P,Q ∈ R[X ],∥∥∥ d
dω
[(
I + τ [P (ω)Ωx +Q(ω)Ωy]
)
M
]∥∥∥2
L2
= ‖M ′‖2L2 + 2τA(P,Q) + τ2B(P,Q),∥∥∥ d
dω
[(
I + τ [P (ω)Ωx +Q(ω)Ωy]
)
Mn
]∥∥∥2
L2
= ‖M ′n‖2L2 + 2τAn(P,Q) + τ2Bn(P,Q),
where A(P,Q), An(P,Q), B(P,Q), Bn(P,Q) are real onstants. Straightforward omputa-
tions give
A(P,Q) =
∫ ω∗
ω∗
〈 ddω
[
[P (ω)Ωx +Q(ω)Ωy]M(ω)
]
,M ′(ω)〉dω
=
∫ ω∗
ω∗
(
P ′[−zy′ + yz′] +Q′[zx′ − xz′]
)
dω.
We look for P,Q ∈ R[X ] suh that A(P,Q) < 0. Sine A is a linear form in (P,Q) it is
suient to prove that A 6= 0. Working by ontradition, we assume A = 0. Thanks to the
density of polynomials in L2(ω∗, ω∗), we have
zy′ − yz′ = 0, zx′ − xz′ = 0. (35)
Let I be a nonempty onneted omponent of {ω ∈ (ω∗, ω∗); z(ω) 6= 0}. Sine z 6= 0, suh
a I exists. By (35), there exist a, b ∈ R suh that x(ω) = az(ω) and y(ω) = bz(ω), ∀ω ∈ I.
Sine M takes values in S2, we have
1 = x(ω)2 + y(ω)2 + z(ω)2 = (a2 + b2 + 1)z(ω)2.
This shows that I = (ω∗, ω∗) and thatM is onstant over (ω∗, ω∗), whih is in ontradition
with the assumption M ′ 6= 0. Therefore, there exist P,Q ∈ R[X ] suh that A(P,Q) < 0.
For every n ∈ N, we have
An(P,Q) =
∫ ω∗
ω∗
P ′(−zny′n + ynz′n) +Q′(znx′n − xnz′n).
Thanks to (25), there exists an extration ϕ suh that
Mϕ(n) →M weakly in H1 and strongly in L2.
Then Aϕ(n)(P,Q)→ A(P,Q) when n→ +∞. Thus, we an assume that
Aϕ(n)(P,Q) <
3
4
A(P,Q), ∀n ∈ N (36)
(otherwise take another extration). We have√
B(P,Q) :=
∥∥∥ ddω [P (ω)Ωx +Q(ω)Ωy]M∥∥∥
L2
6 ‖P ′‖L2 + ‖Q′‖L2 + [‖P‖L∞ + ‖Q‖L∞]‖M ′‖L2 ,√
Bn(P,Q) :=
∥∥∥ ddω [P (ω)Ωx +Q(ω)Ωy]Mn∥∥∥L2
6 ‖P ′‖L2 + ‖Q′‖L2 + [‖P‖L∞ + ‖Q‖L∞]‖M ′n‖L2
6 ‖P ′‖L2 + ‖Q′‖L2 + [‖P‖L∞ + ‖Q‖L∞]‖M ′‖L2.
Let τ∗0 = τ
∗
0 (M) > 0 be suh that
τ∗0
(
‖P ′‖L2 + ‖Q′‖L2 + [‖P‖L∞ + ‖Q‖L∞]‖M ′‖L2
)2
<
|A(P,Q)|
2
.
Then, for every τ ∈ [0, τ∗0 ], we have (33) and (34) with α := −A(P,Q).
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Seond step: Conlusion.
Let P,Q be as in the rst step. Let ǫ1 > 0 be suh that
ǫ1‖M‖H1 <
α
2‖M ′‖L2
. (37)
Let τ∗ = τ∗(P,Q, ǫ1) be as in Proposition 5 and τ∗1 := min{τ∗, τ∗0 }. Thanks to Proposition
5, there exist T > 0, u, v ∈ L∞loc([0,+∞),R) suh that∥∥∥U [T+;u, v, .]− (I + τ∗1 [P (ω)Ωx +Q(ω)Ωy])∥∥∥L(H1,H1) 6 ǫ1τ∗1 . (38)
Then, using (38), (33) and (37), we get
‖U [T+;u, v,M ]′‖L2 6
∥∥∥ ddω [U [T ;u, v,M ]− (I + τ [P (ω)Ωx +Q(ω)Ωy])M]∥∥∥
L2
+
∥∥∥ ddω[(I + τ [P (ω)Ωx +Q(ω)Ωy])M]∥∥∥L2
6 ǫ1τ
∗
1 ‖M‖H1 +
(
‖M ′‖2L2 − ατ∗1
)1/2
6 ǫ1τ
∗
1 ‖M‖H1 + ‖M ′‖L2 − ατ
∗
1
2‖M ′‖
L2
< ‖M ′‖L2.
Similarly, we have
‖U [T+;u, v,Mϕ(n)]′‖L2 6 ǫ1τ∗1 ‖Mϕ(n)‖H1 + ‖M ′ϕ(n)‖L2 − ατ
∗
1
2‖M ′
ϕ(n)
‖L2
6 ǫ1τ
∗
1 ‖M‖H1 + ‖M ′ϕ(n)‖L2 − ατ
∗
1
2‖M ′‖
L2
< ‖M ′ϕ(n)‖L2 .
This ends the proof of the rst statement of Lemma 1.
Proof of (2) of Lemma 1. Let M = (x, y, z) ∈ S2 be suh that M 6= e3. Then x 6= 0
or y 6= 0. We assume, for example, that y 6= 0. Thanks to (30), we have
U [2+;πδ1 + (π + θ)δ2, 0, .] = exp((π + θ)Ωx) exp(ωΩz) exp(πΩx) exp(ωΩz)
= exp(θΩx) exp(πΩx) exp(ωΩz) exp(πΩx) exp(ωΩz)
= exp(θΩx) exp(−ωΩz) exp(ωΩz)
= exp(θΩx).
Thus,
U [2+;πδ1 + (π + θ)δ2, 0,M ] =
 1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
M.
We get the onlusion with θ ∈ [0, 2π) suh that
U [2+;πδ1 + (π + θ)δ2, 0,M ] =
 x0√
y2 + z2
 .
5 Expliit ontrols for the asymptoti exat ontrollabil-
ity to e3
In this setion, ω∗ = 0, ω∗ = π. We propose expliit ontrols realizing the asymptoti exat
ontrollability to −e3, loally around −e3.
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First, let us introdue some notations. For a funtion f : (−π, π) → C, we denote by
cn(f) its Fourier oeients and by N(f) their l
1
-norm:
cn(f) :=
1
2π
∫ π
−π
f(ω)e−inωdω, N(f) :=
∑
n∈Z
|cn(f)|.
For a funtion f : (0, π)→ C, we dene
cn(f) := cn(f˜), ∀n ∈ Z, N(f) := N(f˜),
where f˜ : (−π, π)→ C, f˜(ω) := f(|ω|). For a vetor valued mapM = (x, y, z) : (0, π)→ R3,
we dene N(M) := N(x) +N(y) +N(z). Then, we have the following results.
Lemma 2 For every f, g : [0, π]→ C suh that N(f), N(g) <∞, we have
N(fg) 6 N(f)N(g). (39)
For every (x, y) ∈ L1((0, π),R2), we have, with Z := x+ iy,
1
2
(
N(x) +N(y)
)
6 N(Z) 6 N(x) +N(y). (40)
For every M : [0, π]→ S2 suh that N(M) < +∞ and z(ω) > 0, ∀ω ∈ [−π, π], we have
N(z − 1) 6 2N(Z)2. (41)
If, moreover, N(Z) 6 1/4, then
1
2
N(Z) 6 N(M − e3) 6 3N(Z). (42)
As a onsequene, for a map M : [0, π] → S2 suh that N(Z) 6 1/4 and z > 0, the
quantity N(Z) measures the N -distane from M to e3.
Proof of Lemma 2: We have
N(fg) =
∑
n∈Z
|
∑
p∈Z
cn−p(f)cp(g)| 6
∑
p∈Z
|cp(g)|
∑
n∈Z
|cn−p(f)| = N(f)N(g).
The inequality (40) is a onsequene of the triangular inequality beause N(Z) = N(x+ iy)
and N(x) +N(y) = N((Z + Z)/2) +N((Z − Z)/2i).
Let M : [0, π]→ S2 be suh that N(M) < +∞ and z > 0. We have
N(z − 1) = 1
2π
∫ π
−π
1−
√
1− |Z˜(ω)|2dω +
∑
n∈Z−{0}
∣∣∣ 1
2π
∫ π
−π
√
1− |Z˜(ω)|2e−inωdω
∣∣∣.
Using 1−√1− x 6 x, ∀x ∈ (0, 1), √1− x = 1+∑∞p=1 αpxp, that onverges uniformly with
respet to x ∈ [0, δ] when δ < 1 and where αp < 0 for every p ∈ N∗ and (39), we get
N(z − 1) 6 ‖Z˜‖2L∞(0,2π) −
∞∑
p=1
αp
∑
n∈Z−{0}
∣∣∣ 12π ∫ π−π |Z˜(ω)|2pe−inωdω∣∣∣
6 N(Z)2 −
∞∑
p=1
αpN(|Z|2p)
6 N(Z)2 −
∞∑
p=1
αpN(Z)
2p
6 N(Z)2 + 1−
√
1−N(Z)2
6 2N(Z)2.
Formula (42) is a diret onsequene of the previous inequalities.
The goal of this setion is the proof of the following theorem.
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Theorem 7 There exists δ > 0 suh that, for every M0 : [0, π] → S2 with N [Z0] < δ and
z0 < −1/2, there exists ǫ = ǫ(M0) > 0 suh that, the solution of (3) with M(0) = M0,
u(t) :=
π
ǫ
1[k,k+ǫ](t)−
2k−1∑
p=1
ℑ
(
c−k+p(Z0)
)1
ǫ
1[k+p,k+p+ǫ](t) +
π
ǫ
1[3k,3k+ǫ](t),
v(t) := −
2k−1∑
p=1
ℜ
(
c−k+p(Z0)
)1
ǫ
1[k+p,k+p+ǫ](t),
where k = k(M0) ∈ N is suh that∑
|n|>k
|cn(Z0)| < N(Z0)
4
, (43)
satises
N [Z(3k + ǫ)] <
N [Z0]
2
,
z(3k + ǫ) < −1/2.
By iterating this proess, we nd an inreasing sequene (tn)n∈N ∈ [0,+∞)N and two
ontrols u, v ∈ L∞loc([0,+∞),R) suh that
N [Z(tn)] <
1
2n
N [Z0].
Thus, ‖M(tn) + e3‖L∞ → 0 when n → +∞. These expliit ontrols provide the exat
asymptoti ontrollability to e3.
In setion 5.1, we present the heuristi of the proof of Theorem 7. whih is detailed in
setion 5.2.
5.1 Heuristi
Let us sketh the proof of Theorem 7. It is inspired by the return method, introdued in
[5, 6℄ and already used for the ontrol of quantum systems in [2, 4℄ (for other appliations
see the book [7℄). It onsists here in going lose to +e3 in order to delete the main Fourier
oeients of the initial ondition, and then to move bak to −e3.
Notie that, when z > 0, the system (3) implies that
Z˙(t, ω) = iωZ(t, ω)− w(t)
√
1− |Z(t, ω)|2, (t, ω) ∈ (0,+∞)× (0, π), (44)
z˙(t, ω) = −ℜ[w(t)Z(t, ω)], (t, ω) ∈ (0,+∞)× (0, π). (45)
We have
Z0(ω) =
∑
n∈Z
dne
inω, where dn := cn(Z0). (46)
Let k ∈ N∗ that will be hosen later on. On the time interval [0, k) we take w = 0, thus
Z(k−, ω) = Z0(ω)eikω =
∑
n∈Z
dne
i(n+k)ω
and z(k−, ω) = z0(ω).
At time k, we apply the ontrol w(t) = iπδk(t) in order to move lose to +e3. Indeed,
thanks to Denition 1, we have
M(k+, ω) = exp(πΩx)M(k
−, ω) =
 1 0 00 −1 0
0 0 −1
M(k−, ω),
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thus
Z(k+, ω) = Z(k−, ω) =
∑
n∈Z
dne
i(−n−k)ω
and z(k+, ω) = −z(k−, ω).
On the time interval (k, 3k) we apply a ontrol of the form
w(t) =
2k−1∑
p=1
wpδp+k(t),
where wp ∈ C. Approahing the nonlinear system (44) by its linearized system around
(Z ≡ 0, w ≡ 0), we get
Z(3k−, ω) ∼
(
Z(k+, ω)− ∫ 3k
k
w(t)e−iω(t−k)dt
)
ei2kω
∼
(∑
n∈Z
dne
i(−n−k)ω −
2k−1∑
p=1
wpe
−ipω
)
ei2kω .
(47)
Moreover, z stays lose to +1 beause the ontrol applied is small. Choosing wp := dp−k,
we get
Z(3k−, ω) ∼
∑
|n|>k
dne
i(−n+k)ω .
Finally, at time 3k, we apply the ontrol w(t) = iπδ3k(t) in order to return to −e3:
Z(3k+, ω) = Z(3k−, ω) ∼
∑
|n|>k
dne
i(n−k)ω
and z(3k+, ω) = −z(3k−, ω) is lose to −1. Now, by hoosing k = k(Z0) suh that∑
|n|>k
|dn| < 1
2
N(Z0),
we get the existene of a time T = T (Z0) := 3k and a ontrol w : [0, T ] → C suh that
N [Z(T )] < N [Z0]/2.
Finally, the steps that need to be justied are
• the approximation of the nonlinear system by its linearized system in (47),
• the onvergene, for the norm N , of the solutions of (3) when we approximate the
Dira ontrols by ontrols in L∞loc.
5.2 Proof of Theorem 7
Let us reall that the solutions of (3) with Dira ontrols have been dened in Denition 1,
and that we have the following result.
Proposition 6 Let β, γ ∈ R, M0 ∈ C0([0, π], S2) be suh that N(M0) < +∞. Let M be the
solution of (3) with M(0) = M0, u(t) = βδ0(t), and v(t) = γδ0(t). For ǫ > 0, let Mǫ be the
(lassial) solution of (3) with M(0) = M0, u(t) = (β/ǫ)1(0,ǫ)(t), and v(t) = (γ/ǫ)1(0,ǫ)(t).
Then
N(Mǫ(ǫ)−M(0+))→ 0 when ǫ→ 0. (48)
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Proof of Proposition 6: We have
Mǫ(ǫ, ω) = exp[ǫ|ω|Ωz + βΩx + γΩy]M0(ω), M(0+, ω) = exp[βΩx + γΩy]M0(ω).
One has
N(Mǫ(ǫ)−M(0+)) 6
+∞∑
n=1
an(ǫ)
n!
, (49)
with
an(ǫ) := N
(
[(ǫ|ω|Ωz + βΩx + γωy)n − (βΩx + γωy)n]M0(ω)
)
. (50)
Notiing that N(|ω|) < +∞, using (39) together with standard estimates and the Weier-
strass M -test, one easily sees that (48) follows from (49) and (50). 
Thanks to Proposition 6, Theorem 7 is a onsequene of the following result.
Theorem 8 There exists δ > 0 suh that, for every M0 : [0, π] → S2 with N [Z0] < δ and
z0 < −1/2, the solution of (3) with M(0) = M0,
u(t) := πδk(t)−
2k−1∑
p=1
ℑ
(
c−k+p(Z0)
)
δk+p(t) + πδ3k(t),
v(t) := −
2k−1∑
p=1
ℜ
(
c−k+p(Z0)
)
δk+p(t),
where k = k(M0) ∈ N is suh that (43) holds, satises
N [Z(3k+)] <
1
2
N(Z0), (51)
z(3k+) < −1
2
. (52)
The key point of the proof of Theorem 8 is the following result.
Proposition 7 There exist C > 0 and C′ > 0 suh that, for every d0 ∈ C with |d0| 6 1, for
every M0 = (x0, y0, z0) : [0, π] → S2 with N(Z0) 6 1 and z0 > 0, the solution of (3) with
M(0) = M0, v(t) = −ℜ(d0)δ0(t), u(t) = ℑ(d0)δ0(t) satises
N
(
Z(0+)− Z0 + d0
)
6 C|d0|max{|d0|, N(Z0)}, (53)
z(0+, ω) > z0(ω)− C′|d0|max{|d0|, N(Z0)}. (54)
Proof of Proposition 7: Let us write d0 = β0 + iγ0, with β0, γ0 ∈ R. We have
M(0+, ω) = exp[β0Ωx + γ0Ωy]M0(ω).
Using the deomposition
exp[β0Ωx + γ0Ωy] = I + β0Ωx + γ0Ωy +R, where ‖R‖ = O(|d0|2) as d0 → 0, (55)
we get
Z(0+, ω) = Z0(ω)− d0z0(ω) +R1x0(ω) +R2y0(ω) +R3z0(ω),
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where Rj ∈ C, |Rj | 6 C|d0|2 for j = 1, 2, 3, and C is a universal onstant. Therefore, we
have
cn[Z(0
+)− Z0 + d0] = d0cn[1− z0] +R1cn[x0] +R2cn[y0] +R3cn[z0], ∀n ∈ Z.
Using (40) and (41), we get
N
(
Z(0+)− Z0 + d0
)
6 |d0|N(z0 − 1) + |R1|N(x0) + |R2|N(y0) + |R3|N(z0)
6 2|d0|N(Z0)2 + C|d0|2[2N(Z0) + 1 + 2N(Z0)2],
whih gives (53) with C = 2 + 5C.
From (55) we get
z(0+, ω) = z0(ω) + ℜ
(
d0Z0(ω)
)
+R′1x0(ω) +R
′
2y0(ω) +R
′
3z0(ω),
where R′j ∈ C, |R′j | 6 C′|d0|2 for j = 1, 2, 3, where C′ is another universal onstant. Using
(40) and (41), we get
z(0+, ω) > z0(ω)− |d0||Z0(ω)| − C′|d0|2[|x0(ω)|+ |y0(ω)|+ |z0(ω)|]
> z0(ω)− |d0|N(Z0)− C′|d0|2[N(x0) +N(y0) +N(z0)]
> z0(ω)− |d0|N(Z0)− C′|d0|2[2N(Z0) + 1 + 2N(Z0)2]
whih gives (54) with C′ = 1 + 5C′.
Proof of Theorem 8: Let δ be suh that
4Cδ < 1, C′δ < 1/2, δ ∈ (0, 1),
(56)
where C, C′ are as in Proposition 7. LetM0, k, u, v be as in Theorem 8. We use the notation
(46).
First step: on [0,k℄. We have (see the previous setion)
Z(k+, ω) =
∑
n∈Z
dne
i(−n−k)ω
and z(k+, ω) = −z0(ω). (57)
Seond step: on (k,3k). Let us prove by indution on p ∈ {0, ..., 2k − 1} that for every
p ∈ {0, ..., 2k − 1}, we have
(Hp): N
[
Z
(
(k + p)+
)
−∑n∈Z−{−k+1,...,−k+p} dnei(−n−k+p)|ω|]
6 C[|d−k+1|+ ...+ |d−k+p|]N(Z0),
(58)
(H ′p): z((k + p)
+, ω) > −z0(ω)− C′[|d−k+1|+ ...+ |d−k+p|]N(Z0). (59)
Notie that (H2k−1) and (56) provide
N
[
Z
(
3k−
)
−
∑
n∈Z,|n|>k
dne
i(−n+k)|ω|
]
6 CN(Z0)2,
thus, thanks to (56) and (43), we have
N [Z(3k−)] < N [Z0]/2. (60)
We also have, thanks to (H ′2k−1) and (56)
z(3k−, ω) = z((3k − 1)+, ω) > −z0(ω) + C′δ2 > 0
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thus
z(3k−, ω) =
√
1− |Z(3k+, ω)|2 >
√
1− δ/2 > 1/2. (61)
The properties (H0) and (H
′
0) ome from (57). Now, let p ∈ {1, ..., 2k − 1} and let us
assume that (Hp−1) and (H ′p−1) hold. Thanks to (Hp−1) and (56), we have
N [Z((k + p)−)] = N [Z((k + p− 1)+)] 6 N [Z0] 6 δ 6 1
and thanks to (H ′p−1) we have
z((k + p)−, ω) = z((k + p− 1)+, ω) > −z0(ω)− C′N(Z0)2 > 1
2
− 1
2
= 0
thus we an apply Proposition 7. Thanks to Proposition 7 and (Hp−1), we get
N
[
Z
(
(k + p)+
)
− ∑
n∈Z−{−k+1,...,−k+p}
dne
i(−n−k+p)ω
]
6 N
[
Z
(
(k + p)+
)
− Z
(
(k + p)−
)
+ d−k+p
]
+N
[
Z
(
(k + p)−
)
− ∑
n∈Z−{−k+1,...,−k+p−1}
dne
i(−n−k+p)ω
]
6 C|d−k+p|N [Z((k + p)−)]
+N
[
Z
(
(k + p− 1)+
)
− ∑
n∈Z−{−k+1,...,−k+p−1}
dne
i(−n−k+p−1)ω
]
6 C|d−k+p|N [Z0] + C[|d−k+1|+ ...+ |d−k+p−1|]N(Z0),
whih proves (Hp). Thanks to Proposition 7 and (H
′
p−1), we get
z((k + p)+, ω) > z((k + p)−, ω)− C′|d−k+p|N [Z((k + p)−)]
> z((k + p− 1)+, ω)− C′|d−k+p|N [Z0]
> −z0(ω)− C′[|d−k+1 + ...+ |d−k+p−1|+ |d−k+p|]N [Z0].
Third step: at 3k. We have Z(3k+, ω) = Z(3k−, ω) and z(3k+, ω) = −z(3k−, ω), thus
(60) and (61) give (51) and (52). 
6 Comparison
In this setion, we ompare the ontrol results and proesses presented in setions 4 and 5.
First, let us ompare the statements of Theorems 6 (or Corollary 1) and 7. On one hand,
the statement of Theorem 6 is stronger than the one of Theorem 7 beause it is global and it
gives the approximate ontrollability of (3) for the norms ‖.‖Hs , ∀s < 1 (whereas Theorem
7 only provides the approximate ontrollability for N). On the other hand, Theorem 7 is
stronger than Theorem 6 beause it needs less regular initial data.
Now, let us ompare the ontrol proesses detailed in the proof of Theorems 6 and 7.
Given M0 ∈ H1((ω∗, ω∗), S2), the proofs of Lemma 1 and Proposition 5 give an expliit way
to nd T > 0, u, v,∈ D suh that
‖U [T+;u, v,M0]′‖L2 < ‖M ′0‖L2 .
Iterating this proess, we produe a sequene of reahable points (Mn)n∈N ⊂
H1((ω∗, ω∗), S2) suh that (‖M ′n‖L2)n∈N dereases. We expet that ‖M ′n‖L2 → 0 when
n→ +∞, and one this norm is small enough, we apply a ontrol given in Lemma 1 (2) to
go loser to e3. However, the sequene (M
′
n)n∈N may not onverge to 0. Thus, the ontrol
proess presented in setion 4 is not ompletely satisfying from a pratial point of view.
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Moreover, even if the sequene (M ′n)n∈N onverges to 0 in L
2((ω∗, ω∗),R3), the ontrol-
lability proess may take a long time (in partiular the ontrollability time is not a priori
bounded by a quantity depending only on ‖M0‖H1) and ost a lot (beause at eah step,
one has to ompute new ontrols u and v and beause the ommands proposed in the proof
of Proposition 5 involve many trips between −e3 and +e3).
On the ontrary, the ontrollability proess presented in setion 5 works within a time T
whih is expliit, with ontrols u, v that are also expliit in terms of the Fourier oeients
of M0, and needs only two trips between ±e3. Thus, the time and the ost are well known.
Let us ompare the time and the ost involved by the two ontrollability proesses on a
partiular example. We take (ω∗, ω∗) = (0, π/2), and an initial data of the form
M0(ω) =
 ǫxǫ(ω)0√
1− ǫ2xǫ(ω)2

where ǫ > 0 is small,
xǫ(ω) =
N∑
k=1
ak(ǫ) cos((2k − 1)ω) + cos((2N + 1)ω), ∀ω ∈ (0, π/2), (62)
and (ak(ǫ))16k6N ∈ RN are suh that∫ π/2
0
x′ǫ(ω)√
1− ǫ2xǫ(ω)2
ωKdω = 0, ∀K ∈ {0, ..., N − 1}. (63)
We will prove later the existene of suh oeients. We want to reah e3.
Let us apply the strategy presented in setion 4, to nd expliit T > 0, u, v ∈ D suh
that
‖U [T+;u, v,M0]′‖L2 < ‖M ′0‖L2 .
One needs a polynomial Q ∈ R[X ] suh that∫ π/2
0
(zx′ − z′x)Qdω < 0.
Then, deg(Q) > N , beause of (63). Thanks to the proof of Lemma 1, there exists τ∗ =
τ∗(Q, xǫ) > 0 and α > 0 suh that, for every τ ∈ (0, τ∗), there exist T > 0, u, v ∈ D suh
that
‖U [T+;u, v,M0]′‖2L2 6 ‖M ′0‖2L2 − ατ.
However τ∗ annot be quantied, thus, we do not know the size of the derease. Moreover,
as emphasized in the proof of Proposition 5, the time of ontrol T satises T > 2Nτ1/N
(time needed to generate I+τωNΩx+o(τ)) and one makes more than 2
N
trips between ±e3
(just ount how many times the matries exp(πΩx) or exp(πΩy) appear in the generation
of I + τωNΩx + o(τ) in the proof of Proposition 5).
With the strategy of setion 5 taking the same expliit expression for M0 on (−π, π), we
know the existene of ǫ∗ > 0 suh that, for every ǫ ∈ (0, ǫ∗), the expliit ontrols
u(t) := πδ2N+1(t) + πδ6N+3(t),
v(t) := − ǫ
2
N∑
m=1
aN+1−m(ǫ)δ2N+1+2m(t)− ǫ
2
2N∑
m=N+1
am−N (ǫ)δ2N+1+2m(t),
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with the onvention aN+1(ǫ) = a−N−1(ǫ) = 1, realize
N
[
U [(6N + 3)+;u, v,M0] + e3
]
<
1
2
N [M0 + e3].
Here, the ontrols are expliit, the time sales like 6N , we have a bound from below for the
derease of the N -distane to e3, and the proess needs only 2 trips between ±e3.
Now, let us prove the existene of the oeients (ak(ǫ))16k6N .
Lemma 3 Let N ∈ N∗.
(i) The matrix A ∈MN (R) with oeients
Ak,K :=
∫ π/2
0
(2k − 1) sin((2k − 1)ω)ωKdω, 1 6 k 6 N, 0 6 K 6 N − 1,
is invertible.
(ii) There exists ǫ∗ > 0 and a C1 map ǫ ∈ [0, ǫ∗] 7→ (ak(ǫ))16k6N ∈ RN suh that
(62)-(63) hold.
Proof: (i)We assume that A is not invertible. Then, there exists (λ1, ..., λN ) ∈ RN−{0}
suh that ∫ π/2
0
N∑
k=1
λk sin((2k − 1)ω)ωKdω = 0, ∀0 6 K 6 N − 1. (64)
Let f(ω) :=
∑N
k=1 λk sin((2k − 1)ω) and 0 < ω1 < ... < ωL < π/2 be all the values of
the open interval (0, π/2) on whih f vanishes and hanges its sign. Then, the funtion
ω 7→ f(ω)(ω − ω1)...(ω − ωL) has a onstant sign on (0, π/2) and it is not identially zero,
thus ∫ π/2
0
f(ω)(ω − ω1)...(ω − ωL)dω 6= 0.
The assumption (64) ensures that L > N . Thanks to trigonometri formulas, there exists
(µ1, ..., µN ) ∈ RN − {0} suh that
f(ω) =
N∑
k=1
µk sin(ω)
2k−1 = sin(ω)
N∑
k=1
µk sin(ω)
2(k−1).
Sine the quantities sin(ω1)
2, ..., sin(ωN )
2
are all dierent from zero (ω1, ...ωN ∈ (0, π/2)),
they provide N roots for the polynomial
N∑
k=1
µkX
(k−1)
that have a degree 6 (N − 1) and is dierent from zero. This is a ontradition.
(ii) Thanks to (i), there exists (α1, ..., αN ) ∈ RN suh that∫ π/2
0
(
N∑
k=1
αk(2k − 1) sin((2k − 1)ω) + (2N + 1) sin((2N + 1)ω)
)
ωKdω = 0, ∀0 6 K 6 N.
There exists M > 0 suh that∣∣∣ N∑
k=1
αk cos((2k − 1)ω) + cos((2N + 1)ω)
∣∣∣ 6M, ∀ω ∈ (0, π/2).
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When b = (b1, ..., bN)
t ∈ RN we have
∣∣∣ N∑
k=1
(αk + bk) cos((2k − 1)ω) + cos((2N + 1)ω)
∣∣∣ 6M +√N‖b‖
thus, the following map F is well dened
F :
(
0, 12M
) × BRN (0, M√N ) → RN
(ǫ , b), 7→ F (ǫ, b)
F (ǫ, b) :=
(∫ π/2
0
y′b(ω)√
1− ǫ2yb(ω)2
ωKdω
)
16K6N
where
yb(ω) :=
N∑
k=1
(αk + bk) cos((2k − 1)ω) + cos((2N + 1)ω), ∀ω ∈ (0, π/2).
Then F (0, 0) = 0 and dbF (0, 0) is invertible, thanks to (i). Thus, the impliit funtion
theorem gives the onlusion. 
Referenes
[1℄ J.M. Ball, J.E. Marsden and M. Slemrod Controllability for distributed bilinear systems
SIAM J. Control Optim., 20 (1982), no 4, pp:575-597.
[2℄ K. Beauhard, Loal ontrollability of a 1-D Shrödinger equation. J. Math. Pures Appl.
(9), 7, 2005, pp:851956.
[3℄ K. Beauhard Loal ontrollability of a 1D beam equation. SIAM J. Control Optim.
Volume 47, Issue 3, pp. 1219-1273 (2008).
[4℄ K. Beauhard and J.-M. Coron, Controllability of a quantum partile in a moving
potential well. J. Funt. Anal. (232), 2, 2006, pp:328389.
[5℄ J.-M. Coron, Global asymptoti stabilization for ontrollable systems without drift.
Math. Control Signals Systems (5), 3, 1992, pp:295312.
[6℄ J.-M. Coron, On the ontrollability of 2-D inompressible perfet uids. J. Math. Pures
Appl. (9), 75, 2, 1996, pp:155188.
[7℄ J.-M. Coron, Control and nonlinearity. Mathematial Surveys and Monographs, vol.
136, Amerian Mathematial Soiety, Providene, RI, 2007.
[8℄ P. Hartman, Ordinary dierential equations. John Wiley and Sons, New York, 1964.
[9℄ J.-S. Li and N. Khaneja, Ensemble Controllability of the Bloh Equations. Proeedings
of the 45th IEEE Conferene on Deision & Control, pp:24832487, 2006.
[10℄ J.-S. Li and N. Khaneja, Control of inhomogeneous quantum ensemble. Physial Review
A 73, 030302(R), 2006.
[11℄ J.-S. Li and N. Khaneja, Ensemble Control of Bloh Equations. IEEE Trans. Automati
Control (to appear), 2009.
[12℄ M. Mirrahimi, Lyapunov ontrol of a quantum partile in a deaying potential. Annales
de l'Institut Henri Poinaré - Analyse non linéaire, in press, 2009.
29
[13℄ V. Nersesyan, Growth of Sobolev norms and ontrollability of Shrödinger equations.
Preprint 2008.
[14℄ G. Turinii On the ontrollability of bilinear quantum systems In C. Le Bris and M.
Defraneshi editors, Mathematial Models and Methods for Ab Initio Quantum Chem-
istry, volume 74 of Leture Notes in Chemistry, Springer, 2000.
[15℄ E. Zeidler, Nonlinear funtional analysis and it's appliations, vol. 4: Appliations to
mathematial physis. Springer, New York, 1988.
30
