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On n-partite superactivation of quantum
channel capacities
M.E. Shirokov∗
Abstract
A generalization of the superactivation of quantum channel capac-
ities to the case of n > 2 channels is considered. An explicit example
of such superactivation for the 1-shot quantum zero-error capacity is
constructed for n = 3.
Some implications of this example and its reformulation on terms
of quantum measurements are described.
1 General observations
The superactivation of quantum channel capacities is one of the most im-
pressive quantum effects having no classical counterpart. It means that the
particular capacity C of the tensor product of two quantum channels Φ1 and
Φ2 may be positive despite the same capacity of each of these channels is
zero, i.e.
C(Φ1 ⊗ Φ2) > 0 while C(Φ1) = C(Φ2) = 0. (1)
This effect was originally observed by G.Smith and J.Yard for the case
of quantum ε-error capacity [12]. Then the possibility of superactivation of
other capacities, in particular, zero-error capacities was shown [2, 3, 4, 11].
It seems reasonable to consider the generalization of the above effect to
the case of n > 2 channels Φ1, ...,Φn consisting in the following property
C(Φ1 ⊗ . . .⊗ Φn) > 0 while C(Φi1 ⊗ . . .⊗ Φik) = 0 (2)
for any proper subset Φi1 , ...,Φik (k < n) of the set Φ1, ...,Φn. This property
can be called n-partite superactivation of the capacity C.
∗Steklov Mathematical Institute, RAS, Moscow, email:msh@mi.ras.ru
1
Property (2) means that all the channels Φ1, ...,Φn are required to trans-
mit (classical or quantum) information by using the protocol corresponding
to the capacity C, i.e. excluding any channel from the set Φ1, ...,Φn makes
other channels useless for information transmission.
The obvious difficulty in finding channels Φ1, ...,Φn demonstrating prop-
erty (2) for given capacity C consists in necessity to prove the vanishing of
C(Φi1 ⊗ . . .⊗ Φik) for any subset Φi1 , ...,Φik .
If C is the 1-shot capacity of some protocol of information transmission
and Φi = Φ for all i = 1, n then (2) means that the n-shot capacity of this
protocol is positive while the corresponding (n− 1)-shot capacity is zero.
In [10] it is shown how to construct for any n a channel Ψn such that
Q¯0(Ψ
⊗n
n ) = 0 and Q¯0(Ψ
⊗m
n ) > 0, (3)
where Q¯0 is the 1-shot quantum zero-error capacity and m is a natural
number satisfying the inequality n/m ≤ 2 ln(3/2)/pi (implying m > n). It
follows that there is n˜ > n not exceeding m such that (2) holds for n = n˜,
C = Q¯0 and Φ1 = ... = Φn˜ = Ψn. Unfortunately, we can not specify the
number n˜ in that construction.
In this paper we modify the example in [10] (by extending its noncommu-
tative graph) to construct a family of channels {Φθ} with dA = 4 and dE = 3
having the following property
Q¯0(Φθ1 ⊗ Φθ2 ⊗ Φθ3) > 0 while Q¯0(Φθi ⊗ Φθj ) = 0 ∀ i 6= j, (4)
where θ1, θ2, θ3 are positive numbers such that θ1 + θ2 + θ3 = pi . Thus, the
channels Φθ1 ,Φθ2 ,Φθ3 demonstrate the 3-partite superactivation of the 1-shot
quantum zero-error capacity.
Property (4) means that all the channels Φθi and all the bipartite channels
Φθi⊗Φθj have no ideal (noiseless or reversible) subchannels, but the tripartite
channel Φθ1 ⊗ Φθ2 ⊗ Φθ3 has.
By using the observation in [9, Section 4] superactivation property (4) can
be reformulated in terms of quantum measurements theory as the existence of
quantum observables Mθ1 ,Mθ2,Mθ3 such that all the observables Mθi and
all the bipartite observables Mθi ⊗Mθj have no indistinguishable subspaces
but the tripartite observable Mθ1 ⊗Mθ2 ⊗Mθ3 has.
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2 Preliminaries
Let Φ : S(HA) → S(HB) be a quantum channel, i.e. a completely positive
trace-preserving linear map [6, 8]. It has the Kraus representation
Φ(ρ) =
∑
k
VkρV
∗
k , (5)
where Vk are linear operators from HA into HB such that
∑
k V
∗
k Vk = IHA .
The minimal number of summands in such representation is called Choi rank
of Φ and is denoted dE (while dA
.
= dimHA and dB .= dimHB).
The 1-shot quantum zero-error capacity Q¯0(Φ) of a channel Φ is defined
as supH∈q0(Φ) log2 dimH , where q0(Φ) is the set of all subspaces H0 of HA
on which the channel Φ is perfectly reversible (in the sense that there is a
channel Θ such that Θ(Φ(ρ)) = ρ for all states ρ supported by H0). Any
subspace H0 ∈ q0(Φ) is called error correcting code for the channel Φ [5, 6].
The (asymptotic) quantum zero-error capacity is defined by regulariza-
tion: Q0(Φ) = supn n
−1Q¯0(Φ⊗n) [1, 3, 5].
The quantum zero-error capacity of a channel Φ is determined by its non-
commutative graph G(Φ), which can be defined as the subspace of B(HA)
spanned by the operators V ∗k Vl, where Vk are operators from any Kraus rep-
resentation (5) of Φ [5]. In particular, the Knill-Laflamme error-correcting
condition [7] implies the following lemma.
Lemma 1. A set {ϕk}dk=1 of unit orthogonal vectors in HA is a basis of
error-correcting code for a channel Φ : S(HA)→ S(HB) if and only if
〈ϕl|A|ϕk〉 = 0 and 〈ϕl|A|ϕl〉 = 〈ϕk|A|ϕk〉 ∀A ∈ L, ∀k 6= l, (6)
where L is any subset of B(HA) such that linL = G(Φ).
Since a subspace L of the algebra Mn of n× n matrices is a noncommu-
tative graph of a particular channel if and only if
L is symmetric (L = L∗) and contains the unit matrix (7)
(see Lemma 2 in [4] or the Appendix in [9]), Lemma 1 shows that one can
”construct” a channel Φ with dimHA = n having positive (correspondingly,
zero) 1-shot quantum zero-error capacity by taking a subspace L ⊂ Mn
satisfying (7) for which the following condition is valid (correspondingly, not
valid)
∃ϕ, ψ ∈ [Cn]1 s.t. 〈ψ|A|ϕ〉 = 0 and 〈ϕ|A|ϕ〉 = 〈ψ|A|ψ〉 ∀A ∈ L, (8)
where [Cn]1 is the unit sphere of C
n.
3
3 Example of 3-partite superactivation
For given θ ∈ (−pi, pi] consider the 8-D subspace
Nθ =

M =


a b e f
c d f γ¯e
g h a b
h γg c d

, a, b, c, d, e, f, g, h ∈ C

 (9)
of M4 satisfying condition (7), where γ = exp [ iθ ]. This subspace is an
extension of the 4-D subspace Lθ used in [10], i.e. Lθ ⊂ Nθ for each θ.1
Denote by N̂θ the set of all channels whose noncommutative graph co-
incides with Nθ. In [9, the Appendix] it is shown how to explicitly con-
struct pseudo-diagonal channels in N̂θ with dA = 4 and dE ≥ 3 (since
dimNθ = 8 ≤ 32).
Theorem 1. Let Φθ be a channel in N̂θ and n ∈ N be arbitrary.
A) Q¯0(Φθ) > 0 if and only if θ = pi and Q¯0(Φpi) = 1 .
B) If θ1 + . . . + θn = pi(mod 2pi) then Q¯0(Φθ1 ⊗ . . . ⊗ Φθn) > 0 and
2-D error-correcting code for the channel Φθ1 ⊗ . . .⊗ Φθn is spanned by the
vectors
|ϕ〉 = 1√
2
[ |1 . . . 1〉+ i |2 . . . 2〉 ] , |ψ〉 = 1√
2
[ |3 . . . 3〉+ i |4 . . . 4〉 ], (10)
where {|1〉, . . . , |4〉} is the canonical basis in C4.
C2) If |θ1|+ |θ2| < pi then Q¯0(Φθ1 ⊗ Φθ2) = 0 .
Cn) If |θ1|+ . . .+ |θn| ≤ 2 ln(3/2) then Q¯0(Φθ1 ⊗ . . .⊗ Φθn) = 0 .
Assertion C2 is the main progress of this theorem in comparison with
Theorem 1 in [10]. It complements assertion B with n = 2. It is the proof of
assertion C2 that motivates the extension Lθ → Nθ.
Remark 1. Since assertion Cn is proved by using quite coarse estimates,
the other assertions of Theorem 1 make it reasonable to conjecture validity
of the following strengthened version:
C∗n) If |θ1|+ . . .+ |θn| < pi then Q¯0(Φθ1 ⊗ . . .⊗ Φθn) = 0.
The below proof of C2 shows difficulty of the direct proof of this conjecture.
1In contrast to this paper γ = exp [ i θ/2 ] is used in [10].
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Theorem 1 implies the following example of 3-partite superactivation of
1-shot quantum zero-error capacity.
Corollary 1. Let θ1, θ2, θ3 be positive numbers such that θ1+θ2+θ3 = pi.
Then
Q¯0(Φθ1 ⊗ Φθ2 ⊗ Φθ3) > 0 while Q¯0(Φθi ⊗ Φθj ) = 0 ∀ i 6= j.
2-D error-correcting code for the channel Φθ1 ⊗Φθ2 ⊗Φθ3 is spanned by the
vectors
|ϕ〉 = 1√
2
[ |111〉+ i |222〉 ] , |ψ〉 = 1√
2
[ |333〉+ i |444〉 ]. (11)
If conjecture C∗n in Remark 1 is valid for some n > 2 then the similar
assertion holds for n+1 channels Φθ1 , . . . ,Φθn+1. This would give an example
of (n+ 1)-partite superactivation of 1-shot quantum zero-error capacity.
For each θ one can choose (non-uniquely) a basis {Mθk}8k=1 of the subspace
Nθ consisting of positive operators such that
∑8
k=1M
θ
k = IHA (since the
subspace Nθ satisfies condition (7), see [9]). This basis can be considered
as a quantum observable Mθ. By using Proposition 1 in [9] and Lemma 1
Corollary 1 can be reformulated in terms of theory of quantum measurements.
Corollary 2. Let θ1, θ2, θ3 be positive numbers such that θ1+θ2+θ3 = pi.
Then all the observablesMθi and all the bipartite observablesMθi⊗Mθj have
no indistinguishable subspaces but the tripartite observableMθ1⊗Mθ2⊗Mθ3
has indistinguishable subspace spanned by the vectors (11).2
Note also that Theorem 1 implies the following example of superactivation
of 2-shot quantum zero-error capacity.
Corollary 3. Let θ1, θ2 be positive numbers such that θ1 + θ2 = pi/2.
Then
Q¯0
(
[Φθ1 ⊗ Φθ2 ]⊗2
)
> 0 while Q¯0
(
Φ⊗2θ1
)
= Q¯0
(
Φ⊗2θ2
)
= Q¯0 (Φθ1 ⊗ Φθ2) = 0.
The proof of Theorem 1. The equality Q¯0(Φθ) = 0 for θ 6= pi, the
inequality Q¯0(Φpi) ≤ 1 and assertion Cn follows from Theorem 1 in [10], since
the inclusion Lθ ⊂ Nθ implies Q¯0(Φθ1 ⊗ . . . ⊗ Φθn) ≤ Q¯0(Ψθ1 ⊗ . . . ⊗ Ψθn)
for any channels Ψθ1 ∈ L̂θ1 ,...,Ψθn ∈ L̂θn.
2We call a subspace H0 indistinguishable for an observable M if application of M to
all states supported by H0 leads to the same outcomes probability distribution.
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To prove that Q¯0(Φpi) ≥ 1 it suffices to show, by using Lemma 1, that
the vectors |ϕ〉 = [1, i, 0, 0]⊤ and |ψ〉 = [0, 0, 1, i]⊤ generate error-correcting
code for the channel Φpi.
B) Let M1 ∈ Nθ1, . . . ,Mn ∈ Nθn be arbitrary, X = M1 ⊗ . . . ⊗Mn and
ϕ, ψ be the vectors defined in (10). By Lemma 1 it suffices to show that
〈ψ|X|ϕ〉 = 0 and 〈ψ|X|ψ〉 = 〈ϕ|X|ϕ〉. (12)
Let ak, bk, ..., hk be elements of the matrix Mk. We have
2〈ψ|X|ϕ〉 = 〈3 . . . 3|X|1 . . .1〉+ i〈3 . . . 3|X|2 . . . 2〉 − i〈4 . . . 4|X|1 . . . 1〉
+〈4 . . . 4|X|2 . . .2〉 = g1 . . . gn(1 + γ1 . . . γn) + h1 . . . hn(i− i) = 0,
since γ1 . . . γn = −1 by the condition θ1 + . . .+ θn = pi(mod 2pi),
2〈ϕ|X|ϕ〉 = 〈1 . . . 1|X|1 . . . 1〉+ i〈1 . . . 1|X|2 . . .2〉 − i〈2 . . . 2|X|1 . . .1〉
+〈2 . . . 2|X|2 . . .2〉 = a1 . . . an + i (b1 . . . bn − c1 . . . cn) + d1 . . . dn
and
2〈ψ|X|ψ〉 = 〈3 . . . 3|X|3 . . . 3〉+ i〈3 . . . 3|X|4 . . .4〉 − i〈4 . . . 4|X|3 . . .3〉
+〈4 . . . 4|X|4 . . . 4〉 = a1 . . . an + i (b1 . . . bn − c1 . . . cn) + d1 . . . dn.
Thus the both equalities in (12) are valid.
C2) To prove this assertion we have to show that the subspace Nθ1 ⊗Nθ2
does not satisfy condition (8) if |θ1|+ |θ2| < pi. In the case θ1 = θ2 = 0 this
follows from assertion Cn. So, we may assume, by symmetry, that θ2 6= 0.
Throughout the proof we will use the isomorphism
Cn ⊗ Cm ∋ x⊗ y ↔ [x1y, . . . , xny]⊤ ∈ Cm ⊕ . . .⊕ Cm︸ ︷︷ ︸
n
and the corresponding isomorphism
Mn ⊗Mm ∋ A⊗ B ↔ [aijB] ∈Mnm. (13)
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Let U1, U2, V1, V2 be the unitary operators in C
2 determined (in the canon-
ical basis) by the matrices
U1 =
[
1 0
0 γ1
]
, V1 =
[
1 0
0 γ2
]
, U2 = V2 =
[
0 1
1 0
]
.
We will identify C4 with C2 ⊕ C2. So, arbitrary matrices M1 ∈ Nθ1 and
M2 ∈ Nθ2 can be represented as follows
M1 =
[
A1 e1U
∗
1 + f1U
∗
2
g1U1 + h1U2 A1
]
, M2 =
[
A2 e2V
∗
1 + f2V
∗
2
g2V1 + h2V2 A2
]
or, according to (13), as
M1 = I2 ⊗ A1 + |2〉〈1| ⊗ [g1U1 + h1U2] + |1〉〈2| ⊗ [e1U∗1 + f1U∗2 ]
and
M2 = I2 ⊗ A2 + |2〉〈1| ⊗ [g2V1 + h2V2] + |1〉〈2| ⊗ [e2V ∗1 + f2V ∗2 ],
where A1 and A2 are arbitrary matrices in M2.
Assume the existence of orthogonal unit vectors ϕ and ψ in C4⊗C4 such
that
〈ψ|M1 ⊗M2|ϕ〉 = 0 and 〈ψ|M1 ⊗M2|ψ〉 = 〈ϕ|M1 ⊗M2|ϕ〉 (14)
for all M1 ∈ Nθ1 and M2 ∈ Nθ2 .
By using the above representations of M1 and M2 we have
M1 ⊗M2 = [I2 ⊗ I2]⊗ [A1 ⊗A2] + [I2 ⊗ |2〉〈1|]⊗ [A1 ⊗ [g2V1 + h2V2]]+
[I2 ⊗ |1〉〈2|]⊗ [A1 ⊗ [e2V ∗1 + f2V ∗2 ]] + [|2〉〈1| ⊗ I2]⊗ [[g1U1 + h1U2]⊗A2] + ...
Since M2 ⊗M2 = M4, by choosing ei = fi = gi = hi = 0, i = 1, 2, we
obtain from (14) that
〈ψ|I4 ⊗ A|ϕ〉 = 0 and 〈ψ|I4 ⊗ A|ψ〉 = 〈ϕ|I4 ⊗A|ϕ〉 ∀A ∈M4.
According to (13) we have
I4 ⊗A =


A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A

, |ϕ〉 =


x1
x2
x3
x4

, |ψ〉 =


y1
y2
y3
y4

,
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where xi, yi are vectors in C
4. So, the above relations can be written as the
following ones
4∑
i=1
〈yi|A|xi〉 = 0 and
4∑
i=1
〈yi|A|yi〉 =
4∑
i=1
〈xi|A|xi〉 ∀A ∈M4
which are equivalent to the operator equalities
4∑
i=1
|yi〉〈xi| = 0. (15)
and
4∑
i=1
|yi〉〈yi| =
4∑
i=1
|xi〉〈xi| (16)
By choosing ei = fi = g1 = h1 = 0, i = 1, 2, A2 = 0, (g2, h2) = (1, 0) and
(g2, h2) = (0, 1) we obtain from (14) that
〈ψ|[I2 ⊗ |2〉〈1|]⊗ [A1 ⊗ Vk]|ϕ〉 = 0
and
〈ψ|[I2 ⊗ |2〉〈1|]⊗ [A1 ⊗ Vk]|ψ〉 = 〈ϕ|[I2 ⊗ |2〉〈1|]⊗ [A1 ⊗ Vk]|ϕ〉
for all A1 in M2 and k = 1, 2. According to (13) we have
[I2 ⊗ |2〉〈1|]⊗ [A1 ⊗ Vk] =


0 0 0 0
A1 ⊗ Vk 0 0 0
0 0 0 0
0 0 A1 ⊗ Vk 0


and hence the above equalities imply
〈y2|A⊗ Vk|x1〉+ 〈y4|A⊗ Vk|x3〉 = 0 ∀A ∈M2, k = 1, 2, (17)
and
〈y2|A⊗ Vk|y1〉+ 〈y4|A⊗ Vk|y3〉 =
〈x2|A⊗ Vk|x1〉+ 〈x4|A⊗ Vk|x3〉 ∀A ∈M2, k = 1, 2.
(18)
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Similarly, by choosing ei = fi = g2 = h2 = 0, i = 1, 2, A1 = 0, (g1, h1) =
(1, 0) and (g1, h1) = (0, 1) we obtain from (14) the equalities
〈y3|Uk ⊗A|x1〉+ 〈y4|Uk ⊗ A|x2〉 = 0, ∀A ∈M2, k = 1, 2, (19)
and
〈y3|Uk ⊗A|y1〉+ 〈y4|Uk ⊗A|y2〉 =
〈x3|Uk ⊗A|x1〉+ 〈x4|Uk ⊗ A|x2〉, ∀A ∈M2, k = 1, 2.
(20)
By the symmetry of condition (14) with respect to ϕ and ψ relations (17)
and (19) imply respectively
〈x2|A⊗ Vk|y1〉+ 〈x4|A⊗ Vk|y3〉 = 0 ∀A ∈M2, k = 1, 2, (21)
and
〈x3|Uk ⊗A|y1〉+ 〈x4|Uk ⊗ A|y2〉 = 0, ∀A ∈M2, k = 1, 2. (22)
Finally, by choosing A1 = A2 = 0 and appropriate values of ei, fi, gi, hi,
i = 1, 2, one can obtain from (14) the following equalities
〈y4|Uk ⊗ Vl |x1〉 = 〈x4|Uk ⊗ Vl |y1〉 = 0 k, l = 1, 2, (23)
〈y4|Uk ⊗ Vl |y1〉 = 〈x4|Uk ⊗ Vl |x1〉, k, l = 1, 2, (24)
〈y3|Uk ⊗ V ∗l |x2〉 = 〈x3|Uk ⊗ V ∗l |y2〉 = 0 k, l = 1, 2, (25)
〈y3|Uk ⊗ V ∗l |y2〉 = 〈x3|Uk ⊗ V ∗l |x2〉, k, l = 1, 2. (26)
We will prove below that the system (15)-(26) has no nontrivial solutions.
We will use the following lemmas.
Lemma 2. A) Equations (15) and (16) imply that all the vectors xi, yi,
i = 1, 4, lie in some 2-D subspace of C4.
B) If xi0 = yi0 = 0 for some i0 then equations (15) and (16) imply that
all the vectors xi, yi, i = 1, 4, are collinear.
Proof. A) Consider the 4× 4 - matrices
X = [〈xi|xj〉], Y = [〈yi|yj〉], Z = [〈xi|yj〉].
It is easy to see that (15) implies XY = 0 while (16) shows that X2 = ZZ∗
and Y 2 = Z∗Z. Hence rankX = rankY ≤ 2.
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Since (16) implies that the sets {xi}4i=1 and {yi}4i=1 have the same linear
hull, the above inequality shows that this linear hull has dimension ≤ 2.
B) This assertion is proved similarly, since the same argumentation with
3× 3 - matrices X, Y, Z implies rankX = rankY ≤ 1.
Lemma 3. A) The condition
〈z4|Uk ⊗ Vl|z1〉 = 0 k, l = 1, 2, (27)
holds if and only if the pair (z1, z4) has one of the following forms:
1) z1 =
[
µ1
s
]
⊗
[
a
b
]
, z4 =
[
µ¯1
−s
]
⊗
[
c
d
]
;
2) z1 =
[
a
b
]
⊗
[
µ2
s
]
, z4 =
[
c
d
]
⊗
[
µ¯2
−s
]
;
3) z1 = a
[
µ1
1
]
⊗
[
µ2
s
]
+ b
[
µ1
−1
]
⊗
[
µ2
−s
]
, z4 = c
[
µ¯1
1
]
⊗
[
µ¯2
−s
]
+ d
[
µ¯1
−1
]
⊗
[
µ¯2
s
]
;
4) z1 = h
[
µ1
s
]
⊗
[
µ2
t
]
, z4 =
[
µ¯1
−s
]
⊗
[
a
b
]
+
[
c
d
]
⊗
[
µ¯2
−t
]
;
5) z1 =
[
µ1
−s
]
⊗
[
a
b
]
+
[
c
d
]
⊗
[
µ2
−t
]
, z4 = h
[
µ¯1
s
]
⊗
[
µ¯2
t
]
;
where µk =
√
γk, k = 1, 2, and a, b, c, d, h ∈ C, s = ±1, t = ±1.
B) Validity of (23) and (24) for vectors xi, yi, i = 1, 4, implies
〈y4|Uk ⊗ Vl|y1〉 = 〈x4|Uk ⊗ Vl|x1〉 = 0.
Lemma 4. A) The condition
〈z3|Uk ⊗ V ∗l |z2〉 = 0 k, l = 1, 2, (28)
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holds if and only if the pair (z2, z3) has one of the following forms:
1) z2 =
[
µ1
s
]
⊗
[
a
b
]
, z3 =
[
µ¯1
−s
]
⊗
[
c
d
]
;
2) z2 =
[
a
b
]
⊗
[
µ¯2
s
]
, z3 =
[
c
d
]
⊗
[
µ2
−s
]
;
3) z2 = a
[
µ1
1
]
⊗
[
µ¯2
s
]
+ b
[
µ1
−1
]
⊗
[
µ¯2
−s
]
, z3 = c
[
µ¯1
−1
]
⊗
[
µ2
s
]
+ d
[
µ¯1
1
]
⊗
[
µ2
−s
]
;
4) z2 = h
[
µ1
s
]
⊗
[
µ¯2
t
]
, z3 =
[
µ¯1
−s
]
⊗
[
a
b
]
+
[
c
d
]
⊗
[
µ2
−t
]
;
5) z2 =
[
µ1
−s
]
⊗
[
a
b
]
+
[
c
d
]
⊗
[
µ¯2
−t
]
, z3 = h
[
µ¯1
s
]
⊗
[
µ2
t
]
;
where µk =
√
γk, k = 1, 2, and a, b, c, d, h ∈ C, s = ±1, t = ±1.
B) Validity of (25) and (26) for vectors xi, yi, i = 2, 3, implies
〈y3|Uk ⊗ V ∗l |y2〉 = 〈x3|Uk ⊗ V ∗l |x2〉 = 0.
Lemmas 3 and 4 are proved in the Appendix.
Lemma 5. Let |θ1|+ |θ2| < pi then
A) 〈x|U1|x〉 6= 0 and 〈x|V1|x〉 6= 0 for any nonzero x ∈ C2;
B) 〈y|U1 ⊗ V1|y〉 6= 0 and 〈y|U1 ⊗ V ∗1 |y〉 6= 0 for any nonzero y ∈ C2 ⊗ C2.
Proof. A) Let |x〉 = [x1, x2]⊤ 6= 0 then 〈x|U1|x〉 = |x1|2 + γ1|x2|2 6= 0 and
〈x|V1|x〉 = |x1|2 + γ2|x2|2 6= 0, since θ1, θ2 6= pi.
B) Since U1⊗V1 = diag{1, γ2, γ1, γ1γ2}, the equality 〈y|U1⊗V1|y〉 = 0 for
vector |y〉 = [y1, y2, y3, y4]⊤ means that |y1|2+ |y2|2γ2+ |y3|2γ1+ |y4|2γ1γ2 = 0.
By the condition |θ1| + |θ2| < pi the numbers 0, 1, γ2, γ1, γ1γ2 are extreme
points of a convex polygon in complex plane, so the last equality can be valid
only if yi = 0 for all i.
Similarly one can show that 〈y|U1 ⊗ V ∗1 |y〉 = 0 implies y = 0.
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Lemma 6. Let p and q be complex numbers such that |p|2 + |q|2 = 1.
If {|xi〉}4i=1 and {|yi〉}4i=1 satisfy the system (15)-(26) then {|pxi − qyi〉}4i=1
and {|q¯xi + p¯yi〉}4i=1 also satisfy the system (15)-(26).
Proof. It suffices to note that the condition
〈ϕ|A|ψ〉 = 〈ψ|A|ϕ〉 = 〈ψ|A|ψ〉 − 〈ϕ|A|ϕ〉 = 0
is invariant under the rotation |ϕ〉 7→ p|ϕ〉 − q|ψ〉, |ψ〉 7→ q¯|ϕ〉+ p¯|ψ〉.
Lemma 7. If |θ1|+ |θ2| < pi then the system (15)-(26) has no nontrivial
solution of the form |xi〉 = αi|z〉 and |yi〉 = βi|z〉, i = 1, 4.
Proof. Assume that |xi〉 = αi|z〉 and |yi〉 = βi|z〉, i = 1, 4, form a nontrivial
solution of the system (15)-(26). Then (15) implies that |α〉 = [α1, . . . , α4]⊤
and |β〉 = [β1, . . . , β4]⊤ are orthogonal nonzero vectors of the same norm. By
Lemma 5B it follows from (23) and (25) that
α1β4 = α4β1 = α2β3 = α3β2 = 0. (29)
If |αi| + |βi| > 0 for all i then we may consider by Lemma 6 that αi 6= 0 for
all i and hence (29) implies βi = 0 for all i, i.e. |β〉 = 0.
Assume that α1 = β1 = 0 and consider the following two cases.
1) If α4 = β4 = 0 then the condition 〈β|α〉 = 0 implies |αi| + |βi| > 0 for
i = 2, 3 and we may consider by Lemma 6 that αi 6= 0 for i = 2, 3. Hence
(29) implies βi = 0 for i = 2, 3 and hence |β〉 = 0.
2) If |α4| + |β4| > 0 then we may consider by Lemma 6 that α4 6= 0.
By Lemma 5B it follows from (21) with A = U1 and (22) with A = V1 that
α4β2 = α4β3 = 0, which implies β2 = β3 = 0. Hence the condition 〈β|α〉 = 0
can be valid only if |β〉 = 0.
By the similar way one can show that the assumption αi = βi = 0 for
i = 2, 3, 4 leads to a contradiction.
Assume now that the collections {xi}41 and {yi}41 form a nontrivial solution
of the system (15)-(26).
If xi ∦ yi for some i then (23)-(26) and Lemmas 3B, 4B imply
〈y5−i|Wi|xi〉 = 〈x5−i|Wi|yi〉 = 〈x5−i|Wi|xi〉 = 〈y5−i|Wi|yi〉 = 0,
where W1 = U1 ⊗ V1, W2 = U1 ⊗ V ∗1 , W3 = U∗1 ⊗ V1, W4 = U∗1 ⊗ V ∗1 . By
Lemma 2A we have x5−i, y5−i ∈ lin{xi, yi}, so the above equalities show that
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〈x5−i|Wi|x5−i〉 = 〈y5−i|Wi|y5−i〉 = 0. Lemma 5B implies x5−i = y5−i = 0,
which contradicts to the assumption xi ∦ yi by Lemma 2B.
Thus, xi ‖ yi for all i = 1, 4. By Lemma 7 we may assume in what
follows that
|xi〉 = αi|zi〉 and |yi〉 = βi|zi〉, where |zi〉 are non-collinear vectors3. (30)
Then Lemma 2B implies |αi|+ |βi| > 0, i = 1, 4, and equations (15), (16)
can be rewritten as follows
4∑
i=1
β¯iαi|zi〉〈zi| = 0, (31)
4∑
i=1
[|βi|2 − |αi|2] |zi〉〈zi| = 0. (32)
By Lemma 6 we may assume that β1 = 0 and hence α1 6= 0. There are
two cases:
1) If βiαi 6= 0 for all i > 1 then (31) and Lemma 8 in the Appendix
imply z2 ‖ z3 ‖ z4. Then it follows from (32) that
|α1|2|z1〉〈z1|+ [. . .]|z2〉〈z2| = 0
and hence z1 ‖ z2 ‖ z3 ‖ z4 contradicting to the assumption (30).
2) If there is k > 1 such that βkαk = 0 then (31) implies that either
βiαi 6= 0 and βjαj 6= 0 or βiαi = βjαj = 0, where i and j > i are comple-
mentary indexes to 1 and k.
If βiαi 6= 0 and βjαj 6= 0 then it follows from (31) that zi ‖ zj and (32)
implies
|α1|2|z1〉〈z1|+ p|zk〉〈zk|+ [. . .]|zi〉〈zi| = 0,
where p is a nonzero number (equal either to |αk|2 or to −|βk|2). Hence
z1 ‖ zk by Lemma 8 in the Appendix.
Thus z1 ‖ zk and zi ‖ zj . By Lemma 5B it follows from (23) and (25)
that k 6= 4 and (i, j) 6= (2, 3). So, we have only two possibilities:
a) k = 2, i = 3, j = 4. In this case z3 ‖ z4 and (21) with A = U1 implies
α¯4β3〈z4|U1 ⊗ V1|z3〉 = −α¯2β1〈z2|U1 ⊗ V1|z1〉 = 0 (since β1 = 0).
3In the sense that all the vectors |zi〉, i = 1, 4, are not collinear to each other, but
some two of them may be collinear.
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Hence Lemma 5 shows that α4β3 = 0 contradicting to the assumption.
b) k = 3, i = 2, j = 4. In this case z2 ‖ z4 and (22) with A = V1 implies
α¯4β2〈z4|U1 ⊗ V1|z2〉 = −α¯3β1〈z3|U1 ⊗ V1|z1〉 = 0 (since β1 = 0).
Hence Lemma 5B shows that α4β2 = 0 contradicting to the assumption.
So, we necessarily have βiαi = 0 for all i = 1, 4. Since the vectors
z1, . . . , z4 are not collinear by assumption (30), equality (32) and Lemma 2B
imply that there are two nonzero αi and two nonzero βi. Thus, we have (up
to permutation) the following cases
a) |ϕ〉,|ψ〉=


x1
x2
0
0

,


0
0
y3
y4

; b) |ϕ〉,|ψ〉=


x1
0
x3
0

,


0
y2
0
y4

; c) |ϕ〉,|ψ〉=


x1
0
0
x4

,


0
y2
y3
0

,
where x1 ∦ xk and yi ∦ yj (since otherwise (32) implies x1 ‖ xk ‖ yi ‖ yj).
Show first that case c) is not possible. It follows from (17) with A = U1
and (19) with A = V1 that
〈y2|U1 ⊗ V1|x1〉 = 〈y3|U1 ⊗ V1|x1〉 = 0.
Since y2 ∦ y3, Lemma 2A shows that x1 ∈ lin{y2, y3} and the above equalities
imply 〈x1|U1 ⊗ V1|x1〉 = 0. By Lemma 5B x1 = 0.
It is more difficult to show impossibility of cases a) and b). We will
consider these cases simultaneously by denoting z2 = x2, z3 = y3 in case a),
z2 = y2, z3 = x3 in case b) and z1 = x1, z4 = y4 in the both cases. The
system (15)-(26) implies the following equations:
|x1〉〈x1|+ |xi〉〈xi| = |yj〉〈yj|+ |y4〉〈y4| (33)
where (i, j) = (2, 3) in case a) and (i, j) = (3, 2) in case b),
〈z3|Uk ⊗ A|x1〉 = −σ∗〈y4|Uk ⊗A|z2〉 ∀A ∈M2, k = 1, 2, (34)
〈z2|A⊗ Vk|x1〉 = +σ∗〈y4|A⊗ Vk|z3〉 ∀A ∈M2, k = 1, 2, (35)
where σ∗ = 1 in case a) and σ∗ = −1 in case b),
〈y4|Uk ⊗ Vl|x1〉 = 0 k, l = 1, 2, (36)
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〈z3|Uk ⊗ V ∗l |z2〉 = 0 k, l = 1, 2. (37)
It follows from (36) and (37) that the pairs (x1, y4) and (z2, z3) must have
one of the forms 1-5 presented in part A of Lemmas 3 and 4 correspondingly.
Assume first that the both pairs (x1, y4) and (z2, z3) have forms 1-2. In
this case x1, z2, z3, y4 are tensor product vectors. By Lemma 9 in the Ap-
pendix (33) can be valid only in the following cases (1-4):
1) |zi〉 = |p〉 ⊗ |ai〉, i = 1, 4. It follows from (34) that
〈p|U1|p〉〈a3|A|a1〉 = −σ∗〈p|U1|p〉〈a4|A|a2〉 ∀A ∈M2.
Since 〈p|U1|p〉 6= 0 by Lemma 5A, we have a1 ‖ a2 and a3 ‖ a4 . In case a)
this and (33) implies x1 ‖ x2 ‖ y3 ‖ y4 contradicting to assumption (30). In
case b) it means x1 ‖ y2 and x3 ‖ y4 . The assumption x1 ∦ x3 and (33)
show that this can be valid only if |x1〉〈x1| = |y2〉〈y2| and |x3〉〈x3| = |y4〉〈y4|.
So, this case is reduced to case 4) considered below.
2) |zi〉 = |ai〉 ⊗ |p〉, i = 1, 4. Similarly to case 1) this case is reduced to
case 4) by using (35) instead of (34).
3) |x1〉〈x1| = |y4〉〈y4| and |z2〉〈z2| = |z3〉〈z3|. This is not possible due to
(36)-(37) and Lemma 5B.
4) |x1〉〈x1| = |yi〉〈yi| and |x5−i〉〈x5−i| = |y4〉〈y4|, where i = 3 in case a)
and i = 2 in case b).
If i = 3 then y3 = αx1, y4 = βx2, |α| = |β| = 1, and (34) with σ∗ = 1
implies
α¯〈x1|U1 ⊗ A|x1〉 = −β¯〈x2|U1 ⊗ A|x2〉 ∀A ∈M2. (38)
Since x1 and x2 are product vectors, it follows from (38) and Lemma 5A that
x1 = a⊗ p and x2 = b⊗ p
for some nonzero vectors a, b, p. Hence (36), (37) and Lemma 5A imply
〈b|Uk|a〉 = 〈b|U∗k |a〉 = 0, k = 1, 2.
If γ1 6= 1 (i.e. θ1 6= 0) then this can not be valid for nonzero vectors a and b.
If γ1 = 1 then (38) shows that α¯‖a‖2 = −β¯‖b‖2 while (35) with σ∗ = 1 and
Lemma 5A imply β¯α = 1, i.e. α = β.
Similarly, if i = 2 then by using Lemma 5A one can obtain from (35)
that
x1 ‖ y2 ‖ p⊗ a and x3 ‖ y4 ‖ p⊗ b
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for some nonzero vectors a, b, p . Hence (36), (37) and Lemma 5A imply
〈b|Vk|a〉 = 〈b|V ∗k |a〉 = 0, k = 1, 2,
which can not be valid for nonzero vectors a and b (since θ2 6= 0 ⇒ γ2 6= γ¯2).
Assume now that the pair (x1, y4) have form 3 in Lemma 3A, i.e.
x1 = a
[
µ1
1
]
⊗
[
µ2
s
]
+b
[
µ1
−1
]
⊗
[
µ2
−s
]
, y4 = c
[
µ¯1
1
]
⊗
[
µ¯2
−s
]
+d
[
µ¯1
−1
]
⊗
[
µ¯2
s
]
,
where s = ±1, and show incompatibility of the system (33)-(37) if the pair
(z2, z3) has forms 1,2,3 in Lemma 4A. We will do this by reducing to the case
of tensor product vectors x1, z2, z3, y4 considered before.
1) The pair (z2, z3) has form 1, i.e.
z2 =
[
µ1
t
]
⊗
[
p
q
]
, z3 =
[
µ¯1
−t
]
⊗
[
x
y
]
, t = ±1, |p|+ |q| 6= 0, |x|+ |y| 6= 0.
By substituting the expressions for x1, z2, z3, y4 into (34) and by noting that〈
µ¯1
s
∣∣∣∣Uk
∣∣∣∣ µ1−s
〉
= 0, s = ±1, k = 1, 2 (39)
we obtain
b
〈
µ¯1
−1
∣∣∣∣Uk
∣∣∣∣ µ1−1
〉〈
x
y
∣∣∣∣A
∣∣∣∣ µ2−s
〉
= −σ∗c¯
〈
µ¯1
1
∣∣∣∣Uk
∣∣∣∣ µ11
〉〈
µ¯2
−s
∣∣∣∣A
∣∣∣∣ pq
〉
if t = 1
and
a
〈
µ¯1
1
∣∣∣∣Uk
∣∣∣∣ µ11
〉〈
x
y
∣∣∣∣A
∣∣∣∣ µ2s
〉
= −σ∗d¯
〈
µ¯1
−1
∣∣∣∣Uk
∣∣∣∣ µ1−1
〉〈
µ¯2
s
∣∣∣∣A
∣∣∣∣ pq
〉
if t = −1.
Validity of this equality for all A ∈M2 implies
b λ−k
∣∣∣∣ µ2−s
〉〈
x
y
∣∣∣∣ = −σ∗c¯ λ+k
∣∣∣∣ pq
〉〈
µ¯2
−s
∣∣∣∣ if t = 1
and
a λ+k
∣∣∣∣ µ2s
〉〈
x
y
∣∣∣∣ = −σ∗d¯ λ−k
∣∣∣∣ pq
〉〈
µ¯2
s
∣∣∣∣ if t = −1,
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where λ±1 =
〈
µ¯1
±1
∣∣∣∣U1
∣∣∣∣ µ1±1
〉
= 2µ21 and λ
±
2 =
〈
µ¯1
±1
∣∣∣∣U2
∣∣∣∣µ1±1
〉
= ±2µ1.
Since λ+1 = λ
−
1 6= 0 and λ+2 = −λ−2 6= 0, validity of the above equalities
for k = 1, 2 implies b = c = 0 if t = 1 and a = d = 0 if t = −1. So,
x1, z2, z3, y4 are product vectors.
2) The pair (z2, z3) has form 2, i.e.
z2 =
[
p
q
]
⊗
[
µ¯2
t
]
, z3 =
[
x
y
]
⊗
[
µ2
−t
]
, t = ±1, |p|+ |q| 6= 0, |x|+ |y| 6= 0.
By substituting the expressions for x1, z2, z3, y4 into (35) and by noting that〈
µ¯2
t
∣∣∣∣Vk
∣∣∣∣ µ2−t
〉
= 0, t = ±1, k = 1, 2
we obtain
a
〈
p
q
∣∣∣∣A
∣∣∣∣ µ11
〉〈
µ¯2
t
∣∣∣∣Vk
∣∣∣∣ µ2t
〉
= σ∗c¯
〈
µ¯1
1
∣∣∣∣A
∣∣∣∣ xy
〉〈
µ¯2
−t
∣∣∣∣Vk
∣∣∣∣ µ2−t
〉
if t = s
and
b
〈
p
q
∣∣∣∣A
∣∣∣∣ µ1−1
〉〈
µ¯2
t
∣∣∣∣Vk
∣∣∣∣ µ2t
〉
= σ∗d¯
〈
µ¯1
−1
∣∣∣∣A
∣∣∣∣ xy
〉〈
µ¯2
−t
∣∣∣∣Vk
∣∣∣∣ µ2−t
〉
if t = −s.
Validity of this equality for all A ∈M2 implies
a νtk
∣∣∣∣ µ11
〉〈
p
q
∣∣∣∣ = σ∗c¯ ν−tk
∣∣∣∣ xy
〉〈
µ¯1
1
∣∣∣∣ if t = s
and
b νtk
∣∣∣∣ µ1−1
〉〈
p
q
∣∣∣∣ = σ∗d¯ ν−tk
∣∣∣∣ xy
〉〈
µ¯1
−1
∣∣∣∣ if t = −s,
where νt1 =
〈
µ¯2
t
∣∣∣∣V1
∣∣∣∣ µ2t
〉
= 2µ22 and ν
t
2 =
〈
µ¯2
t
∣∣∣∣V2
∣∣∣∣µ2t
〉
= 2tµ2. Since
νt1 = ν
−t
1 6= 0 and νt2 = −ν−t2 6= 0, validity of the above equalities for k = 1, 2
implies a = c = 0 if t = s and b = d = 0 if t = −s. So, x1, z2, z3, y4 are
product vectors.
3) The pair (z2, z3) has form 3, i.e.
z2 = p
[
µ1
1
]
⊗
[
µ¯2
t
]
+q
[
µ1
−1
]
⊗
[
µ¯2
−t
]
, z3 = x
[
µ¯1
−1
]
⊗
[
µ2
t
]
+y
[
µ¯1
1
]
⊗
[
µ2
−t
]
,
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where t = ±1. If we substitute the expressions for x1, z2, z3, y4 into (34)
(by using (39)) then the left and the right hand sides of this equality will be
equal respectively to
x¯b
〈
µ¯1
−1
∣∣∣∣Uk
∣∣∣∣ µ1−1
〉〈
µ2
t
∣∣∣∣A
∣∣∣∣ µ2−s
〉
+ y¯a
〈
µ¯1
1
∣∣∣∣Uk
∣∣∣∣ µ11
〉〈
µ2
−t
∣∣∣∣A
∣∣∣∣ µ2s
〉
and to
−σ∗c¯p
〈
µ¯1
1
∣∣∣∣Uk
∣∣∣∣ µ11
〉〈
µ¯2
−s
∣∣∣∣A
∣∣∣∣ µ¯2t
〉
− σ∗d¯q
〈
µ¯1
−1
∣∣∣∣Uk
∣∣∣∣ µ1−1
〉〈
µ¯2
s
∣∣∣∣A
∣∣∣∣ µ¯2−t
〉
.
So, validity of the equality for all A ∈M2 implies[
y¯a
∣∣∣∣ µ2s
〉〈
µ2
−t
∣∣∣∣+ σ∗c¯p
∣∣∣∣ µ¯2t
〉〈
µ¯2
−s
∣∣∣∣
]
= ςk
[
σ∗d¯q
∣∣∣∣ µ¯2−t
〉〈
µ¯2
s
∣∣∣∣+ x¯b
∣∣∣∣ µ2−s
〉〈
µ2
t
∣∣∣∣
]
where ςk
.
= −λ−k /λ+k = (−1)k. This equality can be valid for k = 1, 2 only if
the operators in the squared brackets are equal to zero. Since µ2 6= ±µ¯2 by
the assumption θ2 6= 0, pi, it follows that ya = cp = dq = xb = 0. It is easy
to see that this implies that x1, z2, z3, y4 are product vectors.
The similar argumentation shows incompatibility of the system (33)-(37)
(by reducing to the case of tensor product vectors) if the pair (z2, z3) has
form 3 and the pair (x1, y4) has form 1 or 2.
Assume finally that the pair (x1, y4) has form 4 , i.e.
x1 = h
[
µ1
s
]
⊗
[
µ2
t
]
, y4 =
[
µ¯1
−s
]
⊗
[
a
b
]
+
[
c
d
]
⊗
[
µ¯2
−t
]
, s, t = ±1,
and the pair (z2, z3) is arbitrary. We will show that (33)-(35) imply that y4
is a product vector. So, in fact the pair (x1, y4) has form 1 or 2.
Assume that y4 is not a product vector and denote the vectors [µ1, s]
⊤
and [µ2, t]
⊤ by |s〉 and |t〉. In this notations |x1〉 = h|s⊗ t〉.
In case a) it follows from (34) and Lemma 10 in the Appendix that
|x2〉 = |p ⊗ t〉 for some vector |p〉. Hence the left hand side of (33) has
the form
|h|2|s〉〈s| ⊗ |t〉〈t|+ |p〉〈p| ⊗ |t〉〈t| = [|h|2|s〉〈s|+ |p〉〈p|]⊗ |t〉〈t|
and (33) implies |y4〉〈y4| ≤ [|h|2|s〉〈s|+ |p〉〈p|] ⊗ |t〉〈t|. This operator in-
equality can be valid only if y4 is a product vector.
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In case b) it follows from (35) and Lemma 10 in the Appendix that
|x3〉 = |s ⊗ q〉 for some vector |q〉. Hence the left hand side of (33) has the
form
|h|2|s〉〈s| ⊗ |t〉〈t|+ |s〉〈s| ⊗ |q〉〈q| = |s〉〈s| ⊗ [|h|2|t〉〈t|+ |q〉〈q|]
and similarly to the case a) we conclude that y4 is a product vector.
By using the same argumentation exploiting (33)-(35) and Lemma 10 one
can show that neither (x1, y4) nor (z2, z3) can be a pair of form 4 or 5 (not
coinciding with form 1 or 2).
Thus, we have shown that the system (15)-(26) has no nontrivial solu-
tions. This completes the proof of assertion C2. 
Appendix
3.1 Proofs of Lemmas 3 and 4
Proof of Lemma 3. A) Let 〈z4| = [a, b, c, d] and
W =


a γ2b γ1c γ1γ2d
b a γ1d γ1c
c γ2d a γ2b
d c b a

 , S =


µ1µ2 µ1µ2 µ1µ2 µ1µ2
µ1 −µ1 µ1 −µ1
µ2 µ2 −µ2 −µ2
+1 −1 −1 +1

 ,
where µk =
√
γk, k = 1, 2. By identifying A⊗B with the matrix ‖aijB‖ the
equalities 〈z4|Uk ⊗ Vl|z1〉 = 0, k, l = 1, 2 can be rewritten as the system of
linear equations
W |z1〉 = 0 (40)
and it is easy to see that S−1WS = diag{p1, p2, p3, p4}, where
p1 = a+ µ2b+ µ1c+ µ1µ2d, p2 = a− µ2b+ µ1c− µ1µ2d,
p3 = a+ µ2b− µ1c− µ1µ2d, p4 = a− µ2b− µ1c+ µ1µ2d. (41)
So, system (40) can be rewritten as the system pkuk = 0, k = 1, 4, where
[u1, u2, u3, u4]
⊤ = S−1|z1〉. Hence this system has nontrivial solutions if and
only if p1p2p3p4 = 0 and
{pk = 0} ⇔ {W |qk〉 = 0},
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where |qk〉 is the k-th column of the matrix S.
Thus, by choosing some of p1, . . . , p4 equal to zero we obtain all pairs
(z1, z4) such that 〈z4|Uk ⊗ Vl|z1〉 = 0, k, l = 1, 2 . We have
a) C24 = 6 possibilities to take pk = pl = 0 and pi 6= 0, i 6= k, l;
b) C14 = 4 possibilities to take pk = 0 and pi 6= 0, i 6= k;
c) C34 = 4 possibilities to take pk = pl = pj = 0 and pi 6= 0, i 6= k, l, j.
(the case p1 = p2 = p3 = p4 = 0 means that a = b = c = d = 0 , so it gives
only trivial solution).
By identifying the vectors x⊗ y and [x1y, x2y]⊤ it is easy to see that
|q1〉=
[
µ1
1
]
⊗
[
µ2
1
]
, |q2〉=
[
µ1
1
]
⊗
[
µ2
−1
]
, |q3〉=
[
µ1
−1
]
⊗
[
µ2
1
]
, |q4〉=
[
µ1
−1
]
⊗
[
µ2
−1
]
and that
p1 = 0 ⇔ |z4〉 =
[
c1
c2
]
⊗
[
µ¯2
−1
]
+
[
µ¯1
−1
]
⊗
[
c3
c4
]
, c1, . . . c4 ∈ C,
p2 = 0 ⇔ |z4〉 =
[
c1
c2
]
⊗
[
µ¯2
1
]
+
[
µ¯1
−1
]
⊗
[
c3
c4
]
, c1, . . . c4 ∈ C,
p3 = 0 ⇔ |z4〉 =
[
c1
c2
]
⊗
[
µ¯2
−1
]
+
[
µ¯1
1
]
⊗
[
c3
c4
]
, c1, . . . c4 ∈ C,
p4 = 0 ⇔ |z4〉 =
[
c1
c2
]
⊗
[
µ¯2
1
]
+
[
µ¯1
1
]
⊗
[
c3
c4
]
, c1, . . . c4 ∈ C,
Hence the above six possibilities in a) correspond to cases 1)-3) in Lemma 3A
(for example, the choice p1 = p2 = 0, p3, p4 6= 0 corresponds to case 1) with
s = 1), while the four possibilities in b) and in c) correspond respectively to
cases 4) and 5).
B) Denote by Wx and Wy the above matrix W determined respectively
via z4 = x4 and z4 = y4. Then the equalities in (23) and (24) can be rewritten
as the system
Wx|y1〉 =Wy|x1〉 = 0, Wx|x1〉 =Wy|y1〉 = |c〉, |c〉 ∈ C4. (42)
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Since S−1WxS = diag{px1, px2 , px3, px4} and S−1WyS = diag{py1, py2, py3, py4},
where px1 , p
x
2, p
x
3 , p
x
4 and p
y
1, p
y
2, p
y
3, p
y
4 are defined in (41) with z4 = x4 and
z4 = y4 correspondingly, system (42) is equivalent to the following one
pxkvk = p
y
kuk = 0, p
x
kuk = p
y
kvk = c˜k, k = 1, 4, (43)
where [u1, u2, u3, u4]
⊤= S−1|x1〉, [v1, v2, v3, v4]⊤= S−1|y1〉 and [c˜1, c˜2, c˜3, c˜4]⊤=
S−1|c〉. It follows that c˜k = 0 for all k. Indeed, if pyk 6= 0 for some k then the
first equality in (43) implies uk = 0 and the second equality in (43) shows
that c˜k = 0. Hence |c〉 = S|c˜〉 = 0. 
Lemma 4 follows from Lemma 3 with γ2 replaced by γ¯2.
3.2 Auxiliary lemmas
Lemma 8. If |a〉〈x|+ |b〉〈y|+ |c〉〈z| = 0 then either a‖b‖c or x‖y ‖z.
Proof. We may assume that all the vectors are nonzero (since otherwise the
assertion is trivial).
Let p ⊥ x. Then 〈y|p〉|b〉 + 〈z|p〉|c〉 = 0 and hence either b ‖ c or
〈y|p〉 = 〈z|p〉 = 0.
If b ‖ c then we have |a〉〈x| = −|b〉〈y + λz|, λ ∈ C, and hence a ‖ b ‖ c.
If 〈y|p〉 = 〈z|p〉 = 0 then x ‖ y ‖ z, since the vector p is arbitrary.
Lemma 9. The equality
X1 ⊗ Y1 +X2 ⊗ Y2 = X3 ⊗ Y3 +X4 ⊗ Y4, (44)
where Xi = |xi〉〈xi|, Yi = |yi〉〈yi|, i = 1, 4, can be valid only in the following
cases:
1) xi ‖ xj for all i, j and Y1‖x1‖2 + Y2‖x2‖2 = Y3‖x3‖2 + Y4‖x4‖2;
2) yi ‖ yj for all i, j and X1‖y1‖2 +X2‖y2‖2 = X3‖y3‖2 +X4‖y4‖2;
3) X1 ⊗ Y1 = X4 ⊗ Y4 and X2 ⊗ Y2 = X3 ⊗ Y3;
4) X1 ⊗ Y1 = X3 ⊗ Y3 and X2 ⊗ Y2 = X4 ⊗ Y4.
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Proof. We may assume that all the vectors xi, yi are nonzero (since otherwise
the assertion is trivial).
Let p ⊥ x1. By multiplying the both sides of (44) by |p〉〈p|⊗ I we obtain
|〈x2|p〉|2Y2 = |〈x3|p〉|2Y3 + |〈x4|p〉|2Y4. (45)
If x2 ‖ x1 then 〈x3|p〉 = 〈x4|p〉 = 0 and hence x1 ‖ x2 ‖ x3 ‖ x4, since the
vector p is arbitrary. So, case 1) holds.
If x2 ∦ x1 then one can choose p such that 〈x2|p〉 6= 0. So, (45) implies
that either x3 ∦ x1 or x4 ∦ x1 . Thus, we have the following possibilities:
a) If xi ∦ x1 for i = 2, 3, 4 then one can choose p such that 〈xi|p〉 6= 0,
i = 2, 3, 4, and (45) implies y2 ‖ y3 ‖ y4. Hence (44) leads to X1 ⊗ Y1 =
[. . .]⊗ Y2, which gives y1 ‖ y2. So, we have y1 ‖ y2 ‖ y3 ‖ y4, i.e. case 2).
b) If xi ∦ x1 for i = 2, 3 but x4 ‖ x1 then one can choose p such that
〈xi|p〉 6= 0, i = 2, 3 and (45) implies y2 ‖ y3. So, we have x4 = αx1 and
y3 = βy2, α, β ∈ C. It follows from (44) that
X1 ⊗ [Y1 − |α|2Y4] = [X3|β|2 −X2]⊗ Y2
and hence Y1 − |α|2Y4 = λY2, λ ∈ C. If λ 6= 0 then Lemma 8 implies
y1 ‖ y2 ‖ y3 ‖ y4, i.e. case 2) holds. If λ = 0 then y1 ‖ y4 and x2 ‖ x3. Thus
we have
X4 ⊗ Y4 = γX1 ⊗ Y1, X3 ⊗ Y3 = δX2 ⊗ Y2, γ, δ ∈ C
and (44) implies (1 − γ)X1 ⊗ Y1 = (δ − 1)X2 ⊗ Y2. Since x1 ∦ x2, we have
γ = δ = 1, i.e. case 3) holds.
c) If xi ∦ x1 for i = 2, 4 but x3 ‖ x1 then the similar arguments (with
the permutation 3↔ 4) shows that case 4) holds.
Lemma 10. Let U1 = diag{1, γ} and x, y be nonzero vectors in C2. If
〈a|U1⊗A| x⊗ y〉 = 〈c|U1⊗A|d〉 for all A ∈M2 then either |d〉 = |z〉 ⊗ |y〉
or |c〉 = |p〉 ⊗ |q〉 for some vectors p, q, z in C2.
Proof. By using the isomorphism C2 ⊗ C2 ∋ u⊗ v ↔ [u1v, u2v]⊤ ∈ C2 ⊕ C2
the condition of the lemma can be rewritten as follows〈
a1
a2
∣∣∣∣ A 00 γA
∣∣∣∣ x1yx2y
〉
=
〈
c1
c2
∣∣∣∣ A 00 γA
∣∣∣∣ d1d2
〉
, ∀A ∈M2,
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where a1, a2 are components of the vector a, etc. So, we have
x1〈a1|A|y〉+ x2γ〈a2|A|y〉 = 〈c1|A|d1〉+ γ〈c2|A|d2〉 ∀A ∈M2,
which is equivalent to the equality |y〉〈x¯1a1+x¯2γ¯a2| = |d1〉〈c1|+γ|d2〉〈c2|. By
Lemma 8 it follows that either d1 ‖ d2 ‖ y, which means that |d〉 = |z〉 ⊗ |y〉,
or c1 ‖ c2, which means that |c〉 = |p〉 ⊗ |q〉.
I am grateful to A.S.Holevo and to the participants of his seminar ”Quan-
tum probability, statistic, information” (the Steklov Mathematical Institute)
for useful discussion.
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