Symbolic dynamics plays a central role in the description of the evolution of nonlinear systems. However, there are few reliable methods for determining the symbolic dynamics of chaotic experimental time series. One of the major di culties is that the experimental data contains both the chaotic dynamics of the underlying deterministic system and the random uctuations produced by stochastic perturbations associated with the experimental process. Using data obtained from a magnetoelastic ribbon experiment we show how a new approach based on topological techniques can be used to obtain a description of the dynamics in terms of subshift dynamics on a nite set of symbols. These topological methods have been developed in a way that allows for the inclusion of experimental error and the existence of bounded noise.
Introduction
There has been considerable e ort within the scienti c community to develop methods to determine whether a given dynamical system is chaotic (see 1] and references therein). On the mathematical side three issues make rigorous analysis of chaotic dynamics di cult. The rst is that one is dealing with global nonlinearities making it di cult to obtain the necessary analytic estimates. The second is that the individual solutions are inherently sensitive to the initial conditions. Finally, the objects of interest, namely invariant sets, can undergo dramatic changes in their structure due to local and global bifurcations. The problem is dramatically more complicated in the setting of experimental systems because of the introduction of noise, parameter drift, and experimental error.
In a recent paper 8] we introduced new topological techniques for the analysis of time series which, at least, on the theoretical level can be used to overcome these di culties. As will be shown in this paper, these techniques can be successfully applied in the context of an actual physical system, a magnetoelastic ribbon subject to a periodically oscillating magnetic eld. The actual implementation will be described below. For the moment we remark that our ideas are extensions of the numerical methods developed in 5, 6, 7] along with a reinterpretation of what is an appropriate embedding theorem 9, 3, 2] to justify the use of time delay reconstructions.
At the basis of our approach are three assumptions. The rst is that the dynamics of the physical system can be represented by a continuous map f : X ! X where X represents the phase space and the experimentally relevant range of parameter space. The second is that we are trying to describe the dynamics of an attractor for f in X. The third involves the relationship between the physical phase space and the values observed by the experimentalist. In particular, we allow the experimental observation to be represented as a multivalued map : X ! x ; x ] R where j x ? x j may be thought of as an upper bound for the experimental error. However, we also assume that there is a continuous map : X ! R such that (x) 2 (x) for all x 2 X.
One may view as representing the \true" measurement of the system. We hasten to point out that we are only assuming the existence of such a , but never assume that it is known. We should also point out that if it is impossible to choose and as above, then for some points in the physical phase space arbitrarily small changes in the physical system must lead to arbitrarily large changes in measurements.
To describe the output of our method it is necessary to recall that a transition matrix A on k symbols is a k k matrix whose entries a ij take values of 0 or 1. Given A one can de ne a subset of the set of bi-in nite sequences on k symbols, A := fs = (s n ) 1 n=?1 j s n 2 f1; 2; : : : ; kg and a sn;s n+1 = 1g: Let : A ! A denote the shift dynamics (s) n = s n+1 :
If we choose the dimension of the reconstruction space to be d, then applying our method results in a nite collection of regions N i , i = 1; : : : ; k in R d and an k k transition matrix A for which the following conclusion can be justi ed 8]. Given any sequence f n g and any element s 2 A there exists an initial condition x 2 X such that (f n (x; n )) (f n+1 (x; n+1 )) (f n+d (x; n+d )) \ N sn 6 = ;:
In other words, given any sequence of perturbations in the parameter settings, there exists an intial condition such that, up to experimental error, the reconstructed dynamics describes the observed physical dynamics.
Experimental Setup
The magnetoelastic ribbon is a thin strip of material with the property that its Young's modulus varies with the strength of an applied magnetic eld. A region of uniform magnetic eld was created by the use of three Helmholtz coils. The ribbon was placed in the uniform magnetic eld, and clamped from the bottom. The ribbon and Helmholtz coils were encased in a Plexiglass box. The box was placed upon a vibration isolation table, and the entire apparatus was in a temperature-controlled, sealed room. Thus environmental e ects were minimized. Nevertheless, the system was extremely sensitive, and thus a signi cant amount of error needed to be taken into account when doing the calculations. An oscillating magnetic eld was applied vertically. When the magnetic eld strength is within a certain range, the ribbon will buckle under its own weight. Under these conditions, the ribbon will oscillate back and forth as its sti ness changes. Depending upon the strength of the applied uniform eld, and the strength and frequency of the applied oscillating eld, as well as the physical characteristics of the ribbon, the motion of the ribbon may exhibit a wide variety of di erent behaviors. Due to the nonlinear relationship between Young's modulus and the strength of the applied eld, the motion of the ribbon may be chaotic. The position of the ribbon once per driving period was investigated.
The data set consisted of 100,000 consecutive data points fv n j n = 1; : : : 100; 000g taken from voltage readings on the photonic sensor, sampled at the drive frequence of 1.2 Hz. The voltage readings were measured up to 10 ?3 volts.
Implementation of Our Method
In an attempt to provide a concise and coherent description of our method we will present it in the context of our analysis of the above mentioned ribbon data. For an abstract mathematical description of the method the reader is referred to 8]. We selected 30,000 data points fv n j n = 30; 000; : : : ; 60; 000g from our data set. We chose a reconstruction dimension of 2 producing the reconstruction plot of U := fu n = (v n ; v n+1 )g R 2 indicated in Figure 1 .
In order to produce nontrivial topology for our reconstructed system we divided R 2 into a grid of squares with each side of length 0.0106 volts. Let G The next step is to de ne a dynamical system on Y . This dynamical system is supposed to capture the observable dynamics of the experimental system. Since we know that the physical system is subject to noise and experimental error the derived dynamical system must be very coarse. With this in mind we shall not try to describe the dynamics on any scale smaller than that of the squares in G and our dynamical system will take the form of a multivalued map F which takes squares to sets of squares.
To be more precise, let G 2 G and let fu i j i = 1; 2; : : : ; Ig U be the set of points which lie in G. From the time series we know that
Then up to rst approximation we will require that G 0 i 2 F(G). Unfortunately, this de nition is not su cient. One reason is that there may be very few samples in the grid square G, so that G 0 1 , G 0 2 , . . . , G 0 I are isolated squares far apart from each other. We would like F(G) to be a connected set and to capture all possible images of points of G, not just ones for which we have samples from the time series. Therefore, we include all grid squares contained in the smallest rectangle enclosing G 0 1 , G 0 2 , . . . , G 0 I in F(G). However, sometimes this is still not enough. This is because the images of four squares meeting at one point may not intersect which prevents the map F from having a continuous selector. We deal with this problem in the following way. For each grid point we look at images of four grid squares which meet at that point. If they do not intersect, we increase each image by the set of all squares which intersect the set representing it. We iterate this process until there are no empty intersections. Finally, since we want F act on G, we intersect each image of a grid square with G.
By means of this procedure we have constructed a multivalued map F which we believe provides outer limits on the observable dynamics of the experimental system. Trajectories in this dynamical system consist of sequences of squares of the form fG i 2 G j G i+1 2 F(G i )g. We must now face the issue of what dynamics is represented by F. To do this we must make several slight theoretical digressions. Entirely ignoring the question of the magnetoelastic ribbon for the moment, let g : R n ! R n be an arbitrary continuous map. Recall that S R n is an invariant set of g if for every x 2 S there exists a bi-in nite sequence fx i g 1 i=?1 S such that x = x 0 and x i+1 = g(x i ). While invariant sets are the object of interest in dynamical systems, they can be extremely di cult to study directly since they may change their properties dramatically through various local or global bifurcations. For this reason we shall make use of the following notion. A closed bounded set N R n is an isolating neighborhood if the maximal invariant set in N does not intersect the boundary of N. It is easily shown that if N is an isolating neighborhood for the dynamical system generated by g, then it is an isolating neighborhood for su ciently small perturbations of g.
Returning to the magnetoelastic ribbon we now look for isolating neighborhoods in Y under the multivalued dynamical system F. We begin by choosing C 0 G. There are a variety of criteria that can be used in choosing C 0 , the important point is that it must be a strict subset of G. We now begin the following procedure. De ne
where F ?1 (C 0 ) := fG 2 G j F(G) \ C 0 6 = ;g. Now delete a component of C 1 which touches the boundary of C 0 relative to Y . This two step procedure is repeated until C n+1 = C n . The resulting set C n is an isolating neighborhood for F (see Figure 3) . Observe that C n consists of 4 disjoint sets labelled N i , i = 1; : : : 4 .
Returning yet again to the theoretical level we need to resolve the following issue. We can compute isolating neighborhoods, but it is the structure of the corresponding isolating invariant set that we are interested in. To pass from isolating neighborhoods to the structure of the invariant set we will use the Conley index 4]. We only need the following small portion of the theory for our purposes. Given an isolating neighborhood N of g, a pair of closed bounded sets (K; L) with L K N is an index pair if the following conditions are satis ed:
1. x 2 K and g(x) 2 N, then g(x) 2 K; 2. x 2 L and g(x) 2 N, then g(x) 2 L; 3. x 2 K and g(x) 6 2 N, then x 2 L; 4. the maximal invariant set in N is a subset of the interior of K n L. Returning to the multivalued dynamics of F, we produce an index pair as follows. Let L consist of the elements of F(C n ) which touch the boundary of C n relative to Y . Let K = C n L. Then, (K; L) is an index pair for F. At this point we can describe the essential di erence between this devel-opment and that based on the embedding theorems mentioned earlier. The embedding theorems assume that the points U R 2 actually represent elements of trajectories of a xed smooth map on a subset of R 2 and that the dynamics of this map can now be embedded into the dynamics of the physical system. We make no such assumption. Instead we use the existence of the continuous map : X ! R to lift the algebraic topological quantities associated with A to X. This allows one to conclude 8] that A represents a transition matrix for a symbolic coding of the dynamics in the physical phase space.
At the risk of being redundant this implies that given any small random environmental e ects on the experiment and any sequence b 2 A , there exists an initial condition for the physical system such that using our observational method the trajectory will, up to experimental error, pass through 
Conclusions
Our method provides an explicit description in terms of symbolic dynamics of the chaotic behavior of the magnetoelastic ribbon. This is a much ner description of the dynamics that is usually presented from experimental data.
For example, given A it is easy to conclude that the topological entropy for the ribbon must be greater than ln 1:4656. Two other methods that are commonly used to analyze chaotic data involve the approximation of Lyapunov exponents or the determination of a fractal dimension. Both the determination of the Conley index and of Lyapunov spectra require some similar assumptions:
1. the data provided is a reasonable approximation to what one would obtain if measurements could be performed for an in nite amount of time;
2. the phase space reconstruction has given a good approximation to the underlying dynamics; 3. the underlying system is assumed to be governed by a deterministic set of equations. For the computation of Lyapunov spectra one must assume that the reconstruction has been done in a su ciently high dimensional space. In our setting this is no longer an assumption. In particular, whenever one computes nontrivial algebraic topological quantities the resulting conclusions about the dynamics are correct. Of course, if one chooses a dimension that is too low, then the resulting multivalued map will either not contain any nontrivial isolating neighborhoods or the corresponding algebra will be trivial. It is easy to construct examples where the embedding fails but the algebra is still nontrivial.
An even more fundamental di erence is that the Lyapunov exponent is a global quantity that is highly dependent on noise and very sensitive to perturbations. What's more a lot of questions about Lyapunov exponents are unanswered. How much noise and parameter drift can there be before any estimate of the exponents becomes meaningless? The Lyapunov exponent is limited in what it can tell us about the dynamics. In its traditional form, it is a global quantity that tells nothing about what sort of changes occur in the local dynamics. Also it does not provide us with signi cant information for use in a symbolic dynamics. This sort of description which we provide may be useful in applications such as control theory.
On a more concrete level we performed Lyapunov exponent calculations and embedding dimension calculations on this data set. The dominant Lyapunov exponent seemed to be roughly 0.48. However, under reasonable parameter regimes, the computed Lyapunov exponent ranged between 0.45 and 0.99. This indicates that computation of the Lyapunov exponent is extremely parameter dependent.
The same problems exist with a determination of fractal dimension. The dimension tells us little about the underlying dynamics. In addition, a reasonable estimate of dimension is very di cult to compute from experimental data. In theory, because it is a limit that is reached only with in nite data, the fractal dimension is not a computable object.
Measurement of the embedding dimension also yielded somewhat questionable results. This algorithm identi es the percentage of false nearest neighbors for a given embedding dimension. Although we found that an embedding dimension of three should be su cient, the minimum embedding dimension di ered greatly depending on our criteria for identi cation of a false nearest neighbor. In some analyses, it seemed an embedding dimension of 5 was necessary to decrease the percentage of false nearest neighbors to less than 5%. As noted before, the symbolic dynamics approach implemented here does not have these problems.
Finally, our approach appears to provide robust repeatable conclusions. As was mentioned earlier we collected 100,000 data point during the experiment. We repeated the above mentioned proceedure using the points fv n j n = 70; 000; : : :100; 000g. As one can see from Figure 4 there are observable di erences in this collection of data points. After applying our procedure we obtain the index pairs indicated in Figure 5 which are also slightly di erent. However, on the level of the algebra and hence the symbolic dynamics we obtained the same transition matrix A = In conclusion, we have proposed a theoretically justi ed and experimentally validated method which takes time series data as an input and produces the output of a transition matrix and its associated regions in reconstruction space which may be used to rigorously verify chaos, analyze and identify invariant sets, and determine properties of the global dynamics above the noise level. The power in this method is that the noise has been taken into account before any analysis is done. All analysis is on a scale where the results of the analysis are robust with respect to noise. Where commonly used, quantitative measures of chaos (such as Lyapunov exponent estimates) may fail because of sensitivity in the analysis. In contrast veri cation of chaos from analysis of the transition matrix is robust.
