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Abstract—Analyzing spatio-temporal data like video is a
challenging task that requires processing visual and tempo-
ral information effectively. Convolutional Neural Networks
have shown promise as baseline fixed feature extractors
through transfer learning, a technique that helps minimize
the training cost on visual information. Temporal infor-
mation is often handled using hand-crafted features or
Recurrent Neural Networks, but this can be overly specific
or prohibitively complex. Building a fully trainable system
that can efficiently analyze spatio-temporal data without
hand-crafted features or complex training is an open
challenge. We present a new neural network architecture
to address this challenge, the Convolutional Drift Network
(CDN). Our CDN architecture combines the visual feature
extraction power of deep Convolutional Neural Networks
with the intrinsically efficient temporal processing provided
by Reservoir Computing. In this introductory paper on
the CDN, we provide a very simple baseline implemen-
tation tested on two egocentric (first-person) video activity
datasets. We achieve video-level activity classification results
on-par with state-of-the art methods. Notably, performance
on this complex spatio-temporal task was produced by only
training a single feed-forward layer in the CDN.
Index Terms—Deep Learning, Reservoir Computing,
Video Activity Classification
I. INTRODUCTION
Deep neural networks have significantly advanced the
state-of-the-art in computer vision [1], natural language
processing [2], speech recognition [3], and robotics [4].
These networks are very effective at extracting high-
level, complex abstractions of input data through a hi-
erarchical learning process. Deep Convolutional Neural
Networks (CNNs) achieve superior performance in visual
object recognition tasks, and they have largely replaced
hand-crafted features as the standard approach in this
area. While deep learning is advantageous for large
amounts of spatial data, it also has limitations. Using
these networks for temporal data (e.g. video analysis)
introduces several new challenges, typically addressed
using Recurrent Neural Networks (RNNs). Modern RNN
models like Long Short-Term Memory (LSTM) are an
effective way to handle temporal data, but they also tend
to be difficult and expensive to train. In video analysis,
LSTMs are often paired with CNNs, but this is likely to
increase network and training complexity for most tasks.
A simpler method for analyzing spatio-temporal data is
desirable, and video analysis tasks are complex enough
to reasonably test new methods.
Video is now a ubiquitous source of spatio-temporal
data, and interest in video analysis has risen due to the
increasing presence of video data on the internet. Despite
the rise of video data availability, video analysis remains
a relatively under-examined area compared to image
analysis. Many approaches still focus on hand-crafted
features akin to those historically used in computer
vision. Works applying deep learning to this domain with
CNNs and hierarchical layers of LSTMs have shown
results [5], but combining a CNN with hierarchical layers
of LSTMs necessitates training a very large number of
parameters, tuning many different hyper-parameters, and
performing backpropagation through time. These require-
ments can be prohibitive, especially in real-world appli-
cations with size, weight, area, and power constraints
(e.g. robotics, remote sensing, autonomous vehicles).
Visual information in video can be processed on a
per-frame basis using CNNs, but training a randomly
initialized deep network capable of operating on high
resolution image data requires large amounts of labeled
data. Without sufficient training data, these networks are
prone to overfitting. Unfortunately, many datasets do not
contain enough labeled training samples for networks to
converge effectively. In computer vision, this problem
has been partially resolved using transfer learning to
improve performance and decrease training time. This
is usually achieved by initializing a new network with
layers and trained weights drawn from a publicly avail-
able high-performance CNN model. In most cases, these
source networks were built to achieve state-of-the-art re-
sults for ImageNet, a dataset that contains 1000 different
object categories over approximately one million labeled
images. When trained on this kind of large natural image
dataset, early convolutional layers in a CNN produce
features with a surprising level of generality (i.e., features
remain useful for most images) [6], [7]. This feature
generality is the primary characteristic which makes
transfer learning with pre-trained CNNs so effective.
Less work has been done in applying this kind of transfer
learning to video datasets, and the best way to do this is
still an open question.
RNNs can be used for processing temporal infor-
mation in video, but successes are limited to LSTM
and its variants. RNNs are often are either inherently
complex, or have other limitations (e.g., capacity in
Hopfield networks). Reservoir Computing (RC) offers
some under-examined alternative RNN models, which
are simple to construct and require minimal training.
RC models are based on a neuroscientific model of
corticostriatal processing loops [8], and they have been
studied in many different applications [9], [10] as an
unconventional RNN. Two well known RC models are
the Liquid State Machine (LSM) [11] and the Echo State
Network (ESN) [12].
In this paper, we propose a novel neural network
architecture, the Convolutional Drift Network (CDN).
CDNs produce per-frame appearance features from video
using a deep CNN, and those features are pushed into
a randomly initialized ESN reservoir. Since the ESN
reservoir topology and weights are static after initial-
ization, features produced by the CNN are the driving
force in this network. Essentially, once a feature is
produced and pushed into the ESN, it is left to propagate
naturally, or ‘drift’ through the fading memory represen-
tation produced by the Echo State property of ESNs. We
evaluate our model on two video classification datasets.
We also investigate how far we can simplify CDN
training while still achieving competitive performance on
this non-trivial classification task. Minimizing training
complexity and resources is a step toward the eventual
implementation of similar architectures on hardware for
field-deployable systems. The specific contributions of
this research are:
1) We introduce a new neural network architecture
for spatio-temporal tasks, the Convolutional Drift
Network (CDN).
2) We bridge the gap between deep CNNs and ESNs.
3) We demonstrate that CDNs are competitive at
video classification tasks with state-of-the-art
methods, using only a single trained neural
network layer.
II. RELATED WORKS
A. Video Activity Classification
Video activity classification requires identifying ap-
pearance features present in video frames, often called
feature descriptors. Feature descriptors are used to find
correlated frames in a sequence. This has been ac-
complished with several methods, for example: creating
bag-of-words histograms of CNN features [13] and
using LSTMs to process sequential CNN features [5].
LSTMs outperform simpler temporal pooling techniques
[5]. However, training an LSTM requires using the
backpropagation-through-time algorithm, which is ex-
pensive, both in time and energy. For video classification
problems, this often requires multiple days, even when
GPUs are used.
Video frames are not always strongly representative
of a target activity. Correctly selecting frames indica-
tive of a particular activity is a non-trivial task [5].
Most techniques use pooling methods to aggregate all
information about a video. Piergiovanni et al. [14] noted
that pooling across an entire video produces classification
mistakes for videos containing multiple events, and the
authors proposed temporal attention filters as a potential
remedy. Their approach focused attention temporally on
the portion of a video that relates to specific activity.
Egocentric videos are becoming increasingly perva-
sive (e.g., lifeloggers, police body cameras, and robotic
platforms [15]). Video activity classification is gener-
ally more challenging in egocentric videos, which are
recorded from a first-person perspective using a wearable
device. Research in this emerging domain mostly focuses
on learning after a video is acquired. However, on-
device learning may be useful for applications where
online learning or near real-time learning is desirable.
RNNs that use backpropagation to train (e.g., LSTM)
are heavily memory bound and are compute intensive.
They are likely to be unsuitable for deployment on
embedded/wearable devices with strict constraints on
energy and compute resources.
Traditional techniques used in video activity detection
represent feature descriptors using Histogram of Oriented
Gradients or Histogram of Optical Flows and then com-
bine these features using Bag of Visual Words or Fisher
Vector encodings [13], [16]. Recently, neural network
based video activity classification methods have been
explored using 2D DCNNs or 3D DCNNs [17]. Other
methods use a composite network created by combining
a pre-trained or untrained DCNN with other neural
network elements to extract spatio-temporal information.
In these composite networks DCNN layers are combined
with layers containing recurrent neural networks, usually
LSTM layers [16], [18]. During exploration of composite
neural networks, many authors also chose to explore
replacing or combining RNN elements with more tra-
ditional pooling techniques. This is a common type of
solution that uses both neural networks and traditional
hand-crafted feature techniques. For instance, Ryoo et al.
proposed a new technique for feature pooling over time
with first person video activity detection. This technique
is intended to identify general features representative of
each video, based on time-series analysis of frames [13].
Ng et al. consider temporal pooling techniques such as
average pooling and max pooling applied to appearance
examining composite pre-trained DCNN and LSTM net-
works. Finally, Wang et al. combined handcrafted feature
descriptors and DCNN appearance features to implement
a pooling technique intended to improve video activity
detection [19].
Most of the video activity detection techniques men-
tioned above employ hand-crafted features or LSTMs.
Hand-crafted features must be designed for a task by a
subject matter expert. LSTM training can be complex,
and time consuming. Neither methods are well suited
to applications where a general and efficiently trainable
system is desired.
III. BACKGROUND
A. Transfer Learning with Deep CNNs
Architectures like ResNet [1] are now commonly used
as pre-trained CNN models for many image analysis
tasks. There are several types of transfer learning. In most
cases, CNN networks trained on the ImageNet Large
Scale Visual Recognition [20] dataset are used. These
source networks are useful for extracting appearance
features from a given dataset, with better results than
training with no pre-training. Since these source mod-
els contain stable weights learned during their original
training, they offer a starting point to expedite training
on a new dataset. Alternatively, pre-trained CNNs can be
used to provide off-the-shelf CNN features [6] as static
appearance feature extractors. Typically, a CNN source
network is truncated at some layer, depending on the
level of feature specificity desired.
B. Reservoir Computing
Among RC models, ESNs are closest to contemporary
neural networks which use conventional floating point
values to represent weights. The reservoir in an ESN is
a recurrent network, constructed by randomly generating
synaptic weights and topology. Recurrent connections in
the reservoir create a fading memory of an input, which
can be used to represent sequences. Weights within the
reservoir stay fixed after initialization (i.e. they are not
trainable). The fixed nature of reservoir weights greatly
simplifies the training process, avoiding costly error
propagation through time.
C. Echo State Networks
The ESN is the primary RC model of interest in this
paper. A basic ESN operates in a very similar manner
to other neural networks, with an input feature vector
u(n) ∈ RNu , and an output vector y(n) ∈ RNy . The goal
is to train a network to produce an output y(n) that best
approximates some desired signal, ytarget(n) ∈ RNy .
As with any RNN model, time must be considered, and
n = 1, . . . , T represents discrete time steps over data
with T sequential elements (e.g. video with 60 frames
→ T = 60). Activity within the reservoir is modeled
with x(n) ∈ RNx , calculating some activation function
at time n, and an update function x˜(n). These functions
are usually a hyperbolic tangent activation function as
shown in Eqns. 1, 2.
x˜(n) = tanh(Win[1;u(n)] +Wxx(n− 1)) (1)
x(n) = (1− α)x(n − 1) + αx˜(n) (2)
where, α ∈ (0, 1] is a leaking rate coefficient, tanh(·) is
computed element-wise, and [·; ·] is vector concatenation.
In an ESN, three weight matrices define connections
between the input layer, reservoir layer, and output layer.
The input weights Win ∈ RNx×(1+Nu) connect u(n) to
the reservoir. Output weights Wout ∈ RNy×(1+Nu+Nx)
connect the reservoir to the output y(n). Recurrent
connections in the reservoir are represented by Wx ∈
R
Nx×Nx . Some ESN variants use additional weights (e.g.
weighted feedback connections), but a basic ESN can
be constructed with these three matrices. Weights are
all randomly initialized, but with additional constraints
placed on Wx to control properties like connection
sparsity, and non-zero weight distribution.
Since all weights except Wout are left fixed during
learning, network outputs are essentially feed-forward
and linear. Learning is accomplished by simply optimiz-
ing y(n) to match ytarget(n) by iteratively adjusting
Wout with traditional methods like ridge regression.
When performing sequence classification, the common
approach is to set Ny = k, where k is the number of
classes (i.e. y(n) ∈ Rk). In this configuration each y(n)
output value y1, . . . , yk corresponds to a single class.
Finding the maximum activation for an input sequence
u(n) provides the class label prediction, as shown in
Eqns. 3 and 4.
class(u(n)) = argmax
k
(
1
|τ |
∑
n∈τ
yk(n)
)
(3)
= argmax
k
((Σy)k) (4)
where, yk(n) is the kth dimension of y(n) and Σy is
y(n) time-averaged over τ . This value can easily be
computed by multiplying Wout with x(n) activations
time-averaged in a similar manner, as shown in Eqns. 5
and 6.
Σy = Wout
1
|τ |
∑
n∈τ
[1;u(n);x(n)] (5)
= WoutΣx (6)
where, Σx is [1;u(n);x(n)] time-averaged over τ . This
method computes Σy through only one multiplication
with Wout. The value τ can represent an entire sequence
length, or some interval within the sequence. Different
τ values can also be used for variable length sequences.
Two hyper-parameters provide a large contribution to
the performance of an ESN: the number of neurons Nx,
and the spectral radius ρ(Wx). The Nx value tends to
have the greatest performance impact, and it is generally
thought that bigger reservoirs are better for challenging
tasks. Spectral radius ρ(Wx) helps determine how long
an input impacts reservoir activations. A greater ρ value
is usually appropriate for tasks requiring a longer mem-
ory of input values.
IV. CONVOLUTIONAL DRIFT NEURAL NETWORK
In this paper we propose a neural network architecture
that requires minimal training to achieve competitive
performance on spatio-temporal tasks (e.g. video clas-
sification). We demonstrate our architecture concept by
designing an example network to perform video-level
activity classification on egocentric videos. Our experi-
mental networks are designed to perform this task specif-
ically, but the concept is general enough that it should be
readily adaptable for similar tasks. At a conceptual level,
our proposed architecture contains: a CNN appearance
feature extractor, an ESN temporal feature extractor,
temporal information aggregation, and a predictor.
In this initial investigation, we are primarily motivated
to find task performance while minimizing training time
and resources. This section describes an example network
for video-level activity classification, with a focus on
minimal training and hyper-parameter tuning. In the
example network, CNN feature extractors are frozen to
prevent training, and ESN reservoir weights are inher-
ently fixed. This leaves the classification layer as the only
place learning can occur. Essentially, we are attempting
to achieve competitive performance on a difficult spatio-
temporal task by training only a single neural network
layer. An overview of our proposed example network is
shown in Fig. 1.
A. CNN Feature Extractors
Features produced by a CNN trained on natural images
tend to be generalizable [7], so they can often be applied
to new tasks with little or no additional training. Most
publicly available pre-trained CNNs are high-performing
models, trained on a large natural image dataset (e.g.
ImageNet). Transfer learning allows us to leverage the
power of these models for video analysis when using
them as feature extractors. Feature extractors were con-
structed using the typical transfer learning approach,
where part of an existing pre-trained CNN model is used.
We identify a layer in the source CNN to use as a feature
extraction point. All layers beyond that point are then
removed, leaving behind a feature extractor network.
Feature extractors are applied to video data by con-
sidering each video as a collection of frame images. At
the frame level, feature extraction abstracts raw, high-
dimensional visual information as a per-frame feature
vector, u
(v)
n , shown in Eq. 7.
u(v)n = (u1, u2, . . . , um) (7)
where, n is the frame sequence position, m is the output
dimension of a DCNN feature extractor, and v is a unique
video identifier.
At the video level, features are represented as the set of
all u
(v)
n frame feature vectors used for prediction, U
(v),
shown in Eq. 8.
U(v) = {u
(v)
1 , . . . ,u
(v)
τ } (8)
where τ is the number of frames evaluated in video v.
B. ESN, Temporal Averaging, & Prediction
Temporal features are extracted with an ESN that has
been slightly modified from the base model to simplify
computation. Since our experimental tasks require clas-
sification, temporal information is aggregated using a
simple feature-wise temporal averaging of reservoir acti-
vations over all frames in a video. Finally, classification
is performed on the fused representation using a single
SoftMax classifier layer which predicts video activity
labels.
Our ESN implementation differs from the basic model
described in Sec. III-C in a few key areas. During
preliminary testing, we found that a rectified linear unit
(ReLu) activation for reservoir neurons actually out-
performed the hyperbolic tangent. ReLu activations are
also very simple to calculate. This motivated us to use
ReLu neurons in the reservoir, a non-traditional approach
for ESNs. ReLu activation also greatly simplifies our
ESN activation and update functions, as shown in Eqn.
9 and Eqn. 10. ESN response x(n) is computed for each
frame in a video sample.
x˜(n) =
{
0 , n < 0
Win[1;u(n)] +Wxx(n− 1) , n ≥ 0
(9)
x(n) =
{
0 , n < 0
(1− α)x(n − 1) + αx˜(n) , n ≥ 0
(10)
There are several potential methods for collecting and
interpreting reservoir neuron responses [8]. Response ag-
gregation techniques using concatenation or pooling are
common choices to fuse temporal information for predic-
tion. Given the classification task in our experiments, we
use the simple time-averaging technique shown in Eqn.
6, to compute Σy.
Time-averaged reservoir responses for each video sam-
ple are classified by a single SoftMax classification layer.
This layer is trained using standard neural network opti-
mization methods to adjust ESN output weights Wout,
Fig. 1. High level overview of the CDN architecture. Each frame n = 1, . . . , τ from video v are passed through the CNN feature extractor to
produce u(n) = u
(v)
n . All ESN responses U
(v) are collected (i.e. U(v) = {u
(v)
1 , . . . ,u
(v)
τ } = x(n) for n = 1, . . . , τ ). Temporal averaging
is performed on U(v). Finally the averaged responses are passed into the SoftMax layer for video activity class prediction y(v).
minimizing the categorical cross-entropy loss between
y(n) and ytarget(n).
V. EXPERIMENTS
A. Datasets
Experiments were performed with two first-person
video datasets: the DogCentric activity dataset [21] and
the UECPark dataset [22]. Both datasets were recorded
using wearable cameras.
DogCentric contains 208 videos recorded by cameras
attached to the backs of dogs while they performed
10 different classes of activity (e.g. playing with a
ball, sniffing an object). Fig. 2 provides an example of
frames extracted from DogCentric. The motion displayed
throughout the video is often erratic and unpredictable,
and therefore it made for a difficult video activity chal-
lenge. Videos in DogCentric do not have a fixed length.
While an ESN with time-averaged outputs can be used
to process variable sequence length data, we instead
chose use a fixed sequence length of 160 frames for
simplicity. Shorter videos received zero padding, and
longer videos were truncated to provide a consistent 160
frames. This sequence length was determined by a simple
inspection of DogCentric to find the mean frame count
and distribution, then choosing a value that was likely to
capture features for the majority of videos.
UECPark is a dataset sourced from a single 25
minute long first-person video. It is recorded by a head-
Fig. 2. Example Frames and Activity Classes from the Dogcentric
Dataset. Figure and dataset by Iwashita et al. [21].
mounted camera worn by a human subject performing
sports-related activities in a park (e.g. jogging, twisting,
resting). The UEC-Park video was separated into 2
second segments, producing 766 unique equal length
video sequences. There are 29 total activity classes, with
segments labeled by the most dominant activity present.
Since UEC-Park has fixed-length segments, no sequence
padding or truncation was used.
B. CNN Feature Extractor Implementation
We considered two CNN models as feature extractor
networks in this study, VGG-16 and ResNet-50. The
VGG-16 feature extractor was created by truncating the
source network after the first fully connected layer in the
final block. Truncation of the ResNet-50 network was
applied after the final average pooling layer. The size of
feature vectors produced by each are 4096 and 2048,
respectively. The ResNet-50 extractor output for each
frame is multi-dimensional, so it is flattened to produce
one-dimensional feature vector.
C. ESN Implementation
ReLu reservoir activations simplify ESN computation
along with hyper-parameter tweaking to further reduce
complexity. The leakage term in the reservoir is not
applied (i.e. α = 1). Without leakage, activation and
update equations are equivalent(i.e. x˜(n) ≡ x(n)). We
also do not scale the spectral radius ρ, allowing it to
remain at the initialization value equal to the maximal
absolute eigenvalue of Wx. In practice, both of these
parameters are usually tuned for performance, but in this
initial baseline exploration we chose to keep the values
fixed for simplicity.
D. Classification
Activities in each dataset were classified using the
SoftMax layer with a number of neurons equal to the
number of classes present (i.e. Ny = k). In the Dog-
Centric dataset, this made Ny = 10, and in UEC-
Park Ny = 29. Training was executed using Adam
optimization [23], as we found it converged in far fewer
epochs than gradient descent during preliminary testing.
E. Experimental Setup & Evaluation
Experiments were performed using half of the videos
per activity class placed in the training set, and half in
the testing set. On uneven splits, the extra video was
placed in the testing set. Random training/testing splits
were repeated 100 times with a stratified random shuffle.
In each experiment several network configurations are
selected, and trained over 1600 epochs for all train/test
splits. Performance was evaluated by averaging test set
classification accuracy results for a given network con-
figuration over all data splits.
F. Experiments on DogCentric
Six different network configurations were evaluated
on the DogCentric dataset by testing both the VGG-
16 and ResNet-50 feature extractors, and varying the
number of reservoir neurons at 600, 1200, and 2400.
Fig. 3 shows a summary comparison of performance,
with details provided in Tbl. I.
We observed that the feature extractor network model
consistently shows an impact on performance, with the
ResNet-50 feature extractor outperforming VGG-16 in
every test. Reservoir neuron count showed less of an
impact on achieving the best accuracy. Testing with
different reservoir sizes produced consistently similar
scores when using the same feature extractor. However,
networks with more reservoir neurons did tend to attain
this level of accuracy in fewer training epochs, as shown
in Fig. 4. The ResNet-50 configuration with 600 reservoir
Fig. 3. Mean test accuracy on the DogCentric dataset. Networks
trained over 1600 epochs with 600, 1200, and 2400 reservoir neurons
(ReLu activations). Performance averaged over 100 random data split
replications.
Fig. 4. Mean test accuracy on the DogCentric dataset. Networks
trained over 1600 epochs with 600, 1200, and 2400 reservoir neurons
(ReLu activations). Performance averaged over 100 random data split
replications. Y-axis zoomed for readability.
neurons achieved the best overall accuracy numerically at
77.2%, but all results were close enough to be considered
approximately equivalent.
G. Experiments on UEC-Park
Three different network configurations were evaluated
on the UEC-Park dataset. ResNet-50 was shown to be
a superior feature extractor across all configurations in
both preliminary testing and the DogCentric experiments,
so it was used on UEC-Park. Networks with 600, 1200,
TABLE I
EXPERIMENT RESULTS ON THE DOGCENTRIC DATASET.
Best Mean Test Accuracy: DogCentric
Reservoir
Neurons
ResNet-50 VGG-16
600 77.2 % 75.1 %
1200 76.9 % 75.4 %
2400 77.1 % 75.8 %
DogCentric Experiment: 100 train/test splits, 1600 epochs
Fig. 5. Mean test accuracy on the UEC-Park dataset. Networks trained
over 1600 epochs with 600, 1200, and 2400 reservoir neurons (ReLU
activations). Accuracy averaged over 100 random data split replications.
Fig. 6. Mean test accuracy on the UEC-Park dataset. Networks trained
over 1600 epochs with 600, 1200, and 2400 reservoir neurons (ReLU
activations). Accuracy averaged over 100 random data split replications.
Y-axis zoomed for readability.
and 2400 reservoir neurons were tested. Fig. 5 shows
a summary comparison of performance, with details
provided in Tbl. II.
As in the DogCentric experiments, configurations with
different reservoir neuron counts produced very similar
performance results. In Fig. 6, the mean accuracy plot
demonstrates that again, more neurons seem to contribute
to quicker convergence toward the best accuracy value
observed.
H. Comparison to State-of-the-Art
We compare our activity classification results with
others from literature. Our interest was to develop an end-
TABLE II
EXPERIMENT RESULTS ON THE UEC-PARK DATASET.
Best Mean Test Accuracy: UEC-Park
Reservoir
Neurons
ResNet-50
600 78.5 %
1200 78.6 %
2400 78.7 %
UEC-Park Experiment: 100 train/test splits, 1600 epochs
TABLE III
COMPARISON OF STATE-OF-THE-ART ACCURACY RESULTS ON THE
DOGCENTRIC DATASET. 10 ACTIVITIES, CLASSIFICATION
ACCURACY OVER 100 DATA SPLITS.
Approach Accuracy
HCF
HOG+HOF+LBP+Cub.+Opt.Fl. [21] 60.5%
ITF [14], [24] 67.7%
ITF+CNN [14], [25] 69.2%
POT [13] 73.0%
POT+ITF [13] 74.5%
TDD [14], [26] 76.6%
TDD+Temp. Fil. [14] 79.6%
TDD+Temp. Fil.+LSTM [14] 81.4%
No HCF
VGG+Max Pooling [14] ≈ 57.2%
VGG+Mean Pooling [14] 59.9%
VGG+Sum Pooling [14] 59.9%
VGG+Temp. Fil.-Learned [14] ≈ 65.0%
VGG+Temp. Fil.-Learned+LSTM [14] ≈ 65.0%
CDN (VGG-16) 75.8 %
CDN (ResNet-50) 77.2 %
(Bold: Our approach) (≈: est. from graph)
to-end trainable neural network for video level classifi-
cation, which precluded the use of hand-crafted features
(HCF). In the literature for egocentric video, this type
of network is fairly uncommon (i.e. HCFs are usually
used), and few examples suitable for direct comparison
were available. Instead, we provide all results found on
the two datasets, separately labeling methods that use
HCF, and those that don’t.
1) DogCentric Comparison: Tbl. III provides com-
parative results on the DogCentric dataset. The two best
performance results in literature were both obtained using
HCFs, and both with a TDD + Temporal Filters ap-
proach [14]. The top performer used an LSTM attention
mechanism to achieve 81.4%. The other model does not
use LSTM attention, achieving 79.6% accuracy. Our best
result of 77.2% with a ResNet-50 CDN did not exceed
these two results, but it did perform better than all other
HCF-based methods.
Among non-HCF methods, our ResNet-50 CDN
model did achieve the best performance of 77.2%. Other
models in this category were developed by Piergiovanni
et al., and they all use a VGG feature extractor along
with various pooling or temporal filtering techniques.
One of these models offers the most direct comparison
to our approach, since it is somewhat similar (i.e. it
uses a CNN and an RNN). That model contains a
VGG feature extractor, learned temporal filters, LSTM
attention mechanism, and a SoftMax classifier. In a direct
comparison of VGG-based methods, our VGG-16 CDN
achieved an accuracy score ≈ 10.8% higher. Given the
model similarities for non-temporal elements, this result
provides some insight into the relative contribution of an
ESN for the video-level activity classification task.
TABLE IV
COMPARISON OF STATE-OF-THE-ART ACCURACY RESULTS ON THE
UEC-PARK DATASET. 29 ACTIVITIES, CLASSIFICATION ACCURACY
OVER 100 DATA SPLITS.
Approach Accuracy
HCF
STIP+IFV [13], [27] 69.1%
Cubiod+IFV [13], [28] 72.3%
ITF+CNN [25] 75.7%
IFV+Pooling [13] 76.4%
BoW+Pooling [13] 76.5%
Inria ITF+IFV [13], [29] 76.6%
POT [13] 79.4%
POT+ITF [13] 79.5%
No HCF CDN (ResNet-50) 78.7%
(Bold: Our approach)
2) UEC-Park Dataset Comparison: In literature, all
results found on the UEC-Park dataset were produced
using HCFs, so non-HCF methods were not available for
direct comparison. As shown in Tbl. IV, our ResNet-50
CDN model obtained a 78.7% accuracy. Our approach
performed slightly worse than the two HCF methods
using POT [13], with a difference of 0.8%.
VI. CONCLUSIONS
We introduced a new method for combining CNNs
and ESNs into a neural network architecture capable
of performing complex spatio-temporal tasks with very
little training or tuning. Our method was demonstrated
to effectively process frame-level CNN features into
video-level predictions on two different egocentric video
datasets, producing accuracy results comparable to all
state-of-the art approaches. Unlike most previous work
on this video analysis task, we use no hand-crafted
features, and our architecture is trainable end-to-end
when desired. This result motivates us to explore this
architecture further in future work by building on our
baseline model.
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