Introduction
Iri* recent years the interdependence between technological change and economie growth is increasingly realized. Af ter a period of relative ignorance in which technological change was often seen as a regular and stable
•manna from heaven', times seem to have changed. In this context, the attention has also shifted towards the link between technological evolution and economie fluctuations (cf Freeman et al 1982 , van Duyn 1981 , Mensch 1981 , Kleinknecht 1987 and Vasko 1987 . In this framework, the concept of basic innovation (cycles) is of ten proposed as one of the main driving forces for long term economie fluctuations, notably the Kondratief cycle (Mensch 1981) . On the other hand, some authors claim that the causal mechanism is just the other way around (cf. Schmookler 1966) . Ignoring the issue as to whether these 'cycles' have a fixed periodicity, two important and as yet unresolved and interrelated topics seem to come to the fore. First the question can be raised whether such cycles of innovations and economie growth can be empirically observed by means of time series data. Secondly, the issue as to which cycle 'precedes' the other onei.e. the identification of the 'triggering' mechanism -has to be considered. The assessment of the exact timing of such cycles, and especially the innovation cycle, is however not easy, because of disagreement on both the identification of innovations (i.e., the criteria for selecting different types of innovations) and on the exact timing of the selected innovations. Given the lack of agreement on these two issues (cf Freeman et al 1982 versus Mensch 1981 or Kleinknecht 1987 , it is clear that the question of the identification of the 'triggering' mechanism is still largely unresolved. Fortunately however, one can observe a common acceptance of the existence of 'structural adjustment periods', in which economie growth (based on existing industries and markets) stagnates and future economie growth largely depends upon the creation of new markets and industries (cf van der Zwan 1979 , Mensch 1981 and Freeman et al 1982 . In this framework, technological transformation is regarded as a prerequisite for further economie growth of these latter sectors. In this respect Freeman et al (1982) have introduced the concept of 'new technology systems'. This should be interpreted as a configuration of 'bunches' of innovations and related 'new' industries that rapidly infiltrate, evolve and become the driving force for a change of the existing economie structure. Our paper will focus on the space-time patterns of such new technologies and (especially) the related spatial economie transformation. It will start with the presentation of a conceptualtheoretical framework for analyzing the space-time trajectory of such new (economie) activities in general. The spatial dimension will be linked to the concept of 'technology systems' and the related concept of 'innovation cycles'. It will then be hypothesized that there is no unambiguous geographical concentration of innovations in a given type of (metropolitan) region. On the contrary, several types of regions are expected to play their own specific role in a 'creative' diffusion process related to 'new technology systems'. The evolution of regional economie performance related to these systems is assumed to mirror the timing of this 'creative role'. It is noteworthy that in particular the producer service sector is often considered to be such a dynamic growth sector (cf Daniels 1985 , Noyelle et al 1984 , Lambooy and Tates 1983 , Bearse 1978 and Freeman 1987 which is related to (basic) innovations in the field of information and telecommunication technology. Such a sector may not only be relevant from a national-economic, but also from a meso-spatial point of view, as it may offer opportunities for restructuring métropolitan economies which in the past decade have been under severe pressure due to the urban-rural shift of manufacturing employment (cf Keeble et al 1983 , Keeble et al 1986 . Consequently, in this paper we will try to test the empirical validity of our theoretical framework by tracing in particular the space-time trajectory of this sector in the Netherlands. Our paper is organized as follows. In section 2 our theoretical framework will be sketched. Next, in section 3 the relative growth of the producer service sector in the Netherlands will be decomposed. In section 4 we will select various subclasses of the producer service sector which belong to more recent 'technology systems'. Next, section 5 will be devoted to a discussion of the characteristics of our empirical data base and of some general empirical findings. Section 6 will then introducé the spatial dimension, while in section 7 the space-time trajectory of our selected subclasses will be analyzed. Finally section 8 contains some general conclusions.
Space-Tiroe Trajectory of New Technology Systems
In this section two concepts, viz. 'new technology systems' and 'innovation cycles' will be integrated in studying the role of technological change in shaping and re-arranging spatial structures. The first concept has been proposed by Freeman et al (1982) as a useful framework for analyzing the interrelationships between technological change and economie development. In this concept especially the swarming of 'families' of innovations through new 'Schumpeterian' firms is considered to be crucial for an upswing in investment and employment. This 'swarming' of innovations is essentially related to further improvements and applications of some (related) basic innovations for both product and process technologies. The 'timing' of this 'swarming' effect 'may not necessarily occur immediately after a basic innovation although it may do so if other conditions are favourable' (Freeman et al 1982,p.65) . These favourable 'conditions' may refer to other complementary types of innovations (managerial, organizational,institutional) as well as to the mere socio-institutional and political climate prevailing at the moment 1 . Thus crucial for the 'timing' of this swarming effect is 'a constellation of circumstances favourable to the exceptionally rapid growth of one or more new industries, each involving the combination of a number of related inventions, innovations and economie and social changes' (Freeman et al 1982 p.70) . As the 'bunches' of innovations generated during this 'swarming' period are mutually related -both in a technical sense (to some basic innovations) and as a result of favourable social and political circumstances -,they may be labelled 'families of innovations'. New technology systems are not only 3 characterized by the emergence of one or more new sectors, but also by the large impact on other sectors of the economy. A second, and related, concept is the 'innovation cycle', as described, among others by Abernathy and Utterback (1978) , Sahal (1980) and Rothwell and Zegveld (1982) . The empirical validity of this concept has been confirmed among others by Freeman et al (1982) and Davelaar and Nijkamp (1987) . According to this notion technological change can be considered as a continuous. though varying, process. In the first phase of the 'swarming' process the emphasis will be on changing and generating new 'products' or 'services' (i.e., product innovations) to be derived from the related basic innovations. During later phases of this 'swarming' process however, the emphasis will shift towards the generation of improved (cost-efficient) production techniques for product variants that have become 'Standard' by that time (i.e., process innovations). Thus for a certain technology system the following pattern may be assumed for the related innovation cycles (see In this figure, innovations are assumed to qualify only if they exceed a prior 'quality threshold' (for example, innovations that are new to a whole sector). Essentially, the 'innovation cycle' reflects a 'learning process', concerning both new products and related production techniques, during the life time of a 'new technology system '. Nelson and Winter (1982) labelled this the 'natural trajectory' of new technologies. As a consequence of this learning process, innovation diffusion 'cannot be viewed as one of simple replication and carboncopy imitation, but frequently involves a string of further innovations -small and large -as an increasing number of firms get involved and begin to learn new technology and strive to gain an edge over their competitors' (Freeman et al 1982 p.65) . The same arguments can also be found in earlier work of Kuznets (1930) , and more recently in Rosenberg (1976) , Metcalfe (1981) and Granstrand (1986) . Thus the innovation cycle implies a 'creative' diffusion process in which the emphasis will shift from product to process technologies. This diffusion process is labelled 'creative' in order to distinguish it from those diffusion models and theories which consider the diffusion process to be a static 'carbon copy' process. Especially this 'creative' aspect of diffusion (and the consequent spatial innovation and related competitiveness patterns) has been largely neglected in spatial innovation theories and models. Unfortunately most of the -sometimes technically sophisticated -spatial diffusion models consider the spatial diffusion process of a homogeneous innovation, which is static in both time and space. In process product 4 reality however, it may be extremely difficult to identify even one such 'static' innovation. Furthermore spatial innovation research has also largely neglected the interrelations between chaneing spatial structures. technology svstems and 'creative diffusion. Therefore, it is the purpose of the present section to make a first step towards integrating these concepts.
In this framework, we suggest the use of a 'dvnamic' incubation theorv in which technology, in relation to both 'technology systems' and the 'creative diffusion process', acts as a major driving force. In this context, we assume that the following three phases may roughly be distinguished:
(1). The incubation phase. In this phase, which is related to the 'take-off' of a 'new technology system', the effects in terms of 'new' and 'innovative firms' are expected to be first noticed in the larger and central metropolitan areas. At the supply side, information flows (cf 'Pred 1977) , availability of a large and highly skilled labour force (especially relevant at the introductory phase of completely new products, cf Thompson 1970 , Oakey et al 1980 and Howells 1983 and social overhead capital (cf Hirschman 1958) 2 may favour these areas. At the demand side the availability of a large and diversified market and availability of 'opinion leaders' (cf. Berry 1972 and Brown 1981) may be considered as factors favouring metropolitan areas (cf Malecki and Ni jkamp 1988) . In this phase metropolitan areas will act as a seedbed for many product (or service) innovations (as can be derived from the pattern depicted in Figure 1 ) and related new 'Schumpeterian' firms.
(2). The catching-up phase. As the 'creative diffusion' process along the 'natural trajectories' goes on, however, at the supply side products become more and more standardized (i.e the video VHS-system becomes the 'Standard') and the emphasis shifts from product to process innovations (cf. Figure 1) . Information flows (i.e. intensive communication patterns between consumers and producers) and skilled labour become less important locational pull factors (cf. Andersson and Johansson 1984 , Batten and Johansson 1987 and Thwaites 1978 . Concerning the demand side, the markets in metropolitan areas will, as a consequence of being a market leader, first approach the saturation level. Consequently, both supply and demand factors make metropolitan areas less advantageous, and hence (part of) the production will shift 3 to non-metropolitan areas. As will be clear, these regions will reap 2 A more recent example of this refers to the availability of fiberglass networks which in first instance will be developed in metropolitan areas (cf Moss 1985) . 3 This may be effectuated by means of the rise in branch plants, by relocations and by endogenous new firm generation. Empirical research however, points to a rather minor effect of the interregional relocation component (cf Bluestone and Harrison 1982, Wever 1984) . The importance of the branch plant component will, inter alia, be determined by the degree to which oligopolistic market structures will prevail during later phases of the related product life cycles. However, in these later phases at least part of the production will be realized in (small) independent firms. the fruits of the 'learning economies' achieved so far (i.e. the fruits of the 'creative diffusion' process) and direct their investments towards the 'best' 4 production techniques (process innovations). They will also concentrate on the production of and further (though less radical) adjustments of (new) products that have proven most succesful. As is clear from Figure 1 , the resulting investments made in the nonmetropolitan areas will -compared to the preceding 'booming' phase in metropolitan regions -result in a great many process innovations being generated and applied in these areas.
(3) The competition phase. When all consumer markets become saturated and possibilities for further improving the newly generated products or services diminish, price competition becomes more important in increasing a firm's market share. As a result of their relatively favourable 'vintage structure' of capital (because of investing in the riper fruits of the 'creative diffusion' process both concerning products and related process technologies), non-metropolitan areas will be in a relatively favourable position and capture (part of) the market of producers located in metropolitan areas. Consequently, during thisphase the indigenous dynamics and innovative activities (though now directed towards different types of innovations; cf. Figure 1 ) of the present technology system will shift to non-metropolitan areas 5 . Consequently, our conceptual-theoretical framework can be summarized in the following figure which relates the evolution of spatial structures to the effects of 'new technology systems' and 'creative diffusion'(see Figure 2 ). * On the basis of cost performance criteria 5 Because of the embodied continuous 'creative diffusion' process this framework reflects a more optimistic point of view for nonmetropolitan (peripheral) areas than is usually suggested by the conventional filtering-down theory. Implicitly, the latter theory suggests that technological progress has come 'at rest' before production shifts (because of a-technological factors such as labour costs, pollution regulations, unionization and so on) to nonmetropolitan areas. This ignores the creative and innovative role (and the resultant competitive power) of non-metropolitan regions during later 'life cycles' of technology systems. In our framework the 'creative diffusion' process lies at the heart of the spatial shift of both (mutually reinforcing processes of) production and innovation (and not only of production as perceived in the filtering down theory). In this figure 'relative' performance implies the 'score' of a certain region on a certain sector (for example, share of employment in this sector) as compared to some average or 'normal' level (for example, share in total employment). For the sake of simplicity we have sketched the ideal-typical performance of a metropolitan area vis-a-vis a peripheral area for sectors linked to technology systems of different periods. Our previous framework would suggest a spatial classification of sectors according to phases of the related technology and 'creative diffusion' cycle: In this respect we would expect metropolitan areas to perform better (with respect to their share in employment, production, innovations etc) for sectors linked to the most recent technology system, while peripheral areas are assumed to perform relatively better for sectors related to 'former' technology systems. Our interpretation is clearly in contrast with the usual typology of metropolitan areas as general centers of innovation. In our framework, both metropolitan and non-metropolitan areas are expected to perform their own specific innovative role during the 'life cycle' of sectors and technologies.
We have presented our analysis framework at an intra-national level. Clearly, the international level could be introduced by suggesting a fourth phase (cf Vernon 1966) during which the indigenous dynamics and innovative activities of the 'technology system' shifts (from the nonmetropolitan areas) to foreign countries. In the following analysis we will ignore such a phase however.
Having outlined now our 'dynamic incubation' framework, we will now attempt to test the empirical validity (of some elements) of this framework. In this respect, it is noteworthy that a former analysis of the manufacturing sector in the Netherlands (Davelaar and Nijkamp 1987a , 1987b , 1987c has demonstrated that for this sector its inherent dynamics -in terms of innovation potential (i.e the capacity to generate innovations) -is nowadays located in non-metropolitan (i.e. intermediate and peripheral) zones. As the manufacturing sector as a whole is a rather 'old' sector (i.e. the greater part of the firms being related to former technology systems), it appeared to be rather difficult to tracé the exact space-time trajectory of specific peripheral metropolitan 7 manufacturing sectors 6 . Consequently, testing the empirical validity of especially phases 1 and 2 of our theory appeared to be f ar from easy. Besides, the determination of the space-time trajectory of firms related to more recent technology systems may be more interesting from the viewpoint of current growth perspectives. Given these considerations, in the folioving analysis we will mainly focus at-tention on the space-time trajectory (especially aiming at testing the validity of the first two phases of our framework) of selected producer service subgroups which are generally acknowledged to be linked to, and of utmost importance to, more recent technology systems.
3. Producer Services in the Netherlands.
The aim of this section is to provide some empirical evidence on the relative 'economie performance' of the producer service sector in the Netherlands compared to other sectors in recent years. As a first approximation, we will confine our analysis to those firms which belong to SIC-code 84 (notably computer-service, marketing offices, management consultancy and so on). Thus we will exclude banking and insurance sectors which also supply several intermediate producer services. The reason for doing so is that we consider these sectors to be relative 'old' sectors (i.e. compared to the SIC-sector 84) that are not dominated by 'entrepreneurial innovation' and a resulting high level of new firm creation 7 . As it is our aim (in sections 6 and 7) to analyze the space-time trajectory of innovative and dynamic sectors (in the sense of new 'Schumpeterian' entrances), we have excluded these latter sectors a priori from our analysis. Clearly, any attempt to give an in-depth statistical analysis of the historical growth pattern of the producer service sector is very difficult. Data for this sector are relatively scarce compared to 'old' sectors like agriculture and manufacturing (cf Lambooy and Tates 1983) . Also, statistical revisions and re-definitions hamper a profound time series analysis of this sector regarding such variables as employment, value added and production. These problems become even more troublesome, if -like in our case -we want to study the developments within several sub-components of the producer service sector. As a consequence of these statistical limitations our empirical analysis has several limitations. The growing economie importance of the producer service sector is best illustrated by means of employment data which we derived from the Statistics of Employed Persons (i.e. excluding self-employed persons). These statistics are based on a sample, which is repeated every year by the Netherlands Central Bureau of Statistics. As can be seen below, these data can -for various years -be obtained at a 3-digit level. Our 3-digit figures relate mainly to the seventies as after 1979 employment data at a 3-digit level are only collected for firms employing more than 10 employees. It should be noted that bef ore 1984 only jobs of 15 hours or more a week have been counted in these statistics, while, from 1984 onward, also jobs with less than 15 hours a week have been included 8 . This explains the rather drastic increase in the total number of jobs between 1983 and 1985 depicted in this table. As a result of the increased importance of part-time jobs the direct link between jobs and employment has been lost more or less, however. The growth of employment (jobs) in the period 1973-1985 has indeed been rather uniform among the various (3-digit) sub-groups of the producer service sector. Especially the growth of the computer-service sector has been explosive. On the other hand, growth of employment in secretarial agencies has been of a fluctuating nature. In 1979 this sector contained 47,100 jobs, 53,600 in 1980 and 38,500 in 1981. These fluctuations might partly be a reflection of the more general economie tide on which this sector seems to be dependent. Also the share of jobs in the producer service sector as compared to the total number of jobs has been steadily increasing (see the last row of our table). Thus Table 1 quite clearly demonstrates the growing importance of the various producer service sub-sectors as a pool of new jobs. It is noteworthy that the number of jobs in the manufacturing sector as a whole has been steadily decreasing during this period. Figure 3 summarizes the development of jobs in manufacturing compared to the producer service subgroup as a *whole' (i.e. SIC 84).
jobs. 8 As a consequence of the increased importance of part-time •n x C' T3 c o manufacturing + producer services Figure 3 clearly depicts two opposite patterns. On the one hand the steady rise of jobs in the producer service sector is clearly reflected. On the other hand, the manufacturing sector is rapidly loosing its role as a job-provider. Even the statistical re-definition of 1984 (i.e. also including jobs less than 15 hours a week) did not alter the rather poor 'performance' of the manufacturing sector during the period 1973-1985. The increased importance of the producer service sector in total intermediate consumption of firms and in total net value added of firms is reflected in Tables 2 and 3 respectively. In each table time-series have been constructed that are more or less comparable (denoted as 'comparable' years) 9 . In interpreting these tables, however, one should be aware of the fact that the statistical 'ignorance' effect (as mentioned before) of the producer service sector is also reflected in these tables, as the statistics are not available at a 2-digit (SIC 84) level. Consequently, the data relate to an aggregation of SIC 84 and 85 (letting offices) 10 .
10 Table 1 reveals, this might to a large extent be due to the rather drastic decline of SIC 848 (secretarial agencies) in these years. However, it is not possible to fully test this assumption given the aggregation level of the available data. In 1983 however, both tables show again a 'recovery' of the producer service sector. So the hypothesis that producer services 'perform an increasingly pivotal role as intermediaries in the production of both goods and services' (Daniels 1987, p.1) is indeed confirmed by our data.
The growth of producer service firms is often (partly) ascribed to a 'crowding out' or 'externalization effect'. This implies that firms which previously performed such services in-house now board out these services, because of either cost or expertise motives. In the first case costs would be higher in case firms would perform these services in-house
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. In the second case, however, the lack of expertise with respect to the tasks needed is the main driving force for externalization 12 .
'Structural adjustments' due to the growing importance of information in the production process (cf Naisbitt 1984, Noyelle and Stanback 1984) , as well as the related innovations in the field of communication and information technology, has been a major driving force for the latter type of externalization effect. In this respect, de Haan and Tordoir (1986) have shown that especially in 'high tech' sectors which exhibit high values added (i.e. sectors related to the more recent 'technology system' like electronics, instruments and producer services itself) the role of information in the production process has increased considerably in recent years. This is reflected in both a growing share of employees within these sectors being engaged in knowledge intensive functions and in a growing input of external producer services. Their results seem to indicate a 'structural adjustment process' in which information (handling) functions become more important, both within firms and between firms mutually. In the next section we will select special subclasses of the producer service sector which may be considered to be highly dynamic and largely affected by the growing importance of (the handling of) information in society (i.e. those producer service sectors which are linked to the recent information technology system, cf Freeman 1987).
Selected Producer Service Groups
In the foregoing section we noticed already the scarcity of data on the growth of the producer service sector reflected inter alia in number of jobs, net value added and intermediate deliveries. At the spatial level however, these data limitations become even more severe. Besides, even at the 2-digit level (for which some data are available) the producer service sector consists of rather heterogeneous subclasses. Consequently, the space-time trajectory of the (innovative subgroups of the) producer service sector is not the easy to tracé due to a serious lack of available data. Therefore we had to construct our own data set for the Netherlands witn the help of the Chambers of Commerce in order to carry out a more disaggregate, spatial and dynamic analysis. For this purpose first we have selected special subclasses of the producer service sector that are linked to the more recent Information technology system. The framework for selecting these subgroups is sketched in Figure 4 below. Thus we have used two (interrelated) criteria for selecting and distinguishing two broad categories of producer service firms:
1. The services provided by these firms are knowledge-intensive, i.e. those producer service firms which are expected to provide external services for reasons of expertise.
2. The services provided are linked to the more recent 'information technology' system. In this respect we made a distinction between services that cater for the need of information itself (the 'software component') and those services that meet the need of the mere capacity to store, process and disseminate information itself within the firm (the 'hardware component').
Recent developments with respect to CAD/CAM, CNC machines, information networks and so on, have largely • inf luenced the services provided by the engineering and computer-service sector. As these services are to a high degree oriented towards increasing the mere information handling capacitv (in firms, government institutions and so on), we labelled these services the 'hardware' sector.
The general increasing need of information because of dynamic and complex changes in firm-'task' environment relations (cf Lambooy and Tordoir 1985) has been an important impulse for producer services acting 'in this firm-'task' environment edge. As these firms are not principally concerned with increasing the information handling capacitv of firms they are labelled here the 'software sector'. This has also been the reason for including 'management consultancy' in this category, although part of their more recent economie performance might also be related to the effects of changes in the 'hardware component' within the firm (i.e. changes needed in organization structures as a result of the implementation of new information systems within the firmjef Huppes 1987).
In the next section the characteristics of our empirical data base will be discussed in more detail.
The Empirical Database
On the basis of the criteria described in the foregoing section, we selected the following provisional sectors at the 4-digit level:
'Software' subgroup; Remaining engineering advice/design
The data situation for the producer service subgroups (especially at the 3-digit and 4-digit levels) is rather poor in the Netherlands, especially if one wants to study space-time patterns. Because of confidentiality the Central Bureau of Statistics does not publish such data on a very disaggregate (regional) level. Consequently, in order to circumvent these data problems we had to construct our own database. In this respect, the data collected by the Chambers of Commerce (36) and centrally available at the Central Databank in Woerden, appears to be the best substitute 13 . In the Netherlands, (nearly) every establishment, whether head or subsidiary establishment, has the legal obligation to register itself to the relevant Chamber of Commerce. Consequently, these Chambers do not only possess data on number of establishments, but also on number of employees, main activities of the establishment (SIC-codes), location and so on 14 . The Central Databank does not only collect data from the regional Chambers, but employs also other sources (e.g. inquiries) in updating its database. Consequently, we decided to use this database with respect to our selected producer service sub-groups. In order to minimize costs, we constructed the following sample design with respect to size categories and sectors (see Table 4 ). It is evident that the number of establishments (and the related employment in these sectors) appears to have increased considerably even in the relative short period May-December 1987! This applies especially to the computer-service and 'general information' group. In these cases the number of establishments with more than 4 employees (which were integrally observed in our sample) increased considerably in this period. Also the observed number of establishments in the size categories 1 and 2-4 employees (for which we developed a stratified sample design, see Table 4 above) clearly exceeds the number that might be expected on the basis of the (total) May figures presented by the Central Databank. As a matter of f act, considering these latter figures as the total population of a repeated Bernoulli experiment, a sample outcome as we observed for these two subgroups would be highly implausible (affirming that the increase in the number of establishments in these size categories is statistically significant) 15 . 15 This can be understood by reconsidering the first two moments of the Binomial distribution (as a matter of f act our sample can be considered as a repeated Bernoulli experiment). If N=Total population size and if we have a repeated Bernoulli experiment in which every member of the population has a chance of p of being selected (and 1-p of not being selected) we have: E(x) = expected outcome (i.e. number of successes) » p*n V(x)= variance of outcome -p*(l-p)*n Taking computer-service as an example and considering the establishments with one employee, we have:
N-2352 (i.e. the total May figure of the Databank) p=0.1 , E(x)-235, V(x)-211
By constructing a 952 confidentiality interval around E(x) (i.e. 235 + 1.96*14.5), it can be seen that an outcome of 263 (as we observed in our sample) would be highly implausible given (a supposed) total population of 2352. This holds even more so for the observed sample sizes within the general information sector (for both size categories) as well as the computer-service sector
In the accountancy and tax advice and engineering advice sector on the other hand, development appears to be less expansive though still growing. In this case the number of establishments larger than 4 employees has increased in both sectors. Also the number of establishments with 1 employee seems to have increased in both sectors in this period (though not in a statistically significant way). In the size category 2-4 employees, however, the observed sample outcome corresponds to the 'expected' outcome on the basis of the May figures. Consequently, our hypothesis that the selected subgroups can be considered as highly dynamic (i.e. many entrances) and rapidly increasing in economie importance (i.e. belonging to the new information technology system), is indeed confirmed by the data. These signs of highly dynamic sectors are also reflected in Table 5 in which the estimated number and percentage of 'new' establishments, i.e. those establishments that a date of establishment after January 1 1985, has been presented 16 .
(for establishments with 2-4 employees). Consequently, our conclusion must be that especially with respect to these sectors (concerning all three size categories distinguished) the total number of establishments has increased during this relatively short period. In the first row of this table the estimated total number of establishments is presented. In the second row the estimated total number of 'new' establishments (i.e. with a date of establishment after December 31, 1984) is given 17 . Next, the third column contains the total estimated number of establishments larger than 1 employee, while row 4 contains the estimated number of 'new' establishments within this latter size category 18 . Next row 5 contains the (estimated) percentage of 'new' establishments, while row 6 contains the same percentage concerning establishments larger than 1 employee.
From this table it is again confirmed that computer-service, 'general 17 A small fraction of this may be ascribed to establishments changing their location to a different Chamber of Commerce which results in a new date of establishment. In general this effect will only be minor (cf. Wever 1984), especially as we are only considering a relatively short time period (less than 3 years). 18 This might be considered as a proxy for the degree of success of 'new' establishments, i.e. they succeeded in passing a 'critical' threshold of one employee (self-employed people) Information' and 'engineering' are (and in this order) highly dynamic sectors compared to accountancy (and architects 1 9 ), for example. Those sectors are growing rather rapidly and are characterized by high entrance rates as a result of entrepreneurial activity (innovation). In this respect, these sectors could indeed be considered as forming part of a 'new technological system' (clustered around telecommunication and Information technology). Even with respect to establishments with more than 1 employee, the last row in this table reflects the highly dynamic and successful nature of these 3 subgroups. In this latter case the share of establishments younger than 3 years amounts to 44%, 29% and 22% in the computer-service, 'general information' and engineering sector respectively. The figures with respect to 'financial information' (and architects) on the other hand exhibit a far more static pattern. So we can conclude that the computer-service, 'general information' and engineering sector (in this order) can indeed be considered as dynamic and relatively young sectors performing new tasks which are becoming increasingly important in the economie system. In this respect these sectors could indeed be provided with the label 'entrepreneurial innovation' (cf Bearse, 1978) . Consequently, in subsequent sections we will concentrate on the space (-time) trajectory of these latter three, highly dynamic (and innovative) subgroups.
Spatial Dispersion of Selected Producers Service Sectors
In the present section we will especially concentrate on the spatial dispersion of the computer-service, 'general information' and engineering sector. The labels 'new' (i.e. many entrances) and 'innovative' appear to be best suited for these subgroups. Clearly, a certain fraction of these establishments, especially in the engineering and 'general information sector 20 , might still be rather old. At the sectoral level the notions 'new' and 'innovative' are relative concepts (i.e. compared to other sectors). In this respect Nijkamp (1987a,1987b ) also analyzed the regional pattern of 'innovativeness' and 'innovation potential' of the manufacturing sector. In this respect it was found that concerning the innovation potential of manufacturing establishments, the Western (metropolitan) part of the Netherlands appeared to be lagging behind nowadays. Looking more specific at *innovativeness' (output of the innovation process), however, the performance of the Western part appeared to be far less devastating concerning high quality product than process innovations (Davelaar and Nijkamp 1987c) . As the geographical scale for the producer service subgroups, we used the so-called COROP level as the spatial scale of our analysis. The Our empirical results are based on 'estimated' employment data concerning the three producer subclasses distinguished. These estimations are based on our sample derived from the Chambers of Commerce described in the foregoing section. Consequently, the estimations represent the situation at the end of 1987. In making these estimates we multiplied the observed employment figures from the sample with a factor 10 and 3 respectively for establishments with 1 and 2-4 employees (being equal to the inverse of the chances of being selected). As the Central Databank is not allowed to report the exact number of employees within the establishments, the following (employment) size categories are used: 1, 2-4, 5-9, 10-19,20-49, 50-99, 100-199, 200-499, 500-749, 750-999, and >999 . Therefore, we used the median of these categories in estimating our employment figures. As none of the establishments in the selected subclasses exceeded the 'critical' threshold of 1000 employees, the size category of 1000 and larger meant no problem in this respect. Table 6 shows the patterns of (estimated) regional employment in our 3 subgroups distinguished. It is noteworthy that the ordering of the regions from this table is based on a distance decay pattern from centre to periphery. In column 1 the regional share of (total) commercial service jobs (in the SIC categories 6,7,8) has been given, while in the second column the same has been done for the manufacturing sector
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. A first conclusion that can be derived from this table is the metropolitan orientation of the commercial service sector as a whole compared to manufacturing. This 'metropolitan bias' however, applies even more so for our selected 'new' and 'innovative' sub-sectors of the producer service sector! The five metropolitan COROP's are estimated to possess more than 50% of employment in each of the three producer-service groups distinguished! On the other hand, both the northern and southern peripheral areas exhibit the opposite pattern. They attract a considerable smaller fraction of total commercial service employment compared to their manufacturing share. However, their 'performance' concerning the producer service sectors distinguished is even more negative. While 23 It should be noted that these figures have been derived from the Statistics of Employed Persons 1986. As stated before, these statistics exclude self-employed persons. Consequently, the total figures may present an under-estimation. The 'bias' concerning regional shares. however, will most probably be rather weak as self-employment will only be a minor fraction of total employment. Besides, there is no a priori reason for expecting the regional pattern of self-employment to differ significantly across regions.
attracting (together) about 30% of manufacturing employment, their share of employment in the computer-service and 'general Information' sector is estimated to be only 10%! The only exception to this appears to be the 'score' of the northern peripheral area with respect to the engineering sector (according to Table 5 this sector was the most 'static' of our selected subgroups). The 'overspill' region appears to be the most 'homogeneous' area in terms of employment shares of the various sectors distinguished in table 6: all (estimated) shares could be located in a rough interval of approximately 20-24%. The Brabant region, finally, appears to attract a 'normal'(i.e. compared to its share in total commercial service employment) fraction of employment in our selected producer service sectors. However, this fraction is considerably less than its manufacturing share.
In column 6 of Table 6 , we have tried to gain some further insights into the question whether a regional bias concerning the 'branch plant effect' can be identified. For this purpose we have estimated the regional shares of employment in 'branch plants'. As only about 10% of the establishments in the sample could be designated as 'branch plants', we estimated an aggregate (i.e. the summation of the three selected sectors) figure in this column. From column 6 of this table it can be concluded that the branch plant effect exhibits indeed a regional bias. This effect shows a centerper iphery pattern. In peripheral areas the share of employment in branch plants is clearly larger than in metropolitan areas. In this respect, the Brabant, southern and, especially, the northern peripheral regions 'perform' much better concerning their share of 'branch plant' employment. The 'metropolitan' and 'overspill' areas show however, the opposite pattern. This implies that in the more peripheral areas the producer service sectors are not only underpresented, but also depend more upon external initiatives than in the more central regions! On the other hand, however, it is clear that only a minority fraction of total producer service employment within these regions is of the 'branch plant type' (stressing also the importance of an indigeneous component in these areas). So far we have only presented a rather static description of the spatial dispersion of producer service sectors. The time dimension may however be equally interesting. Consequently, in the next section the space-time dimension will be dealt with.
The Space-Time Traiectorv of the Producer Service Sectors
In this section the spatial-dynamic aspects of the producer service sub-sectors will be analyzed. There is a serious lack of data in the Netherlands on (comparable) time-series and spatial data with regard to the producer service sectors. For example, statistics from which one could derive the space-time trajectory of the computer-service sector are completely lacking. Such an analysis would only, to some extent 2 4 , be possible at the 2-digit level. Unfortunately, The Chambers of Commerce are not able to provide relevant data for all years on the spatial dispersion of producer service establishments. This is caused by the fact that establishments which existed in 1970, but stopped business later on, were removed from ZA i.e. by using the Statistics of Employed Persons which does not count the number of self-employed persons the data-set. Consequently, only a momentarv picture can be presented by the Central Databank. Consequently, we will adjust our own sample in order to derive some, tentative conclusions. For this purpose the variable 'date of establishment' is crucial in our analysis, as this variable can be used to approximate the spatial evolution of the sectors distinguished. We constructed the following indicators (which will be calculated for each of the three subgroups separately):
1. Regional share of employment in establishments that have a 'date of establishment' earlier than January 1, 1976 2. The same with respect to a 'date of establishment' earlier than January 1, 1981 3. The same with respect to a 'date of establishment' earlier than January 1, 1985 4. Regional share of employment in establishments that have a 'date of establishment' later than December 31, 1984.
Indicator 1 might, under certain conditions, be a reflection of the situation prevailing at January 1, 1976, and indicators 2 and 3 with respect to January 1, 1981 and January 1, 1985, respectively
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. To be sure that these indicators are an adequate reflection of the spatial dispersion of employment prevailing at these dates, the following conditions have (inter alia) to be satisfied: a. Regional (total) growth of employment within establishments that already existed in 1976, and still existed in December 1987, should be the same in the period 1976-1987.
b. Regional 'death rates' for (total) employment within establishments, that existed at 1-1-1976 but stopped business later on, should be the same over this period.
c. Inter-regional relocation effects should cancel out during this period.
d. Regional 'shifting' of sectoral employment patterns due to establishments changing their main activity (i.e. changing their SIC-code) should be equal.
Of course it is rather difficult to determine the validity of these conditions, but it is clear, that these conditions will become more problematic the longer the time interval considered and the smaller the region analyzed. Some remarks however, seem to be appropriate in this respect. First, since we have amalgamated the 40 COROP's into 5 broad groups, these conditions are less restrictive than in the case of individual COROP's.
Secondly, it appears that conditions b and c are especially biased against the 'performance' of metropolitan areas. Concerning condition b, for example, Wever (1984) has demonstrated that the 'death rates' of new establishments appear to be the highest in metropolitan areas. Regarding condition c, the incubation hypothesis in its complex version (cf Leone and Struyck 1976) , as well as empirical research in the Netherlands (Buunk et al 1982 , Molle et al 1982 has demonstrated that in the metropolitan areas a net out-migration of employment can be identified. The total effect of these relocations on regional employment patterns however, appears to rather small (cf Potters 1983 , Bearse 1978 . Thus, these studies might suggest an underestimation of the 'performance' of metropolitan areas on the basis of our abovementioned indicators (at the prevailing dates). Concerning the 'direction' of the (possible) regional 'bias' of the indicators a and d no a priori judgements can be made. Indicator 4 is of course intended to reflect the more recent spatial development patterns of our producer service subgroups. By means of this indicator it can be analyzed whether our selected are improving or worsening their relative 'performance' in the past three years.
The results of our analysis are extremely interesting and point at a same type of space-time trajectory of these 'new' and 'innovative' producer service subgroups. Consequently, in this section we will discuss the patterns for the computer service sector in detail, while only some general remarks will be made concerning the 'general information' and 'engineering' sector (tables relating to these subsectors can be found in the appendix). 1981, 1985 and 1985-1987 , respectively, some interesting patterns can be found. In the first place, the computer service sector (still) appears to be highly concentrated in metropolitan areas, a result also found in Koerhuis and Cnossen (1982) . As time passes by and the 'new technology system' becomes more and more integrated into the economie structure however, this dominant position is gradually eroded, as suggested by the indicators used in Table 7 . However, the share of employment in establishments that have been set up in the period January 1, 1985 till December 1987 (and still existed in December 1987 , still exceeds the average 'normal' level 26 in the metropolitan areas. However, in this case the score on indicator 4 is considerably below the scores on the other, historically oriented, indicators. These patterns of initial stTong concentration in metropolitan areas versus (slow) spatial deconcentration is quite uniform among individual metropolitan COROP's (see Table 8 below 2 7 ) Our indicators suggest that the Rijnmond Area is clearly lagging behind compared to the other metropolitan regions distinguished. In the Rijnmond case, none of our indicators exceeds the 'normal' level, taken to be the 'overall share' in commercial service employment. Also concerning the share of 'new' employment (indicator 4) the Rijnmond area still performs rather poor. In comparing the indicators 1 to 4, it is plausible to assume that the other metropolitan regions all started from a high level (compared to their 'normal' level), while slowly approaching their 'normal' level (indicator 4). However, the Utrecht area still appears to attract a share that exceeds its 'normal' level considerably 28 . Also the Greater Amsterdam Area still succeeds in 26 In comparison to their share in total commercial service employment. 27 As said before, one should be careful in interpreting the data at such a disaggregate spatial level, as the indicators 1 -4 may become less reliable in this respect. 28 Although not exactly comparable in terms of relevant periods, the results of Koerhuis and Cnossen concerning 1981 suggest that our estimates on the total 'performance* of metropolitan areas in 1981 (indicator 2), as well as the individual results of the Amsterdam and Rijnmond area, are very reasonable indeed. On the other hand, the performance of the individual Utrecht area with respect to indicator 2 may have been 25 attracting a higher than 'normal' share of 'new' employment.
The second region in our analysis, which seems to have passed its 'normal' level, appears to be the 'overspill' region which by 1985 (as reflected by indicator 3) has apparently passed its 'normal' share of computer-service employment. Th"ê third region in order appears to be the Brabant region which attracted an 'above-normal' share of 'new' employment (indicator 4). On the other hand, the southern and, especially, the northern peripheral areas have not yet succeeded in attracting a normal share. Also their shares of 'new' employment is considerably below their shares in total commercial service employment. In comparing the performance of these regions on the indicators 1 till 4, however, the southern peripheral area appears to be more rapidly expanding its share than the northern peripheral area. Consequently, the space-time trajectory of the computer-service sector, as reflected by our indicators, appears to be clearly developing along the lines of our theoretical framework for sectors linked to 'new technology systems' sketched in section 2. In comparing the indicators 1 to 4, it is clear that at first a very strong metropolitan concentration can be observed (phase 1), while nowadays the pattern seems to be shifting towards non-metropolitan areas (phase 2).
Concerning the 'engineering' sector (see tables 9 and 10 in the appendix), the following conclusions can be drawn: -The 'engineering' sector is the most 'static' sector of our selected subgroups, i.e. in terms of the importance of 'new' firm fortnation rates (cf Table 5 ). Consequently, we expect the space-time trajectory of this sector -along the lines of our 'dynamic incubation' framework -to be further developed than the other sectors selected. -This is indeed confirmed by the data as regional shares appear to Iess fluctuating (compared to computer service and 'general information'), while these shares are also more closely related to the 'normal' shares of commercial service employment (as can be seen by comparing columns 5 and 6 of these tables).
-Metropolitan areas (again) appear to be continuously loosing their dominant position, while especially the 'overspill' and Brabant regions appear to be improving their relative 'performance' (also, the pattern within the metropolitan areas is rather uniform as can be seen from Table 10 ). -All metropolitan COROP's distinguished attract a smaller proportion of 'new' employment compared to their share of pre-1985 employment. In case we would exclude COROP region Delft from our analysis (with respect to indicator 4), this conclusion would not hold for the COROP's The Hague and (again) Utrecht. Concerning the shares of 'new' employment, the Amsterdam, Rotterdam (Rijnmond) and Arnhem/Nijmegen areas are nowadays already performing below their 'normal' levels.
-While the southern peripheral area is gradually improving its performance on the basis of our indicators, developments in the Brabant abd 'overspill' regions are much more explosive. Concerning their share overestimated, while that of the individual The Hague region may have been underestimated. This would imply that we are underestimating the 'improved performance' of the first region, while under-estimating the relative decline of the latter region in the recent decade.
of 'new' employment, both the Brabant and 'overspill' areas 29 attract a proportion which is larger than their shares in total commercial service employment. The southern peripheral region has not (yet) attained this 'normal' level. Although the northem peripheral region scores reasonably veil on the 'historical' indicators (i.e. 1 to 3), the score on the 'new' employment indicator 4 is rather poor. -Our indicators suggest that concerning the engineering sector the metropolitan areas as a whole expcrience an erosion of their dominant position. The opposite pattern holds for the 'overspill' and Brabant region. The southern peripheral region is improving its performance, although it has not yet succeeded in attracting a •normal' level. These conclusions are exactly in line with the theoretical model which we discussed before. The only exception to this appears to be the northern peripheral area, which already performed above 'normal' with respect to the 'historical' indicators 1,2, and 3. The score of this region on indicator 4, however, points to a rather sharp deterioration of this favourable position 30 .
Last but not least, concerning the space-time trajectory of the 'general information' sector, the following conclusions can be drawn (see tables 11 and 12 in the appendix): -Like before, the 'general information' sector appears to be heavily concentrated in metropolitan areas. Again, however, this dominant position is being eroded. -Looking more specific at the metropolitan 3.1TB S-S y Table 12 shows that especially the Amsterdam region appears to have been the 'incubation area' of this sector. Nearly 40% of employment in 'old' establishments (i.e. which have a date of establishment earlier than January 1, 1976) is located in the COROP Amsterdam! The results for indicators 2 to 4 however, point at a deterioration of this dominant position. As a matter of fact, this region nowadays attracts only a 'normal' share of 'new' employment, as reflected by indicator 4. -Also remarkable (again) is the rather poor performance of the Rijnmond (Rotterdam) area which does not exhibit a relatively high score on any of our indicators, while its share of employment in 'new' establishments is also considerably below 'normal'. -The other metropolitan areas, on the other hand, still appear to be in a kind of 'booming' phase. In this respect the (total) shares of the metropolitan COROP's Arnhem/Nijmegen, The Hague and Utrecht in 'new' employment (indicator 4) is 40% higher than their share in pre-1985 (indicator 3) employment! -Although more smoothly in expansion, also the Brabant region and 'overspill' areas appear to have attracted a 'normal' share of employment in this sector in the course of time.
-The peripheral areas on the other hand, although also expanding, again exhibit below-normal scores on our indicators. The score of the northern peripheral area on indicator 4 can especially be ascribed to the province of Groningen (4.92 of total 'new' employment in 'general information' is estimated to be generated in this province).
8. Conclusions
In this paper the concepts of 'new technology systems' proposed by Freeman et al (1982) , and the related concept of 'innovation cycles', have been integrated in a 'dynamic incubation theory'. This theory may be useful in describing the space-time trajectories of new innovative sectors (and the related types of innovations, cf Davelaar and Nijkamp 1988) . According to this framework new 'innovative' sectors may especially start from metropolitan areas onwards. Especially in the beginning of a new technology system the generation of new 'Schumpeterian' firms and related new products and services will be accentuated (cf the innovation cycle concept). Because of both demand and supply conditions the metropolitan areas are then expected to be the 'breeding place' of these new innovative activities. By considering technological change as a continuous process, i.e. a 'creative diffusion' process, this development will act as a driving force itself for the spatial shifting of indigenous dynamics to nonmetropolitan areas. This applies especially to sectors which become more (though not completely) standardized in terms of the 'products' (or services) generated. Consequently, in later phases of a technology system, part of the market possessed by 'metropolitan producers' will be captured by 'non-metropolitan producers'. Continuous technological change may be one of the main driving forces in this spatial evolution. Consequently, in those phases especially the latter areas will perform relatively better (in terms of both economie variables and related innovative activities). Previous research on the manufacturing sector in the Netherlands (cf. Nijkamp 1987a, 1987b) has demonstrated that regional discrepancies in innovative activities may be an important driving force of the urban-rural shift of manufacturing activities. The same underlying (technological) forces may be at work in the internationallv observed urban-rural shift of the manufacturing sector (cf. Keeble et al 1983 , Keeble et al 1986 . This shift cannot only be ascribed to the well-known branch plant effect (cf Holland 1976), but also contains an important indigenous component as, for example, found in Bluestone and Harrison (1982) .
Concerning the manufacturing sector statistical considerations hampered a rigorous test of the space-time trajectory of (subclasses) of this sector. Consequently, in this paper our main purpose has been to tracé the space-time trajectory of sectors linked to more recent 'technology systems', i.e. selected producer service subclasses. In this respect we have tried to determine whether spatial development of firms linked to the new 'information' technology system, prolonges along the lines of the urban-periphery trajectory as expected on the basis of (the first phases of) our framework. To this purpose first of all it has been demonstrated that this sector and especially the three subgroups which we finally selected -is indeed characterized by a rapid expansion of value added, employment and number of establishments. For an identification of the space-time trajectory of these sectors, the lack of relevant data forced us to construct our own data set from the statistics provided by the Chambers of Commerce. In this respect we were able to calculate several proxy indicators which might serve as a reflection of the spatial dispersion of employment in these sectors at certain moments of time. In this manner we tried to approximate the space-time trajectory of these new sectors. The results clearly support our 'dynamic incubation theory'. In initial phases, each of the producer sub-sectors distinguished appears to be heavily concentrated in metropolitan areas. In later phases, however, this dominant position becomes eroded and nowadays especially the intermediate zones (i.e. the 'overspill' and Brabant areas) are improving their relative •performance'. Peripheral areas (i.e. both the northern and southern peripheral areas) still appear to attract a small proportion of employment in these sectors. Consequently, the space-time trajectory of our selected producer service sub-sectors clearly follows the line of the center-periphery model depicted in the first two phases of our theory. As a matter of fact this trajectory appears to be most pronounced for the most 'static' of the selected sub-sectors, i.e. the 'engineering sector'. Concerning the most 'dynamic' sub-sector (i.e. the computer-service sector), employment still appeared to be most heavily concentrated in metropolitan areas. The score of the peripheral areas, in this case however, appeared to be (extremely) poor in comparison to their scores on commercial service employment in general. These results clearly confirm the theoretical framework sketched before. However, it has also become clear that this framework should not be interpreted as a 'static trajectory' that is repeated in the same wav everv time a new technology system enters the scène. Being a metropolitan area is no guarantee for attracting a large share of 'new' and 'innovative' firms in the first phases of the 'emergence' of a new technology system. The Rijnmond area illustrates this latter statement quite clearly, as was shown by the rather poor performance on each of our estimated indicators. Consequently, there is no guarantee that all individual metropolitan areas will be 'market leaders' concerning the next 'technology systems'. In this respect, the 'creative diffusion' process itself will act both as a driving and selecting mechanism. This mechanism may be one of the most important and largely ignored driving forces of the competitive power and economie restructuring of spatial systems. 
