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In this paper, we consider the approximation spectrum w.r.t. the
ﬁeld Q(i
√
2). The smallest limit point of this spectrum is found
to be c0 = 1.78863819 . . . , where c0 belongs to a real quadratic
extension of Q(
√
47), and a complete description of the spectrum
below and slightly above c0 is given. The result is obtained by
using a continued fraction like algorithm which has the same
properties as ordinary continued fractions.
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0. Introduction
Let Q(
√
d) be an imaginary quadratic number ﬁeld of discriminant d, and let Od be the maximal
order in Q(
√
d).
For a complex number ξ ∈ C \ Q(√d) the approximation constant cd(ξ) is deﬁned by
cd(ξ) = limsupn(p,q)
(|q||qξ − p|)−1,
where n(p,q) is the norm of the ideal generated by p,q ∈ Od , and where the limsup is taken over
all (p,q) ∈Od × (Od \ {0}) (cf. [14]). The Hurwitz spectrum or approximation spectrum is given by
Hd =
{
cd(ξ)
∣∣ ξ ∈ C \ Q(√d)}.
The discrete part of Hd is the set Hd ∩ [0, c0[, where c0 is the smallest limit point of Hd . In analogy
with the real Hurwitz spectrum, one would like to have a description of Hd , particularly when Od
has class number one, that is, in the nine cases
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but also for other numerically small discriminants. A complete description of the discrete part of Hd
is known in the following cases with class number one: d = −4 (cf. [7,13]), d = −11 (cf. [8]), d = −3
(cf. [10]), but also for d = −20 and d = −24 (cf. [14]). We can now add the case d = −8.
For the case d = −8 the ﬁrst step was taken by O. Perron [4], who found the smallest approxi-
mation constant
√
2, obtained for a single equivalence class of numbers ξ . By the method of Farey
triangles and Farey quadrangles I found in [6] the next approximation constant
√
3, obtained for two
distinct equivalence classes of numbers ξ . I also proved that further approximation constants had to
be  1.733.
In this paper we shall treat the case d = −8 in great detail. In analogy to the three previous
cases we shall develop a remarkably perfect algorithm of regular chains and dual chains for the ﬁeld
Q(i
√
2). Since this algorithm is very much like the one in the Gaussian case, we will leave out proofs
when the analogy permits it.
We will show that the smallest limit point of the approximation spectrum is
c0 =
√
8(82662667+ 11577720√47)
405186721
= 1.78863819 . . . .
The only approximation constants below this limit are the three numbers
√
2,
√
3,
√
9212/2881= 1.78815571 . . . ,
the corresponding numbers ξ (all quadratic over Q(i
√
2)) having periodic chains (see Examples 2.1–
2.4). Furthermore we shall exhibit 2ℵ0 numbers ξ having approximation constant c(ξ) = c0.
It is appropriate to mention that numbers like exp(−2/(a + bω)) with (a,b) ∈ Z × Z \ {(0,0]} are
Hurwitzian cf. [11]. In particular we have
ch1
(
exp(−1/ω))= D3Q 1V1D1Q 1V 31D1Q 1V 51D1Q 1V 71 · · · ,
ch1
(
exp(−2/ω))= W3D3Q 1V1W1V 21D1Q 1V 31W1V 41D1Q 1V 51W1V 61 · · · ,
where the patterns are apparent.
Finally it should be mentioned that for the chains and dual chains in the ﬁeld Q(
√−2) there is an
ergodic theory with an invariant measure whose density function is explicitly expressible in terms of
elementary functions (cf. [1–3,9,12]).
1. Farey sets and dual Farey sets
1.1. Basic notation
A complex number z will often be written z = x + yω with x, y ∈ R, and ω = i√2. Accordingly
x = z, y = z. The corresponding norm is
N(z) = N(x+ yω) = |z|2 = x2 + 2y2.
The imaginary axis is denoted I, and will be oriented in the direction of ω. The maximal order of
Q (i
√
2) will be denoted Z[i√2]. From [6] we recall the notions of Farey triangle (FT) and Farey
quadrangle (FQ):
A Farey triangle FT(p1/q1, p2/q2, p3/q3) is the convex hull of three points p j/q j , p j,q j ∈ Z[i
√
2],
q j = 0, for 1 j  3, where |p jq j+1 − p j+1q j | = 1 for j ∈ Z/(3Z). Let N = N(FT) = N(q1) + N(q2) +
N(q3) be the norm of FT .
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A Farey quadrangle FQ(p1/q1, p2/q2, p3/q3, p4/q4) is the convex hull of four points pk/qk , pk,qk ∈
Z[i√2], qk = 0, for 1 k 4, where
|pkqk+1 − pk+1qk| = 1 and |pkqk+2 − pk+2qk| =
√
2 for k ∈ Z/(4Z).
Let N = N(FQ) = N(q1) + N(q2) + N(q3) + N(q4) be the norm of FQ .
Let
I1 = {z = x+ yω | y  0} ∪ {∞},
I∗1 =
{
z = x+ yω ∣∣ 0 x 1, y  (x(1− x)/2)1/2}∪ {∞},
I2 =
{
z = x+ yω
∣∣∣ 0 y  1
2
, x
(
y(1− 2y))1/2}
∪
{
z = x+ yω
∣∣∣ 1
2
 y  1, x
(
(1− y)(2y − 1))1/2}∪ {∞},
I∗2 = {z = x+ yω | x 0} ∪ {∞}.
The sets I1, I∗1 , I2, I∗2 and their subdivisions into
I1 = V1 ∪ V2 ∪ V3 ∪W1 ∪W2 ∪W3 ∪ C ∪D1 ∪D2 ∪D3 ∪ E1 ∪ E2 ∪ E3,
I∗1 = V∗1 ∪ V∗2 ∪ V∗3 ∪W∗1 ∪W∗2 ∪W∗3 ∪ C∗ ∪D∗1 ∪D∗2 ∪D∗3,
I2 = G1 ∪ G2 ∪ G3 ∪ G4 ∪Z ∪Q1 ∪Q2 ∪Q3 ∪Q4,
I∗2 = G∗1 ∪ G∗2 ∪ G∗3 ∪ G∗4 ∪Z∗ ∪P∗1 ∪P∗2 ∪P∗3 ∪P∗4 ∪Q∗1 ∪Q∗2 ∪Q∗3 ∪Q∗4,
are shown in Figs. 1, 1∗ , 2, 2∗ , respectively.
The following matrices in GL(2, Z [i√2])/{±I} play an important role: S1 = [0,−1;1,−1], S2 =
[0,1;1,−ω], J = [−1,0;0,1], V1 = [1,ω;0,1], W1 = [1 + ω,−1;2,−1 + ω], C = [1 + ω,−2;2,
−1 + ω], D1 = [ω,1 + ω;1,1], E1 = [1,0;1,1], G1 = [1,1;0,1], Z = [−1 + ω,ω;ω,1 + ω], P1 =
[1,0;1,−1], Q 1 = [1,−1 + ω;1,ω]. Furthermore departing from V1, W1, D1, E1 and G1, P1,
Q 1, we deﬁne for j,k ∈ Z: V j+1 = S1V j S−11 , W j+1 = S1W j S−11 , D j+1 = S1D j , E j+1 = S1E j , and
Gk+1 = S2Gk S−12 , Pk+1 = S2Pk , Qk+1 = S2Qk .
Since S31 = I , S42 = I , the matrices {V j,W j, D j, E j} are periodic w.r.t. j of period 3, and the ma-
trices {Gk, Pk, Qk} are periodic w.r.t. k of period 4. Altogether there are 26 matrices {V j,W j,C,
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D j, E j,Gk, Z , Pk, Qk} where j ∈ Z/(3Z), and k ∈ Z/(4Z), and they will be referred to as the basic
matrices.
The basic matrices and the matrices J , S1, S2 satisfy a number of simple relations. These are
collected in the following lemma, where ±M are identiﬁed, and M denotes the complex conjugate
of M:
Lemma 1.1.
(i) J
−1 = J = J , S2 J = J S2, S1V j S−11 = V j+1, S1W j S−11 = W j+1,
(ii) S1C S
−1
1 = C, S1D j = D j+1, S1E j = E j+1,
(iii) S2GkS
−1
2 = Gk+1, S2 Z S−12 = Z , S2Pk = Pk+1, S2Qk = Qk+1,
(iv) det V j = detC = det E j = detGk = det Qk = 1,
(v) detW j = det D j = det Z = det Pk = −1,
(vi) V
−1
j = V j, W−1j = W j, C−1 = C, D−1j = J Q 1S1− j1 , E−1j = J P1S1− j1 ,
(vii) G−1k = J Gk J , Z−1 = J Z J , P−1k = E1S2
1−k
J , Q −1k = D1S2
1−k
J .
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For a matrix M = [a,b; c,d] we will use the same symbol also for the Möbius map M : z → Mz =
(az + b)(cz + d)−1. The map S1 : z → −1/(z − 1) is a hyperbolic rotation (in the half-plane I1) to an
angle 2π/3 around the point 12 (1 + i
√
3) leaving each of the sets I1 and I∗1 invariant. Similarly the
map S2 : z → 1/(z − ω) is a hyperbolic rotation (in the half-plane I∗2 ) to an angle −π/2 around the
point (1 + i)/√2 leaving each of the sets I2 and I∗2 invariant. We will use the notation κ1 : z → z,
and κ2 : z → −z for the reﬂexions in the real and imaginary axes.
A number of relations between mappings and sets are given in the following
Lemma 1.2.
(i) V j = V j(I1), W j = W j(I1), C = C(I1), E j = E j(I2), D j = D j(I2),
(ii) V∗j = V j
(I∗1 ), W∗j = W j(I∗1 ), C∗ = C(I∗1 ), D∗j = D j(I∗2 ),
(iii) Gk = Gk(I2), Z = Z(I2), Qk = Qk(I1),
(iv) G∗k = Gk
(I∗2 ), Z∗ = Z(I∗2), Pk = Pk(I∗1), Q∗k = Qk(I∗1),
(v) S1(V j) = V j+1, S1(W j) = W j+1, S1(C) = C,
(vi) S1(D j) = D j+1, S1(E j) = E j+1,
(vii) S1
(V∗j )= V∗j+1, S1(W∗j )= W∗j+1, S1(C∗)= C∗, S1(D∗j )= D∗j+1,
(viii) S2(Gk) = Gk+1, S2(Z) = Z, S2(Qk) = Qk+1,
(ix) S2
(G∗k )= G∗k+1, S2(Z∗)= Z∗, S2(P∗k )= P∗k+1, S2(Q∗k)= Q∗k+1.
As usual ξ,η ∈ C \ Q(i√2) are called equivalent if there exists a map M : z → (az + b)(cz + d)−1
with M ∈ GL(2,Z[i√2]) satisfying η = M(ξ). It follows from Lemma 1.2(i)(ii) that every boundary
point occurring in Fig. 1 or Fig. 2 is equivalent to a real number, and similarly from Lemma 1.2(iii)(iv)
that every boundary point occurring in Fig. 1∗ or Fig. 2∗ is equivalent to a purely imaginary number.
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For any matrix M ∈ GL(2,Z[i√2]) we associate a Farey set F1(M) of type 1 and a Farey set F2(M)
of type 2. Also we associate a dual Farey set F ∗1(M) of type 1 and a dual Farey set F ∗2 (M) of type 2. This
is done as follows:
If M(R), oriented in accordance with R, is a positively oriented circle or a straight line (necessarily
of the form {z = x+ yω | x ∈ R, y ∈ Z}) oriented in the direction of R, then we deﬁne F1(M) = M(I1),
F ∗1 (M) = M(I∗1 ). Otherwise we deﬁne F1(M) = M(κ1(I1)), F ∗1 (M) = M(κ1(I∗1 )).
If M(I), oriented in accordance with I, is a negatively oriented circle or a straight line (necessarily
of the form {z = x+ yω | x ∈ Z, y ∈ R}) oriented in the direction of I, then we deﬁne F2(M) = M(I2),
F ∗2 (M) = M(I∗2 ). Otherwise we deﬁne F2(M) = M(κ2(I2)), F ∗2 (M) = M(κ2(I∗2 )).
Farey sets and dual Farey sets of type 1 are called triangular, and Farey sets and dual Farey sets
of type 2 are called quadrangular. Farey sets of type 1 and dual Farey sets of type 2 are circular. In
Lemma 1.3 we will see that there is an essentially unique way to deﬁne the three vertices of a Farey
set of type 1, and the four vertices of a dual Farey set of type 2.
Example 1.1. I1 = F1(I), I∗1 = F ∗1(I), V j = F1(V j), V∗j = F ∗1(V j), W j = F1(W j), W∗j = F ∗1(W j), C =
F1(C), C∗ = F ∗1(C), E j = F2(E j), D j = F2(D j), D∗j = F ∗2(D j), I2 = F2(I), I∗2 = F ∗2(I), Gk = F2(Gk),
G∗k = F ∗2(Gk), Z = F2(Z), Z∗ = F ∗2 (Z), P∗k = F ∗1 (Pk), Qk = F1(Qk), Q∗k = F ∗1 (Qk).
For a Farey set F1 = F1(M) or a dual Farey set F ∗1 = F ∗1(M) of type 1 where M = [a,b; c,d], the
number
ρ(F1) = ρ
(
F ∗1
)= |cd − dc| =√N2 − 2N(2),
where N1 = N(c), N2 = N(d), N3 = N(c+d), N = N1+N2+N3, N(2) = N12+N22+N32, is independent
of the matrix M representing F1 or F ∗1 . In fact (cf. formula (67) of [6]) 1/ρ(F1) = 1/ρ(F ∗1 ) is the
radius of the circle M(R) circumscribing F1 or F ∗1 (with ρ(F1) = ρ(F ∗1) = 0 when M(R) is a line). If
ρ(F1) = ρ(F ∗1 ) > 0 then (ad− bc)/(cd− dc) is the center of the circumcircle of F1 and F ∗1 , also called
the center of F1 and F ∗1 .
Similarly for a Farey set F2 = F2(M) or a dual Farey set F ∗2 = F ∗2(M) of type 2 where M =[a,b; c,d], the number
ρ(F2) = ρ
(
F ∗2
)= |cd + dc| = 1
2
√
3
2
N2 − 4N(2),
where N1 = N(c), N2 = N(d), N3 = N(c−dω), N4 = N(cω+d), N = N1 + N2 + N3 + N4, N(2) = N12 +
N22 + N32 + N42, is independent of the matrix representing F2 or F ∗2 . In fact (cf. formula (68) of [6])
1/ρ(F2) = 1/ρ(F ∗2 ) is the radius of the circle M(I) circumscribing F2 or F ∗2 (with ρ(F2) = ρ(F ∗2) = 0
when M(I) is a line). If ρ(F2) = ρ(F ∗2 ) > 0 then (ad + bc)/(cd + dc) is the center of the circumcircle
of F2 and F ∗2 , also called the center of F2 and F ∗2 .
Lemma 1.3. For any circular Farey set F1 which is not a half-plane, either (i) there is exactly one acute-angled
Farey triangle FT0 (say) inscribed in F1 , or (ii) there is no acute-angled Farey triangle inscribed in F1 , but in
return precisely two right-angled Farey triangles FT1 , FT2 (say) both inscribed in F1; the triangles FT1 and
FT2 are congruent, in particular N(FT1) = N(FT2). Similarly for any circular dual Farey set F ∗2 which is not a
half-plane, either (iii) there is exactly one Farey quadrangle FQ0 (say) inscribed in F2 , s.t. the arcs on ∂ F
∗
2 cut
off by the four vertices of FQ0 are all < π , or (iv) there is no such Farey quadrangle, but in return precisely two
Farey quadrangles FQ1 , FQ2 (say) both inscribed in F ∗2 , s.t. one of the arcs on ∂ F ∗2 cuts off by the four vertices
of FQ1 and FQ2 is π ; the quadrangles FQ1 and FQ2 are congruent, in particular N(FQ1) = N(FQ2).
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states that FT1 and FT2 both contain the center on their (common) boundary. Condition (i) may be
expressed in terms of norms as N j < N j−1 + N j+1 for j ∈ Z/(3Z), and (ii) as N j  N j−1 + N j+1 for
j ∈ Z/(3Z), with equality occurring.
Condition (iii) states that FQ0 contains the center of F
∗
2 in its interior, and condition (iv) states that
FQ1 and FQ2 both contain the center on their (common) boundary. Condition (iii) may be expressed
in terms of norms as Nk−1 < 2Nk + Nk+1 and Nk+1 < 2Nk + Nk−1 for k ∈ Z/(4Z), and (iv) as Nk−1 
2Nk + Nk+1 and Nk+1  2Nk + Nk−1 for k ∈ Z/(4Z), with equality occurring.
Proof. In the ﬁrst part it is used that I∗1 = Ω1 ∪ S1(Ω1) ∪ S21(Ω1), where Ω1 = {z = x + yω | 0 
x  1, y > 0, |z|  1, |z − 1|  1} is a fundamental domain for the group Γ1 = PSL(2,Z), which is
the subgroup of GL(2,Z[i√2])/{±I} consisting of those maps that leave I1 invariant. The proof of
Lemma 1.2 of [7] applies unchanged.
In the second part it is used that I2 = Ω2 ∪ S2(Ω2) ∪ S22(Ω2) ∪ S32(Ω2), where Ω2 = {z = x+ yω |
0  y  1, x > 0, |z|  1, |z − ω|  1} is a fundamental domain for the group Γ2 = 〈V1, S2〉/{±I},
which is the subgroup of GL(2,Z[i√2])/{±I} consisting of those maps that leave I∗2 invariant. The
proof of Lemma 1.2 of [7] now applies with some obvious changes. 
For any Farey set F or dual Farey set F ∗ we deﬁne its norm as follows:
when F is of type 1 and not a half-plane we put N(F ) = N(FT0) or N(F ) = N(FT1) = N(FT2) in
accordance with Lemma 1.3(i)(ii); if F is a half-plane we put N(F ) = 2; when F ∗ is of type 1
and not unbounded we put N(F ∗) = N(FT), where FT is the Farey triangle with vertices at the
vertices of F ∗; if F ∗ is unbounded we put N(F ∗) = 2; when F is of type 2 and not unbounded
we put N(F ) = N(FQ), where FQ is the Farey quadrangle with vertices at the vertices of F ; if F is
unbounded we put N(F ) = 4; when F ∗ is of type 2 and not a half-plane we put N(F ∗) = N(FQ0)
or N(F ∗) = N(FQ1) = N(FQ2) in accordance with Lemma 1.3(iii)(iv); if F ∗ is a half-plane we put
N(F ∗) = 4.
1.3. Generation of Farey sets and dual Farey sets
Corresponding to the subdivisions of I1, I2, I∗1 , I∗2 we consider the following collections of ma-
trices:
M1 = {V j,W j,C, D j, E j}, M2 = {Gk, Z , Qk},
M∗1 = {V j,W j,C, D j}, M∗2 = {Gk, Z , Pk, Qk},
where it is understood that j ∈ Z/(3Z), and k ∈ Z/(4Z). However we also consider the following
collections of the same matrices, according to shape:
T = {V j,W j,C, Qk}, Q = {D j, E j,Gk, Z},
T ∗ = {V j,W j,C, Pk, Qk}, Q∗ = {D j,Gk, Z}.
The matrices in T and T ∗ are called triangular, because the corresponding Farey sets and dual Farey
sets (cf. Figs. 1, 2, 1∗ , 2∗) are triangular.
The matrices in Q and Q∗ are called quadrangular, because the corresponding Farey sets and dual
Farey sets (cf. Figs. 1, 2, 1∗ , 2∗) are quadrangular.
A regular product of type 1 (of length n) is a product Mn = T0T1 · · · Tn with T0 = V b01 , b0 ∈ Z,
T1 = V1, and Tν ∈ M1 ∪ M2 for 1 ν  n, where Tν ∈ M1 if ν = 1 or if ν > 1 and Tν−1 ∈ T , and
Tν ∈M2 if ν > 1 and Tν−1 ∈Q. A regular product of type 2 (of length n) is a product Mn = T0T1 · · · Tn
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Tν−1 ∈ T , and Tν ∈M2 if ν = 1 or if ν > 1 and Tν−1 ∈Q.
The Farey set of a regular product Mn = T0T1 · · · Tn (of either type) is deﬁned as
F (Mn) =
{
F1(Mn), if n = 0 and T0 = V b01 or if n > 0 and Tn ∈ T ,
F2(Mn), if n = 0 and T0 = Gb01 or if n > 0 and Tn ∈ Q.
The vertices of F (Mn) are Mn(∞), Mn(0), Mn(1) or Mn(∞), Mn(0), Mn(−1/ω), Mn(ω), respectively.
Note: A tail TnTn+1 · · · of a regular product (of either type) is again a regular product of the type
depending only on the ﬁrst factor Tn in the tail.
A dually regular product of type 1 (of length n) is a product Mn = T0T1 · · · Tn with T0 = V b01 , b0 ∈ Z,
T1 = V1, and Tν ∈ M∗1 ∪M∗2 for 1 ν  n, where Tν ∈ M∗1 if ν = 1 or if ν > 1 and Tν−1 ∈ T ∗ , and
Tν ∈M∗2 if ν > 1 and Tν−1 ∈Q∗ .
A dually regular product of type 2 (of length n) is a product Mn = T0T1 · · · Tn with T0 = Gb01 , b0 ∈ Z,
T1 = G1, and Tν ∈ M∗1 ∪M∗2 for 1 ν  n, where Tν ∈ M∗1 if ν > 1 and Tν−1 ∈ T ∗ , and Tν ∈ M∗2 if
ν = 1 or if ν > 1 and Tν−1 ∈Q∗ .
The dual Farey set of a dually regular product Mn = T0T1 · · · Tn (of either type) is deﬁned as
F ∗(Mn) =
{
F ∗1(Mn), if n = 0 and T0 = V b01 or if n > 0 and Tn ∈ T ∗,
F ∗2(Mn), if n = 0 and T0 = Gb01 or if n > 0 and Tn ∈ Q∗.
The vertices of F (Mn) are Mn(∞), Mn(0), Mn(1) and Mn(∞), Mn(0), Mn(−1/ω), Mn(ω), respectively.
Note: A tail TnTn+1 · · · of a dually regular product (of either type) is again a dually regular product
of the type depending only on the ﬁrst factor Tn in the tail.
The Farey sets F (Mn) are of two kinds:
(C3) Circular disks Mn(I1) with 3 distinguished points Mn(∞), Mn(0), Mn(1) deﬁning a positive
orientation of the boundary.
(Q ) Quadrangles Mn(I2) bounded by orthogonal arcs joining 4 distinguished points Mn(∞), Mn(0),
Mn(−1/ω), Mn(ω) deﬁning a negative orientation of the boundary.
Similarly the dual Farey sets F ∗(Mn) are of two kinds:
(T ) Triangles Mn(I∗1 ) bounded by orthogonal arcs joining 3 distinguished points, Mn(∞), Mn(0),
Mn(1) and deﬁning a positive orientation of the boundary.
(C4) Circular disks Mn(I∗2 ) with 4 distinguished points Mn(∞), Mn(0), Mn(−1/ω), Mn(ω) deﬁning a
negative orientation of the boundary.
Each Farey set Mn(I1) of type (C3) has a unique subdivision into 7 Farey sets of type (C3), namely
Mn(V j) = MnV j(I1), Mn(W j) = MnW j(I1), and Mn(C) = MnC(I1), and 6 Farey sets of type (Q ),
namely Mn(E j) = MnE j(I2), and Mn(D j) = MnD j(I2).
Each Farey set Mn(I2) of type (Q ) has a unique subdivision into 4 Farey sets of type (C3), namely
Mn(Qk) = MnQk(I1), and 5 Farey sets of type (Q ), namely Mn(Gk) = MnGk(I2), and Mn(Z) =
MnZ(I2).
Each dual Farey set Mn(I∗1 ) of type (T ) has a unique subdivision into 3 dual Farey sets of type
(C4), namely Mn(D∗j ) = MnD j(I∗2 ), and 7 dual Farey sets of type (T ), namely Mn(V∗j ) = MnV j(I∗1 ),
Mn(W∗j ) = MnW j(I∗1 ), and Mn(C∗) = MnC(I∗1 ).
Each dual Farey set Mn(I∗2 ) of type (C4) has a unique subdivision into 5 dual Farey sets of type
(C4), namely Mn(G∗k ) = MnGk(I∗2), and Mn(Z∗) = MnZ(I∗2 ), and 8 dual Farey sets of type (T ), namely
Mn(P∗k ) = MnPk(I∗1 ), and Mn(Q∗k ) = MnQk(I∗1 ).
For t = 1,2 we let Ft(n) = {F (Mn) | Mn = T0T1 · · · Tn}, n ∈ N0, where all regular products of type t
and length n are taken into account.
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products of type t and length n are taken into account.
Also we let F1 be the collection of all Farey sets, and F2 the collection of all Farey sets in the
strip {z = x+ yω | 0 y  1}.
Similarly F∗2 is the collection of all dual Farey sets, and F∗1 the collection of all dual Farey sets in
the strip {z = x+ yω | 0 x 1}.
Lemma 1.4. Let Mn = T0T1 · · · Tn be a regular or dually regular product, and let F (Mn), n  0, or F ∗(Mn),
n  0, be the corresponding Farey set or dual Farey set. In case F (Mn) or F ∗(Mn) is triangular then we
put [p1, p2, p3;q1,q2,q3] = Mn[1,0,1;0,1,1]. In case F (Mn) or F ∗(Mn) is quadrangular then we put
[p1, p2, p3, p4;q1,q2,q3,q4] = Mn[1,0,−1,ω;0,1,ω,1].
(i1) If F (Mn) is a Farey set of type (C3), then FT(p1/q1, p2/q2, p3/q3) is acute-angled or right-angled.
(i2) If F (Mn) is a dual Farey set of type (C4), then all arcs on Mn(I) cut off by the points p1/q1 , p2/q2 , p3/q3 ,
p4/q4 are  π .
(ii1) If F (Mn) or F ∗(Mm) is triangular, then it has norm N = N1 + N2 + N3 .
(ii2) If F (Mn) or F ∗(Mn) is quadrangular, then it has norm N = N1 + N2 + N3 + N4 .
(iii) If F (Mn) is a Farey set of either type, then any Farey set F in the subdivision of F (Mn) satisﬁes N(F ) >
N(F (Mn)), except when F (Mn) = 2 (type 1) or F (Mn) = 4 (type 2). Similarly for dual Farey sets of either
type.
(iv) For t = 1,2 we have
Ft =
∞⋃
n=0
Ft(n), F∗t =
∞⋃
n=0
F∗t (n),
where the unions are disjoint.
Lemma 1.5. Let Ft = Ft(M) be an arbitrary Farey set and F ∗t = F ∗t (M) an arbitrary dual Farey set of type
t = 1,2. Then
(i1) N(F1) = N(F ∗1 ) ≡ 2 (mod 4),
(i2) N(F2) = N(F ∗2 ) ≡ 0 (mod 4),
(ii1) ρ(F1)/
√
2= ρ(F ∗1 )/
√
2 ∈ 2N0 ,
(ii2) ρ(F2) = ρ(F ∗2 ) ∈ 2N0 ,
(iii1) diam(F ∗1) diam(F1) 4(N(F ))−1/2 if N(F1) = N(F ∗1 ) > 2,
(iii2) diam(F2) diam(F ∗2) 6
√
2(N(F ))−1/2 if N(F2) = N(F ∗2 ) > 4.
2. Chains and dual chains
2.1. Representation of complex numbers by chains and dual chains
A (regular) chain of type t ∈ {1,2} is an inﬁnite product
T0T1 · · · Tn · · · ,
such that Mn = T0T1 · · · Tn is a regular product of type t for n ∈ N0, and not periodic with period V j
for ﬁxed j ∈ {1,2,3} or with period Gk for ﬁxed k ∈ {1,2,3,4}.
A dual chain of type t ∈ {1,2} is deﬁned similarly.
In accordance with the notation in [7] we let
(
p(n)1 p
(n)
2 p
(n)
3 p
(n)
4 p
(n)
5
q(n)1 q
(n)
2 q
(n)
3 q
(n)
4 q
(n)
5
)
= Mn
(
1 0 1 −1 ω
0 1 1 ω 1
)
.
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F (M0) ⊃ F (M1) ⊃ · · · ⊃ F (Mn) ⊃ · · · ,
and
∞⋂
n=0
F (Mn) = {ξ},
where ξ ∈ C \ Q(i√2). If the chain is of type 2, then ξ ∈ {z = x+ yω | 0 y  1}. The chain T0T1 · · · Tn · · ·
is said to represent the complex number ξ , and we write ξ = [T0T1 · · · Tn · · ·].
A similar result (Theorem 2.1∗) holds for dual chains. Essentially types 1 and 2 are switched.
Theorem 2.2. For any ξ ∈ C \ Q(i√2) not equivalent to a real number, there is precisely one chain of type 1
representing ξ . For any ξ ∈ C \ Q(i√2), which is equivalent to a real number, there are precisely two chains
of type 1 representing ξ . For any ξ ∈ {z = x + yω | 0 < y < 1} \ Q(i√2) not equivalent to a real number,
there is precisely one chain of type 2 representing ξ . For any ξ ∈ {z = x+ yω | 0 < y < 1} \Q(i√2), which is
equivalent to a real number, there are precisely two chains of type 2 representing ξ . For any ξ ∈ C \ Q(i√2)
with ξ ∈ {0,1}, there is precisely one chain of type 2 representing ξ .
A similar result (Theorem 2.2∗) holds for dual chains. Essentially types 1 and 2 are switched and
R replaced by I.
Proof. The proofs of these theorems are based on Section 1.3, in particular Lemmas 1.3 and 1.4, and
are performed like the corresponding theorems in [7]. It should be noticed that the restriction on a
(dual) chain not to be periodic with period V j or Gk prevents ξ from being a vertex of a (dual) Farey
set or equivalently lying in Q(i
√
2). 
Remark 2.1. When considering the lower part of the Markoff or Hurwitz spectrum or doing metric
theory (leaving out a set of Lebesgue measure 0) we may assume that the complex numbers ξ con-
sidered have unique chains or dual chains. For that reason we will only consider such numbers ξ
when considering equivalence and convergents.
2.2. Equivalence
The relationship between the chains for two numbers ξ,η ∈ C \ Q(i√2) that are equivalent is
described in the following theorem.
Theorem 2.3. ξ,η ∈ C \Q(i√2) (resp. {z = x+ yω | 0 y  1} \Q(i√2)) are equivalent if and only if ξ , η
have chains of type t1 , t2 of the form
cht1 ξ = T0T1 · · · T g T g+1T g+2 · · · T g+n · · · ,
cht2 η = U0U1 · · ·UhUh+1Uh+2 · · ·Uh+n · · · ,
where
Uh+n = T g+n for n 0,
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Uh+n = S j11 T g+n S− j11 for n 0,
with a ﬁxed j1 ∈ Z/(3Z), and provided that
T g+n ∈ {V j,W j,C} for n 0,
or
Uh+n = Sk12 T g+n S−k12 for n 0,
with a ﬁxed k1 ∈ Z/(4Z), and provided that
T g+n ∈ {Gk, Z} for n 0.
A similar result (Theorem 2.3∗) holds for dual chains.
Proof. The proof of the corresponding theorems in [7] carries over in a natural way. 
2.3. Convergents and approximation
We consider a chain (of either type) T0T1 · · · Tn · · · representing ξ = ξ0. As before we let Mn =
T0T1 · · · Tn = [p(n)1 , p(n)2 ;q(n)1 ,q(n)2 ], and
p(n)3 = p(n)1 + p(n)2 , q(n)3 = q(n)1 + q(n)2 ,
p(n)4 = −p(n)1 + ωp(n)2 , q(n)4 = −q(n)1 +ωq(n)2 ,
p(n)5 = ωp(n)1 + p(n)2 , q(n)5 = ωq(n)1 + q(n)2 .
In case F (Mn) is of type (C) the fractions
p(n)1 /q
(n)
1 = Mn(∞), p(n)2 /q(n)2 = Mn(0), p(n)3 /q(n)3 = Mn(1),
are the vertices in the Farey set F (Mn). In case F (Mn) is of type (Q ) the fractions
p(n)1 /q
(n)
1 , p
(n)
2 /q
(n)
2 , p
(n)
4 /q
(n)
4 = Mn(−1/ω), p(n)5 /q(n)5 = Mn(ω)
are the vertices in the Farey set F (Mn). In both cases these vertices are called convergents of ξ0. It
should be noticed that we need not distinguish between 1-convergents and 2-convergents, since they
will always be identical when ξ0 ∈ {z = x+ yω | 1 y  1}.
Further TnTn+1 · · · is for n ∈ N0 a chain (the type depending on Tn). The value
ξn = [TnTn+1 · · ·], n ∈ N0,
is called the n-th complete quotient of ξ0. Dual convergents and dual complete quotients are introduced
similarly.
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ξn = Tn(ξn+1),
ξn+1 ∈ It, −q(n)2 /q(n)1 ∈ κt
(I∗t ) if Tn+1Tn+2 · · · is a chain of type t,
ξn+1 ∈ I∗t , −q(n)2 /q(n)1 ∈ κt(It) if Tn+1Tn+2 · · · is a dual chain of type t.
Also we have (cf. [7])
ξ0 − p(n)1 /q(n)1 = −εn
(
q(n)1
(
q(n)1 ξn+1 + q(n)2
))−1
,
ξ0 − p(n)2 /q(n)2 = εnξn+1
(
q(n)2
(
q(n)1 ξn+1 + q(n)2
))−1
,
ξ0 − p(n)3 /q(n)3 = εn(ξn+1 − 1)
(
q(n)3
(
q(n)1 ξn+1 + q(n)2
))−1
,
ξ0 − p(n)4 /q(n)4 = εn(1+ωξn+1)
(
q(n)4
(
q(n)1 ξn+1 + q(n)2
))−1
,
ξ0 − p(n)5 /q(n)5 = εn(ξn+1 −ω)
(
q(n)5
(
q(n)1 ξn+1 + q(n)2
))−1
,
where
εn = detMn = p(n)1 q(n)2 − p(n)2 q(n)1 = ±1.
Taking absolute values we obtain the following approximation formulas
c1
(n) = |ξn+1 − ζn+1|, c2(n) =
∣∣S−11 (ξn+1) − S−11 (ζn+1)∣∣,
c2
(n) = ∣∣S−12 (ξn+1) − S−12 (ζn+1)∣∣, c3(n) = ∣∣S−21 (ξn+1) − S−21 (ζn+1)∣∣,
c4
(n) = ∣∣S−22 (ξn+1) − S−22 (ζn+1)∣∣, c(n)5 = ∣∣S−32 (ξn+1) − S−32 (ζn+1)∣∣,
where ζn+1 = −q(n)2 /q(n)1 , and c(n)m = (|q(n)m ||q(n)m ξ0 − p(n)m |)−1.
The following approximation results are obtained by an adaptation of Theorem 3 of [6]:
Theorem 2.4. Let ξ ∈ C \ Q(i√2) (resp. {z = x + yω | 0 y  1} \ Q(i√2)), and let p/q be an irreducible
fraction with p,q ∈ Z[i√2], q = 0, and satisfying
|ξ − p/q|
(
1
4
√
2(1+ √17)|q|2
)−1
.
Then p/q is a convergent of ξ . The constant in the inequality is best possible.
Theorem 2.5. Let ξ0 ∈ C \Q(i
√
2) (resp. {z = x+ yω | 0 y  1} \Q(i√2)) have the chain T0T1 · · · Tn · · · .
Then under condition (i) or (ii)
C(ξ0) = limsup
(∣∣Srt (ξn+1) − Srt (ζn+1)∣∣),
where ζn+1 = −q(n)2 /q(n)1 and t = 1 or t = 2 if Tn is triangular or quadrangular, and correspondingly 1 r  3
or 1  r  4. The limsup is taken over all convergents, so that the ﬁnitely many cases where Srt (ζn+1) = ∞
are omitted. Condition (i) is
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4
√
2(1+ √17) = 1.8112913 . . . ,
and condition (ii): C(ξ0) >
√
3 and ξ0 lying in every Farey triangle or quadrangle corresponding to the Farey
sets of the chain.
Remark 2.2. In Section 4.4 we show that the formula for C(ξ0) holds unconditionally. Hence the
condition C(ξ0) > c1 in Theorem 2.6 is also lifted.
Theorem 2.6. Suppose ξ0 ∈ C \ Q(i
√
2) (resp. {z = x + yω | 0  y  1} \ Q(i√2)) is represented by a
purely periodic chain ξ0 = [−−−−−−−−−−−−→T0T1 · · · T p−1] (cf. Section 3). Then C(ξ0) = √|D|/μ, where the discriminant D
and minimum μ are determined by M = [a,b; c,d] = T0T1 · · · T p−1 , f (X, Y ) = fM(X, Y ) = cX2 + (d −
a)XY − bY 2 , D = (d − a)2 + 4bc = (trM)2 − 4detM, μ = min | f (x, y)|, the minimum being taken over
all (x, y) ∈ (Z[i√2])2 \ (0,0). If C(ξ0) > c1 then μ = min | f (p(n)r ,q(n)r )|, where n ∈ {0,1, . . . , p − 1} and
r ∈ {1,2,3} or r ∈ {1,2,4,5} if Tr−1 is triangular or quadrangular.
Similar results (Theorems 2.4∗ , 2.5∗ , 2.6∗) hold for dual chains.
Example 2.1. ξ0 = 12 (
√
2+ ω) has the (unique) purely periodic chain of type 2: ch2 ξ0 = −→Z . It follows
that f (X, Y ) = ω(X2 − ωXY − Y 2), D = −4, μ = √2, hence C(ξ0) =
√
2.
Example 2.2. ξ0 = 12 (1 +
√
3 + ω) has the (unique) purely periodic chain of type 2: ch2 ξ0 = −−−−→G1G3.
Since M = G1G3 = [3 + ω,2 − ω;2,1 − ω], it follows easily that f (X, Y ) = ω(−ωX2 − (2 − ω)XY +
(1+ ω)Y 2), D = 12, μ = 2, hence C(ξ0) =
√
3.
Example 2.3. ξ0 = 12 (1 +
√
3/2ω) has the (unique) purely periodic chain of type 1: ch1 ξ0 = −→C . It
follows that f (X, Y ) = 2(X2 − XY + Y 2), D = −12, μ = 2, hence C(ξ0) =
√
3.
Example 2.4. ξ0 = 12 (1 + ((7
√
47 − 17)/38)ω) has the (unique) purely periodic chain of type 1:
ch1 ξ0 = −−−−−−−−−−−→W1D1 Z Z Q 1. Since M = W1D1 Z Z Q 1 = [−31 + 19ω,−17 − 36ω;38ω,−65 − 19ω], it fol-
lows easily (using Theorems 3 and 4 of [6]) that f (X, Y ) = 38ωX2 − (34+ 38ω)XY + (17+ 36ω)Y 2,
D = 9212, μ = |17+ 36ω| = √2881, hence C(ξ0) = 14√47/2881 = 1.78815571 . . . .
2.4. Inverse chains and inverse dual chains
To clarify the structure of chains and dual chains and introduce inverse chains and inverse dual
chains we need some further notation. Let
Tr = Π{V j,W j,C}
be any ﬁnite or inﬁnite product of the 7 matrices in brackets, and similarly
Qu= Π{Gk, Z}
be any ﬁnite or inﬁnite product of the 5 matrices in brackets. Also
Tq ∈ {D j, E j}, Tq∗ ∈ {D j}, Qt ∈ {Qk}, Qt∗ ∈ {Pk, Qk}
denotes a single matrix in each of the 4 sets indicated in brackets. Then
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ch2 = Qu0 Qt0 Tr0 Tq0 Qu1 Qt1 Tr1 Tq1 · · · ,
ch∗1 = Tr0 Tq∗0 Qu0 Qt∗0 Tr1 Tq∗1 Qu1 Qt∗1 · · · ,
ch∗2 = Qu0 Qt∗0 Tr0 Tq∗0 Qu1 Qt∗1 Tr1 Tq∗1 · · · ,
symbolizes any chain or dual chain of either type. Here any Trn or Qun may be the empty prod-
uct; also one Trn or one Qun may be an inﬁnite product in which case this ends the chain or dual
chain. Correspondingly there are inverse chains and inverse dual chains (of either type) denoted and
symbolized as follows:
←−−
ch1 = · · ·Tq−2 Qu−2 Qt−2 Tr−2 Tq−1 Qu−1 Qt−1 Tr−1,
←−−
ch2 = · · ·Qt−2 Tr−2 Tq−2 Qu−2 Qt−1 Tr−1 Tq−1 Qu−1,
←−−
ch∗1 = · · ·Tq∗−2 Qu−2 Qt∗−2 Tr−2 Tq∗−1 Qu−1 Qt∗−1 Tr−1,
←−−
ch∗2 = · · ·Qt∗−2 Tr−2 Tq∗−2 Qu−2 Qt∗−1 Tr−1 Tq∗−1 Qu−1 .
For the inverse chains or inverse dual chains one Trn or one Qun may be an inﬁnite product extending
to the left.
The matrices in Tr are called purely triangular, and the matrices in Qu purely quadrangular. The
matrices Tq and Tq∗ separate purely triangular and purely quadrangular subproducts, and similarly Qt
and Qt∗ separate purely quadrangular and purely triangular subproducts.
To each inverse chain of type t ∈ {1,2} we associate a dual chain of type t , and similarly to each
inverse dual chain of type t we associate a chain of type t . Since this is performed in the same way
in all 4 cases we will describe this only for an inverse chain of type 1.
By formally inverting
←−−
ch1 we get
←−−
ch1
−1 =
∞∏
s=1
(Tr−s)−1(Qt−s)−1(Qu−s)−1(Tq−s)−1. (∗)
If
Tr−1 = T−t1 · · · T−1, Qt−1 = T−t1−1 = Qk1 ,
Qu−1 = T−t1−q1−1 · · · T−t1−2, Tq−1 = T−t1−q1−2,
Tr−2 = T−t1−q1−t2−2 · · · T−t1−q1−3, Qt−2 = T−t1−q1−t2−3 = Qk2 ,
Qu−2 = T−t1−q1−t2−4 · · · T−t1−q1−t2−q2−3, Tq−2 = T−t1−q1−t2−q2−4,
...
where
Tq−1 =
{
E j1 ,
D j1 ,
Tq−2 =
{
E j2 ,
D j2 ,
. . . ,
then by Lemma 1.1(i)(vi)(vii) we get
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(Qu−1)−1 = J T−t1−2 · · · T−t1−q1−1 J , (Tq−1)−1 =
{
J P1S1
1− j1
,
J Q 1S1
1− j1
,
(Tr−2)−1 = T−t1−q1−3 · · · T−t1−q1−t2−2, (Qt−2)−1 = D1S21−k2 J ,
(Qu−2)−1 = J T−t1−q1−t2−4 · · · T−t1−q1−t2−q2−3 J ,
(Tq−2)−1 =
{
J P 1S1
1− j2
,
J Q 1S1
1− j2
,
...
Inserting these expressions in (∗) and applying Lemma 1.1(i)(ii)(iii) we obtain the complex conjugate
of a dual chain ch∗1 of type 1. Accordingly we let
←−−
ch1 represent the value [←−−ch1] = κ1([ch∗1]). Similarly
we may deﬁne [←−−ch2] = κ2([ch∗2]), [
←−−
ch∗1] = κ1([ch1]), [
←−−
ch∗2] = κ2([ch2]), where ch∗2, ch1, ch2 are related
in a similar manner to the formal inverses
←−−
ch2−1,
←−−
ch∗1−1,
←−−
ch∗2−1, respectively.
Before stating Theorems 2.7 and 2.8 we need some notation. We put
J1 = I1 \
3⋃
j=2
F1(Tr D j)
◦ \
3⋃
j=2
F1(Tr E j)
◦, J2 = I2 \
4⋃
k=2
F2(Qu Qk)
◦,
J ∗1 = I∗1 \
3⋃
j=2
F ∗1(Tr D j)◦, J ∗2 = I∗2 \
4⋃
k=2
F ∗2(Qu Pk)◦ \
4⋃
k=2
F ∗2(Qu Qk)◦,
where Tr and Qu are arbitrary (ﬁnite) purely triangular, respectively purely quadrangular products.
For an inverse chain or inverse dual chain (both types) · · · T−n · · · T−2T−1 we let M−n be the matrix
M−n =
{
(T−n · · · T−2T−1)−1 if T−n ∈ M1,
(T−n · · · T−2T−1)−1 J if T−n ∈ M2.
The following result follows readily from the constructions and deﬁnitions above:
Theorem 2.7. For any inverse chain · · · T−n · · · T−2T−1 of type t representing the complex number η we have
F ∗t (M−1) ⊃ F ∗t (M−2) ⊃ · · · ⊃ F ∗t (M−n) ⊃ · · · ⊃ {η},
and
∞⋂
n=0
F ∗t (M−n) = {η},
where η ∈ C \ Q(i√2). If the inverse chain is of type t, then η ∈ κt(J ∗t ).
Theorem 2.8. For any η ∈ κt(J ∗t )\Q(i
√
2) not equivalent to a purely imaginary number (boundary points of
κt(J ∗t ) excepted), there is precisely one inverse chain of type t representing η. For any η ∈ κt(J ∗t ) \ Q(i
√
2),
which is equivalent to a purely imaginary number, there are precisely two inverse chains of type t represent-
ing η.
Similar results (Theorems 2.7∗ and 2.8∗) hold for inverse dual chains.
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3.1. Periodic chains
A chain or dual chain (of either type) T0T1 · · · Tn · · · is called periodic with period   1 if there
exists an h−1 such that Tn = Tn+ for all n h + 1, in which case we write the chain as
T0T1 · · · Th−−−−−−−−−−−−−−−−→Th+1Th+2 · · · Th+.
It is convenient to consider
T0T1 · · · Th
−−−−−−−−−−−−−−−−−−→
Th+1Th+2 · · · Th+S j1,
where j ≡ 0 (mod 3) and Th+1 ∈ {V j,W j,C, D j, E j} to be periodic with period ; surely by Lem-
ma 1.1(ii) it is periodic in the usual sense with period 3. Similarly we will consider
T0T1 · · · Th
−−−−−−−−−−−−−−−−−−→
Th+1Th+2 · · · Th+Sk2,
where k ≡ 0 (mod 4) and Th+1 ∈ {Gk, Z , Pk, Qk} to be periodic with period ; surely by Lemma 1.1(iii)
it is periodic in the usual sense with period 4.
Example 3.1. V1
−−−−−−−−−→
W1W2W3 is a periodic 1-chain of period 3, which by Lemma 1.1(ii) may be rewrit-
ten as V1
−−−−→
W1S1 – a 1-chain of period 1. G21
−−−−−−−−−→
G2G3G4G1 is a periodic 2-chain of period 4, which by
Lemma 1.1(iii) may be rewritten as G1
−−−−→
G1S2 – a 2-chain of period 1.
A complex number ξ is called a quadratic irrational if ξ belongs to a quadratic ﬁeld extension of
Q(i
√
2) but not to the base ﬁeld Q(i
√
2) itself. The algebraic conjugate of ξ under this extension is
denoted ξ ′ .
Theorem 3.1. A periodic chain of type 1 represents a number ξ ∈ C \ Q(i√2) which is a quadratic irrational.
A periodic chain of type 2 represents a number ξ ∈ {z = x + yω | 0 y  1} \ Q(i√2) which is a quadratic
irrational.
Theorem 3.2. A quadratic irrational ξ ∈ C \ Q(i√2) has a periodic chain of type 1 (two periodic chains in
case ξ is represented by two chains of type 1). A quadratic irrational ξ ∈ {z = x+ yω | 0 y  1} \ Q(i√2)
has a periodic chain of type 2 (two periodic chains in case ξ is represented by two chains of type 2).
Similar results (Theorems 3.1∗ and 3.2∗) hold for dual chains.
3.2. Purely periodic chains
A chain or dual chain is called purely periodic of length r if has one of the following three forms:
−−−−−−−−−−−→
T0T1 · · · Tr−1,
−−−−−−−−−−−−−−→
T0T1 · · · Tr−1S j11 , j1 ≡ 0 (mod 3) if T0 ∈ {V j,W j,C, D j, E j},−−−−−−−−−−−−−−→
T0T1 · · · Tr−1Sk12 , k1 ≡ 0 (mod 4) if T0 ∈ {Gk, Z , Pk, Qk}.
In this context powers of V1 or G1 are not collected in T0 as earlier.
The chain or dual chain is called strictly purely periodic if it has the ﬁrst of the three forms above.
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a b preperiod period rlh lh
1 1 V3 E2G1Q 1 S1 3 3
1 2 E2 Q 3E2G21 3 4
1 3 E2 G4G1Q 2V3V1E3Q 1D3G3Q 3E2G21 12 13
1 4 V1E2 Q 1V1E2G21 4 5
2 1 E2 Q 2W3E3G2G21 5 6
2 2 E2 Q 3E1G21 3 4
2 3 E2 Q 4E3Q 2E2G21 5 6
2 4 perfect square – –
3 1 E2 Q 1V3V1E2G2G21 6 7
3 2 E2 Q 4E1G21 3 4
3 3 E2 Q 4W2E2G31 4 6
3 4 E2 Q 4E2G31 3 5
4 1 E2 Q 1V1E3G31 4 6
4 2 E2 Q 1E3G31 3 5
4 3 E2 Q 4E2Q 1W2V3W3E3G31 8 10
4 4 E2 G1G4Q 3E2G31 4 7
Example 3.2. The chains
−−−−−−−→
V1V2V3 = −−−−→V1S1, −−−−−−−−−→G1G2G3G4 = −−−−→G1S2, E1−−−−→Q 1E2 = −−−−−−→E1Q 1S2,
are all purely periodic chains with shortest periods 1, 1, 2 respectively. The two ﬁrst chains are strictly
purely periodic but the last one is not.
A quadratic irrational ξ is called t-reduced if ξ ∈ It and ξ ′ ∈ κt(I∗t ). A quadratic irrational ξ is
called t-dually reduced if ξ ∈ I∗t and ξ ′ ∈ κt(It). A quadratic irrational ξ is called strictly t-reduced
if ξ ∈ It and ξ ′ ∈ κt(J ∗t ). A quadratic irrational ξ is called strictly t-dually reduced if ξ ∈ I∗t and
ξ ′ ∈ κt(Jt).
Theorem 3.3. A (strictly) purely periodic chain of type t ∈ {1,2} represents a quadratic irrational which is
(strictly) t-reduced.
Theorem 3.4. A (strictly) t-reduced quadratic irrational ξ has a (strictly) purely periodic chain of type t,
t ∈ {1,2}.
Similar results (Theorems 3.3∗ and 3.4∗) hold for dual chains.
3.3. Square roots of integers
Table 1 contains ch1(
√
a+ bω) for a,b ∈ [1,4]. The period lengths are given in two ways: rlh =
reduced lengths and lh = full length. A power Vmj or Gmk is counted as 1 in rlh and as m in lh. For a
theory of chains of square roots of integers in the ﬁeld Q (
√−1) one should consult [5] and [7].
4. Markoff and Hurwitz spectra
4.1. Reduced and dually reduced forms
We will consider binary quadratic forms
Φ = (A, B,C) : (X, Y ) → AX2 + BXY + CY 2,
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A = 0, D = B2 − 4AC = 0, ξ,η ∈ C \ Q(i√2). (∗)
Here ξ , η are the roots of Φ , i.e. of Φ(x,0) = 0.
For M = [a,b; c,d] we let M˜ : (X, Y ) → (aX+bY , cX+dY ) be the corresponding linear map. A form
Ψ is called equivalent to Φ if there exists a matrix M ∈ GL(2,Z[i√2]) such that Ψ = Φ ◦ M˜ . Then
DΦ = DΨ , ξΦ = M(ξΨ ), ηΦ = M(ηΨ ).
A binary quadratic form Φ satisfying the conditions above is called t-reduced (t ∈ {1,2}) if (with
a suitable choice of ξ and η) ξ ∈ It and η ∈ κt(I∗t ), and t-dually reduced (t ∈ {1,2}) if ξ ∈ I∗t and
η ∈ κt(It). Similarly Φ is called strictly t-reduced if ξ ∈ It and η ∈ κt(J ∗t ), and strictly t-dually reduced
(t ∈ {1,2}) if ξ ∈ I∗t and η ∈ κt(Jt).
Remark 4.1. Let ϕ1 : z → 1/z, and ϕ2 : z → −1/z, then observe that for t ∈ {1,2}:
ϕt(It) = κt(It), ϕt
(I∗t )= κt(I∗t ).
This has the following consequences: If (A, B,C) is 1-reduced (resp. 1-dually reduced) then (C, B, A)
is 1-dually reduced (resp. 1-reduced). If (A, B,C) is 2-reduced (resp. 2-dually reduced) then
(−C,−B,−A) is 2-dually reduced (resp. 2-reduced).
Remark 4.2. The form Ψ = (C, B, A) is equivalent to Φ = (A, B,C). In fact Ψ = Φ ◦ M , where M =
[0,1;1,0]. Every t-reduced (t-dually reduced) form Ψ is equivalent to a strictly t-reduced (strictly
t-dually reduced) form Φ . In fact, Φ = Ψ ◦ M will do for a suitable M ∈ {I, S1, S21, S2, S22, S32}.
Theorem 4.1. Suppose that Φ = (A, B,C) satisfying (∗) represents primitively (w.r.t. Z[i√2]) a number A′
with 0 < |A′| √|D|/3. Then there exists a form Φ ′ = (A′, B ′,C ′), which is equivalent to Φ , and such that
Φ ′ is either reduced (of either type) or dually reduced (of either type).
Proof. After a suitable choice of
√
D , we may obtain that
arg
(√
D/A′
) ∈ [−u0,π − u0],
where u0 = Arctan
√
2= 0.9543 . . . .
It follows from the assumptions that there exist a0,b0, c0,d0 ∈ Z[i
√
2] such that Φ(a0, c0) = A′ ,
and a0d0 − b0c0 = 1. For any k ∈ Z[i
√
2] we consider Mk = [a0,b0; c0,d0] = [1,k;0,1], and the roots
ξk , ηk of Φk satisfying
ξk = ξ0 − k, ηk = η0 − k, ξk − ηk = ξ0 − η0 =
√
D/A′, for k ∈ Z[i√2].
The idea of the proof (cf. Theorem 6.1 of [7]) is now that Φk = Φ ◦ M˜k , which has Φk(1,0) = A′ , will
be t-reduced or t-dually reduced for a proper choice of k ∈ Z[i√2]. This is proved as in [7], however
the essential distinction is here, whether
arg
(√
D/A′
) ∈ [u0,π − u0] or arg(√D/A′) ∈ [−u0,u0],
leading to type 1 or type 2, respectively. 
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(t ∈ {1,2}) and the other to a strictly t-dually reduced form (t ∈ {1,2}).
Proof. It was proved in [6] (Theorems 8 and 9) that for any ξ ∈ C \ Q(i√2) the approximation con-
stant C(ξ) satisﬁes C(ξ) > 1.733 >
√
3, unless ξ is equivalent to one of the quadratic irrationals
ξ1 = 1
2
(
√
2+ω) = [−→Z ] with C(ξ1) =
√
2,
ξ2 = 1
2
(1+ √3+ ω) = [−−−−→G1G3] with C(ξ2) =
√
3,
ξ3 = 1
2
(1+√3/2ω) = [−→C ] with C(ξ3) = √3.
It follows from this (cf. Examples 2.1, 2.2, 2.3) that apart from the forms equivalent to one of the
strictly reduced (and strictly dually reduced) integral forms
Φ1 = (1,−ω,−1) with root ξ1, and ν(Φ1) =
√|D1|/μ(Φ1) = √2,
Φ2 = (−ω,−2+ ω,1+ ω) with root ξ2, and ν(Φ2) =
√|D2|/μ(Φ2) = √3,
Φ3 = (1,−1,1) with root ξ3, and ν(Φ3) =
√|D3|/μ(Φ3) = √3,
every form Φ under consideration will satisfy the conditions of Theorem 4.1 (actually forms Φ equiv-
alent to Φ2 and Φ3 also do), and thus be equivalent to a t-reduced or t-dually reduced form. The
result now follows from Remarks 4.1 and 4.2. 
4.2. Double chains
A (regular) double chain is a two-way inﬁnite product
ΠTn = · · · T−m · · · T−1T0T1 · · · Tn · · · ,
such that TnTn+1 · · · is a chain (of either type) for any n ∈ Z. Notice that · · · Tn−2Tn−1 will then be an
inverse chain for any n ∈ Z.
To each double chain and a given constant A0 = 0 we associate a two-way inﬁnite sequence of
quadratic forms Φn = (An, Bn,Cn), in the following manner. First we let Φ0(X, Y ) = A0(X − ξ0Y )(X −
η0Y ), where ξ0 = [T0T1T2 · · ·], η0 = [· · · T−3T−2T−1]. The other forms are then deﬁned recursively by
the relations Φn+1 = Φn ◦ T˜n , where T˜n is the linear map corresponding to the matrix Tn . It follows
by (4.2) that Φn(X, Y ) = An(X − ξnY )(X − ηnY ), where
ξn = [TnTn+1Tn+2 · · ·], ηn = [· · · Tn−3Tn−2Tn−1].
Thus by Theorem 2.7 all forms Φn are strictly reduced, mutually equivalent, and have the same dis-
criminant D = B2n − 4AnCn = (An(ξn − ηn))2.
For each double chain ΠTn we deﬁne K (ΠTn) = supn∈Z dn , where
dn =
{
max1 j3(|S j1(ξn) − S j1(ηn)| if Tn ∈ M1,
max1k4(|Sk(ξn) − Sk(ηn)| if Tn ∈ M2.2 2
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K (ΠTn) =
√|D|/μ(c) with μ(c) = inf
n∈Zμ
(c)
n ,
where
μ
(c)
n =
{
min(|Φn(1,0)|, |Φn(0,1)|, |Φn(1,1)|) if Tn ∈ M1,
min(|Φn(1,0)|, |Φn(0,1)|, |Φn(−1,ω)|, |Φn(ω,1)|) if Tn ∈ M2,
or
μ
(c)
n =
{
min(|An|, |Cn|, |An + Bn + Cn|) if Tn ∈ M1,
min(|An|, |Cn|, |An − ωBn − 2Cn|, |−2An + ωBn + Cn|) if Tn ∈ M2.
4.3. Double chains with K  c
In this section it will be assumed without further mentioning that the double chains ΠTn under
consideration satisfy the condition
K = K (ΠTn) c = 1.81135.
It will be of importance later that c > c1 = 14
√
2(1+√17) = 1.8112913 . . . (cf. Theorems 2.4 and 2.5).
When we refer to V j , Gk , etc. without any speciﬁc restrictions on j and k it is always understood
that j ∈ Z/(3Z) and that k ∈ Z/(4Z). Also we write W2W2W2 as W 32 , etc.
For any ﬁnite subproduct TlTl+1 · · · Tm−1Tm with lm we denote for any n ∈ [l,m] by |Tl · · · Tn−1 :
Tn · · · Tm|1 the Euclidean (lower) distance between the Farey set F (Mn,m) and the dual Farey set
F ∗(Nl,n−1), where Mn,m = Tn · · · Tm , and Nl,n−1 = M−1l,n−1 if Tl ∈ M1 or M−1l,n−1 J if Tl ∈ M2. More
generally we denote for t ∈ {1,2}
|Tl · · · Tn−1 : Tn · · · Tm|r =
∣∣Tl · · · Tn−1S1−rt : Sr−1t Tn · · · Tm∣∣1,
where t = t(n) is determined by Tn ∈ Mt , and where r ∈ Z/(3Z) if t = 1 and r ∈ Z/(4Z) if t = 2.
Finally we denote
|Tl · · · Tm| =max |Tl · · · Tn−1 : Tn · · · Tm|r,
taken over all possible values of n and r. Since Srt (ξn) ∈ Srt (F (Mn,m)) and Srt (ηn) ∈ Srt (F ∗(Nl,m)) for
t = 1,2 and all (legal) values of n, l, m, r, it follows by the deﬁnition of K (ΠTn) that
K (ΠTn) |Tl · · · Tn−1 : Tn · · · Tm|r,
for any (legal) values of n, l, m, r, and therefore that K (ΠTn) |Tl · · · Tm|.
As a general method in the following lemmas and Theorem 3.2 we use inequalities of the two
types above to exclude certain subproducts of ΠTn when K < c. Since the number of subproducts
tested is about 17000 this has been performed by a PARI program written for this purpose. The total
run-time on a PC is about 20 minutes.
The ﬁrst three lemmas will treat purely triangular subproducts (containing only V j , W j , C ) of
ΠTn , in particular V -subproducts (containing only V j) and W -subproducts (containing only W j). It
should be kept in mind that a maximal purely triangular subproduct is preceded by Qk and succeeded
by D j or E j .
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Proof. Since |V jV j| = 2
√
2, the subproduct V j2 is impossible. Since |Y1V j| > 1.88 for Y1 = W j1 ,C ,
a purely triangular subproduct extending V j to the left is a V -subproduct. Since also |V jV j1V j | > 1.88
for j = j1, and |V jV j+1V j+2V j+3| = |V j+3V j+2V j+1V j| > 1.95, it follows that any such V -subproduct
has length  3. In a maximal such V -subproduct the left factor V j must be preceded by Qk but this
is impossible since |QkV j | > 1.87. 
Lemma 4.2. The only purely triangular subproduct containing a matrix W j is W j itself.
Proof. By Lemma 4.1 and since |Y1W j1W j2 | > 1.816 for Y1 = W j,C, Qk and W j1 = W j2 , except
for B1 = W jW j+1W j+2, B2 = W j+2W j+1W j , and |Y2Br | > 1.94 for r = 1,2 and Y2 = W j1 ,C, Qk ,
the W -subproduct W j1W j2 with W j1 = W j2 is impossible. Thus the only W -subproducts of (ﬁ-
nite) length N that may occur are WNj . Again by Lemma 4.1 and since |Y1W jW j X1| > 1.88 for
X1 = W j,C and Y1 = W j,C, Qk , the subproducts W 3j and W 2j C are impossible. Similarly, since
|Y1CW j X1| > 1.83 for X1 = W j,C and Y1 = W j1 ,C, Qk , the subproducts CW 2j and CW jC are im-
possible. Using this the inequalities |C2W jD j1 | > 1.82, |C2W jE j1 X2| > 1.88 for X2 = Z , Qk , and
|C2W jE j1Gk X3| > 1.94 for X3 = Gk1 Z , Qk1 , show that the subproduct C2W j is likewise impossible.
Finally, since |QkW jC X1| > 1.82 for X1 = W2,W3,C , and |QkW jCW1X2| > 1.85 for X2 = W j1 ,C , the
subproducts W jC2, W jCW j1 are impossible. Thus we conclude that a purely triangular subproduct
containing W j must be W j , W 2j , CW j , W jC . To ﬁnish the proof it remains to exclude the prod-
ucts W 2j , CW j , W jC . The ﬁrst case W
2
j is ruled out by |QkW 2j X1X2| > 1.88 for X1 = D j1 , E j1 and
X2 = Gk1 , Z , Qk1 . The second case CW j is ruled out by |QkCW jD j1 | > 1.82, |QkCW j E j1 X2| > 1.87 for
X2 = Z , Qk1 , and |QkCW j E j1Gk1 X3| > 1.88 for X3 = Gk2 , Z , Qk2 . To exclude the subproduct W jC is
more diﬃcult. First |QkW jC | > 1.91, except for j = 1, where |QkW1C X1| > 1.83 for X1 = D j, E2, E3.
Next |QkW1C E1X2| > 1.83 for X2 = G3,G4, Q 2, Q 3, Q 4, and |QkW1C E1X2X3| > 1.93 for X2 =
G1,G2, Z and X3 = Gk, Z , Qk , except for X2X3 = G1G2,G2G1, where |QkW1C E1X2X3X4| > 2.19 for
X4 = Gk, Z , Qk . Hence it remains to consider QkW1C E1Q 1, which is ruled out by |QkW1C E1Q 1X3| >
2.04 for X3 = W j,C, D j , and |QkW1C E1Q 1E j X4| > 1.92 for X4 = Gk1 , Z , Qk1 . 
Lemma 4.3. The matrix C does not occur except in the two-way inﬁnite product
∏∞
−∞ C.
Proof. If we are not in the special case of Lemma 4.3, we may assume that there is a C which is either
succeeded by a matrix X1 = C or preceded by a matrix Y1 = C . In the ﬁrst case we prove that the sub-
product C3X1 with X1 = C is impossible. By Lemmas 4.1, 4.2 the matrix X1 cannot be some V j or W j ,
thus X1 = D j or X1 = E j . Both are excluded since |C3D j | > 1.814, |C3E1X2| > 1.82 for X2 = Z , Qk ,
and |C3E1Gk X3| > 1.87 for X3 = Gk1 , Z , Qk1 . In the second case we prove that the subproduct Y1C3
with Y1 = C is impossible. By Lemmas 4.1, 4.2 the matrix Y1 cannot be some V j or W j , thus Y1 = Qk .
Now |Y2QkC3| > 1.92 for Y2 = D j, Z , |Y3Gk1 QkC3| > 1.88 for Y3 = D j,Gk2 , Z , and |Y4E j QkC3| > 1.95
for Y4 = W j1 ,C, Qk1 . We prove next that the subproduct Y1C2X1 with X1, Y1 = C is impossible. As
above we must have X1 = D j, E j and Y1 = Qk . Now |QkC2D j | > 1.81135. Also |QkC2E j X2| > 1.83 for
X2 = G3,G4, Qk1 , except for Bk = QkC2E1Q 1. Here |Bk X3| > 2.05 for X3 = W j,C, D j , and |BkE j X4| >
1.92 for X4 = Gk1 , Z , Qk1 . It remains that |QkC2E1X2X3| > 1.82 for X2 = G1,G2, Z and X3 =
Gk1 , Z , Qk1 . We prove ﬁnally that the subproduct Y1C with Y1 = C is impossible. As above Y1 = Qk .
Now |Y2Q 1C | > 1.84 for Y2 = D j, E j,Gk1 , Z , except for (a) B1 = D j Q 3C , (b) B2 = E j QkC (k = 1),
(c) B3 = Gk−1QkC , (d) B4 = Gk−2QkC . Case (a) is excluded by |Y3B1| > 1.82 for Y3 = W j1 ,C, Qk .
In case (b) |Y3B2| > 1.84 for Y3 = W j,C , except for B5 = W jE j Q 3C , where |QkB5| > 1.89. Also
|Y4Qk1 B2| > 1.84 for Y4 = D j1 , E j1 ,Gk2 , Z , except for B6 = E j Q 1E1Q 3C , where |Y5B6| > 1.90 for
Y5 = W j1 ,C, Qk . In case (c) |Y3Gk−1QkC | > 1.817 for Y3 = D j, E j,Gk1 , Z , except for Y3 = E j , k = 1 or
Y3 = Gk1 , k1 = k − 1. In the ﬁrst subcase |Y4E jGk−1QkC | > 1.82 for Y4 = W j1 ,C, Qk1 . In the sec-
ond subcase |Y4Gk1Gk−1QkC | > 1.817 for Y4 = D j, E j,Gk2 , Z , except for B7 = E jG1G3Q 4C , B8 =
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tions are excluded by |Y5B7| > 1.88, |Y5B8| > 1.88, |Y5B9| > 2.12 for Y5 = W j1 ,C, Qk; |Y5B10| > 1.85,|Y5B11| > 1.819 for Y5 = D j, E j,Gk1 , Z , except for B12 = E jG2G1G3Q 4C , where |Y6B12| > 2.05 for
Y6 = W j1 ,C, Qk . Case (d) is quite similar to (c) with the same constants appearing in the inequali-
ties. 
The next two lemmas will treat purely quadrangular subproducts (containing only Gk, Z ) of ΠTn ,
in particular G-subproducts. A maximal purely quadrangular subproduct is preceded by D j or E j and
succeeded by Qk .
Lemma 4.4. The only G-subproducts that may occur are
Gk, GkGk+1, Gk+1Gk, GkGk+2,
except for the two different products
∏∞
n=−∞ Gk+2n (∗).
Remark 4.3. In Lemma 4.9 we will prove that a matrix Gk can only appear in (∗). However for the
time being we need this intermediate result.
Proof. Since |GkGk| = 2, the G-subproduct G2k does not occur. Let B = GkGk±1Gk . Since |B X1| > 1.88
for X1 = Gk∓1, Z , Qk1 , and |BGk+2X2| > 1.819 for X2 = Gk1 , Z , Qk2 , it follows that B must extend to
the right as BGk±1. By repetition of this argument, it follows that B must extend further to the right
as BGk±1Gk . Since |BGk±1Gk| = 2 we conclude that GkGk±1Gk is impossible. Let B = GkGk+1Gk+2.
Since |Y1B| > 1.815 for Y1 = D j,Gk+2, Z , only Y1 = Gk−1 or Y1 = E j are possible by the previous
results. Since |Y2E j B| > 1.84 for Y2 = W j1 , Qk1 , except for B1 = W jE jG3G4G1, and |QkB1| > 1.98,
it follows that B must extend to the left as Gk−1B . By repetition of this argument, B must extend
further to the left as BB . However, since |BB| > 1.84 we conclude that GkGk+1Gk+2 is impossi-
ble. Similarly Gk+2Gk+1Gk is impossible. Let B = Gk+2GkGk+1. Since |B X1| > 1.83 for X1 = Z , Qk1 ,
it follows by previous results that only X1 = Gk+3 is possible. Since also |BGk+3X2| > 1.819 for
X2 = Gk+1, Qk1 , only X2 = Gk,Gk+2, Z are possible. Using previous results these possibilities are
excluded by |BGk+3Gk X3| > 1.94 for X3 = Z , Qk1 , |BGk+3GkGk+2X4| > 1.89 for X4 = Gk1 , Z , Qk1 ,|BGk+3Gk+2X2X3| > 1.82 for X2 = Gk+2, Z , X3 = Gk1 , Z , Qk1 . Hence we conclude that Gk+2GkGk+1
is impossible. Similarly Gk−1Gk+1Gk is impossible. Let B = GkGk+1Gk+3. By previous results in this
proof, Y1 = Gk1 . Since |Y1B| > 1.83 for Y1 = D j, Z , and |Y2E j B| > 1.815 for Y2 = W j1 , Qk1 , except
for B1 = QkE2G3G4G2, where |Y3B1| > 1.85 for Y3 = D j, E j,Gk1 , Z , it follows by Lemmas 4.1 and 4.3
that GkGk+1Gk+3 is impossible. Similarly Gk+1GkGk+2 is impossible. Assuming that we are not deal-
ing with the two-way inﬁnite product (∗) of Lemma 4.4 we ﬁnally want to exclude the subproduct
B = GkGk+2Gk , which is the only G-subproduct of length 3 not ruled out yet. By previous results we
may assume that B is either extended as BX1 or Y1B , where X1 or Y1 is not of the form Gk1 . Since|BX1| > 1.83 for X1 = Z , Qk−1, Qk , either (a) X1 = Qk+1 or (b) X1 = Qk+2. In case (a) |BQk+1X2| >
1.83 for X2 = W j, D1, D2, E1, and |BQk+1X2X3| > 1.818 for X2 = D3, E2, E3, X3 = Gk1 , Z , Qk1 , ex-
cept for B1 = G1G3G1Q 2E3G2, B2 = BQk+1E2G2, B3 = BQk+1E2Q 1. These special cases are ruled
out by |B1X4| > 2.29 for X4 = G3,G4, Z , Qk , |B1G1X5| > 2.17 for X5 = Gk, Z , Qk , |B2X4| > 1.96
for X4 = G3,G4, Z , Qk1 , |B2G1X5| > 2.09 for X5 = Z , Qk1 , |B3X4| > 1.92 for X4 = W j, D j, E1, E3,|B3E2X5| > 1.89 for X5 = Gk1 , Z , Qk1 . Case (b) is similar and with the same constants as in (a).
It remains to show that Y1B with Y1 = Gk1 is impossible. Here |Z B| > 1.83 and |Y2Y1B| > 1.84 for
Y1 = D j, E j , Y2 = W j1 , Qk1 , except for B1 = QkD3G3G1G3, B2 = QkD2G4G2G4, B3 = QkE2G3G1G3,
B4 = QkE3G4G2G4, where |Y3Bt | > 1.82 for 1 t  4 and Y3 = D j, E j,Gk1 , Z . 
Lemma 4.5. The only ﬁnite purely quadrangular subproducts containing Z that may occur are ZN , N  1.
Proof. We ﬁrst show that Z cannot appear at both ends of a G-subproduct. Since |ZGk Z | =
|ZGkGk+1 Z | = |ZGk+1Gk Z | = 2 and |ZGkGk+2 Z X1| > 1.87 for X1 = Gk1 , Z , Qk1 , except for B =
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purely quadrangular subproduct contains the matrix Z but is not of the form ZN the product will
therefore have a matrix Gk at one end (at least). By Lemma 4.4 we may assume that the right
end is either ZGk , ZGkGk+1, ZGk+1Gk or ZGkGk+2 or the left end either Gk Z , GkGk+1 Z , Gk+1Gk Z
or GkGk+2 Z . At the right end we have |ZGkQk1 | > 1.83, |ZGkGk+1Qk1 | > 1.97, |ZGkGk+1Qk1 | >
1.97, and |ZGkGk+2Qk1 X2| > 1.817 for X2 = W j, D j . Finally |ZGkGk+2Qk1 E j X3| > 1.8127 for
X3 = Gk2 , Z , Qk2 , except for Bt = ZGkGk+2QkEtG2 (t = 1,2), B3 = ZGkGk+2Qk−1E1G1, B4 =
ZGkGk+2Qk−1E3G1. For these exceptions we have |Bt X4| > 1.83 for 1 t  4 and X4 = Gk1 , Z , Qk1 ,
except for B5 = ZG1G3Q 1E2G2G1, B6 = ZG3G1Q 2E3G1G2, where |Bt X5| > 2.06 for t = 5,6 and
X5 = Z , Qk1 . At the left end we have |Y1GkGk+1 Z | > 1.84 for Y1 = D j, E j , except for E jG1G2 Z ,
where |Y2E jG1G2 Z | > 2.02 for W j1 , Qk . The subcase Gk+1Gk Z is similar and with the same con-
stants. Further |Y1GkGk+2 Z | > 1.84 for Y1 = D j, E j , except for B7 = D jG3G1 Z , B8 = D jG4G2 Z ,
B9 = E jG1G3 Z , B10 = E jG2G4 Z , where Y2Bt | > 1.8115 for 7  t  10 and Y2 = W j1 Qk1 . Finally
we exclude the subproduct Y1Gk Z , when Y1 = Gk1 . Here |D jGk Z | > 1.84, while Y2E jGk Z | > 1.87 for
Y2 = W j1 , Qk1 , except for B11 = QkE2G3 Z and B12 = QkE3G4 Z , where |Y3Bt | > 1.87, for t = 11,12
and Y3 = D j, E j,Gk1 , Z . 
The following seven lemmas will treat restrictions on the matrices succeeding matrices D j , E j , Qk
which separate purely triangular and purely quadrangular subproducts. Lemmas 4.1–4.5 will be used
throughout, usually without explicit reference.
Lemma 4.6. No subproduct D jGk can occur.
Proof. We have |D jGkGk1 Qk2 | > 1.88, except for B1( j) = D jG3G1Q 2, B2( j) = D jG3G1Q 3, B3( j) =
D jG4G2Q 3, B4( j) = D jG4G2Q 4, where |W j1 Bt( j)| > 1.8125 for 1  t  4. To rule out |D jGkGk1 | it
remains to exclude |QkBt( j)|. Since |QkBt(1)| > 2.02 for 1  t  4, we are left with the more diﬃ-
cult case j = 2,3. We have |Y2Bt( j)| > 1.8125 for j = 2,3, 1 t  4 and Y2 = D j, E j,Gk1 , Z , except
for B5 = E j Q 2D3G3G1Q 2, B6 = E j Q 4D2G4G2Q 4, B7 = Gk−2QkD2G3G1Q 2, B8 = Gk−1QkD3G4G2Q 4,
B9 = Gk−2QkD2G4G2Q 3, B10 = Gk−1QkD3G3G1Q 2, B11 = Gk−2QkD2G4G2Q 4, B12 = Gk−1QkD3G3 ×
G1Q 3. Since |Y3Bt | > 1.816 for t = 5,6 and Y3 = W j1 , Qk , it follows that B5, B6 are excluded.
Also |Y3Bt | > 1.8125 for 7  t  12 and Y3 = D j, E j,Gk1 , except for B13 = E jG1Q 2D3G3G1Q 2,
B14 = E jG2Q 4D2G4G2Q 4, B13+t = GkGk−1QkD3G3G1Qt for t = 2,3, B14+t = Gk−3Gk−2QkD2G4G2Qt
for t = 3,4. Here |Y4Bt | > 1.92 for t = 13,14 and Y4 = W j1 , Qk , and |Y4Bt | > 1.815 for 15  t 
18 and Y4 = D j, E j , except for B19 = E jG2G1Q 2D3G3G1Q 2, B20 = E jG1G2Q 4D2G4G2Q 4. Finally
|Y5Bt | > 2.11 for t = 19,20 and Y5 = W j1 , E j1 . This excludes |D jGkGk1 |, and therefore it remains
by Lemma 4.5 to exclude the subsequence D jGk X1, where X1 = Gk1 , Z , hence X1 = Qk1 . Now|Y1D jGkQk1 | > 1.816 for Y1 = W j1 Qk1 , except for B21(k) = QkD2G4Q 1, B22(k) = QkD3G3Q 1. Fur-
ther |Y2Bt | > 1.82 for t = 21,22 and Y2 = D j, E j,Gk1 , Z , except for B23 = E j B21(3), B24 = E j B22(3),
where |Y3Bt | > 1.89 for t = 23,24 and Y3 = W j1 Qk . 
Lemma 4.7. No subproduct E j Z can occur.
Proof. We have |QkW j1 E j Z | > 1.94, except for B = QkW1E1 Z . Also |B X1| > 1.813 for X1 = Z , Qk ,
except for BQ 1. Finally |BQ 1X2| > 1.813 for X2 = W j, D j, E j . Thus Y1 = W j1 is excluded, leaving
the possibility Y1 = Qk . Here |Y3Y2QkE j Z | > 1.813 for Y2 = D j1 , E j1 , Y3 = W j1 , Qk1 , except for
B1 = W jD j Q 1E1 Z , B2 = W jD j Q 3E1 Z , B3 = W jE j Q 3E j1 Z , B4 = QkD2Q 3E1 Z , B5 = QkD3Q 3E1 Z ,
B6 = QkE1Q 1E1 Z , B7 = QkE1Q 3E1 Z . These exceptions are excluded as follows: |QkBt | > 1,813 for
t = 1,2, except for B8 = QkW1D1Q 3E1 Z , where |B8X1| > 1.812 for X1 = Z ,Gk1 ; |QkB3| > 1.87;|QkBt X1| > 1.95 for t = 4,5 and X1 = Z ,Gk1 ; |Y4QkBt | > 1.819 for t = 6,7 and Y4 = D j1 , E j1 ,Gk1 , Z ,
except for B9 = E j Q 1E1Q 3E1 Z , where |Y5B9| > 1.93 for Y5 = W j1 , Qk . Thus Y2QkE j Z with Y2 =
D j1 , E j1 has been excluded, hence it remains to rule out Y2QkE j Z for Y2 = Gk1 , Z . Here |Y2QkE j Z |
1.815 for Y2 = Gk1 , Z , except for B10 = GkQk+1E1 Z , B11 = GkQk+1E3 Z , B12 = GkQk+2E1 Z , B13 =
GkQk+2E2 Z , B14 = Z QkE1 Z , where |Bt X1| > 1.85 for 10 t  14 and X1 = Z , Qk1 . 
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Proof. In E jGk X1 there are two possibilities: (1) X1 = Gk1 with k1 = k and (2) X1 = Qk1 . In case (1)
the extension to Y1E jGkGk1 X2 must have X2 = Qk2 , Y1 = W j1 , Qk3 . Since |W j1 E jGkGk1 Qk2 | >
1.83, Y1 = W j1 is impossible. Also |Qk3 E jGkGk1 Qk2 | > 1.83, except for B1 = QkE2G2G4Q 1, B2 =
QkE2G3G1Q 2, B3 = QkE2G3G1Q 3, B4 = QkE2G2G4Q 4, B5 = QkE3G1G3Q 1, B6 = QkE3G1G3Q 2,
B7 = QkE3G4G2Q 3, B8 = QkE3G4G2Q 4, where |Y2B1| > 1.89, where |Y2Bt | > 1.84 for 1  t  8
and Y2 = D j, E j,Gk1 , Z . This excludes case (1). In case (2) the extension Y2Y1E jGkQk1 must have
Y2Y1 = Qk2W j1 or Y1 = Qk2 . The ﬁrst subcase is excluded by |Qk2W j1 E jGkQk1 | > 1.91. The second
subcase is excluded by |Y2Qk2 E jGkQk1 | > 1.83 for Y2 = D j1 ,Gk3 , Z , and |Y3Y2Qk2 E jGkQk1 | > 1.96
for Y2 = E j1 , Y3 = W j2 , Qk3 . 
Lemma 4.9. No matrix Gk can occur except in (∗) of Lemma 4.4.
Proof. By Lemma 4.4 it is enough to prove that a subproduct Y1Gk with Y1 = Gk1 is impossible. The
only conceivable values for Y1 are D j , E j , Z , and they are ruled out by Lemmas 4.5, 4.6, 4.8. 
Lemma 4.10. No matrix E j can occur.
Proof. By earlier lemmas an extension Y2Y1E j X1 of E j must have X1 = Qk and (1) Y2Y1 = Qk1W j1
or (2) Y1 = Qk1 . In case (1) we have |Qk1W j1 E j Qk| > 1.82, except for B(k) = QkW1E1Q 3. Here|Y3B(k)| > 1.83 for Y3 = D j, E j , except for B1 = D j B(1), B2 = E j B(3), where |Y4Bt | > 1.83 for Y4 =
W j1 , Qk . Also |Y4 Z B(k)| > 1.83 for Y4 = D j, E j, Z , except for B3 = E j Z B(1), where |Y5B3| > 1.82
for Y5 = W j1 , Qk . This excludes case (1). In case (2) the further extension Y2Qk1 E j Qk X2 of E j must
have X2 = W j1 , D j1 , E j1 and Y2 = D j2 , E j2 , Z . First |D j2 Qk1 E j Qk X2| > 1.815 for X2 = W j1 , D j1 , E j1 ,
except for B1 = D j Q 1E1Q 1E1, B2 = D j Q 2E1Q 1E3, B3 = D j Q 3E1Q 1E1, B4 = D j Q 4E1Q 1E2, B5 =
D j Q 2E2Q 1E2, B6 = D j Q 2E3Q 1E2, B7 = D j Q 3E1Q 1E2, B8 = D j Q 3E1Q 1E3, B9 = D j Q 4E3Q 1E3,
where |Y3Bt X3| > 1.95 for 1  t  9 and X3 = Z , Qk , Y3 = W j1 , Qk1 . This excludes Y2 = D j2 . Next|Z Qk1 E j Qk X2| > 1.818 for X2 = W j1 , D j1 , E j1 , except for B10 = Z QkE1Q 1E j , where |Y3B10X3| >
1.95 for X3 = Z , Qk1 , Y3 = D j1 , Z . Since Y3 = E j1 is not an option by Lemma 4.7, this excludes
Y2 = Z . The only possibility left over is Y2 = E j2 . By repetition of the argument there will be a
subproduct B = Qk3 E j2 Qk2 E j1 Qk1 E j Qk . Since |B| > 1.817 for all 33 · 44 cases of B , this excludes
Y2 = E j2 . 
Lemma 4.11. No subproduct QkD j can occur.
Proof. By the previous lemmas QkD j must extend as Y1QkD j X1, where X1 = Z , Qk1 , Y1 = D j1 , Z .
Now |Y1QkD j X1| > 1.82 for X1 = Z , Qk1 , Y1 = D j1 , Z , except for B1 = D j Q 3D2Q 3, B2 = D j Q 3D3Q 3,
B3 = D j Q 2D3Q 2, B4 = D j Q 4D2Q 4, where |Y2Bt | > 1.82 for 1 t  4 and Y2 = W j1 , Qk . 
Lemma 4.12. The only extension Qk X1X2 of a matrix Qk is QkW1D1 .
Proof. By Lemmas 4.1, 4.2, 4.3, 4.10, 4.11 we must have X1 = W j and X2 = D j1 . Also |QkW jD j1 | >
1.85, except for j = j1 = 1. 
We are now prepared to obtain the following structure theorem for double chains with K < c.
Theorem 4.2. Suppose that a double chain
∏
Tn with K (
∏
Tn) < c = 1.81135 is different from the following
special cases:
∏
Tn = ←→Z with K =
√
2, (1)
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Tn = ←−−→G1G3 or
∏
Tn = ←−−→G2G4 both with K =
√
3, (2)∏
Tn = ←→C with K =
√
3. (3)
Then
∏
Tn =
∞∏
−∞
B(ks,Ns),
where B(k,N) = QkW1D1 ZN , k ∈ {1,2,3,4}, N ∈ N0 . Inﬁnite products · · · Z Z Z and Z Z Z · · · may occur,
and the range of
∏
B(ks,Ns) modiﬁed correspondingly.
If in addition K (
∏
Tn) < c′ = 1.78867 then either
∏
Tn = ←−−−−→B(1,2),
or
∏
Tn = · · · B(1,2)m−1 B(1,3)B(1,2)m0 B(1,3)B(1,2)m1 · · ·
where mr ∈ N ∪ {∞} and at most two mr = ∞.
Proof. By Lemmas 4.1, 4.10 the matrices V j, E j do not occur. Also by Lemmas 4.3, 4.9 the matrices
C , Gk can occur only in the special cases (3), (2). Further by Lemmas 4.2, 4.12 the matrices W2, W3,
D2, D3 do not occur. Consequently apart from the special cases (2), (3) only the 7 matrices Qk , W1,
D1, Z may occur. If no matrix Qk occurs also no W1 or D1 can occur by Lemma 4.2, and thus we
have the special case (1).
From Examples 2.1, 2.3 we have [−→Z ] = 12 (
√
2 + ω), [−→C ] = 12 (1 + i
√
3), so that K (
←→
Z ) = |[−→Z ] −
κ2([−→Z ])| =
√
2, K (
←→
C ) = |[−→C ] − κ1([−→C ])| =
√
3.
From Example 2.2 we have [−−−−→G1G3] = 12 (1 +
√
3 + ω), and hence [−−−−→G3G1] = S22([
−−−−→
G1G3]) = 12 (−1 +√
3+ω), so that |[−−−−→G1G3]−κ2([−−−−→G3G1])| =
√
3. Similarly |[−−−−−−→GkGk+2]−κ2([−−−−−−→Gk+2Gk])| =
√
3 for k = 2,3,4.
Thus K (
←−−−−→
GkGk+2) =
√
3.
In the following we may therefore assume that some Qk actually does occur. By the previous
lemmas such a double chain has the shape
· · ·Qt−1 Tr−1 Tq−1 Qu−1 Qt0 Tr0 Tq0 Qu0 Qt1 Tr1 Tq1 Qu1 · · · ,
where Qts = Qks , Trs = W1, Tqs = D1, Qus = ZNs , Ns ∈ N0, with the possible occurrence of one or
two inﬁnite products of Z of the types · · · Z Z Z or Z Z Z · · · . Hence we have proved the claims for
K (
∏
Tn) < c.
Under the additional assumption we start by excluding the inﬁnite products · · · Z Z Z and Z Z Z · · · .
The ﬁrst type is excluded by |Z5B(k,N)Qk1W1| > 1.788672 for 0 N  3, and |Z5B(k,4)| > 1.7887.
The second type is excluded by |W1D1 ZN B(k,5)| > 1.78868 for 0  N  3, and |Z4B(k,5)| >
1.7887. Since |B(k,0)B(k1,0)X1| > 1.79 for X1 = Z , Qk2 , it follows that B(k,0) is impossible. Hence,
since |B(k,1)B(k1,1)X1| > 1.789 for X1 = Z , Qk2 , it follows likewise that B(k,1) is impossible.
Using these results it follows from |Y1 Z3B(k,4)X1| > 1.7887 for X1 = Z , Qk1 , Y1 = D1, Z , and|B(k1,2)B(k,4)X1| > 1.788673 for X1 = Z , Qk2 , that B(k,N) is impossible for N  4. Hence only the
eight blocks B(k,2) and B(k,3) can occur. However the six of these blocks with k = 1 are ruled out
by the inequalities |B(k1,2)B(k,2)X1| > 1.789 for k = 1 and X1 = Z , Qk2 , and |B(k1,3)B(k,2)X1| >
1.7887 for k = 1 and X1 = Z , Q 2, Q 3, Q 4, together with |B(k1,3)B(k,2)X1X2| > 1.7888 for X1X2 =
Q 1W1. Finally, since |B(1,3)B(1,3)Q 1| > 1.78868, it follows that B(1,3)B(1,3) is excluded. 
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∏
Tn with K (
∏
Tn) < c = 1.78867 is different from the special
cases (1), (2), (3) of Theorem 4.2. Then either
∏
Tn = ←−−−−−B(1,2) with K = 14
√
47/2881= 1.78811557 . . . , (4)∏
Tn = ←−−−−−B(1,2)B(1,3)−−−−−→B(1,2) with K = c0 = 1.78863819 . . . , (5)
or
∏
Tn = · · · B(1,2)m−1 B(1,3)B(1,2)m0 B(1,3)B(1,2)m1 · · · , (6)
with mr ∈ N ∪ {∞} and at least one mr ∈ N. In this case K satisﬁes the inequalities
c0 + 0.87α−2m−2  K  c0 + 0.91α−2m−2,
where m =minmr, and α = 48+ 7
√
47.
Proof. If the double chain is different from the special cases (1)–(4), then according to Theorem 4.2
it has the form
∏
Tn = · · · B(1,2)m−1 B(1,3)B(1,2)m0 B(1,3)B(1,2)m1 · · · ,
where mr ∈ N∪ {∞}. If there is exactly one block B(1,3), we have case (5) and otherwise the general
case (6).
The ﬁrst part of the theorem is obtained as follows: To the periodic double chain (4) corresponds
a sequence of forms Φn = (An, Bn,Cn) of period 5, where
Φ0 = (59+ 6ω,−50ω,−59+ 6ω), Φ1 = (−38ω,34+ 38ω,−17− 36ω),
Φ2 = (38ω,34− 38ω,−17+ 36ω), Φ3 = (59− 6ω,−50ω,−59− 6ω),
Φ4 = (−65,62ω,65).
Hence D = 9212, and μ(c)0 =
√
2888, μ(c)1 = μ(c)2 =
√
2881, μ(c)3 =
√
3553, μ(c)4 = 65, so that μ(c) =
minμ(c)n =
√
2881 and K = √9212/2881.
To treat the two other parts of the theorem we use the following upper bounds for distances
between two points, one belonging to a Farey set of type t and the other to the image under κt of a
dual Farey set of type t . For this we use the notation
‖Ys · · · Y2Y1 : X1X2 · · · Xr‖,
for the upper distance between Ft(M) and κt(F ∗(N)), where M = X1X2 · · · Xr , N1 = Ys · · · Y2Y1, N =
N1−1 if Ys ∈ M1 and N = N1−1 J if Ys ∈ M2 (cf. Theorem 2.7). For B = B(1,0) = Q 1W1D1 and
k ∈ {1,2,3,4} we have
∥∥BS−k2 : Sk2 Z2B∥∥,∥∥B Z2S−k2 : Sk2B∥∥< 1.62, ∥∥B Z S−k2 : Sk2 Z B∥∥< 1.48,∥∥BS−k2 : Sk2 Z3B∥∥,∥∥B Z3S−k2 : Sk2B∥∥< 1.62,∥∥B Z S−k2 : Sk2 Z2B∥∥,∥∥B Z2S−k2 : Sk2 Z B∥∥< 1.46.
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∥∥B(1,2)Q 1S− j1 : S j1W1D1 Z2B∥∥,∥∥B(1,2)Q 1W1S− j1 : S j1D1 Z2B∥∥< 1.7882,∥∥B(1,2)Q 1S− j1 : S j1W1D1 Z3B∥∥,∥∥B(1,3)Q 1W1S− j1 : S j1D1 Z2B∥∥< 1.7883.
Finally
∥∥B(1,2)Q 1W1 : D1 Z3B∥∥< 1.785, ∥∥B(1,3)Q 1 : W jD1 Z2B(1,2)∥∥< 1.78865.
For the second part of the theorem we need only to show that the four distances involved in the
deﬁnition of K , and not covered by the inequalities above, are all equal to c0. These distances appear
at W1S
− j
1 : S j1D1 in B(1,3), and Q 1S− j1 : S j1W1 immediately after B(1,3), both with j = 1,2. Using a
result from Example 2.4 that
ξ0 =
[−−−−−−−−−−→
W1D1 Z
2Q 1
]= 1
2
(
1+ ((7√47− 17)/38)ω),
and the inversion formulas in Lemma 1.1, it is found for j = 1 that this distance is
∣∣[S1D1 Z3−−−−−→B(1,2)]− κ1([S1W1D1Z2−−−−−→B(1,2)])∣∣= c0,
since
[
S1D1 Z
3−−−−−→B(1,2)
]= (30181+ 1603√47+ (60227+ 1470√47)ω)/140641
and
[
S1W1D1 Z
2−−−−−→B(1,2)
]= (1657+ 119√47+ (289+ 252√47)ω)/2881.
Also
[
S21D1 Z
3−−−−−→B(1,2)
]= (110460− 1603√47+ (60227+ 1470√47)ω)/140641
and
[
S21W1D1 Z
2−−−−−→B(1,2)
]= (1224− 119√47+ (289+ 252√47)ω)/2881,
leading to the same result for j = 2. The second possibility is treated similarly.
For the third part of the theorem we need only to prove inequalities for four types of distances
involved in the deﬁnition of K , and not covered by the inequalities above. As above they appear at
W1S
− j
1 : S j1D1 in B(1,3), and Q 1S− j1 : S j1W1 immediately after B(1,3), both with j = 1,2. Since the
four types are similar and lead to the same result we will concentrate on the ﬁrst case with j = 1.
For M1(n) = S1D1 Z3B(1,2)n = [An, Bn;Cn, Dn], it follows by induction, that
An = −7en + 5en−1 + (12en − en−1)ω, Bn = −An,
Cn = 17en + (12en − 7en−1)ω, Dn = Cn − An,
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√
47)(αn+1−α−n−1). Also en = 96en−1−en−2 for n 1, where e−1 = 0, e0 = 1. For the
Farey set F2(M1(n)) we then ﬁnd the center c1(n) and circumradius r1(n) by the formulas preceding
Lemma 1.3. Using the notation f (a0,a1,a2,n) = a0en2 + a1enen−1 + a2en−12 we have
r1(n) = 1
2
f (408,59,−84,n)−1,
c1(n) =
(
f (239,22,−23,n) + f (408,50,−60,n)ω)r1(n).
For M2(n) = S1W1D1 Z2B(1,2)n Z Q 1W1D1 = [A′n, B ′n;C ′n, D ′n], it follows by induction, that
A′n = 991en − 17en−1 + (176en − 3en−1)ω, B ′n = A′n,
C ′n = 639en − 8en−1 − (316en + 3en−1)ω, D ′n = A′n − C ′n.
For the center c2(n) and circumradius r2(n) of the dual Farey set F ∗2(M2(n)) we ﬁnd similarly that
r2(n) = 1
2
f (535872,−5615,72,n)−1,
c2(n) =
(
f (920129,−31582,271,n) + f (750216,−10078,−48,n)ω)r2(n).
Consider the expansion α−2n−2 f (a0,a1,a2,n) = 1/9212(A0 + A1x + A2x2), where x = α−2n−2, A0 =
a0 + a1α−1 + a2α−2, A1 = −2a0 − 96a1 − 2a2, A2 = a0 + a1α + a2α2. It follows immediately that
r1(n)α2n+2 and r2(n)α2n+2 are decreasing functions of n, and thus r1(n)  r1(0)α−2n = 1/816α−2n
and r2(n) r2(0)α−2n = 1/1071744α−2n . Also
f (a0,a1,a2,n)
f (b0,b1,b2,n)
= A0
B0
+ C1x
B02
+ C2x
2 + C3x3
B02(B0 + B1x+ B2x2)
,
where C1 = A1B0 − A0B1, C2 = (A2B0 − A0B2)B0 + (A0B1 − A1B0)B1, C3 = (A0B1 − A1B0)B2. Using
such expansions for (c1(n)) and (c1(n)) for n 2 we ﬁnd that
c1(n1) = c1(∞) + Q 1α−2n1−2 + R1α−4n1−4,
where c1(∞) = A0/B0 = [S1D1 Z3−−−−−→B(1,2)] was evaluated above, Q 1 = C1/B02 = 1.40905 . . . +
0.99679 . . .ω, and |R1| < 512. Similarly we ﬁnd that
c2(n2) = c2(∞) + Q 2α−2n2−2 + R2α−4n2−4,
where c2(∞) = [S1W1D1 Z2−−−−−→B(1,2)] was evaluated above, Q 2 = 1.96503 . . . + 0.19887 . . .ω, and
|R2| < 2.21. This gives for n1  2 and n2  1:
0.887
(
α−2n1−2 + α−2n2−2)< ∣∣c1(n1) − c2(n2)∣∣− c0 < 0.892(α−2n1−2 + α−2n2−2).
Using the upper bounds for r1(n), r2(n) above it now follows that
c0 + 0.87 · α−2n−2 <
∣∣c1(n + 1) − c2(n)∣∣− r1(n + 1) − r2(n)

∣∣B(1,3)B(1,2)mr−1 Q 1W1S−11 : S1D1 Z3B(1,2)mr B(1,2)∣∣,
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∣∣c1(n + 1) − c2(n)∣∣+ r1(n+ 1) + r2(n)

∥∥B(1,3)B(1,2)mr−1 Q 1W1S−11 : S1D1 Z3B(1,2)mr B(1,2)∥∥,
when n = nr =min(mr−1,mr). 
4.4. Main theorems on Markoff and Hurwitz spectra
We ﬁrst need to see that the formula in Theorem 2.5:
C(ξ0) = limsup
(∣∣Srt (ξn+1) − Srt (ζn+1)∣∣),
holds unconditionally for any chain T0T1 · · · Tn · · · representing C(ξ0). We notice that ζn+1 = −q(n)2 /
q(n)1 = (T0T1 · · · Tn)−1(∞), and hence that Srt (ξn+1) ∈ Srt (F (Mn+1,m)) and Srt (ζn+1) ∈ Srt (F ∗(Nl,n)),
where Mn+1,m and Nl,n were deﬁned in Section 4.3, and 0  l  n < m. Therefore with the notation
from Section 4.3
∣∣Srt (ξn+1) − Srt (ζn+1)∣∣ |Tl · · · Tn · · · Tm|.
Hence if C(ξ0) < c then |Tl · · · Tm| < c for l  l0, where l0 depends only on ξ0, and consequently
TnTn+1 · · · will satisfy Lemmas 4.1–4.12 and the ﬁrst part of Theorem 4.2 for n  l0 + l1, where l1 is
the maximal length of the subproducts tested for this purpose.
We are now ready to prove the unrestricted validity of the formula. For C(ξ0)
√
3, ξ0 is equiv-
alent to [←→Z ], [←−−→G1G3], [←→C ] by [6] or by the ﬁrst part of Theorem 4.2, and in these three cases
the formula is true. Since Theorem 2.5 states the validity for C(ξ0) > c1, it remains to show it for√
3 < C(ξ0) c1. Since c1 = 1.81129 . . . < 1.81135 = c, we may assume by the result above together
with the robustness of the formula under equivalence (cf. Theorem 2.3), that ξ0 = [T0T1 · · · Tn · · ·],
where
∞∏
0
Tn =
∞∏
0
B(ks,Ns) and 0 Ns < ∞ for all s.
Under this assumption we will show that ξ0 lies in every Farey triangle or Farey quadrangle corre-
sponding to the Farey sets of the chain. For a Farey quadrangle this will be the case if the correspond-
ing quadrangular Farey set does not have a convex side, and this follows by induction with respect to
the generation number. It is certainly valid for Farey sets generation 1 (cf. Figs. 1, 2), and the property
is preserved when passing from generation n to n + 1. In fact, if Fn is quadrangular it is always true,
and if Fn is circular it is true because Tn+1 /∈ {E j}. For a Farey triangle FTn and the corresponding
circular Farey set Fn = Mn(I) we have ξ0 = Mn(ξn+1) ∈ Mn(I∗) ⊂ FTn , since ξn+1 ∈ F (D1) ∪ F (W1D1)
and FTn is acute-angled or right-angled by Lemma 1.4(i1). Clearly F (D1) ⊂ I∗ (cf. Figs. 1, 1∗), but also
F (W1D1) ⊂ I∗ , since F (W1D1) has center 1/2+ 7/17ω and radius 1/34.
Theorem 4.4. LetΦ = (A, B,C) be a complex quadratic formwith discriminant D = D(Φ) = 0 andminimum
μ = μ(Φ). If
ν(Φ) =√|D|/μ c0,
then Φ is equivalent to a multiple of either Φ1 , Φ2 , Φ3 , Φ4 , Φ5 , where
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√
2,
Φ2 = (−ω,−2+ω,1+ ω) with ν(Φ2) =
√
3,
Φ3 = (1,−1,1) with ν(Φ3) =
√
3,
Φ4 = (59+ 6ω,−50ω,−59+ 6ω) with ν(Φ4) =
√
9212/2881,
Φ5(X, Y ) =
(
X − c1(∞)Y
)(
X − c2(∞)Y
)
with ν(Φ5) = c0.
The number c0 is a limit point for the Markoff spectrum. For the forms Ψn = fMn = (An, Bn,Cn), where Mn =
D1 Z3Q 1W1(D1 Z2Q 1W1)n:
An = 130en − 2en−1, Bn = −An − (58en − 2en−1)ω,
Cn = 123en + (29en − en−1)ω, Dn = −2(164en − 2en−1)2 + 4,
μn = |Cn| = |An + Bn + Cn| =
∣∣123en ± (29en − en−1)ω∣∣,
where en+1 = 96en − en−1 for n 1 with e−1 = 0, e0 = 1. For ν(Ψn) = √−Dn/μn we have the inequalities
c0 + 0.87α−2n−2  ν(Ψn) c0 + 0.91α−2n−2,
where α = 48+ 7√47.
Theorem 4.5. Let ξ ∈ C \ Q(i√2). If C(ξ) < c0 , then ξ is equivalent to a root of Φ1 , Φ2 , Φ3 or Φ4 , and
C(ξ) = ν(Φk), 1  k  4. There are 2ℵ0 different equivalence classes of ξ with C(ξ) = c0 , represented by
numbers ξ = [B(1,3)B(1,2)m1 B(1,3)B(1,2)m2 · · ·], where mr ∈ N and mr → ∞ as r → ∞.
Proof. The main theorems follow easily from the improved versions of Theorems 2.5 and 2.6 together
with Theorems 4.2 and 4.3. To see that ν(Φ5) = c0, we use that Φ5 is the coeﬃcientwise limit of
Ψn/An together with ν(Φ5) c0 by Theorem 4.3(5). It is unknown whether or not νc( f ) = ν( f ) for
any reduced form f . 
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