For years, scientists have used data from NASA's Kepler Space Telescope to look for and discover thousands of transiting exoplanets. In its extended K2 mission, Kepler observed stars in various regions of sky all across the ecliptic plane, and therefore in different galactic environments. Astronomers want to learn how the population of exoplanets are different in these different environments. However, this requires an automatic and unbiased way to identify the exoplanets in these regions and rule out false positive signals that mimic transiting planet signals. We present a method for classifying these exoplanet signals using deep learning, a class of machine learning algorithms that have become popular in fields ranging from medical science to linguistics. We modified a neural network previously used to identify exoplanets in the Kepler field to be able to identify exoplanets in different K2 campaigns, which range in galactic environments. We train a convolutional neural network, called AstroNet-K2, to predict whether a given possible exoplanet signal is really caused by an exoplanet or a false positive. AstroNet-K2 is highly successful at classifying exoplanets and false positives, with accuracy of 98% on our test set. It is especially efficient at identifying and culling false positives, but for now, still needs human supervision to create a complete and reliable planet candidate sample. We use AstroNet-K2 to identify and validate two previously unknown exoplanets. Our method is a step towards automatically identifying new exoplanets in K2 data and learning how exoplanet populations depend on their galactic birthplace.
INTRODUCTION
In 2013, NASA's Kepler Space Telescope suffered the failure of the second of its four reaction wheels used to orient and stabilize the spacecraft. Before the mechanical failure, Kepler was pointed at a single field near Cygnus in order to obtain multi-year photometry that would enable detection of long-period planets, but the failure rendered Kepler unable to point stably at its original field of view. Though Kepler could no longer observe its original field, a clever engineering solution was devised in which Kepler observed different fields across the ecliptic plane, with worsened pointing precision, for periods of about 80 days (Howell et al. 2014 ). This new observing mode, called K2, enabled observations capable of detecting exoplanets, but the analysis of this data would be more difficult than before; K2 data are marred by systematic noise from the telescope's now unstable pointing, and the shorter observational baseline meant less data was collected for each star. However, as data analysis tech-niques were developed to remove the large systematic errors from K2 data (e.g. Vanderburg & Johnson 2014) , K2 delivered on its promise of continuing to detect small transiting exoplanets in fields across the ecliptic plane (e.g. Crossfield et al. 2016; Mayo et al. 2018; Livingston et al. 2018a,b) .
The fact that, unlike the original Kepler mission, K2 observed fields across the ecliptic plane presents a powerful opportunity. Kepler revolutionized our knowledge of the occurrence rates of small exoplanets (Burke et al. 2015; Dressing & Charbonneau 2015) , but Kepler's discoveries come from only one part of the sky. Because K2 looked at different regions of the sky, it observed stars and planets that formed in different galactic environments. We know that stars in different parts of the sky and different birth environments have different properties (West et al. 2008; Boeche et al. 2013 ), so it is reasonable to expect that planets in these different environments might have different properties as well. By observing fields across the ecliptic, K2 can study stars both near the galactic plane, where many young stars can be found, and the older stars a few scale heights away. K2 also has observed (and discovered planets in) several nearby open clusters and associations (Obermeier et al. 2016; Mann et al. 2016; Rizzuto et al. 2018; Livingston et al. 2018c; Vanderburg et al. 2018 ). K2's observational breadth could enable determining occurrence rates for planets around different stellar populations and in different galactic environments, a key to understanding how and why planets form.
So far, however, K2 data have not yet yielded many measurements of planet occurrence rates (with a few notable exceptions involving relatively small numbers of unusual host stars, van Sluijs & Van Eylen 2018; Demory et al. 2016) . One reason planet occurrence rates have not yet been widely measured with K2 data is the lack of an accurate automated system for identifying which signals detected by the spacecraft are likely to be genuine exoplanets. During the original Kepler mission, this function was largely performed by the Kepler team's Robovetter system (Thompson et al. 2015; Coughlin et al. 2016 ; Thompson et al. 2018 ), a decision tree designed to mimic the steps taken by a human to decide whether any given signal was likely planetary. Systems like the Robovetter decouple planet occurrence rates from human judgment, biases, and non-uniformity, and make it possible to measure quantities like the false positive and false negative rates of a given catalog. Once these rates are known, astronomers can correct the resulting occurrence rates for these errors. A rapid, automatic, and characterizable method to identify planet candidates in K2 data will enable occurrence rate studies, which could reveal the differences in exoplanet populations in different galactic environments.
In this work, we address the task of creating an automatic system for identifying planet candidates in K2 data using deep learning, a modern machine learning technique. Recently, various machine learning algorithms have started to be used for this and other related purposes. A pioneering machine learning algorithm for classifying planet candidates and false positives in Kepler data was the Autovetter (McCauliff et al. 2015) , a random forest classifier that made decisions based on metrics generated by the Kepler pipeline. More recently, Millholland & Laughlin (2017) used a logistic regression algorithm to attempt to detect non-transiting hot Jupiters, and Armstrong et al. (2017) used self-organizing maps and random forests to classify variability, eclipsing binaries, and transiting planets in both Kepler/K2 data and data from ground-based surveys (Armstrong et al. 2018; Schanche et al. 2018) . Neural networks, a type of deep learning model, have been used successfully for detecting transits in simulated Kepler-like data (Zucker & Giryes 2018; Pearson et al. 2018 ) and for classifying planet candidates and false positives in Kepler data (Shallue & Vanderburg 2018; Ansdell et al. 2018) .
In this paper we expand on the work of Shallue & Vanderburg (2018) , which was designed to distinguish planet candidates and false positives in Kepler data, to classify these signals in data from the K2 mission. Following Shallue & Vanderburg (2018) , we use a supervised convolutional neural network architecture, but make several key modifications to enhance the network's ability to classify signals in the qualitatively different K2 dataset. Our paper is organized as follows: In Section 2, we discuss the creation of the training set, including the source of the data used in the representations sent to the neural network, and the method by which we labeled the training, test, and validation sets used in our work. Section 3 describes the architecture and training of our neural network, which we call AstroNet-K2. In Section 4, we evaluate the success of our neural network in classifying planet candidates and false positives. We proceed to test our neural network's ability to classify previously unlabeled signals in Section 5, where we detect a handful of new planet candidates and describe the steps we took to statistically validate two of these candidates as bona fide exoplanets. We discuss our results in Section 6, including the prospects for using a similar method for determining exoplanet occurrence rates in K2 data, and we give avenues for future improvement of our method. Finally, we conclude in Section 7.
TRAINING SET
Our neural network utilizes "supervised learning," which means we provide the neural network with a labeled set of examples, from which it can learn. We call this a training set.
In this paper, we take advantage of work our team has done over the past four years as K2 data has been released to the public. Over that time, our team has routinely produced light curves, searched for transits, and identified likely planet candidates in support of a wide variety of scientific objectives (Mayo et al. 2018; Rodriguez et al. 2018) . Here, we give a brief overview of how we produced these light curves and training set examples, much of which follows the methods outlined by Vanderburg et al. (2016) . We also describe some additional steps we took to refine the dataset for use as a neural network training set (Section 2.2.2 and beyond).
Identifying Threshold Crossing Events
Our training set consists of possible planet signals that, following the naming convention in the literature, we refer to as "Threshold Crossing Events" or TCEs. These are potentially periodic signals (decreases in the brightness of a star) that have been detected by an algorithm designed to search for transiting exoplanets in a light curve. A TCE is characterized by the star on which it is observed, the period on which the signal appears to repeatedly cause the star to dim, the time at which the first repetition of the dimming signal is observed, and the duration of the dimming signal.
Light curve production
The first step to identify TCEs is to produce light curves that can be searched. In this work, we used light curves that one of us (AV) has produced since 2014 using methods described by Vanderburg & Johnson (2014) and Vanderburg et al. (2016) , which we outline here in brief. Upon the public release of data from each K2 campaign, we downloaded the K2 target pixel files from the Mikulski Archive for Space Telescopes (MAST) and extracted raw light curves by summing the flux contained within in 20 different stationary photometric apertures at each time stamp. Due to the Kepler spacecraft's unstable pointing in its K2 operating mode, these raw light curves exhibit large systematic features that impede the detection of planetary transits. We corrected for these systematics by decorrelating the systematic variability from the spacecraft's motion. The resulting light curves from each of the 20 different photometric apertures are publicly available in the K2SFF High Level Science Product 11 , hosted at the MAST. We then selected an "optimal" light curve by determining which photometric aperture produced the high-pass-filtered light curve with the lowest photometric scatter on timescales shorter than about 6 hours. The optimal light curves used in this work in some cases are different from the optimal light curves chosen for the public K2SFF light curves, as the K2SFF optimal light curves were chosen by minimizing photometric scatter in light curves that had not been high-pass-filtered.
Transit Search
After producing systematics-corrected light curves and selecting optimal photometric apertures for each K2 target, we searched the targets for periodic dipping signals as described by Vanderburg et al. (2016) . We performed the transit search by calculating a Box Least Squares (BLS) periodogram (Kovács et al. 2002) , identifying and recording signals exceeding our signal-to-noise threshold of S/N = 9, removing the signals, and re-calculating the BLS peridodogram until no significant signals remain in each light curve. We call each signal stronger than our S/N threshold a "Threshold Crossing Event", or TCE. For most stars, our search does not identify any periodicities strong enough to be considered TCEs, but some stars have multiple TCEs. These TCEs can be triggered by only 1 (or more) transit event(s). The BLS was performed on campaigns 0-16 and resulted in a total of 51,711 TCEs.
Labeling Threshold Crossing Events
The transit search resulted in a total of 51,711 identified TCEs. We categorized a majority of them (31,575) by hand in order to produce the labeled training set for our neural network. Our end goal was to sort the TCEs into two categories: planet candidates and false positives. We used a two-step process to label the TCEs. We started with triage, a necessarily quick process to go through large numbers of TCEs, and then gave more careful consideration to the subset that most resembled possible transit signals through vetting. This is a timeefficient process that we believe results in majority accurate classifications (more than half of TCEs that were not discarded ended up being classified as planet candidates).
Triage
We performed triage on the majority of the TCEs detected by our transit search. Early on in the K2 mission (in particular Campaigns 0-3, Vanderburg et al. 2016) , we scrutinized every single TCE returned by our transit search. In Campaign 4 and beyond, however, we found that it was more efficient to only examine the first TCE detected around each star unless the first TCE was itself classified as a planet candidate. Because the first TCE detected around a star is the strongest signal present, in most cases, when the first TCE is either an astrophysical false positive or an instrumental artifact, all other TCEs around that star are also likely false positives. This choice saved us the effort of performing triage on approximately 20,000 additional TCEs, at the expense of a handful of missed exoplanets.
One of us (AV) performed triage by visually inspecting the light curve of each TCE and assigning it to one of three categories: "C" for planet candidate, "E" for eclipsing binary, or "J" for junk. Because of the large number of TCEs that must be triaged (several thousand typically per K2 campaign), triage was a rapid-fire process in which we separated those signals that do not remotely look like a planetary transit from those signals that could possibly be a candidate. At this stage, we were fairly liberal about which signals were labeled as candidates and were subsequently passed to more detailed vetting (described in Section 2.2.2). The main goal of triage is to sort out all the obvious non-candidates -most TCEs are caused by instrumental artifacts, not astrophysical phenomena, so removing those TCEs massively reduces (more than 90%) the number needed for further analysis. Figure 1 shows a screen capture of the program we used to perform triage. We used information from all six panels to determine whether the TCE could be caused by a planet.
Vetting
After we triaged the TCEs, we gave the signals we classified as planet candidates (those we labeled "C") more careful consideration. We used a large number of different diagnostics, which we show in Figures 2 and 3 . To ensure uniformity in the training set, we devised a set of rules to guide our determination of which signals were considered a candidate in our final training set. The rules were as follows:
• A signal is a planet candidate until proven otherwise, either by astrophysical means (a strong secondary eclipse, odd/even transit depth differences, pixel-level diagnostics indicating the source of the transit is off-target, etc), the indication that the signal is due to instrumental systematic errors, or by violating one of the other rules.
• Any signal with a transit depth greater than 3% is labeled an eclipsing binary. We identified many transit signals deeper than 3% that are very likely eclipsing binary stars, even though we did not detect a secondary eclipse or odd/even depth differences. Since almost all known transiting planets have depths less than 3%, we classified these signals as eclipsing binaries. We made an exception for Qatar-2 b, a known planet with an unusually deep transit (Bryan et al. 2012 ).
• If the star was synchronously rotating with the orbit and it has a v-shaped transit, it is labeled an eclipsing binary.
• Any TCEs with phase modulations that we deem to be caused by tidally distorted stars, relativistic beaming, or other astrophysical phenomena are labeled eclipsing binaries.
• Any TCEs that are so ambiguous that we cannot decide whether they are viable planet candidates or false positives are removed from the training set.
• TCEs caused by single transits are removed from the training set.
• Disintegrating planets, in particular WD 1145+017 b (Vanderburg et al. 2015) and K2-22 (SanchisOjeda et al. 2015) , are removed from the training set.
We also removed all TCEs from several K2 campaigns from our training set entirely. We removed Campaign 0 and Campaign 11 because they were pointed towards crowded regions of the sky (with a large number of ambiguous but likely false positive signals). Campaign 0 was also unusual among K2 campaigns given its shorter duration. We also ignored Campaign 9, which was pointed at the galactic bulge and focused on microlensing.
At this stage, we also corrected by hand some cases where our pipeline mis-identified a TCE's orbital period (usually at half or double the true value).
Preparing Input Representations
Once each TCE had been identified and labeled, we processed the TCE into a standardized input representation to be sent into the neural network. Much of this section follows the strategy laid out by Shallue & Vanderburg (2018) . We started by removing long-term variability from each light curve. Although we have previously removed short timescale instrumental systematics from the light curve (following Vanderburg & Johnson 2014) , the light curves still have long-term signals caused either by stellar variability or long-term instrumental systematics that must be removed.
Following Shallue & Vanderburg (2018) , we fit a spline to the light curve to remove low-frequency variability from the star. The data were then phase-folded along the TCE's period such that each transit event lined up and was centered. To remove any unusual data points, such as those caused by cosmic rays or those taken when solar system planets or large asteroids passed near the target star, upward outliers three standard deviations or more from the mean (computed robustly) of the light curve were removed.
We then converted the light curve into a standardized input representation for the neural network. Like Shallue & Vanderburg (2018), we binned the data in two "views": a global view, which shows the characteristics of the light curve over an entire orbital period, and a local view, which shows the shape of the transit in detail. The global view is the entire phase-folded light curve with each data point grouped into one of 701 bins and took the median of all data points within each bin. The local view is a close-up of the transit event, spanning four transit durations on either side of the event. We grouped the data points from the phase folded light curve within this time range into one of 51 bins and took the median within each bin. Many light curves had gaps in the data that caused some bins to have zero data points. In those cases, we determined values for the bins without any data points by linearly interpolating between nearby bins with data points. To normalize the light curves, we re-scaled the binned values such that the median point was set to zero and the minimum point (usually the deepest point in transit) was set to -1. We deviated from Shallue & Vanderburg (2018) by using smaller numbers of bins for both the local and global views, and also by interpolating the data. These modifications were necessary for K2 data because there are fewer data points in K2 light curves than in Kepler, making it more likely for some bins to have no data points. Figure 4 shows examples of the global and local views -Sample diagnostic plots used in the vetting process (Section 2.2.2) for the planet candidate around EPIC 245943455. Left column, first and second rows: K2 light curves with and without low-frequency variability, respectively. The low-frequency variations are modeled in red in the first panel, while the best-fit transit model is shown in red in the second row. Vertical brown dotted lines denote the regions into which the light curve was separated to correct roll systematics. Left column, third and fourth rows: phase-folded, low-frequency corrected K2 light curves. The third row shows the full light curve with points more than one half-period from the transit shown in gray, while the fourth row shows only the light curve near transit. The blue points are binned data points and the red line is the best-fit transit model. Middle column, first and second rows: arclength of centroid position of star versus relative brightness, after and before roll systematics correction, respectively. Red points denote in-transit data. In the second row, small orange points denote the roll systematics correction made to the data. Middle column, third row: odd transits are plotted in orange and even transits are plotted in blue. The black line is the best-fit model, the horizontal red line shows the modeled transit depth, and the vertical red line denotes mid-transit. This is useful for detecting binary stars with primary and secondary eclipses. Middle column, fourth row: light curve data in and around the expected secondary eclipse time (for zero eccentricity). The blue data points are binned data, the horizontal red line denotes a relative flux = 1, and the two vertical red lines denote the expected beginning and end of a secondary eclipse. Right column: Individual transits, vertically shifted from each other, with the best fit model shown in red. The blue lines denote the beginning and end of transit.
with different classes of signals. The top row shows an eclipsing binary, the middle row shows an instrumental artifact, and the bottom row shows a planet candidate. Each example has a possible transit event that is more obvious in the local view.
We also input several scalar features to our neural network, in particular, the best-fit values of the planet/star radius ratio (R p /R ) and the transit impact parameter from a least squares fit to the phase-folded TCE light curve using a Mandel & Agol (2002) model. These two features allow the neural network to use information about the depth of the transit (which is a non-trivial function of the impact parameter and planet/star radius ratio, see Seager & Mallén-Ornelas 2003) . Including depth as a scalar feature rather than leaving the depth of the light curve un-normalized helps the machine learning algorithm learn more efficiently by decoupling the transit shape and depth. Including these scalar features is another difference between our method and that of Shallue & Vanderburg (2018) The total dataset used for training comprised of 27,634 TCEs. We randomly shuffled and divided the data into three subsets: training (80%, 22,105 TCEs), validation (10%, 2,774 TCEs), and test (10%, 2,755 TCEs). We used the test set to evaluate final model performance and we used the validation set to check performance to opti- Fig. 3 .-A second page of sample diagnostic plots used in the vetting process (Section 2.2.2) for the planet candidate around EPIC 245943455. Left column, first, second, and third rows: archival images from the Digital Sky Survey, the second Digital Sky Survey, and K2. Each has a scale bar at the top of the image and an identical red polygon that was the shape of the aperture chosen for reduction. The K2 image has been rotated to the same orientation as the Digital Sky Survey images. Middle column, top row: panels of uncorrected brightness versus arclength, ordered chronologically and separated into the divisions in which the roll systematics correction was calculated. In-transit data points are shown in red and the orange points denote the brightness correction used to remove systematics. Middle column, bottom row: variations in the centroid position of the K2 image. In-transit points are shown in red. The discrepancy (in standard deviations) between the mean centroid position in transit and out-of-transit is shown on the right side of the plot. Right column, first row: the K2 light curve near transit as calculated using three different sized apertures: small mask (top panel), medium mask (middle panel), and large mask (bottom panel), each with the identical best-fit model in red and binned data points in blue. Aperture-size dependent discrepancies in depth could suggest background contamination from another star. Right column, third row: the K2 image with the three masks from the previous plot shown in green, red, and blue, respectively. mize the metaparameters 12 . The random shuffling allows data from each campaign to be spread evenly among the subsets, and the separate test set allows a cleaner final performance evaluation since it is not used to train the model or select the metaparameters. available online.
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We started by attempting to train the original AstroNet architecture on our new K2 input data and training set labels. This initial attempt to train the neural network never converged. We therefore optimized the neural network architecture and training parameters by training on a data set we already knew worked: the Kepler data set and the Autovetter training labels used by Shallue & Vanderburg (2018) . We truncated Kepler light curves to 80 day segments to mimic the shorter time span of K2 observations of a given target star. We only included targets with orbital periods less than 80 days, again in order to mimic the K2 set of planet candidates. This Kepler-lite model ran best with a learning rate of α 
= 10
−4 and the architecture described in Figure 5 (excluding the two scalar features). We then used this successful architecture and learning rate to train with the K2 data set and training examples. Figure 5 represents the architecture of our final K2 model, called AstroNet-K2, which is a one-dimensional convolutional neural network with max pooling. Both global and local views are used, as described in Section 2.3, and are separately passed through convolutional columns before combining them in shared fully connected layers. The output layer used a sigmoid function whose range is (0,1). The output of the model is a prediction of the probability that the TCE is a planet candidate. Output values close to 1 signify high confidence that the TCE is a planet candidate while output values close to 0 signify high confidence that the TCE is a false positive. As discussed previously, we also included R p /R and impact parameter, which we found to help the model.
Training
We trained the model using the 22,105 TCE light curves in the training set (80% of all the labeled examples) for 4,000 steps. We used the Adam optimization algorithm (Kingma & Ba 2015) to minimize the cross entropy error function over the training set. We used a learning rate of α = 10 −4 and a batch size of 64. We augmented the training data by randomly reversing the time order of light curves during the training process. Since true planet transits are symmetric in time, reversing the time order produces a new light curve with the same label as the original light curve. Therefore, this operation effectively doubled the size of our training set.
EVALUATION OF THE NEURAL NETWORK PERFORMANCE
We evaluated the performance of our neural network with respect to several metrics. To ensure any small variations between models were minimized, we evaluated the performance using an averaged model. We trained ten separate models with the same parameters and averaged their final predictions for each TCE. We computed all metrics in this section over the test set (rather than the training or validation sets) to avoid using any data that was used to optimize the model or the metaparameters.
Metrics/Histogram
There are many ways to evaluate the performance of a classifier, so we use a few different metrics to describe the performance of our model. The metrics we included for evaluation were: • Accuracy: the fraction of signals the model classified correctly.
• Precision (reliability): the fraction of all classified planet candidates that were true positives (labeled planet candidates).
• Recall (completeness): the fraction of total labeled planet candidates that the model classified as planet candidates.
• False positive rate: the fraction of total labeled false positives that the model classified as planet candidates.
• AUC (area under the receiver-operator characteristic curve; see Figure 6 , bottom panel): the prob- .-The top graph shows the fraction of planets that the model classified as planets (recall) versus the fraction of correctly classified planets (precision). This curve shows the trade-off between having no false positives (high precision) and identifying all planet candidates (high recall). In order for the model to recall most or all of the planet candidates, there will be a large pool of false positives contaminating the planet candidate sample. We split the test set TCEs into three different groups based on SNR such that each group had the same number of planet candidates. Our model performed better on TCEs in the two highest SNR bins (SNR > 16) compared to the full test set. The bottom graph, also known as the receiver-operator characteristic (ROC) curve, is the curve from which the AUC value is calculated. The ROC curve combines information about the recall (true positive rate) of the model with information about the ability to recognize false positives (the false positive rate). Our model is highly successful at identifying false positives, so the AUC value is high. ability that a randomly selected planet candidate achieves a higher prediction value than a randomly selected false positive.
The values of the first four metrics depend on the classification threshold we choose for our model. If we consider predictions greater than 0.5 to be classified as planet candidates and predictions less than 0.5 to be classified as false positives, then our averaged model attains an accuracy of 97.84%. The value of AUC is independent of the choice of classification threshold, and our averaged model attains an AUC of 98.83%. Figure 6 shows the precision vs. recall curves for our averaged model. Precision vs. recall curves show our model's trade-off between sensitivity and specificity: if we tune the classification threshold to have few false negatives, then we will still have many false positives. If we take the precision to be 1, i.e. no false positives, the recall is only 0.2, which means we are missing 80% of the planet candidates. This is expected because of the low rate of planet candidates in the data set and because occasionally, systematic noise can closely mimic planet signals. The model is able to classify the true planet candidates well, but because there is a large pool of false positives, even relatively high accuracy rates can lead to significant contamination.
We also investigated how our model performs when classifying TCEs at different Signal-to-Noise Ratios (SNR)
14 . In addition to calculating precision vs. recall curves over the full test set, we also calculated these curves for several sub-groups of the test set divided in SNR. We found that our model performs worst on low SNR TCEs (SNR < 16), as the area under the precision vs. recall curve on is lowest for this subgroup. Somewhat surprisingly, we found that our model performs best on signals in the middle SNR bin, with 16 < SNR < 24.5. We suspect this is because the highest SNR TCEs include a larger fraction of eclipsing binary false positives which the model might misclassify, reducing its overall accuracy in that group.
How well the model classified signals can also be visualized by the predictions the model gave to the signals in the test set. Figure 7 shows a histogram of predictions given to the test set. A prediction of 0 represents the neural network predicting that the TCE was not a planet, while a prediction of 1 represents the neural network predicting the TCE was a planet. Ignoring the color, the top panel shows that a majority (∼88%) of the TCEs received a prediction of 2% or below. The color then represents a "truth value" to the neural network's predictions: within each bin, the color represents how many TCEs were planet candidates. A yellow bin shows that all of the TCEs that received predictions within that range were planet candidates while a blue bin shows that all the TCEs in that bin were not planet candidates. This histogram demonstrates that the neural network works as expected: on the right hand side, the colors are yellow and a majority of the TCEs that received high predictions were planet candidates; in the middle there are a mix of colors, where the TCEs were a mixture of planet candidates and other labels; and on the left hand side the bins are blue and a majority of the TCEs were not planet candidates.
The bottom two panels show the same histogram in log scale. The left bottom panel shows that the neural network was very good at assigning non-planet TCEs very low predictions, while the right bottom panel shows the distribution of TCEs with a cut of 10 −3 .
4.2.
How can we use this today? Our model is not yet ready to completely automatically detect and identify planet candidates: when it is run on a group of TCEs, it incorrectly identifies too many false positive signals as planet candidates, which contaminates the planet candidate sample. If we tune our threshold for identifying planet candidates so that we successfully 14 We use the significance of the TCE's BLS detection (as defined by Vanderburg et al. 2016 ) as the SNR of the candidate.
recall more than 90% of the planet candidates in our test set, the resulting planet candidate sample has a precision of only 40%, meaning that true planet candidates are outnumbered by false positives.
However, even though our model is not ready to classify planet candidates and false positives without human intervention, it can be powerful when combined with some human oversight. For example, we could cull out obvious false positives in a set of TCEs by performing a conservative cut on the prediction value output by our model. If we choose to discard all TCEs for which our model assigned a prediction less than 0.01, we would discard only one real planet in our test set, but cut out 85% of the false positive TCEs. This is a straightforward way of decreasing a human's workload by a factor of 6 when identifying planet candidates from a list of TCEs.
In this way, we can use our neural network like a sieve to weed out the least planet-like signals, allowing humans to spend more time scrutinizing strong candidate planets, not the obvious false positives. This is particularly useful for identifying new planets among a large number of unclassified TCEs by shrinking the pool of TCEs a human astronomer would have to look at and dramatically speeding up the amount of time it takes to identify new planets.
TESTING ON NEW TCES
Because the model is successful at culling large amounts of un-labeled TCEs, we ran it on a new set of TCEs from K2. Recall from Section 2.1.2 that the data used for the training set only included the first TCE detected around each star. These new TCEs were the other signals found when the BLS pipeline iteratively removed the strongest signals from each target. We focused on the set of un-classified TCEs that were from targets where the first signal was labeled "J" or "E." This resulted in a subset of 22,050 TCEs to search through.
The model ranked 826 of these TCEs above 1%. We noticed that many (229) of these new candidates were from Campaign 12, likely because Mars passed through Kepler's field of view during the campaign, causing additional systematic effects in the light curves. These additional systematic effects often were the first signals identified by our transit search, hiding any real transit events. We decided to focus our attention on these new, high-prediction value TCEs from Campaign 12, which we list in Table 1 . We chose two of these signals, towards EPIC 246151543 and EPIC 246078672, for follow-up observations and validation because of their high prediction scores and bright apparent magnitudes.
Observations

K2 Light Curve
EPIC 246151543 and EPIC 246078672 were both observed by Kepler during Campaign 12 of the K2 mission. Campaign 12 observations took place between 2016 December 15 and 2017 March 04, and were pointed towards an equatorial field in the constellation Aquarius near the southern galactic cap. Peculiarities of these particular K2 observations included a safe mode event that took place during the middle of the campaign, which led to the loss of 5.3 days of data, and the fact that the solar system planet Mars passed through the field of view, scattering light across the focal plane, and contaminating some targets strongly with either reflected light or saturated bleed trails 15 . After the data were downlinked from the telescope and processed by the Kepler pipeline, we downloaded the data, produced light curves, removed systematics, and searched for transits as described in Section 2.
Parts of the light curves for EPIC 246151543 and EPIC 246078672 were both significantly affected by the passage of Mars through Kepler's field of view. For a brief period of time for both targets, the typical background flux in pixels near the target stars increased by a factor of about 150. This spike in background flux from Mars was not properly handled by the Kepler pipeline's background subtraction algorithms, and the effects of this propagated forward through our pipeline, causing a poor systematics correction near the time of the contamination. As a result, while the majorities of the light curves of EPIC 246151543 and EPIC 246078672 had high-quality systematics corrections, some significant systematics remained after our routines.
As described in Section 2.1.2, we then passed these systematics-contaminated light curves to our our BLS pipeline to search for transits. Our pipeline, which 15 https://archive.stsci.edu/k2/data_release.html searches for the most significant drops in flux in the light curve, first identified spurious transit signals related to the passage of Mars through the field of view. Our pipeline then proceeded to iteratively remove the strongest signals in the light curve and re-search for transits, eventually identifying the two likely transiting planet signals in the light curves. However, during triage, because we only looked at the strongest signal identified by our pipeline for any given star, we did not notice the two transit signals buried among the systematics in the light curves of EPIC 246151543 and EPIC 246078672 until our neural network identified the signals as likely planet candidates when the new TCEs were passed through the trained neural network. We inspected the signals by eye, and performed standard pixellevel diagnostics (Vanderburg et al. 2016; Mayo et al. 2018) , and found that the signals were consistent with genuine transiting planets.
Once we identified these signals, we produced improved light curves from the K2 data. First, we clipped out the segments of the light curve that were strongly affected by the passage of Mars through the field of view. We then re-derived the systematics correction by simultaneously fitting for the transit shape, long-term stellar variability, and K2 roll-dependent systematic effects (following Vanderburg et al. 2016 ). We used these improved light curves for the rest of the analysis on these two planet candidate systems.
Spectroscopy
We observed EPIC 246151543 and EPIC 246078672 with the Tillinghast Reflector Echelle Spectograph (TRES) on the 1.5 meter telescope at Fred L. Whipple Observatory on Mt. Hopkins, AZ. Our observations were obtained with resolving power λ/∆λ = 44,000, and moderate signal-to-noise (which varied between 25 to 35 per resolution element). We obtained one observation of EPIC 246151543 and two observations of EPIC 246078672. The two observations of EPIC 246078672 were taken at different orbital phases, 0.26 and 0.74, but showed no evidence for large radial velocity variations, ruling out eclipsing binary stars as a possible explanation for the transit signal we see. We determined spectroscopic parameters for these two stars using the Stellar Parameter Classification (SPC) code (Buchhave et al. 2012 (Buchhave et al. , 2014 , and report the results in Table 2 .
High Resolution Imaging
We also observed EPIC 246151543 and EPIC 246078672 with the 'Alopeke speckle imager on the Gemini-N telescope on Maunakea, HI. 'Alopeke works by taking many images of a target star with very fine spatial sampling with exposure times fast enough (60 ms) to "freeze" atmospheric turbulence. We observed each star in two different narrow bandpasses: one centered around 562 nm and one centered around 832 nm. We processed the data by reconstructing the image in Fourier space, a standard method for speckle image processing (Howell et al. 2011) . We find no evidence for nearby stars to either EPIC 246151543 or EPIC 246078672. In the blue bandpass, the resolution is 17 mas, at which separation we rule out roughly equal brightness companions. At greater separations of about 0. 05 arcseconds, we can rule out companions at deeper contrasts of 4-6 magnitudes in the redder bandpass.
We also searched for evidence of nearby stars using Gaia Data Release 2 (Gaia Collaboration et al. 2016 . We queried all entries in the Gaia catalog within 5 arcseconds of the two stars, and found no additional sources nearby. We also checked the significance of excess noise in the astrometric solution for this star, which in some cases can indicate the presence of an unresolved companion . Neither star showed any evidence for excess astrometric noise, supporting the idea that these are both single stars and limiting false positive scenarios for their transiting planet candidates.
Analysis
Stellar Parameters
We estimated the fundamental stellar parameters for EPIC 246151543 and EPIC 246078672 using the isochrones package (Morton 2015a) , which performs a fit of input constraints (including spectroscopic paramters, parallax, apparent magnitudes, etc) to stellar evolutionary models. We included our measurements of the stellar surface gravity log g cgs , metallicity [M/H], and effective temperature T eff from our SPC analysis of the TRES spectra, measured trigonometric parallaxes of the two stars from Gaia DR2, and J, H, and K band apparent magnitudes from the Two Micron All Sky Survey (2MASS, Skrutskie et al. 2006) . The results are reported in Table 2 .
Transit Fitting
We next estimated the transit parameters for EPIC 246151543 b and EPIC 246078672 b. Our analysis here closely follows that of Mayo et al. (2018) , which we describe in brief. In particular, for each system, we flattened the K2 light curve by dividing away the best-fit stellar variability model from our simultaneous fit. We then fitted the resulting, high-pass-filtered light curve with a transit model (as implemented by the batman package, Kreidberg 2015), using quadratic limb darkening coefficients parameterized as suggested by Kipping (2013) . We used the affine invariant ensemble sampler emcee (Foreman-Mackey et al. 2013 ) to explore parameter space and determine the best-fit transit parameters and their uncertainties. In the case of EPIC 246078672, we imposed a Gaussian prior on the stellar density determined by our analysis using isochrones, which combined with Kepler's third law and an assumption that EPIC 246078672 b's orbit is circular (as expected from tidal circularization) helps constrain the transit parameters. The results of the fits are reported in Table 2 5.2.3. Statistical Validation
We calculated the false positive probabilities for the two newly identified planet candidates around EPIC 246151543 and EPIC 246078672 using the open source vespa software (Morton 2015b) , which implements the methodology of Morton (2012) and Morton et al. (2016) . Given inputs describing the properties of a given candidate transit event, host star, and stellar neighborhood, vespa performs a model comparison between scenarios in which the transit signal is genuinely caused by a transiting exoplanet, and scenarios in which the transit signal is caused by some sort of astrophysical false positive scenario. We ran vespa with the transit light curves, spectroscopic parameters, 2MASS apparent magnitudes, Gaia parallax, and constraints from speckle imaging as inputs, and found the false positive probabilities of both planets were quite low (< 10 −3 ). We therefore consider EPIC 246151543 b and EPIC 246078672 b to be validated exoplanets.
6. DISCUSSION 6.1. Newly Discovered Planets One result of our paper is that we identified two new exoplanets in K2 data using our averaged neural network model. Both planets are super-Earths orbiting G-dwarf stars; we list the stellar and planetary parameters for these two systems in Table 2 . Rogers (2015) showed that planets with radii R 1.6R ⊕ and orbital periods shorter than ≈ 50 days are usually not rocky. This describes EPIC 246151543 b, which with a radius of R = 2.45R ⊕ is probably a "puffy" planet with a volatile envelope. This planet has an orbital period of 13.1 days, so it is strongly irradiated by its host star, but not so much that its volatile layer would be subject to photoevaporation. EPIC 246078672 b, with radius R = 1.66R ⊕ , is right at the transition radius described by Rogers (2015) . This planet is likely still rocky because it is probably too close to its host star to have a hydrogen/helium envelope. Given its very short orbital period of 2.5 days, EPIC 246078672 b is decidedly not Earth-like; instead it is heated by its host star to scorching temperatures. The small radii and short orbital periods of EPIC 246151543 b and EPIC 246078672 b are typical of the population of planets discovered by K2 (Mayo et al. 2018 ).
While these planets themselves do not orbit particularly bright stars and are not particularly exciting for follow-up studies, our work is a proof of concept. In particular, if a similar study were to be performed on data from NASA's recently commissioned Transiting Exoplanet Survey Satellite (TESS), which observes typically brighter stars than Kepler or K2, we could potentially find highly valuable, previously missed planets well-suited for follow-up observations such as RV measurements, and once the James Webb Space Telescope launches, spectroscopic observations of planetary atmospheres. TESS isn't as sensitive to small planets as Kepler was, such as the planets in this paper, but it will be able to find many other, larger, planets for follow-up work. While TESS may not find as many super-Earths as Kepler did, the ones it will find will be around brighter stars (e.g. Huang et al. 2018 ).
6.2. The continued value of human vetting Our model was built to recognize specific patterns in data and has only limited ability to recognize patterns beyond those it was trained to detect. This means that there may be unusual planetary systems out there that are interesting but would not be recognized by our model and would not be flagged as interesting or worthy of study.
For example, consider the two disintegrating planets discovered by K2: K2-22 b (Sanchis-Ojeda et al. 2015) and WD 1145+017 b (Vanderburg et al. 2015) . These two signals were both detected by our transit search, though we excluded them from our training/validation/test set (see Section 2). After training our model to identify planet candidates and false positives, without including K2-22 b and WD 1145+017 b in the training set, we asked our model to classify the signals of these two disintegrating objects. Figure 9 shows the global and local views of these two transit signals, as well as their predictions given by the model. The model assigns quite low predictions for the likelihood of these two signals being planets because the light curves are not typical for what a planet candidate looks like. The global views of the transits are not "clean" because the transit depth changes due to the disintegration.
Another class of planets that may be misidentified by our model would be those showing significant transit timing variations (TTVs). It is more rare to see systems showing significant TTVs in K2 data compared to Kepler, because K2's observational baseline is shorter. Over an 80 day K2 observing baseline, most TTVs can be approximated with a linear ephemeris and are therefore not noticeable in a phase-folded light curve. Nevertheless, a handful of systems identified by K2 do show significant TTVs. We examined one such system, K2-146 (Hirano et al. 2018) , that was observed three times, in C5, C16, and C18. We tested our neural network on K2-146 b 16 using the data for all three campaigns separately. We found that during Campaign 5 and Campaign 18, the transit times could be fairly-well approximated with a linear ephemeris, so the phase-folded light curve seen by our neural network looked like a "normal" transiting planet without TTVs, and the model gave the TCEs fairly high predictions of 0.45 and 0.28, respectively. In Campaign 16, however, the TTVs were not as well approximated with a linear ephemeris, leading to a distorted phasefolded light curve and a much lower prediction of 0.0014.
To a human, these atypical signals appear interesting and require further analysis, but the neural network only identifies "typical" signals as planets. A method such as this is good for picking out typical, standard transiting planets, but may pass over special or interesting ones. The fact that our neural network did not identify the two disintegrating planets WD 1145+017 b and K2-22 b and the TTV system K2-146 as planet candidates shows the enduring value of humans classifying planet candidates by eye. Humans are good at recognizing unusual signals that machines will mis-classify or not recognize as interesting, which is crucial for discovering interesting and odd facets of the universe.
6.3. Improvements/Future Work While our neural network was successful at identifying new planet candidates, there is room for some significant improvements. We list a handful of possible future avenues of work to improve the model here.
1. Improved training set labels. Currently, our training set is composed of thousands of targets that were labeled by the human eye. Most TCEs in our training set were each scrutinized for only about a second during triage by only one person, and are therefore subject to some error. There are almost certainly incorrectly labeled signals in the training set. Moreover, the triage step was performed on the TCEs as the data for each campaign became available over the course of four years of the K2 mission (2014) (2015) (2016) (2017) (2018) . Undoubtedly, our criteria for assigning training set labels in triage changed somewhat over that time period as we learned more about the characteristics of K2 data and as our scientific goals evolved. Improving the accuracy of the training set labels will allow the model to learn more efficiently and correctly, and will make it more accurate to evaluate the success of the model by comparison with the test set.
2. We would like to extend our training set with simulated planet transits and false positives, but this approach presents a few challenges. First, artificial signals could bias our training set if added in the wrong proportions (e.g. too many planets vs false positives, or incorrect distribution of orbital period), and we might not know the correct proportions to simulate. Second, we might not be able to accurately simulate all types of instrumental and astrophysical false positives. Inverted and scrambled light curves have previously been used to produce artificial false positives (Christiansen 2017; Coughlin 2017) 4. More information and features could also be provided to the model to improve its ability to distinguish false positives from planet candidates. Currently, our model is forced to make decisions with only two views of the phase-folded and binned light curve as inputs. But in the triage and vetting processes (Sections 2.2.1 and 2.2.2) we had access to more information (see Figures 1, 2 , and 3) than just the phase-folded light curves to classify each signal, including the un-phase folded light curve, the spacecraft's position during transits (which can identify instrumental systematics), the behavior of the transit signals in light curves produced with different photometric apertures (which can identify background contamination), and differences between even-numbered and odd-numbered transits (which can identify eclipsing binaries). Giving our neural network more features like those used during human vetting would likely make its classifications more accurate (for example, see Ansdell et al. 2018 ).
Our work is also highly applicable to other data sets, such as TESS. Like Kepler and K2, TESS will detect thousands of TCEs in need of classification. Modifying our neural network to classify TCEs from TESS will face similar challenges as we did going from Kepler to K2 because of the shorter time span of TESS light curves compared to even K2. TESS's larger pixels will pose additional challenges by introducing more false positive signals, and may benefit even more from information about image centroids. We are currently testing strategies for adapting our neural network to classify TCEs from TESS data (L. Yu et al., in prep) . A training set of signals from TESS as large as the one used here may take several years to build up, but a technique such as domain adaptation (like has been used in galaxy classification; Domínguez Sánchez et al. 2018) or partially synthetic training sets may be used to speed up the process.
Future work is also needed to characterize our model's performance on the underlying distribution of all TCEs. Our training and test sets necessarily differ from this distribution because we did not have access to ground-truth labels for all TCEs in our labeling process. For example, we used a "planet candidate until proven otherwise" rule and also discarded any TCEs whose true classification was ambiguous (see Section 2.2.2), which gave us a modified distribution of labeled TCEs. If we had adopted an alternative labeling procedure, such as "false positive until proven otherwise," we would have obtained a different modified distribution. This observation has two implications: (i) since we trained our model on the modified distribution, it may perform worse on the underlying distribution, and (ii) since we tested our model on the modified distribution, the metrics we measured over our test set might not reflect its performance on the underlying distribution. Unfortunately, it is challenging to evaluate the performance of any TCE classifier (e.g. human, Robovetter, neural network) on the underlying distribution without having access to ground-truth labels for all TCEs. Prior work has used artificially injected planet signals to estimate the true positive rate and simulated false positives to estimate the false negative rate (Thompson et al. 2018; Christiansen 2017; Coughlin 2017) , but this approach is limited by our ability to identify all types of false positives and accurately simulate them in the right proportions. Better ways to evaluate the performance of TCE classifiers will be crucial for improving estimates of planetary occurrence rates from Kepler data, regardless of the classification method used.
Towards Occurrence Rates in K2 Data
Our model is not yet ready to measure planetary occurrence rates in K2 data, but we hope that the work outlined in the previous section will eventually make this possible. First, we must be able to characterize our model's performance on the underlying distribution of all TCEs, not just the modified distribution of TCEs in our test set. Second, we must improve our model to make it more accurate at rejecting false positive signals. Currently, if we select a classification threshold so that our model recalls 90% of planet candidates in our test set, we only have a precision (or purity of the planet candidate sample) of around 50%. As a goal, we estimate that an improved neural network, able to measure occurrence rates, would ideally have a recall of at least 90% and a precision greater than 95% in order to introduce errors on planet occurrence rates less than 5% while remaining sensitive to most planet candidates in the sample. Since the K2 data consists of approximately 95% false positives, our model would then have to correctly classify planets 90% of the time and false positives 99.75% of the time.
Since K2 looked at fields all across the ecliptic plane, occurrence rates based on K2 would allow us to compare specific characteristics of different planet populations. K2 has campaigns looking at different galactic longitudes and distances from the galactic midplane, which correspond to both a difference in age and a difference in metallicity. An improved neural network could enable accurate measurements of the abundances of planets in those regions to improve understanding on how age and metallicity impact planet formation. K2 also observed regions of the galaxy that were densely packed with stars, which could impact the way that planets form around their host stars. Occurrence rates in K2 data might help us understand how and why planet formation and evolution is dependent on galactic birthplace.
SUMMARY
In this work, we have trained a neural network, which we call AstroNet-K2, to identify planet candidates in K2 data for the first time. Previously, neural networks have been used to classify planet candidates in data from the original Kepler mission, and have the promise of helping to deliver more accurate planet occurrence rates. Here, we extended this work on Kepler data to data from the K2 mission. Our results can be summarized as follows:
1. We have built and trained a neural network to classify possible planet signals detected in K2 data into likely planet candidates and false positives. Our neural network is quite successful -it is able to correctly classify signals with an accuracy of 98% and an AUC of 0.988 on our test set. While the performance of our network is not quite at the level required to generate fully automatic and uniform planet candidate catalogs, it serves as a proof of concept.
2. We used our neural network to rapidly search through a large set of previously un-classified possible planet signals. It identified several signals that had previously slipped through the cracks in our planet detection pipeline, and that we had not previously noticed as likely planet candidates. We performed follow-up observations of two of these candidates, EPIC 246151543 b and EPIC 246078672 b, and were able to validate these objects as genuine exoplanets. The new planets are both in close orbits around their host stars and are intermediate to the Earth and Neptune in size.
3. This work can be applied other datasets in the future. In particular, the recently commissioned TESS mission is currently observing large swaths of sky in the Southern ecliptic hemisphere, and detecting large number of TCEs. Like K2, TESS will observe stars for shorter periods of time than the original Kepler mission, so the modifications we have made to this network for K2's shorter time baseline will be useful for adapting to TESS.
Developing a neural network to rapidly and automatically classify planet candidates from the K2 mission is a critical step on the path towards using K2 to determine planet occurrence rates, and comparing the populations of exoplanets in different galactic environments. Previously, all planet candidate catalogs from K2 data have relied on humans to identify planet candidate signals, whose biases and inconsistencies introduce uncertainties in the ultimate occurrence rate measurements. The uniform predictions of a neural network may eventually make it possible to measure these rates more accurately. This research has made use of NASA's Astrophysics Data System and the NASA Exoplanet Archive, which is operated by the California Institute of Technology, under contract with the National Aeronautics and Space Administration under the Exoplanet Exploration Program.
This paper includes data collected by the Kepler mission. Funding for the Kepler mission is provided by the NASA Science Mission directorate. Some of the data presented in this paper were obtained from the Mikulski Archive for Space Telescopes (MAST). STScI is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS5-26555. Support for MAST for non-HST data is provided by the NASA Office of Space Science via grant NNX13AC07G and by other grants and contracts. This work has made use of data from the European Space Agency (ESA) mission Gaia (https://www.cosmos.esa.int/gaia), processed by the Gaia Data Processing and Analysis Consortium (DPAC, https://www.cosmos.esa.int/web/ gaia/dpac/consortium). Funding for the DPAC has been provided by national institutions, in particular the institutions participating in the Gaia Multilateral Agreement.
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