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Abstract
This paper studies the problem of computing orthogonal drawings of graphs with labels on vertices and edges.
Our research is mainly motivated by Software Engineering and Information Systems domains, where tools like
UML diagrams and ER-diagrams are considered fundamental for the design of sophisticated systems and/or com-
plex data bases collecting enormous amount of information. A label is modeled as a rectangle of prescribed width
and height and it can be associated with either a vertex or an edge. Our drawing algorithms guarantee no overlaps
between labels, vertices, and edges and take advantage of the information about the set of labels to compute the
geometry of the drawing. Several additional optimization goals are taken into account. Namely, the labeled drawing
can be required to have either minimum total edge length, or minimum width, or minimum height, or minimum
area among those preserving a given orthogonal representation. All these goals lead to NP-hard problems. We
present MILP models to compute optimal drawings with respect to the first three goals and an exact algorithm that
is based on these models to compute a labeled drawing of minimum area. We also present several heuristics for
computing compact labeled orthogonal drawings and experimentally validate their performances, comparing their
solutions against the optimum.
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1.1. Labeling drawings of graphs
The increasing demand of visualization technologies to display maps and schemas with textual
or multimedia content associated with vertices and/or edges has been motivating a significant re-
search effort towards designing algorithms and systems that display labeled drawings of graphs. In
such drawings, labels are fundamental to convey the meaning of vertices and edges. Some applica-
tion domains where these technologies are relevant are for example Cybergeography (Web and Internet
maps), Software Engineering (UML diagrams), and Information Systems (ER-diagrams, organization
charts).
In order to make the visualization effective, the computed drawings must be quite “clear and readable”
to the user. This goal can be achieved by taking into account the optimization of a set of typical drawing
aesthetic criteria, like number of crossings, number of bends on edges, drawing area, total edge length,
and edge angular resolution. Further, additional aesthetic requirements must be considered for vertex and
edge labels. The following basic rules for graph labeling quality are inspired by those given in [14,16,
30]: (a) Each label can be easily identified (without ambiguity) with its associated vertex or edge; (b)
No overlaps of a label with other labels or non-associated vertices and edges are allowed; this property
increases the clarity of the labeling; (c) Each label must be placed in the best possible position according
to the optimization of some drawing aesthetic criteria, depending on the requirements of the specific
application domain.
There are two main different approaches to tackle the problem of computing labeled drawings of
graphs, which satisfy requirements (a), (b), and (c):
• The first approach assumes that vertices and edges of the graph are drawn without considering la-
bels. Labels are added to the drawing in a second phase, without changing the geometry of the
computed drawing. In this case, placing the labels avoiding overlaps and ambiguity is referred to as
the label placement problem. This problem is known to be NP-hard, even if restricted to the only
placement of either vertex labels or edge labels (see for example [15,17,23,29]). There is a lot of
research about the label placement problem. An extensive bibliography on this subject can be found
in [28]. The advantage of this approach is in its flexibility with respect to the specific application
domain, since usually a label placement algorithm is independent of the adopted graph drawing
convention; it just considers a set of points and segments to be labeled. Furthermore, it is the only
possible approach for cartography applications, where the geometry of the graph is part of the in-
put.
• The second approach, first introduced by Klau and Mutzel [20], is based on constructing the la-
beled drawing at once, that is the size and the positions of vertices and edges are computed by
also taking into account their labels. Although this approach makes it hard to reuse existing graph
drawing algorithms to compute the geometry of the vertices and of the edges, it promises to con-
struct better drawings in terms of optimization requirements. Indeed, knowing in advance the set
of labels can represent a valuable information for a drawing algorithm. For example, vertices and
edges can be drawn in such a way to free up space for the insertion of the labels, so to guaran-
tee no overlaps; note that, in the first approach it is not always possible to completely avoid label
overlaps.
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1.2. The investigated problem
The research in this paper is mainly motivated by the Software Engineering and Information Systems
domains, where tools like UML diagrams and ER-diagrams are considered fundamental for the design
of sophisticated systems and/or complex data bases collecting enormous amounts of information. The
underlying structure of these diagrams is often represented by a graph, where vertices model objects,
entities, or states, while edges model either events or relationships between objects. Most of these dia-
grams are frequently represented as labeled orthogonal drawings, where vertices are drawn as boxes and
edges are drawn as polylines of vertical and horizontal segments (see Fig. 1). Boxes representing vertices
are made big enough to host their associated labels. Placing a vertex-label inside its associated vertex
increases the clarity of the drawing and avoids ambiguity about what vertex is associated with a given
label. An edge-label is drawn very close to its associated edge and “far enough” from the other edges, so
to avoid ambiguity.
In this paper we concentrate on the computation of labeled orthogonal drawings, following the draw-
ing convention described above. With the goal of guaranteeing maximum labeling clarity and elimination
of ambiguity, we use information about labels to compute the geometry of vertices and edges. Our al-
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bend minimization, area and total edge length minimization. Labels are always modeled as rectangles of
prescribed width and height.
All algorithms presented in this paper fit into the well-known topology-shape-metrics approach, in-
troduced in [2,27]. This approach is one of the most effective in the graph drawing literature for the
computation of aesthetically pleasant orthogonal drawings [7]. It consists of three phases: (i) In the first
phase a planarization of the graph is performed, that is, edge crossings are reduced as much as possible,
and a planar embedding of the graph is computed, possibly adding dummy vertices to replace crossings.
If the graph is planar, a planar embedding can be found in linear time, otherwise a standard planarization
technique can be performed to reduce crossings (see [6,18] for a survey on planarity testing algorithms
and planarization techniques). Note that the cross minimization problem for non-planar graphs is NP-
hard [11]. (ii) In the second phase a planar orthogonal representation is computed within the planar
embedding found in the previous phase. Roughly, an orthogonal representation defines the orthogonal
shape of the final drawing, that is, the sequence of left and right turns along the polylines representing
edges and the angles formed between pairs of clockwise consecutive edges incident on the same vertex.
(iii) In the third phase a final geometry is assigned to the drawing, while preserving the computed or-
thogonal representation; finally, dummy edges representing crossings are removed. This phase is usually
called compaction, and its typical goals are the minimization of the drawing area or the minimization of
the total edge length. Both these goals lead to NP-hard problems [26].
Our algorithms first compute an orthogonal representation of the input graph by applying well-known
techniques [6,27], which do not take into account labels. The orthogonal representation has the minimum
number of bends among those preserving the same planar embedding. Labels are then added during the
compaction phase, and either the area or the total edge length of the drawing is minimized.
1.3. Results
The main contributions of this paper are the following:
• A MILP (Mixed Integer Linear Programming) model for orthogonal drawings with labels both on
edges and on vertices is presented. Given a labeled orthogonal representation H , the MILP model can
be used to compute a labeled orthogonal drawing of H with minimum total edge length. The model
assumes that every vertex has degree at most four. Variants of the model are also presented that
compute a drawing of minimum width or minimum height. The model in this paper is the first MILP
model both for vertex and edge labeling of orthogonal representations. A previous model, introduced
by Klau and Mutzel [20], assumes that only vertices are labeled. Also, in the model of Klau and
Mutzel, vertices are drawn as points and every label is drawn very close to its associated vertex;
although this drawing convention is reasonable for several application domains, it is not suitable for
most UML diagrams and for ER-diagrams.
• An exact algorithm for computing a labeled orthogonal drawing with minimum area among those pre-
serving a given orthogonal representation is described. Our approach is based on solving a sequence
of MILP models for width minimization with the constrained height; this is markedly different from
standard integer quadratic programming techniques, which do not apply in our case. We experimen-
tally observe that the number of MILP solutions required by our algorithm is rather small and that
this number does not seem to depend on the number of vertices of the input graph. This algorithm
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labels. As far as we know, no other exact algorithm is known in the literature with this aim, except
for some specific classes of orthogonal representations [3].
• Several heuristics for computing drawings of labeled orthogonal representations are presented. These
heuristics have as objective function the minimization of the drawing area. They combine a new
greedy approach with well-known compaction algorithms. Local search strategies are also provided,
which are used as a post-processing step to significantly improve the solution in many cases. Heuris-
tics are extended to deal with graphs of any vertex degree.
• Finally, the results of an extensive experimental analysis for both labeled and unlabeled orthogonal
drawings are discussed. We evaluate the performances of our labeling heuristics against those of the
exact algorithms. The analysis shows a different degree of compromise between solution time and
quality for the different heuristics. Also, we compare the results of existing heuristics for unlabeled
orthogonal drawings with minimum area and total edge length against the optimum. This is the first
time that an experimental evaluation of this type is carried out for minimum area. We recall a pre-
vious experimental work that compares heuristics for computing orthogonal drawings of minimum
total edge length [19]. Furthermore, the analysis provides experimental validation to the common
practice in the literature of computing minimum total edge length drawings in order to obtain good
approximations of minimum area drawings.
1.4. Structure of this paper
The remainder of this paper is organized as follows: In Section 2 we recall definitions about graph
drawing and planarity, and we formally define our convention for labeled orthogonal drawings. In Sec-
tion 3 a characterization of labeled orthogonal drawings is given in terms of mathematical properties. In
Section 4 we describe the MILP model for labeled orthogonal drawings of minimum total edge length,
and we evaluate the performances of its implementation. Section 5 exploits the MILP model for defining
an algorithm that computes drawings of labeled orthogonal representations with minimum area. Exper-
iments on the performances of this algorithm are also provided. In Section 6 heuristics for computing
labeled orthogonal drawings of small area are described, and their solutions are compared with the op-
tima. All heuristics are extended to deal with graphs of any vertex degree. Conclusions and open problems
are given in Section 7.
2. Preliminaries
This section provides the basic definitions required to formally describe the labeled orthogonal draw-
ing problem. We assume familiarity with graph theory [12].
2.1. Drawings and planarity
Let G = (V ,E) be a graph. A drawing Γ of G maps each vertex v ∈ V to a distinct point pv of the
plane, and each edge (u, v) ∈ E to a simple Jordan curve between points pu and pv , called the end-points
of (u, v). Γ is planar if no two distinct edges intersect except at common end-points. A graph is planar
if it admits a planar drawing.
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The unbounded region is the external face; the other regions are the internal faces. Γ also determines a
circular ordering of the neighbors of each vertex v according to the clockwise sequence of the incident
edges of v. Two planar drawings of the same graph G are equivalent if they determine the same circular
ordering of the neighbor sets and the same external face. Equivalent drawings have the same set of faces.
An embedding of G is an equivalence class of planar drawings of G.
2.2. Orthogonal drawings
A planar orthogonal drawing Γ of a planar graph G is a planar drawing of G such that each edge e is
mapped to a sequence of horizontal and vertical segments: a left or a right turn on e is called a bend. That
is to say that a bend is a common point between a vertical edge-segment and a horizontal edge-segment.
A planar graph G admits a planar orthogonal drawing if and only if G is a 4-planar graph, that is, each
vertex of G has degree at most four; the degree of a vertex is the number of its incident edges. A planar
orthogonal grid drawing Γ of G is a planar orthogonal drawing of G such that each edge-segment is
drawn on a line of an orthogonal integer grid and has integer length (see Fig. 2).
An orthogonal representation H of G is an equivalence class of planar orthogonal drawings of G
such that: (i) For each edge (u, v) of G all the drawings of the class have the same sequence of left and
right turns along (u, v) while moving from u to v; (ii) For each vertex v of G, and for each pair {e1, e2}
of clockwise consecutive edges incident on v, all the drawings of the class determine the same angle
between e1 and e2.
Loosely speaking, H defines a class of planar orthogonal drawings that may differ only for the length
of the edge-segments. We also say that a drawing Γ of G that belongs to H is a drawing that preserves
H . Fig. 2 shows three different orthogonal drawings Γ1, Γ2, Γ3 of a planar graph G. Γ1 and Γ2 preserve
the same orthogonal representation; Γ2 is a grid orthogonal drawing of G. Γ3 belongs to a different
orthogonal representation of G.
Fig. 2. (a) A planar graph G. (b) Three different orthogonal drawings of G: Γ1 and Γ2 preserve the same orthogonal represen-
tation and Γ2 is on an integer grid. Γ3 belongs to a different orthogonal representation of G.
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A planar extended orthogonal drawing is a planar orthogonal drawing in which some vertices may
be drawn as rectangles: the rectangular vertices do not intersect any other vertex or edge, except their
incident edges. Each edge incident on a rectangular vertex v has an end-point lying on one side of the
rectangle representing v. Clearly, each planar orthogonal drawing is also a planar extended orthogonal
drawing with no rectangular vertices. A planar extended orthogonal grid drawing is such that each edge-
segment and each vertex-segment lies on a grid line and has integer length. The definition of orthogonal
representation for the case of planar extended orthogonal drawing remains unchanged.
Concerning the edges incident on a rectangular vertex v, two different variants of the drawing conven-
tion are considered:
Convention 1 the vertical edge-segments and the horizontal edge-segments incident on v have the
same x-coordinate and y-coordinate, respectively (Fig. 3(a)).
Convention 2 the vertical edge-segments and the horizontal edge-segments incident on v may have
different x-coordinate and y-coordinate, respectively (Fig. 3(b)).
Convention 2 generalizes Convention 1, that is, each drawing within Convention 1 is
also a drawing within Convention 2. Therefore, computing an extended orthogonal drawing by re-
specting Convention 2 can in general give rise to a layout with smaller area than the one of a layout
computed within Convention 1. However, for some kinds of application, drawings respecting Con-
vention 1 may be more pleasant to read, so in the following we deal with both conventions.
2.3. Labeled orthogonal drawings
Let G be a 4-planar graph and let L = {λ} be a set of rectangular edge-labels of given integer width
w(λ) and height h(λ), such that each λ is associated with one edge of G and no two labels are associated
with the same edge. Let N = {ν} be a set of rectangular vertex-labels of given integer width w(ν) and
height h(ν) such that each ν is associated with one vertex of G and such that no two labels are associated
with the same vertex. In the following we will use the term “label” instead of vertex-label or edge-label
when the context does not give rise to ambiguities.
Consider the triple (G,L,N). A labeled orthogonal drawing Γ of (G,L,N) is a drawing of G and of
the elements of L∪N , such that: (i) the drawing of G is a planar extended orthogonal drawing, (ii) labeled
vertices are drawn as rectangles and unlabeled vertices are drawn as points, (iii) the drawing of each label
in L ∪ N is a rectangle, and (iv) the rectangle representing a vertex-label coincides with the rectangle
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in (c).
Fig. 5. (a) An example of a properly labeled edge. (b) Examples of edges that are not properly labeled.
representing the vertex associated with the label. We call label-segment each segment representing a side
of a (rectangular) label in Γ .
Let λ be an edge-label associated with an edge e. We say that λ is attached to an edge-segment i of e,
if the intersection between i and one side a of λ parallel to i is not empty (see for example Fig. 4). We
also say that a overlaps i.
Among all labeled drawings of (G,L,N) we are interested to select a subset of drawings that are
considered “aesthetically suitable”. The three definitions hereunder characterize this subset.
Definition 1. An edge e ∈ Γ with associated an edge-label λ ∈ L is properly labeled if (see Figs. 4
and 5):
(EL1) λ is a rectangle in Γ with height h(λ) and width w(λ).
(EL2) There is exactly one edge-segment i of e such that λ is attached to i.
(EL3) The side of λ that overlaps i is properly contained in i.
If (EL1), (EL2), and (EL3) hold, we say that λ is drawn on i.
Definition 2. A vertex v ∈ V with associated a vertex-label ν ∈ N is properly labeled if the rectangle
representing v in Γ has height h(ν) and width w(ν).
Definition 3. A labeled drawing Γ is properly labeled if:
(EL) Each edge of Γ with a label is properly labeled.
(VL) Each vertex of Γ with a label is properly labeled.
(NI) Each edge-label does not intersect any other label or edge-segment except the edge-segment it is
drawn on.
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Fig. 6 shows a triple (G,L,N) and a corresponding properly labeled drawing.
Note that, property (NI) does not require that vertex-labels do not intersect with each other and with
edge-segments that are not incident on their associated vertices, since this property is guaranteed by the
planarity of the extended orthogonal drawing of G. In the following we study properly labeled orthogonal
drawings both for Convention 1 and for Convention 2.
3. A characterization of properly labeled orthogonal drawings
This section provides a characterization of properly labeled orthogonal drawings in terms of four
mathematical properties. In Section 4 we describe how these properties can be translated into the set
of constraints of a MILP model to compute properly labeled orthogonal drawings with minimum total
edge length. In Section 3.1 we introduce the notation required to formulate the properties, described in
Section 3.2.
3.1. Notation
Let Γ be a (not necessarily properly) labeled orthogonal drawing of (G,L,N). We introduce first
some notation for the edge-segments of Γ . Then we focus on the labels and consider relations between
labels, vertices, and edges. Our notation is similar to that introduced in previous works on the same
topic [20,21]. Refer to Fig. 7 for an example.
A maximal horizontal chain χh of Γ is either a single point or a maximal set of connected horizontal
edge-segments that have the same y-coordinate. Namely, there is a chain χh consisting of a single point
for each of the following cases:
• There is a vertex v of degree one that is drawn as a point and that has an incident vertical edge-
segment: in this case χh coincides with the point representing v.
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• There is a vertex v of degree two that is drawn as a point and that has two incident vertical edge-
segments: also in this case χh coincides with the point representing v.
• There is a vertex v that is drawn as a rectangle and that has an incident vertical edge-segment i: in
this case χh is the incidence point of i on v.
Note that, if all vertices are drawn as rectangles, each horizontal chain is either a single point or a single
horizontal segment.
A maximal vertical chain χv of Γ is either a single point or a maximal set of connected vertical
edge-segments that have the same x-coordinate. The cases for which χv consists of a single point are
analogous to those listed above for a horizontal maximal chain. If all vertices are drawn as rectangles,
each vertical chain is either a single point or a single vertical segment.
A single point that is a maximal horizontal or vertical chain is called a zero-length edge-segment.
We denote by Xh = {χh} and Xv = {χv} the set of the maximal horizontal and vertical chains of Γ ,
respectively.
Let Sh (Sv) be the union of all maximal horizontal (vertical) chains of Γ , and let S+ = Sh ∪ Sv .
The edge-segments in S+ are all the horizontal and vertical edge-segments of Γ plus some zero-length
edge-segments. The elements of S+ can be (arbitrarily) enumerated by associating with each i ∈ S+ an
integer number, called the index of i, and denoted as index(i). For each maximal horizontal chain χh,
we define a “representative” edge-segment of χh, which can be selected arbitrarily; we choose it as the
edge-segment with minimum index in χh, and we denote it as first(χh). Analogously, for each maximal
vertical chain χv , first(χv) denotes the edge-segment of minimum index in χv . Also, we denote by S the
subset of S+ of the only horizontal and vertical edge-segments of Γ , that is, the edge-segments that are
not zero-length edge-segments.
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Let i be an edge-segment in Sh or a horizontal label-segment. C(i) denotes the y-coordinate of i.
Analogously, if i is an edge-segment in Sv or a vertical label-segment, C(i) denotes its x-coordinate.
Each edge-segment i ∈ S is bounded by two maximal chains orthogonal to i, denoted by sup(i)
and inf (i), where C(first(sup(i))) > C(first(inf (i))). The length of the edge-segment i is given by
C(first(sup(i)))−C(first(inf (i))).
Let λ ∈ L be an edge-label associated with an edge e of G. Label λ can be drawn on any of the edge-
segments representing e. We denote by S(λ) the set of segments of e and by S(L) the set of all segments
on which a label of L can be drawn, i.e., S(L) =⋃λ∈L S(λ).
For an edge-label or a labeled vertex α, we denote by t (α), b(α), l(α), r(α) the top, bottom, left, and
right segment of α, respectively (see Fig. 8). For a horizontal edge-segment i we define t (i) = b(i) =
i and l(i) = first(inf (i)), r(i) = first(sup(i)). For a vertical edge-segment i we define l(i) = r(i) = i
and b(i) = first(inf (i)), t (i) = first(sup(i)). This notation is used to formulate constraints that avoid
intersections between geometric objects.
Finally, for each label λ and for each edge-segment i ∈ S(λ) we introduce a 4-tuple of virtual segments
whose positions and lengths depend on the fact that λ is attached to i or not. In the first case the virtual
segments of the tuple coincide with the label-segments of λ, while in the second case they collapse into
a point of i. Intuitively, these virtual segments will be used to describe all possible ways to attach λ to an
edge-segment of S(λ): each tuple informs whether λ is attached to a given edge-segment of S(λ) or not
(see Section 3.2). In order to characterize a properly labeled orthogonal drawing we will set conditions
that guarantee the existence of exactly one tuple of virtual edges coincident with the edge-segments of λ,
that is, there will be exactly one edge-segment of S(λ) to which λ is attached.
The 4-tuple of virtual segments for a label λ and an edge-segment i ∈ S(λ) is denoted by Σi,λ =
{σ i,λo , σ i,λO , σ i,λp , σ i,λP }. The segments of Σi,λ are defined as follows (in our notation o,O stand for “or-
thogonal” and p,P stand for “parallel”):
• They form a rectangle, i.e., inf (σ i,λp ) = inf (σ i,λP ) = σ i,λo ; sup(σ i,λp ) = sup(σ i,λP ) = σ i,λO ; inf (σ i,λo ) =
inf (σ i,λO ) = σ i,λp ; sup(σ i,λo ) = sup(σ i,λO ) = σ i,λP .
• If λ is attached to i, then σ i,λo , σ i,λO are the label-segments of λ orthogonal to i, and σ i,λp , σ i,λP are the
label-segments of λ parallel to i, with C(σ i,λO ) > C(σ i,λo ) and C(σ
i,λ
P ) > C(σ
i,λ
p ). If λ is not attached
to i, then all these segments collapse in a single point of i. (See Fig. 9.)
We also define ΣL =⋃ λ∈L Σi,λ.
i∈S(λ)
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virtual segments of Σi,λ coincide with the label-segments of λ, while the virtual segments of Σj,λ collapse in a single point.
(b) Label λ is attached to edge-segment j .
3.2. Properties
We provide a set of four properties that characterize properly labeled orthogonal drawings (see De-
finition 3) by using the notation of Section 3.1. The MILP model is then built up by setting a suitable
objective function and by expressing each of the properties as a set of linear constraints (see Section 4).
We use the notion of signed distance δ. For each ordered pair of parallel segments (i, j) in a labeled
orthogonal drawing let δ(i, j)= C(i)−C(j). Note that, δ(i, j)= −δ(j, i).
Let Γ be a labeled orthogonal drawing of (G,L,N). The four properties are as follows.
(PLD1) For each λ ∈ L, there exists exactly one triplet (λ, i, z) (λ ∈ L, i ∈ S(λ), z ∈ {p,P }) such that:
• If i is vertical then |δ(i, σ i,λz )| = w(λ) and δ(σ i,λO , σ i,λo ) = h(λ).
• If i is horizontal then |δ(i, σ i,λz )| = h(λ) and δ(σ i,λO , σ i,λo ) =w(λ).
We call such a triplet the position of λ.
(PLD2) If i is the edge-segment of the position of λ, then C(first(sup(i))) > C(σ i,λO ) and
C(first(inf (i))) < C(σ i,λo ).
(PLD3) If v is a vertex with associated a label ν ∈ N then δ(r(v), l(v)) = w(ν) and δ(t (v), b(v)) =
h(ν).
(PLD4) Let VL be the set of labeled vertices of Γ . For each λ ∈ L and β ∈ S ∪ VL ∪ L, either β is
an edge-segment of S(λ) and λ is drawn on β , or at least one of the following four conditions
holds: (1) δ(b(β), t (λ)) > 0. (2) δ(l(β), r(λ)) > 0. (3) δ(b(λ), t (β)) > 0. (4) δ(l(λ), r(β)) > 0.
As proved in the next theorem, properties(PLD1)–(PLD4)characterize the set of labeled orthogonal
drawings that are properly labeled.
Theorem 1. Let G be a 4-planar graph, L be a set of labels for the edges of G, and N be a set of labels
for the vertices of G. A labeled orthogonal drawing Γ of (G,L,N) is properly labeled if and only if
properties(PLD1)–(PLD4)hold.
Proof. (⇒) Let Γ be a properly labeled orthogonal drawing of (G,L,N) and let λ be an edge-label
of Γ . Property (PLD1) follows from (EL1) and (EL2). Indeed, (EL2) says that λ is attached to
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virtual segments σ i,λp , σ
i,λ
P , σ
i,λ
O , σ
i,λ
o coincide with the four sides of λ. Also, from (EL1), the rectangle
that represents edge-label λ in Γ has width w(λ) and height h(λ). Therefore, there is exactly one triplet
(λ, i, z), with either z = p or z = P , such that:
• if i is vertical then |δ(i, σ i,λz )| = w(λ) and δ(σ i,λO , σ i,λo ) = h(λ);
• if i is horizontal then |δ(i, σ i,λz )| = h(λ) and δ(σ i,λO , σ i,λo ) = w(λ).
We prove property (PLD2). Denoted by (λ, i, z) the position of λ, (EL3) guarantees that the side
of λ that overlaps i is properly contained in i. Hence, C(first(sup(i))) > C(σ i,λO ) and C(first(inf (i))) <
C(σ i,λo ). Property (PLD3) is a direct consequence of (VL). Property (PLD4) is implied by (NI). In
fact, given a pair λ,β ∈ L × S ∪ VL ∪ L, if λ and β do not intersect and λ does not lie on β , then at
least one among conditions (1)–(4) of (PLD4) applies. This can be proved with the same technique as
in [3,20].
(⇐) Suppose that Γ is a labeled orthogonal drawing that satisfies Properties(PLD1)–(PLD4). We
prove that (EL), (VL), and (NI) hold. Let e be an edge of Γ with associated an edge-label λ ∈ L.
Property (PLD1) implies (EL1) and (EL2). Namely, denoted by (λ, i, z) the position of λ in (PLD1),
the four virtual segments σ i,λp , σ
i,λ
P , σ
i,λ
O , σ
i,λ
o coincide with the four sides of λ. Indeed, if they would
not, from the definition of virtual segments it follows that δ(σ i,λO , σ i,λo ) = 0 and δ(i, σ i,λz ) = 0, which
contradicts (PLD1). Hence, i is the only edge-segment of e such that λ is attached to i, that is, (EL2).
Also, from (PLD1) it follows that λ is represented as a rectangle of width w(λ) and height h(λ), that
is, (EL1). From (PLD2) the side of λ that overlaps i is properly contained in i, that is, (EL3). (VL)
is a direct consequence of (PLD3). Finally, property (PLD4) implies (NI). Indeed, (PLD4) says that
each edge-label λ has a positive distance from any other label or edge-segment except the edge-segment
λ is drawn on. 
Conditions (1)–(4) of (PLD4) generalize to elements of L × S ∪ VL ∪ L the concept of separation
between pairs of edge-segments (α,β) ∈ S × S, which implies that α and β do not intersect, except at
common end-vertices (see [3,21]). Namely, each condition corresponds to a relative position for a pair of
objects: conditions (1) and (3) guarantee that the two objects are vertically separated; conditions (2) and
(4) guarantee that the two objects are horizontally separated.
4. A MILP model for properly labeled orthogonal drawings of minimum total edge length
In this section we provide a set of linear constraints that translate the properties introduced in Sec-
tion 3.2. The feasible region of the resulting MILP maps the set DH of properly labeled orthogonal grid
drawings that preserve a given orthogonal representation H . Equipped with a suitable objective function,
the model can be used to minimize the total edge length over DH . As explained in the following, the
model consists of several families of linear constraints that implement properties(PLD1)–(PLD4)(see
Theorem 1) and enforce the solutions to be extended orthogonal drawings. The total number of variables
and constraints of the MILP model is O((n+ b)2), where n and b are the number of vertices and bends
of Γ , respectively.
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Then, we list the sets of linear constraints that translate properties(PLD1)–(PLD4). Finally, constraints
that guarantee the planarity and the orthogonality of the drawings are provided.
4.1. Objective function
For each edge-segment or label-segment i of a drawing Γ in DH we denote by C(i) the variable
associated with either the x-coordinate of i if i is vertical or its y-coordinate if i is horizontal.
The following objective function minimizes the total edge length over DH .
min
∑
i∈S
(
C
(first(sup(i)))−C(first(inf (i)))). (1)
4.2. Binary variables
In the MILP model there are two main sets of binary variables:
• Y variables, which are used to model the position of edge-labels with respect to edge-segments.
• X variables, which are used to describe the relative position of each pair of objects (i.e., edge-
segments, edge-labels, vertex-labels) that share the same face. They guarantee the planarity of the
drawing.
Variables Y and X are defined as follows:
• With each triplet (λ, i, z), λ ∈ L, i ∈ S(λ), z ∈ {p,P }, a binary variable Y (λ, i, z) is associated, such
that: Y (λ, i,p) = 1 if λ is drawn on i and σ i,λP is properly contained on i; Y (λ, i,p) = 0 otherwise;
Y (λ, i,P ) = 1 if λ is drawn on i and σ i,λp is properly contained on i; Y (λ, i,P ) = 0 otherwise (see
Figs. 10 and 11). Loosely speaking, Y (λ, i, z)= 1 if and only if (λ, i, z) is the position of λ.
• For each pair (λ, j), where λ is an edge-label and j is an edge-segment, and for each i ∈ S(λ) such
that i, j share a face, we define the variables XLS(i, j, k), k = {1,2,3,4}. These variables describe the
relative position of j and λ. Namely, XLS(i, j, k) = 1 implies that λ is drawn on i and the condition
k of property (PLD4) holds for λ and j .
• For each pair of edge-labels (λ′, λ′′), and for each i ∈ S(λ′), j ∈ S(λ′′), such that i, j share a face,
we define the variables XLL(i, j, k), k = {1,2,3,4}. These variables describe the relative position of
λ′, λ′′. Namely, XLL(i, j, k) = 1 implies that λ′ is drawn on i, λ′′ is drawn on j , λ′ and λ′′ lie on the
same face, and the condition k of property (PLD4) holds for λ′ and λ′′.
Fig. 10. For each possible position, z specifies if λ is on the right/top or on the left/bottom of the edge-segment.
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anywhere on i.
• For each pair (v, λ), where v is a labeled vertex and λ is an edge-label, and for each j ∈ S(λ) such
that j and v share a face, we define variables XNL(v, j, k), k = {1,2,3,4}. Such variables describe
the relative position of v and λ. Namely, XNL(v, j, k) = 1 implies that λ is drawn on j , λ shares a
face with v, and condition k of property (PLD4) holds for λ and v.
• For each pair (i, j) of distinct edge-segments that share a face, such that i < j (i.e., the index of i is
less than the index of j ), we define the four variables XSS(i, j, k), k = {1,2,3,4}, to model separation
conditions between pairs of edge-segments. Namely, XSS(i, j, k) = 1 implies that i, j are vertically
separated if k ∈ {1,3} and horizontally separated if k ∈ {2,4}.
• For each pair of (v, j), where v is a labeled vertex and j is an edge-segment that is not incident on
v and that shares a face with v, we define the variables XNS(v, j, k), k = {1,2,3,4}. These variables
describe the relative position of v and j . Namely, XNS(v, j, k) = 1 implies vertical or horizontal
separation between v and j .
• For each pair (v′, v′′) of distinct labeled vertices that share a face, we define the variables
XNN(v
′, v′′, k), k = {1,2,3,4}. These variables describe the relative position of v′ and v′′. Namely,
XNN(v
′, v′′, k) = 1 implies vertical or horizontal separation between v′ and v′′.
4.3. Constraints for(PLD1)–(PLD4)
In this section we describe how each of the properties(PLD1)–(PLD4)is translated into a set of linear
constraints.
4.3.1. Modeling PLD1 as linear constraints
We express property (PLD1) by the following set of constraints (see for example Fig. 11 for an
example):∑
i∈S(λ)
(
Y (λ, i,p)+ Y (λ, i,P ))= 1 ∀λ ∈ L, (2)
C(i)−C(σ i,λp ) = w(λ) · Y (λ, i,p) ∀i ∈ Sv ∩ S(L), (3)
C(σ
i,λ
P )−C(i) = w(λ) · Y (λ, i,P ) ∀i ∈ Sv ∩ S(L), (4)
C(σ
i,λ
O )−C(σ i,λo ) = h(λ) ·
(
Y (λ, i,p)+ Y (λ, i,P )) ∀i ∈ Sv ∩ S(L), (5)
C(i)−C(σ i,λp ) = h(λ) · Y (λ, i,p) ∀i ∈ Sh ∩ S(L), (6)
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C(σ
i,λ
P )−C(i) = h(λ) · Y (λ, i,P ) ∀i ∈ Sh ∩ S(L), (7)
C(σ
i,λ
O )−C(σ i,λo ) = w(λ) ·
(
Y (λ, i,p)+ Y (λ, i,P )) ∀i ∈ Sh ∩ S(L). (8)
Constraint (2) guarantees that each edge-label λ is attached to exactly one edge-segment i, and in such a
case only one of the two sides of λ parallel to i must overlap i. Constraints (3)–(8) guarantee that each
edge-label will be drawn with the correct dimensions and will be attached to the correct edge-segment.
If λ is not attached to i, then C(i) = C(σ i,λp ) = C(σ i,λP ) and C(σ i,λo ) = C(σ i,λO ).
4.3.2. Modeling PLD2 as linear constraints
We express property (PLD2) by the following set of constraints (see Fig. 12):
C(σ i,λo )−C
(first(inf (i))) Y (λ, i,p)+ Y (λ, i,P ) ∀i ∈ S(L), (9)
C
(first(sup(i)))−C(σ i,λO ) Y (λ, i,p)+ Y (λ, i,P ) ∀i ∈ S(L). (10)
Constraints (9) and (10) ensure that, if an edge-label λ is attached to an edge-segment i, then the side a
of λ overlapping i is properly contained in i. Namely, there is at least one grid unit of distance between
each end-point of i and each end-point of a.
4.3.3. Modeling PLD3 as linear constraints
Given a vertex-label ν, denote by V (ν) the vertex associated with ν. property (PLD3) is expressed
by the following constraints:
C
(
r
(
V (ν)
))−C(l(V (ν)))= w(ν) ∀ν ∈ N,
C
(
t
(
V (ν)
))−C(b(V (ν)))= h(ν) ∀ν ∈ N. (11)
They guarantee that each vertex-label has the preassigned width and height. We remark that we do not
need variables and further conditions for the vertices, since we are assuming that labeled vertices coincide
with their labels.
4.3.4. Modeling PLD4 as linear constraints
For any pair of objects (λ,β) ∈ L×S ∪VL ∪L potentially overlapping, at least one among conditions
(1)–(4) of property (PLD4) has to be enforced. Each condition translates into a linear constraint, but
at least one over the four must hold. In Linear Mixed Integer Programming, this practice goes under the
name of disjunctive constraints [24], and it requires the use of one binary variable and a constant for
each condition. Now consider condition k, k ∈ {1,2,3,4}, and call i and j the two parallel segments
involved. Recall that δ(i, j) > 0 translates into the constraint C(j) − C(i)  −1 due to integrality of
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enforced, 0 otherwise, and a suitably big constant M such that, if added to the right hand side, makes
the constraint satisfied for any feasible value of C(i) and C(j). Rewrite the constraint as C(j)−C(i)
−1 +M(1 −X(λ,β, k)). Apply this process to each condition k and impose that at least one of the four
binary variables involved has to be one.
According to this procedure, separation conditions (1)–(4) of (PLD4) translate into the following set
of inequalities:
C
(
t (λ)
)−C(b(β))+ (Mv + 1)X(λ,β,1)Mv,
C
(
r(λ)
)−C(l(β))+ (Mh + 1)X(λ,β,2)Mh,
C
(
t (β)
)−C(b(λ))+ (Mv + 1)X(λ,β,3)Mv,
C
(
r(β)
)−C(l(λ))+ (Mh + 1)X(λ,β,4)Mh, (12)
4∑
k=1
X(λ,β, k) 1. (13)
Concerning the estimate of Mv and Mh, note that the maximum distance between y-coordinates and x-
coordinates can be bounded as follows. Let Γ be a planar orthogonal drawing with minimum total edge
length. Given two horizontal edge-segments i, j in Γ , it is proved that δ(i, j) is bounded by the sum of
all horizontal edge-segments of the drawing [6,21]. Since a labeled orthogonal drawing has rectangular
labels with preassigned width and height, we use the following constant as an upper bound to the distance
between any two horizontal segments (both edge-segments and label-segments).
Mv = |Sh| +
∑
λ∈L
h(λ)+
∑
ν∈N
h(ν).
Analogously, the following constant is an upper bound to the distance between any two vertical segments.
Mh = |Sv| +
∑
λ∈L
w(λ)+
∑
ν∈N
w(ν).
In the following we detail how to apply separation constraints (12) and (13) for any pair of objects
(λ,β) ∈ L × (S ∪ VL ∪ L). Let F = {f } denote the set of faces of H and by S(f ) the set of edge-
segments bounding f . Also, given a triplet (λ, i, z), let ϕ(λ, i, z) denote the face in which λ lies according
to position (λ, i, z).
The pair edge-label edge-segment (XLS)
Separation constraints (12) and (13) have to be enforced just on the only one tuple Σi,λ selected to
represent label λ in the drawing, and on the respective potentially overlapping segments. In all other
cases, constraints (12) have to be trivially satisfied by setting to zero the associated binary variable.
This is achieved as follows. For each tuple Σi,λ, and for each edge-segment j ∈ S(ϕ(λ, i, z))\{i}, with
z ∈ {p,P }, four binary variables XLS(i, j, k) and the associated inequalities are introduced, as in (12).
However, such variables are set to 0 as soon as Y (λ, i, z) is zero, that is when Σi,λ is not the selected
tuple or λ does not lie on the face of j . In order to accomplish this, constraint (13) is modified into
XLS(i, j, k) Y (λ, i, z) ∀k = 1,2,3,4,
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k=1
XLS(i, j, k) Y (λ, i, z). (14)
The pair edge-label edge-label (XLL)
Concerning pairs of distinct edge-labels λ′, λ′′ potentially overlapping when sharing the same face,
separation constraints apply to the associated tuples Σi,λ′ and Σj,λ′′ only when these are selected to rep-
resent λ′ and λ′′. For each pair Σi,λ′ and Σj,λ′′ with i ∈ S(λ′), j ∈ S(λ′′), and for each pair z′, z′′ ∈ {p,P }
such that ϕ(λ′, i, z′) = ϕ(λ′′, j, z′′), we introduce the four binary variables XLL(i, j, k) (k = 1,2,3,4),
one for each of the separation constraints, which are set to 0 as soon as λ′, λ′′ lie on different faces. This
is implemented as follows. Each XLL(i, j, k) is bounded from above by both Y (λ′, i, z′) and Y (λ′′, j, z′′)
(see (15)). Separation constraints (12) are set with respect to Σi,λ′ , Σj,λ′′ and variables XLL(i, j, k). How-
ever, the right hand side of constraint (13) has to be 1 only given that Y (λ′, i, z′) = Y (λ′′, j, z′′) = 1 (see
(16)).
XLL(i, j, k) Y (λ′, i, z′) ∀k = 1,2,3,4,
XLL(i, j, k) Y (λ′′, j, z′′) ∀k = 1,2,3,4, (15)
4∑
k=1
XLL(i, j, k) Y (λ′, i, z′)+ Y (λ′′, j, z′′)− 1. (16)
The pair vertex-label edge-label (XNL)
For each labeled vertex v and for each edge-label λ drawn on edge-segment i ∈ S(λ), with i belonging
to one of the faces v is incident on, v and the tuple Σi,λ need to be separated, given that Σi,λ is selected
to represent label λ and that λ lies on a face v is incident on.
This is achieved as usual, by introducing four binary variables XNL(v, i, k) (k = 1,2,3,4) on which
constraints (12) are given, and by setting the right hand side of (13) equal to Y (λ, i, z) (see (17)).
Moreover, each XNL(v, i, k) is bounded from above by Y (λ, i, z) (see (18)), which forces all XNL
equal to zero when v and λ do not share a face and therefore do not need to be separated. In such a case
constraints (12) and (17) are trivially satisfied.
4∑
k=1
XNL(v, i, k) Y (λ, i, z), (17)
XNL(v, i, k) Y (λ, i, z) k = 1, . . . ,4. (18)
4.3.5. Other constraints
Some few other constraints are needed to complete the mathematical formulation of the model, namely
constraints that guarantee planarity and orthogonality, reduce degeneracy and guarantee integrality. Most
of the planarity and orthogonality constraints are the translation of well-known concepts according to our
notation [3,20].
Planarity
The following constraints guarantee the planarity of the drawing without edge labels.
C. Binucci et al. / Computational Geometry 32 (2005) 71–114 89• Edge-segments length. Constraint C(first(sup(i))) − C(first(inf (i)))  1 ∀i ∈ S guarantees that
edge-segments of S have length at least one.
• The pair edge-segment edge-segment (XSS). Consider the graph D obtained from Γ as follows. For
each segment i = (p1,p2): (a) add to D the vertices v1 and v2, corresponding to points p1 and p2,
respectively; (b) if i is vertical and the y-coordinate of p1 is less than the y-coordinate of p2, add to
D a directed edge from v1 to v2; (c) if i is horizontal, add to D a directed edge from v1 to v2 and a
directed edge from v2 to v1. We say that there is an orthogonal path from the segment i = (p1,p2)
to the segment j = (p3,p4) of Γ if there is in D a simple directed path {a, b, . . . , c, d} such that
a, b ∈ {v1, v2}(a 	= b) and c, d ∈ {v3, v4}(c 	= d).
Let i and j be two distinct edge-segments. It is sufficient to set constraints that make i and j vertically
or horizontally separated only if the following conditions hold simultaneously: (a) i and j belong to
the same face, (b) i is orthogonal to j , (c) there is not an orthogonal path from i to j or from j to
i. In such a case separation constraints (12) and (13) are given with respect to i, j , and variables
XSS(i, j, k), k = 1, . . . ,4.
• The pair vertex-label vertex-label (XNN). In order to ensure separation between two vertex-labels or
a vertex-label and an edge-segment potentially overlapping, for each pair of labeled vertices v and
w that belong to the same face, we add constraints (12) and (13) and binary variables XNN(v,w, k),
k = 1, . . . ,4.
• The pair vertex-label edge-segment (XNS). Let V (N) be the set of labeled vertices. For a given
v ∈ V (N), and for each edge-segment i ∈ S that is not incident on v and that shares a face with v,
separation is enforced by constraints (12) and (13) and variables XNS(v, i, k), k = {1,2,3,4}.
Orthogonality constraints
Constraints (19) enforce segments in each horizontal and vertical maximal chain χh and χv to have
the same coordinate.
C(i) =C(first(χh)) ∀χh ∈ Xh, ∀i ∈ χh, i 	= first(χh),
C(i) =C(first(χv)) ∀χv ∈ Xv, ∀i ∈ χv, i 	= first(χv). (19)
Let v be a labeled vertex. Denote by S(v) the set of edge-segments incident on v that are not zero-length
segments. Also, let St(v), Sb(v), Sl(v), and Sr(v) be the subset of edge-segments of S(v) that are incident
on v from top, bottom, left, and right, respectively. We have to consider different sets of constraints
according to which model we want to apply (see Section 2.3). Namely, constraints (20) and (21) are
needed both for Convention 1 and for Convention 2. They ensure that each edge-segment is
incident on a side of v. Constraints (22) are required only for Convention 1. They ensure that the (at
most two) vertical (horizontal) edge-segments incident on v have the same x-coordinate (y-coordinate).
0 C(i)−C(l(v))w(v) ∀i ∈ S(v)∩ Sv,
0 C(i)−C(b(v)) h(v) ∀i ∈ S(v)∩ Sh, (20)
C
(first(inf (i)))= C(t (v)) ∀i ∈ St(v),
C
(first(sup(i)))= C(b(v)) ∀i ∈ Sb(v),
C
(first(sup(i)))= C(l(v)) ∀i ∈ Sl(v),
C
(first(inf (i)))= C(r(v)) ∀i ∈ Sr(v), (21)
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C(i) = C(j) i, j ∈ S(v)∩ Sv, i 	= j,
C(i) = C(j) i, j ∈ S(v)∩ Sh, i 	= j. (22)
Solution degeneracy
A different solution with same objective function value can be obtained by each vertical (horizontal)
translation of a given solution. Such degeneracy can be avoided by fixing the coordinate of the vertical
edge-segment of minimum index and the horizontal edge-segment of minimum index (see Section 3.1);
this is enforced by constraints (23) and (24).
C(iv0) = 0, iv0 = argmin
{
index(i), i ∈ Sv}, (23)
C(ih0) = 0, ih0 = argmin
{
index(i), i ∈ Sh}. (24)
Integrality constraints
Y,XSS,XLS,XLL,XNS,XNL,XNN are binary. (25)
Note that this is sufficient for coordinates integrality provided that all parameters h(λ) and w(λ) are
integer. Indeed, once variables Y have been fixed, labels may be seen as additional faces, so that the prob-
lem reduces to minimizing the total edge length of an orthogonal grid drawing with a given orthogonal
representation, a problem for which this property holds [21].
4.4. Experimental studies
We investigated the effectiveness of the MILP model for computing labeled orthogonal drawings with
minimum total edge length. The model is implemented using AMPL [10] and the labeled graphs instances
of our test suite have been generated by a C++ procedure exploiting the GDToolkit graph drawing
library.1
1 http://www.dia.uniroma3.it/∼gdt.
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A test suite that is often adopted for graph drawing experimental studies is the set of the so called
“Rome graphs” [7], which consists of graphs generated at random starting from a seed of real-world
instances. In this section we are not using the Rome graphs for two main reasons:
• They have vertices of high degree (i.e., vertices of degree greater than four), while the experimental
investigation in this section is devoted to graphs having vertex-degree at most four. Clearly, one can
perform some transformations to the Rome graphs in order to make all their vertices of degree at
most four, but in this way the original “applicative nature” of these graphs would be altered.
• Most of the Rome graphs have similar density (a low density). Since previous experiments in the
literature (see, e.g., [19,21]) have shown that the performance of compaction algorithms are often
affected by the density of the input graphs, we aim at generating a test suite consisting of graphs with
different density values.
Nevertheless, some experiments performed with the Rome graphs are described in Section 6.3. Here,
we use a test suite of 300 randomly generated graphs,2 each graph having vertices with degree at most
four and with varying density. The generation algorithm is made up of three steps.
• n vertices are created.
• m = n · d edges are created where d is the density value. Namely, for every two vertices u and v
randomly sampled, edge (u, v) is created if the following conditions hold: (i) u and v are distinct;
(ii) the degree of u and v is less than four; (iii) edge (u, v) has not been created before.
• If the resulting graph is connected, it is added to the test suite, otherwise it is discarded.
For each pair (d,n), where n ∈ {10,20, . . . ,100} and d ∈ {1.2,1.4,1.6} a sample of ten graphs is gen-
erated; for each graph, a planar embedding is first computed by a standard planarization technique (see,
e.g., [6]) and then an orthogonal representation with the minimum number of bends within the computed
planar embedding is determined by applying Tamassia’s algorithm [27]. Also, for each edge and each
vertex, an associated label is created with probability 0.5, whose width and height are randomly chosen
in the range 1–5, with uniform probability distribution.
The experiments were performed on a PC Pentium III, 800 MHz, 512 MB RAM, Windows NT, and
CPLEX 7.1 [13] to solve the instances formulated using the AMPL language.
4.4.2. Experimental results
The effectiveness of the model was evaluated by recording the number of instances solved within a
time T set to 2 hours (see Fig. 14) and the required CPU time (see Figs. 15 and 16).
The CPLEX package implements the branch-and-bound technique to solve mixed-integer linear prob-
lems. As in many other software tools, the user is allowed to customize several options among which
the branching strategy. There is experimental evidence that giving the highest branching priority to bi-
nary variables XSS speeds up the tree search. Indeed, XSS variables avoid crossings between pairs of
edge-segments sharing the same face, and define the orthogonal relationships among vertices.
2 The test suite can be downloaded at http://www.diei.unipg.it/PAG_PERS/binucci/binucci.htm.
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(b) Convention 2, for minimum total edge length.
Fig. 15. Average CPU times of solved instances of Convention 1 for density value (a) 1.2, (b) 1.4, and (c) 1.6, for minimum
total edge length. The vertical bars show maximum and minimum CPU time.
Fig. 14(a) shows that the use of model (1)–(25) together with a sophisticated MILP solver is a viable
approach for density values 1.4 and 1.6 within Convention 1. Indeed, all instances are solved within
T up to 70 vertices, and at least half of the instances are solved for a higher number of vertices. For
density value 1.2 the problem becomes significantly harder. Indeed, for such a density value the structure
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total edge length. The vertical bars show maximum and minimum CPU time.
of the graph is very close to that of a tree and the number of edge segments that have to be separated
within the same face increases significantly; this implies an increase of the number of binary variables.
For Convention 2 instances with same density and number of vertices are considerably harder than
for Convention 1 (see Fig. 14), since parallel segments incident on the same vertex do not belong
to the same maximal chain. Therefore, the number of binary variables that ensure separation increases
accordingly. For Convention 2 the use of heuristic methods is highly suggested (see Section 6).
Concerning CPU times, we observe that for all density values the variance is very low up to 50 vertices
for Convention 1 (see Fig. 15), and up to 30 vertices for Convention 2 (see Fig. 16). Average
CPU time behavior is consistent with the theoretical time complexity and it exhibits an exponential trend,
except for those samples with a low percentage of solved instances.
5. Exploiting the model for computing optimal area drawings
In this section we present an exact algorithm to compute properly labeled orthogonal drawings with
minimum area, which exploits the model of Section 4 for minimum total edge length. Recall that the
feasible region of the model identifies all properly labeled drawings within a given orthogonal represen-
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expressed in terms of grid points. Hence, wΓ and hΓ can be defined in terms of the difference of wmax and
wmin, and of hmax and hmin, that is the maximum and minimum x- and y-coordinates in Γ , respectively.
wmin  C(i)wmax, ∀i ∈ Sv,
wΓ = wmax −wmin + 1,
hmin  C(i) hmax, ∀i ∈ Sh,
hΓ = hmax − hmin + 1. (26)
Therefore,
min(wΓ · hΓ ) subject to (2)–(26) (27)
provides a Mixed Integer Quadratic Programming (MIQP) formulation of the minimum area properly
labeled orthogonal grid drawing.
Note that, if (27) is stated according to the standard notation min ( 12 xTQx + cTx), matrix Q is not
positive semidefinite, and classical methods for mixed integer quadratic programming do not apply [8,
13,22]. We propose to exploit the relations among the minimum area drawing and the minimum width
drawing with constrained height, in order to set up an iterative procedure for the former that solves the
latter a finite number of times.
5.1. An exact algorithm for minimum area
Consider the following multi-objective optimization problem
min
[
wΓ
hΓ
]
subject to (2)–(26). (28)
The optimal solutions of (27) belong to the set of the Pareto Optimal solutions of (28), i.e., the non-
dominated3 points in (2)–(26). Our algorithm computes a subset of non-dominated points which is
guaranteed to contain the minimum area drawing.
First, the properly labeled orthogonal drawing of minimum height among those of minimum width is
computed by solving the following MILP:
min
(
wΓ + 1
Mv
· hΓ
)
subject to (2)–(26) (29)
where Mv is the constant defined in Section 4.3.4. Note that hΓ /Mv  1 holds. Let h1Γ ,w1Γ denote the
height and the width of the optimal solution of (29).
Lemma 1. All non-dominated solutions of (28) can be enumerated by way of an iterative procedure
which takes h1Γ ,w1Γ as the initial solution, and at each iteration solves
min
(
wΓ + 1
Mv
· hΓ
)
subject to (2)–(26), hΓ  h¯, (30)
3 [wΓ
hΓ
]
is not dominated if there is no other feasible solution
[w′Γ
h′Γ
]
such that ((w′Γ < wΓ ) ∧ (h′Γ  hΓ )) ∨ ((w′Γ  wΓ ) ∧
(h′ < hΓ )).Γ
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Proof. Let Γi−1 and Γi be the drawings associated with the optimal solution at iteration i − 1 and i, and
let hi−1Γ , w
i−1
Γ and hiΓ , wiΓ be their heights and widths, respectively, i.e., Γi is the drawing of minimum
height among those of minimum width with height less than or equal to hi−1Γ − 1. First, note that wiΓ 
wi−1Γ +1 holds. Indeed, if were wi−1Γ wiΓ , since hiΓ  hi−1Γ −1, it would be wiΓ + 1Mv ·hiΓ < wi−1Γ + 1Mv ·
hi−1Γ , which contradicts the optimality of w
i−1
Γ ,h
i−1
Γ . Then, suppose for a contradiction that there exists
a non dominated solution Γ ′ with hiΓ + 1  h′Γ  hi−1Γ − 1. Then, due to the integrality of h and w, it
would necessarily be w′Γ  wiΓ − 1 which contradicts the assumption that Γ i has the minimum width
among drawings of height less or equal to hi−1Γ − 1. 
As we look for the minimum area drawing, we are not interested in a complete enumeration. Therefore,
at each iteration we exclude from the search those solutions that do not satisfy a necessary condition for
improving upon the minimum area drawing computed up to that point.
Lemma 2. Let A∗i be the area of the minimum area properly labeled orthogonal drawing computed
up to step i. Since hi+1Γ  hiΓ − 1, then the minimum feasible value for wi+1Γ is wiΓ + 1. Therefore,
(hi+1Γ ·wi+1Γ )A∗i − 1 holds only if hi+1Γ   A
∗
i −1
wiΓ +1
, since grid points have integer coordinates.
Lemma 3. The minimum area drawing belongs to the set of drawings computed as in Lemma 1 with h¯
set according to Lemma 2.
The algorithm for computing a properly labeled orthogonal grid drawing of minimum area is based
on previous lemmas. In the following pseudo-code, Min-Width(h¯) is a subroutine that computes and
returns a properly labeled orthogonal grid drawing of minimum width whose height is less than h¯, if
such a drawing exists, and null otherwise. This is accomplished by solving (30) with h¯ set according to
Lemma 2. Note that Min-Width(Mv) solves (29).
Algorithm OptArea.
Input: A triplet (G,L,N) and an orthogonal representation H
Output: A properly labeled orthogonal grid drawing Γ ∗ of (G,L,N) with minimum area within H
begin
Γ = Min-Width(Mv)
Γ ∗ := Γ
A∗ := wΓ · hΓ
while (Γ 	= null)
h¯ :=  A∗−1
wΓ +1
Γ := Min-Width(h¯)
if ((Γ 	= null)∧ (A∗ >wΓ · hΓ )) then
Γ ∗ := Γ
A∗ :=wΓ · hΓ
return (Γ ∗)
end
96 C. Binucci et al. / Computational Geometry 32 (2005) 71–114Fig. 17. The figure explains Lemma 2. hi and wi are the height and the width of the drawing computed at step i, respectively.
All the solutions included in the grey region are dominated by the solution computed at step i. In order to find a solution that is
better than the best current solution of area A∗, we have to look for a solution of area less than or equal to A∗ − 1 and of width
greater than or equal to wi + 1. Hence, the height of this solution, if it exists, is less than or equal to  A
∗
i −1
wiΓ +1
. This is the value
assigned to h¯ at step i + 1.
Theorem 2. Let G be a planar graph and let H be an orthogonal representation of G. Let L and N
be a set of labels for the edges and for the vertices of G, respectively. Algorithm OptArea computes a
properly labeled orthogonal grid drawing of (G,L,N) with minimum area within H .
5.2. Experimental studies
5.2.1. Experiments on labeled graphs
In this section we present experimental results about labeled orthogonal drawings with minimum area.
As far as we know no others similar studies have been provided in the literature. Algorithm OptArea
was implemented taking advantage of the same tools developed to solve the MILP model for total edge
length. The experiments were performed over the test suite described in Section 4.4 for both Conven-
tion 1 and Convention 2, with the same parameter settings and CPLEX options.
Fig. 18(a) reports the percentage of solved instances within two hours. It exhibits a behavior similar
to the case of minimum total edge length.
We compared the CPU time of Algorithm OptArea with the CPU time for solving the MILP model
for total edge length. Only data for those instances solved for both problems are reported (see Figs. 19
and 20). Running times are consistent with the average number of MILP instances solved by OptArea.
Indeed, the number of iterations performed by OptArea for Convention 1 is quite small (see
Fig. 21), and this number does not seem to depend on the number of vertices of the input graph. We
observed a similar behavior for Convention 2.
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tion 1 and (b) Convention 2.
Fig. 19. Convention 1: Average CPU time of Algorithm OptArea (dark line) against average CPU time for solving the
MILP model for total edge length (light line) for density value (a) 1.2, (b) 1.4, and (c) 1.6. Average times refer only to those
instances solved by OptArea within T .
The knowledge of the optimal area of a drawing makes it possible to evaluate the performance in terms
of area of the algorithm that computes labeled drawings of minimum total edge length. Fig. 22 shows
that especially for a high number of vertices, the labeled drawings of minimum total edge length provide
very good approximations of optimal area drawings. Indeed, the average gap is less than 5%. For lower
number of vertices the percentage gap is more significant because of the small area of these drawings.
Such results provide, for the first time, experimental validation to the common practice in the literature
of computing minimum total edge length drawings in order to obtain good approximations of minimum
area drawings (see for instance [20,21]). This strategy appears to be particularly suited for instances with
98 C. Binucci et al. / Computational Geometry 32 (2005) 71–114Fig. 20. Convention 2: Average CPU time in seconds of Algorithm OptArea (dark line) against average CPU time for
solving the MILP model for total edge length (light line) for density value (a) 1.2, (b) 1.4, and (c) 1.6. Average times refer only
to those instances solved by OptArea within T .
Fig. 21. The average number of iterations performed by algorithm OptArea for the three density values and for Conven-
tion 1.
C. Binucci et al. / Computational Geometry 32 (2005) 71–114 99Fig. 22. The gap of the area of minimum total edge length drawings with respect to the minimum area for the three density
values and (a) Convention 1 and (b) Convention 2. Note that, a zero value means that no instances could be solved
within T for the corresponding sample.
a high number of vertices (more than sixty), on which OptArea does not perform very well and the gap
is below 5% in the average.
5.2.2. Experiments on unlabeled graphs
As a special case, OptArea can be used for computing optimal area drawings of orthogonal repre-
sentations with no labels. As far as we know, no other exact algorithm is known in the literature for this
problem, except for some specific classes of orthogonal representations [3]. Therefore OptArea can be
used as a benchmark to evaluate the performance of well known heuristics in the literature in terms of
relative error and CPU time.
Although experiments in this sense have been previously computed for the minimization of total edge
length [19], this is the first experimentation that evaluates the effectiveness of compaction heuristics
against an exact algorithm for minimum area.
In this section, we compare Algorithm OptAreawith the heuristic in [3]. This heuristic first performs
a decomposition of the faces of the orthogonal representation adding a minimal number of dummy edges
and then applies flow techniques for compacting the orthogonal representation. In order to decrease
the area of the drawings so computed, we applied the one-dimensional compaction algorithm described
in [4]. We denote the resulting algorithm by Flow-Cmp. The experiments were performed on the test
suite described in Section 4.4, discarding all information about labels.
Fig. 23(a) shows the percentage relative error (gap) of Flow-Cmp. Flow-Cmp provides quite a good
approximation of the optimum area drawings. Indeed, while the gap for 1.6 and 1.4 density values is
always below 1.5% and 3.4%, respectively, for density value 1.2 the maximum gap raises to 7.7%.
As for labeled graphs, we compared the areas of drawings of minimum total edge length with those of
minimum area. Note that the MILP model of Section 4 reduces to the MILP model in [21] for unlabeled
graphs. Denote by M-TEL the algorithm that solves this model. M-TEL can be seen as a heuristic for
the minimum area drawing. Results confirm that minimum total edge length drawings provide very good
approximations for minimum area drawings. Indeed, as shown in Fig. 23(b), the average gap for density
1.6 is below 0.05%, rises up to 0.4% for density 1.4, and reaches 1.2% for density 1.2.
Concerning CPU time, all three approaches, namely OptArea, M-TEL and Flow-Cmp, provided a
solution in few seconds as shown in Fig. 24. In the average, OptArea exhibits the highest CPU time,
being an exact algorithm. Anyhow, even the most difficult instance was solved in about 37 seconds. For
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length against the optimal area unlabeled drawings.
Fig. 24. Average CPU time in seconds of OptArea, Flow-Cmp, and M-TEL for total edge length, on unlabeled graphs of
density (a) 1.2; (b) 1.4; (c) 1.6.
density 1.6, Flow-Cmp is slower than OptArea, too. This because, for high density values, the flow
technique used by Flow-Cmp does not take advantage from the reduction of the number of possible
orthogonal configurations to be considered.
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In this section we present several heuristics to compute properly labeled orthogonal drawings of min-
imum area according to Convention 2. As shown in the previous sections, our exact approaches for
Convention 2, both for minimization of total edge length and for area minimization, perform rather
slowly, up to the point that some instances cannot be solved within a reasonable time. Nevertheless,
Convention 2 is widely adopted in real-world applications and, if compared to Convention 1, it
allows drawings to be represented in a smaller area. The section is structured as follows. In Section 6.1 we
describe several local search strategies along with some constructive heuristics that provide the starting
point of the local search. Experimental results comparing the performances of the different heuristics,
also with respect to the optimal solutions, are presented in Section 6.2. In Section 6.3 we extend our
heuristics to deal with vertices of any degree.
6.1. Greedy and local search algorithms
The heuristics described in this section start from an orthogonal representation H of a 4-planar graph
G, and two sets L and N of edge-labels and vertex-labels for G, and they compute a properly labeled
orthogonal drawing of G on a grid, preserving H . In Section 6.1.1 we define a general framework for
constructive edge labeling heuristics. The proposed framework is based on a greedy strategy for succes-
sive edge-label insertion. Label insertion order may have a great impact on the final result; different label
selection criteria yield different greedy algorithms within the same framework. Their time complexity is
analyzed in Section 6.1.2. In Section 6.1.3 we refine our edge labeling greedy heuristics by applying a
further compaction step; in this step vertex-labels are added to the drawing. Local search algorithms are
described in Section 6.1.4.
6.1.1. A unified greedy framework for edge-labeling
We start by giving some geometric definitions that will be used in the following. Let i be an edge-
segment of Γ with end-points p and q . Assume that p is to the left of q if i is horizontal or that p is
below q if i is vertical. Let λ be an edge-label drawn on i. The (integer) level of λ with respect to i is the
(integer) distance between λ and p (see Fig. 25). Also, if λ lies on the left-hand side of i while moving
from p, we say that λ has the left direction with respect to i; otherwise λ has the right direction with
respect to i.
Our general algorithm, called Greedy-Labeler, first computes a drawing of H with no edge-labels
and then performs |L| steps, where at each step a new edge-label is selected and inserted in the current
drawing. Feasibility at each step is ensured by possibly stretching some of the edges in order to avoid
Fig. 25. Level of an edge-label with respect to an edge-segment.
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label of an edge e of H still to be processed. We associate λ with a pair 〈place(λ), cost(λ)〉 such that:
• place(λ) = 〈i, d, l〉 is the drawing placement of λ, where i is the segment of e on which λ will be
drawn, d specifies the direction (left or right) of λ with respect to i, and l defines the integer level of
λ with respect to i.
• cost(λ) is the drawing cost of λ. It measures the “price” that must be paid when inserting λ in the
current drawing according to its drawing placement.
Different definitions of cost(λ) give rise to different greedy heuristics. For example, cost(λ) can measure
how much the area of the current drawing is increased in order to accommodate λ, or it can also look
ahead and estimate whether inserting λ can lower the cost of some next insertions.
The insertion of λ is performed by enlarging the current drawing with a minimal number of columns
and/or rows in order to avoid overlaps. Note that, once inserted, λ will be treated as a new face whose
segments cannot be stretched. Since the insertion of a new edge-label can affect the geometry of the
current drawing, the cost of a label may change several time before being inserted. Namely, there are two
main implications of the insertion of λ in the drawing: (i) Adding extra rows or columns in the drawing
causes additional free area in some faces, which may reduce the cost of some edge-labels to be drawn.
(ii) Drawing λ in a face f reduces the free area in f and this may increase the drawing cost of the
edge-labels to be drawn inside f .
In both cases the drawing cost of some edge-labels must be updated after the insertion of λ.
Let λ′ be one of these edge-labels; algorithm Greedy-Labeler invokes a procedure, called Cost-
Assignment, which receives as input λ′ and the current drawing and computes as output the updated
values 〈place(λ′), cost(λ′)〉. The pseudo-code of algorithm Greedy-Labeler is given below.
Algorithm Greedy-Labeler(G,L,H).
input: A labeled graph (G,L) and an orthogonal representation H of G.
output: A properly labeled drawing Γ of (G,L) on a grid, that preserves H .
Step 1: Preprocessing Phase.
• Compute a grid drawing Γ0 of H with no edge-labels
• Store all edge-labels in a set Q
• for each edge-label λ ∈ Q do Cost-Assignment(λ,Γ0)
Step 2: Labeling Phase.
• for i := 1 to |L| do
Step 2.1: Label Selection.
Select and remove from Q the edge-label λ such that cost(λ) is minimum.
Step 2.2: Label Insertion.
Compute a new drawing Γi by inserting λ in the drawing Γi−1
Step 2.3: Cost Update.
for each edge-label λ′ ∈ Q that may be drawn in some of the faces whose free area is changed
after the insertion of λ do Cost-Assignment(λ,Γi)
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Step 1 can be accomplished by means of a standard technique for compacting orthogonal repre-
sentations [6]. Step 2 strongly relies on procedures Cost-Assignment, which is described in the
following.
Procedure Cost-Assignment receives as input the edge-label λ of an edge e and a drawing Γ
where e is not labeled yet. Denote by hλ and wλ the height and the width of λ, respectively. For each
segment i of e, the procedure moves λ along i and computes a pair 〈placei(λ), costi(λ)〉. placei (λ) is a
triplet 〈i, d, l〉 where l and d are the integer level and direction of λ with respect to i that have minimum
cost; this cost is stored in costi(λ). Pair 〈placei (λ), costi(λ)〉 is computed by means of a suitable drawing
cost function, denoted as CF(λ, i,Γ ), which is the kernel of procedure Cost-Assignment. The output
of the procedure Cost-Assignment is the pair 〈place(λ), cost(λ)〉 corresponding to the minimum
value of costi (λ) over all segments i of e.
Procedure Cost-Assignment(λ,Γ ).
• let e be the edge of Γ where λ must be drawn
• place(λ) := 〈nil,nil,nil〉
• cost(λ) := +∞
• for all segments i of e do
◦ 〈placei (λ), costi(λ)〉 := CF(λ, i,Γ )
◦ if (costi (λ) < cost(λ)) then
〈place(λ), cost(λ)〉 := 〈placei(λ), costi(λ)〉
• return 〈place(λ), cost(λ)〉
We provide a few details about CF(λ, i,Γ ). Without loss of generality, assume that i is vertical (the
case where i is horizontal is handled analogously). Let hi denote the height of i. Two cases are possible.
• Case 1: hλ + 2  hi (λ can be inserted in Γ on i without stretching i). In this case CF(λ, i,Γ )
analyzes each integer level of λ with respect to i and for each level l and direction d executes the
following two tasks: (i) It evaluates a minimal number r of rows and a minimal number c of columns
to be added in order to properly draw λ in Γ . (ii) It computes a cost C that depends on r , c, Γ ,
hλ, and wλ. If C is less than costi(λ), it sets costi (λ) = C and placei (λ) = 〈i, d, l + 1〉. Different
heuristics for the labeling problem can be designed within our greedy framework, by changing the
definition of C.
• Case 2: hλ + 2 > hi . In this case i must be stretched to support λ by inserting a minimum number
r of rows. Then the procedure evaluates a minimal number c of columns to be added in order to
properly draw λ in Γ . Finally, it still computes a cost C that depends on r , c, Γ , hλ, and wλ, and sets
costi(λ) = C and placei(λ) = 〈i, d,1〉.
We developed three basic heuristics within the framework of Greedy-Labeler, which differ for the
cost function used by procedure Cost-Assignment. Denote by ∆A the area increase of Γ (measured
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The three heuristics are as follows.
delta-area: The edge-label with highest insertion priority is the one that causes the minimum in-
crease of area. Therefore, C = ∆A.
max-size-delta-area: The edge-label with highest insertion priority is the one with maximum
area. If two edge-labels have the same area, the edge-label that implies the minimum increase
of the area is chosen. Therefore C = ∆A −K(hλ + 1)(wλ + 1) where K is a constant such that
K  ∆A.
max-ratio-delta-area: The edge-label with highest insertion priority is the one with maximum
aspect ratio. If two edge-labels have the same aspect ratio, it is chosen the one that causes the
minimum increase of the area. Therefore C = ∆A −K max{(hλ + 1)/(wλ + 1), (wλ + 1)/(hλ +
1)}, where K is a constant such that K ∆A.
In step 2.2 of Greedy-Labeler, the insertion of the selected label λ is done by inserting in the
drawing the number of rows and columns evaluated in procedure Cost-Assignment, and according
to the value of place(λ).
6.1.2. Time complexity
We discuss the theoretical time complexity of our heuristics for edge labeling, by using a worst case
analysis. To this aim, we examine the time complexity of algorithm Greedy-Labeler. Denoted by n
the number of vertices of the input graph G and by b the number of bends of the orthogonal representation
H , the number of edge-segments in any drawing that preserves H is O(b + n).
In step 1 of the algorithm an unlabeled drawing Γ0 can be computed in O(n) time, by a standard
compaction technique [6]. This drawing has an O(n2) area and total edge length. If one is interested in
further reducing the total edge length of such a drawing, a network flow based algorithm that runs in
O(n2 logn) time can be applied. Step 2.1 is performed in constant time, and in step 2.2 the inser-
tion of an edge-label λ in the drawing is done in O(n + b) time, since we possibly add columns and/or
rows, i.e., we shift the coordinates of a certain number of vertices and bends of the drawing. The most
expensive procedure is Cost-Assignment; therefore, the time complexity of algorithm Greedy-
Labeler is dominated by the cost of step 2.3, that is, by the cost of phase Cost Update. This
phase is repeated after the placement of each edge-label. Denoted by CU the cost of phase Cost Up-
date, step 2 has a cost O(|L|CU). In phase Cost Update each label that is not placed yet is moved
along its associated edge to evaluate its minimum placement cost. Denoted by T kL the total length of the
edges that must be labeled after the placement of k labels, the total number of possible placements that
have to be considered for all labels is O(T kL). Also, for each possible placement 〈i, d, l〉 of a label λ, we
can easily compute the cost of such a placement in a time that is linear in the number of edge-segments of
the face in which λ lies according to placement 〈i, d, l〉. Hence, bounding T kL with the total edge length
TL of the final drawing and bounding the number of edge-segments in each face with the total number of
edge-segments of the drawing, we have that algorithm Greedy-Labeler takes O(|L|(b+n)TL) time.
In the worst case, O(TL) = O(n2 +|L|(n+b)sL), where O(n2) is the total edge length of drawing Γ0 and
sL is the biggest dimension (width or height) of an edge-label, i.e., sL = max{wλ,hλ: λ ∈ L}. Indeed,
after the insertion of each edge-label, the length of each edge-segment grows at most of sL. Thus, the
cost of algorithm Greedy-Labeler is O(|L|(b + n)(n2 + |L|(n + b)sL)). Clearly, in the worst case
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dard algorithm for bend minimization described in [27], we have b = O(n). Finally, it is quite reasonable
to consider sL as a constant number with respect to n. Under these considerations, we can re-write the
time complexity of our algorithm as O(n4).
The following lemma summarizes the time complexity of algorithm Greedy-Labeler.
Lemma 4. Let G be a graph with n vertices, L be a set of edge-labels for G whose maximum widths
and heights are constant numbers with respect to n, and let H be an orthogonal representation of G with
b = O(n) bends. Algorithm Greedy-Labeler(G,L,H) runs in O(n4) time.
The theoretical time complexity above computed is a very rough estimate of the practical running time
of our greedy algorithm, and it appears rather pessimistic. In practice, in all our experiments, the greedy
algorithms were very fast, running in at most 2 seconds, even for the largest graphs of our test suite.
6.1.3. Compaction step and vertex-labeling integration
Let (G,L,N) be a labeled graph, and let H be an orthogonal representation of G. We refine the
greedy heuristics of Section 6.1.1, used for the placement of the edge-labels of L within H , with a
further compaction step. In this step, all vertex-labels of N are inserted in the drawing.
More in details, from the greedy edge labeling heuristics, we get for each edge-label λ an edge-segment
i to which λ must be attached, and a direction d with respect to i. The compaction step is as follows:
• For each edge-label λ split the associated edge-segment i with a dummy vertex vλ.
• Run the compaction algorithm for expanded orthogonal representations defined in [4] with the fol-
lowing constraints: (i) Each vertex v with a label ν ∈ N must have the prescribed dimensions h(ν)
and w(ν). (ii) Each dummy vertex vλ must have the prescribed dimensions h(λ), w(λ) and the two
edge-segments incident on vλ must be aligned with the same side of vλ according to the direction d
established for λ.
In the following delta-area-Labeler, max-size-Labeler, and max-ratio-Labeler
will denote the three heuristics for edge and vertex labeling obtained by applying the compaction step to
the solutions of the greedy algorithms delta-area, max-size-delta-area, and max-ratio-
delta-area, respectively. The theoretical time complexity of each of these heuristics is the same as
the one of algorithm Greedy-Labeler, since the compaction can be performed in O(n2 logn) time [4,
5], still assuming that the dimensions of edge- and vertex-labels are constant numbers with respect to n.
However, as shown in Section 6.2, the compaction step performs significantly slower than algorithm
Greedy-Labeler in practice, although their computations still require just a few seconds, even for
the largest instances.
6.1.4. Local search algorithms
Local search framework [1,25] is based on the concept of neighborhood. A neighborhood N(x) of a
solution x is a set of solutions that are close to x, in the sense that they differ from x for a small number
of components. A solution x∗ is said to be a local optimum if it is the best solution in N(x∗). If local
optimality is a sufficient condition for global optimality, then the neighborhood function N(x) is set to
be exact.
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a better solution. If such a solution is found, it updates the current solution and the search iterates.
Otherwise, the algorithm returns a local optimum.
An algorithm can be designed from the local search framework once a few items have been instan-
tiated, that is: (i) the generation of the starting solution; (ii) the neighborhood function; (iii) the way of
inspecting the neighborhood; (iv) the evaluation function used for solution ranking. Usually, the actual
cost function is used for this purpose, although the exact evaluation of the cost of a solution may be a
hard problem itself, as it is in our case.
We propose a set of methods, all within the same local search framework, devised by exploring in
different ways the neighborhood of the starting solution provided by the constructive greedy labeling
heuristic max-ratio-Labeler, which is the best performing heuristic among those described in Sec-
tion 6.1.3.
The combinatorial structure of the problem can be exploited to define a neighborhood structure as fol-
lows. Consider as the feasible solution space X, the set of vectors describing all the possible placements
(edge-segment and relative direction) for the edge-labels of G. We consider any such vector x as the rep-
resentative of a class of grid orthogonal properly labeled drawings with the same edge-label placement.
The area of the minimum area drawing in this class yields the cost of the vector x, denoted as a(x). Given
x ∈X, we define as its neighborhood N(x) the set of vectors {x′} obtained from vector x by changing the
placement of a single edge-label. More precisely, for each edge-label, one can either change the segment
on which it is drawn or flip the edge-label with respect to this segment.
Concerning the objective function, since computing a(x) requires solving a possibly NP-Hard prob-
lem, we approximate a(x) by two functions that we denote by c(x) and g(x), defined as follows:
• g(x) returns the area of the drawing obtained by max-ratio-delta-area once that its degrees
of freedom have been restricted according to vector x;
• c(x) returns the area of the drawing computed by max-ratio-Labeler, once that its degrees of
freedom have been restricted according to vector x.
The running time of max-ratio-Labeler can be relevant if used within an iterative framework
where the cost function has to be evaluated several times at each step. The max-ratio-delta-area
cost function provides a loose estimate of a(x) but is extremely rapid in practice. The mixed approaches
described in the following offer different tradeoffs between good approximation of a(x) and low com-
puting time.
• Our benchmark is a classic local search that uses g(x) as the evaluation function. It is straight-
forwardly improved by adding at the end of each step k the evaluation of the current solution xk
according to function c(x), and returning the best value in the set {c(xk)}. Let LSg denote this algo-
rithm. Note that the returned solution is not necessarily the last point visited, i.e., the local optimum
according to g(x), since the sequence {c(xk)} is not monotonically decreasing.
• At the opposite side lies procedure LSc which uses c(x) as the evaluation function and converges to
one of its local optima.
• Between LSg and LSc, we set up a hybrid procedure LSgc exhibiting a computational burden at
each step close to LSg, while yielding a monotonically decreasing sequence of values according to
c(x) and returning a local optimum with respect to it. LSgc is obtained by alternating the use of c(x)
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by using function g(x) and so is selected the next point in the sequence, xk+1. Once that the strict
monotonicity is violated, i.e., {g(xk)} > {g(xk+1)} while {c(xk)} {c(xk+1)}, or a local optimum of
g(x) has been reached, then N(xk) is inspected again according to c(x) and a new point is computed
from which the search is resumed. The process stops when a local optimum of c(x) is reached.
6.2. Experimental studies
We implemented and experimentally compared the heuristics and the local search strategies presented
in Section 6.1.4. The algorithms were implemented with the GNU g++ compiler and the GDToolkit
library. The experiments were carried on a PC-Pentium III (800 MHz and 512 MB RAM), under Linux
RedHat 6.2 operating system. The experimental analysis measured CPU time, drawing area, and total
edge length. For the local search strategies we also measured their number of iterations. The experiments
were performed on the test suite described in Section 4.4.
The CPU time of the greedy heuristics restricted to the edge-labeling increases significantly with
the vertex-labeling integration, although the theoretical time complexity of the whole algorithm does
not increase. This is because in the compaction step we add vertex labels and apply several times a
constrained min-cost-flow algorithm [4]. However, the overall CPU time for the three heuristics is still of
a few seconds; they perform very similar, as shown in Fig. 26.
Concerning the drawing area, we observed that the edge labeling greedy heuristic max-ratio-
delta-area outperforms the other two edge labeling heuristics. Indeed, heuristic max-ratio-
delta-area gives higher priority to “skinny” edge-labels, i.e., those that have high aspect ratio.
Intuitively, inserting a skinny edge-label often implies inserting extra rows and/or columns and enlarging
the size of several faces in the current drawing. As a consequence, other edge-labels can be inserted with-
out adding extra rows and columns. Also, a skinny edge-label λ occupies only a small portion of the face
f in which it is drawn; hence inserting λ does not increase too much the cost of other edge-labels that
have to be placed in f . However, when the compaction step is applied and the vertices to be labeled are
expanded to the size of their associated labels, the differences on the area drawings for the three vertex
and edge labeling heuristics are strongly attenuated and they perform similarly (see Fig. 27(a)), although
max-ratio-Labeler still produces slightly better solutions in the overall (see Fig. 27(b)). About
total edge length we observed the same behavior as for the drawing area, so we omit the charts.
Fig. 26. The average CPU times of greedy heuristics delta-area-Labeler, max-size-Labeler and
max-ratio-Labeler in seconds.
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max-ratio-Labeler (a) by number of vertices and (b) averaged over all graphs.
Fig. 28. The average area of the drawings computed by max-ratio-Labeler, LSg, LSc and LSgc.
Fig. 29. (a) Average CPU time and (b) number of iterations of algorithms LSg, LSc, LSgc.
Concerning the local search strategies, Fig. 28 compares the average area of the drawings computed
by max-ratio-Labeler, LSg, LSc, and LSgc, while Fig. 29 shows the CPU time required by the
three local searches. About CPU time, LSg outperforms the other two, since it executes fewer compaction
steps. However, the average improvement of LSg upon the greedy solution is only 2.5%. Algorithms LSc
and LSgc have similar running time, which can be high for graphs having many vertices. However,
they dramatically improve the area of the drawings computed by max-ratio-Labeler. Namely, the
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Fig. 31. The gap from the optimum value of (a) the total edge length and (b) the area of the drawings computed by
max-ratio-Labeler and LSc.
average improvement of LSc is about 14.2%, and the average improvement of Lsgc is about 10.2%. All
our heuristic algorithms exhibit similar behavior with respect to different densities.
Finally, we compared max-ratio-Labeler and LSc against OptArea and M-Tel on the basis
of running time, total edge length and area of the drawing. Fig. 30 depicts the running time of the two
exact algorithms (OptArea and M-Tel) and of the two heuristics (max-ratio-Labeler and LSc)
on the same machine under different operating systems. Obviously, max-ratio-Labeler is by far
the fastest algorithm, while OptArea is the most expensive. Even though a direct comparison is not
possible, M-Tel and LSc perform similarly on the solved instances. However, LSc always finds a
solution in a time that is very close to its average CPU time, while both OptArea and M-Tel do
not always converge in a reasonable time. The two heuristics provide a different degree of compromise
between solution quality and running time, both for minimum total edge length and minimum area. The
percentage gap of max-ratio-Labeler for minimum total edge length ranges in between 8% and
16% and is about 18% for the area. LSc improves upon the greedy of about 4% for minimum total edge
length, and performs considerably better for the area with an average gap of 7%. For both heuristics the
gap decreases while increasing the number of vertices, while they are rather stable for the area. Indeed
they have been tailored for area minimization.
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For many applications the restriction to graphs with vertices of degree at most four represents a se-
vere limitation. In order to enlarge the range of applicability of our algorithms, we extend the heuristics
presented so far in order to work with graphs of any vertex-degree. We adopt the drawing convention
introduced in [4] for extended orthogonal drawings with vertices of any degree, which in turn is based on
the so called Kandinsky convention, introduced in [9]. We briefly recall these conventions.
• Vertices are points of an integer coordinates grid (but they can also be represented in terms of squares
of half unit sides centered at grid points).
• Two segments that are incident on the same vertex may overlap. The angle between such segments
has zero degree.
• All the polygons representing the faces have area strictly greater than zero.
Two segments that overlap can be represented in the final drawing as two very near segments. An or-
thogonal representation corresponding to the above definition is a Kandinsky orthogonal representation.
Fig. 32 shows an example of Kandinsky drawing.
The drawing convention defined in [4] extends Kandinsky, allowing each vertex to be represented as a
rectangle of prescribed width and height. Here, we call this convention extended Kandinsky. It is defined
as follows (see Fig. 33):
• Each vertex is drawn as a rectangle with preassigned width and height.
• Two segments that are incident on the same vertex may overlap. Again, the angle between such
segments has zero degree.
• Consider any side of length l  0 of a vertex v and consider the set I of arcs that are incident on this
side.
– If l + 1 > |I | then the edges of I cannot overlap.
– If l + 1  |I | then the edges of I are partitioned into l + 1 non-empty subsets such that all the
edges of the same subset overlap.
• The orthogonal representation obtained from an extended Kandinsky drawing by considering each
vertex as a point is a Kandinsky orthogonal representation.
Fig. 32. (a) A planar graph G with vertices of any degree. (b) A Kandinsky drawing of G; (c) vertices can be represented as
small squares, and overlapping segments can be drawn as very near segments.
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Fig. 34. In the Kandinsky drawing of the graph depicted in Fig. 32(a), we represent with a dashed line the portion of the
edge-segments on which an edge-label can not be attached.
To extend our heuristics we take advantage of the fact that each edge in a Kandinsky drawing has a
portion of segment that does not overlap. Hence, we modify the heuristics as follows:
(1) In the greedy algorithms we allow an edge-label to be attached to an edge-segment i, if and only if i
has a portion that does not overlap (see Fig. 34). This reduces the set of edge-segments that can host
a label.
(2) The compaction step is performed as in the case of 4-planar graphs, but now the drawing convention
is the extended Kandinsky. Namely, after we have added the dummy vertices representing edge-labels
on the corresponding edge-segments, we run the polynomial time algorithm provided in [4].
(3) The basic procedures for the local searches remain unchanged, but they apply the same rules as (1)
and (2) while exploring the neighborhoods using functions g(x) and c(x).
We implemented and tested the heuristics extended to graphs with vertices of any degree. The test suite
was computed with the rules described in Section 4.4, once the constraint on the maximum degree of a
vertex was removed. We also performed the same experiments on a representative subset of Rome graphs;
in this subset we inserted 10 graphs, randomly selected, for each sample of vertices in {10,20, . . . ,100}.
The experimental analysis provided results that are similar to those described for 4-planar graphs, both
for our test suite and for the Rome graphs. They are illustrated in Fig. 35.
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(c) average area; (d) average area for the Rome graphs.
7. Conclusions and open problems
In this paper we address the problem of automatically computing drawings of graphs with labels both
on vertices and on edges, complying with some geometric requirements. This problem is crucial in many
real-world applications.
We present algorithms that compute labeled drawings in the orthogonal drawing convention, which is
most adopted in the design of object oriented software, databases, and computer networks. All our algo-
rithms fit in the well known topology-shape-metrics approach, and compute the geometry of the vertices
and edges while taking into account the presence of labels, in order to guaranteeing no overlaps between
labels and other drawing objects. We present both exact and heuristic algorithms for the minimization
of the total edge length or of the area among all drawings preserving a given orthogonal representation.
Furthermore, we discuss the results of an extensive experimental analysis, that show the effectiveness of
our techniques on different classes of graphs, in many practical situations.
In particular, several indications emerge concerning the choice of the most viable tools to be used
when optimizing label placement on an orthogonal drawing. Computational results provide substantial
foundation to the common practice of using minimum total edge length drawings as an approximation
of minimum area drawings. However such an approximation is rather loose for small size graphs (i.e.,
below 40 nodes for Convention 1 and below 30 for Convention 2). This behavior is mainly explained by
the fact that when minimizing total edge length, labels tend to be assigned to the external face so that
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to minimum area, since it adds a considerable burden to the whole drawing area. In small size graphs,
the area of a single label represents a considerable percentage of the drawing area and such choices may
have a noticeable impact on the final result. However, in such cases, experimental results show that the
proposed exact algorithm for minimum area is a viable tool, and the problem can be solved exactly within
reasonable time.
For very large instances, when even the minimum total edge length drawing may not be computed,
we propose local search strategies developed as a generalization of local search for unlabeled graphs,
that offer a compromise between computing time and solution quality. However, they suffer from the
difficulty of the solution cost evaluation, which is the most time consuming step. Mixed strategies with
respect to the approximation of solution cost seem to be the best answer. This issue poses interesting
challenges to further investigations.
The availability of an exact algorithm for minimum area provides the opportunity of evaluating the
performance of heuristic algorithms for unlabeled graphs too, as we did for a well known approach,
called Flow-Cmp in this paper. Flow-Cmp and our exact algorithm appear to be complementary in the
sense that the running time of Flow-Cmp is not affected by low density as MILP based methods are.
However Flow-Cmp approximation degree is rather low, and this approach should be used only for very
large size, low density graphs provided that time is a critical issue.
Although the research in this paper involves and tackles many aspects about the graph drawing labeling
problem, several issues related to our research remain still open, list some of them in the following:
• running time performance of our exact approaches for total edge length and for area minimization
may be improved by adding valid inequalities in the MILP model;
• more effective heuristics could be designed by investigating different criteria for the insertion cost of
a label in the greedy framework, and by mixing a local search algorithm with the same neighborhood
pattern as ours, with an exact solution cost evaluation policy that exploits the good performance of
the MILP model for unlabeled graphs;
• local search soon gets trapped in local optima. Several strategies can be applied to mend this problem.
For example, the same neighborhood pattern can be used within more sophisticated meta-heuristics
such as tabu search or simulated annealing. More simply, a multi-start policy can be applied, leading
to a Grasp architecture.
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