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ABSTRACT 
Temporal logics, such as Linear Temporal Logic (LTL) and Computation Tree 
Logic (CTL) , have become increasingly popular for specifying complex mission spec-
ifications in motion planning and control synthesis problems. This dissertation pro-
poses and evaluates methods and algorithms for synthesizing control strategies for 
different vehicle models from temporal logic specifications. Complex vehicle models 
that involve systems of differential equations evolving over continuous domains are 
considered. The goal is to synthesize control strategies that maximize the probabil-
ity that the behavior of the system, in the presence of sensing and actuation noise, 
satisfies a given temporal logic specification. 
The first part of this dissertation proposes an approach for designing a vehicle 
control strategy that maximizes the probability of accomplishing a motion specifi-
cation given as a Probabilistic CTL (PCTL) formula. Two scenarios are examined. 
First, a threat-rich environment is considered when the motion of a vehicle in the 
environment is given as a finite transition system. Second, a noisy Dubins vehicle 
vi 
is considered. For both scenarios, the motion of the vehicle in the environment is 
modeled as a Markov Decision Process (MDP) and an approach for generating an 
optimal MDP control policy that maximizes the probability of satisfying the PCTL 
formula is introduced. 
The second part of this dissertation introduces a human-supervised control syn-
thesis method for a noisy Dubins vehicle such that the expected time to satisfy a 
PCTL formula is minimized, while maintaining the satisfaction probability above a 
given probability threshold. A method for abstracting the motion of the vehicle in 
the environment in the form of an MDP is presented. An algorithm for synthesizing 
an optimal MDP control policy is proposed. If the probability threshold cannot be 
satisfied with the initial specification, the presented framework revises the specifica-
tion until the supervisor is satisfied with the revised specification and the satisfaction 
probability is above the threshold. 
The third part of this dissertation focuses on the problem of stochastic control of 
a noisy differential drive mobile robot such that the probability of satisfying a time 
constrained specification, given as a Bounded LTL (BLTL) formula, is maximized. 
A method for mapping noisy sensor measurements to an MDP is introduced. Due 
to the size of the MDP, finding the exact solution is computationally too expensive. 
Correctness is traded for scalability, and an MD P control synthesis method based on 
Statistical Model Checking is introduced. 
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Chapter 1 
Introduction 
1 
Robot motion planning and control have been widely studied in the last twenty years. 
In "classical" motion planning problems (LaValle 2006), the specifications are usually 
restricted to simple primitives of the type "go from A to B and avoid obstacles", where 
A and B are two regions of interest in some environment. Recently, temporal logics , 
such as Linear Temporal Logic (LTL) and Computational Tree Logic (CTL) (Baier 
and Katoen 2008; Clarke et al. 1999) have become increasingly popular for specifying 
robotic tasks (see, for example, Loizou and Kyriakopoulos 2004; Kress-Gazit et al. 
2007; Karaman and Frazzoli 2008; Kloetzer and Belta 2008b; Wongpiromsarn et al. 
2009; Fainekos et al. 2009; Bhatia et al. 2010b). It has been shown that temporal 
logics can serve as rich languages capable of specifying complex motion missions such 
as "go to region A and avoid region B unless regions C or D are visited". 
In order to use existing model checking tools for motion planning (see Baier and 
Katoen 2008) , many of the above-mentioned works rely on the assumption that the 
motion of the vehicle in the environment can be modeled as a finite system (Clarke 
et al. 1999) that is either deterministic (applying an available action triggers a unique 
transition (see, for example, Ding et al. 2012)) or nondeterministic (applying an 
available action can enable multiple transitions, with no information about their like-
lihoods (see, for example, Kloetzer and Belta 2008a)). Recent results show that if 
sensor and actuator noise models can be obtained from empirical measurements or 
an accurate simulator, then the robot motion can be modeled as a Markov Deci-
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sion Process (MDP), and probabilistic temporal logics, such as Probabilistic CTL 
(PCTL) and Probabilistic LTL (PLTL), can be used for motion planning and control 
(Lahijanian et al. 2012). 
In this dissertation, we propose and evaluate methods and algorithms for syn-
thesizing control strategies for different vehicle models from temporal logic speci-
fications. We consider complex vehicle models that involve systems of differential 
equations evolving over continuous domains. We develop methods for synthesizing 
control strategies that maximize the probability that the behavior of the system, in 
the presence of sensing and actuation noise, satisfies a given temporal logic specifica-
tion. 
In the first part of this dissertation we propose an approach for designing a vehicle 
control strategy that maximizes the probability of accomplishing a motion specifica-
tion, given as a PCTL formula over some environmental properties. We examine two 
scenarios. First, a threat-rich environment is considered when the motion of the ve-
hicle in the environment is given as a finite transition system. We present a method 
for modeling the motion of the vehicle, as well as adversary probability distributions, 
as an MDP. Second, a stochastic version of a Dubins vehicle is considered. In or-
der to deal with the system that is continuous both in space and time, we present 
an abstraction method based on quantization and discretization to construct a finite 
approximation of the motion of the vehicle in the form of an MD P. For both scenar-
ios, given the constructed MDP, we introduce an approach for generating an optimal 
MDP control policy that maximizes the probability of satisfying the PCLT formula. 
The proposed approach is illustrated with simulations. 
In the problem stated above, the goal is to maximize the probability of satisfying a 
given specification. However, practical applications often exhibit a level of complexity 
that require a more sophisticated planning system. In order to address this , in the 
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second part of this dissertation, we propose a human-supervised control synthesis 
method for a stochastic Dubins vehicle, such that the expected time to satisfy a 
temporal logic specification over some environmental properties is minimized, while 
maintaining the satisfaction probability above a given probability threshold. The 
previously-mentioned abstraction method is extended in order to construct a finite 
approximation of the motion of the vehicle in the environment in the form of a tree-
structured MDP. We allow for task specifications given as formulas in a fragment of 
PCTL. We propose an algorithm for synthesizing an optimal MDP control policy that 
minimizes the expected completion time with respect to the probability threshold. If 
the probability threshold cannot be satisfied with the initial specification, for the 
proposed PCTL fragment, we define specification update rules that guarantee to 
increase the satisfaction probability. Using this set of rules, the framework revises 
the specification until the supervisor is satisfied with the revised specification and the 
corresponding satisfaction probability is above the desired threshold. The method is 
validated through simulations. 
In order to perform experimental validation of our theoretical work, in the third 
part of this dissertation, we focus on a differential drive mobile robot, which is the 
most popular type of an indoor mobile robot (La Valle 2006). We focus on the prob-
lem of controlling a noisy differential drive mobile robot such that the probability 
of satisfying a specification given as a Bounded LTL (BLTL) formula over a set of 
properties at the regions in the environment is maximized. We assume that the ve-
hicle can determine its precise initial position in a known map of the environment . 
However, motivated by practical limitations, we assume that the vehicle is equipped 
with noisy actuators and, during its motion in the environment, it can only measure 
the angular velocity of its wheels using limited accuracy incremental encoders. As-
suming the duration of the motion is finite, we map the measurements to an MDP. 
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By relating the MDP to the vehicle motion in the environment, the vehicle control 
problem becomes equivalent to the problem of finding a control policy for an MDP 
such that the probability of satisfying the BLTL formula is maximized. Due to the 
size of the MDP, finding the exact solution is computationally too expensive. We 
decide to trade-off correctness for scalability, and we use recent results in Statistical 
Model Checking to obtain an MDP control policy that maximizes the probability of 
satisfaction. We translate this policy to a vehicle feedback control strategy and show 
that the probability that the vehicle satisfies the specification in the environment is 
bounded from below by the probability of satisfying the specification on the MDP. 
We illustrate our method with simulations and experimental results. 
Even though in the second and third part of this dissertation we focus on a stochas-
tic version of a Dubins vehicle and on a stochastic version of a differential drive mobile 
robot, respectively, the approaches presented in the corresponding chapters can be 
applied to any system where the motion of the vehicle is given as a stochastic kine-
matic model equipped with a limited accuracy sensor as long as a particular set of 
assumptions holds (for more details see Remark 4.1 and 5.1). 
In the following sections of this chapter, we provide more details, review the 
literature, and state the main contributions of each of the three planning and control 
synthesis problems discussed above. 
1.1 Probabilistically Safe Vehicle Control from Temporal 
Logic Specifications 
In Lahijanian et al. 2012, the authors model the motion of the vehicle as an MDP 
by obtaining the transition probabilities of this MDP from empirical measurements 
and an accurate simulator of an environment. A control strategy is then derived to 
satisfy a mission task specified in PCTL with the maximum probability. In the first 
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part of this dissertation, we extend this approach to control a) a vehicle in a dynamic 
and threat-rich environment with static obstacles and moving adversaries and b) a 
stochastic Dubins vehicle. 
Vehicle in a hostile environment: In this part of the dissertation we assume 
that the environment is partitioned into polygonal regions, and a high level specifica-
tion is given over some properties assigned to these regions. We model the movements 
of adversaries in a region as Poisson processes. Furthermore, we model the time it 
takes for the vehicle to go from one facet of a region to another facet as an exponential 
random variable. This motion model is supported by our realistic simulator of the 
environment, and we obtain the rate of this exponential random variable from this 
simulator. 
The main contribution of the work presented in this part of the dissertation is 
extending the work presented in Lahijanian et al. 2012 and developing an approach 
to design a reactive control strategy that provides probabilistic guarantees of accom-
plishing the mission in a threat-rich environment (Cizelj et al. 2011). This control 
strategy is reactive in the sense that the control of the vehicle is updated whenever the 
vehicle reaches a new region in the environment, or when an adversary moves between 
the current region and its adjacent region (i.e., if the vehicle observes movements of 
adversaries, it updates the adversary distributions for adjacent regions and chooses 
a different control action as needed). In order to solve this problem, we capture the 
motion of the vehicle, as well as vehicle estimates of the adversary distributions in 
an MDP. This way, we map the vehicle control problem to the problem of finding a 
control policy for an MDP, such that the probability of satisfying a PCTL formula is 
maximized. 
The method that we propose here is closely related to "classical" Dynamic Pro-
gramming (DP)-based approaches (see, for example, Alterovitz et al. 2007). In par-
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ticular, it can be seen as a simple extension of a Maximum Reachability Probability 
(MRP) problem, which itself is a simple case of a stochastic shortest path (SSP) prob-
lem (Bertsekas 1995). In these problems, the set of allowed specifications is restricted 
to reaching a given destination state, and the corresponding optimal control strategy 
is found by solving one linear program (LP). In contrast, the used PCTL control 
framework allows for richer, temporal logic specifications and multiple destinations. 
Additionally, through the use of nested probabilities, it allows for specifying subtask 
probabilities. 
Noisy Dubins vehicle: Note that in the problem above, the motion of the vehicle 
in the environment is given as a finite system. However, robot dynamics are normally 
described by control systems with state and control variables evaluated over infinite 
domains. A widely-used approach for temporal logic verification and control of such 
a system is through the construction of a finite abstraction (see, for example Tabuada 
and Pappas 2006; Girard 2007; Kloetzer and Belta 2008b; Yordanov et al. 2012). Even 
though recent works discuss the construction of abstractions for stochastic systems 
(D'Innocenzo et al. 2008; Julius and Pappas 2009; Abate et al. 2011), the existing 
methods are either not applicable due to nonlinearities in robot dynamics or are 
computationally very expensive due to the partition-based abstractions of the state 
and control spaces. To address this problem, in this part of the dissertation we 
provide a conservative solution to the problem of controlling a stochastic Dubins 
vehicle, such that the probability of satisfying a temporal logic specification over a 
set of properties at the regions in a partitioned environment is maximized. Inspired by 
a realistic scenario of an indoor vehicle leaving its charging station, we assume that the 
vehicle can determine its precise initial position in a known map of the environment. 
The actuator noise is modeled as a random variable with an arbitrary continuous 
probability distribution supported on a bounded interval. Also, we assume that the 
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vehicle is equipped with a limited accuracy gyroscope, which measures the vehicles 
angular velocity as the only means of measurement available. By discretization and 
quantization, we capture the motion of the vehicle, as well as its position uncertainty 
as a finite state MDP. In this setup, the vehicle control problem is, once again , 
converted to the problem of finding a control policy for an MD P, such that the 
probability of satisfying a PCTL formula is maximized. For the latter, we use the 
approach from Lahijanian et al. 2012. By establishing a mapping between the states 
of the MDP and the sequences of measurements obtained from the gyroscope, we 
show that a policy for the MDP becomes equivalent to a feedback control strategy for 
the vehicle in the environment. Finally, we show that the probability that the vehicle 
satisfies the specification in the original environment is bounded from below by the 
maximum probability of satisfying the specification on the MDP. 
The main contribution of this part of the dissertation is the above-mentioned 
abstraction method that is used to construct a finite approximation of the stochastic 
system that is continuous both in space and time (Cizelj and Belta 2012). Also, our 
work bridges the gap between low-level sensory inputs and high-level temporal logic 
specifications, since the result holds for a realistic vehicle with noisy actuators and a 
limited accuracy gyroscope. 
The closest related research is presented in Johnson and Kress-Gazit 2012, Ghita 
et al. 2011 , and Shkolnik et al. 2009. In Johnson and Kress-Gazit 2012, noisy sensors 
are assumed and in Ghita et al. 2011, the probabilities arise from the way the car-like 
robot is abstracted to a finite state representation. In both cases, the probability with 
which a temporal logic specification is satisfied is calculated. However, these methods 
differ from our work since they assume perfect actuators. In Shkolnik et al. 2009 the 
authors solve the problem of reaching a given destination while avoiding obstacles 
using the Rapidly-exploring Random Tree (RRT) algorithm that takes into account 
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local reachability, as defined by differential constraints. In our approach, in order to 
obtain an MDP, a tree is also constructed, but we take into account reachability under 
uncertainty. Moreover, our approach produces a feedback control strategy and a lower 
bound on the probability of satisfaction, whereas the method presented in Shkolnik 
et al. 2009 only returns a collision-free trajectory. In addition, this method differs 
from our work since it requires the precise state of the vehicle, at all times, whereas 
in our case, it is always uncertain. 
1.2 Negotiation for Temporal Logic Specifications with Time 
Optimality and Probabilistic Satisfaction Guarantees 
In the previous section, we introduced two problems where the goal was to maximize 
the probability of satisfying a given specification. Practical applications often exhibit 
a level of complexity that require a more sophisticated planning system. For example, 
consider a robot moving on a factory floor, where the regions of the environment 
are labeled with propositions pick-up, test1, test2, drop-off1, drop-off2 and 
unsafe. The desired mission specification can be given as "Pick up a load from one 
of the pick-up regions while avoiding test1 regions. Then, go to a test1 region or 
a test2 region. Finally, go to a drop-off1 or a drop-off2 region to drop off the 
load. Always avoid the unsafe regions." Due to uncertainties inherent in actuation 
and sensing, it makes sense to require the mission to be satisfied probabilistically, 
and a bound on the probability of satisfying the specification needs to be provided 
as well (e.g., the probability of satisfaction must be at least 70%.). This bound may 
favor parts of the environment with few unsafe regions. However, traveling through 
the part of the environment with fewer unsafe regions may increase the mission 
completion time, which often needs to be minimized. Therefore, the planner must 
explore the trade-off between the satisfaction probability and the mission completion 
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time. To address this problem, in the second part of this dissertation, we consider 
the problem of synthesizing control policies that minimize the conditional expected 
time1 to satisfy a given specification while maintaining the satisfaction probability 
above a given probability threshold. However, often the probability threshold cannot 
be satisfied with the initial specification. Furthermore, during deployment, by using 
its local sensors, a robot might discover that some environmental properties have 
changed since the initial computation of the control policy. As a result, the satisfaction 
probability may decrease below the desired threshold. In such situations, it is critically 
important to keep a human operator in the loop and engaged in the overall decision-
making process. Thus, it is of great interest to investigate how humans and control 
synthesis algorithms can best jointly contribute to decision-making. 
To answer this, we propose a theoretical framework for human-supervised control 
synthesis. In this framework, the supervisor is relieved of low-level tasking and only 
gives an initial motion specification for the robot and the probability threshold, and 
when necessary, decides on an updated specification. The system generates optimal 
control policies, and if necessary (i.e, when the satisfaction probability is below the 
desired threshold), recommends updated motion specifications, guaranteed to increase 
the satisfaction probability above the desired threshold. In this work we focus on 
controlling a stochastic version of a Dubins vehicle from a specification given as a 
formula in a fragment of PCTL over a set of environmental properties. We assume 
that the vehicle can determine its precise initial position in a known map of the 
environment. However, inspired by practical applications, we assume that the vehicle 
is equipped with noisy actuators and, during its motion in the environment, it can only 
measure its angular velocity using a limited accuracy gyroscope. These assumptions 
1 In probabilistic systems, if there is a non-zero probability of violating a given mission specifi-
cation,then the expected time to satisfy the specification is equal to oo (see de Alfaro 1999; Baier 
and Katoen 2008) . To avoid this problem, we evaluate the conditional expected time to satisfy the 
specification, i.e. , the expected time to satisfy the specification given mission success. 
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are motivated by realistic robotic applications with communication constraints, e.g., 
in GPS- denied environments. For example, the robot can use GPS only from time 
to time to localize itself on a known map of the environment. Between GPS readings , 
the robot uses its (noisy) gyroscope and minimizes the conditional expected time 
to satisfy the specification while maintaining the satisfaction probability above the 
threshold, until a new GPS reading can be made. 
Assuming the duration of the motion is finite, we construct a finite approximation 
of the motion of the vehicle in the environment in the form of a tree-structured 
MDP. By exploiting the tree structure of the MDP, we develop an efficient algorithm 
for obtaining an initial control policy that maximizes the probability of satisfying 
the specification. We use this to determine if the satisfaction probability, under the 
maximizing control policy, is above a given probability threshold. If the answer to the 
query is negative, for the proposed PCTL fragment , we introduce the specification 
update rules that guarantee an increase in the satisfaction probability, and we develop 
an efficient algorithm for obtaining an updated maximizing control policy, which 
exploits the MDP structure and the structure of the PCTL fragment, and reuses 
the initial control policy. Finally, in order to obtain the optimal control policy that 
minimizes the conditional expected time to satisfy the specification while maintaining 
the satisfaction probability above the threshold, we adopt the approach from Yoo 
et al. 2013. Once the optimal MDP control policy is obtained, by establishing a 
mapping between the states of the MDP and sequences of measurements obtained 
from the gyroscope, the policy is mapped to a vehicle feedback control strategy. We 
show that the probability that the vehicle satisfies the specification in the original 
environment is bounded from below by the probability of satisfying the specification 
on the MDP under the obtained control policy. Additionally, we show that the 
conditional expected time to satisfy the specification in the original environment is 
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bounded from above by the conditional expected time to satisfy the specification on 
the MDP. We propose an offline and an online application of our approach, and we 
illustrate the method with simulation results. For obtaining a control policy that 
maximizes the probability of satisfying a PCTL formula on the constructed MDP, we 
modify the approach from Lahijanian et al. 2012. In general, given an MDP and a 
PCTL formula, solving a synthesis problem requires solving an LP problem (see, for 
example, Baier and Katoen 2008; Lahijanian et al. 2012) . By exploiting the special 
tree structure of the MDP obtained through the abstraction process, as well as the 
structure of the PCTL fragment, we show that our algorithm produces the optimal 
solution without solving an LP. The reason for using the proposed fragment of PCTL 
is that the fragment is the biggest fragment of PCTL for which we were able to prove 
that performing an update, as defined by the specification updated rules, will result 
in an increase in the satisfaction probability (see Sec. 4.2.8). 
The main significance of the work presented in this part of the dissertation is 
threefold (Cizelj and Belta 2013b, 2014a). First, we propose and solve a completely 
novel problem of automatic formula revision for PCTL motion planning specifica-
tions. Second, the method we propose allows for noisy sensors and actuators and for 
environmental changes during the deployment, which is often not the case with the 
other methods that deal with the problem of probabilistic satisfaction of specifications 
in robotics . Finally, by exploiting the special tree structure of the MDP, as well as 
the structure of the PCTL fragment, we show that the proposed algorithm produces 
the optimal solution without solving an LP. 
The closest related research is the LTL formula revision presented in Fainekos 
2011, where the authors introduce the problem of automatic formula revision for LTL 
motion planning specifications. Namely, if a specification cannot be satisfied in a par-
ticular environment, the framework returns information to the user regarding how the 
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specification can be updated so it can become satisfiable. The same authors extend 
this approach in Kim and Fainekos 2013 by revising LTL specifications that capture 
the system requirement that must be satisfied by a plan that costs less than a certain 
budget. If the cost bounds cannot be satisfied with the initial specification, then the 
system returns to the user a specification that can be satisfied on the system within 
the desired cost budget. Similar to our work, in Yoo et al. 2013 the authors solve 
the problem of synthesizing an MDP control policy that minimizes the conditional 
expected time to satisfy a given specification, expressed as a PCTL formula, while 
satisfying a given probabilistic threshold of success. However, if the specification can-
not be satisfied with the desired threshold, the framework does not provide feedback 
to the user on how to revise the specification. The closest work related to the prob-
lem of probabilistic satisfaction of specifications for robotic applications is addressed 
in Johnson and Kress-Gazit 2012 and Ghita et al. 2011. In Johnson and Kress-Gazit 
2012, noisy sensors are assumed ,and in Ghita et al. 2011, the probabilities arise from 
the way a car-like robot is abstracted to a finite state representation. In both cases, 
the probability with which a temporal logic specification is satisfied is calculated. 
However, these methods differ from our work since they assume perfect actuators, do 
not address the time optimality, and do not provide feedback to the user on how to 
revise the specification in order to increase the satisfaction probability. 
1.3 Control of Noisy Vehicles from Time-Bounded Temporal 
Logic Specifications 
In this part of the dissertation, we consider a vehicle whose performance is measured 
by the completion of time constrained temporal logic tasks. In particular, we provide 
a conservative solution to the problem of controlling a stochastic differential drive 
mobile robot, such that the probability of satisfying a specification given as a Bounded 
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LTL (BLTL) formula over a set of properties at the regions in the environment is 
maximized. We assume that the vehicle can determine its precise initial position 
in a known map of the environment. The actuator noise is modeled as a random 
variable with a continuous probability distribution supported on a bounded interval, 
where the distribution is obtained through experimental trials. Also, we assume 
that the vehicle is equipped with two limited accuracy incremental encoders, each 
measuring the angular velocity of one of the wheels, as the only means of measurement 
available. As in the previous section, these assumptions are motivated by realistic 
robotic applications with communication constraints. The difference is that in this 
work we assume that between GPS readings, the robot uses its (noisy) incremental 
encoders and maximizes the probability of satisfying the specification until a new 
GPS reading can be made. Assuming the duration of the motion is finite, through 
discretization, we map the incremental encoder measurements to an MDP. By relating 
the MDP to the vehicle motion in the environment, the vehicle control problem 
becomes equivalent to the problem of finding a control policy for an MDP such that 
the probability of satisfying the BLTL formula is maximized. Due to the size of the 
MDP, finding the exact solution is prohibitively expensive. We trade-off correctness 
for scalability, and we use computationally efficient techniques based on sampling. 
Specifically, we use recent results in Statistical Model Checking for MD Ps (Henriques 
et al. 2012) to obtain an MDP control policy and a Bayesian Interval Estimation 
(BIE) algorithm (Zuliani et al. 2010) to estimate the probability of satisfying the 
specification. We show that the probability that the vehicle satisfies the specification 
in the original environment is bounded from below by the maximum probability of 
satisfying the specification on the MDP under the obtained control policy. We validate 
this through extensive simulation and experimental results. 
The approach presented in this part of the dissertation can only deal with finite 
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time specifications. There are two main reasons for this. First, as it will be show in 
Sec. 5.2.3, the vehicle is subject to cumulative and unbounded position uncertainty. 
Second, in order to perform SMC, sampling and model checking of traces needs to 
be computationally feasible. Therefore, the reason why we decided to use BLTL was 
the fact that, unlike LTL or Metric LTL (Koymans 1990), the semantics of BLTL 
formulas is well-defined on finite prefixes of traces with a duration that is bounded. 
Additionally, given a BLTL formula, we can determine the duration of the entire 
motion plan, which is assumed to be finite (for more details see Remark 5.2). 
The first contribution of the work presented in this part of the dissertation lies in 
bridging the gap between low-level sensory inputs and high-level temporal logic spec-
ifications ( Cizelj and Belt a 2013a, 2014b). We develop a framework for the synthesis 
of a vehicle feedback control strategy from the above-named specifications based on 
a realistic model of an incremental encoder. In Henriques et al. 2012, the authors 
use Statistical Model Checking for MDPs to solve a motion planning problem for 
a vehicle moving on a finite grid, assuming perfect localization, when the task is 
given as a BLTL formula. The second contribution is extending the approach pre-
sented in Henriques et al. 2012 and developing a method to control a vehicle with 
continuous dynamics, and allowing for uncertainty in its state. 
This work extends the previously-mentioned work on controlling a stochastic ver-
sion of a Dubins vehicle, such that the probability of satisfying a temporal logic 
statement, given as a PCTL formula, over some environmental properties, is max-
imized. Specifically, the approach presented here allows for richer temporal logic 
specifications, where the vehicle performance is measured by the completion of time 
constrained temporal logic tasks . Additionally, in order to deal with the increase 
in the size of the problem, we use computationally efficient techniques based on 
sampling. This work is related to Lahijanian et al. 2012, in which the problem of 
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maximizing the probability of satisfying a PCTL formula over a set of regions was 
considered. In Lahijanian et al. 2012, the MDP model of the robot is constructed 
by partitioning the environment and performing extensive experiments and simula-
tions . The approach proposed here avoids this expensive process. In Shkolnik et al. 
2009, the authors solve the problem of reaching a given destination while avoiding 
obstacles using the (Rapidly-exploring Random Tree) RRT algorithm that takes into 
account local reachability, as defined by differential constraints. In our approach, 
when relating the MDP to the vehicle motion in the environment, reachable sets are 
also considered, but we take into account reachability under uncertainty. Moreover, 
our approach produces a feedback control strategy and a lower bound on the prob-
ability of satisfaction, whereas the method presented in Shkolnik et al. 2009 only 
returns a collision-free trajectory. One approach for planning under motion uncer-
tainty (Melchior and R.Simmons 2007), called the Particle RRT algorithm, explicitly 
considers uncertainty in its domain. Each extension to the search tree is treated as 
a stochastic process and is simulated multiple times. Even though this method pro-
duces a collision-free trajectory, together with the probability of following the path, 
it is restricted to a simple task of reaching a given destination state and requires 
precise state information. In Grady et al. 2013 the authors solve a motion planning 
problem for a car-like vehicle under uncertainty by posing the problem as a Partially 
Observable Markov Decision Process (POMDP). In particular, the framework finds 
a policy that provides the optimal action, given all past noisy sensor observations, 
while abstracting some of the motion constraints to reduce computation time. The 
same problem has been solved in Bai et al. 2013, where the authors present a simple 
algorithm for offline POMDP planning in the continuous state space that produces a 
POMDP policy, which can be executed efficiently online as a finite-state controller. 
However, these approaches are restricted to simple motion planning problems ("go 
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from A to B while avoiding obstacles"). 
1.4 Organization of the Dissertation 
In Chapter 2, we review some preliminaries in formal methods and introduce the no-
tation used in the remainder of this dissertation. In Chapter 3, we discuss the problem 
of probabilistically safe vehicle control from temporal logic specifications. Chapter 
4 is devoted to developing the negotiation method for temporal logic specifications, 
with time optimality and probabilistic satisfaction guarantees. In Chapter 5, we focus 
on the control of noisy vehicles from time-bounded temporal logic specifications. We 
conclude with final remarks and directions for future work in Chapter 6. 
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Chapter 2 
Formal Methods Preliminaries 
In this chapter, we introduce the notation that we use in the rest of the disserta-
tion and give some definitions. In particular, we provide a short introduction to 
Markov Decision Processes (MDP) , Probabilistic Computational Tree Logic (PCTL) 
and Bounded Linear Temporal Logic (BLTL). For details about MDPs and PCTL 
the reader is referred to Baier and Katoen 2008 and Clarke et al. 1999, and for more 
information on BLTL to Zuliani et al. 2010. 
Definition 2.1 (Markov Chain). A (discrete-time, labelled) Markov Chain (MC) is 
a tuple (S, s0 , P, IT , h), where 
• S is a finite set of states; 
• s0 E S is the initial state; 
• P : S x S --+ [0, 1] is a transition probability function such that for all states 
s E S, l:s'ES P(s, s') = 1. 
• II is the set of propositions; and 
• h : S --+ 2rr is a satisfaction map that assigns some propositions in II to each 
state of s E S. 
Definition 2.2 (Markov Decision Process). A (discrete-time, labeled) Markov De-
cision Process (MDP) is a tuple (S, so, Act, A, P, IT, h), where S, s0 , II, and h are 
the set of states, the initial state, the set of propositions, and the satisfaction map, 
respectively, as in De f. 2.1, and 
• Act is a finite set of actions; 
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• A : S -+ 2Act is a function specifying the enabled actions at a state s; 
• P : S x Act x S -+ [0, 1] is a transition probability function such that for all 
states s E S and actions a E A(s): l:s'ES P(s, a, s') = 1, and for all actions 
a tj:_ A(s) and s' E S, P(s, a, s') = 0; 
A path w through an MDP is a sequence of states w = s0s1 · ... sisi+1 .. . , where 
each transition is induced by a choice of an action at the current step i. We denote 
the set of all finite paths by Path fin. 
A control policy for an MDP resolves nondeterminism in each state s E S by 
specifying the next action to be applied at s. 
Definition 2.3 (MDP Control Policy). A control policy J.L of an MDP is a function J.L : 
S -+ Act that specifies the next action to be applied at every state s E S. Specifically, 
for s E S, J.L(s) E A(s) is the action to be applied at s. 
A control policy J.L resolves all nondeterministic choices in an MDP as follows: 
given an initial state s0 , an action J.L(s0 ) E A(s0 ) is applied, and once the action is 
applied, the next state s' is obtained by sampling from the probability distribution 
P, i.e., the next state iss' with probability P(s, J.L(s), s'), and so on. 
Under policy J.L, an MDP M becomes an infinite discrete-time Markov Chain (see 
Def. 2.1), denoted by Mw Let path PathJL ~Path and Path~in ~ Pathfin denote the 
set of infinite and finite paths that can be produced under J.L. Because there is a one-
to-one mapping between PathJL and the set of paths of MJL the Markov Chain induces 
a probability measure over PathJL as follows: first, we define a measure Pr~in over the 
set of finite paths by setting the probability of wfin E Path~in equal to the product 
of the corresponding transition probabilities in Mw Then, we define C(wfin) as the 
set of all (infinite) paths w E Path11 with the prefix wfin. The probability measure 
on the smallest 0'"-algebra over PathJL containing C(wfin) for all wfin ~ Path~in is the 
19 
Figure 2·1: Example of a four-state MDP. A(s) and h(s) are shown for 
each state. The labels over the transitions correspond to the transition 
probabilities. Assume the simple control policy JL defined by mapping: 
JL(so) = a1, J.L(sl) = a2, J.L(s2) = a1 and J.L(s3) = a1. It is easy to 
see that the probability of a finite path s0s1s1 is Pr~in(s0 s 1 sl) = 0.1. 
Under J.L, the cylinder set of all infinite paths with this prefix is 
C(s0s1sl) = {sos1s1, sos1s1s2 , sos1s1s3 , sos1, . . . }, where the sequence 
under the over-line is repeated infinitely. According to Eqn. (2.1), we 
have that PrJ.L(C(s0s1s1)) = Pr~in(sos1s1) = 0.1. 
unique measure satisfying 
Pr J.L ( C ( wfin)) = Pr~in ( wfin), (2.1) 
for all wfin E Path~in. A simple MDP is shown in Fig. 2·1 to illustrate the above 
concepts. 
In this dissertation, we use Probabilistic Computational Tree Logic (PCTL) (Rut-
tenet al. 2004), a probabilistic extension of CTL that includes probabilistic operator 
P, to write motion specifications. 
Definition 2.4 (PCTL Formula). A PCTL formula ¢> over a set of propositions IT 
is defined by the following grammar (Baier and Katoen 2008}: 
¢> := truelnl-,¢>1¢> 1\ ¢>1¢> V ¢>1Prxlp['P] state formulas 
<p := 0¢>1¢>U'5, k¢>1¢>U¢> path formulas, 
where 1r E I1 is a proposition, I><JE {~, <, ~' > }, p E [0 , 1], k E N, -, (negation}, 1\ 
(conjunction) and V (disjunction) are standard Boolean operators, 0 (next) and U 
(until) are temporal operators, and P is the probabilistic operator. 
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For example, consider the MDP shown m Fig. 2·1 and the formula ¢ := 
Pmax=?[-,n3Un4 ]. In words, this formula asks for the maximum probability ofreaching 
the state satisfying n4 (i.e., s3 ) without passing through the state satisfying n3 (i.e., 
s2 ). This problem can be translated into a problem of finding the maximum proba-
bility of reaching a set of states of the MDP, using the probability measure of paths 
under the previously-defined MDP control policy (for more details, see Baier and 
Katoen 2008; Lahijanian et al. 2012). There are probabilistic model-checking tools, 
such as PRISM (see Kwiatkowska et al. 2004) that solve this problem. This tool 
accepts an MDP and a PCTL formula and returns the maximum probability of satis-
fying this specification and the MDP control policy that gives rise to this probability. 
More complex specifications can be obtained by nesting the probability operator and 
temporal operators: for example, formula ¢ := Pmax=?[-,n3 U (n4 1\ P2:0.5[-,n3 U n 1])] 
asks for the maximum probability of eventually visiting the state satisfying n4 , and 
then with probability greater than 0.5 the state satisfying n1 , while always avoiding 
the state satisfying n3 . 
In this dissertation, we also employ Bounded Linear Temporal Logic (BLTL) (see 
Jha et al. 2009; Zuliani et al. 2010) to describe high level motion specifications. BLTL 
is a variant of LTL for which it has been shown that finite simulations of bounded 
duration are always sufficient for model checking (Zuliani et al. 2010) . 
Definition 2.5 (BLTL Formula). A BLTL formula ¢ over a set of propositions IT is 
defined by the following grammar ( Zuliani et al. 2010): 
where where 1r E IT is a proposition, -, (negation), 1\ (conjunction) and V (disjunction) 
are standard Boolean operators, and U9¢ (bounded until), F9¢ (bounded finally) 
and G9¢ (bounded globally) are temporal operators where t E JR2:0 is the time bound 
parameter. 
The semantics of BLTL formulas are given over infinite traces CJ 
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(o1 , t 1)(o2 , t 2) ... , oi E 2rr, ti E IR~0 , i 2: 1, where oi is the set of satisfied propo-
sitions and ti is the time spent satisfying oi· However, in Zuliani et al. 2010, the 
authors show that model checking a trace on a BLTL formula is well-defined and can 
be based on only a finite prefix of the trace of bounded duration. A trace satisfies a 
BLTL formula ¢ if ¢ is true at the first position of the trace; F::;t¢1 means that ¢ 1 
will be true within t time units ; G::;t¢1 means that ¢ 1 will remain true for the next 
t time units; and ¢ 1 u:::::t¢2 means that ¢2 will be true within the next t time units 
and ¢1 remains true until then. More expressivity can be achieved by combining the 
above temporal and Boolean operators. 
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Chapter 3 
Probabilistically Safe Vehicle Control 
from Temporal Logic Specifications 
In this chapter, we propose an approach for designing a vehicle control strategy that 
maximizes the probability of accomplishing a motion specification given as a PCTL 
formula over some environmental properties. We examine two scenarios. First, in 
Sec. 3.1.1, we introduce a scenario when the motion of the vehicle in a threat-rich en-
vironment is given as a finite deterministic system. Second, in Sec. 3.2.1 we introduce 
a scenario in which the motion of the vehicle is described by the kinematic model of 
a noisy Dub ins vehicle. For the finite deterministic system (the first scenario), in 
Sec. 3.1.3-3.1.6, we present a method for modeling the motion of the vehicle, as well 
as adversary probability distributions as an MDP. For the continuos stochastic system 
(the second scenario), in Sec. 3.2.3-3.2.5, we introduce an abstraction method based 
on quantization and discretization to construct a finite approximation of the motion 
of the vehicle in the form of an MDP. For both scenarios, given the obtained MDP, 
in Sec. 3.3, we introduce an approach for generating an optimal MDP control policy 
that maximizes the probability of satisfying the PCTL formula, and we show how to 
map the control policy to an optimal vehicle control strategy. Finally, in Sec. 3.4, we 
present case studies for both scenarios, illustrating the presented approaches. 
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3.1 Vehicle in a Hostile Environment 
3.1.1 Problem Formulation 
Environment model and specification: We consider a city environment that is 
partitioned into a set of polytopic regions R. We assume the partition1 is such that 
adjacent regions in the environment share exactly one facet. We denote F as the 
set of facets of all polytopes in R. We assume that one region r P E R is labeled as 
the pick-up region, and another region r d E R is labeled as the drop-off region. 
Fig. 3.1(a) shows an example of a partitioned city environment. We assume that 
there is a vehicle moving in the environment. We require this vehicle to carry out the 
following motion specification: 
Specification 3.1. Starting from an initial facet finit E F in a region rinit E R, the 
vehicle is required to reach the pick-up region rp to pick up a load. Then, the vehicle 
is required to reach the drop-off region rd to drop-off the load. 
We consider a threat-rich environment with dynamic adversaries and static ob-
stacles in some regions. The probability of safely crossing a region depends on the 
number of adversaries and the obstacles in that region. We say that the vehicle is lost 
in a region if it fails to safely cross the region (and thus fails the motion specification). 
We assume that there is no adversary or obstacle in the initial region. 
Let integers Mr and Nr be the minimum and maximum number of adversaries in 
region r E R, respectively. We define 
p~nit : {Mr, ... , Nr} -t [0, 1] (3.1) 
as a given (initial) probability mass function for adversaries in region r E R, i.e. 
p~nit(n) is the probability of having n adversaries in region rand ~;;':Mr p~nit(n) = 1. 
1Throughout this dissertation, we relax the notion of a partition by allowing regions to share 
facets. 
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(a) A realistic scenario representing a city envi- (b) Possible motion of the vehicle in the envi-
ronment partitioned into regions. r P denotes the ronment. The arrows represent movements of 
pick-up region, and rd denotes the drop-off re- the vehicle in between facets , e.g., the vehicle 
gion. can choose to go from h towards f 5 . For this 
scenario, we assume that , only at the pick-up 
and drop-off regions , the vehicle can enter and 
leave through the same facet. 
Figure 3·1: Example of a partitioned city environment. 
However , adversaries may move between regions. We model the movements of an 
adversary in a region by arrivals of customers in a queue. Thus, we consider the 
movements of an adversary as Poisson processes, and we assume that the time it takes 
for an adversary to leave and enter region r is exponentially distributed with rates of 
p,1 ( r) and 1-te ( r) , respectively. We further assume that adversaries move independent 
of each other, and at region r, the distributions of adversaries in adjacent regions of 
r depend only on the adversaries in r and the movements of adversaries between r 
and its adjacent regions. 
In addition, each region has an attribute that characterizes the presence of obsta-
des , which we call obstacle density. We define 
p~ : {0, 1, ... , N:} -+ [0, 1], (3.2) 
as the probability mass function of the obstacle density in region r E R, i.e. , p~(o) 
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as the probability of having obstacle density o in region r and 'L:~~0 (o) = 1. Unlike 
adversaries, we assume that obstacles cannot move between regions. 
Motion model: The motion capability of the vehicle in the environment is lim-
ited by a (not necessarily symmetric) relation 1:1 ~ F x F , with the following meaning: 
If the vehicle is at a facet f E F and (!, f') E /:1 , then it can use a motion primitive to 
move from f towards f' (without passing through any other facet), i.e., 1:1 represents 
a set of motion primitives for the vehicle. The control of the vehicle is represented by 
(!, f') E 1:1 , with the meaning that at facet j , f' is the next facet the vehicle should 
move towards. Fig. 3.1(b) shows possible motions of the vehicle in this environment. 
We assume that the time it takes for the vehicle to move from facet f to facet f' is 
exponentially distributed with rate ..\(6) , where 6 = (!, !') E /:1 . This assumption is 
based on results from a simulator of the environment (see Sec. 3.1.6). 
Sensing model: We assume that the vehicle has a map of the environment and 
can detect its current region. When the vehicle enters a region, it perfectly observes 
the number of adversaries and the obstacle density in this region. When the vehicle 
is traversing inside a region, it detects movements of adversaries between the current 
region and its adjacent regions. 
During the time when the vehicle is executing a mission primitive (!, f') (i.e., 
moving between facet f and !'), we denote the probability of losing the vehicle as: 
p~ost: {Mr, ... , Nr} X {0, ... , N:} ---7 [0 , 1], (3.3) 
where <5 = (!, f') E 1:1, and r is the region bounded by f and f'. We obtain p~ost(n, o) 
and .A( <5) from the simulator of the environment given initial distributions of adver-
saries and obstacle density in each region (see Sec. 3.1.6 for more details). 
In this work we aim to find a reactive control strategy for the vehicle. A vehicle 
control strategy at a region r depends on the facet f through which the vehicle entered 
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r. It returns the facet f' the vehicle should move towards, such that (! , f') E .6.. 
The control strategy is reactive in the sense that it also depends on the number of 
adversaries and the obstacle density observed when entering the current region, as 
well as the movements of adversaries in the current region. We are now ready to 
formulate the first problem we consider in this section: 
Problem 3.1. Consider the partitioned environment defined by Rand F, initial fa cet 
and region finit and rinit, the motion capability .6. of a vehicle, initial adversary and 
obstacle density distributions for each region p~nit and p~, the probability of losing 
the vehicle p~ost, the rate of adversaries J.Ll ( r) and J.Le ( r); and the rate of the vehicle 
.A( b). Find the vehicle control strategy that maximizes the probability of satisfying 
Specification 3.1. 
3.1.2 Approach 
The key idea is to model the motion of the vehicle in the environment, as well as vehicle 
estimates of adversary distributions in the environment as an MDP (see Sec. 3.1.3-
3.1.6 for more details). By capturing estimates of adversary distributions in this MDP, 
the vehicle updates the adversary distributions of its adjacent regions as it detects 
the movements of adversaries in the current region, and the control strategy produces 
an updated control if necessary. As a result, a policy for the MDP is equivalent to 
a reactive control strategy for the vehicle in the environment. We then translate the 
specification to a PCTL formula and find the optimal policy satisfying this formula 
with the maximum probability (see Sec. 3.3). 
Remark 3.1. In Problem 3.1, we assume a "deterministic" vehicle control model. In 
other words, we assume that the vehicle can use a motion primitive (! , f') to move 
from facet f to facet f' of each region. We can easily extend the result of the work 
presented in this section to the case when the vehicle has a ((probabilistic" control 
model, in which the application of a motion primitive at a facet of a region enables 
transitions with known probabilities to several facets of the same region. This can 
easily achieved by modifying the transition probability function of the MDP. 
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In the rest of this section, we show how to model the motion of the vehicle in the 
environment, as well as vehicle estimates of adversary distributions in the environment 
as an MDP. 
3.1.3 Update of the Adversary Distributions 
As adversaries enter and leave the current region, it is necessary to update the dis-
tributions of adversaries in adjacent regions. Because the vehicle can only observe 
the movements of adversaries in its current region, and due to the assumption that 
distributions of adversaries in adjacent regions depend only on the current region 
and its adjacent regions, it is only necessary to update the adversary distributions 
for adjacent regions, and not for all regions in the environment. Our MDP model 
captures all possible adversary distributions of adjacent regions at each region. 
Let us denote the distribution for region r as Pr. The initial adversary distribution 
of region r is given in Eqn. (3.1). Thus, the adversary distribution of region r is a 
probability mass function Pr: {M, ... , N} ---t [0, 1], where Mr:::; M:::; N:::; Nr· Note 
that if M = N = Nn then Pr ( Nr) = 1 and no adversary may enter region r, or else 
the assumption that Nr is the maximum number of adversaries in region r would be 
violated. Similarly, if M = N =Mr. then no adversary may leave region r. 
Given the current adversary distribution Pr, assuming that an adversary has en-
tered region r (which means that Pr ( Nr) =f. 1), then we define the updated distribution 
as Pt in the following way: 
{ 
{M+1, ... ,N}---t[0,1] 
p+. 
r . {M + 1, ... , N + 1} ---t [0, 1] 
if N = Nr 
(3.4) 
if N < Nr, 
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such that: 
(3.5) 
Note that the probability distribution simply shifts by 1 if N < Nr. If N = Nr , 
given that an adversary entered region r, we can conclude that the previous number 
of adversaries cannot be Nr, thus we evenly redistribute the probability associated 
with Nr before an adversary entered the region. 
Similarly, assuming that an adversary has left region r, then Pr(Mr) =J. 1 and we 
define the updated distribution as p:; in the following way: 
such that: 
{ 
{M, .. . , N- 1} -t [0, 1] p:; : 
{M- 1, ... , N- 1} -t [0, 1] 
if M = Mr 
{ 
Pr(n + 1) + j;~~ if M = Mr 
p;(n) = 
Pr(n + 1) if M > Mr. 
(3.6) 
(3.7) 
Given Pn it is easy to verify that Pt : {M, ... , N} -t [0, 1] is a valid probability 
mass functions, i.e. ~:=M Pt(n) = 1 (similarly for p:;). Starting with the initial 
distribution p~nit, we can use Eqn. (3.4)-(3. 7) to determine all possible adversary 
distributions for region r. We denote the set of all possible distributions for region r 
as Dr· We can use a tree to obtain Dr with an example shown in Fig. 3·2. 
3.1.4 MDP Construction 
To begin the construction of the MDP model, we denote B ~ F x R as the boundary 
relation where (!, r) E B if and only if f is a facet of region r. We denote the set of 
regions adjacent to region r as Ar = {r1, ... , rm} C R. 
Given R, F, .0., Dn p~, p~ost , f.J>l(r) , f.J>e(r) and -\(6), we define a labeled MDP Jvf 
Pr 
{2, 3, 4, 5, 6} 
{.2, .1 , .3, 0, .4} 
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p~ +1 
{3, 4, 5, 6} 
{.3, .2 , .4, .1} 
------~-1 
p;: 
{2, 3,4, 5} 
{.15, .35, .05, .45} 
p~+ 
{4, 5, 6} 
{.33, .23, .43} 
+1 
"------'-1 
p~-
{2, 3, 4, 5} 
{.3, .2, .4 , .1} 
Figure 3·2: An example of using a tree to obtain all possible distri-
butions for adversaries in a region. Starting with p~nit , we set Pr = p~nit 
and obtain all distributions in Dr using Eqn. (3.4)-(3.7). In this exam-
ple, we have Pr : {2, 3, 4, 5, 6} --+ [0, 1], where Pr(2) = .2, Pr(3) = 01, 
Pr( 4) = .3, Pr(5) = 0 and Pr(6) = .40 Each box denotes the updated 
distribution from a previous distribution. An arrow with + 1 (or -1) 
means that we assume an adversary entered (or left) region r. 
as a tuple (S, s0 , Act , A, P, IT , h) (see Def. 202) , where: 
• S = UrER{ {(!, z) E BJ z = 7'} X {Mr , .. 0, Nr} X {0, 1, . 0 0, N;} X {lost,alive} x 
Tir'EAr Dr'} 0 The meaning of the state is as follows: ( (!, r), n, o, alive, Pr1 , • 0 0 , 
Prm), which means that the vehicle is at facet f , heading towards region r, and 
in region r there are n adversaries, o obstacles, the vehicle is currently not lost , 
and the adversary distribution for the adjacent region ri E Ar = {r1, . .. , rm} 
is Pri 0 ( (!, r), n, o, lost, Prll ... , Prm) means that the vehicle did not make it to 
facet j , because it was lost in the previous region while heading towards f ; 
((! ) 0 0 l. init init ) 0 th · 'tO 1 t t h A • So = init, 7'init , , , a 1ve, Pr' , 0 •• , Pr' IS e 1n1 1a s a e, w ere rinit 
1 k 
{ r~ ' .. . ' rU ; 
• Act = .6. U T is the set of actions, where T is a dummy action when the vehicle 
is lost ; 
• A is defined as follows: If the vehicle is alive, then A( s) { (f,j') E .6.} ' 
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otherwise A(s) = T; 
• The transition probability function P is generated as shown in Sec. 3.1.5; 
• II= {rp,rd,alive} is the set of properties; 
• his defined as follows: If s = ((J,r),n,o,b,p 1 , ... ,pm), then {alive} E h(s) if 
and only if b =alive, {rp} E h(s) if and only if r = rp, and {rd} E h(s) if and 
only if r =rd. 
As the vehicle moves in the environment, it updates its corresponding state on 
M . The vehicle updates its state when: 
• it reaches a facet f and enters a region r, and observes the number of ad-
versaries n and obstacle density o in region r, then it updates its state to 
((! ) 1. init init). ' r 'n, o, a lVe, Prl ' 0 0 0 'Prm ' 
• an adversary leaves the current region r and moves into region r', given the 
current adversary distribution of region r' as Pr', the vehicle updates this dis-
tribution to p-;,; 
• an adversary enters the current region r from region r', given the current ad-
versary distribution of region r' as Pr', the vehicle updates this distribution to 
Since actions of M consists of .6.., M is designed so that its control policy can be 
directly translated to a reactive control strategy for the vehicle. When the vehicle 
updates its state in M, then the action 6 E .6.. at its current state determines the next 
facet the vehicle should move towards. 
31 
3.1.5 Obtaining the Transition Probability Function P 
In this subsection, we describe in detail how we generate the transition probability 
function P for the MDP model. First, we define a random variable e for the time 
between a vehicle entering the current region r at facet J, heading towards facet f' 
and an event occurring, which can be: 1) an adversary entering the current region; 
2) an adversary leaving the current region; or 3) the vehicle reaching facet f'. 
Note that if X 1 , ... , Xn are independent exponentially distributed random vari-
ables with rate parameters A1, ... , An, then min{X1 , ... , Xn} is exponentially dis-
tributed with parameter A = I:7=1 Ai. The probability that Xk is the minimum is 
Pr(Xk = min{X1 , ... , Xn}) = >.>.1c. By assumption, movements of adversaries are in-
dependent of each other. Since the arrival and departure of adversaries in the current 
region are modeled as two Poisson processes with inter-arrival and inter-departure 
times exponentially distributed with rate J.Le ( r) and /1! ( r), respectively, and the time 
required for the vehicle to reach facet f' is exponentially distributed with the rate 
A(£5), where 6 = (!, f'), the random variable e is also exponentially distributed. We 
assume e is exponentially distributed with rate v. 
At region r, assuming that the adversary distribution of an adjacent region r' E Ar 
is Pr', we define Br ~ Ar as the set of adjacent regions r' of r such that Pr' ( Mr') =J. 1 
(i.e. the set of adjacent regions from which an adversary can leave) and Cr ~ Ar 
as the set of adjacent regions r' of r such that Pr'(Nr') =J. 1 (i.e. the set of adjacent 
regions to which an adversary can enter). We denote Er as the expected value for 
the distribution Pr· 
Since the vehicle cannot detect the exact number of adversaries in adjacent regions, 
only an estimated value Ve of v can be obtained from the expected number of adver-
saries in adjacent regions. Assume the current state as ( (! , r) , n , o, alive, Pr1 , •.. , Prm). 
If an adversary can leave current region r (i.e. n > Mr and Cr =J. 0) then the time it 
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takes for an adversary to leave region r is exponentially distributed with rate p,1 ( r )n 
because there are n adversaries in the region and any of them can leave region r. 
Similarly, if an adversary can enter the current region r (i.e. n < Nr), and there 
exists an adversary that can leave an adjacent region (i.e. Br =f 0), then the time 
it takes for an adversary to enter region r is exponentially distributed with the es-
timated rate P,e(r) l::::r'EBr Er', where l::::r'EBr Er' gives the total expected number of 
adversaries that can enter region r. The time it takes for the vehicle to reach facet f' 
is exponentially distributed with rate >.( 6). Therefore, the estimated rate Ve can be 
obtained as: 
Ve = >.(6) + p,z(r)niTz(Ar, n) + P,e(r) L Er'ITe(n) (3.8) 
r'EBr 
where n is the number of adversaries in the current region; ITz(An n) = 0 when n = Mr 
or Cr = 0, and ITz(An n) = 1 otherwise; and ITe(n) = 0 if n = Nr, and ITe(n) = 1 
otherwise. Indicator functions ITz ( Ar, n) and lie ( n) are used to determine if it is possible 
for an adversary to leave and enter the current region, respectively. 
The rate Ve will be used to generate the probability transition function P. We 
define the probability transition function P : S x Act x S-+ [0 , 1] as follows: 
• If s = ((!, r), n, o, alive,prp .. . ,Prrn), s' = ((!', r'), n', 
o', b',pi"}it, ... ,pi"Jit), with {r1, ... , rm} EAr and {r~, ... , rD EAr', 6 = (!, f') E 
rl rk 
.0. and r' EAr , then: P(s , 6, s') = 
{ 
>.~:)Pr'(n')p~,(o')(1- p~ost(n, o)), 
>.~:) Pr' ( n')p~, ( o')p~ost( n, o ), 
if b' = alive 
if b' = lost. 
(3.9) 
Under the action (!, f'), the transition from state s to s' indicates that either 
the vehicle reaches facet f' ( s' is an "alive" state), or the vehicle is lost while 
traversing the region r ( s' is a "lost" state). 
Let us first consider the former case. >.(<5) corresponds to the probability that the 
Ve 
vehicle reaches facet f' before any adversary entering or leaving region r. Pr' ( n') 
33 
corresponds to the probability of observing n' adversaries in region r' when en-
tering region r' from facet f'. p~,(o') corresponds to the probability of observing 
obstacle density o' for region r' when entering r'. (1- p~ost(n, o)) corresponds 
to the probability of safely crossing the current region with n adversaries and 
obstacle density o. Since each of these events are independent from the others, 
the probability of transition is the multiplication of the above probabilities. The 
same reasoning applies to the latter case, where (1- p~ost(n, o)) is replaced by 
p~ost(n, o) as the probability of losing the vehicle while crossing region r. 
•If s = ((f, r),n,o,alive,pr1 , • • • ,prm), s' = ((f,r),n+1 , o,alive , p~1 , •.. ,p~m), 
with {r1 , ... , rm} E Ar, 6 = (! , f') E ~ for some f' , Pr; = P~; for all i = 
{1, ... , m} \ {j} and p~ = p-; for some j, then: 
J J 
P( x ') = f.le(r)Eri s, u, s . 
1/e 
(3.10) 
The transition from states to s' indicates that an adversary from region r1 enters 
the current region. Thus, the adversary distribution of region r1 is updated to 
p~ . = p-;. (while the distributions for the other regions remain the same). J.te(r)Ei 
J J V e 
corresponds to the probability that an adversary enters region r from r1 before 
the vehicle reaches facet f', or an adversary moves between the current region 
and another adjacent region. 
with {r1, ... , rm} E Ar, 6 = (!, f') E ~ for some j', Pr; = P~; for all i = 
{1, ... , m} \ {j} and p~ = Pt for some j, then: 
J J 
, f.lz(r )n 
P(s, 6' 8 ) = 1/eiCrl' (3.11) 
where ICrl is the cardinality of Cr. The transition from the states to s' indicates 
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that an adversary leaves the current region and enters region rj. Thus, the 
adversary distribution of region rj is updated to p~j = p~. ~~(8rl corresponds 
to the probability that an adversary enters rj from region r before the vehicle 
reaches facet f', or an adversary enters the current region. 
• If s = ((f,r),n,o,lost,pr 1 , .•• ,prm), then P(s,T,s) = 1. s corresponds to the 
case where the vehicle is lost, thus it self-loops with probability 1. 
• Otherwise, P(s, 6, s') = 0. 
To help understand the computation of P , a fragment of the MDP model corre-
sponding to the mission scenario in Fig. 3.1 (b) is shown in Fig. 3 · 3. The following 
proposition ensures that P is a valid probability transition function: 
Proposition 3.1. Pis a valid probability transition function, i.e. L s'ES P(s, 6, s') = 
1 if6 E A(s) and P(s,6,s') = 0 if6 rf= A(s). 
Proof: From the definitions of P and M, it follows that P( s, 6, s') = 0 if 6 rf= A( s) . 
We want to show that Ls'ES P(s, 6, s') = 1 for all combinations of Bn Cn Nlr, Nr , 
and n when 6 E A( s). Let us denote St ~ S as the set of states that are defined as 
s' in Eqn. (3.9), Se ~ S as the set of states that are defined ass' in Eqn. (3.10) and 
81 ~ S as the set of states that are defined as s' in Eqn. (3.11). 
If Br =/= 0 and n < Nr with Cr = 0 or n = Mr, then, by Eqn. (3.8), Ve 
>.(6) + P,e(r) L r'EBr Er'· Using Eqn. (3.9)-(3.11) it follows that: 
L P(s , 8, s') = L >.(8) Pr'(n')p~,(o')p~ost(n, o)+ 
s'ES s'ESt Ve 
+ L >.(8) Pr'(n')p~,(o')(l- p~ost(n, o)) + L f.Le(r)Er' 
~ ~ s'ESt s'ESe 
_ >.(8) ""' ( ') 0 ( ') ""' f.Le(r)Er' 
- --ve ~ Pr' n Pr' 0 + ~ Ve Ve 
s'ESt r'EBr 
.\(8) + f.Le(r) l:r'EB Er' 
= r = 1 
Ve 
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Figure 3·3: A fragment of the MDP M corresponding to the mission scenario shown 
in Fig. 3.l(b). As an example, assume the following: >.((h , / 8 )) = .5, J-Le(r4 ) = 
p,z(r4) = .3, Pr1 (x) = p~~it(x) = 1/ 3,x E {1 , 2, 3}, Pr3 (x) = p~~it(x) = 1/3,x E 
{2, 3, 4}, Pr7 (2) = P~~it(2) = .6, Pr7 (3) = P~~it(3) = .2, Pr7 (4) = P~~it(4) = .2. The 
labels over the transitions correspond to the transition probabilities obtained using 
Eqn. (3.9)-(3.11 ) (e.g., the probability that an adversary leaves region r 4 is .68 and 
the probability t hat it enters region r 1 is .26, thus P(s , b, s') = .68 x .26). 
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Similarly, if Cr =1- 0 and n > Mr with Br = 0 or n = Nr, then Ve = >.(6) + J-ll(r)n , 
and using Eqn. (3.9)-(3.11) it follows that: 
If Br = 0 and Cr = 0 or if n = Mr = Nr, then Ve = >.(6). Using Eqn. (3.9)-(3.11) it 
follows that: 
"2::: P(s, a, s') = "2::: >.(8) Pr'(n')p~,(o')p~ost(n, o)+ 
Ve 
s'ES s'ESt 
+ "2::: ,\(8) Pr'(n')p~,(o')(l- p~ost(n , o)) 
Ve 
s'ESt 
= ,\(8) = 1. 
Ve 
In the most general case, when Br =1- 0, Cr =1- 0, and Mr < n < Nr, then, by 
Eqn. (3.8) , Ve = >.(6) + J-ll(r)n + J-le(r) L:r'EBr Er'· Using Eqn. (3.9)-(3.11) it follows 
that: 
"2::: P( s , 8, s') = "2::: ,\( 8) Pr' ( n')p~, ( o')p~ost ( n , o )+ 
Ve ~ES ~E~ 
Thus the proof is completed. 
+ "2::: ,\(8) Pr'(n')p~,(o')(l- p~ost(n , o))+ 
Ve 
s 'ESt 
+ "2::: I-Ll ( r )n + "2::: f.Le (r )Er' 
s'ESt VeiCrl s'ESe Ve 
>.(8) + f.Ll(r)n + f.Le(r) "Lr'EB Er' 
= r =1 
Ve 
3.1.6 Simulator of the Environment 
• 
We constructed a realistic test environment in order to obtain the probability p~ost 
(Eqn. (3 .3)) from existing data of the distribution of obstacles in each region, and 
entry exit 
Random map 
generator 
Region 
shape 
0 
37 
r-------------------------~ 
Simulator 
Planner 
Helicopter model 
Motion Detailed 
primitives dynamics 
t----7---t-t Probability 
of success 
Time to fly 
-------------------------~ 
Figure 3·4: Test environment used to compute the probability 
p~ost ( n, o) and the rate ,\ (b). 
values for the rate of the vehicle, ,\ (b) , b E fl. This test environment consists of 
several components, which are shown in Fig. 3·4. 
In order to obtain p~ost, we first generated the marginal probability p~ost ( o) , b = 
(!, f') as the probability of losing the vehicle while traversing region r from facet 
f to f' with obstacle density o. This probability depends on the motion planning 
algorithm for the vehicle traversing the region, and the ability of the vehicle to detect 
obstacles. We assumed that the obstacle data in the environment was accurate and 
that there was no need for real-time obstacle detection. We used a probabilistic 
road-map planner (LaValle 2006; Frewen et al. 2011) to solve the following problem: 
given a starting point on a facet f and an ending point on the facet f' , find the 
shortest collision free path between them. The planner uses a randomized algorithm 
that consists of building a random graph over the free space in the environment, and 
finding the shortest feasible collision-free path. Because of the randomized nature of 
the algorithm, there is a non-zero probability that a path can not be found by the 
planner even if one exists. This is the probability p~ost ( o) because it is the probability 
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that the vehicle can not safely traverse from facet f to f'. 
We computed p~ost(o) using sampling (Fig. 3·4). The random parameters that 
we considered were the size and position of objects in a region. Specifically, given 
the obstacle density o, we generated a random map by instantiating obstacles with 
random positions and sizes so that the density was o. The map was provided to the 
planner that generated a path. We used a symbolic control approach to plan the 
motion of the vehicle in the environment. Specifically, to implement the planner at 
the top of Fig. 3·4, we used the vehicle motion primitives defined in Frazzoli et al. 
2005. The successes and failures for each path were recorded. When a feasible path 
was found, a standard model of the dynamics of a helicopter (Bullo and Lewis, 2004) 
was used to simulate a trajectory following the path and compute >.(o). 
We computed the joint probability p~ost(n, o) as a combination of the marginal 
probabilities p~ost ( n) and p~ost ( o). The main reason for this approach was that while 
an accurate model is available to compute the probability of failing to traverse a 
region due to obstacles, the effect of adversaries is difficult to model and it is part 
of our future work. For the purposes of the case study in Sec. 3.4.1, we assumed 
the probability of losing the vehicle due to adversaries to be p~ost(n) = 0.01(n) 2 for 
n E [0 , 10]. After the marginal probabilities were obtained, we constructed the joint 
probability p~ost ( n , o) using the following formula (see Nelsen 2006): 
lost( ) - -J-log(plost(n))-log(plost(a)) p6 n, o - e 6 6 . 
3.2 Noisy Dubins Vehicle 
3.2.1 Problem Formulation 
Motion model: A Dubins vehicle (Dubins 1957) is a unicycle with constant forward 
speed and bounded turning radius moving in a plane. In this section, we consider a 
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stochastic version of a Dubins vehicle, which captures actuator noise: 
x cos((}) 
sin((}) , u E U, (3.12) 
where (x, y) E JR2 and (} E [0, 2n) are the position and orientation of the vehicle 
in a world frame, u is the control input, U is the control constraint set, and E is a 
random variable modeling the actuator noise. For simplicity, we assume that E is 
uniformly distributed on the bounded interval [-Emax, Emax]· However, our approach 
works for any continuous probability distribution supported on a bounded interval. 
The forward speed is normalized to 1 and p is the minimum turn radius. We denote 
the state of the system by q = [x, y, (}jT E SE(2). 
As it will become clear later, the control strategy proposed in this part of the 
dissertation works for any finite set of controls U. However , motivated by the fact 
that the optimal Dubins paths use only three inputs (Dubins 1957) , we assume 
U= {-1/p,0,1/p}. 
We define 
w = {u +cluE U, E E [-Emax, Emax]} 
as the set of applied control inputs, i.e, the set of angular velocities that are applied 
to the system in the presence of noise. We assume that time is uniformly discretized 
(partitioned) into stages (intervals) of length .6.t, where stage k is from (k- 1).6.t to 
k.6.t. The duration of the motion is finite and it is denoted by K .6.t. 2 We denote 
the control input and the applied control input at stage k as uk E U and wk E W, 
2 Since PCTL has infinite time semantics, after K /::,.t the system remains in the state achieved at 
K!::,.t. In Remark 3.5, we explain how to determine K. 
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respectively. 
We assume that the noise E is piece-wise constant, i.e, it can only change at the 
beginning of a stage. This assumption is motivated by practical applications, in which 
a servo motor is used as an actuator for the turning angle (see e.g. , Mazo 2004). This 
implies that the applied control is also piece-wise constant , i.e., w : [(k-1).6.t, k.6.t] -t 
W, k = 1, ... , K, is constant over each stage. 
Sensing model: We assume that the vehicle is equipped with only one sen-
sor, which is a limited accuracy gyroscope. At stage k, the gyroscope returns the 
measured interval [wk, wk] C [uk - Emax, uk + Emax] containing the applied control 
input. Motivated by practical applications, we assume that the measurement res-
olution of the gyroscope, i.e., the length of [wk, wk], is constant, and we denote it 
by .6.E. For simplicity of presentation, we also assume that n.6.E = 2Emax, for some 
n E z+. Then, [-Emax, Emax] can be partitioned3 into n intervals: [fi, Ei], i = 1, ... 'n. 
We denote the set of all noise intervals as £ = {[f1 , 'E1], ... , [fn, 'En]}. At stage k, if 
the applied control input is uk + E, the gyroscope will return the measured interval 
[wk, wk] = [uk- f , uk + E"], where E E [f,E] E £. Since E is uniformly distributed: 
(3.13) 
Environment model and specifications: The vehicle moves in a planar envi-
ronment that is partitioned into a set of polytopic regions R. Let Runsafe C R denote 
a set of unsafe regions, and Rsafe = R \ Runsafe define the set of safe regions. One set 
of regions Rp C Rsafe is labeled with pick-up, and another set Rd C Rsafe is labeled 
with drop-off. In this work, we assume that the motion specification is as follows: 
Specification 3.2. ''Starting from an initial state qinit, the vehicle is required to reach 
3Throughout the dissertation, we relax the notion of a partition by allowing the endpoints of the 
intervals to overlap. 
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a pick-up region to pick up a load. Then, the vehicle should go to a drop-off region 
to drop off the load. At all times, the vehicle should avoid the unsafe regions." 
Let 11 = { 'lrp, 7rd, 7ru} be a set of propositions, where 1rp, 7rd, and 7ru label the 
pick-up, pick-up, and unsafe regions, respectively. We define [1rp] {(x,y) E 
{(x,y) E 
IR2 I(x, y) E UrERunsafer} as the set of all positions that satisfy propositions 1rp, 7rd, and 
1r u, respectively. 
We assume that the vehicle can precisely determine its initial state qinit = 
[xinit, Yinit, BinitF in a known map of the environment. While the vehicle moves, 
gyroscope measurements [wk , wk] are available at each stage k . We define a vehi-
cle control strategy as a map that takes as input a sequence of measured intervals 
[w1, w1][w2, w2] ... [wk_1, wk-1] and returns the control input Uk E U at stage k. We 
are ready to formulate the second problem that we consider in this section: 
Problem 3.2. Given a partitioned environment R, a vehicle model described by Eqn. 
(3.12) with initial state qinit, a motion task in the form of Specification 3.2, find a 
vehicle control strategy that maximizes the probability of satisfying the specification. 
The requirement that the vehicle maximizes the probability of satisfying Specifi-
cation 3.2 translates to the following PCTL formula (see Def. 2.4): 
(3.14) 
To fully specify Problem 3.2, we need to define the satisfaction of a PCTL formula¢ 
by a trajectory q : [0, K ~t] ---+ S E(2) of the system from Eqn. (3.12). For 8 E 2rr, 
let [8] be the set of all positions in IR2 satisfying all and only propositions 1r E 8. 
Definition 3.1 (Generating a trace). The trace corresponding to a state trajectory 
q(t) is a sequence o = o1o2o3 ... , ok E 2rr, k 2:: 1, generated according to the following 
rules, for all t, t', T E [0 , K~t] and kEN, k 2:: 1: 
• (x(O), y(O)) E [o1] ; 
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• If (x(t),y(t)) E [ok] and ok =I Ok+l, then :J t' ~ t s.t. a) (x(t') , y(t')) E [ok+l] 
and b) (x(T), y(T)) tt [n], VT E [t, t'], Vn E IT\ (ok U ok+1); 
• If (x(K b..t), y(K b..t)) E [ok] then oi = ok Vi~ k. 
Informally, the trace produced by q(t) is the sequence of sets of satisfied proposi-
tions as time evolves. A trajectory q(t) satisfies PCTL formula ¢ if and only if the 
trace generated according to the rules stated above satisfies the formula. 
3.2.2 Approach 
In this thesis , we develop an approximate solution to Problem 3.2 consisting of three 
steps. First , in Sec. 3.2.3, by discretizing the noise interval, we define a finite subset 
of the set of possible applied control inputs. We use this to define a Quantized System 
(QS) that approximates the original system given by Eqn. (3.12). Next, in Sec. 3.2.4 
we capture the uncertainty in the position of the vehicle and in Sec. 3.2.5 we map 
the QS to an MD P. Finally, we find a control policy for the MD P that maximizes 
the probability of satisfying the specification, and translate this policy to a vehicle 
control strategy (see Sec. 3.3). In addition, we show that the probability that the 
original system under the obtained control strategy satisfies ¢ is bounded from below 
by the obtained maximum probability. 
3.2.3 Approximation 
Quantized system: We use qk(t) and wk, t E [(k - 1)6.t, kb..t], k = 1, ... , K to 
denote the state trajectory and the constant applied control at stage k, respectively. 
With a slight abuse of notation, we use qk to denote the end of state trajectory qk ( t), 
i.e., qk = qk(kb..t). Given a state qk_1 , the state trajectory qk(t) can be derived by 
integrating the system given by Eqn. (3.12) from the initial state qk_ 1 , and taking 
into account that the applied control is constant and equal to Wk. Throughout the 
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dissertation, we will also denote this trajectory by qk(qk-1 , wk, t) , when we want to 
explicitly capture the initial state qk_1 and the constant applied control wk. 
We define Wd = { u + E I u E U, E E E} C W as a finite set of applied control 
inputs. Also, let w : U --+ Wd be a random variable, where w(u) = u + E with the 
probability mass function Pw(w(u) = u +E) = ~' E E E. This probability follows 
from Eqn. (4.2) since E E E is the representative value of interval [.~ , €] E £. Finally, 
we define a Quantized System (QS) that approximates the original system as follows: 
The set of applied control inputs in QS is Wd; for a state qk_1 and a control input 
uk E U, QS returns 
(3.15) 
with probability~ ' where E E E. Since for uk E U the applied control input is uk+E E 
Wd with probability ~' the returned state trajectory at Stage k is qk(qk-1, Uk + E, t) 
with probability ~. 
Reachability graph: We denote u1 u2 ... UK, in which each uk E U gives a control 
input at stage k , as a finite sequence of control inputs of length K. We use l:K to 
denote the set of all such sequences. For the initial state qinit and l:K , we define 
the reachability graph GK(qinit ) (see LaValle 2006 for a related definition), which 
encodes the set of all state trajectories originating from qinit that can be obtained, 
with a positive probability, by applying sequences of control inputs from l:K according 
to QS given by Eqn. (3.15). In Fig. 3·5 we give an example of a reachability graph. 
Remark 3.2. Note that, by using a gyroscope with a fin er measurement resolution 
(i.e., by decreasing !J.E), a more dense reachability graph can be obtained. In the the-
oretical limit, as !J.E--+ 0, GK(qinit) approaches the set of all trajectories, originating 
from qinit , that can be generated by the original system. 
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Figure 3·5: The projection of reachability graph G3 (qinit) in IR2 when 
U = { -i, 0, i} and E = { -0.1, 0, 0.1} with 11t = 1.2. Magenta objects 
represent the states of the vehicle. 
3.2.4 Position Uncertainty 
Since the specification (see Eqn. (3.14)) is a statement about the propositions satisfied 
by the regions in the partitioned environment, in order to answer whether some state 
trajectory satisfies PCTL formula ¢, it is sufficient to know its projection in IR2 . 
Therefore, we focus only on the position uncertainty. 
The position uncertainty of the vehicle when its nominal position is (x, y) E IR2 
is modeled as a disc centered at (x, y) with radius r E IR, where r denotes the 
uncertainty: 
D((x,y),r) = {(x',y') E IR2 III(x,y), (x',y')ll :S r}, (3.16) 
where II · II denotes the Euclidian distance. Next, we explain how to obtain r. 
Any state trajectory q(t) E GK(qinit), t E [O,K/1t], can be partitioned into K 
state trajectories: qk(t) = q(t') , t' E [(k -1)/1t, kf1t], k = 1, ... , K (see Fig. 3·6). We 
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denote the uncertainty at state qk as rk. Let uk + Ek E Wd be the applied control 
input at stage k such that qk(t) = qk(qk-1, uk + Ek, t), k = 1, ... , K, with qo = qinit· 
Then, we set the uncertainty at state qk = [xk , Yk, Bk]T equal to: 
(3.17) 
for k = 1, ... , K, where q_0 = 7]0 = qinit· 
Eqn. (3.17) is obtained using a worst case scenario assumption. If uk + Ek E Wd is 
the applied control input for QS, the corresponding applied control input at stage k 
for the original system is in [uk- Ek, uk + Ek], where Ek E ~' Ek] E £. The position of 
the end state of the original system at stage k would be the farthest (in the Euclidean 
sense) from qk, if the applied control input was either ui + fi, i = 1, ... , k, or ui + Ei, 
i = 1, ... , k (see Fraichard and Mermond 1998 for more details). An example is given 
in Fig. 3·6. 
From Eqn. (3.17) it follows that, given a state trajectory q(t) E Gx(qinit), t E 
[0 , K t.t], the uncertainty is increasing as a function of time. The way the uncertainty 
changes along q(t) makes it difficult to characterize the exact shape of the position 
uncertainty region. Instead, we use a conservative approximation of the region. We 
define r : [0, K t.t] ----+ lR as an approximated uncertainty trajectory and we set r(t) = 
rk, t E [(k- 1)6.t, kt.t], k = 1, ... , K, i.e., we set the uncertainty along the state 
trajectory qk(t) equal to the maximum value of the uncertainty along qk(t), which is 
at state qk. An example illustrating this idea is given in Fig. 3·6. 
Remark 3.3. In this work, we assume that the forward speed is constant and nor-
ma,lized to 1. The uncertainty model presented above can be extended to take into 
account forward speed uncertainty as shown in Fraichard and Mermond 1998. 
Remark 3.4. In this work, for simplicity, we assume a point mass vehicle (La Valle 
2006). However, the uncertainty model presented above (as well as the uncertainty 
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Figure 3·6: Above: Evolution of the position uncertainty along the 
state trajectory q( t), where q( t) is partitioned into 3 state trajectories , 
qk(t) , k = 1, 2, 3. Below: The conservative approximation of region 
D((x(t), y(t)) , r(t)) along the state trajectory q(t) = [x(t), y(t) , r(t)JT, 
when the uncertainty trajectory is r(t') = rk(t) , t' E [(k- 1)6.t, k6.t], 
where rk(t) = rk , k = 1, 2, 3. 
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models presented in Sec. 4.2.3 and 5.2.3) can be easily extended when we the radius of 
a vehicle, denoted Rvehicle, is given. Then, the uncertainty at state qk = [xk, Yk, Bk]T 
is equal to rk = max[x',y' ,B']TE{qk,_llk} {!!(xk,Yk), (x',y'))ll} +Rvehicle where, qk and g_ are 
as given by Eqn. 3. 17. 
3.2.5 MDP Construction 
Based on the rules presented in Definition 3.1, to guarantee that a state trajectory 
q(t) E GI<(qinit) satisfies ¢ (Eqn. (3.14)) when the uncertainty trajectory is r(t), 
t E [O,K.6.t], the following conditions need to be satisfied: (i) D((x(t),y(t)),r(t)) ~ 
[1rp] for some t E [O,K.6.t], (ii) D((x(K.6.) ,y(K.6.)) ,r(K.6.)) ~ [1rd] and (iii) 
D((x(t), y(t)) , r(t)) n [7ru] = 0 for all t E [0, K .6-t] . If satisfied, these conditions 
guarantee that a pick-up region is entered, the end state is inside a drop-off region, 
and Runsafe is not entered along q(t) when the uncertainty trajectory is r(t). 
Assume q(t) and r(t) are partitioned into K state and uncertainty trajectories, 
respectively, s.t. qk(t) = q(t') and rk(t) = r(t'), t' E [(k- 1).6-t, k.6.t], k = 1, ... , K. 
Then, the conditions stated above can be written as: (i) D((xk(t), Yk(t)), rk(t)) ~ [1rp] 
for some t E [(k- 1).6.t,k.6.t] and some k, (ii) D((xi< ,YI<),ri<) ~ [1rd], and (iii) 
D((xk(t) , Yk(t)), rk(t)) n [7ru] = 0 for all t E [(k- 1).6-t, k.6.t] and all k. Thus, by 
analyzing qk(t) when the uncertainty trajectory is rk(t), k = 1, .. . , K, we can answer 
if q(t), when the uncertainty trajectory is r(t), is satisfying. 
Remark 3.5. Note that the vehicle is subject to cumulative and unbounded position 
uncertainty. Even though there are results on how to overcome the cumulative nature 
of the position uncertainty (e.g., see {PraichaTd and MerTnond, 1998)), in this work 
we assume that qinit and the environment are such that 3K for which a satisfying 
state trajectory exists (if the assumption holds, then such a K can always be found by 
using a gyroscope with a finer measurement resolution, which leads to a more dense 
reachability graph). If this assumption is violated (e.g., the minimum turn radius is 
too large to enter a pick-up region without entering Runsafe), then there is no solution 
to the problem. For the rest of this chapter, we use the smallest (the first) K for 
which a satisfying state trajectory can be found. Using the smallest K also reduces 
48 
the computational complexity (see Sec. 3.3.1). 
A labeled MDP M that models the motion of the vehicle in the environment and 
the evolution of position uncertainty is defined as a tuple (S, s0 , Act, A, P, II , h) (see 
Def. 2.2) where: 
• S is the finite set of states. For every state trajectory qk(t) E Gx(qinit), t E 
[(k- 1),6.t, k,6.t], k = 1, ... , K, a state of the MDP is created. The meaning of the 
state is as follows: (q(t),2_,7j,§.,£,8) E S means that along the state trajectory q(t), 
the uncertainty trajectory is 
r(t) = max li(x,y), (x',y')ll, 
[x' ,y1 ,B'JT E{!!,q} 
where [x, y, B]T is the end state of q(t); The noise interval is [.~ , €] E £; For 8 E 2rr: 
(i) 1rp E 8, (ii) 7rd E 8, and (iii) 7ru E 8, mean that (i) it can be guaranteed that a 
pick-up region is entered, (ii) it can be guaranteed that the end state is inside of a 
drop-off region, and (iii) it is possible to enter Runsafe, along the state trajectory 
q(t) when the uncertainty trajectory is r(t) (see Fig. 3·7 for an example). Note that 
r(t) is not an element of a state explicitly since it can be obtained from q, 2_, and q 
(Eqn. (3.17)). 
• So = ( qinit, qinit, qinit, 0, 0, 8init) E S is the initial state, where 8init E 2rr is the 
set of propositions satisfied at qinit· 
• Act = U U rp is the set of actions, where rp is a dummy action; 
• A : S ---+ 2Act gives the enabled actions at state s: at termination time, 
A(s) = rp, otherwise A(s) = U; 
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• P: S x Act x S--+ [0, 1] is a transition probability function (its construction is 
described below); 
• II= {np, 1fd, nu} is the set of propositions; 
• h : S --+ 2rr assigns propositions from II to states s E S according to the 
following rule: for s = (q(t), 9_, q, f, "E, 8), then 1fp E h(s) iff 1fp E 8, 7rd E h(s) iff 
1fd E 8, and 1fu E h(s) iff 1fu E 8. 
Algorithm 1: Generating Sand P 
Input: s E S, Uk E U, Ek E E, S, P 
Output: S, P 
1 (qk-1(t), !l_k_1, 7'h-1, fk-1, Ek-1, 8k-1) = s; 
2 qk(t) = [xk(t), Yk(t), Bk(t)JT = qk(qk-1, Uk + Ek, t); 
3 !l_k(t) = !l_k(!l_k_1, Uk + fkl t); rfk(t) = 7Ik(rfk_1, Uk + Ek, t); 
4 rk(t) = max[x' ,y',iJ' ]TE{_g_k ,"ih} ll(xk.Yk), (x',y')ll; 
5 if ::It E [(k- l)~t, k~t] s.t. D((xk(t), Yk(t), rk(t)) ~ [np] then 
6 L ek = ek u {np}; 
1 if D((xk, Yk), rk) ~ [nd] then 
s L ek = ek u {nd},; 
9 if ::It E [(k- l)~t, k~t] s.t. D((xk(t), Yk(t), rk(t)) n [nu] -::J 0 then 
10 L 8k=8kU{nu}; 
11 s' = (qk(t),!l_k,(iklfk, Ek, ek); P(s, Uk, s') = ~; s = s u {s'}; 
We generate S and P while building GK(qinit) starting from qinit· Algorithm 1 
takes as inputs a state s E S corresponding to some state trajectory qk_1 (t) and an 
applied control input uk + Ek, and generates the new state of the MDP and updates S 
and P. First, given the end state of qk_1(t) and the applied control input uk+Ek E Wd , 
the state trajectory at stage k, qk(t), is obtained (line 2). Then, using 9_k_1 and qk_1, 
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and the fact that Ek E [fk, Ek] E E, we obtain g_k and cfk (line 3). The uncertainty 
trajectory along qk(t), rk(t) follows from Eqn. (3.17) (line 4). Using the conditions 
stated in Sec. 3.2.5, the algorithm checks if it can be guaranteed that a pick-up region 
is entered (lines 5-6), that the end state is inside of a drop-off region (lines 7- 8) , 
and if it is possible to enter Runsafe (lines 9- 10) along qk(t) when the uncertainty 
trajectory is rk(t). 
Finally, the newly generated state, s', is added to S and the transition probability 
function is updated, i.e ., P(s , uk, s') = ~ (line 11). This follows from the fact that 
given a control input uk E U the applied control input will be uk + Ek E Wd with prob-
ability ~'since Pw(w(uk) = uk + Ek) = ~' Ek E E (see Example 3.1 for more intuition) . 
When constructing a states corresponding to a state trajectory qK(t) E GK(qinit) , 
i.e., when the termination time is reached, we set A(s) = <p with P(s, <p, s) = 1. In 
the next example we illustrate this constriction process. 
Example 3.1. See Fig. 3· 7. Above: For the state trajectory q~(t) = [x(t), y(t), B(t)JT, 
t E [.6.t , 2.6.t], when the uncertainty trajectory is rHt) = r~ the following holds: 
(i) it can be guaranteed that a pick-up region is entered (i.e., :Jt E [ .6.t, 2.6.t] 
s.t. D((x(t),y(t)),r(t)) ~ [7rp]), (ii) the end state is inside of a drop-off region 
(i.e., D((x(2.6.t), y(2.6.t)), r(2.6.t)) ~ [7rd]), and (iii) Runsafe is not entered (i.e., 
Vt E [.6.t, 2.6.t], D((x(t), y(t)), r(t)) n [7ru] = 0). Thus, 8§ = {1rp, 1rd}· Similarly, 
8~ = {7rp,1fd} but 8~ = {7rp,1fu}· Below: A fragment of the MDP corresponding 
to the scenario shown above, where [-Emax, Emax] is partitioned into n = 3 intervals. 
Action u§ E A( s) enables three transitions, each w. p. ~. This corresponds to applied 
control input being equal to u~+E~ w.p. ~' E~ E E. The elements of the new states are: 
q~(t) = q~(q1, u~ + E~, t); g_;(t) = g_;(g_1 , u~ + f~, t); qt(t) = q1(q1, u~ + ~' t); [ft ~] E E 
is s.t. E~ E [f~, ~]; and 8~ is given above, where i = 1, 2, 3. • 
Proposition 3.2. The model M defined above is a valid MDP, z.e., it satisfies the 
Markov property and P is a transition probability function. 
Proof: The proof follows from the construction of the MDP. Given a current 
state s E S and an action u E A(s), the conditional probability distribution of 
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Figure 3·7: An example scenario corresponding to the MDP fragment 
shown below. 
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future states depends only on the current state s , not on the sequences of events 
that preceded it (see Alg. 1). Thus, the Markov property holds . In addition, since 
LEEEPw(w(u) = u+E) = 1, it follows that Pis a valid transition probability function . 
• 
Proposition 3.3. Let s0 s1 . . . sx 4 be the path through the MDP corresponding to a 
state trajectory q(t) E Gx(qinit) J t E [O,K.0.tL i.e.) sk = (qk(t),g_k ,(jk?fk,"Ek,8k) E S 
is such that qk(t) = q(t')) t' E [(k-1).0.t, k.0.tL k = 1, ... , K. Also) let uk E U be such 
that qk(t) = qk(qk-1, uk + Ek, t)) k = 1, ... , K) where Ek E E ) Ek E [fk? Ek] E £ ) and 
qo = qinit · Then) if trace ooo1 . .. ox ) where oi = h(si) J i = 0, 1, ... , K) satisfies PCTL 
formula¢) the following holds: (i) q(t) when the uncertainty trajectory is r(t) ) such 
that r(t') = rk(t)) t' E [(k- 1).0.t, k.0.tL k = 1, . .. , K) where rk(t) is given by Eqn. 
(3.17)) satisfies¢ ) and (ii) any state trajectory of the original system q'(t') = q~(t) ) 
t' E [(k - 1).0.t, k.0.tL k = 1, ... , K) such that q~(t) = q~(q~_ 1 , uk + E~ , t) ) where 
E~ E [fk , Ek] E £ and qb = qinit J satisfies ¢. 
Proof: For part (i) the proof follows from the conditions stated in Sec. 3.2.5 and 
from the construction of the MDP. For part (ii) note that due to the conservative 
approximation of the uncertainty region, q'(t) ~ D((x(t),y(t)),r(t)), Vt E [O,K.0.t]. 
Thus, it follows from (i) that q'(t) satisfies ¢. • 
3.3 Synthesis of Optimal Vehicle Control Strategy 
In this section we show that , after obtaining the MDPs as defined in Sec. 3.1.4 
and 3.2.5, we can solve Problem 3.1 and 3.2 by using the PCTL control synthesis 
approach presented in Lahijanian et al. 2012. In Sec. 3.3.1 and 3.3.2 we obtain the 
optimal vehicle control strategy and give additional information on complexity for 
Problem 3.1 and 3.2, respectively. 
4The element under the over-line is repeated infinitely since A(sg) = cp and P(sg, cp, sg) = 1. 
53 
3.3.1 Vehicle in a Hostile Environment 
After obtaining the MDP Mas shown in Sec. 3.1.4, we solve Problem 3.1 by using the 
PCTL control synthesis approach presented in Lahijanian et al. 2012 by translating 
Specification 3.1 to a PCTL formula (see Def. 2.4). Specification 3.1 is equivalent to 
the temporal logic statement "eventually reach r P and then r d while always staying 
alive", which can be translated to the following formula ¢: 
¢ := Pmax=?[alive U (alive 1\ rp 1\ P >o[alive U (alive 1\ rd)])] . (3.18) 
The PCTL control synthesis tool takes the MDP M and PCTL formula ¢ 
(Eqn. (3.18)) and returns the control policy that maximizes the probability of satisfy-
ing¢, denoted p, (see Def. 2.3) , as well as the corresponding probability value, denoted 
V, where p,: S --tAct and V: S --t [0, 1]. Specifically, for s E S, p,(s) E A(s) is the 
action to be applied at s and V ( s) is the probability of satisfying the specification at 
s under control policy p,. The tool is based on the off-the-shelf PCTL model-checking 
tool PRISM (see Kwiatkowska et al. 2004). 
We use Matlab to construct M, which takes as input the partitioned environment 
defined by Rand F, the motion capability~ of a vehicle and the values for p~nit, p~, 
p,1(r) and Me(r) for all r E R; and p~ost, .A(£5) for all 6 E ~. Then M together with¢ 
are passed to the PCTL control synthesis tool. The output of the control synthesis 
tool is the optimal control policy that maximizes the probability of satisfying ¢. 
Obtaining a vehicle control strategy: As stated towards the end of Sec. 3.1.4 
this policy can be directly translated to the desired vehicle control strategy. 
Complexity: The computational complexity of this part of the approach is as 
follows: Given R, Ar, Nn Mn N~ and Dr , the size of the MDP M is bounded above 
by maxrER(IBI x (Nr- Mr + 1) X N~ X IDrl X 2), where IBI is bounded above by 
IRI X IArl and !Dr! is bounded above by ((2(Nr- Mr) + 1)1Arl). Tl1e time complexity 
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of the control synthesis tool is polynomial in the size of the MDP and linear in the 
number of the temporal operators. 
3.3.2 Noisy Dubins Vehicle 
After obtaining the MDP Mas shown in Sec. 3.2.5, we solve Problem 3.2 by using the 
same PCTL control synthesis approach as in the previous subsection, by translating 
Specification 3.2 to a PCTL formula ¢ (Eqn. (3.14)). We use Matlab to construct 
the MDP M , which together with¢ is passed to the PCTL control synthesis tool. As 
before, the tool returns the control policy that maximizes the probability of satisfying 
¢, denoted ll (see Def. 2.3) , as well as the corresponding probability value, denoted 
V, where Jl: S----+ Act and V : S----+ [0 , 1]. 
Complexity: The computational complexity of this step is as follows: Given 
U, E and K , the size of the MDP M is bounded above by (lUI x IEI)K. The time 
complexity of the control synthesis algorithm is polynomial in the size of the MDP 
and linear in the number of temporal operators in the formula. 
sequenceofmeasuredintervals, where [wi,wi] = [ui+fi,ui+Ei], ui E U and [fi,Ei] E E, 
· 1 k Th" d · th h h h MDP ul.[.s1 ,"EI ] z = , ... , . 1s correspon s to a umque pa t roug t e : s0 
U2 ,(s2,E2] Uk, [.S,.]k] h h . • . • . d d b h . f 
s1 s2 ... sk-l Sk, w ere eac transitiOn IS m uce y a c 01ce o 
action and the noise interval. The uniqueness follows from the construction of MDP 
M and the fact that the noise interval is an element of a state. Given a sequence 
of measured intervals, we define a mapping function in the form of a finite sequence 
W = {'1);1, . .. ,'lj;K} where 'lj;k: (U x E)k----+ S, s.t. 
for k = 1, ... , K. 
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The desired vehicle control strategy is in the form of a finite sequence r 
{ ')'o, "'11, ... /'K-1}, where 'Yo= f.1(so) E U and /'k : (U X £)k -+ U, s.t. 
'Yk((ul, [t:1, E1]) ... (uk, [fk, Ek])) = 
!1('1/Jk((ul, [t:1, E1]) ... (uk, [t:k, Ek]))) = f.1(sk) 
for k 1, ... , K - 1. At stage k, the control input is uk 
/'k-l((ul, [t:1, E1]) ... (uk-1, [fk-l• Ek-1])) E U. Thus, given a sequence of measured 
intervals, r returns the control input for the next stage by mapping the sequence to 
the state of the MDP; the control input corresponds to the optimal action at that 
state. 
Theorem 3.1. The probability that the system given by Eqn. (3.12), under the control 
strategy r , generates a trajectory that satisfies PCTL formula ¢ (Eqn. (3.14)) is 
bounded from below by V(so), where V(so) is the probability of satisfying ¢ on the 
MDP, under the control policy f1· 
Proof: Considering the original system, let uk + Ek, k = 1, ... , K, be an applied 
control input at stage k, such that uk = /'k-l((ul, [t:1,El]) ... (uk-1, [fk_1,Ek_1])) E U 
and Ek E [-Emax 1 Emax]· Then, [uk + fk, uk + Ek] is the measured interval at stage k, 
such that EkE [t:k.Ek] E £.Let q(t), t E [O ,K.6.t], be the resulting state trajectory of 
the original system with q(O) = qinit· 
The sequence of measured intervals corresponds to a unique path through the 
This sequence of states produces word o = o0 o1 .. . ox, where oi = h(si), i = 
0, 1, ... , K. The produced word can: (i) satisfy ¢ and (ii) not satisfy ¢. Let us 
first consider the former. 
If the word satisfies¢ from Proposition 2 it follows that q(t) also satisfies¢. Under 
r' the probability of generating a state trajectory such that Ek E [fk, Ek], k = 1, 0 0 0 'K, 
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is equivalent to the probability of generating s0s1 ... sx under p,. Since under p, the 
probability that the MDP generates a satisfying word is V(s0 ) it follows that the 
probability that the original system under r generates a satisfying trajectory is also 
V(so). 
To show that V(s0 ) is the lower bound we need to consider the latter case. It is 
sufficient to observe that because of the conservative approximation of the uncertainty 
region it is possible that q(t) satisfies ¢, even though word o does not satisfy it. 
Therefore, it follows that the probability that the original system, under the optimal 
control startegy r, will generate a satisfying trajectory is bounded from below by 
V(s0 ). As a final remark, note that the bound obtained in this work approaches the 
true probability of satisfying ¢ in the theoretical limit , as .6.c --t 0. • 
3.4 Case Studies 
3.4.1 Vehicle in a Hostile Environment 
We considered the scenario shown on Fig. 3.1(a) together with the partitioned envi-
ronment and the possible motion of the vehicle .6. shown on Fig. 3.l(b). The initial 
probability mass function for adversaries in region r E R, p~nit, and the probability 
mass function of the obstacle density in region r E R, p~ , are given in Table 5.1. In 
addition, we assumed that there is no adversary or obstacle in region rp and rd. The 
probability p~ost(n, o) and the rates of the vehicle A(6) for all 6 E A were obtained 
from the simulator. We used the following numerical values: A((j, f')) = 0.128 when 
f and f' are facets of r 1 and r5 , A((j, f')) = 0.125 when f and f' are facets of r 2 , r 4 , 
r8 , r9 , r10 , and ru, and A((j, f')) = 0.091 when f and J' are facets of r3 , r6 , and r7 
with Me(r) = p,z(r) = 0.05 for all r E R. 
We obtained the vehicle control strategy through the method described in 
Sec. 3.3.1. Two vehicle runs are shown in Fig. 3·8, corresponding to case A and 
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Table 3.1: Obstacle density and adversary distribution 
Region Obstacle Adversary distribution 
density case A case B 
r1 1% P~7it(o) = 1 P~7it(o) = 1 
r2 3% p~~it(x) = 1/3, X E [7, 9] p~~it(x) = 1/ 3, X E [2 , 4] 
r3 6% p~~it(x) = 1/ 3, X E [7, 9] p~~it(x) = 1/ 3,x E [2 ,4] 
r4 5% p~~it(x) = 1/3,x E [1 ,3] p~~it(x) = 1/3,x E [2 , 4] 
r5 1% p~~it(x) = 1/3,x E [7,9] p~~it(x) = 1/3,x E [2 ,4] 
r6 9% p~~it(x) = 1/3, X E [7, 9] p~~it(x) = 1/ 3, X E [2, 4] 
r7 9% p~~it(x) = 1/3,x E [1,3] p~~it(x) = 1/ 3, X E [2 , 4] 
rs 3% p~~it(x) = 1/3,x E [1 ,3] p~~it(x) = 1/ 3,x E [2,4] 
rg 4% p~~it(x) = 1/3,x E [1,3] p~~it(x) = 1/3,x E [4,6] 
rw 4% P~7~t(x) = 1/3,x E [1 ,3] P~7~t(x) = 1/3,x E [4,6] 
rn 3% P~7;t(x) = 1/3, X E [7, 9] p~7;t(x) = 1/3,x E [2 ,4] 
case B (Table 5.1). We found that the maximum probability of satisfying the spec-
ification ¢ (Eq. 3.18) for cases A and B to be 0.141 and 0.805, respectively. The 
substantial difference between these two maximum probabilities is due to the differ-
ence in adversary distributions. A close analysis of the vehicle runs together with the 
adversary distributions shows that in case A the number of adversaries in regions r 2 , 
r3 and r6 is high, which results in the vehicle control strategy that ensures that the 
vehicle avoids this regions. 
For this particular case study, MDP M had 1079 states. The Matlab code used 
to construct M ran for approximately 14 minutes on a MacBook Pro computer with 
a 2.5 GHz dual core processor. Furthermore, the time it took the control synthesis 
tool to generate optimal policy is 4 minutes. 
3.4.2 Noisy Dubins Vehicle 
We considered the system given by Eqn. (3.12) and we used the following numerical 
values: 1/ p = 1r /3, !:lt = 1.2, and Emax = 0.06 with n = 3, i.e., !:lE = 0.04. Thus, the 
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·rs 
Figure 3·8: Runs of the vehicle in the partitioned environment for the 
given mission scenario and the data. Two different adversary distribu-
tions are given in Table 5.1. The arrows represent movement of the 
vehicle in between facets . Red arrows correspond to case A, and blue 
arrows correspond to case B. 
maximum actuator noise was approximately 6% of the maximum control input. 
Three case studies are shown in Fig. 3·9. The maximum probability of satisfying 
PCTL formula ¢ (Eqn. (3.14)) on the MDPs corresponding to cases A, Band Care 
0.981, 0.874 and 0.892, respectively. For all three case studies, we found that K = 6 
was enough as a terminal time, and we found the vehicle control strategies through 
the method described in Sec. 3.3.2. To verify our result , we simulated the original 
system under the obtained vehicle control strategies. 
In Fig. 3·9, we show sample state trajectories and in Table 1 we compare the sat-
isfaction probabilities obtained on the MDP with the simulation based satisfaction 
probabilities (number of satisfying trajectories over the number of generated trajec-
tories). The results support Theorem 4.1, since the simulation based probabilities 
are bounded from below by the theoretical probabilities. For each case study, the 
constructed MDP had approximately 20000 states. The Matlab code used to con-
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Figure 3·9: 20 sample state (position) trajectories for cases A, B, and C (to be read 
top-to-bottom). The unsafe, pick-up, and the drop-off regions are shown in red, blue 
and green, respectively. Satisfying and violating trajectories are shown in black and 
red, respectively. In case A, all state trajectories were satisfying. 
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Table 3.2: Theoretical and simulation based probabilities of satisfying 
the specification. 
Case Theoretical Probability Number of generated trajectories 
(V(so)) 103 5. 103 104 
Probabilities from simulations 
A 0.981 1 1 1 
B 0.874 0.902 0.926 0.928 
c 0.892 0.913 0.931 0.935 
struct the MDP ran for approximately 4 minutes on a computer with a 2.5GHz dual 
processor. The control synthesis tool generated an optimal policy in about 1 minute. 
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Chapter 4 
Negotiation for Temporal Logic 
Specifications with Time Optimality and 
Probabilistic Satisfaction Guarantees 
In this chapter, we introduce a human-supervised control synthesis method for a noisy 
Dubins vehicle such that the expected time to satisfy a PCTL formula is minimized, 
while maintaining the satisfaction probability above a given probability threshold. 
The introduced control synthesis method is with an offline and online phase. In the 
ojfiine phase (i.e., before the deployment) the supervisor gives an initial specification 
as a temporal logic statement over a set of propositions satisfied at the regions of 
the environment and a probability threshold. Then, the control synthesis algorithm 
checks if the probability threshold can be satisfied with the initial specification. If 
the answer to the query is positive, the control synthesis algorithm generates the 
optimal control policy that minimizes the conditional expected time to satisfy the 
specification while maintaining the satisfaction probability above the threshold. If 
the answer to the query above is negative, the control synthesis algorithm generates a 
set of specification relaxations that guarantee to increase the satisfaction probability 
above the given threshold. The offline phase ends when the supervisor agrees with a 
specification and the control synthesis algorithm generates the optimal control policy. 
In the online phase (i.e., during the deployment), events occurring in the envi-
ronment can affect the satisfaction probability. If such an event occurs, and if the 
probability decreases below the desired probability threshold, the system proposes an 
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updated specification that will increase the satisfaction probability above the thresh-
old. At the end of a negotiation process similar to the one described above, the 
supervisor agrees with one of the options recommended by the system. 
The remainder of this chapter is organized as follows. We formulate the problem 
and outline the approach in Sec. 4.1. We present the full solution to the problem in 
Sec. 4.2. The proofs that the solution obtained on the MDP is the solution for the 
original system are given in Sec. 4.2 as well. A case study illustrating our approach 
is presented in Sec. 4.3. 
4.1 Problem Formulation and Approach 
4.1.1 Models and Specifications 
In this chapter we consider a stochastic version of a Dubins vehicle with the same 
motion and sensing models as given in Sec. 3.2.1. For the convenience of the reader, 
we summarize these models here. 
Motion model: We consider a stochastic version of a Dubins vehicle, which 
captures actuator noise: 
( 4.1) 
where (x, y) E .!R2 and e E [0, 27r) are the position and orientation of the vehicle in a 
world frame, u is the control input (angular velocity before being corrupted by noise), 
U is the control constraint set, and E is a random variable modeling the actuator 
noise. For simplicity, we assume that E is uniformly distributed on the bounded 
interval [-Emax, Emaxl· However, our approach works for any continuous probability 
distribution supported on a bounded interval. The forward speed is normalized to 
1. We denote the state of the system by q = [x, y, e]r E SE(2). We assume U = 
{ -1/ p, 0,1/ p}, where pis the minimum turn radius and we define W = { u + clu E 
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U, E E [-Emax, Emax]} as the set of applied control inputs, i.e, the set of angular 
velocities that are applied to the system in the presence of noise. We assume that 
time is uniformly discretized (partitioned) into stages (intervals) of length !J..t, where 
stage k is from ( k -1) !J..t to k!J..t. The duration of the motion is finite and it is denoted 
by K !J..t. We denote the control input and the applied control input at stage k as 
uk E U and wk E W, respectively. We assume that the noise E is piece-wise constant, 
i.e, it can only change at the beginning of a stage. This implies that the applied 
control is also piece-wise constant, i.e., w : [(k- 1)!J..t, k!J..t] --+ W, k = 1, ... , K, is 
constant over each stage. 
Sensing model: We assume that the vehicle is equipped with only one sen-
sor, which is a limited accuracy gyroscope. At stage k, the gyroscope returns the 
measured interval [wk, wk] C [uk - Emax , uk + Emax] containing the applied control 
input. Motivated by practical applications, we assume that the measurement res-
olution of the gyroscope, i.e., the length of [wk, wk], is constant, and we denote it 
by !J..E. For simplicity of presentation, we also assume that n!J..E = 2Emax, for some 
n E z+. Then, [-Emax, Emax] can be partitioned into n intervals: [fi, Ei], i = 1, 0 0 0 'n. 
We denote the set of all noise intervals as £ = {[t:1 , 'E1], . . . , [fn, 'En]}. At stage k, if 
the applied control input is uk + E, the gyroscope will return the measured interval 
[wk, wk] = [uk- f, uk + 'E], where E E [t:, 'E] E £. Since E is uniformly distributed: 
(4.2) 
Remark 4.1. Even though we focus on a Dubins vehicle, the approach presented in 
this chapter can be applied to any system where the motion of the vehicle is given as 
a stochastic kinematic model equipped with a limited accuracy sensor as long as the 
following assumptions hold: (1) the actuator noise is modeled as a random variable 
with a continuous probability density function supported on a bounded interval, (2) 
the system is equipped with a limited accuracy sensor such that the actuators noise 
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interval can be partitioned into subintervals of length .6.E, where .6.E is the measurement 
resolution of the sensor, and (3) given the actuator and sensor models, we can define 
an overapproximated uncertainty region. For example, the presented method can be 
extended to a stochastic version of a car-like robot equipped with two limited accuracy 
incremental encoders (Fraichard and Mermond, 1998). 
Environment model and specification: The vehicle moves in a static envi..: 
ronment X ~ IR2 in which regions of interest are present. Let II be a finite set of 
propositions satisfied at the regions in the environment. Let [·] : 2rr ---+ 2x be a map 
such that [8], 8 E 2rr, is the set of all positions in X satisfying all and only proposi-
tions 1r E 8. Inspired by a realistic scenario, we assume that the vehicle can use GPS 
only to precisely determine its initial state qinit = [xinit, Yinit, einit]T in a known map 
of the environment. 
In this chapter, we assume that the vehicle needs to carry out a motion specifica-
tion expressed as a PCTL formula ¢; over II. In particular, we focus on a particular 
class of specifications expressible as the following PCTL formula (see Def. 2.4): 
f E z+, where Vj E {1, ... , f}, I.{Jj and '1/Jj are PCTL formulas constructed by con-
necting properties from a set of propositions II using only Boolean operators in Con-
junctive Normal Form (CNF) and Disjunctive Normal Form (DNF) 5 , respectively, 
and Pi E [0, 1]. We assume that ¢;is in Negation Normal Form (NNF), i.e., Boolean 
operator --, appears only in front of the propositions. 
Example 4.1. Consider the environment shown m Fig. 4·1. Let II 
{1rp, 1fti, 1ft2, 1fdl, 1fd2, 1fu}, where 1fp, 1fti, 1ft2, 1fdl, 1fd2, 1fu label pick-up, test1, test2, 
drop-off1, drop-off2 and the unsafe regions, respectively. Consider the following 
motion specification: 
5 A formula is in CNF if it is a conjunction of clauses, where a clause is a disjunction of propo-
sitions. A formula is in DNF if it is a disjunction of clauses, where a clause is a conjunction of 
propositions. 
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Specification 4.1. Starting from an initial state qinit reach a pick-up region, while 
avoiding the test1 regions, to pick up a load. Then, reach a test1 region or a 
test2 region. Finally, reach a drop-off1 or a drop-off2 region to drop off the 
load. Always avoid the unsafe regions. 
The specification translates to P CTL fo rmula ¢ : 
• pick-up 
testt 
n 
• drop-offt 
·•drop-off2 
• unsafe 
¢: = P >o[--,1fu 1\ --,7rtlU( --,7ru 1\ 1fpl\ 
P >o[--,7ruU((--,1fu 1\ 7rtl) V (--,7ru 1\ 1ft2)/\ 
P >o[--,7ruU(--,1fu 1\ 1fdl) V (--,7ru 1\ 7fd2)])])]. 
Figure 4·1: An example environment: the pick-up, test1 , test2 , 
drop-off1 , drop-off2 and t he unsafe regions are show in blue, cyan , 
yellow, green , magenta and red, respectively. 
(4.4) 
• 
Note that t he proposed PCTL fragment (Eqn. (4.3)) can capture the usual prop-
erties of interest: reachability while avoiding regions and sequencing (see Fainekos 
et al. 2009). 
Next , we define t he satisfaction of ¢ (Eqn. 4.3) by a trajectory q : [0 , K 6.t] ---+ 
SE(2) of the system from Eqn. (4.1)6 . The word corresponding to a state trajectory 
6 Since PCTL has infinite time semantics, we implicitly assume after K t!.t the system remains in 
t he state achieved at K 6.t. 
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q( t) is a sequence o = o1 o2o3 ... , ok E 2rr, k ~ 1, generated according to the following 
rules, for all t E [0, K .6.t] and k E N, k ~ 1: 
1. (X ( 0), y ( 0)) E [ 01], 
2. If (x(t), y(t)) E [ok] and ok # ok+1, then :3 t' ~ t s.t. a) (x(t'), y(t')) E [ok+1] 
and b) (x(T), y(T)) tj. [n], '<IT E [t, t'], Vn E II\ (ok U ok+1), and 
3. If (x(K.6.t),y(K.6.t)) E [ok] then oi = ok Vi~ k. 
Informally, the word produced by q(t) is the sequence of sets of propositions satisfied 
by the position (x(t), y(t)) of the robot as time evolves (see Fig. 4·2). A trajectory 
q(t) satisfies PCTL formula ¢ iff the corresponding sequence o satisfies the formula, 
denoted o F= ¢. 
Given a state trajectory q(t) and the corresponding sequence o = o1o2o3 ... , ok E 
2rr, k ~ 1, we define tk E IR>o, as the time spent satisfying ok, such that 
k-1 
tk = k~in {tl(x(t), y(t)) tj. ok}- I:>i, 
tE [L::i=O ti ,K b..t] i=O 
with t0 = 0 (see Fig. 4·2). Then, given a state trajectory q(t), t E [0, K .6.t], and a 
PCTL formula ¢ (Eqn. 4.3) we define the time to satisfy ¢ by q(t), denoted t, as 
follows: Let o be the sequence corresponding to q(t). If o F= ¢ then, t = 2:::;:-} ti, 
where OkJ k ~ 1, is the first state of o at which ¢becomes satisfied. Otherwise, i.e., 
if o ~ ¢ then t = oo. 
From the last statement, the well known fact follows: In probabilistic systems, 
if there is a non zero probability of violating a given mission specification then the 
expected time to satisfy the specification is equal to oo (see de Alfaro 1999; Baier and 
Katoen 2008). To avoid this problem, in this work we are interested in the conditional 
expected time to satisfy a specification, i.e., the expected time to satisfy the specifica-
tion given mission success. A similar notion has been introduced in Yoo et al. 2013. 
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Figure 4·2: An uncertainty region and a sample state (position) tra-
jectory, inside the uncertainty region, are shown in black and magenta, 
respectively. The word corresponding to the state trajectory q(t) is 
o = 0Jrn7rp01ft207rd2 · The times spent satisfying each set of propositions 
in the word are t 1, ... , t5. 
Note that the difference between the expected and the conditional expected time 
to satisfy a given specification is that the former considers the expected completion 
time over all possible state trajectories that can be generated under some sequence of 
control inputs, whereas the latter only considers the expected completion time over 
the state trajectories that led to mission success, under the same sequence of control 
inputs. 
While the vehicle moves, gyroscope measurements [wk, wk] are available at each 
stage k. We define a vehicle control strategy as a map that takes as input a sequence 
of measured intervals [w1, w1][w2, w2] ... [wk_1, wk-1] and returns the control input 
uk E U at stage k. 
4.1.2 Problem Formulation 
We are ready to formulate the main problem that we consider in this chapter: 
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Problem 4.1. Given a set of regions of interest in environment X ~ JR2 satisfying 
propositions from set II, a vehicle model described by Eqn. (4.1) with initial state qinit, 
a probability threshold a E [0, 1] and an initial motion specification, expressed as a 
PCTL formula¢ over II (Eqn. (4.3)): 
1. Find a vehicle control strategy that minimizes the conditional expected time to 
satisfy the specification while maintaing the probability of satisfying ¢ above a, 
at all times, and 
2. If the probability threshold cannot be satisfied with the initial specification, return 
a 11closest" set of specifications that can be satisfied with the desired threshold. 
Remark 4.2. The requirement that the satisfaction probability needs to be above a, 
at all times, is known as a hard safety constraint (see, for example Yeow et al. 2006; 
Moldovan and Abbeel 2012; Yoo et al. 2013). It requires the satisfaction probability to 
be above a at every state within the domain of the policy. Note that this requirement 
provides stronger safety guarantees than the requirement that the probability threshold 
needs to hold only at the initial state. 
4.1.3 Approach 
Our approach to Problem 4.1 can be summarized as follows. We start by abstracting 
the original system. In particular, by discretizing the noise interval, we define a 
finite subset of the set of possible applied control inputs. We use this to define a 
Quantized System (QS) that approximates the original system given by Eqn. (4.1). 
Next , we capture the uncertainty in the position of the vehicle and map QS to a 
tree-structured MDP. Then, we develop an efficient algorithm, which exploits the 
tree structure of the MDP, for obtaining an initial control policy that maximizes 
the probability of satisfying the initial specification. We use this to check if the 
satisfaction probability is above a, at all times, under the maximizing control policy. 
If the answer to the query is negative, we introduce the specification update rules 
that guarantee to increase the satisfaction probability and we develop an efficient 
algorithm for obtaining an updated control policy, that exploits the MDP structure, 
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the structure of the PCTL formulas (Eqn. (4.3)), and reuses the initial control policy. 
In order to obtain the optimal control policy that minimizes the conditional expected 
time to satisfy the specification while maintaining the satisfaction probability above 
the threshold, we adopt the approach from Yoo et al. 2013. Next, by establishing 
a mapping between the states of the MDP and sequences of measurements obtained 
from the gyroscope, we show there is a one-to-one correspondence between a control 
policy on the MDP and a vehicle control strategy. As a result, the probability that 
the vehicle satisfies the specification in the original environment is bounded from 
below by the probability of satisfying the specification on the MDP under the optimal 
control policy. Additionally, we show that the conditional expected time to satisfy the 
specification in the original environment is bounded from above by the conditional 
expected time to satisfy the specification on the MDP under the optimal control 
policy. 
4.2 Problem Solution 
The fact that we have introduced the initial PCTL formula ¢ (Eq. (4.3)) in NNF 
enables us to classify the propositions in ¢ according to whether they represent regions 
that must be reached (no negation in from of the proposition) or avoided (a negation 
operator appears in from of the proposition). 
The abstraction process presented in Sec. 3.2.3 can only deal with PCTL formu-
las where the propositions are classified into two nonintersecting sets according to 
whether they represent regions that must be reached or avoided. In this chapter, 
we do not make this limiting assumption. For example, consider the PCTL formula 
given by Eqn. ( 4.4) where the test1 regions (i.e., proposition 1rt1) need to be both 
avoided and reached. In order to use the abstraction process presented in Sec. 3.2.3, 
we need to transform the input formula ¢ into a formula where the propositions are 
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classified into two nonintersecting sets according to whether they represent regions 
that must be reached or avoided. In the next subsection we introduce the PCTL 
formula transformation method. 
4.2.1 PCTL Formula Transformation 
We start by removing any negation operators that appear in the initial formula. To do 
so we use the approach presented in (Fainekos et al., 2009) as follows. We introduce 
the extended set of propositions Srr. In detail, we first define two new sets of symbols 
SiJ = {~nl7r E II} and Sj] = {~~nl7r E II} . Then, we set Srr = SiJUSj]. We also define 
a translation function pos(¢>) : </>rr -t <Psrr which takes as input a PCTL formula¢> 
in NNF and it returns a formula pos( ¢>) where the occurrences of terms 1r and -,7r 
have been replaced by the members ~n and ~~n of Srr respectively. Since we have a 
new set of propositions, Srr , we need to define a new map [·] 3 rr : Srr -t 2x for the 
interpretation of the propositions. This is straightforward: V~ E Srr, if~ = ~n then 
[~] 3 rr = [1r], else (i.e ., if ~ = ~~n) [~] 3rr = X \ [1r] (for more details see Fig. 4·3 and 
Example 4.2). 
It can easily be seen that given a formula ¢> E 1>rr, a map [·] : II -t 2x and a 
trajectory q(t) of the system from Eqn. (4.1), the following holds: q(t) satisfies ¢>iff 
q(t) satisfies pos(¢>). Thus, since ¢> E 1>rr is equivalent to the formula <jJ =pos(¢>) 
under the maps [·] : II -t 2x and [·] 3 rr : Srr -t 2x, next results are given with respect 
to a formula <fJ E 1>3 rr and a map [·] 3 rr : Srr -t 2x. We denote all PCTL formulas in 
NNF without any negation operator using bold Greek letters, e.g., </>, </>', </>~. 
At this point we have distinguished the regions that must be avoided (Sj]) and the 
regions that must be reached (SiJ). Once the transformation is performed, in order to 
capture the uncertainty in the position of the vehicle and map QS to a tree-structured 
MDP we use the process as presented in Sec. 3.2.3-3.2.4. For the convenience of the 
reader, we summarize the process in the next two subsections. 
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Figure 4·3: An example environment with the regions of interest after 
the PCTL transformation process. The test1 regions, i.e., [7rt1 ], are 
show in cyan. Given 1ft1 , the extended propositions ~7rt and ~..,1r 1 are 
- - 1 1 -
int roduced such that [~7rtJ=·: = [7rt1 ] and [~..,7rtJ=-n = X \ [7rtJ [~7rtJ=-n 
is shown in cyan and [~.., 11" 1 1 ]=-n is the shaded part of the environment. 
4.2.2 Approximation 
We use qk(t) and wk, t E [(k -1).6.t, k.6.t], k = 1, ... , K to denote the state trajectory 
and the constant applied control at stage k, respectively. With a slight abuse of 
notation, we use qk to denote the end of state trajectory qk(t) , i.e. , qk = qk(k.6.t ) . 
Given a state qk_1, the state trajectory qk(t) can be derived by integrating the system 
given by Eqn. (4.1) from the initial state qk_1 , and taking into account that the 
applied control is constant and equal to wk. Throughout this chapter , we will also 
denote this trajectory by qk(qk_1, wk, t), when we want to explicitly capture the initial 
state qk_1 and the constant applied control wk. 
For each interval in £ we define a representative value Ei = ~;~"E;, i = 1, ... , n. i.e. , 
Ei is the midpoint of interval [s.i, Ei]· We denote the set of all representative values as 
E = {E1, 0 0 0 , En}· We define wd = {u+E I u E U, E E E} c was a finite set of applied 
control inputs. Also, let w: U---+ Wd be a random variable, where w(u) = u + E with 
the probability mass function Pw(w(u) = u +E)=~ (follows from Eqn. (4.2)). 
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Finally, we define a Quantized System (QS) that approximates the original system 
as follows: The set of applied control inputs in QS is Wd; for a state qk_ 1 and a control 
input uk E U, QS returns qk(qk-1 , w(uk), t) = qk(qk-1, uk + E, t) with probability ~' 
where E E E . 
Next, we denote u1u2 ... ux, in which uk E U gives a control input at stage k, 
as a finite sequence of control inputs of length K. Let ~K denote the set of all 
such sequences. For the initial state qinit and ~K, we define the reachability graph 
Gx(qinit), which encodes the set of all state trajectories originating from qinit that 
can be obtained, with a positive probability, by applying sequences of control inputs 
from ~K according to QS. 
4.2.3 Position Uncertainty 
The position uncertainty of the vehicle when its nominal position is (x, y) E JR2 
is modeled as a disc centered at (x, y) with radius r E JR, where r denotes the 
uncertainty: D((x,y),r) = {(x',y') E 1R2 III(x,y),(x',y')ll ~ r}. The way we model 
the uncertainty along q(t) E GK(qinit) is given in Sec. 3.2.3. Briefly, first, we obtain 
uncertainty at state qk> denoted rk, by using a worst case scenario assumption: if 
uk + Ek E Wd is the applied control input for QS, the corresponding applied control 
input at stage k for the original system was uk - Ek or uk + Ek, where Ek E [ Ek, Ek]· 
Then, we definer : [0, K ~t] ---+ lR as an approximated uncertainty trajectory and we 
set r(t) = rk> t E [(k - 1)~t, k~t], k = 1, ... , K, i.e., we set the uncertainty along 
the state trajectory qk(t) equal to the maximum value of the uncertainty along qk(t), 
which is at state qk (for more details see Example 4.2). 
4.2.4 MDP Construction 
To solve Problem 4.1 we construct a tree-structured MDP M that models the motion 
of the vehicle in the environment and the evolution of the position uncertainty. First , 
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we define a tree-structured MDP and a corresponding control policy, and then we 
explain how the MDP is constructed. 
Definition 4.1 (Tree-Structured MDP). A tree-structured MDP M zs a tuple 
(S, s0 , Act, A, P, T, Srr, h) where: 
• S is the finite set of states. The meaning of the state is as follows: 
( q( t), r ( t), f, E", 8) E S means that along the state trajectory q( t), the uncer-
tainty trajectory is r ( t); the noise interval is [f, E"] E £; and 8 E 23 rr is the set of 
satisfied propositions along the state trajectory q(t) when r(t) is the uncertainty 
trajectory (see Example 4.2 for more intuition). 
• So = ( qinit, 0, 0, 0, Ginit) E S is the initial state, where Ginit E 23 rr is the set of 
propositions satisfied at qinit. 
• Act = U U {v} is the set of actions (v is a dummy action); 
• A : S --+ 2Act gives the enabled actions at each state; 
• P : S x Act x S --+ [0 , 1] is a transition probability function such that 1} for 
all states s E S and actions a E A(s): L:s'ES P(s, a, s') = 1, 2} for all actions 
a~ A(s) and s' E S, P(s, a, s') = 0, and 3} for all states s E S \ s0 there exists 
exactly one state- action pair ( s', a) E S x A( s'), s. t. P( s', a, s) > 0; 
• T is a cost function modeling the transition time between states and it is defined 
for every pair of states s, s' E S for which 3a E A( s) such that P( s, a, s') > 0. 
T ( s, s') denotes the time needed to go from state s to state s'. 
• 371" is the set of propositions; 
• h : S --+ 23 " assigns proposition from Srr to states s E S according to the 
following rule: givens= (q(t), r(t),f, E", 8) E S, Vf, E Srr, f, E h(s) iff f, E 8 . 
In other words, in a tree-structured MDP, each state has only one incoming tran-
sition and there are no cycles. 
We proceed with the MDP M construction, i.e. , we explain how to obtain S, P 
and T. We generate S, P and T while building GK(qinit) starting from qinit· Given 
qk(t) E GK(qinit), and the corresponding rk(t), t E [(k- 1).6..t, k.6..t], k = 1, . .. , K, 
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fir (8 1 [ 1 - 1]) (el [ 1 - 1]) l 1 h e· = · st, we generate a sequence - k' h, tk , ... , - k' t_k, tk , ~ , w ere - k E 2-rr IS 
the set of satisfied propositions during the time interval [t.i, t~] ~ [ ( k - 1 ).0.t, k.0.t], 
i = 1, ... , l. In words, fortE [t.i, ~] the uncertainty region D((xk(t) , Yk(t)), rk(t)) is 
inside [8t]. Formally, the sequence is generated according to the following rules: 
• Let t.l = (k- 1).0.t. Then, D((xk(t.l) , yk("t.k)) ,rk(t.l)) ~ [8l] and tk 
max[1pt:.t] { t[D( (xk(t), Yk(t) ), rk(t)) ~ [8l]}. 
The first element of the sequence is (8l, [tk, tk]), i.e, initially, the uncertainty 
region is inside [8lJ and it stays inside during the time interval [!k, tk]· At tk , a 
different set of propositions becomes satisfied, i.e., the uncertainty region enters 
[en and so on. In general: 
~ "+1 1. ::Jt ~ tk s.t. D((xk(t) , Yk(t)), rk(t)) ~ [8~ ] and 
2. D((xk(T) , Yk(T), rk(T)) i. [~],'iT E ~ ' t], v~ E 2rr \ (81 u ek+1). 
3 i+1 ~ d -i+1 { I . t.k = tk an tk = maxl!i+I,Mt] t 
D((xk(t) , Yk(t)), rk(t)) ~ [8k+l]} . 
In the next example we illustrate this construction process. 
Example 4.2. See Fig. 4·4. Above: An example scenario corresponding to the MDP 
fragment shown below. [~7r,J 2rr , [~7rv] 2rr and [~7rd1 ] 2rr are shown in the figure. Then 
[~~7ru l:::n = X \ [~7ru L and similarly for [~~7rvr:::n and [~~7rdJSn holds. Since along the 
state trajectory q1(t) when the uncertainty trajectory is r1 (t) = r 1 , t E [0 , .0.t] the 
set of satisfying propositions does not change, only one state, denoted sL is gener-
ated, where B1 = {~~7ru' ~~7rv ' ~~7rdJ. For the state trajectory q2,1(t), when the uncer-
tainty trajectory is r 2,1 (t) = r2,1, t E [.0.t, 2.0.tL the following sequence is generated: 
(81 [ 1 - 1]) (87 [ 7 -7]) h h . . l b d h h fi - 2 , t_2 , t 2 , ... , - 2 , t_2 , t2 , w ere t e tzme znterva oun s are s own on t e g-
ure and e~ = { ~~7ru , ~~7rp, ~~7rdl}) e~ = { ~~7ru, ~~7rdl}) e~ = { ~~7ru, ~1rp , ~~7rdl} ) ... ) 
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8~ = {~~'1T,,~~'1Tp} and 8~ = {~~'1T,,~~'1Tp)~'1TdJ. Below: A fragment of the MDP corre-
sponding to the scenario shown above, where [-Emax, Emax] is partitioned into n = 3 
intervals. Action u§ E A( sD enables three transitions, each w. p. ~ . This corresponds 
to applied control input being equal to u§ + E~ w. p. ~ , E~ E E. The elements of s~ are: 
q~(t) = q2,1(t') and r~(t) = r2,1(t'), t' E [f~, t;J, [f2, £2] is such that E§ E [f2, £2] E £ and 
8~, i = 1, ... , 7. Note that A(sD = U. • 
Next , for each (81, [f1, t;_]), i = 1, ... , l, we generate a state of the MDP 4 
(qt(t), ri(t), f, £, 8f) such that qi(t) = qk(t') and ri(t) = rk(t'), t' E [fi, t;_] and f 
and E are such that E E [f, £] E £. Note that t~ - fi is the time spent satisfying set 
of propositions 8i, i = 1, ... , l. Finally, the newly generated state s1, i = 1, ... l , 
l 2: 1, is added to S and the transition probability function and the cost function are 
updated, as follows : 
. i i+l i i+l -:i . 
• If i < l, then A(sk) = v, P(sk, v, sk ) = 1, and T(sk, sk ) = tk - fk, and 
otherwise, i.e., if i = l , then A(sU = U, \:/uk+l E U, P(sL uk+1 , sl+l) = ~' and 
T(sL s1+1) = t~- f~. 
The former follows from the fact that kb..t is not reached and control input for 
the next stage needs not to be chosen. Under dummy action v, with probability 
1, the system makes a transition to the next element in the sequence satisfying 
a different set of propositions. The latter follows from the fact that kb..t is 
reached and the control input for the next stage needs to be chosen. Given a 
control input uk+l E U the applied control input will be uk+l + E E Wd, E E E , 
with probability~ ' and given a new state trajectory Qk+l(qk, uk+1 +E, t) the first 
corresponding state will be Sk+l (see Example 4.2). 
• If the termination time is reached, we set A( sk) 
T(s1, sk) = 0. Such state is called a leaf state. 
v, P(s1, <p, sk) 1, and 
Proposition 4.1. The model M defined above is a valid tree-structured MDP, z.e., 
it satisfies the Markov property, P is a valid transition probability function and each 
76 
.5 
-1 
0.2 0.4 0.6 
-6 7 
' .--"<lt---t----+ t2 = h 
t~ = 2f::l.t 
1.2 X 
v w.p. 1 
/v w.p. 1 
Figure 4·4: An example scenario corresponding to the MDP fragment 
shown below. 
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state has exactly one incoming transition. 
Proof: The proof follows from the construction of the MDP. Given a current state 
3 E Sand an action a E A(3), the conditional probability distribution of future states 
depends only on the current state 3, not on the sequences of events that precede it 
(see the rules stated above). Thus, the Markov property holds. In addition, since 
L.::EE£ Pw(w( u) = u +E) = 1, it follows that Pis a valid transition probability function 
(see Def. 2.2). Finally, the fact that M is a tree-structured MDP follows from the 
following: for each qk ( t) E G K ( qinit), a unique sequence of states 4, i = 1, ... , l, l 2: 1 
is generated. Each state in that sequence has exactly one incoming transition. Thus, 
according to Def. 4.1, M is a tree-structured MDP. • 
P •t• 4 2 L t - 1 h 1 12 lK-l lK 7 b th th th h th ropos1 wn . . e w - 3031 ... 3 1 3 2 ... 3 2 ... 3 K 3  e e pa roug e 
MDP corresponding to a state trajectory q(t) E GK(qinit), t E [0, K~t], i .e., 31 = 
(qt(t), r1(t), ~) E, en such that qt(t) = qk(t') and r1(t) = rk(t'), t' E [tL t1:L and~ and 
"E are such that E E [~,E] E E. Also, let uk E U be such that qk(t) = qk(qk_ 1 , uk + 
Ek, t), k = 1, .. . , K, where Ek E E~k E [~k ' Ek] E E, and qo = qinit· Then, if 
d 1 h 1 l2 lK-1 lK h l h( l) t. fi PCTL .f l "' war, o = o0o1 .. . o1 o2 ... o2 ... oK oK, w ere oi = 3i , sa zs es Jormu a 'f' 
(Eqn. (4.3)), the following holds: 
1. q(t) when the uncertainty trajectory is r(t), such that r(t) = rk(t') = rk, t' E 
[tL t1:L where rk is given by Eqn. (3.11), satisfies¢, and 
2. Any state trajectory q'(t') = q~(t), t' E [(k -1)~t, k~t], k = 1, ... , K, such that 
q~(t) = q~(q~_ 1 , uk + E~ , t), where E~ E [~k' Ek] E E and qb = qinit, satisfies¢. 
Informally, if word o, corresponding to path w, satisfies PCTL formula ¢, then the 
corresponding state trajectory, q(t), also satisfies ¢. Moreover, any state trajectory 
within the uncertainty region D((x(t), y(t)), r(t)) also satisfies¢. 
Proof: For part (i) the proof follows from the rules for generating a se-
quence stated in this section and from the construction of the MDP. For part 
(ii) note that due to the conservative approximation of the uncertainty region, 
7The element under the over-line is repeated infinitely since A( s~<) = v and P( st;!, v, st;!) = 1. 
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q'(t) ~ D((x(t), y(t)), r(t)), Vt E [0, K~t]. Thus, it follows from (i) that q'(t) satisfies 
¢. • 
4.2.5 Problem Reformulation 
In this subsection we formulate a problem on the MDP M. In Sec. 4.2.11 we will 
show the one-to-one correspondence between a control policy on M and a vehicle 
control strategy on the original system and we will prove that the solution to this 
new problem provides bounds on the solution to Problem 4.1. 
We start by evaluating the conditional expected time to satisfy a given specifica-
tion on the MDP. In order to do so, we use the result from Yoo et al. 2013. Given an 
MDP M , an MDP control policy J.L (see Def. 2.3) and a PCLT formal¢ we denote the 
expected time to satisfy¢, from states E S, under J.L as TJ..I.(s). Similarly, we denote 
the conditional expected time to satisfy ¢ from s, i.e, the expected time to satisfy ¢ 
from s given mission success as TJ..I.(s! F= ¢) .8 Note that the difference between TJ..I.(s) 
and TJ..I.(sl F= ¢) is that TJ..I.(s) considers the expected completion time over all possi-
ble paths that can be generated under J.L, whereas TJ..I.(sJ F= ¢) considers the expected 
completion time over the satisfying paths that can be generated under J.L. From (Yoo 
et al., 2013) it follows that: 
( I ~ '"") ="""' P(s , J.L(s), s') · VJ..I.(s') · (T(s , s') + TJ..I.(s'l F= ¢)) TJ..I. s r- '+' L....t V: (s) , 
~es J1. 
(4.5) 
where VJ..I.(s) : S --+ [0, 1] is the probability of satisfying the specification at s under 
control policy J.L and T J1. ( s I F= ¢) = 0 if s is a satisfying state and T J1. ( s I F= ¢) = oo if s 
is a violating state. Note that the evaluation is done with a given control policy J.L. 
We are ready to formulate the problem on the MDP M. 
Problem 4.2. Given a PCTL formula ¢ over 3rr (Eqn. (4.3)), a tree-structured 
MDP M and a probability threshold a E [0, 1]: 
8 We slightly abuse the notation and write "¢> is satisfied" as F= ¢>. 
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1. Generate an optimal control policy 11'¢ with respect to the conditional expected 
time to satisfy <P on M such that the probability of satisfying <P at every non-
violating reachable state is greater than the probability threshold a, i.e.: 
11'¢ = argmin TJ.L(sol F= <P) 
J.! 
s.t. VJ.L¢(s) >a, Vs E §J.L¢(s0), 
(4.6) 
where §J.L¢(s0 ) = {s E Sis is a non-violating state reachable from s0 under 11'¢}, 
and 
2. If the probability threshold cannot be satisfied with the initial specification, return 
a ((closest" set of specifications that can be satisfied with the desired threshold. 
Remark 4.3. The constraint that the satisfaction probability needs to be above the 
probability threshold a at every non-violating reachable state follows from the fact that 
at the violating states the satisfaction probability is equal to 0 and does not depend on 
the control policy. 
In order to solve Problem 4.2, first, we need to test whether for a given probabil-
ity threshold and an initial specification an optimal solution exists. We do this by 
checking if under the maximizing control policy the satisfaction probability is above 
the threshold, at every non-violating reachable state. In Sec. 4.2.6 we propose an 
algorithm for obtaining an initial control policy that maximizes the probability of 
satisfying the initial specification. Next, in Sec. 4.2. 7 we propose an algorithm to 
answer the query above. If the answer to the query is negative, we use the approach 
presented in Sec. 4.2.8, where we introduce the specification update rules that guar-
antee to increase the satisfaction probability. Finally, in Sec 4.2.9 we develop an 
efficient algorithm for obtaining an updated control policy, which exploits the MDP 
structure, the structure of the PCTL formulas (Eqn. ( 4.3)), and reuses the initial 
control policy. 
80 
4.2.6 Maximizing Control Policy for the Initial PCTL Formula 
In this subsection we propose a PCTL control synthesis algorithm for synthesizing 
a control policy that maximizes the probability of satisfying the specification. The 
proposed approach is an adaptation of the approach from Lahijanian et al. 2012. 
Specifically, we exploit the tree-like structure of M and develop an efficient algorithm 
for generating a control policy for M that maximizes the probability of satisfying a 
PCTL formula¢ (Eqn. (4.3)). 
Given a tree-structured MDP M = (S, s0 , A, Act, P, T, 3rr, h) and a PCTL formula 
¢ := P ?_p1 [cp1U( 't/JIAP?_p2 [cp2U( '1/J2/\ .. . /\P?_p1 [cptU'I/ItDDJ, we are interested in obtaining 
the control policy J.l<P that maximizes the probability of satisfying ¢ , as well as the 
corresponding probability value function, denoted Vp,q,· Specifically, for s E S, I-L¢(s) E 
A( s) is the action to be applied at s and VJiq, ( s) is the probability of satisfying ¢ at 
s under control policy J.l<P· To solve this problem we propose the following approach: 
• Step 1: Solve ¢ 1 := P?_p1 [cp1U'¢1], i.e. , find the set of initial states S¢1 from 
which ¢ 1 is satisfied with probability greater than or equal to Pt and determine 
the corresponding control policy 1-L<Pr To solve this problem, first, let c/Jj := 
Pmax=?['PtU'I/It], and compute the maximizing probabilities VJlq,'. This can be 
f 
done by dividing S into three subsets S'¢r (states satisfying c/Jj with probability 
1) , s;;~ (states satisfying c/Jj with probability 0) , and s~, (the remaining states): 
S~~s = Sat('I/Jt ), 
f 
S'¢~ = S \ (Sat(<pt) U Sat('I/Jt)), 
s~, = s \ (S~~s u s;;n, 
f ~! f 
where Sat('l/lt) and Sat(cpt) are the set of states satisfying '1/!t and <{Jf, respec-
tively. The computation of maximizing probabilities for the states in S can be 
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obtained as a unique solution of the following system: 
1 if s E S~r 
VJ.L4, (s) = 0 if s E s;p~ (4.7) f 
maxaEA(s){l:siES P(s, a, s')VJ.i.pl (s')} if s E S1j f 
and the control policy at each state is equal to the action that gives rise to this 
optimal solution, i.e., 'lisE S, J.-l¢1 (s) = argmaxaEA(s){l:s~Es P(s, a, s')VJ.L 1 (s')}. f .pf 
Remark 4.4. In general (i .e., for a non tree-structured MDP containing cy-
cles), solving Eqn. (4. 7) requires solving a linear programming problem (Baier 
and Katoen 2008; Lahijanian et al. 2012} . For a tree-structured MDPs the so-
lution can be obtained in a simple fashion: from each leaf state of the MDP, 
move backwards, by visiting parent states until so is reached; at each state in 
S1! perform maximization from Eqn. (4. 7). The fact that M contains no cy-
cles is sufficient to see that the procedure stated above will result in maximizing 
probabilities. 
The state formula ¢J requires to reach a state in Sat( 1);!) by going through 
states in Sat( cp f) with probability greater than or equal top f. Thus, V s E S s. t . 
VJ.L 1 (s) < PJ we set VJ.L.p (s) = 0, and otherwise, i.e., 'lis E S s.t. VJ.L 1 (s) ;:::: PJ 
.pf f .pf 
we set VJ.L.p (s) = VJ.L 1 (s) . Finally, 'lisE S, M¢1 (s) = 1-l¢1 (s) and the set of initial f .pf f 
states is S¢1 = {s E SIVJ.L.p1 (s) > 0}. 
• Step 2: Solve cfJJ-1 := P?.p1_1 [C,OJU(1);J-1 1\ ¢,)], 1.e. , find the set of ini-
tial states S¢1 _ 1 from which ¢,_1 is satisfied with probability greater than 
or equal to Pt- 1 . To solve this problem, again, begin by solving ¢j_ 1 := 
Pmax=?['PJ-1U(1);J-11\ ¢,)]. Start by dividing S into three subsets: 
s~;s = Sat('I/Jt-d n S¢1 , '~-'f-1 
S"¢? = S \ (Sat(rpt_1 ) u s~;s )), 
f-1 '~-'f-1 
B1~ = S \ (s~;s u S1? ), 
f-1 '1-'J-1 '~-'f-1 
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Note that, S~;s is the set of states satisfying '1/JJ-l intersected with S¢r Next, 
'+'f-1 
perform the same procedure as in Step 1 for obtaining M¢1_ 1 , VJ.L<t>1_ 1 , and S¢1 _ 1 . 
• Step 3: Repeat Step 2 for ¢J-2 , ¢J-3, . . . , ¢1> i.e., until P,¢1 , VJ.L<1> 1 , and S¢1 are 
obtained where ¢1 : = P?.p1 [ 'Pl U ( 'l/J1 1\ c/>2) ]. 
By the nature of the PCTL formulas, to ensure the execution of all specified tasks 
in ¢ , we construct a history dependent control policy of the following form: 
M¢ : Apply policy M¢1 until a state in s~r is reached. Then, apply policy M¢2 until a 
state in s~r is reached. · · · Finally, apply P,¢1 until a state in s~r is reached. 
For the same reason as stated above, VJ.L<t>(s0 ), the maximum probability of 
satisfying ¢ , cannot be found directly because it is not known which state m 
s~r, S~~s, ... , S~~s will be reached first. However, since the probability of satisfy-
ing ¢i from each state in S~!~ 1 is available, a bound on the probability of satisfying 
¢ can be defined. The lower and upper bounds are VJ.L<t> (so) · V,~in · .... V,~in and 
1 .-¢2 .-<Pf 
v. (s ) . vmax . . vmax where vmin and vmax denote the minimum and maximum 
J.L¢1 ° J.L¢2 . . . J.L<i>t ' J.L<i>i J.L<i>i 
probability of satisfying ¢ i from S~!~ 1 • 
4.2. 7 Existence of an Optimal Control Policy 
Next, we need to check if under the maximizing control policy, P,¢, the satisfaction 
probability is above the threshold at every non-violating state of the reachable set, 
i.e, if Vtt<t>(s) >a, Vs E §J.L<t>(s0 ). In order to do so, first , let us introduce the following 
definition: s E §(so) is said to be in between S~!~1 and s~r if a path from So to s 
visits S~!~ 1 but does not visit s~;s (since M is a tree-structured MDP, for a given 
s, finding such S~!~ 1 and s~r is a straitghforward process). Then, we propose the 
following algorithm: 
• Step 1: Construct the set of non-violating states reachable from s0 under P,¢, 
§tt<P(s0 ), as follows: Initially, §tt<P(so) = {so}. At s E §tt<t>(so) apply the action 
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as specified by pq,, i.e., at s apply action pq,(s) and add all non-violating states 
s' E S s.t. P(s, J-lq,(s), s') > 0 to § 11q,(s0 ). 
• Step 2: For each state in § 11 <1> ( s0 ) check if the probability threshold constraint 
holds. Given s E § 11<t>(s0 ), such that it is in between s~;: 1 and s~;s, i = 
{0, ... , f}, 8~78 =so, the lower bound of V11_,_(s) is V11 _,_ (s) · V,;nin · ... · V,;nin. If 
'1-'0 '1-' '~-'• r</>i+l r</> f 
V11 _,_. ( s) · v,;nin · ... · v,;nin > a then we can guarantee that V11 _,_ ( s) > a. Otherwise, '~-'• r</>i+l r<PJ '1-' 
at state s, we cannot guarantee that the probability threshold can be satisfied 
with the initial specification. 
If V11q,(s) >a, Vs E § 11q,(s0 ), then we can guarantee that Problem 4.2 has an opti-
mal solution and we proceed with finding the optimal solution (see Sec. 4.2.10-4.2.11). 
If that is not the case, then the system recommends a set of updated specifications, 
guaranteed to increase the satisfaction probability above the desired threshold (see 
the next subsection). 
4.2.8 Specification Update Rules 
In this subsection we introduce a set of specification update rules that guarantee 
to increase the satisfaction probability. As stated in the introduction of Chapter 4, 
we wish to develop a human-supervised control synthesis method, with an offline 
and online phase. The satisfaction probability increase is needed in the offline phase 
(i.e., before the deployment) if the given probability threshold cannot be satisfied 
with the initial specification. Additionally, the increase is needed in the online phase 
(i.e., during the deployment) if events occurring in the environment decrease the 
satisfaction probability below the desired threshold. 
First, we informally introduce the specification update rules and give an exam-
ple. Note that, if under the execution of J-lq,, S~:S is reached, it is guaranteed that 
P?.p1 [cp1U('lj;1 1\ ... I\ P?.pJcpiU'l/Ji])] part of¢ is satisfied. In that case we say that¢ is 
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satisfied up to i, where 
. { ·lsyes . h d} syes z = max J <P' 1s reac e , <P' = s0 . jE{O, ... ,f} i o 
Then, given¢ satisfied up to i, 0::::; i::::; f, the updated PCTL formula, denoted¢+, 
is obtained from ¢by removing the already satisfied part of¢, and then by: 
1. Adding or removing conjunction clause from 'lj;j; or 
2. Adding or removing a disjunction clause from I.{Jj; or 
3. Increasing or decreasing Pj, for any j E { i, ... , f}. 
The specification can be updated at kl:lt, for some k = 0, ... , K - 1 (if k = 0 the 
update is done in the offline phase, and otherwise it is done in the online phase). 
Example 4.3. Consider Specification 4.1 (Sec. 4.1.1) and assume that at kl:lt the 
vehicle enters a pick-up region, while avoiding the test1 and the unsafe regions, 
and additionally, that the drop-of f2 regions become unavailable for the drop off, i.e., 
the vehicle is allowed to drop off the load only at the drop-off1 regions. Then, the 
updated formula is: 
¢+ : = P>o[-,nuU((-,nu 1\ 7rn) V (-,7ru 1\ 7rt2)/\ 
P>o[-,nuU(-,nu 1\ 7rd1)])], 
where ¢+ is obtained from ¢ by removing the already satisfied part of ¢ 
(Eqn. (4.4)), P>o[-,nu 1\ -,nnU-,nu 1\ np], and by removing the conjunction clause, 
• 
Since Vj E {1, .. . , f}, I.{Jj and 'lj;j are in CNF and DNF, respectively, they can 
1 m· 1 n · + be expressed as I.{Jj = r.pj 1\ . . . 1\ r.pj 3 and 'l/Jj = 'lj;j V ... V 'l/J/ where mj, nj E .Z , 
and \:1 m=1, ... ,mi r.pj is a disjunction clause (disjunction of propositions from 3rr) , and 
Vn=1, ... ,ni'l/Jj is a conjunction clause (conjunction of propositions from 3rr). We are 
ready to formulate the specification update rules: 
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Specification update rules: Given ¢ satisfied up to i, 0 ~ i ~ j , the updated 
formula ¢+ is obtained from ¢ by removing P?.p1 [cp1U( 'l/J1 1\ .. . 1\ P?.p;[cpiU'l/Ji ])] from 
¢ , and then by updating 'lj;1, cp1, or p1 for j E { i, . . . , f}: 
1 o/,+ - o/,1 o/,nj+1 . . 'f' 1 - 'f' 1 V ... V 'f' 1 , or 
o!,+ - o/,1 o/,nj-1 "f 1· 2. 'f'j - 'f'j V .. . V 'f'j , 1 n1 ;::: , or 
+ 1 ffij-1 "f > 1· 3. cp1 = cp1 1\ . .. 1\ cp1 , 1 m1 _ , or 
5. pj E [0, 1] s.t. pj < p1; or 
6. PJ E [0 , 1] s.t. PJ > Pj; 
where 'I/J]j+1 and cp7j+l are conjunction and disjunction clauses from 3rr , respectively. 
In the next subsection we will propose an algorithm for obtaining an updated 
maximizing control policy and the corresponding satisfaction probability, f-L¢+ and 
Vllq,+, respectively, and we will show the following: 
1. Updates 1, 3, and 5 guarantee to increase the satisfaction probability, i.e., for 
updates 1, 3, and 5, Vs E S, Vllq,+ (s) ;::: Vll<t>(s). 
2. Updates 2, 4, and 6 guarantee to decrease the satisfaction probability, i. e., for 
updates 2, 4, and 6, \:Is E S, Vllq,+ (s) ~ Vll<t>(s). 
4.2.9 Maximizing Control Policy for the Updated PCTL Formula 
In this subsection we show how the approach from Sec. 4.2.6 can be modified for 
obtaining f-l<f>+ and Vllq,+. The modified approach reuses the initial solution (i.e., f-l<P 
and Vp,q,) , and exploits the structure of formulas given by Eqn. (4.3), and the fact 
that M is a tree-structured MDP. 
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First , we use the tree structure of the MDP. As we will explain in the next section, 
given a sequence of measured intervals, we can follow the vehicle's progress on M. 
We denote the current state as sa E S (if it is at the initial state, then sa = s0 ). 
Then, since M is a tree-structured MDP, 1-l¢+ needs to be defined only for the states 
reachable from current state sa. Thus, we construct a new tree-structured MDP 
M+ ~ M, for which sa is the initial state, by eliminating the states that are not 
reachable form sa. For a tree-structured MDP this is a straightforward process. 
Next, we show that updates 1, 3, and 5 guarantee to increase the satisfaction 
probability and that updates 2, 4, and 6 guarantee to decrease the satisfaction 
probability. Additionally, we show that we can partially reuse 1-l¢ and VJ.L<P when 
solving 4>+ on M+. We give a detailed description for Update 1 and just give an 
overview for all other updates. 
Update 1: Adding a conjunction clause '1/JJi +I to '1/Jj, resulting in '1/Jj = '1/Jj V 
'I/JJi+1 . We solve 4>+ on M+ by using approach presented in Sec. 4.2.6. Since for 
k E {j + 1, ... , j}, 4>t = 4Jk , it follows that 1-l¢+ = l-l¢k' VJ.L + = VJ.Lq, , and S¢+ = S¢k ' k <l>k k k 
i.e., for k E {j + 1, ... , j} the control policy and the satisfaction probability do 
not change and we can reuse the initial solution (this holds for all other updates 
as well). When solving 4>j := P'2Pi [cpjU(('I/Jj V '1/JJi+I) 1\ 4>HI)], i. e. , in particular 
1>j' := Pmax=? [I.{JjU(( 'I/Jj V 'I/JJi+1) 1\ 4>HI)] note that: 
s:e;, = (Sat('l/lj) n sc/Ji+J u (Sat('l/l;j+1) n sc/Ji+J, 
J 
s;~' =8 \(Sat(cpj)us:e:,)), 
J J 
8 7 +' = s \ cs-:;s u s;;n. 
cPj ~J J 
By using Eqn. (4.7) we obtain 1-l¢+' and VJ.L +" and then 1-l¢+, VJ.L + and Sc/J+ as 
J <l>j J <l>j J 
described in Sec. 4.2.6. From the fact that s:e:, ;::2 s~:~, i.e., from the fact that the 
J 
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set of states satisfying ¢j' (the updated formula) with probability 1 contains the 
states satisfying ¢j (the initial formula) with probability 1 it follows that Vs E s+, 
VJL I (s) 2: VJL .... I (s), and thus SA.+ 2 s</>j and VJL + (s) 2: VJL<t> (s). This property 
<t>j '+'J "'J <t>j J 
holds all the way down until 11¢+ and VJL + are obtained. Therefore, \:/ s E s+ , 
•+1 <t>i+l 
VJLq,+ ( s) 2: VJL<t> ( s), i.e. , Update 1 increases the satisfaction probability. 
Update 2: Removing a conjunction clause '1/JJi from '1/Jj, resulting in 
'1/Jj = '1/Jj V ... V '1/J?- 1 . We follow the approach from Update 1, with the final 
result being: \:/ s E s+, VJLq,+ ( s) ~ VJL<t> ( s), which follows from the fact that 
s~e:, ~ s~:~) and then the same reasoning as above is used. 
J 
Update 3: Removing a disjunction clause 'P7i from ';?j, resulting in 'PJ = 'PJ 1\ ... 1\ 
'Pr;j-1 . We follow the approach from Update 1, with the final result being: Vs E s+ , 
VJLq,+ (,s) 2: VJL<t>(s), which follows from the fact that s;t' = S \ (Sat(Y?J) U S~t' )) ~ 
s;;;, = S \ (Sat(Y?j) U s~e;, )), since Sat(Y?J) 2 Sat(Y?j) , and then the same reasoning 
J 
as before is used 
Update 4: Adding a disjunction clause 'P7i+1 to ';?j, resulting in 
We follow the approach from Update 1 , with the final 
result being: \:/ s E s+, VJLq,+ ( s) ~ VJL<t> ( s), which follows from the fact that 
sn~, = s \(Sat( 'PJ) u sYe;,)) 2 s;;o, = s \(Sat( ';?j) u sYe;,))) since Sat( 'PJ) ~ Sat( ';?j)) 
~ ~ J ~ 
and then the same reasoning as before is used. 
Update 5: Decreasing Pj such that pJ ~ pj, pJ E [0, 1]. We follow the approach 
from Update 1, with the final result being: \:/ s E s+ , VJLq,+ ( s) 2: VJL<t> ( s), which 
follows from the fact that S<t>j 2 S<Pi' and then VJL<t>j_
1 
(s) 2: VJL<t>j- 1 (s). From here 
the same reasoning as before is used. The fact that 84>+ 2 S</>j follows from: 
J 
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Update 6: Increasing Pj such that pj ~ pj, pj E [0, 1]. We follow the approach 
from Update 5, with the final result being: 'lisE s+, VJ.L.p+(s) ~ VJ.L<t>(s), which follows 
from the fact that S4>J ~ Sl/>j and then VJ.L<t>J_
1 
(s) ~ VJ.L<t>j-l (s) (see Update 5). 
For the reasons stated in the previous subsection J.-l4>+ has also a history dependent 
form and we can find the lower and upper bounds of VJ.L.p+ (sc). 
Remark 4.5. Since Srr is a finite set of propositions and assuming that pj, '1/j E 
{1, ... , f}, can only take a finite number of values, then the set of updated specifica-
tions, guaranteed to have the satisfaction probability above the threshold, is a finite set 
that can be enumerated. Note that there always exists a non empty set of such specifi-
cations, since by using the specification update rules, a trivial specification, guaranteed 
to satisfy the specification with probability 1, can always be obtained. Additionally, 
note that ifi = minjE{l, .. . ,f}f:Js E §(so)IVJ.L<Pj (s) · VJ.L~!: 1 • ••• • VJ.L~~n <a} (i is the small-
est index for which a state violating the probability threshold exists), then the increase 
in the satisfaction probability can only be achieved by updating c/>j, j E { i, ... , f} , 
since updating c/>k, k E {1, ... , i- 1}, will not affect the satisfaction probability. This 
limits the search for the set of updated specifications. The control synthesis algorithm 
returns a "closest" set of updated specifications, guaranteed to satisfy the probability 
threshold, that are obtained by 1) adding a minimally required number of conjunction 
clauses to '1/Jj 's (Update 1), 2) removing a minimally required number of disjunction 
clauses from 'Pj 's (Update 3 ), and 3) minimally decreasing Pj 's (Update 5). If the user 
is not satisfied with any of the updated specifications, then the process is repeated, now 
using every updated specification as the initial one. 
4.2.10 Optimal Control Policy Synthesis 
For the reasons stated in Sec. 4.2.6, TJ.Lq,(sol F= ¢)cannot be found directly because un-
der the maximizing control policy J.-l4> it is not known which state in s~r , s~r, ... , s~r 
will be reached first. However, since the conditional expected time of reaching 
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a state in S~:S from each state in S~!: 1 is available, a bound on the conditional 
expected time to satisfy ¢ can be defined. The lower and upper bounds are 
Til-_., (sol F ¢1) + T,r;"in ... + T,~in and Tll-<P (sol F ¢1) + T,~ax ... + T,r;"ax, where T,~in 
'>'1 r</>2 r.,- f 1 r.,-2 r</> f r-<f>; 
and T::,:x are the minimum and maximum conditional expected time to reach S~:S 
from ~!: 1 under 1-Lc/J· In this work the upper bound, i.e ., a worst case scenario, is 
minimized. 
Given a current control policy 1-L¢, vll-a<t> ( s) and T~"' ( s I F= ¢) denote the probability 
of satisfying ¢ from state s and the conditional expected time to satisfy ¢ from state 
s, respectively, given that at state s the applied action is a E A( s) and for the rest of 
the states the applied action is as specified by f-Lc/J· 
We are ready to present the algorithm that returns the optimal control policy, 
J-L~, the lower bound on the probability of satisfying ¢, v/1-<t>* (so) . v/1-m~n • ... • v/1-m~n, 
1 "'2 "'f 
and the upper bound on the conditional expected time to satisfy ¢, Tll-<t>i (sol F= ¢1) + 
• Step 1: Determine T::,:x' Vi E {1, ... 'f}, as follows: For each state in s~~s 
move backwards, by visiting parent states until s0 is reached. Let s E S be 
the current visited state in between S~;s and 8~78 , i = {0, . .. , j}, S~;s = So. 
t-1 ' 'f'Q 
Calculate Tll-<P; (sl F ¢i) by using Eqn. (4.5) where vll-<P; is the probability of 
satisfying ¢ i from s (i.e., entering S~!s from s) under the maximizing control 
policy /-Lc/J; , and T 11-<t>; ( s'l F= ¢ i) = 0 if s' is a satisfying state (i.e. , s' E s~;s), and 
Tll-<t>; (s'l F= ¢i) = oo if s' is a violating state. Then, Vi E {1, ... , f}, T::,:x = 
maxsESyes { T/1-<f> (sl F ¢ i )}, where s~;s =So. 
"'~-1 ' 0 
Informally, determine the maximum conditional expected time to reach s~;s 
from S~!: 1 , Vi E {1, ... , f} , under the maximizing control policy 1-L¢· 
• Step 2: For each state in s~r move backwards, by visiting parent states until 
So is reached. Let s E s be the current visited state in between s~r~1 and s~r' 
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i = {o, . .. , f} , s~r =so. Then: 
1. A'(s) +--{a E A(s)IVa (s). vmin . ... . vmin >a}; J.L<Pi J.L<Pi+ 1 J.L<P I 
2. P,¢i(s) = argminaEA'(s){T:<P/sl F ¢ i) + T;;,~: 1 + ... + T;;,~x } ; 
3. Update VJ.L<Pi (s) and TJ.L<Pi (sl F= ¢i) ; If s E S~f~ 1 update T;;,~x; 
Informally, given s in between S~!: 1 and s~r, first, identify the set of actions 
at s that do not violate the probability threshold. Next, the optimal action at 
s is equal to the one that minimizes the conditional expected time to satisfy 
the specification. Finally, update the probability and the conditional expected 
time to enter s~r from s with respect to the optimal action. 
• Step 3: \:Is E S set p,';pi(s) = l-l¢i (s), VJ.L~i(s) = VJ.L<Pi(s), TJ.L~;(sl F= ¢i) = TJ.L<P;(s l F= 
¢ i); 
The fact that M contains no cycles is sufficient to see that the procedure stated 
above will result in optimal control policy. 
4.2.11 Optimal Vehicle Control Strategy Synthesis 
[ui + f i, ui + Ei], u i E U and [fi, Ei] E £ , i = 1, ... , k. This corresponds to a unique 
path through the MDP: 
so 
where each transition is either induced by a choice of action and the noise in-
terval (at s0 , si1 , s~2 , .•. s~k_::-{) or by the dummy action v if ki],.t, for some k, is 
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not reached and the control input for the next stage needs not to be chosen (at 
1 h -1 1 12-1 1 1,. -1) ( s 4 4) s1, ... ,s1 ,s2 , ... ,s2 , ... ,sk, ... ,sk see ec. ·. The uniqueness follows 
from the construction of MDP M and the fact that the noise interval is an element 
of a state. 
Thus, the desired vehicle control strategy is in the form of a finite sequence r = 
{/o,/1, .. ·/K-1}, where ')'o = p,';p(so) E U and /k: (U x £)k ~ U, s.t. 
/k ((u1, [f1, "E\]) ... (uk, [fk, "Ek])) = 
p,(~k((u1, [f1, €1]) ... (uk, [fk, Ek]))) = p,;j,(s~"') 
for k 1, ... , K - 1. At stage k, the control input is uk 
/k-1((u1, [f1.E1]) ... (uk-1 , [fk_1, Ek-1])) E U. Thus, given a sequence of measured 
intervals, r returns the control input for the next stage by mapping the sequence to 
the state of the MDP; the control input corresponds to the optimal action at that 
state. 
Theorem 4.1. The probability that the system given by Eqn. (4.1), under the control 
strategy r, generates a trajectory that satisfies a PCTL formula ¢ (Eqn. (4.3)) is 
bounded from below by V~-t:;, (s0 ) , where V~-t:;, (so) is the probability of satisfying¢ on the 
MDP M, under the optimal control policy p,';p, bounded from below by V~-t • (so)· vmin. 
<Pl J.!.p2 
.... VJ.t~:n. 
I 
Proof: Considering the original system, let uk + Ek, k = 1, ... , K, be an applied 
control input at stage k, such that uk = /k-1((u1, [f1.E1]) ... (uk-1 , [fk_1Jk-1])) E U 
and Ek E [-Emax, Emax]· Then, [uk + fk, uk + Ek] is the measured interval at stage k, 
such that Ek E [fk, Ek] E £. Let q(t), t E [0, K .6.t], be the resulting state trajectory of 
the original system with q(O) = qinit· 
The sequence of measured intervals corresponds to a unique path through the 
MDP d t d 1 l1 1 l2 IK-1 IK ( p 't' 4 2 d th , eno e w = s0 s1 ... s1 s 2 ... s 2 ... sK sK see ropos1 wn . an e para-
h b ) Th. f t t d d 1 h 1 l2 lK-1 II< grap a ave . 1s sequence o s a es pro uces war ooo1 ... o1 o2 ... o2 ... oK oK , 
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where oi = h(sD. The produced word can: (i) satisfy¢ and (ii) not satisfy¢. Let us 
first consider the former. 
If the word satisfies ¢ from Proposition 4.2 it follows that q(t) also satisfies ¢. 
Under r, the probability of generating a state trajectory such that Ek E [fk, Ek], 
k = 1, .. . , K, is equivalent to the probability of generating w under p,*,p. Since under 
p,*,p the probability that the MDP generates a satisfying word is VJ.L¢ (so) it follows that 
the probability that the original system under r generates a satisfying trajectory is 
also VJ.L¢ (so). 
To show that VJ.L¢ (so) is the lower bound we need to consider the latter case. It is 
sufficient to observe that because of the conservative approximation of the uncertainty 
region it is possible that q(t) satisfies ¢, even though word o does not satisfy it. The 
rest of the proof, i.e, the fact that VJ.L~ (so) > VJ.Lq,• (so) · VJ.Lm~n · .. . · VJ.Lm~n is given in 
'I' 1 "'2 "'f 
Sec. 4.2.6. • 
Theorem 4.2. The conditional expected time to satisfy a PCTL formula ¢ 
(Eqn. (4.3)) by a trajectory of the system given by Eqn. (4.1), under the control 
strategy r' is bounded from above by 7 J.L¢ (So I F ¢)' where 7 J.L¢ (So I F ¢) is the condi-
tional expected time to satisfy¢ on the MDP M, under the optimal control policy p,*,p, 
bounded from above by 7J.L_.• (sol F= ¢ 1) + 7,~~x ... + 7,~~x. 
"'1 r-¢2 r-¢2 
Proof: Consider a state trajectory q(t), t E [0, K ~t] with the corresponding 
uncertainty trajectory r(t). Let w be the corresponding path through the MDP as 
in the previous proof. From Proposition 4.2 it follows that if a word generated by w 
satisfies¢ then q(t) will also satisfy¢. Moreover, the word produced on the MDP by 
w and the word produced by q(t) in the real environment are equivalent. However, 
due to the increasing uncertainty trajectory r(t) it is obvious that the time to satisfy 
¢ by q(t) is less than the time to satisfy ¢ by the uncertainty region, i.e., by the 
corresponding path through the MDP (for more intuition see Fig. 4·4). Thus, by 
using the same reasoning as in the previous proof, it follows that the conditional 
93 
expected time to satisfy ¢ by a trajectory of the system, under the control strategy 
r, is bounded from above by the conditional expected time to satisfy ¢on the MDP, 
under the control policy J-L';p, Tt-t~(s0 JI= ¢). The rest of the proof, i.e., the fact that 
• 
4.2.12 Complexity 
From Sec. 4·4 it follows that the MDP M depends on the environment and its size 
cannot be determined up-front. However, given U, n, and K, the number of states at 
which the nondeterminism needs to be resolved (i.e., the optimal action needs to be 
chosen) is bounded above by (JUI x n)K. Thus, given an initialformula ¢ of length 
f , in order to obtain a control policy that maximizes the probability of satisfying 
¢, at most (JUI x n)K x f maximizations needs to be performed (see Eqn. (4.7) 
in Sec. 4.2.6). Assuming that 'lj;j, '{Jj, or pj, 0 ~ j ~ f is updated, then at most 
(JUI x n)K x j maximizations needs to be performed in order to obtain an updated 
maximizing control policy. Finally, in order to obtain an optimal control policy at 
most (JUI x n)K minimizations needs to be performed (see Step 2 of the algorithm 
stated above). For more intuition see the simulation running times presented in 
Table 4.1 (Sec. 4.3) . 
4.3 Case Study 
We considered the system given by Eqn. 4.1 and we used the following numerical 
values: b.t = 1.2s, 1/ p = 7r /3, K = 8, and Emax = 0.06 with n = 2, i.e., b.E = 0.08. 
Thus the maximum actuator noise was approximately 6% of the maximum control 
input. 
Offiline phase: Cases A, B and C correspond to the offline phase. Initially, for 
case A the motion specification was given as in Example 4.1, and the corresponding 
PCTL formula was ¢ (Eqn. 4.4) with the probability threshold a= 0.7. Under the 
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maximizing control policy the lower bound on the probability of satisfying ¢ on the 
constructed MDP was 0, i.e., the probability threshold could not be satisfied with 
the initial specification. Then, the system generated a set of specification relaxations , 
based on the specification update rules from Sec. 4.2.8, that guaranteed to increase 
the satisfaction probability above the threshold. For case B we assumed that the 
supervisor agreed with the specification which "allowed the vehicle to go through a 
test! region before entering a pick-up region" (corresponding to Update 3), with 
the corresponding satisfaction probability, under the maximizing control policy, being 
0.83 (Update 3 increases the satisfaction probability). The conditional expected time 
to satisfy the updated specification on the MDP was 10.61 sec. Next, for case C 
the system generated an optimal control policy, minimizing the conditional expected 
time to satisfy the updated specification while keeping the satisfaction probability 
above a. The corresponding satisfaction probability and the conditional expected 
completion time were 0. 73 and 10.52 sec, respectively. In Fig. 4·5, for cases B and 
C sample state trajectories under the maximizing vehicle control strategy and the 
optimal vehicle control strategy, respectively, are shown. 
Online phase: Case D corresponds to the online phase. The vehicle was deployed 
under the optimal control strategy from case C and at 6.0..t the drop-off2 regions 
become unavailable for the drop off, and thus the updated specification "allowed the 
vehicle to drop off the load only in the drop-off 1 regions" (corresponds to Update 
2). The satisfaction probability and the conditional expected completion time, under 
the updated optimal control policy, were 0. 78 (Update 2 reduces the satisfaction 
probability) and 10.72 sec. Since 0.78 > a, the vehicle continued the deployment, 
now under the updated optimal vehicle control strategy. In Fig. 4·5, for case C, sample 
state trajectories under the updated optimal vehicle control strategy are shown. 
In Table 4.1, for each case, we compare 1) the satisfaction probabilities obtained 
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Table 4.1: Theoretical and simulation based results. 
Case 
A B c D 
MDP Construction 352 0 0 0 
Time [sec] 
MDP Size ~ 1.5 ~ 1.5 ~ 1.5 ~ 0.4 
million million million million 
MDP Control 33 19 16 9 
Synthesis Time [sec] 
Satisfaction Prob. 0 0.83 0.73 0.78 
(MDP) 
Satisfaction Prob. 0 0.91 0.76 0.80 
(Simulation) 
Conditional Expected 00 10.61 10.52 10.72 
Time (MDP) [sec] 
Conditional Expected 00 10.45 10.29 10.56 
Time (Simulation) [sec] 
on the MDP with the simulation based satisfaction probabilities (number of satis-
fying trajectories over the number of generated trajectories) and 2) the conditional 
expected completion times obtained on the MDP with the conditional expected com-
pletion times obtained from simulations (expected completion times of satisfying tra-
jectories). For each case 1000 trajectories were generated under the corresponding 
vehicle control strategy. The results support Theorem 4.1 and Theorem 4.2, since 1) 
the simulation based probabilities are bound from below by the theoretical probabil-
ities and 2) the simulation based conditional expected completion times are bounded 
from above by the theoretical conditional expected completion times. 
The constructed MDP had approximately 1.5 million states. The Matlab code 
used to construct the MDP ran for 5 min and 52 sec on a computer with a 2.5GHz dual 
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processor. The control synthesis algorithm for case A (initial PCTL control policy 
generation) ran for 33 sec. For cases B, C , and D the control synthesis algorithm 
ran for 19, 16 and 9 seconds, respectively. In case B the running time improved 
(compared to case A) by reusing the initial solution from case A. In case C the 
running time improved (compared to case B) by using the control policy from case 
B as the initial optimal control policy. There was an additional improvement in case 
D since the vehicle was moving prior to the update and the updated solution was 
obtained on the reduced MDP (see Table 4.1) . 
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Figure 4·5: 20 sample state (position) trajectories for cases B , C 
and D (to be read top to bottom) obtained by simulating the original 
system under the corresponding vehicle control strategies. Satisfying 
and violating sate trajectories are shown in black and red , respectively. 
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Chapter 5 
Stochastic Control of Noisy Vehicles from 
Time-Bounded Temporal Logic 
Specifications 
In this chapter, we address the problem of controlling a noisy differential drive mo-
bile robot such that the probability of satisfying a specification given as a Bounded 
Linear Temporal Logic (BLTL) formula over a set of properties at the regions in the 
environment is maximized. We assume that the vehicle can determine its precise 
initial position in a known map of the environment. However, motivated by practical 
limitations, we assume that the vehicle is equipped with noisy actuators and, during 
its motion in the environment, it can only measure the angular velocity of its wheels 
using limited accuracy incremental encoders. 
Assuming the duration of the motion is finite, we map the measurements to a 
Markov Decision Process (MDP). Because of the size of the MDP, finding the exact 
solution is computationally too expensive. We decided to trade-off correctness for 
scalability and we use computationally efficient technique based on system sampling. 
In particular, we use recent results in Statistical Model Checking for MDPs to obtain 
an MDP control policy that maximizes the probability of satisfaction. We translate 
this policy to a vehicle feedback control strategy and show that the probability that 
the vehicle satisfies the specification in the environment is bounded from below by 
the probability of satisfying the specification on the MDP. 
The remainder of this chapter is organized as follows. We formulate the problem 
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and outline the approach in Sec. 5.1. We present the full solution to the problem 
in Sec. 5.2. We illustrate our method with simulation and experimental results in 
Sec. 5.3. 
5.1 Problem Formulation and Approach 
5.1.1 Models and Specifications 
Motion model: A differential drive mobile robot (La Valle 2006) is a vehicle having 
two main wheels, each of which is attached to its own motor, and a third wheel 
which passively rolls along preventing the robot from falling over. In this chapter , 
we consider a stochastic version of a differential drive mobile robot, which captures 
actuator noise: 
x ~(ur + Er + ul + El) cos( B) 
y (5.1) 
8 y(ur+Er-Ul-El) 
where (x , y) E JR2 and e E [0, 27r) are the position and orientation of the vehicle 
in a world frame, Ur and ul are the control inputs (angular velocities before being 
corrupted by noise), Ur and U1 are control constraint sets, and Er and c1 are random 
variables modeling the actuator noise with continuous probability density functions 
supported on the bounded intervals [E~in, E~ax] and [c!in, c!ax], respectively. Lis the 
distance between the two wheels and r is the wheel radius. We denote the state of 
the system by q = [x, y, e]T E SE(2). 
Motivated by the fact that the time optimal trajectories for the bounded velocity 
differential drive robots are composed only of turns in place and straight lines (Balk-
com and Mason 2000), we assume Ur and Ul are finite, but we make no assumptions 
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on optimality. We define 
as the sets of applied control inputs, i.e, the sets of angular wheel velocities that are 
applied to the system in the presence of noise. We assume that time is uniformly 
discretized (partitioned) into stages (intervals) of length flt, where stage k is from 
(k- 1)flt to kflt. The duration of the entire motion plan is finite and it is denoted 
K flt (later in this section we explain how K is determined). We denote the control 
inputs and the applied control inputs at stage k as u~ E Ui, i E {r, l}, and wf E Wi, 
i E { r, l} , respectively. 
Sensing model: We assume that the vehicle is equipped with two incremen-
tal encoders, each measuring the applied control input (i.e., the angular velocity 
corrupted by noise) of one of the wheels. Motivated by the fact that the angu-
lar velocity is considered constant inside the given observation stage (Petrella et al. 
2007, Ekekwe et al. 2007), the applied controls are considered piecewise constant, i.e., 
wi : [(k- 1)flt, ktlt] --+ Wi, i E {r, l}, are constant over each stage. 
We denote the measurement resolution of an incremental encoder (Petrella et al. 
2007) as llEi, i E {r, l}. Given llEi and [crin, cfwx], i E {r, l}, then the following 
holds: 3ni E z+ s.t. nillEi = ltrax - crinl , i E {r, l}. For more details see Sec. ?? 
where we also explain how to obtain the measurement resolutions and the probability 
density functions. Then, [trin, crax] can be partitioned into ni noise intervals of 
length 2.ci: [f{;, E{;], Ji = 1, ... , ni, i E {r, l}. We denote the set of all noise intervals 
by £i = {[ff,"En ... , [f~i,E~i]}, i E {r,l}. At stage k, if the applied control input is 
u~ + Ei, the incremental encoder i will return the measured interval 
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~Er ~Er ~Er 
uk + E2 uk + 'E2 
[ r I -r r I r J 
Figure 5 ·1: Tachometer model. 
where Ei E [fi, Ei] E £i, i E {r , l}. In Fig. 5.1.1 we give an example of an incremental 
encoder where nr = 3, i.e, [E~in, E~ax] is partitioned into 3 noise intervals of length 
~Er, Er = { [s:;, 'E;], [s:;, 'E;J, [£~ , 'E~]}. For example, assume the applied control input at 
stage k is u~ + Er, such that Er E [s:;, 'E;]. Then, the incremental encoder r, at stage k, 
will return measured interval [w~, w~] = [u~ + s:;, u~ + 'E;). 
The pair of measured intervals at stage k, ( [ w~, wn [ w~, w~]), returned by the 
incremental encoders, is denoted by wk. 
Remark 5.1. Even though we focus on a differential drive mobile robot, the approach 
presented in this chapter can be applied to any system where the motion of the vehicle 
is given as a stochastic kinematic model equipped with a limited accuracy sensor as 
long as the following assumptions hold: (1) the actuator noise is modeled as a random 
variable with a continuous probability density function supported on a bounded inter-
val, (2) the system is equipped with a limited accuracy sensor such that the actuator's 
noise interval can be partitioned into subintervals of length ~E, where ~E is the mea-
surement resolution of the sensor, and (3) given the actuator and sensor models, we 
can define an overapproximated uncertainty region (see Sec . 5.2.3). For example, the 
presented method can be extended to a stochastic version of a car-like robot equipped 
with two limited accuracy incremental encoders (Fraichard and Mermond 1998} or to 
a stochastic version of a Dubins vehicle equipped with a limited accuracy gyroscope 
(Cizelj and B elta 2012). 
Environment model and specification: The vehicle moves in a planar en-
vironment in which a set of non-overlapping regions of interest , denoted by R, is 
present. Let II be the set of propositions satisfied at the regions in the environment. 
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One of these propositions, denoted by 1r u E II, signifies that the corresponding regions 
are unsafe. In this work, the motion specification is expressed as a BLTL formula¢ 
over II (see Def. 2.5): 
(5.2) 
fEz+, and C{Jj, \;/j E {1, ... ,/}, is of the following form: 
Example 5.1. Consider the environment shown in Fig. 5·2. Let II= {7ru, 1fp, 1ft, 7rd}, 
where 1fu, 1fp, 1ft, 1fd label the unsafe, pick-up, test and the drop-off regions, re-
spectively. Let the motion specification be as follows: 
Start from an initial state qinit and Teach a pick-up region within T1 time units 
to pick up a load. After entering the pick-up region reach a test region within T2 
time units and stay in it at least T2 time units. Finally, after entering the test region 
reach a drop-off region within T3 time units to drop off the load. Always avoid the 
unsafe regions. 
The specification translates to BLTL formula ¢: 
(5 .3) 
• 
Note that, in the formulas given by the proposed fragment of BLTL (Eqn. (5.2)) 
the propositions are classified into two nonintersecting sets according to whether 
they represent regions that must be reached or avoided (the unsafe regions) . By 
introducing an extended set of propositions (e.g., as presented in Fainekos et al. 
2009) , this limiting assumption can be lifted, and the presented approach can be 
extended to BLTL formulas where a region needs to be both reached and avoided. 
103 
.... .............. , ..... .  . .......................................... . . ............... . 
·•·••••••••••••••••· •••••.•• ··• ••••••••••••••.•• J , ~. ! 
.· .............. .. _; ,, , , 
(rr7,.0. 7-~)(0 .1J.44)(rr 1 • 1) 
Figure 5·2: An example environment with t he regions of interest. 
The unsafe , pick-up, test and the drop-off regions are shown in red, 
blue, cyan and green, respectively. A sample state (position) trajectory 
of t he system is shown in magenta. 
5.1.2 Problem Formulation 
For simplicity, we assume that the vehicle can precisely determine its initial state 
qinit = [xinit, Yinit , e init], in a known map of the environment . However , our approach 
works as long as the initial state is such t hat the corresponding distance and ori-
entation uncertainties are bounded (for more details see Sec. 5.2.3). For example, 
our approach can be applied directly when the initial state is modeled as a random 
variable with a finite support probability distribution (e.g., localization via a particle 
filter). While the vehicle moves, incremental encoder measurements Wk are available 
at each stage k. We define a vehicle control strategy as a map that takes as input a 
sequence of pairs of measured intervals W 1W 2 ... wk-l , and returns control inputs 
u~ E Ur and u7 E U1 at stage k. We are ready to formulate the main problem we 
consider in this chapter: 
Problem 5.1. Given a set of regions of interest R satisfying propositions from a set 
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II, a vehicle model described by Eqn. (5.1) with initial state qinit, a motion specifi-
cation expressed as a BLTL formula cp over II (Eqn. (5.2)), find a vehicle control 
strategy that maximizes the probability of satisfying the specification. 
To fully specify Problem 5.1, we need to define the satisfaction of a BLTL for-
mula cp by a trajectory q : [0, K..0.t] --+ SE(2) of the system from Eqn. (5.1). A 
formal definition is included in Sec. 5.2.1. Informally, q(t) produces a finite trace 
0' = (o1, t1)(o2, t2) ... (oz, tz), oi E II U 0, ti E IR~0 , i 2: 1, where oi is the satisfied 
proposition9 and ti is the time spent satisfying oi, as time evolves. A trajectory q(t) 
satisfies BLTL formula cp if and only if the generated trace satisfies the formula. Given 
cp, for the duration of the entire motion plan we use the smallest K E z+ for which 
model checking a trace is well defined, i.e., the smallest K for which the maximum 
nested sum of time bounds (see Zuliani et al. 2010) is at most K ..0.t. 
5.1.3 Approach 
In this section, we develop a suboptimal solution to Problem 5.1 consisting of three 
steps. First, we define a finite state MDP that captures every sequence realization of 
pairs of measurements returned by the incremental encoders. The states of the MDP 
correspond to the sequences of pairs of measured intervals and the actions correspond 
to the control inputs. 
Second, we find a control policy for the MDP that maximizes the probability of 
satisfying BLTL formula¢. Because of the size of the MDP, finding the exact solution 
is computationally too expensive. We decided to trade-off correctness for scalability 
and we use computationally efficient technique based on system sampling. We use 
recent results in Statistical Model Checking for MDPs (Henriques et al. 2012) to 
obtain an MDP control policy and a Bayesian Interval Estimation (BIE) algorithm 
(Zuliani et al. 2010) to estimate the probability of satisfying ¢. 
9Since the regions of interest are non-overlapping it follows that oi E TI U 0. 
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Finally, since each state of the MDP corresponds to a unique sequence of pairs of 
measured intervals, we translate the control policy to a vehicle control strategy. In 
addition, we show that the probability of satisfying ¢, in the original environment, 
is bounded from below by the probability of satisfying the specification on the MD P 
under the obtained control policy. 
Remark 5.2. The approach presented in this chapter can only deal with finite time 
specifications. There are two main reasons for this. First, as it will be show in 
Sec. 5.2.3, the vehicle is subject to cumulative and unbounded position uncertainty. 
Second, in order to perform SMC, sampling and model checking of traces needs to 
be computationally feasible. Therefore, the reason why we decided to use BLTL was 
the fact that, unlike LTL or Metric LTL (Koymans 1990}, the semantics of BLTL 
formulas is well-defined on finite prefixes of traces with a duration that is bounded. 
Additionally, given a BLTL formula, we can determine the duration of the entire 
motion plan, K flt, easily, as described in the previous subsection. Even though co-
safe LTL (co-safe LTL formulas are LTL formulas such that any good trace satisfying · 
the formula has a finite good prefix (see for example Bhatia et al. 201 Oa}) can be 
used with our approach as well, it does not provide such a method for determining 
the duration of the entire motion plan. The reason for using the proposed fragment 
of BLTL is that it is the largest BLTL fragment for which we were able to prove the 
main result (Theorem 5.1) , i.e., the fact that the probability that the vehicle satisfies 
the specification (given as the fragment of BLTL) in the environment is bounded from 
below by the probability of satisfying the specification on the corresponding MDP. 
5.2 Problem Solution 
5.2.1 Generating a Trace 
In this subsection, we formally define the satisfaction of a BLTL formula by a trajec-
tory of (5.1). Let us denote [1r] = {(x,y) E IR2I(x,y) E UrER,..r} as the set of positions 
that satisfy proposition 1r, where R1r <; R is the set of regions labeled with proposition 
7f. 
Definition 5.1 (Generating a trace). The trace corresponding to a state trajectory 
q(t) = [x(t), y(t), e(t)]T is a finite sequence (J = (ol, tl)(o2, t2) ... (ol, tl), Oi E II u 0, 
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ti E [0, K ~t], i = 1, ... , l, l 2=: 1, where oi is the satisfied proposition and ti is the time 
spent satisfying oi, generated according to the following rules, for all t, t', T E [0, K ~t]: 
• o1 = 1r E II iff (if and only if) (x(O), y(O)) E [n] and o1 = 0 otherwise. 
• Let oi be the satisfied proposition at some t. Then: 
1. If oi = 0, then Oi+l = 7r E II, iff (i) 3t' > t s.t. (x(t') , y(t')) E [n], and (ii) ~T E 
[t , t'] s.t. (x(T) , y(T)) E [n'], Vn' E II and ti = mintE[l:j:~tj,K.6.tJ{tl(x(t), y(t)) E 
[n]}- I:~:~ tj, with t 0 = 0. 
2. If oi = 1r E II, then oi+1 = 0 iff 3t' > t s.t. (x(t'), y(t')) tj [n], 
and ti = mintE[l:~:~tj,K.6.tJ{tl(x(t), y(t)) tj [n]}- I:~:~ tj , with t 0 = 0. 
• Let for K ~t, o1 be the current satisfied propositions. Then, t1 = K ~t - I:~:~ tj . 
A trajectory q(t) satisfies BLTL formula¢ (Eqn. (5.2)) if and only if the trace 
generated according to the rules stated above satisfies the formula. Note that , since 
the duration of the entire motion plan is finite, the generated trace is also finite. In 
Zuliani et al. 2010 the authors show that model checking a trace on a BLTL formula is 
well-defined and can be based on only a finite prefix of the trace of bounded duration. 
The fact that the trace a satisfies ¢is denoted a F= ¢. Given a trace a , the i-th state 
of a, denoted CJi, is (oi , ti) , i = 1, ... , l. We denote ali as the finite subsequence of a 
that starts in CJi. Finally, given a formula ¢ in the form (5.2), we use ¢j to denote 
subformula -.nuVTi<pj , j = 1, ... , f. Using the BLTL semantics one can derive the 
following conditions to determine whether a F= ¢: 
Definition 5.2 (Satisfaction conditions). Given a trace a and a BLTL formula ¢ 
(Eqn. (5.2)), let for j E {1, ... , f}, ij, kj EN be such that for some n E {1, ... , nj} 
the following hold: 
2. for each ij :::; i < ij + kj , oi i= nu, 
3 """ii+kj-1 t· < T· d 
· 0t=2j 2- J' an 
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Then, a-lii f= ¢j· If'ij E {1, ... ,f}, 3ij,kj EN s.t. a-lii f= ¢j where ij+l = ij +kj 
with i 1 = 1, then a- F= ¢. 
Example 5.2. Consider the environment and the sample state (position) trajectory 
shown in Fig. 5·2. Let¢ be as in Eq. (5.3) with the following numerical values for 
the time bounds: T1 = 6.2, T2 = 2.3, 7 2 = 0.2, and T3 = 2.3. The trajectory generates 
trace a-= (0, 6.12)(7rp, 0.75)(0, 0.44)(7rt, 0.61)(0, 1.66) 
(1rd, 1.22). The following holds: o-h F= ¢1 since for i1 = 1 and k1 = 1, o2 E {1rp}, 
01 -=/= 1ru , t1 ~ T1; o-l2 f= ¢2 since for i2 = 2 and k2 = 2, 04 E {7rt}, 02,03 -=/= 1ru, 
t 2 + t 3 ~ T2 and t4 ;::: 72; and o-14 f= ¢3 since for i3 = 4 and k3 = 2, 05 E {1rd}, 
04 , Os -=/= 1ru and t4 + ts ~ T3; Thus, a- f= ¢. • 
5.2.2 Construction of an MDP Model 
Recall that Ei is a random variable with a continuous probability density function 
supported on the bounded interval [Erin, Erax], i E { r, l}. The probability density 
functions are obtained through experimental trials (see Sec. 5.3) and they are defined 
as follows: 
(5.4) 
[ j; -j;] E " . - 1 t '\"'ni j ; - 1 . E { l} fi 'Ei '-'i, Ji- ' ... 'ni, s .. .L.Jj;=1Pi - '2 r, . 
An MDP M that captures every sequence realization of pairs of measurements 
returned by the incremental encoders is defined as a tuple M = (S, s0 , Act, A, P) (see 
Def. 2.2), where: 
• s = uk=1, ... ,x{([ur + fr, Ur + Er], [uz + fz , Uz + 'Ez])lur E Ur, Uz E Uz , [fr , Er] E 
Er, [.~z , 'Ez] E Ez }k. The meaning of the state is as follows: (W1, . .. , Wk) E S , 
means that at stage i, 1 ~ i ~ K, the pair of measured intervals is Wi. 
• s0 = 0 is the initial state. 
• Act= Ur x Uz U ~is the set of actions, where~ is a dummy action. 
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• A : S --+ 2Act gives the enabled actions at state s: if lsi = K , 1.e., if the 
termination time is reached, A(s) = ~ ' otherwise A(s) = Ur x U1. 
• P : S x Act x S--+ [0, 1] is a transition probability function constructed by the 
following rules: 
1. If s (W1 , ... , Wk) E S then P(s, a, s') = pr;!p! iff s' 
(W1 , ... , Wk, ([ur + fr;! , Ur + Er;:], [uz + f!, Uz + Ef])) E Sand a= (un Uz) E 
{Ur x Uz} where m = 1, ... , nr, n = 1, ... , nz and k = 1, . .. , K; 
2. If lsi = K then P(s, a, s') = 1 iff a=~ and s' = s; 
3. P(s, a, s') = 0 otherwise. 
Rule 1) defined above follows from the fact that given u; and u7 as the control inputs 
at stage k, the pair of measured intervals at stage k+ 1 is ([u;+fr;!, u;+Er;:], [u7+f!, u7+ 
Ef]) with probability pr;!p£, since Pr( Er E [fr;!, Er;:]) = pr;! and Pr( Ez E [f! , Ef]) = p~, 
which follows from Eqn. (5.4) (see Example 5.3). Rule 2) states that if the length 
of s is equal to K , i.e. , if the termination time is reached, then A(s) = ~ with 
P(s,~,s) = 1. 
Example 5.3. In Fig. 5·3 a fragment of the MDP M where nr = n1 = 2. is shown. 
Thus, pr;! = Pr(Er E [fr;!, Er;:]), form= 1, 2, and P! = Pr(Ez E [f!, Ef]), for n = 1, 2 . 
Action ( Un u1) E A( s) enables four transitions. For example, given state s = (W1), 
the new state is (W1W~), where W~ = ([ur- f;,ur + "E;], [uz- ff,Uz + "Ef]), with 
probability p; · PT. This corresponds to applied control inputs being equal to Ur + Er 
and Uz + Ez where Er E [f;, "f;] and Ez E [f~, "Efl. 
Proposition 5.1. The model M defined above is a valid MDP, ~.e., it satisfies the 
Markov property and P is a transition probability function. 
Proof: The proof follows from construction of P. Given current state s E S and 
an action a E A( s), the conditional probability distribution of future states depends 
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Figure 5·3: A fragment of the MDP M where nr = n1 = 2. 
only on the current states, not on the sequences of events that preceded it (see rule 1) 
above). Thus, the Markov property holds. In addition, since for every sand a E A(s): 
~s'ES P(s, a, s') = ~~=1 ~~~1 P~Pz = L~=1 P~ L~~1 Pz = 1, it follows that Pis a 
valid transition probability function. • 
5.2.3 Position Uncertainty 
For each interval belonging to the set of noise intervals £i, we define a represen-
tative value eli = (f{; + "E{;)/2, Ji = 1, ... , ni, i E {r, l}, i.e., eli is the midpoint 
of interval [f{;, "E{;] E £i, i E {r , l}. We denote the set of representative values as 
Ei = {t:f, . . . , £~; }, i E {r , l}. 
We use qk(t) , w~ and wf , t E [(k - l)~t, k~t], k = 1, .. . , K , to denote the 
state trajectory and the constant applied controls at stage k, respectively. With 
a slight abuse of notation, we use qk to denote the end of state trajectory qk(t) , 
i.e., qk = qk(k~t) . Given state qk-1, the state trajectory qk(t) can be derived by 
integrating the system given by Eqn. (5.1) from the initial state qk-1, and taking into 
account that the applied controls are constant and equal to w~ and wt. Throughout 
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the chapter, we will also denote this trajectory by qk(qk-I, w~, w?, t), when we want 
to explicitly capture the initial state qk-1 and the constant applied controls w~ and 
k Wz. 
Given a path through the MDP: 
(u;.,ul) (u~,uf) (uf ,u[<) 
So 81 82 · .. SK-1 SK, (5.5) 
where Sk = (W1 , ... , Wk), with wk = ([u~+f~, u~+"E~], [u?+E:? , u7+"E7]), k = 1, ... , K , 
we define the nominal state trajectory q(t) , t E [0, K ,6.t], as follows: 
q(t) = qk(qk-l, u~ + E~, u7 + t7, t), t E [(k- 1),6.t, ,6.t], 
k = 1, ... , K, where t:f E Ei is such that t:f E [ff, "Efj, i E {r, l} and q0 = Qinit· For 
every path through the MDP, its nominal state trajectory is well defined. The next 
step is to define the uncertainty evolution, along the nominal state trajectory, since 
the applied controls can take any value within the measured intervals. 
Since a motion specification is a statement about the propositions satisfied by the 
regions of interest in the environment, in order to answer whether some state trajec-
tory satisfies BLTL formula ¢ it is sufficient to know its projection in IR2 . Therefore, 
we focus only on the position uncertainty. 
The position uncertainty of the vehicle when its nominal position is (x, y) E JR2 is 
modeled as a disc centered at (x , y) with radius dE IR, where d denotes the distance 
uncertainty: 
D((x,y),d) = {(x'y') E IR2 III(x,y), (x',y')ll ~ d}, (5.6) 
where II · II denotes the Euclidian distance. Next, we explain how to obtain d. 
First, let ,6.8 E 8 1 denote the orientation uncertainty. Let q(t), t E [0, K ,6.t], be 
the nominal state trajectory corresponding to a path through the MDP (Eqn. (5.5)). 
Then, q(t) can be partitioned into K state trajectories: qk(t) = qk(qk-I , u; + E;, u? + 
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E7, t), t E [(k- 1)~t, ~t], k = 1, ... , K, where E~ E Ei is such that E~ E [_t~ , 'E~] E £i, 
i E {r, Z} and q0 = qinit (see Fig. 5·4). The distance and orientation uncertainty 
at state qk are denoted as dk and ~()k , respectively. We set dk and ~()k at state 
qk = [xk , yk, ()k]T equal to: 
(5.7) 
where 
(5 .8) 
{ A(jk-1 A(jk-1} I { k -k} I { k -k}} a E L.l ' - L.l ' Er E fr' Er ' Ez E fz ' Ez ' 
fork= 1, . . . , K, where d0 = 0 and ~()0 = 0. 
Eqn. (5. 7) and (5.8) are obtained using a worst-case scenario assumption. At 
stage k, the pair of measured intervals is Wk = ([u~ + f~, u~ +'En [u7 + .t7 , u7 + "E7]) 
and we use the endpoints of the measured intervals to define set Rk. Rk is the 
smallest set of points in SE(2) , at the end of stage k, guaranteed to contain (i) the 
state with the maximum distance (in Euclidian sense) from qk given that the applied 
controls at stage i are within the measured intervals at stage i, and (ii) the state with 
the maximum orientation difference compared to qk given that the applied controls 
at stage i are within the measured intervals at stage i , i = 1, ... , k. (for more details 
about Rk see Fraichard and Mermond 1998). An example is given in Fig. 5·4. 
From Eqn. (5.7) and (5.8) it follows that , given a nominal state trajectory q(t) , 
t E [0 , K ~t], the distance uncertainty increases as a function of time. The way it 
changes along q(t) makes it difficult to characterize the exact shape of the position 
uncertainty region. Instead, we use a conservative approximation of the region. We 
define d : [0 , K ~t] ---t lR as an approximate distance uncertainty trajectory and we set 
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l '(t) q l '(t) 
q(t) q2(t) q(t) ---- q2(t) - -v__._, 
1).83--------~ 
1).83
Figure 5·4: Left: Evolution of the position uncertainty along the nom-
inal state trajectory q(t) = [x(t), y(t), e(t)], where q(t) is partitioned 
into 3 state trajectories, qk(t), k = 1, 2, 3. Right: The conservative 
approximation of region D((x(t), y(t)), d(t)) along q(t), where the dis-
tance uncertainty trajectory is d(t') = dk(t), t' E [(k-1)~t , k~t], where 
dk(t) = dk, k = 1, 2, 3. 
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d(t) = dk, t E [(k-1)~t, k~t], k = 1, ... , K, i.e., we set the distance uncertainty along 
the state trajectory qk(t) equal to the maximum value of the distance uncertainty 
along qk(t), which is at state qk. An example illustrating this idea is given in Fig. 5·4. 
Proposition 5.2. Given a path through the MDP M (Eqn. (5.5)) , and the cor-
responding q( t) and d( t), t E [0, K ~t], as defined above, then any state trajectory 
q'(t) = qk(qk-1, u~ + c~', u7 + c7', t), t E [(k - 1)~t, k~t], k = 1, ... , K, where 
q0 = qinit, E~' E [.§.~, 'E~] and c( E [£7, 'E7j, is within the uncertainty region, 2. e., 
(x'(t), y'(t)) E D((x(t) , y(t)), d(t)), 'i!t E [0, K~t]. 
Proof: The proof follows from the definition of the approximate distance uncer-
tainty trajectory and Eqn. (5.6) , (5.7) and (5.8). • 
5.2.4 Generating a Trace Under the Position Uncertainty 
Let q(t) be a nominal state trajectory with the distance uncertainty trajectory d(t) , 
t E [0, K ~t]. In this subsection we introduce a set of conservative rules according 
to which the trace corresponding to the uncertainty region D((x(t), y(t)), d(t)) is 
generated. These rules guarantee that if the generated trace satisfies ¢ (Eqn. (5.2)) 
then any state (position) trajectory inside D((x(t), y(t)), d(t)) will satisfy ¢ . 
Definition 5.3 (Generating a trace under uncertainty). The trace correspond-
ing to an uncertainty region D((x(t), y(t)), d(t)) is a finite sequence CY -
(o1 , ti)(o2, t2) ... , (oz , tz) , oi E II U 0, ti E [0, K ~t], i = 1, . . . , l, l ~ 1, where oi 
is the satisfied proposition and ti is the time spent satisfying oi , generated according 
to the following rules, for all t, t' , T E (0, K ~t]: 
• o1 = 1r E II\7ru iff D((x(O),y(O) , d(O)) ~ [1r], o1 = 1ru iff D((x(O) ,y(O) , d(O))n[7ru] =/:-
0 and o1 = 0 otherwise. 
• Let oi be the satisfied proposition at some t. Then: 
1. If oi = 7r E II\ 1ru, then oi+l = 0 iff :Jt' > t s.t. D((x(t'), y(t')), d(t')) S?: [1r] and 
ti = mintE[L:~::;~ tj ,KlltJ{tiD((x(t) , y(t)) , d(t)) S?: [1r]}- 2:::~:,~ tj, with t0 = 0. 
2. If oi = 1ru , then oi+l = 0 iff :Jt' > t s.t. D((x(t') , y(t')), d(t')) n (7ru] = 0 and 
ti = mintE[L:~:;~tj,KlltJ{tiD((x (t) , y(t)) , d(t)) n [7ru] = 0}- L:;:,~tj, with t0 = 0. 
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3. If Oi = 0, then Oi+l = 7r E II\ 1fu , iff 
(a) 3t' > t s.t. D((x(t'), y(t')), d(t')) ~ [1r], 
(b) ~T E [t, t'] s.t. D((x(T), y(T)), d(T)) ~ [1r'], 't/7r' E II\ 1fu 
(c) ~T E [t, t'] s.t. D((x(T) , y(T)) , d(T)) n [7ru] -I- 0 
and ti = mintE[I:~-;;;ttj,Kt>tJ{tJD((x(t) , y(t)) , d(t)) ~ [1r]}- I:~:,~ tj, with t0 = 0. 
(a) 3t' > t s.t. D((x(t'), y(t')), d(t')) n [7ru] i- 0, 
(b) ~T E [t,t'] s.t. D((x(T) , y(T)),d(T)) ~ [1r'], 't/7r' E II\ 1fu , and 
and ti = mintE[I:~-;;;~tj ,Kt>tJ{tJD((x (t) , y(t)) , d(t)) n [7ru] "I- 0} -I:~:,~ tj , with 
to= 0. 
• Let for K 6t , o1 be the current satisfied proposition. Then t1 = K 6t - I:~:,~ ti. 
In Fig. 5·5 we show an uncertainty region and the corresponding trace generated 
according to the rules stated above. Next , we show that if the trace corresponding 
to an uncertainty region satisfies ¢, then any state (position) trajectory inside the 
uncertainty region also satisfies ¢. 
Proposition 5.3. Let D((x(t), y(t)), d(t)) be the uncertainty region corresponding 
to a path through the MDP M (Eqn . (5.5)) and let q'(t) be any state trajectory as 
· D _ ( D D) ( D D) q1 _ ( q' q') ( q' q' defined zn Prop. 5.2. Let (}' - o1 , t 1 ... ok , tk and (}' - o1 , t 1 ... o1 , t1 ) 
be the corresponding traces. Given BLTL formula ¢ (Eqn. (5.2)), if (J'D F= ¢, then 
(J'q' F= ¢. 
Proof: First , we state two relations between the given traces: 
1. Let of = 1r E II \ 1r u for some i E { 1, . . . , k} . Then, the following holds: 
. { } q'- D q' 3J E 1, ... , l such that oj - 1r and ti ~ ti . 
Informally, if tf is the timeD( (x(t) , y(t) ), d(t)) spent inside the region satisfying 
proposition 1r, then q' ( t) will spend at least tf time units inside that region. 
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2. Let of= 1r E II\ 1ru and of,= 7r1 E II\ 1ru for some i,i' E {1, ... , k}, i' > i . 
Then, the following holds: 3j,j' E {1, ... , l} , j' > j such that oj' = 1r and 
q' I I dd' . '\"j'-1 q' '\"i'-1 D 
oj, = 1r . n a 1tlon, Dh=j th ::; Dh=i th . 
Informally, if the time between D((x(t), y(t)), d(t)) entering a region satisfying 
1r and then entering a region satisfying 7r1 is 2:=~:i1 tf time units, then the 
time between q' ( t) entering the region satisfying 1r and then entering the region 
satisfying 7r1 is bounded from above by 2:=~:i1 tf. For more intuition about this 
relations see Fig. 5·5. 
(Vl . 0 . 5 ~! ) (1r1 • 0.5G) 
(0. S.f>O) 
: :::::::1· : ::···· 
1- t: ' ... :. ................ .... ........ : ....................... : ... .. . 
..4Jllj-~ 
... ...... ............... 
Figure 5·5: An uncertainty region and a sample state (posi-
tion) trajectory, inside the uncertainty region, are shown in black 
and magenta, respectively. The corresponding generated traces 
are crD=(0, 5. 72) ( 1rp, 1.24) (0, 0.87) (1ft, 0.24) (0, 1.96) ( nd, 0.82) and crq' = 
(0, 5.59)(7rp, 1.45)(0, 0.53)(7rt, 0.56)(0, 1.62)(7rd, 1.24). Let ¢be as given 
in Example 2. Then, it follows that crD I= ¢ and crq' I= ¢ . Note that for 
D q' D q' ( st · ) D q' cr2 = cr2 = 1rp, t 2 < t 2 1 relatiOn above . Also, for cr2 = cr2 = 1rP 
D q' '\"3 q' '\"3 D ( d · and cr4 = cr4 =1ft , Di= 2 ti < Di=2 ti 2n relatiOn above). 
Assuming ern I= ¢, then Vj E {1, ... , j} , 3ij , kj E N and some n E {1 , ... , nj} 
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such that of F= cPj (see Def. 5.2). Then, from Prop. 5.2 and Def. 5.1 and 5.3, it 
J 
follows that Vj E {1, ... , f} , :Jsj, Zj EN such that: 
where sJ+1 = Sj + Zj with s1 = 1. 
Thus, Vj E {1, ... , f}, (Jf' F= ¢j, and according to Def. 5.2, it follows that (Jq' F= ¢. In 
J 
Fig. 5·5 we give an example. • 
5.2.5 Control Strategy Synthesis Overview 
Given the MDP M, the next step is to obtain a control policy that maximizes the 
probability of generating a path through M such that the corresponding trace (as 
defined in Sec. 5.2.3 and 5.2.4) is satisfying. There exist approaches that, given an 
MDP and a temporal logic formula, generate an exact control policy that maximizes 
the probability of satisfying the specification. In general, exact techniques rely on 
reasoning about the entire state space, which is a limiting factor in their applicability 
to large problems. 
Given Ur, Uz, nn nz and K, the size of the MDP M is bounded above by (/Uri x 
/Uti x nr x nz)K. Even for a simple case study, due to the size of M, using the exact 
methods to obtain a control policy is computationally too expensive. Therefore, 
we decide to trade-off correctness for scalability and use computationally efficient 
techniques based on system sampling. In particular, we modify Statistical Model 
Checking (SMC) for MDPs (Henriques et al. 2012) that selectively samples traces of 
an MDP until enough statistical evidence has been found to support the claim that 
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some property holds in the MDP with some probability. The problem is reduced 
to finding the probability under an optimal control policy: one that maximizes the 
probability of satisfying the property. The optimal control policy returned by the 
approach is the solution to our original problem and since the approach is sample 
based it considers only a very small fraction of potential control policies. 
In this work, for the reasons stated in Sec. 5.2.6, we use a probabilistic control 
policy. 
Definition 5.4 (Probabilistic MDP Control Policy). A probabilistic control policy 11 
of an MDP is a function 11: S x Act -t [0 , 1], s. t., LaEA(s) 11(s, a) = 1 and 11(s , a) > 0 
only if a is enabled in s. A probabilistic control policy for which either 11( s , a) = 1 or 
11(s , a) = 0 for all pairs (s, a) E S x Act is deterministic. 
A probabilistic control policy 11 resolves all nondeterministic choices in an MDP 
as follows. Given an initial state s0 , an action a E A(s0 ) is applied with probability 
11(s0 , a), and once the action is applied, the next states' is obtained by sampling from 
the probability distribution P, i.e., the next state is s' with probability P(s, a, s') , 
and so on. 
We obtain a suboptimal control policy by iterating over the control synthesis and 
the probability estimation procedure until the stopping criterion is met (see Sec. 5.2.7) . 
In the control synthesis procedure we use the control synthesis approach from Hen-
riques et al. 2012 to generate a control policy for the MDP M. In particular we use a 
control policy optimization part of the algorithm which consists of the control policy 
evaluation and the control policy improvement procedure to incrementally improve 
a candidate probabilistic control policy (control policy is initialized with a uniform 
distribution at each state). Next, in the probability estimation procedure we use SMC 
by BIE, as presented in Zuliani et al. 2010. We estimate the probability that the MDP 
M, under the candidate control policy, generates a path such that the corresponding 
trace satisfies BLTL formula¢. Finally, if the estimated probability converges, i.e., if 
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the stopping criterion is met, we map the control policy to a vehicle control strategy. 
Otherwise, the control synthesis procedure is restarted using the latest update of the 
control policy. The flow of this approach is depicted in Fig. 5·6. 
J.L uniform 
(initialization) 
M, ¢, N, h, g Control Synthesis 
Control Policy Evaluation 
Control Policy Improvement 
M, ¢, 8 c, a, f3 Probability Estimation 
Control Policy Determinisation 
Probability Convergence Test 
Figure 5·6: Flow chart of the approach used to obtain the vehicle 
control strategy. 
Remark 5.3. In general, in order to use model checking tools for MDP control syn-
thesis from temporal logic motion specifications, the MDP needs to contain the in-
formation about the motion of the vehicle in the environment. Note that, the MDP 
M defined in Sec. 5.2.2 only captures the sequences of measurements returned by the 
incremental encoders, and it does not explicitly capture the motion of the vehicle in 
the environment. However, given M and a motion specification expressed as a BLTL 
formula, the proposed control synthesis approach returns a control policy for M. This 
is due to the fact that SMC for MDPs allows for, first, sampling a path through M, 
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and only then generating the corresponding trace (i.e . J relating the path to the motion 
of the vehicle in the environment) and model checking it. 
5.2.6 Optimal Control Policy Synthesis 
The details of the control policy optimization algorithm can be found in Henriques 
et al. 2012 and here we only give an informal overview of the approach. In the control 
policy evaluation procedure we sample paths of the MDP M under the current control 
al a2 aK 
policy f-L· Given a path w = So -----+ sl -----+ 82 ... SK-1 ---+ sx , where ak = (u~ , un , 
the corresponding trace CY is generated as described in Sec. 5.2.3 and 5.2.4. Next, we 
check formula ¢ on each CY and estimate how likely it is for each action to lead to the 
satisfaction of BLTL formula ¢, i.e., we obtain the estimate of the probability that 
a path crossing a state-action pair, (sk, ak+1), k = 0, ... , K- 1, in w will generate a 
trace that satisfies¢. These estimates are then used in the control policy improvement 
procedure, in which we update the control policy fL by reinforcing the actions that 
led to the satisfaction of ¢ most often. In Henriques et al. 2012, the authors show 
that the updated control policy is provably better than the previous one by focusing 
on the more promising regions of the state space. 
The algorithm takes as input MDP M, BLTL formula¢ and the current proba-
bilistic control policy fL (see Def. 5.4), together with the parameters of the algorithm 
(a greediness parameter 0 < g < 1, a history parameter 0 < h < 1, and the number 
of sample paths in control policy evaluation procedure, denoted by N) , and returns 
the updated probabilistic control policy f-L· 
Despite being sufficient to achieve maximum probabilities, deterministic control 
policies (Def. 2.3) are a poor choice for exploring the state space through simulation. 
Therefore, in the control synthesis procedure we always use probabilistic control poli-
cies since they are more flexible and enable reinforcement of different actions. How-
ever, in the probability estimation procedure, we use deterministic control policies 
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(Def. 5.4) in order to redirect the residual probabilities of choosing bad actions to the 
promising regions of the state space. Thus, in the next stage we use the deterministic 
version of p,, denoted /-Ldet, where for all s E S and a E A, 
~dct(s, a) = { : if a= Rand(arg maxaEAct(s)f-L(s, a)) 
otherwise, 
where Rand(X) ----7 x E X is a function that given a nonempty set X returns an 
element x E X with probability 
1
1
1
. In words, we compute a control policy that 
always picks the best estimated action at each state. If at a state there are multiple 
actions that achieve the maximum, function Rand returns, with equal probability, 
one of the maximizing actions. 
5.2. 7 Probability Estimation 
Next, we determine the estimate of the probability that the MDP M, under the 
deterministic control policy /-Ldet, generates a path such that the corresponding trace 
satisfies BLTL formula¢. To do so we use the BIE algorithm as presented in Zuliani 
et al. 2010. We denote the exact probability as PM and the estimate as PM· 
The inputs of the algorithm are MDP M, control policy /-Ldet, BLTL formula¢, half 
interval size 8 E ( 0, ~), interval coefficient c E ( ~, 1), and the coefficients a, f3 of the 
Beta prior. The algorithm returns PM· The algorithm generates traces by sampling 
paths through M under /-Ldet (as described in Sec. 5.2.3 and 5.2.4) and checks whether 
the corresponding traces satisfy ¢, until enough statistical evidence has been found 
to support the claim that PM is inside the interval [PM - 8, PM + 8] with arbitrarily 
high probability, i.e., Pr(pM E [PM- 8, PM+ 8]) 2: c. 
We stop iterating over the control synthesis and the probability estimation proce-
dure when the difference between the two consecutive probability estimates converges 
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to a neighborhood of radius e E (0, 1), i.e., when the difference is smaller or equal to 
e. Let f-Ldet and f;~ be the current control policy and the corresponding probability 
estimate, respectively, when the stopping criterion is met. 
5.2.8 Optimal Vehicle Control Strategy Synthesis 
The vehicle control strategy is a function 1 : S ------+ Ur x Uz that maps a sequence of 
pairs of measured intervals , i.e., a state of the MDP, to the control inputs: 
(5.9) 
k = 1, . . . , K- 1 with '"'!(so) = arg maxaEAct(so)f-Ldet(so, a). 
At stage k, the control inputs are 
Thus, given a sequence of pairs of measured intervals, 1 returns the control inputs 
for the next stage; the control inputs are equal to the action returned by 1-L'det at the 
state of the MDP corresponding to that sequence. 
Theorem 5.1. The probability that the system given by Eqn. (5.1), under the ve-
hicle control strategy '"'(, generates a state trajectory that satisfies BLTL formula ¢ 
(Eqn. (5.2)) is bounded from below by p~ , where Pr(p~ E [f;~- O,p~ + 6]) ~c. 
Proof: Let w be a path through the MDP M and D((x(t), y(t)) , d(t)) be the 
corresponding uncertainty region as defined in Sec. 5.2.3. The probability that the 
system given by Eqn. (5.1), under '"'( , generates a state trajectory q'(t) as defined in 
Prop. 5.2 is equal to the probability of generating path w under 1-L'det· Let CJD and CJq' 
be the corresponding traces. We consider two cases: (i) trace CJD satisfies ¢ and (ii) 
trace CJD does not satisfy ¢. 
Let us first consider the former. If CJD F ¢ from Prop. 5.3 it follows that CJq' F= 
¢. Since under f-L'det the probability that a path through the MDP M generates a 
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satisfying trace is PM it follows that the probability that , the system given by Eqn. 
(5.1), under '"'(, will generate a satisfying state trajectory is also PM· To show that 
PM is the lower bound we need to consider the latter case. It is sufficient to observe 
that because of the conservative approximation of D((x(t), y(t)), d(t)) it is possible 
that CJq' satisfies ¢, even though CJD does not satisfy it. Therefore, it follows that the 
probability that system given by Eqn. (5.1), under the vehicle control strategy '"'( , 
generates a state trajectory that satisfies BLTL formula¢, is bounded from below by 
PM· The rest of the proof, i.e., Pr(pA,1 E [PM- 6,pM + 6]) 2: c, is given in Zuliani 
et al. 2010. • 
5.2.9 Complexity 
As stated above, the size of the MDP M is bounded above by (!Uri x !Uzl x nr x n1)K. 
Obviously, it can be expensive (in sense of memory usage) to store the whole MDP. 
Since our approach is sample-based, it is not necessary for the MDP to be constructed 
explicitly. Instead, a state of the MDP is stored only if it is sampled during the control 
synthesis procedure. As a result, during the execution, the number of states stored 
in the memory is bounded above by N x K x n, where n is the number of iterations 
between the control synthesis and the probability estimation procedures. In the next 
section, through experiments and simulations, we provide further insight into the 
complexity of our method. The complexity analysis of the control synthesis part can 
be found in Henriques et al. 2012 and the complexity analysis of BIE algorithm can 
be found in Zuliani et al. 2010. 
5.3 Case Studies 
We considered the system given by Eqn. (5.1) and we used the numerical values 
corresponding to Dr. Robot's x80Pro mobile robot equipped with two incremental 
encoders. The parameters were r = 0.085m and L = 0.295m. To reduce the complex-
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ity, Ur X Uz was limited to { etL, 1~/), Ur, 41r), e~TL , 1t/)}, where the pairs of control 
inputs corresponded to a vehicle turning left at ~ r~, going straight, and turning right 
at ~ r~, respectively, when the forward speed is i ~. 
Measurement resolution: To obtain the angular wheel velocity, the frequency 
counting method (Petrella et al. 2007 was used), i.e., the encoder pulses inside a given 
sampling period were counted. The number of pulses per revolution (i.e., the number 
of windows in the code track of the encoders) was 378 and the sampling period was 
set to !::it= 2.6s. Thus, according to Petrella et al. 2007 the measurement resolution 
was l:it:r = f:it:1 = 37~~2 . 6 ;:::j 0.0064. For more details about the optical incremental 
encoders see Fig. 5·7. 
Probability density functions: We obtained the distributions through ex-
perimental trials. Specifically, we used control inputs from Ur x U1 as the robot 
inputs and then measured the actual angular wheel velocities using the encoders. 
Since the output of the encoders was a pair of measured intervals ([wr, wrJ, [w1, w1]), 
from each measurement we were able to determine the noise intervals , [~r ' 'Er] and 
[~1 , 'E1], of length l:it:r and f:it:z, respectively, by using the fact that ([wr, wrJ, [JQz , w1]) = 
([ur + ~r' Ur + 'Er], [uz + ~1 , Uz + 'Ez]) and the fact that (ur, uz) E {Ur X Uz} was 
known. We obtained t:fin (t:iax) by taking the minimum (maximum) over{~}, . .. ,~f} 
({'E}, ... , 'Ef}) , where [~{,f'{J, j E {1, ... ,k}, i E {r,Z}, was the noise interval, of 
length l:it:i, determined from the j-th measurement of the encoder i and k was the 
total number of measurements. Finally, 
the probabilities for Eq. (5.4) that defined the probability density functions, were 
equal to the number of times a particular noise interval was measured over k. For 
k = 150 (i.e., by using each control input from {Ur x U1} 50 times) we obtained 
-E~in = t:~ax = -t:[in = Ezax = 0.0096 and the corresponding probabilities. 
In this section we consider three case studies in which we (1) validate our main 
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Figure 5·7: Schematic representation of an optical incremental en-
coder. Output of an incremental encoder is a pulse signal that is gen-
erated when the disk rotates as a result of the motion that is being 
measured. By counting pulses using a clock signal angular velocity can 
be determined. An optical encoder uses an opaque disk that has one or 
more circular tracks, with some arrangement of identical transparent 
windows in each track. A parallel beam oflight is projected (e.g., using 
a set of light emitting diodes) to all tracks from one side of the disk. 
The transmitted light is picked off using a bank of photosensors on the 
other side of the disk that typically has one sensor (e.g., photodiode) for 
each track. Since the light from the source is interrupted by the opaque 
areas of the track, the output signal from the probe is a series of volt-
age pulses. This signal is interpreted to obtain the angular velocity of 
the disk. To compute the angular velocity w, suppose that the count 
during a sample period flt is n pulses. Then, the average time for one 
pulse is ~t. If there are N windows on the disk, the average time for 
one revolution is N~t. Thus, w = ~'7:t r~d. The velocity resolution of an 
incremental encoder corresponds to the change in angular velocity that 
results from changing the count by one. When the frequency counting 
method is employed, a unit change in the count n corresponds to a 
velocity change of flt = ;J~t (for more details see Petrella et al. 2007). 
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result in this chapter (Theorem 5.1), (2) provide further insight into the complexity 
of the presented method, and (3) suggest how a potential runtime speed-up can be 
achieved. 
5.3.1 Case Study 1 
In the first case study a BLTL formula and two different environments are consid-
ered. We use the simulation and experiment based satisfaction probabilities to verify 
Theorem 1. 
beled the unsafe , pick-up, test! , test2 and the drop-off regions, respectively. 
The motion specification was: 
Start from an initial state qinit and reach a pick-up region within 14 time units 
and stay in it at least 0.8 time units) to pick-up the load. After entering the pick-up 
region) reach a test1 region within 5 time units and stay in it at least 1 time units 
or reach a test2 region within 5 time units and stay in it at least 0.8 time units. 
Finally) after entering the test1 region or the test2 region reach a drop-off region 
within 4 time units to drop off the load. Always avoid the unsafe regions. 
The specification translates to BLTL formula¢: 
"' u<l4(G<o.s u<5([G<l a <o.s l u <4 )) 
'f' = ...,1ru - - 1rp (\ ...,1ru - - 1l"tl V - 1rt2 (\ ...,1ru - 1rd · (5.10) 
Two different environments are shown in Fig. 5·8. The estimated probability fJ'M 
corresponding to environment A and B was 0.664 and 0. 719, respectively. From 
Eqn. (5.10) it followed that K = 9. The numerical values in the control synthesis 
procedure and the probability estimation procedure were as follows: N = 10000, 
h = 0.6, g = 0.6, 6 = 0.05, c = 0.95, a = /3 = 1, and e = 0.05 . For both 
environments, we found the vehicle control strategy through the method described in 
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Sec. 5.2.5. 
Since it is not possible to obtain the exact probability that the system given by 
Eqn. (5.1), under the vehicle control strategy, generates a satisfying state trajec-
tory, in order to verify our result (Theorem 5.1), we performed multiple runs of the 
BIE algorithm by simulating the system under the vehicle control strategy (using 
the same numerical values as stated above and by generating traces as described in 
Sec. 5.2.3 and 5.2.4). We denote the resulting probability estimate as p8 . Next, 
for each environment, we performed 50 experimental runs of the robot under the 
corresponding vehicle control strategy. A projector was used to display the envi-
ronment and the state (position) trajectory was reconstructed using an OptiThack 
(http:/ /www.naturalpoint.com/optitrack) system with eight cameras. In addition, 
the OptiThack system was used to ensure that the robot always starts from the same 
initial state. We denote the resulting experiment based satisfaction probability (the 
number of satisfying runs over the total number of runs) as PE· 
Table 5.1: Probability estimates of satisfying the specification 
Environment A* PM PE Ps 
Run 1 Run 2 Run 3 
A 0.664 0.74 0.847 0.832 0.826 
B 0.719 0.78 0.891 0.898 0.879 
In Fig. 5·8 we show sample state trajectories and in Table 5.1 we compare the 
estimated probabilities obtained on the MDP, fJ'M, with the experiment based satis-
faction probabilities, PE, and the estimated probabilities obtained by simulating the 
system, fJs. The results support Theorem 5.1, since both PE and fJs are bounded from 
below by P'M· The discrepancy in the probabilities is mostly due to the conservative 
approximation of the uncertainty region in Sec. 5.2.3. Note that fJs is higher than PE , 
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Figure 5·8: 20 sample state (position) trajectories for cases A and 
B (to be read top-to-bottom). The unsafe , pick-up, test1 , test2 , 
and the drop-off regions are shown in red, blue, cyan, yellow and 
green, respectively. Satisfying and violating t rajectories are shown in 
black and red, respectively. Note that, in case A, the upper two red 
trajectories avoid the unsafe regions and visit the pick-up , test2 , 
and the drop-off region in the correct order, but t hey violate the 
specification because they do not stay long enough in t he test2 region. 
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i.e., the system given by Eqn. (5.1), under the obtained vehicle control strategy, per-
formed better than the physical robot , under the same vehicle control strategy. The 
reason for this is the fact that the system given by Eqn. (5.1) assumes that the non-
slipping and non-skidding conditions of the wheels are satisfied. However, during the 
experiments, slipping and skidding are present and, as an unmodeled noise, diminish 
the performance of the physical robot. In Fig. 5.3.1 we show a sample experimental 
run of the robot in environment A. 
Given Ur X ul = { ( 11/) 14rL), (41r) 41r), ( 14/ ) 1:tL)} , nr = nl = 3 and K = 9, for both 
environments, the size of the corresponding MDPs was bounded above by (3 x 3 x 3)9 . 
Due to the size of the MDPs using the exact method to obtain a control policy was 
computationally infeasible. However, our method was able to produce a solution in 
approximately 2.2 hours and the actual number of states stored in the memory was 
approximately 3.5 million states ( << (3 x 3 x 3)9 ). 
5.3.2 Case Study 2 
In the second case study we considered a simple BLTL formula with an environment 
for which the exact MDP solution was computed. We compare the exact method 
with our method by investigating the computation times, the memory usage, the 
obtained satisfaction probabilities, and the obtained vehicle control strategies .for 
both methods. 
The set of propositions was II= { 1fu, 1fp, 7rn}, where 1fu , 1fp , 1ft1 labeled the unsafe , 
pick-up, and the test1 regions, respectively. The motion specification was: 
Start from an initial state qinit and reach a pick-up region within 6.5 time units 
and stay in it at least 1 time unit, to pick-up the load. After entering the pick-up 
region, reach a test1 region within 5 time units. Always avoid the unsafe regions. 
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Figure 5·9: Snapshots (to be read top-to-bottom) from a movie show-
ing a robot motion produced by applying the vehicle control strategy 
for environment A. The generated trajectory satisfied¢ (Eq. (5.10)). 
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The specification translates to BLTL formula¢: 
"" u<6.5(c<l u<5 ) 
'+' = -.7f u - - 7f p 1\ --,7f u - 1ftl . (5.11) 
The numerical values were as given in Sec. 5.3.1. From Eqn. (5.11) it followed that 
K = 4. The obtained estimated probability p~ was 0.945 and we found the vehicle 
control strategy through the method described in Sec. 5.2.5 in 6.6 minutes and the 
actual number of states stored in the memory was approximately 0.28 million states. 
The size of the MDP was bounded from above by (3 x 3 x 3)4 ~ 0.5 million states. 
For the particular MDP we were able to compute the exact control policy. To do so 
we only used a modified version of the control synthesis procedure of our algorithm as 
follows: In the control policy evaluation procedure we sampled all the paths through 
the MDP. This allowed us to obtain the exact probability that an MDP path crossing 
a state-action pair will generate a trace that satisfies ¢. These probabilities were 
then used in the control policy improvement procedure, in which we updated the 
control policy 1-L by reinforcing the actions that led to the satisfaction of ¢ most often. 
The fact that each state in the MDP had exactly one incoming transition, i.e. , the 
MDP had no cycles, is sufficient to see that the procedure state above resulted in the 
optimal control policy. Under the obtained optimal control policy the probability of 
satisfying the specification on the MDP was 1 and the optimal vehicle control strategy 
was obtained in 3 minutes. 
In Fig. 5.3.2 we show sample state trajectories obtained by simulating the sys-
tem given by Eqn. (5.1) under both vehicle control strategies. Note that the state 
trajectories perform the same and all of them were satisfying. By using our method 
only 0.28 million states were stored in the memory compared to 0.5 million states 
stored by the exact method. However, our method ran for 6.6 minutes compared to 3 
minutes needed by the exact method. The latter is due to the fact that our method 
y 
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131 
I 
X 
Figure 5·10: 20 sample state (position) trajectories under the exact 
vehicle control strategy and under the vehicle control strategy returned 
by our method are shown in black and red, respectively. The unsafe , 
pick-up, and the test1 regions are shown in red, blue, and cyan re-
spectively. All state trajectories are satisfying. 
samples paths through the MDP and generates the corresponding traces in both the 
control synthesis and the probability estimation part of the algorithm. In particular, 
since the length of every path through the MDP was equal to K = 4, by using the 
exact method, the total number of paths through the MDP was 0·5 rrtllion = 0.125 
million and for each path only one corresponding trace was generated. The num-
ber of sampled states, stored by our method, was 0.28 million, and therefore, only 
0
·
28 ~illion = 0.07 million distinctive paths through the MDP were sampled. How-
ever, a total of 0.3 million traces was generated during the control synthesis and the 
probability estimation part of the algorithm. 
5.3.3 Case Study 3 
For the case study presented m Sec. 5.3.1, the Matlab code executing the exact 
method (as proposed in Sec. 5.3.2) ran out of memory after approximately 6 hours 
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on a computer with a 2.5GHz processor and a 16GB RAM using a single sampling 
thread. On the same computer, our method produced the vehicle control strategy in 
approximately 2.2 hours. Even though successful, the key limitation of the proposed 
approach is the computation time. However, the advantage of SMC is that sampling is 
highly parallelizable and a significant runtime speed-up can be achieved by increasing 
the number of sampling threads (for more information see the next section). 
Additional runtime speed-up can be achieved by decreasing the confidence interval 
coefficient c or by increasing the half interval size 6, i.e. , by trading-off statistical con-
fidence for runtime efficiency. For example, for the case study presented in Sec. 5.3.1 
corresponding to environment A, by decreasing c from 0.95 to 0.80, runtime was re-
duced to 0.68 hours and approximately 2.5 million states were stored in the memory, 
i.e. , the running time and the memory usage were reduced to approximately 30% and 
70%, respectively, of their original values. In Fig. 5.3.3 (case A when c = 0.8) we 
show sample state trajectories under the vehicle control strategy and in Table 5.2 we 
compare the estimated probabilities obtained on the MDP, p~, with the estimated 
probabilities obtained by simulating the system, fJs, when c = 0.8. Note that, by 
reducing c both p~ and fJs are reduced in comparison with the results presented in 
Table 5.1. This can also be seen in Fig. 5.3.3 by noticing that the new vehicle control 
strategy performs worse since less of the state space was explored by the algorithm. 
Finally, we propose an approach that can achieve a runtime speed-up by using a 
coarser incremental encoders. In particular, our algorithm can be initialized with a 
r educed resolution increm enta l encoders (by increasing .6.e:r and .6. e: L), which reduces 
the size of the MDP. Then, if the user is not satisfied with the estimated satisfaction 
probability returned by the algorithm, one can incrementally increase the encoder 
resolution until a satisfactory vehicle control strategy is found or the original en-
coder resolution is reached. We tested this method by using a coarser version of 
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the incremental encoders presented in Sec. 9, by setting the measurement resolution 
.6.Er = .6.Ez = 0.0096, i.e., by setting nr = nz = 2. The size of the MDP was reduced 
from (3 x 3 x 3)9 to (3 x 2 x 2) 9 , i.e., it was reduced approximately 1500 times. For 
the case study presented in Sec. 9.1 corresponding to environment B , by decreasing 
nr = nz = 3 to nr = nz = 2, runtime was reduced to 1.1 hours and approximately 2. 7 
million states was stored in the memory, i.e., the running time and the memory usage 
were reduced to approximately 50% and 77%, respectively, of their original values. 
Note that, by reducing the MDP size by a factor of 1500, we achieved 50% and 23% 
reductions in runtime and memory usage, respectively. From here, one can conclude 
that our algorithm scales gracefully with the size of the MDP. However, this is only 
the case when the MDP is a structured model (models that have some symmetry, 
e.g., robotics problem of motion planning) for which it has been shown that SMC 
for MDPs scales gracefully with the size of the MDP (for more details see Henriques 
et al. 2012). 
In Fig. 5.3.3 (case B when nr = nz = 2) we show sample state trajectories under 
the new vehicle control strategy and in Table 5.2 we compare p~ and fJs. 
Table 5.2: Probability estimates of satisfying the specification with 
updated system parameters 
Environment Updated A* PM Ps 
Parameter Run 1 Run 2 Run 3 
A c = 0.8 0.623 0.686 0.687 0.692 
B nr = nz = 2 0.684 0.793 0.801 0.796 
y.,r ;: 
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Figure 5·11: 20 sample state (position) trajectories for cases A and B, 
when c = 0.8 and nr = nl = 2, respectively (to be read top-to-bottom). 
The unsafe , pick-up, test1 , test2, and the drop-off regions are 
shown in red, blue, cyan, yellow and green, respectively. Satisfying and 
violating trajectories are shown in black and red, respectively. Note 
that, in case B, the upper red trajectories avoid t he unsafe regions 
and visit the pick-up , test1 , test2 , and the drop-off region in the 
correct order, but they violate the specification because they violate 
the time bounds. 
135 
Chapter 6 
Conclusions and Future "Work 
In this dissertation, we presented methods and algorithms for synthesizing control 
strategies for different vehicle models from temporal logic specifications. We consid-
ered complex vehicle models that involve systems of differential equations evolving 
over continuous domains. We presented abstraction methods for obtaining discrete 
representations of continuous stochastic systems, and we utilized ideas and tools from 
formal verification to synthesize vehicle control strategies that maximize the proba-
bility that the behavior of the system, in the presence of sensing and actuation noise, 
satisfies a given temporal logic specification. 
In the first part of the dissertation, we focused on designing a vehicle control 
strategy that maximizes the probability of accomplishing a motion specification, given 
as a PCTL formula. We examined two scenarios. First, a threat-rich environment, 
when the motion of the vehicle in the environment is given as a finite transition 
system, was considered. We presented an approach for obtaining a reactive control 
strategy that provides probabilistic guarantees for achieving a motion specification in 
the environment. We modeled the motion of the vehicle, as well as vehicle estimates of 
the adversary distributions as an MDP. We then found the optimal control strategy for 
the vehicle maximizing the probability of satisfying a specification given as the PCTL 
formula. Future work includes extensions of this approach to a richer specification 
language, such as Probabilistic LTL (PLTL), and a more general model of the vehicle 
in the environment, such as a Partially Observed Markov Decision Process (POMDP) . 
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In the second scenario, we considered a stochastic version of a Dubins vehicle. We 
developed a feedback control strategy for a stochastic Dubins vehicle, such that the 
probability of satisfying the PCTL formula is maximized. Through discretization 
and quantization, we translated this problem to finding a control policy maximizing 
the probability of satisfying the PCTL formula on an MDP. We showed that the 
probability that the vehicle satisfies the specification in the original environment is 
bounded from below by the maximum probability of satisfying the specification on the 
MDP. Future work includes extensions of this approach to controlling different types of 
vehicle models (e.g., stochastic car-like vehicles with uncertainties in both the forward 
speed and the turning rate), allowing for richer temporal logic specifications, and 
experimental validations. The above-mentioned abstraction method was extended 
and used in the second part of this dissertation. For both scenarios, we demonstrated 
the capabilities of the framework using simulations. 
In the second part of this dissertation, we proposed a human-supervised control 
synthesis method for a stochastic Dubins vehicle, such that the expected time to sat-
isfy a temporal logic specification over some environmental properties is minimized, 
while maintaining the satisfaction probability above a given probability threshold. 
The previously mentioned abstraction method was extended in order to construct 
a finite approximation of the motion of the vehicle in the environment in the form 
of a tree-structured MDP. We allowed for task specifications given as formulas in a 
fragment of PCTL and we proposed an algorithm for synthesizing an optimal MDP 
control policy that minimizes the expected completion time with respect to the prob-
ability threshold. If the probability threshold cannot be satisfied with the initial 
specification, for the proposed PCTL fragment, we defined specification update rules 
that guarantee to increase the satisfaction probability. In this framework, the initial 
specification can be updated, using the rules, until the supervisor is satisfied with the 
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updated specification and the corresponding satisfaction probability is above the de-
sired threshold. We demonstrate the capabilities of the framework using simulations. 
This work contributes toward making temporal logics more user-friendly for robotic 
applications. However, the computation time is still an inhibiting factor for real-time 
applications. In particular, the proposed abstraction process uses high-complexity 
algorithms with high running time. To address this problem, future work includes 
drawing inspiration from the algorithm used to solve large planning problems where 
the scope prohibits the feasibility of deterministic solvers, called Rapidly-exploring 
Random Tree (RRT). In Shkolnik et al. 2009 the authors solve the problem of reach-
ing a given destination while avoiding obstacles using the RRT algorithm which takes 
into account local reachability, as defined by differential constraints. One approach 
for planning under motion uncertainty (Melchior and R.Simmons 2007), called the 
Particle RRT algorithm, explicitly considers uncertainty in its domain. Each exten-
sion to the search tree is treated as a stochastic process and is simulated multiple 
times. Since these results show that the RRT algorithm can be used in the presence 
of differential and uncertainty constraints, we propose combining the computational 
efficiency of the RRT algorithm with the presented work. Therefore, future work 
includes developing efficient sampling-based techniques that will exploit fast RRT 
methodology to explore the more promising areas of the state space (with respect 
to the specification) and, combined with our abstraction and control synthesis work, 
solve the problem of vehicle abstraction and control from temporal logic specifications. 
The final problem that we addressed was the problem of stochastic control of a 
noisy differential drive mobile robot, such that the probability of satisfying a time 
constrained specification given as a Bounded LTL (BLTL) formula is maximized. 
By mapping sensor measurements to an MDP, we translated the problem to finding 
a control policy maximizing the probability of satisfying a BLTL formula on the 
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MDP. The solution was based on Statistical Model Checking (SMC) for MDPs and 
we showed that the probability that the vehicle satisfies the specification is bounded 
from below by the probability of satisfying the specification on the MDP. The key 
limitation of the proposed approach is the computation time. The algorithm itself is 
extremely lightweight when compared to sampling. In particular, model checking and 
generation of control policies account for less than 10% of runtime. The remaining 
time is spent generating sample traces. There are two main reasons for this. First, 
when generating a trace corresponding to an uncertainty region, a computationally 
expensive step of taking the intersection between the uncertainty region and all of the 
regions of interest is performed (see Def. 5.3, Sec. 5.2.4). Second, note that the system 
is continuous both in space and time. Thus, at each time step, when constructing 
an uncertainty region, the algorithm performs multiple integrations of the system. 
Faster sampling methods have the potential to significantly decrease the runtime. 
One major advantage of using SMC is that sampling is highly parallelizable and 
significant gains can be obtained by increasing the number of sampling threads. In 
particular, results from Henriques et al. 2012 show that by having 10 threads, runtime 
can be reduced to under 25% of its original value. To address the fact that sampling 
(i.e., generating sample traces) accounts for the majority of the runtime, future work 
includes improving the sampling performance and making the implementation fully 
parallel. Another direction for our future research is to investigate how increasing the 
control rate or having more available controls will affect the vehicle control quality and 
the computation time. It is obvious that this will increase the size of the MDP which, 
due to the fact that sampling accounts for more than 90% of runtime, will increase 
the computation time. Also it is easy to see that having more measurements and 
controls will result in an improved vehicle control strategy. However, we believe that 
this is an important issue that needs to be treated separately. To address the problem 
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of discrepancy between the probabilities obtained on the MDP and the probabilities 
obtained by simulating the system, we also plan to use a less conservative uncertainty 
model. In particular, we plan to implement the approach presented in Althoff and 
Dolan 2011 in which, given the mathematical model of a vehicle and a bound on 
uncertainty, the authors construct a tight overapproximated reachability set for a 
finite lookahead horizon. Future work also includes experimental implementations in 
which the presented algorithm is used to control a ground robot that is simultaneously 
deployed with an autonomous aircraft that can observe the environment, formulate 
the time-bounded temporal logic specifications for the ground vehicle, and provide 
position information to restart the control algorithm for the ground vehicle. 
Finally, another direction for our future research is to improve and extend the ex-
perimental setup mentioned in Sec. 5.3.1, i.e., to develop and construct an experimen-
tal setup for fully autonomous vehicle deployment from temporal logic specifications. 
In particular, we wish for a user to be able to define the inputs of the control synthesis 
algorithm (i.e. , an environment and a complex motion specification), and once the 
vehicle feedback control strategy is obtained, we wish for the vehicle to be deployed 
under this control strategy. Thus, for the deployment to be fully autonomous we 
propose to combine the following elements: 1) a graphical user interface in which 
a user can: a) create an environment by defining the regions of interest and assign 
propositions to them, and b) define a motion specification over a set of propositions 
satisfied at the regions of interest; 2) a system for displaying the environment consist-
ing of a set of a wide angle projectors (since we are primarily interested in vehicles 
moving on a plane using the projectors will allow us to display and change the envi-
ronment easily); 3) an abstraction and control synthesis algorithm that takes as an 
input an environment with the regions of interest , a motion specification, an initial 
state of the vehicle, the vehicle actuator, and sensor model, and returns a vehicle 
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feedback control strategy that maximizes the probability of satisfying the specifica-
tion, as well as the probability of satisfying the specification; 4) a vehicle whose model 
is considered during the control synthesis and which is deployed under the obtained 
vehicle feedback control strategy; and 5) a motion-tracking system consisting of a set 
of cameras for determining the initial state of the vehicle and for tracking the vehi-
cle in the environment. The expected contribution of developing the experimental 
setup is twofold: first , having this experimental setup would be of demonstrational 
and educational value; second, it would bridge the gap between the theoretical and 
experimental results. 
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