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ON NEWTON-OKOUNKOV BODIES OF GRADED LINEAR
SERIES
GEORG MERZ
Abstract. We generalize the theory of Newton-Okounkov bodies of
big divisors to the case of graded linear series. One of the results is
the generalization of slice formulas and the existence of generic Newton-
Okounkov bodies for birational graded linear series. We also give a
characterization of graded linear series which have full volume in terms
of their base locus.
1. Introduction
The beautiful paper [O96] by Andrei Okounkov began the theory of
Newton-Okounkov bodies. Originally, he was interested in asymptotic mul-
tiplicities of group representations on line bundles. To study this, he con-
structed a compact convex set ∆ and noticed that the volume of this body
can be interpreted as the asymptotic multiplicity of the given representation.
Inspired by that work, Kaveh and Khovanskii in [KK12] and independently
Lazarsfeld and Mustat¸a˘ in [LM09] realized that Okounkov’s construction
gave rise to a completely new approach for studying the asymptotics of lin-
ear series on a projective variety. They used Okounkov’s construction to
associate a convex body ∆(S•) to a graded linear series S• on a projective
variety X. The construction of this body does not only depend on S•, but
also on the choice of a flag Y• consisting of closed irreducible subvarieties.
However, the main feature of the convex body ∆Y•(S•) is that, under “mild”
conditions, its euclidean volume gives a geometric interpretation of the clas-
sical notion of the volume of a graded linear series S• [LM09, Theorem A].
Indeed, for a graded linear series S• on a variety X of dimension d one has
vol(∆Y•(S•)) = lim
k→∞
dimSk
kn
= d! · vol(S•).
A posteriori, one concludes that the volume of ∆Y•(S•) is independent of
the choice of the flag Y•.
For a complete graded linear series S• equal to the full section algebra
R•(X,D) :=
⊕
k∈N
H0(X,OX (kD))
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2associated to a big divisor D, we get a very nice correspondence between
algebraic geometry and convex geometry. Although, a priori, the Newton-
Okounkov body of a divisor D is well-defined up to linear equivalence of
D, Lazarsfeld and Mustat¸a˘ [LM09, Proposition 4.1] showed that the con-
struction of the Newton-Okounkov body does only depend on the numerical
equivalence class. Conversely, Jow showed in [J10] that two divisors D and
D′ are numerical equivalent if the Newton-Okounkov bodies ∆Y•(D) and
∆Y•(D
′) coincide for all flags Y•. Philosophically, this means that we can
interpret a numerical equivalence class of a divisor D as a collection of real
convex bodies parametrized by the set of all flags. Therefore, in principle,
it should be possible to translate all numerical properties of a divisor into
properties of convex geometry and vice versa. An outline of this approach
is given in recent works of Ku¨ronya and Lozovanu (see [KL14],[KL15] and
[KL17]).
Even though Lazarsfeld and Mustat¸a˘ tried to build up their theory of
Newton-Okounkov bodies in a general setting based on graded linear series,
many statements are only formulated for complete graded linear series cor-
responding to a big divisor D, i.e. for R(S•) = R•(X,D). The reason why
this case is significantly easier to understand is due to the following facts
which are not shared by arbitrary graded linear series.
• The algebra R•(X,D) is induced by the locally free sheaves OX(kD).
• The body ∆Y•(D) is well defined for a numerical equivalence class of
D which can be interpreted as a point in a finite dimensional vector
space over R, the Ne´ron-Severi space.
• There exists a global Newton-Okounkov body which characterizes all
Newton-Okounkov bodies ∆Y•(D) at once [LM09, Theorem B].
The two main features of Newton-Okounkov bodies which were proved in
the case S• = R•(X,D) but were left open for arbitrary graded linear series
are the following .
(a) Slice formulas for Newton-Okounkov bodies: Let t ≥ 0 be a rational
number. Let Y• be a flag such that Y1 is a Cartier divisor. Suppose
D is a big Cartier divisor such that Y1 6⊆ B+(D) and D − t · Y1 is
big. Then the t-slice
∆Y•(D)ν1=t := ∆Y•(D) ∩
(
{t} × Rd−1
)
is equal to the Newton-Okounkov body of the restricted linear series
[LM09, Theorem 4.24]
R•(X,D − tY1)|Y1 .
(b) Existence of a generic Newton-Okounkov body : If we have a family of
Newton-Okounkov bodies ∆Yt,•(Xt,Dt) where all the relevant data
move in flat families over T , then for a very general choice of t ∈ T
the Newton-Okounkov bodies all coincide [LM09, Theorem 5.1].
3Question. Is there a natural generalization of the above properties for more
general graded linear series S•?
We will prove that property (a) for rational t > 0 does hold for a completely
arbitrary graded linear series S• corresponding to a big divisor.
Theorem A. Let S• be a graded linear series. Let Y• be an admissible flag
and t = a/b > 0 for (a, b) = 1 a rational number such that {t}×Rd−1 meets
the interior of ∆Y•(S•). Then
∆Y•(S•)ν1=t = 1/b ·∆X|Y1(S
(b)
• − aY1)
via the identification of {t} × Rd−1 ∼= Rd−1.
However, for t = 0 we need some more constraints on S•. It turns out that
a natural assumption in order to treat S• “like” a divisor D is to assume
that their volumes are equal, i.e. vol(S•) = vol(D). Another assumption
which is necessary to prevent S• from being too wild is that it should be
finitely generated as an algebra. We will prove the following characterization
of such graded linear series.
Theorem B. Let S• ⊆ R(X,D) be finitely generated graded linear series
corresponding to a big divisor D. Then the following two conditions are
equivalent
(a) vol(S•) = vol(D).
(b) • The rational map hS• : X 99K Proj(S•) is birational and
• B(S•) = ∅ on Proj(R(X,D)).
The above result enables us to derive a slice formula for t = 0 for such
graded linear series (see Theorem 4.18). However, we are even able to de-
rive the following slice theorem for graded linear series containing an ample
series.
Theorem C. Let S• be a graded linear series containing the ample series
D − E. Let Y• be an admissible flag such that the divisorial component Y1
is not contained in E and Yd 6∈ B(S•). Then we have
∆Y•(S•)ν1=0 = ∆X|Y1(S•).
The existence of a generic Newton-Okounkov body, according to Part (b),
can be generalized to the case of birational graded linear series S•. More
precisely, we derive the following theorem.
Theorem D. Let X,T and Y• be as in Section 5.1. Let S• be a birational
graded linear series. Then for a very general choice of t ∈ T all the Newton-
Okounkov bodies ∆Yt,•(S•) coincide.
Note that we do not need any flatness hypothesis for the above theorem.
The idea of the proof is that we replace the graded linear series S• by a
possibly larger one which is induced by coherent sheaves and then use the
generic flatness theorem to make sure all the involved data is flat. In addition
4to proving the existence of generic Newton-Okounkov bodies, we give several
examples of how to construct such families.
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2. Preliminaries
2.1. Notation. We work over the field C. Whenever not otherwise stated,
X denotes a projective variety over C of dimension d and D a big Cartier
divisor over X. Moreover, when we talk of a divisor, we will always refer
to an integral Cartier divisor. By an admissible flag Y• of X we mean an
ordered set of irreducible subvarieties:
Y• : X = Y0 ⊇ Y1 ⊇ Y2 ⊇ · · · ⊇ Yd−1 ⊇ Yd = {pt}
where d is the dimension of X such that codimX(Yi) = i and each Yi is
non-singular at the point Yd.
2.2. Graded linear series. LetD be a divisor onX and let V ⊆ H0(X,OX (D))
be a non-zero vector subspace. Then the projective space of one dimensional
vector subspaces of V , which we denote by |V | := P(V ), is called a linear
series. In case V = H0(X,OX (D)) we call it the complete linear series and
write |D|. Often we are interested in the asymptotic behaviour of |mD| as
m → ∞. In order to generalize this for non complete linear series we need
the following definition.
Definition 2.1. A graded linear series on X corresponding to a divisor D
consists of a collection
S• = {Sk}k≥0
of finite dimensional vector subspaces Sm ⊆ H
0(X,OX (mD)) and S0 = C.
These subspaces are required to satisfy the property
Sk · Sl ⊆ Sk+l for all k, l ≥ 0
where Sk · Sl denotes the image of Sk ⊗ Sl under the homomorphism
H0(X,OX (kD))⊗H
0(X,OX (lD))→ H
0(X,OX ((k + l)D)).
We call S• a complete linear series if Sk = H
0(X,OX (kD)) for all k ≥ 0.
Given a graded linear series S• we can define the graded algebra
R(S•) :=
∞⊕
k=0
Sk.
5If S• is a complete graded linear series corresponding toD, we writeR•(X,D)
for the graded algebra of sections. We say that S• is finitely generated if
R(S•) is finitely generated as a C-algebra.
A linear series |V | corresponds to a rational morphism
h|V | : X 99K P
N .
Definition 2.2. We say that a graded linear series S• is birational if the
rational map corresponding to the linear series |Sk|
h|Sk| : X 99K P
N
is birational onto its image for k ≫ 0.
If S• is finitely generated, then S• is birational if and only if the induced
rational map
hS• : X 99K Proj(S•) := Proj(R(S•))
is birational.
If S• and T• are two graded linear series, we write S• ⊆ T• if Sk ⊆ Tk for
all k ≥ 0.
Finally, note that many notions as the volume or the stable base locus
can be defined for graded linear series completely analogously as in the case
of complete graded linear series (see [L04, 2.4] for more details).
2.3. Construction of Newton-Okounkov bodies. In this section we
want to give a very brief overview of the construction of Netwon-Okounkov
bodies and state some elementary facts about them. For a detailed overview
see e.g. [LM09].
First of all we fix an admissible flag Y• and a graded linear series S• of
X. Now by an iterative procedure, taking the order of vanishing along the
given Yi into account, we construct for each k ∈ N a valuation map
νY• : Sk \ {0} → Z
d.
The two essential properties of νY• are:
• ordering Zd lexicographically, we have
νY•(s1 + s2) ≥ min{νY•(s1), νY•(s2)}
for any s1, s2 ∈ Sk \ {0}
• given two non zero sections s ∈ Sk and t ∈ Sl then
νY•(s⊗ t) = νY•(s) + νY•(t).
The valuation function gives rise to the semigroup
Γ(S•) := {(νY•(s), k) : s ∈ Sk \ {0}, k ∈ N} ⊆ N
d+1.
Then the Newton-Okounkov body of S• corresponding to the flag Y• is given
by
∆Y•(S•) := Cone(Γ(S•)) ∩
(
Rd × {1}
)
.
6In [LM09] it was shown that for a graded linear series S• corresponding to
a big divisor D which has the additional property that the semigroup Γ(S•)
generates Zd+1 as a group, we have
volRd(∆Y•(S•)) =
1
d!
· vol(S•)
where
vol(S•) := lim
k→∞
dimSk
kd/d!
.
However, the more general case was treated in [KK12]. They showed that
for an arbitrary graded linear series S•, we have
vol(∆Y•(S•))
ind(S•)
=
vol(S•)
d!
(1)
where ind(S•) is the index of the group generated by Γ(S•) in Z
d.
So for arbitrary graded linear series the volume of the Newton-Okounkov
body does indeed depend on the choice of the flag.
3. Volume and base Locus of graded linear series
In this section we want to analyze the correspondence between the volume
of a graded linear series and its base locus. We first focus on the case where
the graded linear series S• corresponding to D has full volume, i.e.
vol(S•) = vol(D).
In this case we have a characterization of finitely generated graded linear
series S• given by Theorem 3.8. This characterization will help us to make
sense of the sheafication of a graded linear series, which will be necessary
for Section 5, as well as for deriving slice formulas in the following section.
3.1. Stable base locus and volume of finitely generated graded lin-
ear series. The aim of this paragraph is to to show that two finitely gen-
erated graded linear series which have the same volume also have the same
stable base locus.
The following proposition will be helpful.
Proposition 3.1. Let S• be a graded linear series and x ∈ X. Consider
the induced graded linear series W• defined by
Wk := {s ∈ Sk : ordx(s) ≥ ⌈kr⌉}
for some fixed r > 0. Then for all admissible flags Y• centered at x, the
origin 0 does not lie in the Newton-Okounkov body ∆Y•(W•).
Proof. Let us assume that 0 lies in the Newton-Okounkov body. Then it
must be an extreme point. Thus there exists a series of sections sk ∈ Wk
7such that 1/k · ν(sk) = 1/k · (ν1(s
k), . . . νd(s
k)) converges to 0 as k tends to
infinity. By [KL15, Lemma 2.4], we have
ordx(s
k) ≤
d∑
i=1
νi(s
k).
Dividing by k leads to
1/k · ordx(s
k) ≤ 1/k ·
d∑
i=1
νi(s
k).
As k tends to infinity the right hand side goes to 0, but the left hand side
is lower bounded by r > 0, which gives a contradiction. Thus 0 does not lie
in the Newton-Okounkov body ∆Y•(W•). 
The next theorem is an analog of [KL15] Theorem A for finitely generated
graded linear series.
Theorem 3.2. Let X be smooth and let S• be a finitely generated graded
linear series. Then the following conditions are equivalent:
(a) x 6∈ B(S•)
(b) 0 ∈ ∆Y•(S•) for each admissible flag Y• centered at {x}
(c) There exists an admissible flag Y• centered at x such that 0 ∈ ∆Y•(S•).
Proof. (a) → (b) is trivial, since νY•(s) = 0 for all sections s ∈ Sk that do
not vanish at x. (b)→ (c) is also trivial.
Let us prove (c)→ (a). Let 0 lie in the Newton-Okounkov body ∆Y•(S•)
and let us assume that x ∈ B(S•). Let s1, . . . , sn be homogeneous generators
of R(S•) and denote by N the maximum of the degrees of these generators.
By assumption, all these generators vanish at x to order at least one. Thus,
we have an inclusion S• ⊆W• of graded linear series, where
Wk := {s ∈ H
0(X,OX (kD)) : ordx(s) ≥ ⌈k/N⌉}.
But by the previous proposition, 0 6∈ ∆(Wk). This contradicts the fact that
0 ∈ ∆Y•(S•) ⊆ ∆Y•(W•). Thus x 6∈ B(S•). 
Lemma 3.3. Let S• ⊆ T• be two graded linear series. Then vol(S•) =
vol(T•) 6= 0 implies that ∆Y•(S) = ∆Y•(T•) for all admissible flags Y•.
Proof. First of all, we show that for all admissible flags the volume of the
Newton-Okounkov bodies coincide. We will do this by showing that the
indices of the semigroups Γ(S•) and Γ(T•) are equal. Clearly, Γ(S•) ⊆ Γ(T•)
and hence ind(S•) ≥ ind(T•). On the other hand, the volume formula for
Newton-Okounkov bodies yields the equality
d! · vol(S•) =
vol(∆Y•(S•))
ind(S•)
=
vol(∆Y•(T•))
ind(T•)
= d! · vol(T•).
From this equality and the fact that vol(∆Y•(S•)) ≤ vol(∆Y•(T•)) we get
that ind(S•) ≤ ind(T•), which implies ind(S•) = ind(T•). Again from
8the volume formula, we deduce that the volume of the Newton-Okounkov
bodies are equal. Let us now assume that there is a flag Y• such that
∆Y•(S•) ( ∆Y•(T•). Then there is a point P in ∆Y•(T•) which does not
lie in ∆Y•(S•). Since ∆Y•(S•) is closed and convex, the point P has a
positive distance to ∆Y•(S•). Hence, there is a d-dimensional ball B(0, ε)
around the origin which does not intersect ∆Y•(S•). The intersection of
B(0, ε) with ∆Y•(T•) has positive volume. This shows that we cannot have
vol(∆Y•(S•)) = vol(∆Y•(T•)). 
For the next lemma we will need the definition of a pulled back linear
series. Let π : X → Y be a morphism of projective varieties and S• a graded
linear series on Y . Then we can define π∗S• by π
∗Sk := {π
∗s : s ∈ Sk}.
Lemma 3.4. Let π : X → Y be a surjective morphism of projective varieties.
Let S• be a graded linear series on Y . Then we have
π(B(π∗S•) = B(S•)
Proof. Let x ∈ B(π∗S•) this is equivalent to
π∗s(x) = s(π(x)) = 0
for all k ≥ 0 and s ∈ Sk. But this is equivalent to π(x) ∈ B(S•). Hence, we
have the desired result.

Theorem 3.5. Let S• ⊆ T• be two graded linear series and let S• be finitely
generated. Then vol(S•) = vol(T•) implies that B(S•) = B(T•).
Proof. Let us first assume that X is smooth. It is obvious that B(T•) ⊆
B(S•). Let us show the other inclusion. Let therefore x ∈ B(S•) and assume
that x does not lie in B(T•). Then for all admissible flags Y• centered
at {x} we have that 0 ∈ ∆Y•(T•). By Theorem 3.2, we know that 0 6∈
∆Y•(S•). Using Lemma 3.3 implies that ∆Y•(S•) = ∆Y•(T•), which gives a
contradiction. Thus x does lie in B(T•).
Now consider the case where X is not necessarily smooth and π : X˜ → X
is a resolution of singularities. Since we have bijection of sections π∗Sk ∼= Sk
and π∗Tk ∼= Tk we conclude vol(π
∗T•) = vol(π
∗S•). Since X˜ is smooth we
can deduce that B(π∗S•) = B(π
∗T•) and from the above lemma the desired
result follows. 
The next example illustrates that the assumption for S• to be finitely
generated is indeed necessary.
Example 3.6. Let S• be an arbitrary graded linear series such that vol(S•) >
0. Then choose any point x ∈ X\B(S•) and consider the graded linear series
Sx• defined by
Sxk := {s ∈ Sk : s(x) = 0}.
Clearly, we have B(S•) 6= B(S
x
• ) since x is not contained in the first set
but is contained in the latter by construction. We will nevertheless show
9that vol(S•) = vol(S
x
• ), and can therefore conclude that S
x
• is never finitely
generated, even though S• might be.
In order to prove the equality of volumes, we first show equality of Newton-
Okounkov bodies. Let Y• be any admissible flag. We surely have an inclusion
∆Y•(S
x
• ) ⊆ ∆Y•(S•). Let now P be a point in ∆Y•(S•). Using the fact that
the valuation points in the Newton-Okounkov body are dense (see Theorem
4.5), there is a series of sections (ξmi)i∈N such that ξ
mi ∈ Smi and
νY•(ξ
mi)
mi
→ P as mi →∞.
Now let s ∈ Sk be any section such that s(x) = 0. The existence of such
a section follows from the fact that vol(S•) > 0. Suppose otherwise that no
section s ∈ Sk vanishes at x ∈ X, then ∆Y•(S•) = {0} is the origin for all
flags Y• centered at {x}.
Consider the series (s⊗ ξmi)i∈N for which we have:
νY•(s ⊗ ξ
mi)
k +mi
=
νY•(s)
k +mi
+
νY•(ξ
mi)
k +mi
→ P as mi →∞.
But since s⊗ξmi ∈ Sxmi+k we conclude the equality of the Newton-Okounkov
bodies ∆Y•(S
x
• ) = ∆Y•(S•). In order to derive the equality of volumes,
we will show that for both graded linear series the group generated by
the semigroup of valuation points coincide. We trivially have an inclusion
G(Γ(Sx• )) ⊆ G(Γ(S•)). Now let a ∈ G(Γ(S•)) be an arbitrary element. We
can write it as
a = (νY•(ξ
1), k1)− (νY•(ξ
2), k2)
for some ξi ∈ Ski , i = 1, 2. Choose again a section s ∈ Sk such that s(x) = 0
and note that s⊗ ξi ∈ Sxki+k for i = 1, 2. Then we can write
a′ : = (νY•(s ⊗ ξ
1), k + k1)− (νY•(s ⊗ ξ
2), k + k2)
= (νY•(s), k) + (νY•(ξ
1), k1)− ((νY•(s), k) + (νY•(ξ
2), k2))
= a.
But a′ ∈ G(Γ(Sx• )) which implies the equality of both groups and in partic-
ular the equality of both indices ind(Sx• ) = ind(S•). Applying the volume
formula (1), we get the desired equality of volumes.
3.2. Characterization of finitely generated graded linear series with
full volume. In this paragraph we want to classify all finitely generated
graded linear series S• corresponding to a big divisor D such that vol(S•) =
vol(D).
We will need the following lemma.
Lemma 3.7. Let f : X → Y be a dominant finite morphism of varieties.
Then f is of degree one if and only if f is birational.
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Proof. If f is birational, then there are open subsets U = SpecB ⊆ X and
V = SpecA ⊆ Y such that f|U : U → V is an isomorphism. This means
that A ∼= B and thus C(X) = Quot(B) ∼= Quot(A) = C(Y ). Hence, f is of
degree one.
Now let f be finite of degree one. Consider an open affine subscheme
V = SpecA ⊆ Y such that f−1(V ) = U = SpecB. Then f|U : SpecB →
SpecA corresponds to an injective morphism of rings φ : A → B. Since f
has degree one, φ induces an isomorphism
Quot(φ) : Quot(A)→ Quot(B).
Suppose b1, · · · , bn ∈ B is a set of generators of B as an A-module. Let
a′1, . . . , a
′
n ∈ A be the set of denominators of the preimages of the bi under
the isomorphism Quot(φ). Let a′ = a′1 · · · · · a
′
n be the product of the
denominators and Aa′ be the corresponding localization. Next, we consider
the morphism Quot(φ) restricted to the A-module Aa
Quot(φ)|Aa′ : Aa′ → Quot(B).
By construction, this restriction gives an isomorphism of Aa′ to its image
which is exactly Ba′ . Applying the Spec functor again gives an isomorphism
of schemes
f|U ′ : U
′ = SpecBa′ → V
′ = Spec(Aa′) = D(a
′).
Hence, f is a birational morphism. 
Theorem 3.8. Let S• ⊆ T• be finitely generated graded linear series corre-
sponding to D. Let T• be birational. Then the following two conditions are
equivalent
(a) vol(S•) = vol(T•).
(b) • The rational map hS• : X 99K Proj(S•) is birational and
• B(S•) = ∅ on Proj(T•).
Proof. Consider the rational morphism corresponding to the section ring
R(T•)
hT• : X 99K Proj(T•) =: Y.
This is a rational contraction and we have h∗T•(OY (1)) = D as well as
R(T•) ∼= R•(Y,OY (1)). Via this bijection, way we may regard S• as a finitely
generated graded linear subseries of R•(Y,OY (1)) on Y . Since vol(T•) =
vol(OY (1)), we can deduce from Theorem 3.5, that vol(S•) = vol(T•) implies
that S• is base point free on Y . Therefore, we just need to show that (a)
is equivalent to the first part of (b) under the assumption that vol(S•) =
vol(T•). So let us assume that S• is base point free on Y . We want to show
that the inclusion φ : R(S•)→ R(T•) induces a morphism Y → Proj(S•) =:
Z. Due to [GW, Remark 13.7], the previous inclusion gives us a morphism
G(φ)→ Proj(S•) where
G(φ) :=
⋃
s∈Sk,k>0
D+(s) ⊆ Y.
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But by the base point freeness of S• on Y we have G(φ) = Y . Hence, we
get a globally defined morphism
j : Y → Proj(S•) = Z,
which fits into the following commutative diagram
X
hT• //❴❴❴
hS•   ❆
❆
❆
❆
Y
j

Z.
Since hT• is birational, the above diagram implies that j is birational if
and only if hS• is birational. The morphism j is by construction affine and
projective and thus finite. By Lemma 3.7 and taking the above equivalence
into account, we get that hS• is birational if and only if j is finite of degree
one. But this is equivalent to
vol(T•) = vol(j
∗OZ(1)) = vol(OZ(1)) = vol(S•).

Corollary 3.9. Let D be a semi ample big divisor on X and S• be a finitely
generated graded linear series corresponding to D. Then the following two
conditions are equivalent
(a) vol(S•) = vol(D)
(b) • B(S•) = B(D) = ∅
• hS• : X → Proj(S•) is birational.
Proof. The only thing which we need to prove in order to use the above
Theorem is that b) implies that B(S•) = ∅ on Proj(R•(X,D)) but this
follows from Lemma 3.4.

3.3. Volume and base ideal. In this paragraph we want to take the
scheme structure of the base locus into account. Hence, we will be interested
in the connection between the volume and the base ideal of a graded linear
series. The main motivation for this is [J10, Theorem C], which states that
we can compute the volume of a birational graded linear series by passing to
the base point free linear series on the blow-up along the base ideal. We will
give a short introduction into base ideals and then derive some variations of
Jow’s statement.
Let |V | be a linear series corresponding to a divisorD onX. Let s1, . . . , sN ∈
V be global sections which induce a basis on |V |. Then we define F as the
coherent sheaf generated by the si. More explicitly, F is the image sheaf of
the following morphism:
ONX → OX(D
12
which is given on open sets U ⊆ X by
(λ1, . . . , λN ) 7→
N∑
j=1
λj · sj|U .
Consider an open cover X =
⋃
i∈I Ui and trivializations ψi : OX(D)|Ui
∼=
OUi . Then ψi(F|Ui) is an ideal of OUi , which does not depend on the choice
of ψi. Gluing these ideals together induces a well defined ideal sheaf I such
that F = I ⊗OX OX(D). Clearly, the support of I is Bs(|V |) and we call it
the base ideal of |V |. This gives the set Bs(|V |) the structure of a scheme.
For a graded linear series S•, we denote the base ideal of |Sk| by bSk .
Theorem 3.10. Let S• and T• be birational graded linear series correspond-
ing to a divisor D. Suppose bSk = bTk for all k ≫ 0. Then
vol(S•) = vol(T•).
Proof. An alternate formulation of [J10, Theorem C] is given in [H13, Propo-
sition 3.7]. The volume of S• can be calculated in the following way. Let
πk : Xk → X be the blow-up of X along bSk . Let Mk := π
∗
kD − Ek, where
Ek is the exceptional divisor of the blow-up. Then
vol(S•) = lim
k→∞
(Mk)
d
kd
.
Hence, the volume of S• just depends on the base ideals bSk for k ≫ 0 and
the divisor D. Therefore we get the same volume for T• as for S•. 
3.4. Rationality properties of finitely generated graded linear se-
ries. The volume of a graded linear series can in general behave very wildly
(see for example [KLM13]). Without any restrictions, it certainly can be
irrational. Indeed, it is an easy consequence of [L04, Ex. 2.4.14] that actu-
ally all non-negative real numbers occur as the volume of some graded linear
series. However, for a finitely generated divisor D it is shown in [AKL12]
that there exists a flag Y• such that the corresponding Newton-Okounkov
body ∆Y•(D) is a rational simplex. We will generalize this result to the case
of finitely generated birational graded linear series. For finitely generated
graded linear series which are not necessarily birational, we recover the well
known fact that its volume is rational
Theorem 3.11. Let S• be a birational graded linear series generated in
degree one. Let π : X˜ → X be the blow-up of X along the base ideal bS1 and
E be the exceptional divisor. Let Y˜• be an admissible flag of X˜ centered at
{x˜} = π−1(x) where x ∈ X \B(S•). Let Y• be the admissible flag centered
at {x} given as the image of Y˜• under π. Then
∆Y•(S•) = ∆Y˜•(π
∗D − E).
Proof. First of all we show that the volume of both graded linear series are
equal. Consider the graded linear series π∗S• − E generated by π
∗S1 −
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E := {s/skE : s ∈ S1} corresponding to the divisor π
∗D − E. By
construction,π∗S• − E is base point free and birational. Hence, due to
Theorem 3.10, we have
vol(S•) = vol(π
∗S• − E) = vol(π
∗D − E).
The valuation νY• respectively νY˜• are both defined locally arround x
respectively x˜ = π−1(x). Since π defines an isomorphism arround {x}, we
get νY•(s) = νY˜•(π
∗s) for all s ∈ Sk. As E lies away from x, we also have
νY˜•(π
∗s/skE) = νY˜•(s) for all s ∈ Sk and sE a defining section of E. This
shows that
∆Y•(S•) = ∆Y˜•(π
∗S• − E) ⊆ ∆Y˜•(π
∗D − E).
Combining this with the above equality of volumes, we get the desired result.

Corollary 3.12. Let S• be a finitely generated birational graded linear se-
ries. Then there is an admissible flag Y• such that ∆Y•(S•) is a rational
simplex.
Proof. Using the notation of Theorem 3.11, the only thing we need to prove
is that there exists an admissible flag Y˜• centered at some point x˜ 6∈ E such
that corresponding Newton Okounkov body of the globally generated divisor
π∗D −E is a rational simplex. But the existence of such a flag is proven in
[AKL12, Proposition 7]. Note, that we used the fact that π∗D−E is finitely
generated since it is by construction free. 
If S• is not birational but still finitely generated, we are not able to prove
any rational polyhedrality property of the corresponding Newton- Okounkov
body yet. However, the next theorem shows that the volume will neverthe-
less be rational.
Theorem 3.13. Let S• be a finitely generated graded linear series. Then
the volume of S• is a rational number.
Proof. We may without loss of generality assume that S• is generated in
degree one. The volume of S• is equal to the volume of the free graded
linear series π∗S• − E where π is the blow-up of X along the base ideal of
S1. Hence, it suffices to show that the volume of a free graded linear series is
rational. So let us assume without loss of generality that S• is a free finitely
generated graded linear series generated in degree one on X corresponding
to a base point free divisor D which is also generated in degree one. If S•
is free on X, then by Lemma 3.4, S• is also free on Proj(R•(X,D)). As in
the proof of Theorem 3.8, we conclude that the inclusion R(S•) ⊆ R•(X,D)
induces a finite morphism:
j : Y := Proj(R•(X,D))→ Proj(S•) =: Z.
Let k be the degree of j. Then we have
vol(D) = vol(OY (1)) = vol(j
∗OZ(1)) = k · vol(OZ(1)) = k · vol(S•).
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So the rationality of vol(S•) follows from the rationality of the volume of
the free divisor D. 
Note, that the fact that the volume of a finitely generated graded linear
series, can also be established by realizing that its Hilbert polynomial has
indeed rational coefficients.
3.5. Sheafification of graded linear series. The aim of this section is to
replace a birational graded linear series S• by a possible larger one coming
from global sections of coherent subsheaves of OX(kD). This sheafification
process has the desirable feature that it does not change the volume of the
graded linear series and hence not the Newton-Okounkov body.
Let S• be a birational graded linear series. Denote by bSk the base ideal
of the linear series |Sk|.
Definition 3.14. The sheafification of S• is given by the sheaf S• = (Sk)k≥0
where
Sk = bSk ⊗OX OX(kD).
The sheafified linear series S˜• is defined by
S˜k = H
0(X,Sk).
Remark 3.15. The sheaf Sk is equal to F considered in Section 3.3 for
V = Sk.
Theorem 3.16. Let S• be a birational graded linear series. Then the volume
of S• and the volume of the sheafified linear series S˜• are equal i.e.
vol(S•) = vol(S˜•).
Proof. This is a consequence of Theorem 3.10. The sheaf Sk = bSk ⊗OX
OX(D) is by construction globally generated and therefore the base ideal of
S˜k is equal to bSk . Thus, the base ideal of S˜k and of Sk are both equal for
every k > 0, from which the equality of volumes follows. 
Corollary 3.17. Let S• be a birational graded linear series. Then for all
admissible flags Y• we have:
∆Y•(S•) = ∆Y•(S˜•)

Example 3.18. Consider
X = P2 = ProjC[X1,X2,X3]
and L = O(2). We can identify
H0(X,L) ∼= C[X1,X2,X3]2.
Now let S• be the graded linear series which is generated by all monomials
of degree two except X2X3, i.e. generated by
S1 := spanC(X
2
1 ,X
2
2 ,X
2
3 ,X1X2,X1X3)
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Clearly S• is base point free and ∆Y•(D) = ∆Y•(S•), for the standard flag
Y• such that
Y1 := V(X1), Y2 := V(X1) ∩V(X2) and Y3 := {[0 : 0 : 1]}.
Next, we want to show that the semigroup Γ(S•) generates Z
3 as a group.
We have
v1 := (1, 1, 1) = (ν(X1X2), 1) ∈ Γ(S•),
v2 := (1, 0, 1) = (ν(X1X3), 1) ∈ Γ(S•),
and
v3 := (0, 2, 1) = (ν(X2), 1) ∈ Γ(S•).
This shows that e2 := v1 − v2 ∈ G(Γ(S•)), e3 = v3 − 2e2 ∈ G(Γ(S•)) and
e1 = v1 − e2 − e3 ∈ G(Γ(S•)). Hence, G(Γ(S•)) = Z
3. From this fact and
the equality of Newton-Okounkov bodies, we deduce that vol(S•) = vol(D).
Applying Theorem 3.10 gives us that S• is birational and that bS1 = OX .
Hence, from the above theorem we expect the following equality for the
sheafified linear series.
R(S˜•) = R•(X,L).
Indeed, we will show by hand how the missing global section X2X3 ∈
H0(X,L) can be glued locally from sections in S1.
In
Ui := SpecC[X1/Xi,X2/Xi,X3/Xi] ⊆ P
2
we have si = (X2X3)|Ui =
X2X3
X2i
∈ H0(Ui,OX).
Since H0(Ui,S1) is a H
0(Ui,OX)-module, we have
si = λi · (ti)|Ui ∈ H
0(Ui,S1)
for λi = si and ti = X
2
i .
4. Slice formula for graded linear Series
Slice formulas are one of the most important tools to analyze the shape
of Newton–Okounkov bodies. They are the main ingredient for the charac-
terization of Newton-Okounkov bodies on surfaces [LM09, Theorem 6.4], for
Jow’s Theorem [J10] and for most of the rational polyhedrality properties
(see e.g. [AKL12], or [SS17]).
By a slice formula we mean the following: Let S• be a graded linear series
and Y• be a flag. A slice of the Newton-Okounkov body ∆Y•(S•) is given by
intersecting it with some affine hypersurface {t} ×Rd−1 ⊆ Rd for t ≥ 0. We
denote this slice by ∆Y•(S•)ν1=t. Suppose there is a graded linear series W•
on Y1 such that
∆Y•(S•)ν1=t = ∆Y ′•(W•)
where Y ′• is the restriction of the flag Y• on Y1. Then the above equality will
be called a slice formula.
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Slice formulas are very useful since the set of all slices ∆Y•(S•)ν1=t deter-
mines ∆Y•(S•) and thus we are able to reduce the calculation of ∆Y•(S•) to
the calculation of Newton-Okounkov bodies of dimension one less. This will
give us in some cases the possibility to argue inductively on the dimension
of X.
In all cases we will consider, the graded linear series W• will be a certain
restricted linear series. Let us quickly recall basic notions of restricted linear
series. Let S• be a graded linear series on X corresponding to D and let
Y ⊆ X be an irreducible subvariety. Let
restk : H
0(X,OX (kD))→ H
0(Y,OY (kD))
be the restriction of global sections of kD to Y . Then we define the restricted
graded linear series S|Y,• on Y , by
S|Y,k := restk(Sk).
If R(S•) = R•(X,D), we write R•(X,D)|Y for the graded algebra of sections
of the restricted linear series of S•. We will write volX|Y (S•) := volY (S|Y,•)
for the volume of the restricted linear series, as well as volX|Y (D) if R(S•) =
R•(X,D). Let Y• be a flag on X. We write
∆X|Y1(S•) := ∆Y ′•(S|Y1,•)
for Y ′• defined as above. In a lot of situations we want to assume that Y1 is
a Cartier divisor. Therefore, we make the following definition.
Definition 4.1. Let X be a projective variety and Y• an admissible flag.
We call Y• very admissible if Y1 defines a Cartier divisor.
Note that if X is smooth then every admissible flag is very admissible.
The existence of slice formulas is directly connected to the distribution
of valuative points in ∆Y•(S•). Therefore, before deriving slice formulas, we
will analyze this distribution.
4.1. Valuation points. A different construction of the Newton-Okounkov
body than the one we mentioned is the following. First on constructs the set
of normalized valuations Σ :=
⋃
m>0 1/m · Γm(S•) and then one takes the
closed convex hull of this set. This is completely equivalent to the earlier
mentioned definition of Newton-Okounkov bodies. A priori, it might happen
that taking the convex hull destroys a lot of information about Σ. In this
paragraph we will see that this is not the case and indeed it is not even
necessary to take the convex hull in the first place.
Definition 4.2. Let S• be a graded linear series. Let Y• be an admissible
flag. Then a point P ∈ ∆Y•(D) is called a valuation point or valuative if
there is a section s ∈ Sk such that νY•(s)/k = P for some k ∈ N.
Lemma 4.3. Let S• be a graded linear series on X. Let Y• be an admissible
flag. Let P and Q be two valuative points of ∆Y•(S•). Then all rational
points in the line segment PQ are also valuative.
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Proof. Let s ∈ Sk and t ∈ Sm be sections such that P = νY•(s)/k and
Q = νY•(t)/m. Let A := (a/b) · P + (1 − a/b) ·Q for integers a, b such that
0 ≤ a < b be an arbitrary rational point in the line segment PQ. Define the
section
sma ⊗ tk(b−a) ∈ Skbm.
Then we have
νY•(s
ma ⊗ tk(b−a))
kbm
= ma ·
νY•(s)
kbm
+ k(b− a) ·
νY•(t)
kbm
= a/b · P + (1− a/b) ·Q
= A.
This shows that every rational point in the seqment PQ is valuative.

Lemma 4.4. Let S• be a graded linear series on X. Let Y• be an admissible
flag. Let P1, . . . , Pn be valuative points of ∆Y•(S•). Then all rational points
in the relative interior of the convex hull of P1, . . . , Pn are also valuative.
Proof. We will prove this by induction on the number of points n. The
case n = 2 was done in the previous lemma. Let us prove the claim for n,
assuming that it holds for integers ≤ n − 1. Let P be a rational point in
the interior of the convex hull. The induction hypothesis tells us that all
rational points on the facets of the convex hull are valuative. Now, consider
the line going through P1 and P . This line intersects the boundary of the
convex hull in P1 and in one more point, which we will call Q. Clearly the
point Q is rational and hence, by the induction hypothesis, valuative. Now,
by construction, P is in the convex hull of the two valuative points P1 and
Q. Again, using the induction hypothesis, the point P is valuative. 
Theorem 4.5. Let S• be a graded linear series on X. Let Y• be an admis-
sible flag. Then all rational points in the relative interior of the Newton-
Okounkov body ∆Y•(S•) are valuative.
Proof. Let P be a rational point in the interior of ∆Y•(S•). By construction
of ∆Y•(S•) this means that
P ∈ conv
( ⋃
m>0
1/m · νY•(Sm \ {0})
)
.
So there are finitely many sections si ∈ Smi and coefficients λi ≥ 0 for
i = 1, . . . , N such that
∑N
i=1 λi = 1 and
P =
N∑
i=1
λi · νY•(si)/mi.
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Define K :=
∏N
i=1mi. Then s
K/mi
i ∈ SK and we can write
P =
N∑
i=1
λi · νY•(s
K/mi
i )/K.
This implies that
P ∈ conv (1/K · νY•(SK \ {0})) ,
and due to the previous lemma it follows that P is valuative.

Remark 4.6. The fact that the valuative points are dense in the Newton-
Okounkov body was already proven in [KL14] for the divisorial case S• =
R•(X,D) and in the general case of graded linear series in [KMS12, Lemma
2.6].
Corollary 4.7. Let D be a big divisor on X and let Y• be a very admissible
flag such that Y1 6⊆ B+(D). Then all the rational points in the relative
interior of ∆Y•(D)ν1=0 are valuative.
Proof. By construction of the Newton-Okounkov body, the valuative points
of the slice ∆Y•(D)ν1=0 are of the form (0, P ) where P is a valuative point
of the Newton-Okounkov body of the restricted linear series R•(X,D)|Y1 ,
which we denote by ∆X|Y1(D). But due to the slice formula in [LM09,
Theorem 4.24 b] we have an equality
∆X|Y1(D) = ∆Y•(D)ν1=0.
Combining this with the above theorem yields the desired result.

The fact that some points on the boundary of the Newton-Okounkov body
are valuative and some may just be limits of valuative points corresponds
to the fact that the semigroup Γ(S•) may be not finitely generated. Finite
generation of the semigroup is a very pleasant property. It was shown in
[A13] that if Γ(S•) is finitely generated then there exists a corresponding
flat degeneration of X to the toric variety whose normalization corresponds
to the polytope ∆Y•(S•)
The connection to the existence of valuative points is given by the follow-
ing theorem.
Theorem 4.8. Let S• be a graded linear series, Y• be an admissible flag of
X and Γ(S•) be finitely generated. Then all rational points of ∆Y•(S•) are
valuative. If ∆Y•(S•) is rational polyhedral, then Γ(S•) is finitely generated
if and only if all rational points of ∆Y•(S•) are valuative.
Proof. Let Γ(S•) be finitely generated and (νY•(s1), k1), . . . , (νY•(sN ), kN )
be the generators. Then ∆Y•(S•) is equal to the convex hull of the points
P1 = 1/k1 · νY•(s1), . . . , PN = 1/kN · νY•(sN ). Due to Lemma 4.4, all points
in ∆Y•(S•) are valuative.
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Let now ∆Y•(S•) be rational polyhedral. It remains to prove that Γ(S•)
is finitely generated if all rational points are valuative. However, this follows
from [BG09, Corollary 2.10]. 
Remark 4.9. Note that in the second part of the above theorem the condi-
tion that ∆Y•(S•) is rational polyhedral is necessary. For a counterexample
consider [LM09, Proposition 1.17] for any K which is not rational polyhe-
dral. In this case it is clear from the construction that all rational points
are valuative. However, the corresponding semigroup can never be finitely
generated unless its Newton-Okounkov body is rational polyhedral.
The next theorem says that for a surface X the semigroup Γ(D) is almost
never finitely generated.
Theorem 4.10. Let X be a smooth surface. Let S• be a graded linear series
corresponding to a big divisor D such that vol(S•) = vol(D). Let C ⊆ X
be a curve of genus g > 0. Then for a general point x ∈ C the semigroup
ΓC⊇{x}(S•) is not finitely generated.
Proof. Without loss of generality, we may replaceD by kD and can therefore
assume that there is a non-negative integer t ∈ N such that volX|C(D−tC) >
0. Consider the Zariski decomposition of D − tC:
Dt := D − tC = Pt +Nt,
and choose x ∈ C very general such that the semigroup {(k, ordx(s)) | s ∈
H0(C,OC (Pt))} is not finitely generated [LM09, Example 1.7]. If we set
∆{x}(Pt|C) = [0, c], then the failure of finite generation just means that c is
not a valuative point of ∆{x}(Pt|C). But since volX|C(Dt) = volX|C(Pt) > 0,
we deduce that C 6⊆ B+(Pt) and we have volX|C(Pt) = vol(Pt|C) [ELMNP09,
Corollary 2.17]. Thus c is not a valuative point of the restricted Newton-
Okounkov body ∆X|C(Pt). The valuative points of ∆X|C(Pt) correspond
to the valuative points of the restricted Newton-Okounkov body ∆X|C(Dt)
up to a translation of ordx(Nt|C). But each valuative point Q of ∆X|C(Dt)
corresponds one to one to the valuative point (t,Q) of ∆C⊇{x}(D)ν1=t. This
shows that (t, c + ordx(Nt|C)) ∈ ∆C⊇{x}(D) is not a valuative point and
thus surely it is not a valuative point of ∆C⊇{x}(S•). Applying Theorem 4.8
gives then the desired failure of finite generation.

Example 4.11. Let X be a smooth Mori dream surface, let D be a big
divisor on X and Y• : X ⊃ C ⊃ {x} be an admissible flag on X consisting
of a curve C on X which is not contained in B+(D). We use [KLM12,
Theorem B] for describing the Newton-Okounkov body of a big divisor on
a surface: There are piecewise linear functions with rational slopes and
rational breaking points α, β : [ν, µ]→ R+ such that the Newton-Okounkov-
body is given by:
∆Y•(D) = {(t, y) ∈ R
2 : ν ≤ t ≤ µ, and α(t) ≤ y ≤ β(t)}
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Moreover, the number ν is rational and µ is given by
µ := sup{s > 0 : D − sC is big}.
Since in our case X is a Mori dream space and thus the Big cone is rational
polyhedral, the number µ is rational as well. In this situation we have a
quite good understanding of the valuative points of the Newton-Okounkov
body. The following points are valuative:
(a) the rational points in the interior of ∆Y•(D)
(b) points of the form (ν, y) for rational y ∈ [α(ν), β(ν))
(c) points of the form (t, α(t)) for all rational t ∈ [ν, µ) .
Let us prove that all the above listed points are indeed valuative.
Part (a) follows from Theorem 4.5. Part (b) follows by using the slice
formula [LM09, Theorem 4.24 b)] which states that ∆Y•(D)ν1=t = ∆X|C(D−
tC) for all t ∈ [ν, µ). Indeed, for such rational t the valuative points of
the latter Newton-Okounkov body correspond to the valuative points of
∆Y•(D) with first coordinate equal to t. Hence, again by Theorem 4.5, all
the rational points of the form (ν, t1) and for t1 ∈ (α(ν), β(ν)) are valuative.
Part (c) follows from the following fact: Let S• be a finitely generated
graded linear series on a curve C and let P be a smooth point on C. Let
∆(S•) = [b, c]. Then b is a valuative point. To prove this we can without loss
of generality assume that S• is generated in degree one. Let s1, . . . , sl ∈ S1
be the generators of S•. Now suppose b is not a valuative point. Then
ν(si) ≥ b + 1 for all i = 1, . . . , l. Consider s ∈ Sk which can be written as
s =
∑
α∈Nl cαs
α where s = (s1, . . . , sl). Then
ν(s) = ν(
∑
α∈Nl
cαs
α)
≥ min(ν(sα)
≥ k(b+ 1)
which implies that b does not lie in ∆(S•) inducing a contradiction. Using
this fact for the restricted graded linear series of D−tC to C which is indeed
finitely generated since X is a Mori dream space, gives us the valuativity of
the remaining listed points.
If C is a curve of genus g > 0 and x is a very general point in C, then
we can say even more. The points of the form (t, β(t)) for t ∈ [ν, µ) are not
valuative if β(ν) > α(ν). If α(ν) = β(ν), then this holds for t ∈ (ν, µ). In
order to prove this, we make use of the proof of Theorem 4.10. There we
showed that for rational t ∈ [µ, ν) such that vol(∆X|C(D − tC)) > 0 for a
general choice of x ∈ C the point (t, β(t)) is not valuative. Since t varies
in a countable set, we conclude that for a very general choice of x ∈ C this
holds for all considered rational t at once.
In this situation the only points where we do not know whether they are
valuative or not are the rational points of the form (µ, y) for y ∈ [α(µ), β(µ)].
The situation is summarized in Figure 1.
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Figure 1. Valuation points of NO-body on a surface
4.2. Slice Formula. In this paragraph we generalize the slice formula given
in [LM09, Theorem 4.2.4] to graded linear series S•. Let us first state the
content of the theorem: Let D be a big divisor, Y• be an admissible flag
such that Y1 is an effective Cartier divisor for which Y1 6⊆ B+(D) and
µ := sup{t ∈ R+|(D − tY1) is big}. Then we have for all 0 ≤ t < µ
∆Y•(D)ν1=t = ∆X|Y1(D − tY1).
The following definition will be useful for the generalization.
Definition 4.12. Let S• be a graded linear series on X. Let Y ⊆ X be an
irreducible subvariety of codimension 1 which defines a Cartier divisor and ε
be a non-negative rational number. Then we define the graded linear series
S• − εY by setting
(S• − εY )k = {s/s
⌈ε·k⌉
Y : s ∈ Sk ordY (s) ≥ ⌈ε · k⌉} ⊆ H
0(X,OX (kD − ⌈ε · k⌉Y ))).
Using the above definition, we are able to formulate our first slice formula
for slices which meet the interior of the corresponding Newton-Okounkov
body.
Theorem 4.13. Let S• be a graded linear series. Let Y• be a very admissible
flag and ε a positive rational number such that {ε}×Rd−1 meets the interior
of ∆Y•(S•).Then
∆Y•(S•)ν1=ε = ∆X|Y1(S• − εY1)
via the identification of {ε} × Rd−1 ∼= Rd−1.
Proof. By considering the k-th Veronese S
(k)
• of the graded linear series S•
for a high enough multiple, i.e. S
(k)
• defined by S
(k)
l = Sl·k, we can without
loss of generality assume that ε is an integer. We will now show that the
rational points in the interior of both Newton-Okounkov bodies are indeed
equal, from which the statement will follow by Theorem 4.5.
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Consider first the rational points in the interior of ∆X|Y1(S• − εY1). By
construction these are given in degree k by
1/k · Γk((S• − εY1)|Y1) = {1/k · (ν2(s), . . . , νd(s)) | s ∈ Sk s. t. ν1(s) = ε · k}
∼= {1/k · (ε · k, ν2(s), . . . , νd(s)) | s ∈ Sk s.t. ν1(s) = ε · k}
= (1/k · Γk(S•)) ∩ ({ε} × R
d−1).
But the last set are just the valuative points of ∆Y•(S•)ν1=ε in degree k.
This finishes the proof.

Corollary 4.14. Let S• be a graded linear series. Let Y• be a very admissible
flag and ε a positive rational number such that {ε}×Rd−1 meets the interior
of ∆Y•(S•).Then
∆Y•(S•)ν1≥ε := ∆Y•(S•) ∩ [ε,∞)× R
d−1 = ∆Y•(S• − εY1) + (ε, 0, . . . , 0).
Proof. This follows by realizing that the slices of both sides agree for all
rational vertical slices. Indeed, we have for all δ > 0 such that {δ+ε}×Rd−1
meets the interior of ∆Y•(S•).
∆Y•(S• − εY1)ν1=δ = ∆X|Y1(S• − (ε+ δ)Y1)
= ∆Y•(S•)ε+δ.

The above theorem shows that for t > 0 the slice formula of [LM09,
Theorem 4.2.4] completely generalizes to the case of arbitrary graded linear
series without any restrictions. However, the reduction to the case t = 0
does not work as in [LM09]. The idea of the proof was to replace the divisor
D by some small perturbation D + εY1 and thus reduce the question to
the case t > 0. However, for a graded linear series it is not clear how to
generalize this construction. Therefore, we need some additional properties
for the graded linear series S• in order to recover more of the geometry of
X and the corresponding divisor D. We would like to assume that S• as
well as the restricted series S|Y,• are birational. In order to make sure that
the restricted series has this property, we pose a stronger condition on S•,
namely, that it contains an ample series. (This corresponds to condition (C)
in [LM09], see Definition 4.16).
In addition, we will start with the case that S• is also finitely generated
and vol(S•) = vol(D). After that we will reduce the general case to the
special case by using Fujita approximation.
Lemma 4.15. Let S• ⊆ T• be two birational finitely generated graded linear
series such that the map of projective spectra Proj(T•) → Proj(S•) defined
by the inclusion of graded linear algebras R(S•) ⊆ R(T•) is globally defined.
Then for each closed subvariety Y ⊆ X, the induced map Proj(T|Y,•) →
Proj(S|Y,•) is also globally defined.
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Proof. Consider the following diagram of morphisms of graded algebras
R(S•)
rS // //
 _
ι

R(S|Y,•) _
ιY

R(T•)
rT // // R(T|Y,•)
where the horizontal mappings are just the restriction of sections and the
vertical maps are given by inclusion. For a graded algebra U =
⊕
k∈NUk,
define U+ :=
⊕
k>0 Uk. We want to show that the inclusion ιY defines a
global morphism of corresponding projective spectra. Therefore, we need to
check if the preimage under ιY of each relevant homogeneous prime ideal
p ⊂ R(T|Y,•)
+ is still relevant. So suppose that the preimage is not relevant,
i.e. R(S|Y,•)
+ ⊆ ι−1Y (p). Then by definition of the restriction morphism, we
get:
R(S•)
+ = r−1S (R(S|Y,•)
+) ⊆ r−1S (ι
−1
Y (p)).
This means that the ideal on the right hand side is not relevant. Due to
the commutativity of the above diagram, the right hand side is equal to
ι−1(r−1T (p)). However, the ideal r
−1
T (p) is relevant since rT is surjective and
therefore the ideal ι−1(r−1T (p)) is relevant as well since, by assumption, ι
induces a global morphism of projective spectra. Hence, we get a contradic-
tion, which shows the claim 
Let us now define what it means to contain an ample series.
Definition 4.16. Let S• be a graded linear series on X corresponding to
D. We say that S• contains the ample series A = D − E if
(a) Sk 6= 0 for k ≫ 0 and
(b) there is a decomposition of Q-divisors D = A+E where A is ample
and E is effective such that
H0(X,O(kA)) ⊆ Sk ⊆ H
0(X,O(kD)
for all k divisible enough. Note that the inclusion of the outer groups
is given by the multiplication of a defining section of kE.
As it was already pointed out in [J10], it is not difficult to show that a
graded linear series containing an ample series is birational. This follows
from the birationality of the ample series.
Lemma 4.17. Let S• be a graded linear series corresponding to D which
contains the ample series D−E. Let Y ⊆ X be a closed irreducible subvariety
such that Y 6⊆ Supp(E). Then the restricted linear series S|Y,• contains an
ample series corresponding to the decomposition D|Y = A|Y + E|Y .
Proof. The restriction of an ample divisor to a closed subvariety is ample.
Since Y 6⊂ E we conclude that E|Y is effective. Hence D|Y = A|Y +E|Y is a
decomposition into ample and effective. Furthermore, the stable base locus
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of S• is contained in E, by the assumption that S• contains the ample series
D−E. Hence, there is a k ≫ 0 such that S|Y,k 6= 0. For k divisible enough,
we conclude, by Serre vanishing, that H0(Y,OY (kA)) = H
0(X,OX (kA))|Y .
From this identity we deduce the desired inclusion
H0(Y,OY (kA)) ⊆ S|Y,• ⊆ H
0(Y,OY (kD)).

SinceB+(D) =
⋂
D=A+E Supp(E), we recover the fact deduced in [LM09],
that for a big divisor D on X and Y 6⊆ B+(D), the restricted linear series
contains an ample series (satisfies condition (C)).
Now, we are able to prove our first slice formula for t = 0 under the con-
dition that S• has full volume. It will follow as a corollary of the following.
Theorem 4.18. Let S• ⊆ T• be two finitely generated graded linear series
such that vol(S•) = vol(T•) > 0. Suppose furthermore that S• contains the
ample series D−E. Then for all closed irreducible subvarieties Y 6⊆ Supp(E)
we have
volX|Y (S•) = volX|Y (T•).
Proof. From the equality of volumes and the birationality of the maps hS•
and hT• we can conclude, as in Theorem 3.8, that the inclusion R(S•) ⊆
R(T•) gives rise to a globally defined regular map:
Proj(T•)→ Proj(S•).
Due to Lemma 4.15, we arrive at the following commutative diagram:
Y
hT|Y,• //❴❴❴❴❴❴
hS|Y,• ((P
P
P
P
P
P
P
P Proj(T|Y,•)
j

Proj(S|Y,•).
By Lemma 4.17, the restricted series S|Y,• and T|Y,• contain an ample series.
Hence, the maps hT|Y,• and hS|Y,• are both birational. Then we can conclude,
as in Theorem 3.8, that volX|Y (S•) = volX|Y (T•). 
Corollary 4.19. Let X be a normal projective variety. Let S• be a finitely
generated graded linear series corresponding to a finitely generated divisor
D such that vol(S•) = vol(D). Suppose furthermore that S• contains the
ample series D−E. Then for all very admissible flags Y• such that Y1 does
not contain the support of E we have:
∆Y•(S•)ν1=0 = ∆X|Y1(S•).
Proof. From the above theorem we conclude that volX|Y1(D) = volX|Y1(S•),
which implies an equality ∆X|Y1(D) = ∆X|Y1(S•). We have B+(D) ⊆ E
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and therefore Y1 6⊆ B+(D). Hence, we can use the slice formula [LM09,
Theorem 4.2.4] to conclude
∆Y•(S•)ν1=0 = ∆Y•(D)ν1=0 = ∆X|Y1(D) = ∆X|Y1(S•).

Now, we want to get rid of the assumption that S• has to be finitely
generated with full volume. However, the price we pay for this reduction is
the additional constraint that the point Yd of the flag be not contained in
the stable base locus B(S•).
Theorem 4.20. Let X be a normal projective variety. Let S• be a graded
linear series containing the ample series D−F . Let Y• be a very admissible
flag such that Y1 is not contained in the support of F and Yd 6∈ B(S•). Then
we have
∆Y•(S•)ν1=0 = ∆X|Y1(S•).
Proof. Let us first treat the case where S• is a finitely generated graded linear
series generated by S1. Let π : X
′ → X be the blow-up of the base ideal bS1 ,
E the exceptional divisor and let S′• := π
∗S•−E, as well as DE := π
∗D−E.
Consider the decomposition D = A+F into ample plus effective. There is a
k ≫ 0 such that π∗A− kE is very ample, we get an induced decomposition
π∗D = (π∗A − 1/k · E) + (1/k · E + π∗F ). Then it is easy to see that S′•
contains the ample series π∗A− 1/k ·E = π∗D− (1/k ·E + π∗F ). Let Y˜i be
the strict transform of Yi and Y˜• be the corresponding flag on X˜ . Clearly,
the strict transform Y˜1 is not contained in the support of 1/k ·E+π
∗F since
Y1 6⊂ Supp(F ) and B(S•) ⊂ Supp(F ). Now we have
∆Y•(S•)ν1=0 = ∆Y˜•(S
′
•)ν1=0 = ∆X˜|Y˜1(S
′
•)
where the second equality follows from Corollary 4.19. To finish the first
part of the proof we need to show that ∆X˜|Y˜1(S
′
•) = ∆X|Y1(S•). We have
∆X|Y1(S•) ⊆ ∆Y•(S•)ν1=0 = ∆X˜|Y˜1(S
′
•).
The other inclusion follows from the fact that
volX˜|Y˜1(S
′
•) = volX˜|Y˜1(π
∗S•) = volX|Y1(S•)
where the first equality follows from the bijection S′1|Y1
∼= π∗S1 given by
multiplication with the restriction of a defining section sE of E to Y
′
1 and
the last equality follows from the property that (π∗s)|Y˜1 = (π|Y˜1)
∗(s|Y1). This
proves the theorem for S• being finitely generated.
Finally, we want to treat the case when S• is not necessary finitely gener-
ated. We will use Fujita approximation to reduce the statement to finitely
generated graded linear series. Define the graded linear series V•,p by
Vk,p := Im(Sym
k(Sp)→ Skp).
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From [LM09, Theorem 3.5], we deduce that for each ε > 0, we can find p0
such that for all p ≥ p0
vol(1/p ·∆Y•(V•,p)) ≥ vol(∆Y•(S•))− ε.
Combining this with the easy fact that 1/p ·∆Y•(V•,p) ⊆ 1/p
′ ·∆Y•(V•,p′) for
p ≤ p′ we have
∆Y•(S•) =
⋃
p≥0
1/p ·∆Y•(V•,p).
Analogously, we get
∆X|Y1(S•) =
⋃
p≥0
1/p ·∆X|Y1(V•,p).
Combining these two properties leads to
∆Y•(S•)ν1=0 =
⋃
p≥0
(1/p ·∆Y•(V•,p) ∩ ({0} × R
d−1)) =
=
⋃
p≥0
(1/p ·∆Y•(V•,p) ∩ ({0} × R
d−1)) =
=
⋃
p≥0
(
∆X|Y1(V•,p)
)
=
= ∆X|Y1(S•).
Note that in the second equality we used the slice formula for finitely gen-
erated graded linear series. This finishes the proof. 
We can apply the above theorem to the case of a restricted graded linear
series. This enables us to get a generalization of [J10, Theorem B], which
states that for a divisorD and a curve C which is constructed from intersect-
ing d−1 very general very ample effective divisors Ai onX. We have that the
restricted volume of volX|C(D) is equal to the length of ∆Y•(D)ν1=0,...,νd−1=0
where Yi := A1 ∩ · · · ∩Ai.
Corollary 4.21. Let D be a divisor on X and Y• an admissible flag centered
at {x} 6∈ B(D), such that Yi defines a Cartier divisor in Yi+1. Then for
Yi 6⊆ B+(D) we have
∆X|Yi(D) = ∆Y•(D)ν1=0,...,νi=0.

The last slice formula does not make any assumptions on the centered
point {x} of the flag, but has more constraints on the divisorial component
Y1 of the chosen flag Y•.
Theorem 4.22. Let S• be a graded linear series that contains the ample
series A = D − E. Let Y• be a very admissible flag such that Y1 is not
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contained in the support of E and is not fixed, i.e. there is a natural number
k ∈ N such that h0(X,OX(k · Y1)) > 1. Then we have
∆Y•(S•)ν1=0 = ∆X|Y1(S•).
Proof. Let S• be the sheafification of S•. Consider the graded linear series T•
corresponding to the divisor D+Y1 defined by the sheaves Sk⊗OXOX(k ·Y1),
i.e. defined by Tk := H
0(X,Sk ⊗OX OX(k ·Y1)). We want to show first that
the restricted linear series T|Y1,• is not equal to zero. This follows from
the fact that there is a non zero section s ∈ H0(X,OX (k · Y1)) which does
not vanish at Y1. Indeed, such a section exists. Let s be a section in
H0(X,OX (k · Y1)) which is not equal to a power of sY1 up to a constant.
Let a be the order of vanishing of s along Y1. By definition of sY1 , we have
a < k and s/s⊗aY1 ∈ H
0(X,OX ((k − a) · Y1)) does not vanish at Y1.
Since Y1 is not contained in the support of E, it is in particular not
contained in the stable base locus of S•. Thus, we can pick a non-zero section
s′ ∈ Sk which does not vanish at Y1. Hence, the section s
′′ := s⊗k ⊗ s′ ∈
Tk, does not vanish at Y1. This implies that ν1(s
′′) = 0. Moreover, we
can choose a section s ∈ Sk such that ν1(s) > 0. Then for the section
s˜ := s⊗kE ⊗ s ∈ Tk we have ν1(s˜) > 1. It follows from the above results on
e1
e2
∆Y•(S•)
∆Y•(T•)
1
Figure 2. Newton-Okounkov body ∆Y•(T•)
valuation vectors that the slice {1}×Rd−1 meets the interior of the Newton-
Okounkov body ∆Y•(T•). By construction of T•, we have an isomorphism
of sections (T• − Y1)k ∼= S˜k where S˜• is the sheafified graded linear series of
S•. With the help of Theorem 4.13, Corollary 4.14 and Corollary 3.17 we
deduce:
∆Y•(S•)ν1=0 =∆Y•(S˜•)ν1=0 = ∆Y•(T•)ν1=1
=∆X|Y1(S˜•) = ∆X|Y1(S•).
Note that the last equality is due to Theorem 4.18. 
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5. Generic Newton-Okounkov bodies
In this section we want to generalize the discussion in Chapter 5 of [LM09]
to the case of birational graded linear series S•. In order to define Newton-
Okounkov bodies, we have to fix the variety X, the flag Y• and a graded
linear series S•, respectively a big divisor D. It was established in [LM09,
Theorem 5.1] that if we vary all the different data X,Y• and D in a flat
family, the resulting bodies all coincide for a very general choice of these
parameters. This allows to define generic Newton-Okounkov bodies, called
the infinitesimal Newton-Okounkov bodies, which do no longer depend on
the choice of a flag Y•. The proof, which is presented in [LM09], relies
heavily on the fact that D induces a locally free sheaf OX(D). Hence, in
order to generalize their results, we need to make use of the sheafification
process considered in Section 3.5. However, the resulting coherent sheaves
Sk are not locally free, which also leads to technical difficulties to take into
account. Finally, we will also get rid of the flatness hypothesis by using the
theorem of generic flatness [GW, Corollary 10.84].
5.1. Family of Newton-Okounkov bodies. Let us start by fixing the
notation. Let T be a (not necessarily projective) irreducible variety. This
will be our parameter space. Let
πT : XT → T
be a family, such that for all t ∈ T the fibers
Xt := XT ×T k(t)
are projective varieties of dimension d. Let ST,• be a graded linear series
corresponding to a divisor DT on XT which is induced by a graded series
of coherent sheaves ST,k ⊆ OXT (k · DT ). Furthermore, denote by St,• the
graded linear series which is defined by taking the global sections of the
pulled back sheaves ST,k|Xt. Additionally, we want to assume that St,• is a
graded linear series corresponding to the divisor Dt := DT |Xt as well as St,k
are subsheaves of OXt(k ·Dt).
Let Y• be a partial flag of subvarieties
XT = Y0 ⊇ Y1 ⊇ · · · ⊇ Yd
with the following additional properties. Denote the fibers of the flag Y•
over t ∈ T by
Yi,t := Yi ∩Xt.
The additional properties are:
(a) Each Y•,t is an admissible flag on Xt.
(b) The variety Yi+1 is a Cartier divisor in Yi.
To summarize the above discussion, we give the following definition.
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Definition 5.1. Let πT : XT → T , ST,• and Y• be given such that all the
above prescribed assumptions are fulfilled. Then we call (XT , ST,•,Y•) an
admissible family of Newton-Okounkov bodies over T .
Suppose we are given an admissible family of Newton-Okounkov bodies
over T . Then for each t ∈ T , the following Newton-Okounkov body on Xt
is well defined:
∆Yt,•(St,•).
The next lemma will be of help in the last section where we want to construct
examples of admissible families of Newton-Okounkov bodies.
Lemma 5.2. Let p : X → Y be a morphism of varieties. Let S• be a graded
linear series corresponding to a divisor D on Y such that S1 6= {0}. Suppose
that S• is given by taking global sections of a graded series of coherent sheaves
Sk ⊆ OY (k · D). Then the pullback of the graded series of sheaves p
∗Sk
are coherent subsheaves of OX(k · p
∗D). Furthermore, by taking its global
sections, it defines a graded linear series on X (which we also denote by
p∗S•) if one of the following conditions are fulfilled:
• p : X → Y is flat, or
• p : X → Y is birational with Y normal such that the image of the
exceptional locus is away from Bs(S1).
Moreover, if p is a morphism of projective varieties and satisfies the second
condition, then vol(p∗S•) = vol(S•)
Proof. Let us first suppose that p : X → Y is flat. By the flatness of p,
the sheaf p∗Sk is a coherent OX-module which is contained in p
∗OX(kD).
Furthermore, for each non-negative pair of integers k, l the injection Sk ⊗
Sl → Sk+l pulls back to an injection
p∗Sk ⊗ p
∗Sl → p
∗Sk+l.
Therefore it is easy to see that p∗S• defines a graded linear series.
Now, let p : X → Y be birational, Y normal and suppose there is an open
subset V ⊆ Y such that Bs(Sk) ⊆ Bs(S1) ⊆ V which induces an isomor-
phism p|p−1(V ) : p
−1(V ) → V . Now we claim that the induced canonical
morphism
κ : p∗p
∗Sk → Sk
is an isomorphism. We will prove this by showing that for each y ∈ Y we
find an open subset Uy such that the induced morphism of sections κ(Uy)
is an isomorphism. For y ∈ V choose Uy ⊆ V . Then the induced morphism
of sections is an isomorphism since p|p−1(Uy) is an isomorphism. If y 6∈ V we
can find an open neighborhood Uy such that Uy ⊆ Y \ Bs(Sk). But on Uy
the coherent sheaf Sk|Uy is invertible. Hence, we have an isomorphism
Sk|Uy
∼= OY (kD)|Uy .
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However, for the locally free sheafOY (kD) the canonical morphism p∗p
∗OX(kD) ∼=
OX(kD) is an isomorphism. This follows by using Zariski’s Main theorem
and the projection formula. Hence, the canonical morphism κ(Uy) is an iso-
morphism which completes the proof of the fact that κ is an isomorphism.
We have the following commutative diagram of coherent sheaves on Y
p∗p
∗Sk
∼= //
 _

Sk _

p∗p
∗OX(kD)
∼= // OX(kD).
Taking global sections of the left vertical map induces an injection
H0(X, p∗Sk)→ H
0(X, p∗OX(kD)).
It remains to prove that the global sections define a graded algebra. We
can proof exactly as before that we have an isomorphism of OY -modules
p∗p
∗(Sk⊗Sl) ∼= Sk⊗Sl. Again, we have a commutative diagram of coherent
sheaves on Y given by
p∗p
∗(Sl ⊗ Sk)
∼= //
 _

Sl ⊗ Sk _

p∗p
∗Sl+k
∼= // Sl+k.
Taking global sections of this diagram gives us an injection
H0(X, p∗Sl ⊗ p
∗Sk)→ H
0(X, p∗Sl+k).
This implies that p∗S• defines a graded linear series. Now we want to
prove that p∗Sk ⊆ OX(p
∗D). This can again be checked by case distinction
of open sets. Let U be open such that p|U induces an isomorphism, then
clearly
H0(U, p∗Sk) ∼= H
0(p(U),Sk) ⊆ H
0(p(U),OX (k ·D)) ∼= H
0(U,OY (k · p
∗D)).
If U ⊆ X \ p−1(Bs(Sk)), consider the induced morphism p : U → Y \
Bs(Sk) := W . Let bSk be the ideal sheaf of Sk, then Sk|W = (OX(kD) ⊗
bSk)|W = OX(kD)|W . But this shows thatH
0(U, p∗Sk) = H
0(U, p∗OY (kD)).
The equality of volumes follows by taking global sections of the canonical
isomorphism κ which gives an isomorphism
H0(X, p∗Sk) ∼= H
0(Y,Sk).

Corollary 5.3. Let p : X → Y be a morphism of projective varieties sat-
isfying the properties of the second statement in the above lemma. Let Y•
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be an admissible flag on X and S• be birational graded linear series on Y
which is induced by the graded linear series of sheaves S•. Then
∆Y•(p
∗S•) = ∆Y•(p
∗S•).
Proof. By Theorem 3.16, we can without loss of generality assume that S•
is induced by the graded series of sheaves S•. Since vol(p
∗S•) = vol(S•) =
vol(p∗S•) it is enough to show one inclusion. But by construction p
∗Sk
contains all the elements p∗s for s ∈ Sk. This shows that ∆Y•(p
∗S•) ⊆
∆Y•(p
∗S•) and proves the claim. 
Remark 5.4. Note that by p∗S• we denote the graded linear series, defined
by considering the pullback of sections of Sk. However, by p
∗S• we denote
the graded linear series, given by taking the global sections of the pullback of
coherent sheaves of p∗Sk.
5.2. Partial sheafification of a graded linear series. Let X be a (not
necessarily projective) variety, D a divisor and S a coherent subsheaf of
OX(D). In this paragraph we want to generalize the discussion in [LM09,
Rem 1.4/1.5] to the sheaf S. Let Y• be a partial flag of X of length r
such that Yi+1 is a Cartier divisor in Yi. Analogously as in the definition of
Newton-Okounkov bodies, this partial flag defines a valuation map
νY• : H
0(X,S) \ {0} → Zr.
If we fix a tuple σ = (σ1, . . . , σr) ∈ Z
r, we can define a subsheaf of S by
setting for each open U ⊂ X such that the induced flag Y•|U is of length
r′ ≤ r
H0(U,S≥(σ)) := {s ∈ H0(U,S) | νY•|U (s) ≥ (σ1, . . . , σr′)}.(2)
Here, the map νY•|U is the valuation map corresponding to the restricted
flag given by Yi|U := Yi ∩ U on U .
For the next theorem it is practical to make the following two abbrevia-
tions:
S(σ1, . . . , σr) :=S|Yr ⊗Yr OX(−σ1Y1)|Yr ⊗Yr · · · ⊗Yr OYr−1(−σrYr)|Yr
S(σ1, . . . , σr+1)|Yr :=S(σ1, . . . , σr)⊗Yr OYr(−σr+1Yr+1).
Note that these sheaves are both defined over Yr. However, by a slight abuse
of notation we will also consider them as sheaves over X without writing
them as pushforwards of the inclusion map Yr →֒ X.
Theorem 5.5. Let S be a coherent subsheaf of OX(D). Then for each
partial flag Y• of X of length r and σ ∈ Z
r there exists a coherent sheaf
S≥(σ) such that (2) holds and it induces a surjective morphism
qr : S
≥(σ1,...,σr) → S(σ1 . . . , σr).
Proof. We will prove this using induction on r. Let r = 1. Then sections
of S≥(σ1) are those sections of S which vanish locally along Y1 at least σ1
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times. These are given by the image of the following injection of coherent
sheaves
S ⊗OX OX(−σ1Y1)→ S.
On an open set U ⊆ X the above map of sections is defined by multi-
plication with a defining section sY1|U of Y1 to the power of σ1. Since
S ⊗OX OX(−σ1Y1) is a coherent sheaf, this proves the claim for r = 1.
Now let us suppose we have already defined S≥(σ1,...,σr) as a coherent sheaf.
Then we need to construct the sheaf S≥(σ1,...,σr,σr+1). From the construction
of the valuation νY• we get a morphism of coherent sheaves
qr : S
≥(σ1,...,σr) → S(σ1 . . . , σr).
We claim that this morphism is surjective. We will prove this using the
same induction on r. For r = 1, this map is just the restriction map to the
closed subvariety Y1
q1 : S
≥(σ1) ∼= S ⊗X OX(−σ1Y1)→ S|Y1 ⊗Y1 OX(−σ1Y1)|Y1
and hence surjective. Now, let us additionally assume that qr is surjective.
We have the following natural inclusion
ιr : S(σ1, . . . , σr+1)|Yr →֒ S(σ1, . . . , σr)
given by multiplication with a defining section of Yr+1 in Yr. Now we define
S≥(σ1,...,σr+1) as the preimage of S(σ1, . . . , σr+1)|Yr under the morphism qr,
yielding the following diagram:
S≥(σ1,...,σr+1)
pr // //
 _

S(σ1, . . . , σr+1)|Yr _
ιr

S≥(σ1,...,σr)
qr // // S(σ1, . . . , σr).
(3)
By the construction of the valuation, the sections of the coherent sheaf
S≥(σ1,...,σr+1) are exactly the ones which satisfy equation (2). It remains to
show that the morphism
qr+1 : S
≥(σ1,...,σr+1) → S(σ1, . . . , σr+1)
is surjective. But qr+1 is just the composition of the surjection pr with the
surjective restriction morphism. Hence, the surjectivity follows. 
5.3. Generic Newton-Okounkov Body. Let (XT , ST•,Y•) be an admis-
sible family of Newton-Okounkov bodies over T . In this paragraph we want
to prove that for a very general choice of t ∈ T the Newton-Okounkov bodies
∆Y•,t(Xt,St,•) all coincide. The idea of the proof is to show that for a very
general choice t ∈ T the dimension of the space of global sections
H0(Xt, (Sk,t)
≥(σ))
is independent from t. The main issue of the proof is to show that we
have an equality of coherent sheaves (S
≥(σ)
T,k )t = (St,k)
≥(σ). Once we have
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established this equality, we can use the theorem of generic flatness to deduce
the constancy of the dimension.
We first need some helpful lemmata.
Lemma 5.6. The commutative diagram constructed in (3) gives rise to the
following commutative diagram, where the rows are exact:
0 // S≥(σ1,...,σr+1) //
∼=

S≥(σ1,...,σr+1)
pr //
 _

S(σ1, . . . , σr+1)|Yr _
ιr

// 0
0 // S≥(σ1,...,σr+1) // S≥(σ1,...,σr)
qr // S(σ1, . . . , σr) // 0.
(4)
Proof. The only thing left to prove is the identity of the kernels of the
horizontal maps qr and pr. We want to show that the induced map of
sections on the lower row is exact. Let us first assume that U ⊆ X is an
open subset such that the induced flag Y•|U is of length r
′ < r. Then
H0(U,S≥(σ1,...,σr+1)) = H0(U,S≥(σ1,...,σr′)) = H0(U,S≥(σ1,...,σr)).
Furthermore, H0(U,S(σ1, . . . , σr)) = {0}, since it is supported on Yr. This
proves the exactness of sections on such U . Now let U be chosen such
that Y•|U is of maximal length r. We calculate the kernel of qr(U). Let
s ∈ H0(U,S≥(σ1,...,σr+1)). By definition of the valuation and the construction
of the map qr, the section s will be sent to zero. However, if νY•|U (s) =
(σ1, . . . , σr), then it is also clear that the image of s 6= 0 under qr does not
vanish. This shows that ker(qr|U) = S
≥(σ1,...,σr+1). The kernel of pr can be
calculated using diagram (3) as
ker pr = ker qr ∩ S
≥(σ1,...,σr,σr+1) = S≥(σ1,...,σr+1).

The next lemma seems to be common folklore knowledge. However, as a
matter of a missing reference, we will prove this anyway.
Lemma 5.7. Let S be a noetherian scheme and i : Z → X be a closed
immersion of noetherian S-schemes such that Z is flat over S. Let T be
another S-scheme and iT : Z×S T → X ×S T be the closed immersion given
by the following fiber diagram
Z ×S T
pZ //
iT

Z
i

X ×S T
pX // X.
(5)
Then for each coherent OZ -module E we have a functorial isomorphism
iT∗p
∗
ZE
∼= p∗Xi∗E.
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Proof. This question is local on X, T and S. So let us set, without loss of
generality, X = SpecA, T = SpecB and S = SpecR. Then there is an ideal
I ⊆ A such that Z = Spec(A/I). Consider the short exact sequence
0→ I → A→ A/I → 0.
Since A/I is flat over R, we may tensor this sequence by ⊗RB and get
0→ I ⊗R B → A⊗R B → A/I ⊗R B → 0.
Hence, diagram (5) gives rise to the following commutative diagram of
rings
A/I // (A⊗R B)/(I ⊗R B)
A
OO
// A⊗R B.
OO
Let M be the A/I-module such that M˜ = E. Then we have
p∗Xi∗E = (AM ⊗R A⊗R B)
∼ = (AM ⊗A B)
∼.
Clearly, I ·AM = 0 and from this we deduce (I ⊗A B)(AM ⊗A B) = 0. But
this means that p∗Xi∗E can be viewed as a sheaf over (A ⊗R B)/(I ⊗R B).
So there is a coherent OZ⊗ST -module L such that iT∗L
∼= p∗Xi∗E. Taking
i∗T of this isomorphism, gives us an isomorphism on X ⊗S T
i∗T iT∗L
∼= i∗T p
∗
Xi∗E = p
∗
Y i
∗i∗E.
Since the canonical morphisms i∗T iT∗L
∼= L and i∗i∗E ∼= E are isomorphisms,
we conclude that L ∼= p∗Y E. Taking iT∗ of this isomorphism then gives the
desired result.

Lemma 5.8. Let (XT , ST,•,Y•) be an admissible family of Newton-Okounkov
bodies and (σ1, . . . , σr) ∈ N
r. Let furthermore Yi be flat over T for all
i = 1, . . . , d. Consider the natural map
ι : ST,k(σ1, . . . , σr+1)|Yr →֒ ST,k(σ1, . . . , σr).
Viewing this as a map of coherent sheaves on XT , for t ∈ T the map ι pulls
back via the closed immersion it : Xt →֒ XT to the natural map
i∗t ι : St,k(σ1, . . . , σr+1)|Yt,r →֒ St,k(σ1, . . . , σr)
viewed as a morphism of coherent sheaves on Xt.
Proof. We consider the following fiber diagram
Yr,t = Yr ×T k(t) //

Yr

Xt = XT ×T k(t) // XT
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By the previous Lemma 5.7, the restriction of the coherent sheaf ST,•(σ1, . . . , σr)
on XT to Xt is the same as the restriction of ST,•(σ1, . . . , σr) (viewed as a
sheaf on Yr) to Yr,t and then viewing it as a sheaf on Xt. This means that
ST,•(σ1, . . . , σr)|Xt = ST,•(σ1, . . . , σr)|Yr,t .
For i ≤ r + 1 we have
(OXT (−σiYi)|Yr)|Yr,t = (OXT (−σiYi)|Xt))|Yr,t = OXt(−σiYi,t)|Yr,t .
Since also (ST,k)|Yr,t = St,k|Yr,t we can follow that
(ST,k(σ1, . . . , σr))|Xt
∼= St,k(σ1, . . . , σr).
Similarly, we have
((ST,k(σ1, . . . , σr+1))|Yr)|Xt
∼= St,k(σ1, . . . , σr+1)|Yt,r
Finally, the restricted morphism i∗t ι is given by multiplication with a defining
section of Yr to the power of σr+1 and hence is injective. 
Lemma 5.9. Let (XT , ST,•,Y•) be an admissible family of Newton-Okounkov
bodies over T . For a very general point t ∈ T we have for every k ∈ N and
σ ∈ Zr
(S
≥(σ)
T,k )t = (St,k)
≥(σ).
Proof. First let us fix the number k and abbreviate S := Sk. We will
prove the lemma using induction on r. Let r = 1. Then we can identify
S
≥(σ1)
T
∼= ST ⊗XT OXt(−σ1Y1). Pulling this back to the fiber Xt leads to
(ST ⊗XT OXT (−σ1Y1))|Xt = (ST )|Xt ⊗Xt OXt(−σ1Y1)|Xt =
= St ⊗Xt OXt(−σ1Y1,t)
∼= S
≥(σ1)
t .
This proves the lemma for r = 1.
Now we prove the lemma for r+1 assuming that it holds for r. Using the
theorem of generic flatness [GW, Corollary 10.85] we can find open subsets
Vσ,k ⊂ T such that all coherent sheaves occurring in diagram (4) as well as
the cokernels of the vertical morphisms are flat over T . Furthermore, we can
also assume that all the Yi for i = 1, . . . , r + 1 are flat over Vσ,k. Then we
let t be in
⋂
σ∈Zr+1,k∈N Vσ,k. Due to the flatness, the induction hypothesis
and Lemma 5.8, we can pull back the right hand square of diagram (4) and
obtain the following square:
(S
≥(σ1,...,σr+1)
T )t
// //
 _

St(σ1, . . . , σr+1)|Yr,t _
ιr

S
≥(σ1,...,σr)
t
qr // // St(σ1, . . . , σr).
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The above diagram implies that we get an injection from (S
≥(σ1,...,σr+1)
T )t to
the inverse image of St(σ1, . . . , σr+1)|Yr,t under the map qr, which is by con-
struction equal to S
≥(σ1,...,σr+1)
t . We also have an isomorphism St(σ1, . . . , σr+1)
∼=
(ST (σ1, . . . , σr+1))t and therefore we get the following commutative diagram
0 // (ST )
≥(σ1,...,σr+1+1)
t
//
 _
ιt

(ST )
≥(σ1,...,σr+1)
t
//
 _
ιt

(ST (σ1, . . . , σr+1))t
∼=

// 0
0 // (St)
≥(σ1,...,σr+1+1) // (St)
≥(σ1,...,σr+1) // St(σ1, . . . , σr+1) // 0.
We will use a second induction argument on σr+1. Let σ1, . . . , σr as well
as t ∈ T be fixed. Let σr+1 = 0. Then we have S
≥(σ1,...,σr ,0)
t = S
≥(σ1,...,σr)
t
as well as S
≥(σ1,...,σr ,0)
T = S
≥(σ1,...,σr)
T . Hence, for σr+1 = 0 the desired
identity follows from the induction hypothesis on r. Now let us assume,
we know that the desired identity of sheaves is true for σr+1. Then we
want to prove it is true for σr+1 + 1. However, this follows by using the
above commutative diagram and the Five lemma. Indeed, by our induction
hypothesis, the middle vertical morphism is an isomorphism. Hence, the
left vertical morphism must be an isomorphism as well. This proves the
claim. 
Theorem 5.10. Let (XT , ST,•,Y•) be an admissible family of Newton-Okounkov
bodies over T . Then for a very general t ∈ T the Newton-Okounkov bodies
∆Yt,•(St,•)
all coincide.
Proof. For a fixed k ∈ N and σ ∈ Nd, there is an open subset Uσ,k such that
S
≥(σ)
k is flat over Uσ,k due to the theorem of generic flatness. Furthermore,
by the the semicontinuity theorem, we can shrink Uσ,k even more and have
for all t ∈ Uσ,k that the dimension of
h0(X, (S
≥(σ)
T,k )t)
is independent from t. For a very general t ∈
⋂
k,σ Uσ,k the constancy
of the above dimension holds for every k and σ. Furthermore for t ∈⋂
σ,k Uσ,k ∩
⋂
σ,k Vσ,k, we have that h
0(X, (S
≥(σ)
T,k )t) = h
0(X,S
≥(σ)
t,k ) are in-
depent from t. But for a fixed t ∈ T the dimensions of all the H0(X,S
≥(σ)
t,k )
completely determine the valuation points of ∆Yt,•(St,•) and thus also the
body ∆Yt,•(St,•) From this observation it follows that for a very general t
all Newton-Okounkov bodies coincide. 
5.4. Examples of generic Newton-Okounkov bodies. In this para-
graph we want to construct some admissible families of Newton-Okounkov
bodies over T , in order to illustrate how to make use of Theorem 5.10 to
get generic Newton-Okounkov bodies. We will give three construction how
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to realize this. The first two examples are families where we just vary the
flag Y•. In the third construction we will also vary the varieties Xt and the
graded linear series St,• in a family. For the sake of simplicity, we assume
in this paragraph that alle the varieties X occuring are smooth.
5.4.1. Variation of the flag. Let S• be a birational graded linear series in
X corresponding to a divisor D and let T be an irreducible (not necessarily
projective) variety. Since S• is birational, we can consider the sheafification
S• of S•. By Corollary 3.17, we may replace S• by S˜• and may therefore
assume that S• is induced by the family of sheaves S•. Consider the variety
XT := X ×C T and the projection
πX : XT → X.
We define the family of sheaves ST,• as the pullback of S• under the pro-
jection πX . Since πX is flat, we can use Lemma 5.2 to see that the family
of sheaves ST,• defines a graded linear series on XT and that the sheaves
ST,k are subsheaves of OXT (kπ
∗
XD). In order to get a family of Newton-
Okounkov bodies, it remains to choose an admissible flag Y• of XT . So let
us suppose we have fixed such a flag Y•. For a point t ∈ T , the fiber over
t of XT induces an isomorphism Xt ∼= X. It is not hard to see that the
following composition of morphism is an isomorphism
X ∼= Xt →֒ X ×C T
piX−−→ X
where the first map is the natural inclusion of the fiber. This shows that
St,• ∼= S• and hence (XT ,ST,•,Y•) defines an admissible family of Newton-
Okounkov bodies.
Example 5.11 (Variation of the point Yd). Let us suppose we have a bira-
tional graded linear series S• on a smooth projective variety X and a partial
admissible flag of smooth subvarieties
Y1 ⊇ · · · ⊇ Yd−1
fixed. Then set T := Yd−1 and consider the variety XT := X ×C T and
the partial flag Y• defined by Yi := Yi ×C Yd−1 for i = 1, . . . , d − 1 and
Yd := Yd−1 which is embedded in Yd−1 = Yd−1 ×C Yd−1 via the diagonal
embedding. Then for each x ∈ T = Yd−1, the flag Yx,• is just the partial flag
Y1, . . . , Yd−1 with the additional component Yx,d = {x}. Hence, Theorem
5.10 implies that for a very general point x in Yd−1 the Newton-Okounkov
bodies ∆{Y1⊇···⊇{x}}(S•) all coincide.
We will now show that for the special case of a surface X and a finitely
generated birational graded linear series this result can be established in a
more direct way and also holds for a general choice of points of the flag. Let
X be a smooth surface, D a big divisor on X and C a smooth curve. Then
for each x ∈ C we obtain an admissible flag X ⊇ C ⊇ {x}. We have the
following description of the Newton-Okounkov body on surfaces (see also
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4.11):
∆C⊃{x}(D) = {(t, y) ∈ R
2 : a ≤ t ≤ µ, and α(t) ≤ y ≤ β(t)}.
Without loss of generality we may replace D by D − aC and assume that
C is not contained in the support of the negative part of D. Then α(t) =
ordx(Nt|C) and β(t) = ordx(Nt|C)+(C ·Pt), where Dt := D− tC = Pt+Nt
is the Zariski decomposition. However, it is an easy consequence of [KLM12,
Proposition 2.1] that, the support of all Nt is contained in a finite union of
closed subvarieties. Hence, we can choose a general point x ∈ C, such that
x 6∈ supp(Nt) for each t ∈ [0, µ]. Then ordx(Nt|C) = 0 and α(t) as well as
β(t) do not depend on the general point x ∈ C. This shows that for a general
choice of x ∈ C, the Newton-Okounkov body ∆{C⊇{x}}(D) is independent
from x.
Now let S• be a finitely generated birational graded linear series on X.
Without loss of generality we may assume that it is finitely generated in
S1. Let π : X
′ → X be the blow-up of X along bS1 and let C˜ be the strict
transform of C. Without loss of generality, we may assume that X ′ and C˜
are smooth. If this does not hold we can pass to a resolution of singularities,
without changing the Newton-Okounkov body. By Theorem 3.11, we have
for all x ∈ C˜ \B(π∗S•):
∆{C˜⊇{x}}(π
∗D − E) = ∆{C⊇{x}}(S•).
But the above discussion shows that the left hand side does not depend on
x˜ for a general choice. Hence, also the right hand side does not.
Example 5.12 (Flags of complete intersection of very ample divisors). In
this example we want to consider flags which are defined by complete inter-
sections corresponding to global sections of a fixed very ample divisor. We
will see that the family of such flags induces an admissible flag. Thus we
can define a generic Newton-Okounkov body corresponding to a birational
graded linear series S• on X, which just depends on the choice of a very
ample divisor A.
Consider the variety S′ := P(H0(X,OX (A)))
d−1. By Bertini’s Theorem,
there is an open subvariety S ⊂ S′ such that for all ([s1], . . . , [sd−1]) ∈ S
′,
the variety cut out by the s1, . . . , si
Yi = {x ∈ X | s1(x) = · · · = si(x) = 0}
for i = 1, . . . , d− 1 are smooth of codimension i in X. Consider the variety
T := {(x, s1, . . . , sd−1) ∈ X ×C S | s1(x) = · · · = sd−1(x) = 0}.
as our parameter space, as well as XT = X ×C T as our total space. Note
that T is irreducible since, it surjects into S which is irreducible and the
fibers Ts are irreducible curves for each s ∈ S.
Then we can define the partial flag Y• by setting
Yi := {(x, y, [s1], . . . , [sd−1]) ∈ XT ⊆ X ×C X ×C S | s1(x) = · · · = si(x) = 0}.
39
From the construction it follows that for each t = (y, [s1], . . . , [sd−1]) ∈ T ,
the induced flag Yt,• consists of the smooth varieties Yt,i defined above for
i = 1, . . . d−1 and Yt,d = {y}. Now, we want to show that the Yi are Cartier
divisors in Yi−1. We may without loss of generality replace the variety T by
an open subset U ⊆ T . Then we can assume that T is smooth and all the
Yi are flat over T . Since all the fiber Yi,t for t ∈ T are smooth, we can use
[GW, Proposition 14.57] to deduce that Yi is smooth as well. Hence, all the
Yi can be considered as Cartier divisors in Yi−1.
We have shown that (XT , ST,•,Y•) is an admissible family of Newton-
Okounkov bodies and can therefore use Theorem 5.10 to get a generic
Newton-Okounkov body ∆A(S•) corresponding to the very ample line bun-
dle A and the birational graded linear series S•.
5.4.2. Infinitesimal Newton-Okounkov body. Finally we do not just want to
vary the flag Y• but also the variety X by considering blow-ups at various
points on a variety. So let us fix a birational graded linear series S• on a
smooth variety X. Then if we choose a point x ∈ X, we denote by Xx
the blow-up of X at x. Let E = P(TxX) be the exceptional divisor and
π : Xx → X the corresponding blow-up morphism. Then for each choice of
flags of vector spaces
TxX = V0 ⊇ V1,⊇ · · · ⊇ Vd−1 ⊇ {0}
we get an induced linear flag P(V•) defined by
P(TxX) = E = P(V0) ⊇ P(V1),⊇ · · · ⊇ P(Vd−1) ⊇ {pt}
on Xx starting with E. Hence, we can define
∆F (x,V•) := ∆V•(π
∗S•),
which we call an infinitesimal Newton-Okounkov body (see also [LM09, Sec-
tion 5.2] ). We want to see that this construction varies in an admissible
family of Newton-Okounkov bodies. The following lemma is a first step.
Lemma 5.13. Let X be a smooth projective variety. There is a smooth
projective variety B and a projection p : B → X such that for each x ∈ X
the fiber Bx is isomorphic to Xx which is the blow-up of X at the point x.
Proof. Consider the diagonal closed embedding X →֒ X ×CX. Let π : B :=
BlX(X ×C X) → X ×C X be the blow-up of the closed variety X inside
X ×C X with respect to the above embedding. We consider B as a family
over X by
B
pi
−→ X ×C X
p2
−→ X
where p2 is the projection on the second factor. Let x ∈ X be a closed point.
Then we make the following abbreviations:
{x} := Spec k(x) X ×C {x} := X ×C X ×X Spec k(x).
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Now we have the following commutative diagram:
B
pi // X ×C X
p2 // X
B ×X×X (X ×C {x})
q′
ww
?
p1
OO
p2 // X ×C {x}
?
OO
p2 // {x}
?
OO
Bl(x,x)(X ×C {x})
q
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥. 
77
33
.
Note that the two rightmost boxes are Cartesian and the map q is given
by the universal property of fiber products. We want to prove that the
morphism q is an isomorphism. We will do this by constructing the inverse
map, using the universal property of the blow-up map
Bl(x,x)(X ×C {x})→ X ×C {x}.
This is constructed by showing that the inverse image of (x, x) ∈ X ×C {x}
under the map
p2 : B ×X×X (X ×C {x})→ X ×C {x}
is an effective Cartier divisor. But this inverse image is the same as the
the inverse image of the exceptional divisor π−1(X) ⊂ B under the map p1.
However, one can easily see that that the image of p1 is not contained in the
exceptional divisor π−1(X) and hence, we can pull back the Cartier divisor
by just pulling back the local equation. Consequently, we have defined a map
q′ which fits into the above commutative diagram. Now, by the universal
property of the blow-up and the universal property of the fiber product in
the middle box, we deduce that q′ is an inverse map of q.
Thus, the fiber Bx which is just B ×X×X (X ×C {x}) is isomorphic to
Bl(x,x)(X ×C {x}) which can be interpreted as the blow-up Blx(X) of X in
the point {x}.

Let us denote by N := NX/X×X the normal bundle of the diagonal em-
bedding, viewed as a vector bundle over X. The projectivization P(N) is
the exceptional divisor of the blow-up B. Its fibers P(N)x are isomorphic to
the exceptional divisors Ex of Xx. Let T := Fl(N)
p
−→ X be the flag bundle
of N over X. By the splitting principle, there exists a filtration of vector
bundles of p∗N = N ×X T :
p∗N = N ×X T ⊃ V1 ⊃ · · · ⊃ Vd−2 ⊃ {0}.
We can also consider the projectivized filtration:
P(N)×X T ⊃ P(V1) ⊃ · · · ⊃ P(Vd−2).
Now we define XT := B×X T , as well as Y1 := P(N)×X T which is a subset
of codimension one in XT since T
p
−→ X is flat. Furthermore, we define
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Yi := P(Vi+1). The so defined flag Y• is admissible and has the desired
properties on the fibers over t ∈ T since P(N)×X k(t) is isomorphic to the
exceptional divisor of the blow-up of X in p(t).
In order to define a graded linear series induced by a graded series of
sheaves, we need to shrink T a bit more. Let S• be a graded linear series on
X. Let Z := B(S•) be the corresponding base locus and define U = X \ Z.
Then we consider the base change T ′ := T ×X U
p′
−→ U which is an open
subset of T and define XT ′ := XT ×X T
′ = B ×X T ×X U . Now consider
the following composition of morphisms of varieties
XT ′,t′ →֒ XT ′ → (B ×X U)→ (X ×X)×X U
p1
−→ X.
Let S• be the sheafification of S•. We can now use Lemma 5.2 to deduce
that the pullback of S• to XT ′ , which we define as ST ′,•, defines a graded
linear series since it factors as the pullback of a flat morphism composed
with a birational morphism which has the prescribed property of Lemma
5.2, again composed with a flat morphism. Furthermore, the composed
map XT ′,t′ → X is just the blow-up morphism of X in p
′(t) ∈ U . Again we
can use Lemma 5.2 to deduce that St,• defines a graded linear series on XT ′,t′
and St,k ⊆ OXx(D|Xx). Corollary 5.3, then says that the Newton-Okounkov
body of St,• is the same as for the graded linear series π
∗S• which is given
by pulling back the global sections. We can also replace the flag Y• with the
flat base change Y ′• := (Y ×X U)•. Then it follows from our discussion that
(XT ′ ,Y
′
•,ST ′,•) is an admissible family of Newton-Okounkov bodies over T
′.
Let us summarize what we have shown.
Theorem 5.14. Let X be a smooth variety and S• be a birational graded
linear series. Then for a very general choice of points p ∈ X and a linear
flag V• starting with Ex := P(Tx(X)) ∼= P
d−1, the corresponding Newton-
Okounkov bodies ∆F (x,V•)(S•) all coincide.

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