This paper is a continuation of the method introduced by Srivastava and Freed (2017) that is based on singular value decomposition (SVD) for obtaining physical results from experimental signals, without any need for regularization such as that of the Tikhonov variety or other methods limited in applicability. We show here how to calculate the uncertainty in the SVD-generated solutions. The uncertainty in the solution may be 
experiments are used as an example, but this SVD approach is general and thus applicable to any similar experimental method. It is shown how even for weak signals (e.g. SNR ~ 3) very reliable results are obtained by this method, provided the signal is first denoised using wavelet transforms (WavPDS).
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INTRODUCTION
In many physical systems, methods based on singular value decomposition (SVD) are used to process data to elicit desired results. [1] [2] [3] [4] [5] [6] [7] [8] However, uncertainty determination in the resultant outcome has remained a challenge and is needed to reliably interpret the results. There have been some efforts to determine uncertainty, but they focused on the overall outcome 9, 10 of the effects of noise present in the experimental signal and on other factors such as the background signal 10 . Improvements in instrument technology 2, [11] [12] [13] [14] and developments in data processing methods, such as wavelet denoising 15, 16 , have enabled obtaining experimental signals with very high Signal-to-Noise Ratio (SNR).
This shifts the focus from uncertainty due to the noise to the data processing using SVD.
The uncertainty generated due to the SVD process has received little attention but is considered here in the context of the SVD method introduced by Srivastava and Freed 7 .
We describe a simple method to quantify the uncertainty resulting from the SVD-based reconstruction of physical experiments. Our previous work has shown that the SVD solution at each output point can be optimized but after a different number of singular value contributions (SVCs) before becoming unstable. 7 We find that this uncertainty in optimization at each output point is not uniform and varies between such points. Thus, we determine the uncertainty at each location of the output independently, based on the SVCs. (In our previous paper 7 , we used the term "convergence" but "optimization" is a better word, since in many cases there is no simple convergence to a constant or asymptotic value).
We demonstrate the method using pulsed dipolar electron spin resonance spectroscopy (PDS) as an example as in our previous study. PDS plays a key role in determining structure and dynamics of biological systems. 2, [17] [18] [19] [20] [21] [22] [23] [24] 2. METHOD
Pulsed Dipolar Spectroscopy
In PDS, paramagnetic tags 25, 26 called spin labels (NO, Cu2+, among others) are attached at specific locations and then a dipolar signal is acquired from the interaction between a pair of spin labels, from which the distance distribution between them, P(r) may be obtained. The distances between them can then be used to determine the number of conformations in a biomolecule and their relative populations. 7 The distance distributions ( ) are constructed using a mathematical inversion process involving the dipolar signal and a kernel matrix . The mathematical representation in matrix notation is as follows,
Distance Distribution Reconstruction in PDS using SVD
The dipolar signal ( ) is acquired from the experiment, while the kernel matrix contains the dipolar interaction between spin pairs and is generated from theory as a function of time and distance. The matrix dimensions of , , and are × , × 1, and × 1, respectively, where ≤ . One wishes to obtain the distance distribution given and . Since is a singular matrix, mathematical inversion ( = −1 ) cannot 5 be obtained simply. Due to the ill-posed nature of the problem, the SVD method is used to carry out the inversion. The matrix can be decomposed in the SVD form as,
where and are orthogonal matrices with dimensions × and × , respectively, and Σ is an × diagonal matrix consisting of non-negative singular values in decreasing order. The singular values in Σ are denoted as (where = 1, 2, … . , ).
Using equation 2, equation 1 can be rewritten as,
The dipolar signal can be obtained from equation 3 using pseudo-inversion as follows,
Where the diagonal matrix Σ −1 contains the reciprocal of just the non-zero singular values, i.e. the � 1 �. The SVD-based solution 7 for is given by,
where , and are row and column indices, and is the number of non-zero singular values. For physical interpretation, is the index that represents the discretized distance, represents the discretized time, and is the index representing the particular singular value. We refer to each term in the sum over of equation 5 given by � ∑ =1 � as the singular value contribution ( ) to associated with singular value .
The solution of should be obtained for each distance value, as given in equation 5.
This is because, for signals with noise, each is in general optimized at a different singular value cut-off before becoming unstable. One can select a single singular value cut-off , but there still could be a range of acceptable cut-offs before the result becomes unstable. (Note that the sum over is taken over decreasing singular values, ).
Uncertainty Determination
The uncertainty of the distribution for each distance (or distance range) is determined using the following three steps:
Determination of Singular Value Cut-off 7
The singular value cut-off is determined for each distance (or distance range) after which the distribution value becomes unstable. This is accomplished using the Picard condition, which is written as, 
Identification of Minimum and Maximum SVCs
The The minimum and maximum value of the distribution in the acceptable region is between and and given as follows,
and,
The and form the uncertainty range of .
The optimal distance value is given as, ≤ ≤
Figure 1: The step-wise process of obtaining uncertainty in the distance distribution from the dipolar signal. A) Distance distribution reconstructed using the SVD method 7 ;
B) Picard plot for the 2 distance, revealing that the solution for this distance never
RESULTS AND DISCUSSION
Experimental Data
Three sets of experimental data are used to illustrate the uncertainty analysis. Case 1 (cf. Fig. 2 ) consists of a unimodal distribution from T4 lysozyme (T4L) where the 63 protein sample is of spin-labeled T4L mutant 44C/135C. The signal was averaged for 952 min to obtain a of 37. In case 2 (cf. Fig 3) , a bimodal distribution was used that is also generated from the T4L, where the sample is a mixture of mutants spin-labeled at 8C/44C and 44C/135C with concentrations of 44 and 47 , respectively. The dipolar signal was acquired after signal averaging for 360 min to obtain a of 80. The data from the samples are the same as used in both the WavPDS method paper 16 and the SVD paper 7 . Case 3 (cf. In cases 1 and 2, WavPDS was applied after baseline subtraction, whereas in case 3, the denoising is applied before baseline subtraction in the log-domain (cf. Fig. 4A ). The denoising greatly helped to obtain an accurate baseline in case 3, as it was not really possible from the noisy data with of 3.8. The baseline to subtract obtained from the denoised data was then used for both the noisy and denoised data in this illustration.
Distance Reconstruction and Uncertainty Analysis
In Fig. 1 , the step-wise process of estimating the uncertainty in a distribution was The minimum and maximum values of ( ) in the optimum regions is taken as the uncertainty in ( ) and is given by equations 7 and 8. This process is repeated for each distance region. Fig. 1F shows the distance distribution ( ) (cf. Fig. 1A ) along with its 13 uncertainty (in red) for each distance. It can be seen that there is very little uncertainty in the distribution, confirming the accuracy of the SVD solution.
This procedure to find the uncertainty in ( ) for each value of is somewhat different from the SVD method recommended in Paper I to obtain the ( ) by dividing into just three or four ranges and using a common SVC cut-off within each of these ranges. 7 These ranges can be selected so that within a given range of a common cut-off exists, providing good optimization. But the extent of acceptable cut-off does vary for each within a given range, thereby necessitating the more detailed analysis to provide the uncertainty vs .
In experimental Cases 1 and 2 (cf. Figs. 2 and 3, respectively) , the uncertainty in the distance distribution shows that the SVD solution can be obtained with high confidence for both unimodal and bimodal experimental cases. The SVD solutions for noisy and denoised signal are similar, however, the uncertainty from the noisy data cf. (Figs. 2C and 3C) is greater than that for the denoised data (cf. Figs. 2D and 3D ), as expected.
Whereas high is usually needed to obtain good results (which can be accomplished through denoising), even for of 38 and 80 (cf. Figs. 2A and Fig. 3A) , one can obtain a reasonable distribution using the SVD approach. Further details about the determination of the uncertainty range for cases 1 and 2 are shown in the Supporting Information, Figs. S1-S4.
In Cases 1 and 2, the baseline subtraction was carried out on the original noisy data before applying denoising; this can negatively affect ( ) at longer distances. The uncertainty around 6 in Figs 2C and 3C is because of limited accuracy in baseline selection for the noisy data.
In Case 3, the dipolar signal in Fig. 4 is first denoised and then the baseline is subtracted in the log-domain (with the same baseline then used for both noisy and denoised data).
Due to prior denoising, the baseline was accurately determined (cf. 
CONCLUSION
The results from the three experimental cases show that the distance distribution ( ) obtained using the SVD method for (denoised) signals with large SNR has very small uncertainty. This is particularly important in studying cases with several overlapping and non-overlapping distributions.
In this paper, we have presented a method to determine uncertainty due to using the Srivastava-Freed SVD method. We suggest this SVD method with or without uncertainty estimate should be referred to by the name: Picard-Selected Segment-Optimized SVD or PICASSO-SVD (in short PICASSO; we thank Dr. S. Han for suggesting this acronym).
Although PDS was used as an example, PICASSO can be applied to SVD-based methods used in other spectroscopies and physical methods. It can be applied to noisy or denoised signals but yields the least uncertainty for the latter case. It can also readily be extended to higher dimensional signals.
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