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ABSTRACT 
Let a( A) and b(X) be two polynomials expressed in generalized form, i.e. relative 
to a given orthogonal basis. It is shown how their greatest common divisor d(h), the 
quotient a( X)/d( A), and the quotient and remainder on division of a(h) by b(X) can 
be determined simultaneously, without any conversion into standard power form. This 
is done by applying elementary row operations to the matrix b(A), where A is the 
comrade matrix associated with a(X). 
1. INTRODUCTION 
In the survey [4] it was explained how properties of polynomials can be 
studied using so-called congenial matrices. The notation and terminology in 
this paper follow that of [4], where references to original sources will be 
found. We concentrate on the companion and comrade matrices. The former 
is 
cc 
[ ’ -~--~-_-l-l-_z~-l___~i;_ ) -tin; n 1 ... 1 1 (14 
where I, denotes the unit matrix of order n, the characteristic polynomial of 
C being 
n(A)=P+liH,X-‘+ ... +d,_,A+d,. (1.2) 
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The comrade matrix is 
-4 1 
i- 
- 
a1 
Y2 - > 
a2 a2 
A= 
This has the property that its characteristic polynomial is a( A)/a, . . . a,, , 
0 
1 - 
$ 
Ql3 
. . . 
0 
0 
1 - 
a3 
Yrl - 1 
a n-1 
- a3 
% 
0 
-Pn-1 1 
Ly n-1 a n-1 
- a2 + Y, -al-P, 
% % 
_I 
(1.3) 
where a(A) has the generalized form 
a(A) = P,(A)+ w+-L~)+ . . . + w43(~) 
relative to an orthogonal polynomial basis {pi(h)} defined by 
(1.4) 
P,(v=L P,(A) = %A + PI9 (1.5) 
Pi(A)=(a,h+pi)Pi-l(h)-Y,P,-2(h)y i=2,3 >***, 0.6) 
with ai > 0, yi > 0. When LY~ = 1, pi = 0, yi = 0 V’i, then p,(A)= A”, and A in 
(1.3) reduces to C in (1.1). 
Suppose that the monk form of a(h) in (1.4) is identical to d(h) in (1.2), 
i.e. 
Then A and C are similar according to 
A= PCP-‘, 
(1.7) 
(1.8) 
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where P is an n x n lower triangular matrix having (i + 1)th row 
[PiO)l)iIr...,Pii,O,...,O], i = 0,1,2 ,...,fz -1, 
and the coefficients pii are defined by 
(1.9) 
pi(A) = i Pijhj* 
j=o 
(1.10) 
The leading coefficient on the right hand side of (1.10) is pi i = a1a2. . . q. 
Consider a second polynomial in manic power form 
b(x)=Am+blA*-l+ ... +“b,. (1.11) 
There is no loss of generality in what follows in assuming that m < n. Writing 
the generalized form of (1.11) as 
m) = boP&)+ alp*-,+ . . . + LP"(A), (1.12) 
then it is easy to show that 
[&J_r ,...) 1,o )..., o] = [b,, b,_r ,..., b,,O,...>OlP. (1.13) 
As described in [4], the matrices 
b(c)~cm+blcm-l+ ... +z&,I,, 
b(A)~bop,(A)+b,~~-,(A)+ ... +&P,(A) 
(1.14) 
(1.15) 
can be used to determine the greatest common divisor (g.c.d.) of G(X), &(h) 
or a(h), b(h) respectively. The specific results will be quoted in Section 3 
(Theorem 3), but it should be realized that g.c.d. calculations for polynomials 
in generalized form can be done directly, without involvement of the transfor- 
mation matrix P, or conversion to power form. Each matrix is easily con- 
structed: if the rows of b(C) in (1.14) are denoted by p r,...,pn, then 
pl= [t),,hm-l,..., i&1,0 >..., 01, (1.16) 
and subsequent rows are determined from 
pi=pi-lC, i=2 ,..a> n. (1.17) 
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Similarly, the first row of b(A) in (1.15) is 
p1= [b,,b,_,,...,b,,O,...,Ol, (1.18) 
and succeeding rows ps, . . . , p,, satisfy the same recurrence formula as for the 
basis, namely 
Pi=Pi-l(cui-1A+p,-1Z,)-Yi-lPi-2, i=2 n, ,***, (1.19) 
with p. A 0. 
The contributions of the present paper can now be stated. It is shown in 
Section 2 that the quotient and remainder when d(A) is divided by b(h) [or 
a(X) by b(A)] can also be determined from b(C) or b(A), respectively. A 
simple relationship involving the rows of the appropriate matrix is given in 
Theorems 1 and 2, and this can be applied to obtain the coefficients of the 
quotient and remainder using elementary row operations. Again, polynomials 
in generalized form can be treated directly, and the author is unaware of any 
other procedure for performing division of generalized polynomials, except in 
very special cases. The results hold whether or not the polynomials have a 
nontrivial g.c.d., but if they do, then in addition the quotient when a(A) [or 
a(h)] is divided by the g.c.d. can also be determined. These results are 
presented in Section 3 as corollaries to Theorems 1 and 2. Furthermore, they 
can be combined with the g.c.d. scheme mentioned above, so that alI the 
various coefficients can be computed simultaneously. It is intriguing that so 
much information can be extracted from the single matrix b(A). 
2. DIVISION OF POLYNOMIALS 
2.1. Power Form 
Let n(x) and &(A) be the polynomials defined in (1.2) and (1.11) 
respectively, and let t = n - m. We can write 
n(A)=cq(A)“b(A)+P(A), (24 
where 
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Then the coefficients of q(X) and r”(X) are determined by 
relationship between the rows pr,...,&+r of b(C) in (1.14): 
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the following 
(2.4) 
Proof. Applying the Cayley-Hamilton theorem to (2.1) produces 
0 = ii(c) = q(c)&(c)+ f(C). (2.5) 
By (1.16), the first rows of (7(C) and P(C) are respectively 
[4, Y..., cs,,l,6,...,61, [pm:,- r ,..., ?r,?o,O )...) 01. (2.6) 
Since b(C) has rows p r,. . . , A, substituting (2.6) into (2.5) and considering 
only the first row on both sides of the identity immediately produces (2.4). n 
A scheme to implement the procedure implied by (2.4) can be developed 
very simply. From (1.16), (1.17) and the form of C in (Ll), it follows that the 
first t rows of h(C) have the form 
pi= ,..., b,,l,O ).‘., 0 
- I 
) i=1,2 t ,***, , (2.7) 
i-l t-i 
and j++r = &C. Write down the matrix 
where e, denotes the ith row of I,, r. Apply the following row operations to X: 
subtract suitable multiples of &, p, _ 1,. . . , PI in turn from r?,, r so as to reduce 
it to the form 
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Then by Theorem 1, the m coefficients denoted by x’s in (2.9) are 
-i&r,..., - TO, and the last row of the right hand half of X after transforma- 
tion is &, . . . , ijl, 1. 
2.2. Generalized Form 
The scheme of Section 2.1 to perform division for polynomials in power 
form is attractive in its own right. However, for present purposes, the value of 
Theorem 1 lies in the fact that it can be used to derive a corresponding result 
for the generalized polynomials a(X) and b(X) in (1.4) and (1.12) respec- 
tively. For convenience, and without loss of generality, from now on we take 
b(h) to be manic with respect to the orthogonal basis, i.e. in (1.12) set b, = 1. 
Also for reasons of convenience, we choose to write 
where 
W) = dV+ 4Pt-l(M+ . . . + Q&4 (2.11) 
JI(A)=J/,~~-,(X)+~1~~-2(h)+ *.. ++,-,Pcl(V, (2.12) 
and 
%+1%+2’. . % = 
, t=n-m. lxl”‘(Y, 
(2.13) 
The required relationship involving the rows pl,. . . , pt + 1 of 
b(A)=p,(A)+b,p,-,(A)+ ... +&A,(A) 
is as follows: 
THEOREMS. 
Pt+l+elPt+ - +etpl+[~m_l,...,~l,~O,O,...,Ol = . (2.14) 
Proof. Let b(A) in Theorem 1 now denote the manic power form of 
b(h). Since the coefficient of A” in b(h) is r)mm, this implies 
b(h) = (q- *. a,)-%(h). 
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Let ii(h) in Theorem 1 be the manic power form of a(X), so (1.8) gives 
(w-4 -'b(A)=Pt,(C)P-', 
whence 
(CX,. . * (Y,)_l P-%(A)=lb(C)P-? 
Write (2.4) in the form 
(2.15) 
[Qt, . . . . (51,1,0 )..., o]b(c)+[Ym_, )..., fo,O )...) o] =o. (2.16) 
Postmultiply (2.16) by P - ‘, and apply (2.15) to obtain 
(cy- a,)-‘[o, ,..., cj,,l,O,...,O]P-‘b(A) 
+[fm_, )..., PO,0 )..., o]p-1=0. 
Using a conversion formula like (1.13), we can express (2.17) as 
(2.17) 
h’. ."m)-1[9t,...,91,90,0,...,01b(A) 
+ [rm_l)*.*) To,0 )...) o] =o, (2.18) 
where the generalized forms of d(X) and r”(X) in (2.2) and (2.3), respectively, 
are 
9(A) = 9dV+ *. . + 9,%(V> T(h) = r&&,(A)+ . . . + T*-lpo(X). 
(2.19) 
Since the rows of b(A) are p 1,. . . ,p,, (2.18) is equivalent to 
(cq.. . “m)-1(90Pt+l+91Pt+ ... +9td 
+[rm_l )...) To,0 )...) o] =o. (2.20) 
Furthermore, since Q(A) in (2.2) is manic, the leading coefficient of 9(X) in 
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(2.19) is q0 = ((~r(~s* * * q-l, so (2.20) can be rearranged as 
P t+1+ tw * * d%P, + . . * + SPA 
+(~l...~,)(~l...~,)[T,~l )...) To,0 ,..., o] =o. (2.21) 
Finally, to show that (2.21) reduces to the required expression (2.14), write 
the polynomials in (2.1) in their generalized forms: 
m b(A) 
(Y1’. * a, =9(Qa,...a 
+ T(h). 
m 
(2.22) 
Comparing (2.10) and (2.22), with p(n, m) given by (2.13), reveals that 
W> = (or’ *. %)9(X), J/(h) = (a,* * * a,)(q. . . +(A). 
Hence 
ei=(~rYxt)qi, ~j=(~,...~,)(~,...~,)ri, (2.23) 
and substituting (2.23) into (2.21) produces (2.14). W 
REMARK 1. When pi(X) = x’, then p( n, m) = 1, and Theorem 2 reduces 
to Theorem 1. 
REMARK 2. The particular form of (2.10) was chosen so that precisely the 
same computational procedure, as outlined in Section 2.1, can be applied to 
determine the ei and qi in (2.14): The rows pi in (2.8) are replaced by 
,... , P~+~, the first t + 1 rows of b(A), and are computed from (1.18) and 
Fi.19). Although there is no simple formula like (2.7), consideration of (1.19) 
and (1.3) easily reveals that pi does have its last t - i entries equal to zero, for 
i = 1,2 , . . . , t. Hence, just as in the previous case, pt+ 1 can be reduced to the 
form (2.9) by subtracting from it suitable multiples of pt, pt ~ 1,. . . , p1 in turn. 
The coefficients in (2.9) are then - $, _ r, . . . , - $,,, 0,. . . ,O; and the last row 
of the right hand half of X after transformation is 0,, . . . , f3,, 1. The quotient 
and remainder polynomials are given, in generalized form, by (2.10)-(2.13). 
2.3. Numerical Examples 
EUMPLE 1. For the polynomials 
d(h) = A4 +7h3 - 11A2 +5A -3, &(A) = x2 +5x -7 
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we have n = 4, t = n - m = 2. From (2.7) and the matrix C in (1.1) it is easy 
to write down the matrix in (2.8) as 
[ 
-7 5 1 011 0 0 
x= 
0 -7 5 
II0 
10. 
3 -5 4 -210 0 1  (2.24) 
Applying the operations 
(row 3)+2(row 2), (row 3) - 14(row 1) 
to (2.24) transforms its last row into 
[lOl, -89,0,0;-14,2,1]. 
It follows from Theorem 1 that (2.1) is here 
+)=(X2+2X-14)b(A)+89&101. 
EXAMPLE 2. Choose as the basis {pi(X)} the Legendre polynomials, for 
which the coefficients in the recurrence formula (1.6) have the values 
2i-1 
(y. = - t i ’ 
pi = 0, y, = T ) i>, 2, 
and in (1.5) (pi = 1, pi = 0. Let the polynomials be 
4X) = dh)+%(h)- ~~(A)+3dA)+7d~)~ 
so that 12 = 4 and t = 2. The comrade matrix (1.3) takes the form 
0 100 
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and from (1.19) we have ps = p,A, ps = $paA - ipi. It is therefore easy to . , 
obtain 
x= 
= 
Pl ; e1 
P2 ; e2 
P3 I e3 1 
-4 3 1 0 
1 -y 2 2 
-J$ -J$ -9 !z 
1 0 0 
0 1 0 
0 0 1 I. (2.25) 
Applying the operations 
(row 3)-$(row 2), (row 3)+g(row 1) 
to (2.25) transforms its last row into 
Equation (2.13) gives ~(4,2) = 030q/~ia2 = 3, so it follows from Theorem 2 
that 
o(A) = &+(A)+ r(A), 
where 
3. POLYNOMIALS HAVING A COMMON FACTOR 
3.1. Previous Results on G.C.D. 
It is now convenient to formally record the results on greatest common 
divisors referred to in the Section 1. We shah continue to assume that b, = 1 
in (1.15). 
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THEOREM 3 [1,3,4]. 
(i) The polynomials ii(h) and b(h) in (1.2) and (1.11) are relatively prime 
iff det b(C) # 0. Otherwise, if their g.c. d. in manic form is 
d(A)=Ak+dlAk-l+ ... +d^,, (3.1) 
then k=n-rankb(C). Denoting the columns of b(C) by El,...,&, then 
ck+l,***, C, are linearly independent, and 
n 
Ei = d 
k+l-iEk+l+ c ‘ijEjj i=1,2 k, ,***> (3.2) 
j=k+Z 
for sm xij. 
(ii) The polynomials a(A) and b(X) in (1.4) and (1.12) are relatively 
prime ifldet b(A) # 0. Otherwise, if their g.c.d. in manic form relative to the 
basis {p,(h)} is 
d(A) = P/c(A)+ dlPk-l(A)+ . . . + dkP&'), (3.3) 
then k = n - rank b(A), and the coeficients d 1,. . . , d, are given by a relu- 
tionship of identical fnm to (3.2), in which E,,. . . , En are replaced by 
Cl,..., c,, the columns of b(A). 
3.2. Power Form 
Suppose that E(h) is an arbitrary manic power form polynomial of degree 
p, and that it is a factor of (2(A) in (1.2). Replacing b(A) in (2.1) by E(h) then 
gives as an immediate consequence of Theorem 1 the following 
COROLLARY 1.1. Zf d(A)= f(‘(X)E(h), where 
f(:(h)=A”-P+~A--l+ ... +&_,, 
thenthefirstn-p+lrowsR,,...,R,_,+,oftT(C)satisfy 
R n-p+l+flfi”-p+ ... +fn_&=o. 
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This result can be utilized to produce 
COROLLARY 1.2. Let d(A) in (3.1) be the manic g.c.d. ofd(A) in (1.2) 
and b(h) in (1.11) with d(A) = g(X)d(X), where 
g(h)=P++J-l+ ... +g, (3.4) 
ands=n-k.Thentherowsp 1,...,fis+1 of&C) satisfy 
Proof. Denote the rows of d”(C) by +r, . . . ,t. From Corollary 1.1 with 
B(h) replaced by &A), and p by k, these rows satisfy 
(3.6) 
Let b(h) = &A&A), where by definition jr(h) and d(A) are relatively 
prime. Then &(C) = d(C)@C), which implies that 
&=$(C), ,... . i = 1,2 (3.7) 
From part (i) of Theorem 3, h(C) is nonsingular, so postmultiplying (3.6) by 
h(C) and using (3.7) produces (3.5). n 
Clearly, when a(A) and b(A) are not relatively prime, Theorem 1 and 
Corollary 1.2 can be combined so as to simultaneously compute the degree k 
of the g.c.d., the quotient Q(h) and remainder P(:(x) in (2.1)-(2.3), and the 
quotient in (3.4): g(A) = ii(h)/d(X). The procedure is as follows: 
Compute the rows pr,. . . , ,i?,, of b(C) using (2.7) and (1.17), and define the 
n X2n matrix 
Y = [b(C), I,]. (3.8) 
Apply row operations to Yin the following way: Subtract suitable multiples of 
& from &+r,..., &, to produce zeros in the remainder of the nth column of 
b(C); similarly, reduce the (n - 1)th column to a single unit entry by 
subtracting j+ _ r from fit, . . . , A; and so on, until PI is used to reduce column 
m + 1. Then subtract multiples of ,i&+ r from the rows below it so as to 
produce zeros in the remainder of column m of b(C); do the same with p,,, 
and column m - 1; continue with &+s, and so on, to end up with a matrix 
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having the following form: 
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m t 
- 
x . . . x x x x 
. . . . 
. . . . 
. . . . 1, 
x . . . x x x x 
x . . . x x x x 
x . . . x x X X 
X . . . x x x 0 
. : * . 
X . . . x 0 ... 0 0 
0 . . . 0 0 ... 0 
. . 
. . 
;, . . . (j ;, . . . 0 
yz (3.9) 
The x’s in Y, denote (generally) nonzero entries. The number of zero rows in 
the left half Y, of (3.9) is equal to k, the degree of the g.c.d.; the coefficients 
of T”(A) and o(h) are read off from the (t + 1)th rows of Y, and Y,, these 
being respectively 
-Fm_l,-?m_s )...) -fob,0 )...) o;q,,o,_r )...) (1,,1,0 )..., 0. 
The coefficients of g(A) are obtained from row s + 1 of YZ, which is 
&>E,- I,...) g,,1,0 )...) 0. 
Moreover, since the row operations applied to b(C) do not affect the 
relationship between its columns, it follows immediately from (3.2) and the 
form of (3.9) that the elements in row s of Y, (i.e., the last nonzero row of Y,) 
give the coefficients of d(A). Specifically, if the elements in row s are divided 
by the last nonzero entry [in the (k + 1)th column], then this row becomes 
d,,d,_, ,..*, d”,,l,O , . . . ,O. Of course, if only the g.c.d. is required, there is no 
need to record via Ys the operations applied to b(C). This simple scheme for 
determining the g.c.d. was not pointed out in previous papers [l, 41. 
Note that even in the complete scheme, since s > t, only the first s + 1 G n 
rows of YZ are required. 
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3.3. Generalized Form 
The development parallels that of the preceding section. Suppose first that 
e(X) is an arbitrary pth degree generalized polynomial with unit leading 
coefficient relative to { pi(A)}, and that it is a factor of a(A) in (1.4). 
Replacing b(X) by e(h) in (2:lO) then reduces Theorem 2 to 
COROLLARY 2.1. Zfa(A) = p(n, p)f(A)e(A), where 
f(h)=p,-,(X)+f,p,-,-1(X)+ *-* +L,PclW 
and~(n,p)isdefinedby(2.13),thenthefirstn-p+lrowsR,,...,R,_,+, 
of e( A) satisfy 
R n--p+l+fiRn--p+ .** +f,_,R,=O. 
As before, we can apply this to the g.c.d. problem: 
COROLLARY 2.2. Let d(X) in (3.3) be the g.c.d. ofa in (1.4) and b(X) 
in (1.12), with a(X) = p(n, k)g(A)d(A), where 
g(h)= Ps(~)+&Ps-,(A)+ ... +g,P,w (3.10) 
ands=n-k. Thentherowsp,,..., P ,+,ofb(A)satisfy 
P s+l + g,ps + . . . + g,p, = 0. 
Proof The result follows from Corollary 1.2 in the same way that 
Theorem 2 is derived from Theorem 1. W 
The computational scheme of the previous section can be extended to deal 
with generalized polynomials in an exactly analogous fashion. The modifica- 
tions are easily stated: initially, b(C) in (3.8) is replaced by b(A), which is 
determined using (1.18) and (1.19). The reduction of 
Y= [b(A)J,] 
to the form (3.9) proceeds as before, but the t x t block in the northeast 
comer of Yr will in general be a diagonal matrix. The last nonzero row (the 
sth) of Y, gives the coefficients of d(A); the coefficients in row s + 1 of Y, are 
now those of g(A) in (3.10), and by Corollary 2.2 the quotient a(h)/d(X) is 
p(n, k)g(X); finally, the coefficients in row t + 1 of (3.9) are now those of 
8(A) and $(A) in (2.11) and (2.12), and the quotient and remainder in (2.10) 
are obtained by inserting the factor p(n, m). 
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3.4. Numerical Examples 
EXAMPLE 3. Consider the polynomials 
cS(A)=A5+10A4+22A3+4h2-23X-14, 
&(A) = A3 +8A2 + A -42, 
for which 12 = 5 and t = n - m = 2. Using C as defined in (l.l), it is easy to 
construct b(C) using (1.16) and (1.17), to give the matrix in (3.8) as 
8 1 0; 
1 8 II 
-46 -21 -2: I, 1 , (3.11) -32 31 -2 -1 / -28 53 8 1 
It is routine to verify that the following row operations applied to (3.11) 
reduce Y to the required form in (3.9) [(Ri) denotes the ith row]: 
(R3)+2@2), (R4)+@2), (R5)-8(N); 
(R2)-8(Rl), (R3)+5(Rl), (R4)-6(Rl), (R5)+11(Rl); 
(R4)-4(R3), (R5)+13(R3); (R5) +3(R4) 0 
The matrix (3.9) is 
!. - 1008 -42 336190 -506144 01 ” -63 -4001  8101 0 0 1 /I. 1 ; -26 -28 5 10 -7 3 2 1 - - 
y, y2 
(3.12) 
The single zero row of Y, in (3.12) shows that the degree of the g.c.d. of &(A) 
and b(X) is k = 1, so that s = n - k = 4. Dividing the sth row of Y, by 144 
shows that the manic g.c.d. is d(A) = X + 7. The coefficients in row s + 1 of Y, 
174 
show that 
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W) 
d(A) = h4 +3h3 + ??-3h -2. 
Finally, rows t + 1 of Y, and Ys give 
a(x)=(A2+2A+5)“b(A)+(4X2+56X+196). 
EXAMPLE 4. Take again as a basis the Legendre polynomials defined in 
Example 2, and consider 
so that n = 4, t = n - m =l. Using (1.3), (1.18), and (1.19), the matrix 
Y = [b(A), Z,] is found to be 
II I I, . (3.13) 
Applying to (3.13) the operations 
(R2)+(Rl), (R3)-$(Rl), (R4)+q(Rl); 
(R3)+3(R2), (R4)-q(R2) 
reduces it to the form (3.9): 
I. ij f0 -9 -1 0 -9 00 2 0 1 ’ -
Yr 
1 0 0 0 
1 1 0 0 
+ 3 1 0 
0 -g 0 1 
y2 
(3.14) 
From inspection of Yr in (3.14), the g.c.d. of a(X) and b(A) has degree two, 
so that s = n - k = 2. Dividing the second row of Yr by 5 shows that the 
manic g.c.d. relative to the given basis is 
d(h) = P2(+h(~)+;dv. 
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The coefficients in row s + 1 of Y2 show that 
# = p(4,2)[ ~z(h)+3~,@)+h@)l 
where ~(4,2) = 8. Finally, rows t + 1 of Y, and Yz produce 
a(x)=~(4,3)[{~l(A)+~,(h)}~(~)+{-~~,(~)+~~,(~)-~~,(~)}l~ 
where ~(4,3) = 2. 
4. CONCLUDING REMARKS 
It has been shown how the greatest common divisor d(A) of two gener- 
alized polynomials a(X) and b(A), the quotient a(A)/d(h), and the quotient 
and remainder when a(X) is divided by b(X) can be determined simulta- 
neously using row operations applied to the matrix Y = [&A, I,]. Only the 
polynomial coefficients relative to the given basis are used, and no conver- 
sions are required from generalized to power form. The simple case of 
polynomials in power form is obtained by taking the companion matrix in 
place of the comrade matrix A. A computational procedure was outlined, and 
interested readers will no doubt be able to devise improvements. 
In a similar way, the so-called confederate matrix [4] can be used to deal 
with polynomials expressed relative to a basis more general than the orthogo- 
nal set (1.5) and (1.6). The details are straightforward, but it would be tedious 
to reproduce them here. Of greater interest is to apply the method to more 
than two polynomials, thus extending what has been done for the g.c.d. 
problem in isolation [2, 41. This work, together with other developments, and 
extensions to related problems, will be reported elsewhere. 
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