Abstract: We find the Bahadur slope of the Lilliefors and Cramér-von Mises tests of normality.
Introduction
The simplest goodness of fit testing problem is to test whether a random sample X 1 , . . . , X n is from a particular c.d.f. F 0 . The testing problem is:
A common goodness of fit test is the Kolmogorov-Smirnov test (see Chapter 6 in [8] ; and Section 5.1 in [13] ). The Kolmogorov-Smirnov test rejects the null hypothesis for large values of the statistic
where F n (t) = n −1 n j=1 I(X j ≤ t), t ∈ R, is the empirical c.d.f. Another possible test is the Cramér-von Mises test, which is significative for large values of the statistic:
2 dF 0 (t).
Anderson and Darling [1] generalize the previous test by adding a weight function and considering:
where ψ is a (nonnegative) weight function. The asymptotic distribution of the statistics in (1.1)-(1.3) can be found in [20] . A natural definition of efficiency of tests was given by Bahadur [5, 6] . Let {f (·, θ) : θ ∈ Θ} be a family of p.d.f.'s on a measurable space (S, S) with respect to a measure µ, where Θ is a Borel subset of R d . Let X 1 , . . . , X n be i.i.d.r.v.'s with values in (S, S) and p.d.f. f (·, θ), for some unknown value of θ ∈ Θ. Let Θ 0 ⊂ Θ and let Θ 1 := Θ − Θ 0 . Consider the hypothesis testing problem H 0 : θ ∈ Θ 0 versus H 1 : θ ∈ Θ 1 . The level (or significance level) of the test is
The p-value of a test is the smallest significance level at which the null hypothesis can be rejected. Suppose that a test rejects H 0 if T n ≥ c, where T n := T n (X 1 , . . . , X n ) is a statistic and c is a constant. Then, the significance level of the test is
where P θ denotes the probability measure for which the data has p.d.f. f (·, θ). The p-value of the test is
Notice that the p-value is a r.v. whose distribution depends on n and on the specified value of the alternative hypothesis. Given two different tests, the one with smallest p-value under alternatives is preferred. Since the distribution of a p-value is difficult to calculate, Bahadur (1967 Bahadur ( , 1971 proposed to compare tests using the quantity
where the limit is found assuming that
The quantity c(θ 1 ) is called the Bahadur slope of the test. Given two tests, the one with the biggest Bahadur slope is preferred. For a review on Bahadur asymptotic optimality see and Nikitin [16] . The Bahadur slopes of the tests in (1.1) and (1.2) can be found in Chapter 2 in [16] . For the statistic in (1.1), it is known (see [6] ) that if F 0 is a continuous c.d.f., then
when the data comes from the c.d.f. F , F ≡ F 0 , where
In this paper, we will consider the Bahadur slopes of some tests of normality, i.e. given a random sample X 1 , . . . , X n from a c.d.f. F we would like to test:
We would like to obtain results similar to the one in (1.7) for several tests of normality. Reviews of normality tests are [12, 21] and [15] .
Lilliefors [14] proposed the normality test which rejects the null hypothesis for large values of the statistic
where Φ is the c.d.f. of the standard normal distribution,X n := n −1 n j=1 X j and s 2 n := (n − 1)
This test can be used because the distribution of (1.10) is location and scale invariant. We will consider the test of normality which rejects the null hypothesis if
where ψ : R → [0, ∞) be a bounded function.
We also consider the test of normality which rejects normality if
where ψ :
Notice that the statistics in (1.11) and (1.12) are location and scale invariant.
In Section 2, we present bounds in the Bahadur slope for the statistics in (1.11) and (1.12). Our techniques are based on the (LDP) large deviation principle for empirical processes in [2, 3, 4] . We refer to the LDP to [10] and [9] . The proofs are in Section 4.
In Section 3, we present some simulations of the mean of the p-value for several test under different alternatives. The simulations show that Lilliefors test has a high p-value. However, the p-value of the Anderson-Darling is competitive with other test of normality such as the Shapiro-Wilk test ( [19] ) and the BHEP test ( [11] and [7] ).
Main results
In this section we review some results on the LDP for empirical processes. We determine the rate function of the LDP of empirical processes using Orlicz spaces theory. A reference in Orlicz spaces is [18] . A function Υ : R →R is said to be a Young function if it is convex, Υ(0) = 0; Υ(x) = Υ(−x) for each x > 0; and lim x→∞ Υ(x) = ∞. Let X be a r.v. with values in a measurable space (S, S). The Orlicz space L Υ (S, S) (abbreviated to L Υ ) associated with the Young function Υ is the class of measurable functions f :
It is well known that the vector space L Υ with the norm N Υ is a Banach space. Define
] ∈ R is a convex lower semicontinuous function. The Fenchel-Legendre conjugate of the previous function is:
J is a function with values in [0, ∞]. Since J is a Fenchel-Legendre conjugate, it is a nonnegative convex lower semicontinuous function. If J(l) < ∞, then: (i) l(1) = 1, where 1 denotes the function constantly 1.
(ii) l is a nonnegative definite functional: if f (X) ≥ 0 a.s., then l(f ) ≥ 0.
Since the double Fenchel-Legendre transform of a convex lower semicontinuous function coincides with the original function (see e.g. Lemma 4.5.8 in [9] ), we have that
The previous function J can be used to determine the rate function in the large deviations of statistics. Let
satisfies the LDP in R m with speed n and rate function
(see for example Corollary 6.1.16 in [9] ). This rate function can be written as
To deal with empirical processes, we will use the following theorem:
Theorem 2.1 (Theorem 2.8 in [3] ). Suppose that sup t∈T |f (X, t)| < ∞ a.s. Then, the following sets of conditions ((a) and (b)) are equivalent:
where
satisfies the large deviation principle in l ∞ (T ) with speed n and a good rate.
Besides, the rate function is
We will consider large deviations when the r.v.'s have a standard normal distribution. We denote (L Υ0 Φ , N Υ0 ) to the Orlicz space, when the distribution of X is a standard normal one. Similarly,
First, we consider the Bahadur efficiency of the test in (1.11). Next lemma considers the large deviations of the test statistic in (1.11) under the null hypothesis. 
and let
For the statistic in (1.12), we have similar results:
Then, for each u ≥ 0,
sequence of i.i.d.r.v.'s with a continuous c.d.f. F. Then,
− lim δ→0+ G AD ∞ −∞ [F (µ F + σ F t) − Φ(t)] 2 ψ(Φ(t))dΦ(t) + δ ≤ lim inf n→∞ n −1 ln H AD n ∞ −∞ [F n (X n + s n t)) − Φ(t)] 2 ψ(Φ(t))dΦ(t) > u (2.10) ≤ lim sup n→∞ n −1 ln H AD n ∞ −∞ [F n (X n + s n t) − Φ(t)] 2 ψ(Φ(t))dΦ(t) ≥ u ≤ − lim δ→0+ G AD ∞ −∞ [F (µ F + σ F t) − Φ(t)] 2 ψ(Φ(t))dΦ(t) − δ a.s.
Simulations
We present simulations of the mean of the p-value of several alternatives. As before, suppose that a test rejects H 0 if T n ≥ c, where T n := T n (X 1 , . . . , X n ) is a statistic and c is a constant. The significance level of the test is
where P θ denotes the probability measure for which the data has p.d.f. f (·, θ). The p-value of the test is H n (T n ). We do simulations estimating E[H n (T n )].
Let T 
, where the expectation is taken assuming that T n is obtained using n i.i.d.r.v.s from the alternative hypothesis. In Table 1 , N = 10000 is used for the Lilliefors, the Cramervon Mises, the Anderson-Darling, the Shapiro-Wilk, and the BHEP test ( [11] and [7] ). We should expect the average p-value is small than 0.5. However, for the Beta(3, 3) distribution the average p-value is bigger than 0.5. Between the tree test which use the empirical c.d.f., the Anderson-Darling test is the one with smallest average p-value. For almost half of the considered distributions, this is the test with the smallest average p-value. The Shapiro-Wilk test also performs very well overall.
Proofs
We will need the following lemmas:
Then, x(t) = l(I(· ≤ t)), t ∈ R, is a continuous function with lim t→−∞ x(t) = 0 and lim t→∞ x(t) = 1.
Proof. Let α : (0, ∞) → (0, ∞) be defined as α(x) = exp(1/x) − 1/x. It is easy to see that α is one-to-one function. We claim that for a Borel set A ⊂ R,
where α −1 denotes the inverse function of α. We have that
So, (4.1) follows. By Lemma 4.1 and (4.1), for each s, t ∈ R with s < t,
and
which implies the claim.
Proof of Lemma 2.1. By Theorem 2.1, {U n (t) : t ∈ R} satisfies the LDP in l ∞ (R) with speed n, where U n (t) = F n (t). Let ω 1 and ω 2 be two numbers, which are not in R. Let U n (ω 1 ) = n −1 n j=1 X j and let U n (ω 2 ) = n −1 n j=1 X 2 j . By the LDP for sums of i.i.d. R d -valued r.v.'s, the finite dimensional distributions of {U n (t) : t ∈ R ∪ {ω 1 , ω 2 }} satisfy the LDP with speed n. Since {U n (t) : t ∈ R} satisfies the LDP in l ∞ (R), it satisfies an exponential asymptotic equicontinuity condition (see Theorem 3.1 in [2] ). This implies that {U n (t) : t ∈ R ∪ {ω 1 , ω 2 }} satisfies an exponential asymptotic equicontinuity condition. So, {U n (t) : t ∈ R ∪ {ω 1 , ω 2 }} satisfies the LDP in l ∞ (R∪{ω 1 , ω 2 }) with speed n (see Theorem 3.1 in [2] ). Besides, the rate of function is
Next, we prove using Theorem 2.1 in
satisfies the LDP in R with speed n and rate function
To apply Theorem 2.1 in [2] , we need to prove that if
, where
1/2 t) − Φ(t)|ψ(t), x ∈ l ∞ (R ∪ {ω 1 , ω 2 }).
We have that |Γ n (x n ) − Γ(x)| ≤ sup t∈R |x n (x n (ω 1 ) + n 1/2 (n − 1) −1/2 (x n (ω 2 ) − (x n (ω 1 )) 2 ) 1/2 t)ψ(t) − x(x n (ω 1 ) + n 1/2 (n − 1) −1/2 (x n (ω 2 ) − (x n (ω 1 )) 2 ) 1/2 t)ψ(t)| + sup t∈R |x(x n (ω 1 ) + n 1/2 (n − 1) −1/2 (x n (ω 2 ) − (x n (ω 1 )) 2 ) 1/2 t)ψ(t) − x(x(ω 1 ) + (x(ω 2 ) − (x(ω 1 )) 2 ) 1/2 t)ψ(t)| =: I + II.
Since x n → x, in l ∞ (R ∪ {ω 1 , ω 2 }), I = sup t∈R |x n (t) − x(t)|ψ(t) → 0.
By Lemma 4.2, x is a continuous function with lim t→−∞ x(t) = 0 and lim t→∞ x(t) = 1. So, II → 0.
From the previous computations, we get that Γ n (x n ) → Γ(x). Hence, sup t∈R |F n × (X n + s n t) − Φ(t)| satisfies the LDP in R with speed n and rate function q Li (u). This implies (2.4).
Proof of Theorem 2.2. We have that
| sup t∈R |F n (X n + s n t)) − Φ(t)|ψ(t) − sup t∈R |F (µ F + σ F t) − Φ(t)|ψ(t)| ≤ sup t∈R |F n (X n + s n t) − F (µ F + σ F t)| ≤ sup t∈R |F n (t) − F (t)|ψ(t) + sup t∈R |F (X n + s n t)) − F (µ F + σ F t)|ψ(t)|.
By the Glivenko-Cantelli theorem, sup t∈R |F n (t) − F (t)|ψ(t) → 0 a.s.
Using thatX
n → µ F a.s., s n → σ F a.s. and F is a continuous function with lim t→−∞ F (t) = 0 and lim t→∞ F (t) = 1, we get that sup t∈R |F (X n + s n t) − F (µ F + σ F t)|ψ(t) → 0 a.s.
Hence, (4.3) sup t∈R |F n (X n + s n t) − Φ(t)|ψ(t) → sup t∈R |F (µ F + σ F t) − Φ(t)|ψ(t)| a.s.
The claim in this theorem follows from (4.3) and Lemma 2.1.
The proofs of Lemma 2.2 and Theorem 2.3 are similar to those of Lemma 2.1 and Theorem 2.2 and they are omitted.
