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1
INTRODUCT ION
3
4 introduction
1.1 fMRI 5
How often do you wonder what is happening in someone else’s head? And how
often do you wonder about your own brain’s thoughts? Wouldn’t it be amazing if we
could read the mind?
1.1 fmri
All sorts of techniques have been developed to get views of the processes that are tak-
ing place in the brain. FunctionalMagnetic Resonance Imaging, or fMRI for short, is a
technique that makes it possible to view activation of the brain while people are think-
ing [Ogawa et al., 1990]. For the studies in this thesis, every few seconds a 3D-image
was made of the brain. In the obtained images the picture is bright where the brain has
taken oxygen from the blood, which shows where the brain was active [Ogawa et al.,
1990].
Thebrain is estimated to contain roughly 100billionneurons in the cortex [Herculano-
Houzel, 2009]. The current MRI machines cannot measure single neurons yet. How-
ever it is possible to measure a grid in the brain with 3D blocks that we call voxels. In
each voxel wemeasure the signal of a group of approximately 2.5 million neurons. This
might seem like a coarse scale, but the 40.000 voxels covering the cortex of the brain
provide an interesting measure of the working brain.
1.2 computational neuroscience
A lot of fMRI research has focused on findingwhich areas in the brain are active during
certain tasks [Smith, 2013]. Yet in the last couple of years the neuroscience community
has started usingmoremachine learning techniques and computational neuroscience is
becoming more popular [Haynes and Rees, 2006; Norman et al., 2006; Haxby, 2012].
Machine learning is a computer science domain aimed at using computers to discern
patterns in datasets in order to predict the meaning of the pattern of a new dataset.
The application of machine learning to neuroscientific data has made it possible to go
beyond finding active areas, by also gaining insight into what kind of information is
represented in a brain area. For instance in previous research, presentation of a picture
would lead to the conclusion that the visual cortex was active when viewing it. The sub-
field pattern recognition in computer science can let us see what information a single
voxel is responsive to, like which position in the image or which colour in a picture [En-
gel et al., 1997b; Obermayer and Blasdel, 1993; Albers et al., 2013].
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1.3 representations in the brain
By modelling the information that is represented in brain areas we get a deeper under-
standing of processes that are unfolding in the brain [van Gerven, 2017; Haynes, 2015].
As the resolution of the data acquisition and analysis increases, new things will become
visible. An analogy between cars and neuroscience might make this clear. If we were
looking at a car then at firstwe could only see that the enginewasworkingwhenwe turn
the key, butwhen gettingmore detailed information about the subparts of the car, it be-
comes visible that the spark plugs ignites a fire, while the fuel injectors spray fuel in the
engine and the blast that is caused makes the pistons in the engine go round [Guzzella
andOnder, 2009].Along the same lines, it is very likely that the new informational level
of computational neuroscience will provide us with new insights, even though it is not
precisely clear which those will be at this point in time. Probably these new methods
will give us new insights in complex brain areas as well as in intriguing brain processes.
Whereas we know quite well what the visual and auditory cortices are doing and
what type of information they are processing [Swindale, 1996; Rauschecker and Scott,
2009], there are brain areas that are more enigmatic on their precise function and how
they work. With the advent of machine learning methods in neuroscience an interest-
ing avenue is opening up. In the future we might get more insight in the processes
and what type of information is represented in brain areas like the frontal and pari-
etal cortex [Caminiti et al., 2015]. We know that these areas are active during numer-
ous types of behaviours, but it is not apparent what type of information these areas
process precisely [Kolb, 1984; Buchsbaum, 2004; Chayer and Freedman, 2001; Culham
and Kanwisher, 2001; Colby and Goldberg, 1999; Andersen and Buneo, 2002]. More-
over,methods that provide amore detailed analysis of the brain could distinguish brain
processes that seem to be similar yet result in different behaviour and experiences, like
dreaming or imagination versus vision. These three brain processes all seem to activate
the visual cortex, yet what is reported as seen by subjects is different in all three pro-
cesses [Horikawa et al., 2013; Pearson et al., 2015]. Most likely the information in the
visual cortex will vary in some subtle way between these processes.
1.4 ethical debate
The possibility of seeingwhich information is represented in someone’s brain is very in-
teresting from a scientific perspective. At the same time, it also provokes a deep ethical
discussion about the privacy of our thoughts.Unfortunately this ethical debate goes be-
yond the scope of this thesis. In this thesis only the technical aspects of representation
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in the brain will be investigated in order to see what level of detail can be reached with
the current state-of-the-art. For an in-depth discussion of the ethical aspects of com-
putational neuroscience onmental privacy see for instance [Meccaci, 2017; Kotchetkov
et al., 2010; van Erp et al., 2012]. But to very shortly summarise the main argument in
most debates around the fears of a new technology, it is important to know that every
new technologymakes us think about everything that could go wrong with it and how
it might hurt people. But in essence no technology is good or bad. You can kill a person
with a pencil. It is not the technology in itself that we should fear, but how the tech-
nique is used. As long as the debate is open, we can improve existing rules or develop
new legislations and systems to enable responsible research. So awareness of the possi-
bilities and risks regarding new technology can be enforced by a lively debate and then
we can develop and use new technology in a safe way.
1.5 current state of the art
Studies with the focus on informational content of brain areas are called encoding and
decoding studies [Haynes and Rees, 2006] or multi-voxel pattern analysis (MVPA) re-
search [Haynes, 2015]. Typically the analysis proceeds in a two-step process in which
the representation of a multi-voxel pattern is learned in the encoding phase and in the
decoding phase the outcome of new brain activation patterns are predicted by classifi-
cation or pattern reconstruction [van Gerven, 2017].
Many MVPA studies are performed on the visual cortex. The choice for visual cor-
tex is driven by the properties of this brain area. The visual cortex has a convenient
topographical organization that is corresponding to the visual field in the eye [Tootell
et al., 1988]. Furthermore, the visual cortex spans a relatively big area in the brain, which
makes it easy to get many data points to work with. Also, the visual cortex consists of
several parts, which all represent similarmaps of the visual field that increase in informa-
tional complexity throughout the hierarchy of maps [Belliveau et al., 1992]. Moreover,
the choice for the visual cortex is also driven by the ease of which the brain can be stim-
ulated.Merely showing pictures is enough to induce activation in this area in the brain.
Therefore participants do notmove in the scanner, which could cause noise in the data.
Furthermore, the decoded patterns from visual cortex can be easily compared to the
stimuli that were shown to the participants.
One of the first interesting and promising decoding studies on the visual cortex was
a study by [Haxby et al., 2001] on the prediction of multiple discrete states with cate-
gories like faces, objects and animals.Decoding individual instances of the images in the
experiment still seemed out of reach, but Kamitani and Tong showed that they could
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decode eight different stimulus orientations by showing people gratings at different an-
gles [Kamitani and Tong, 2005]. Then, [Thirion et al., 2006] showed that it was pos-
sible to decode coarse patterns of round dots from the visual cortex. They managed to
show that decoding also worked quite well for imagery of these stimuli, i.e. when peo-
ple were instructed to think about particular images instead of actively perceiving them.
This started a shift towards the investigation of how more complex images could be
decoded from the brain, like images of landscapes, groups of humans, pictures of food
and natural sceneswith animals [Kay et al., 2008]. The first convincing reconstructions
of natural images were made when the models were expanded to learn more complex
structures from the input patterns using Gabor filters. Together with using a separate
image set to compare the decoded results to, [Naselaris et al., 2009] managed to make
a good selections of similar images as the originally shown image. The next step was to
try and decode short scenes from Youtube movies [Nishimoto et al., 2011]. The gist of
the scenes was retrieved quite well by comparing the decoded patterns to a mixture of
similar movie scenes, but the exact contents of the scenes did not become apparent yet.
1.6 research presented in this thesis
The research presented in this thesis expands on earlier work [van Gerven et al., 2010],
whichdemonstrated that it is possible to reconstructunique stimuli froma small dataset
of handwritten numbers. Even though this stimulus set consisted of only two classes,
which results in a relatively easy problem to solve with machine learning, the variance
between the unique instances in the dataset was already quite substantial [LeCun et al.,
1998]. The results were convincing and form the basis for the current thesis. The num-
ber of classes was increased to six classes and instead of numbers, we selected handwrit-
ten characters which varied as much as possible in their low-level features to create a lot
of variance, but were also somewhat similar across the set to see if the framework can
deal with ambiguous data. The resulting dataset was less complex than natural images
used by others which are too varied in their low-level features to be reconstructed in de-
tail, yet more complex thanmerely classifying the stimuli. Furthermore the dataset also
contains higher-level features because each character represents a higher-level concept
in the brain [James et al., 2005; Polk et al., 2002; Gros et al., 2001; Joseph et al., 2003;
Baker et al., 2007], which can be approached as a multi-class classification problem.
In order to obtain improved reconstructions of individual instances compared to
those thatwere reachedbefore,we introduce a linearBayesian framework that canmake
a reconstruction of the brain response by taking both information from the brain re-
sponse as well as information from a substantial database to know what handwritten
1.6 Research presented in this thesis 9
characters look like.Moreover, by application of Bayes’ theorem [Laplace, 1814; Jeffreys,
1961; Gelman et al., 2013] we can use a generative approach instead of a discriminative
approach, which leads to better results when dealing with limited number of observa-
tions [Ng and Jordan, 2002] as is the case in an fMRI paradigm.
A fundamental problem in current fMRI studies is that the measurements of the
brain result in low-resolution andnoisymeasurements of the brain response [Bowman,
2014]. One way to deal with noisy measurements is to average over many time points
or over a sizable area in the brain [Strother, 2006]. But with MVPA the aim is to get
to the prediction of a pattern at a single time point, so averaging over time or space is
undesirable. Instead, knowledge about the expected signal can be used to exclude noise
from the patterns that are reconstructed [Jeffreys, 1961].
With Bayes’ theorem a probability for all possible outcomes is calculated by combin-
ing two parts: the current measurement and prior knowledge. These two probability
distributions are called the likelihood and the prior [Bishop, 2006]. To get to an esti-
mate of the likelihood we train an encoding model that learns how the voxels in the
brain respond to pixels in an image. Then in the decoding phase this model can be in-
verted to get a reconstruction of the image that was shown to the participant from a
new brain response. In this Bayesian decoding step the prior also influences the recon-
struction of the pixels in the image that we want to predict. In our case, the prior con-
tains a big set of handwritten characters and will smooth the resulting image towards
character-like images.
In chapter 2 the Bayesian framework is introduced and the model is tested and com-
pared toother state-of-the-artmethods. In chapter 3 theBayesian framework is extended
to incorporate higher-level information on top of the low-level information. In chap-
ter 4 we extend the framework to also incorporate higher-level information from other
brain areas.Moreover, wemake it possible to use unlabelled data so the framework can
be used for more sizeable datasets, which are hard to label. In chapter 5 the framework
is enhanced to also make use of information in the time-domain. This thesis ends with
a discussion in chapter 6 about the work presented here, the limitations of this work
and possible topics for future work.
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2
L INEAR RECONSTRUCT ION OF
PERCE IVED IMAGES FROM HUMAN BRA IN
ACT IV ITY
This chapter is based on: S.Schoenmakers,M. Barth, T.Heskes andM.A.J vanGerven, 2013. “Linear
reconstruction of perceived images from human brain activity”Neuroimage 83, pp. 951–961.
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2.1 abstract
With the advent of sophisticated acquisition and analysis techniques, decoding the con-
tents of someone’s experience has become a reality. We propose a straightforward lin-
ear Gaussian approach, where decoding relies on the inversion of properly regularized
encoding models, which can still be solved analytically. In order to test our approach
we acquired functional magnetic resonance imaging data under a rapid event-related
design in which subjects were presented with handwritten characters. Our approach
is shown to yield state-of-the-art reconstructions of perceived characters as estimated
from BOLD responses. This even holds for previously unseen characters. We propose
that this framework serves as a baselinewithwhich to comparemore sophisticatedmod-
els for which analytical inversion is infeasible.
2.2 Introduction 13
2.2 introduction
Neural encoding and decoding are two topics which are of key importance in contem-
porary cognitive neuroscience. Neural encoding refers to the representation of certain
stimulus features by particular neuronal populations as reflected by measured neural
responses. Conversely, neural decoding refers to the prediction of such stimulus fea-
tures frommeasured brain activity. Encoding is a classical topic in neuroscience which
has often been tackled using reverse correlationmethods [Ringach and Shapley, 2004].
Decodinghas gainedmuch recent popularitywith the adoptionofmultivariate analysis
methods by the cognitive neuroscience community [Haynes and Rees, 2006]. While
the first decoding studies focused exclusively on the prediction of discrete states such as
object category [Haxby et al., 2001] or stimulus orientation [Kamitani andTong, 2005],
more recent work has focused on the prediction of increasingly complex stimulus prop-
erties, culminating in the reconstruction of the contents of perceived images [Thirion
et al., 2006; Miyawaki et al., 2008; Kay et al., 2008; Naselaris et al., 2009; van Gerven
et al., 2010] and even video clips [Nishimoto et al., 2011].
From the Bayesian point of view, encoding and decoding are intimately related via
Bayes’ rulewhere theprobabilityp(x |y)of a stimulusx given a responsey is expressed
as the product of a likelihood term p(y | x) and a prior p(x), up to some normaliz-
ing constant [Friston et al., 2008; Naselaris et al., 2010]. The likelihood implements a
forwardmodel expressing how certain stimulus features are encoded by neural popula-
tions, as reflected by the measured response. The prior specifies how likely each stimu-
lus is before observing any data. Stimulus reconstruction is then tantamount to inverse
inference in a generativemodel. This approach has been advocated before. Thirion et al.
[2006] assumed that each voxel has a Gaussian receptive field which allows inversion
of the generative model. Naselaris et al. [2009], in contrast, used a complex forward
model and did not perform the inversion explicitly. Instead they used an empirical prior
which assigns a uniform probability to images in a predefined set and zero probability
to all other images. This essentially allows the decoding to be performed by the forward
model only, without the explicit need for inverse inference.
In this paper we present a general framework for decoding that expands on the ideas
put forward in the aforementionedpapers. Specifically, similar to [Naselaris et al., 2009],
we assume that the forwardmodel is given by the representation of an image in terms of
a set of features, followed by a regularized linear regression. We then derive the formu-
las which, in conjunction with a suitable image prior, allow explicit decoding of the im-
ages as in [Thirion et al., 2006].The ideas presented in this paper extend earlierwork on
the decoding of discrete (binary) inputs to continuous (grey-scale) images [VanGerven
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et al., 2011] and improve on results presented in [van Gerven andHeskes, 2012]. We fo-
cus on the reconstruction of multiple handwritten characters that have been presented
to subjects using a rapid event-related design. We develop a linear Gaussian approach,
analyze properties of the encodingmodels obtained in combinationwithdifferent regu-
larization approaches, and show that decoding performance is remarkably good in this
context. The simplicity of our framework makes it an ideal benchmark method with
which to compare more sophisticated encoding and decoding methods.
2.3 materials and methods
In this section, we will first explain the Gaussian decoding model and describe how pa-
rameters of themodel are estimated in the presence of different regularizationmethods.
Subsequently, we present the functional magnetic resonance imaging (fMRI) experi-
ment which has been conducted in order to validate our approach. Finally, we describe
the analyses which have been performed using our approach, based on acquired fMRI
data.
Gaussian decoding
Let (x,y) denote a stimulus-response pair, say, an image x = (x1, . . . , xp) ′ ∈ Rp,
characterized by its pixel values xi, and the associated measured response vector y =
(y1, . . . ,yq) ′ ∈ Rq. Without loss of generality, both the stimulus and the response
are assumed to be standardized to have zero mean and unit standard deviation. In this
paper we are interested in decoding the most probable image x from the BOLD re-
sponsey:
In previouswork, we have shown how this problem can be solved in a discriminative
way using a partial least squares approach [Gerven and Heskes, 2010]. Here, we focus
on the generative setting, where we wish to use the equivalent formulation:
xˆ = arg max
x
{p(y | x)p(x)} . (2.1)
In order to compute this maximum a posteriori (MAP) estimate, we require an image
prior p(x) and a forward model p(y | x). In [Naselaris et al., 2009], this problem was
solved by assuming an empirical prior that assigned uniform probability to any of n
possible images and zero probability to the remaining images. The decoding problem
could thus be solved by identifying that image which gave the largest likelihood. Here,
in contrast, we solve the decoding problem without relying on a restricted subset of
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possible images.Our approach is related to thework presented in [Thirion et al., 2006],
but we make weaker assumptions on the form of the forward model and the image
prior. Particularly, we assume that the forward model is given by a regularized linear
Gaussian model and the image prior is given by a multivariate Gaussian.
We assume that the forward (encoding) model is given by a multiple-output linear
regression model, such that
y = B ′x+  ,  ∼ N(0;Σ) (2.2)
with regression coefficientsB = (b1, . . . ,bq) and covariancematrixΣ = diag(σ21, . . . ,σ
2
q).
It follows that the forward model can be written as a multivariate Gaussian
p(y | x) = N
(
y;B ′x,Σ
)
∝ exp(−1
2
y ′Σ−1y+ (BΣ−1y) ′x−
1
2
x ′BΣ−1B ′x
)
(2.3)
where (2.3) is its canonical form representation.We further assume that the image prior
is given by a zero-mean multivariate Gaussian of the form:
p(x) ∝ exp
(
−
1
2
x ′R−1x
)
(2.4)
with covariance matrixR.
Given p(y | x) and p(x), we can proceed with decoding. That is, we are interested
in computing the mode of the distribution p(x |y). Dropping terms in Eq. (2.3) not
depending on x, this yields
p(x |y) ∝ exp
((
BΣ−1y
) ′
x−
1
2
x ′
(
R−1 +BΣ−1B ′
)
x
)
. (2.5)
This is recognized as amultivariateGaussian in canonical formwithmeanm ≡ QBΣ−1y
and covarianceQ =
(
R−1 +BΣ−1B ′
)−1. It immediately follows that
xˆ = m =
(
R−1 +BΣ−1B ′
)−1
BΣ−1y (2.6)
since the mode of a Gaussian distribution is given by its mean. Equation (2.6) is a stan-
dard result obtained in Bayesian linear regression [Bishop, 2006].Note further that the
covariance matrixQ captures the posterior variance of the image reconstructions.
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For large images, computing (2.6) may be prohibitively expensive since it requires
inversion of a p× p covariance matrix, where p is the number of pixels. In that case,
we can make use of the matrix inversion lemma to obtain
xˆ =
(
R−RB
(
Σ+B ′RB
)−1
B ′R
)
BΣ−1y . (2.7)
This requires the inversion of a q× qmatrix, where q is the number of voxels. Which
formulation is most convenient depends on the problem at hand.
Parameter estimation
In order to be able to use our model for decoding, we first need to estimate the parame-
ters of the prior and the forward model. We assume that training dataD = {X,Y} has
been collected, where X is an N× p matrix, such that xij denotes the value of pixel
j for the i-th image, and Y is anN× qmatrix, such that yij denotes the response of
voxel j to the i-th image. Furthermore, we assume that an independent set of imagesZ
has been collected, which will be used to estimate the image prior.We use notationmi
andmj to denote the i-th row and j-th column of a matrixM, respectively.
The parameters of the image prior are estimated from an independent large set of
images {zn}Mn=1, which are standardized to have zero mean and unit variance. In the
linear Gaussian case, the required covariance matrix for the prior is given by
R =
1
N− 1
∑
n
zn(zn) ′. (2.8)
For the forward model, it is easy to see that the parameters for each of the responses
canbe estimated independently due to thediagonality ofΣ. That is, for each responsek,
we need to solve an independent linear regression problem. Since we are dealing with
the small N, large p case, regression coefficients need to be properly regularized. Let
(bˆk, σˆ2k) denote the estimates of the vector of regression coefficients and variance for
voxel k. This estimate takes the form1
(bˆk, σˆ2k) = arg min
b,σ2
{
1
2Nσ2
||yk −Xb||
2
2 + Rλ,α,G(b)
}
(2.9)
1We divide byN to make the regularization strength for a fixed λ independent ofN.
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where
Rλ,α,G(b) = λ
(
α||b||1 + (1−α)
1
2
b ′Gb
)
(2.10)
is a regularization term which, following [Grosenick et al., 2013], we refer to as the
graph-constrained elastic net (graphnet for short) regularizer.
The graphnet regularizer contains three parameters that can be set to obtain differ-
ent models: λ, α and G. The regularization parameter λ determines the amount of
regularization. The mixing parameterα determines the relative contribution of the `1
regularization term,which induces sparseness, and the `2 regularization term,which in-
duces shrinkage.Different kinds of regularization are achievedusingdifferent choices of
α and the couplingmatrixG. If we setα = 1we obtain the lasso (`1) regularizer [Tib-
shirani, 1996]. If we set α = 0 andG = Ip, where Ip is the p× p identity matrix,
we obtain the ridge (`2) regularizer [Hoerl and Kennard, 1970]. If we set 0 < α < 1
andG = Ip, we obtain the elastic net regularizer [Zou andHastie, 2005; Carroll et al.,
2009]. If we set 0 6 α < 1 and use non-diagonalG, we obtain the graphnet regular-
izer, which induces a coupling between features. If, in the latter case, α = 0, only the
ridge term remains. In that case, we use graphridge to refer to the resulting regularizer.
In case of a non-diagonal coupling matrix, we assumeG to be the graph Laplacian
L, which is a matrix with lij = −1 for each i 6= j that are defined to be neighbour-
ing image pixels and lii equal to the number of neighbors of node i [Grosenick et al.,
2013]. Note that the graphnet regularizer can be interpreted in probabilistic terms since
logp(b) ∝ −Rλ,α,G(b). Hence, the prior on the regression coefficients is given by
p(b) ∝
∏
i
exp (−λα|bi|)
∏
j
exp
−λ(1−α)1
2
∑
i∼j
biGijbj
 (2.11)
which is a convex combination of a global Laplacian density and a local Markov Ran-
dom Field prior. Hence, the graphnet regularizer expresses our prior beliefs about the
model coefficients being globally sparse yet locally structured [Grosenick et al., 2013].
In order to estimate the regularized regression coefficients bk, we need to solve the
following minimization problem:
bˆk = arg min
b
{
1
2N
||yk −Xb||
2
2 + Rλ,α,G(b)
}
(2.12)
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We use different strategies depending on the used regularizer. For ridge and graphridge
regressionwe can simultaneously estimate regression coefficients for all voxelsk in closed
form using
Bˆ = (X ′X+ G˜)−1X ′Y . (2.13)
with G˜ = NλG. Alternatively, we can make use of a kernel formulation, which re-
places Eq. (2.13) by
Bˆ = G˜
−1
X ′(XG˜−1X ′ + I)−1Y (2.14)
withN×N kernel matrixK = XX ′, requiring inversion of anN×Nmatrix rather
than a p× pmatrix [Hastie et al., 2009]. See A for a derivation.
For lasso, elastic net and graphnet regression we minimize Eq. (2.12) using a slight
generalization of an efficient coordinate descent algorithm [Friedman et al., 2010], ap-
plied to each voxel k independently. In order to estimate λ we use a nested five-fold
cross-validation and choose for each voxel k that model which minimizes the residual
variance vk = var(Xbk −yk) on hold-out data. For ridge regression, we sample λ in
the range (105, 10−5) on a log scale. In other cases, we sample different values of λ by
starting at λmax at which point the first variable enters the model (see A) and continu-
ing until λ 6 0.05 · λmax. After an optimal value of λ was selected, parameters were
re-estimated using all training data. Based on a preliminary analysis which considered
data for Subject 3 only, the parameter α was set to 0.005 for the elastic net regularizer
and to 0.05 for the graphnet regularizer. For smaller values ofα, the graphnetmodel be-
came cumbersome to estimate due to slow convergence. The parameter σˆ2k introduced
in Eq. (2.9) was taken to be the residual variance vk on the training data, computed for
the optimal model selected during nested cross-validation.
fMRI experiment
Participants
Three healthy native Dutch-speaking participants took part in the study. All partici-
pants gave written consent according to the institutional guidelines set forth by the lo-
cal ethics committee (CMO region Arnhem–Nijmegen, The Netherlands) before the
experiment. The participants were not paid for participation.
2.3 Materials andMethods 19
Stimuli
The stimuli consisted of grayscale handwritten characters on a black background [van
der Maaten, 2009]. The character database consists of 40.000 handwritten characters
by 250 writers. The images in the database were rescaled and centered so they fill the
canvas. Six characters were selected: B, R, A, I, N, and S. For each character, 60 unique
instances were centrally presented during the experiment. The size of the images was
9× 9 degrees of visual angle (56×56 pixels). A central white square served as a fixation
point (0.2 degrees of visual angle). The images were shown as flickering stimuli (200ms
ON, 200msOFF) for one second, followed by three seconds of black background. The
fixation point was present at the center of the screen throughout thewhole experiment.
A total of 360 different characters were shown and this was repeated once, giving a total
of 720 presented stimuli. Stimuli were repeated to get a better estimate of the BOLD
response to individual character instances (see Section 2.3).
Procedure
Participants were asked to focus on the fixation point and to respond with a button
press when the fixation point changed color from dark gray to light blue in order to
keep their vigilance. The fixation point changed color once every six stimuli on average.
Changeswere presented randomly but evenly over the full length of the experiment and
counterbalanced over characters. The characters were shown in pseudo-random order
where instances of all six letters were reshuffled in order to prevent long repetitions of
the same letter. The experiment lasted for 50minuteswith a self-paced rest period in the
middle. After the experiment, a structural scanwasmade. Subsequently, or in a next ses-
sion, a functional localizer for the visual cortex was employed. The stimulus shown in
the functional localizer was a rotating checkerboard wedge for polar retinotopy, which
was presented in four blocks of five minutes.
FMRI data acquisition
Imaging was conducted at the Donders Institute for Brain, Cognition and Behaviour
(Nijmegen, The Netherlands). The functional images were collected with a Siemens
Trio 3T MRI system (Siemens, Erlangen Germany) with an EPI sequence using a 32
channel head coil (TR = 1.74 s, TE = 30 ms, GRAPPA acceleration factor 3, 83 degree
flip angle, 30 slices in ascending order, voxel size 2×2×2 mm). Head movement was re-
strictedwith foam cushions and a tight strip of tape over the forehead. After functional
imaging, a structural scan was acquired using an MPRAGE sequence (TR = 2.3 s, TE
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= 3.03 ms, voxel size 1×1×1 mm, 192 sagittal slices, FoV= 256mm). In a separate session,
the functional localizer data was acquired, again using an EPI sequence (TR= 2 s, TE=
30ms, 83 degree flip angle, 33 slices in ascending order, voxel size 2×2×2mm, FoV= 192
mm). During acquisition an eye tracker was used to verify if participants were fixating
their gaze.
FMRI data preprocessing
With the use of SPM8 software (WellcomeDepartment of ImagingNeuroscience, Uni-
versity College London, UK), the functional volumes were reconstructed, realigned to
the first scan of the session and slice time corrected. Participants moved less than 0.5
mm across the sessions. For each unique stimulus, which was presented twice to the
subject, the response of each voxel to a stimulus was computed using a general linear
model (GLM). The designmatrix of theGLMwas given by one regressor encoding the
two stimulus repetitions, one regressor encoding all other stimuli, as well as nuisance
regressors that encodedmovement parameters and drift terms, similar to the approach
presented in [Mumford et al., 2012]. The design matrix was convolved with the canon-
ical hemodynamic response function. The voxel response for each stimulus was given
by the beta estimate which was normalized for each voxel. Freesurfer software was used
together with functional localizer data in order to isolate voxels belonging to visual area
V1 using well-established methods [DeYoe et al., 1996; Engel et al., 1997a; Sereno et al.,
1995].
Empirical validation
In order to validate our approach, we used the acquired fMRI data to learn encoding
and decoding models. In order to examine how regularities in the input data influence
encoding and decoding results, we trained models for different subsets of input data.
Six selections were chosen: one character (B), two characters (B, R), three characters (B,
R, A), four characters (B,R, A, I), five characters, (B, R, A, I, N) and six characters (B,
R, A, I, N, S). Data were randomly split into training data and test data. We used 80%
of the data (48 exemplars per letter class) for training our models and 20% of the data
for testing our models (12 exemplars per letter class). Our goal was to compare encod-
ing performance and decoding performance computed for the test data while different
regularization approacheswere used to estimate the encodingmodels from the training
data. Specifically, we compared ridge, lasso, elastic net, graphnet and graphridge regres-
sion.
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Encoding
To compare encoding performance between models we calculated the explained vari-
ance. Explained variance reflects how well the model predicts the real data. For each
voxel k, explained variance was calculated in accordance to [Michel et al., 2011]:
rˆk = (var(yk) − var(yk − yˆk))/var(yk) (2.15)
where yk is the actual response for voxel k and yˆk the estimate thereof, based on
Eq. (2.2). To facilitate comparison, voxels were sorted according to explained variance
and we only used 150 voxels with highest explained variance per model to determine
encoding performance. We use rˆ to refer to the average explained variance per model.
A binomial test comparing the explained variance of all sorted voxels between models
for which rˆk > 0 served to show which regularizer performed best.
Explained variance was mapped back to the primary visual cortical surface in order
to determine which voxel responses were predicted best. Model parameters were visu-
alized by taking the vector of regression coefficients bk and reshaping it to a 56×56
pixel image, which we refer to as the (linear) filter for voxel k. Such a filter shows to
which pixels the voxel is responsive. Also, the filters provide insight in the sparseness
and smoothness of parameter estimates under different regularization schemes.
Decoding
For the decoding analysis, we estimated a Gaussian image prior based on 700 images
per character which had not been used in the experimental run but came from the same
handwritten characters database. Subsequently, we used themode of the posterior den-
sity, computed using Eq. (2.6), to produce image reconstructions. For decoding, only
those voxels were used whose explained variance exceeded zero. This was implemented
by setting all filters of the remaining voxels to zero such that they exerted no influence
on the reconstruction.Reconstructionqualitywasmeasured in termsof the correlation
between an original and its reconstruction.
A binomial test comparing the correlations obtained for different models served to
show which regularizer performed best. To quantify whether an observed mean corre-
lation for the twelve reconstructed images per character was significantly better than
chance-level performance, we estimated a p-value based on a permutation test which
compared the observed mean correlation with the mean correlation computed for ran-
dom reconstructions. These random reconstructionswere generated by sampling from
the image prior. The rationale for this significance test is that, if the BOLD responses
C
ha
pt
er
 2
22 Linear reconstruction of perceived images from human brain activity
convey information, then the informed reconstructions should be closer to the true
images than reconstructions obtained by sampling from the prior.
Finally, correlation matrices were estimated visualizing the correlation between all
original stimuli and all reconstructions. These matrices were sorted to show the rank
of the reconstruction that belonged to the original relative to all other reconstructions.
Ranks below the diagonal indicate that the reconstructions matched with their origi-
nals compared to random guessing.
2.4 results
In the following, we discuss results obtained for models that employ different input
data or different regularizers.We separately describe the outcomes of the encoding anal-
yses and decoding analyses that have been performed.
Encoding analysis
r^
Characters in selection
Lasso
Graphnet
Elastic net
Graphridge
Ridge
B BR BRA BRAI BRAIN BRAINS
0
0.05
0.1
0.15
 
 
Figure 2.1: Encoding performance quantified in terms of summed explained variance
for models that employ different regularizers and varying input data, averaged over all
participants. Error bars indicate standard error of the mean.
Figure 2.1 depicts the summed explained variance for all sets of characters, averaged
over subjects. A trend can be observed that encoding performance increases for all reg-
ularizers when the size of the input data increases. For the ridge and graphridge regu-
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larizers, the increase is not quite as dramatic as for the other three regularizers, as they
already perform quite well given limited input data.
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Figure 2.2: Voxels sorted according to explained variance for the three participants on
a logarithmic scale. Panels A and B show the sorted explained variance obtained using
different regularizers for input data consisting of one character or all six characters, re-
spectively.
Figure 2.2 shows the explained variance for all voxels on a logarithmic scale, sorted
fromhighest to lowest explained variance, for all three participants. Panel 2.2A shows re-
sults obtainedwhenusing instances belonging toone character as inputdata. Panel 2.2B
depicts results when using instances of all six characters as input data. For convenience,
in the remainder, we refer to these datasets as the small dataset and large dataset, respec-
tively. For the small dataset, fewer voxels with above-zero explained variance remained
compared to the large dataset. At the same time, maximal explained variance was con-
sistently higher for the small dataset as compared with the large dataset. For the small
dataset, ridge and graphridge regularizers outperformed the other regularizers, since ex-
plained variance was consistently higher. Furthermore, for these two regularizers, more
voxels contributed to the model, as can be seen in the tail of the figures. For the large
dataset, differences are less obvious. Still, significance tests for the three participants
show that the ridge regularizer significantly outperforms lasso, graphnet and elastic net
regularizers for the large dataset aswell (p < 10−4 for S01, S02 and S03, Bonferroni cor-
rected for number of comparisons). Furthermore, graphnet and elastic net regularizers
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Figure 2.3: Examples of filters estimated for voxels with high explained variance from
Subject 3. Filters are individually scaled to emphasize the contrast between high and low
values. (A) Filters for the small dataset. (B) Filters for the large dataset. (C) Demonstra-
tion of how the filter for one of the voxels changes as a function of themixing parameter
αwhen models were trained on the large dataset.
score significantly higher on explained variance than lasso and graphridge regularizers
(p < 10−4 for all participants, Bonferroni corrected). The superior performance of
some regularizers on the large dataset seems to be driven by the high number of voxels
in the tail that still add some explained variance to the model.
Figure 2.3 depicts examples of voxel-wise linear filtersbk obtained for Subject 3. Fig-
ure 2.3A shows filters obtained with the small dataset whereas Fig. 2.3B shows filters
obtained with the large dataset. The sparseness of filters estimated by the lasso, elas-
tic net and graphnet regularizers is clearly visible, in contrast to filters obtained with
graphridge and ridge regularizers. Furthermore, graphnet and graphridge regularizers
lead to filters that smooth regression coefficients between neighboring pixels. More-
over, the filters for small input data clearly reflect the structure present in the input
data. The filters for the large dataset seem to be less tuned to a single character though
characteristics of the input data are still visible. Figure 2.3C depicts for one voxel how
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the filters change as a function of the mixing parameter α when using the elastic net
regularizer and the graphnet regularizer. Note that the other regularizers are included
here as special cases withα = 0 orα = 1. Clearly, the tradeoff between sparseness and
smoothness is strongly dependent on the choice of α.
Figure 2.4 shows the projection of the explained variance on an inflated brain for
Subject 3 when training on either the small or large dataset. V1 is indicated by a yel-
low contour and plotted for left and right hemispheres. Evidently, a smaller number
of voxels is included when models are trained on the small dataset compared to when
models are trained on the large dataset. Strongest contributions seem to come from
foveal rather thanperipheral voxels.This observationbecomesmorepronouncedwhen
a large dataset is used. Finally, note that voxels with high explained variance tend to clus-
ter together.
Decoding analysis
Figure 2.5 shows the average correlation ρ between the originals and their reconstruc-
tion for all models for different sizes of input data averaged over all participants. Over-
all, the graphnet regularizer seems to perform best, but the differences in reconstruc-
tion quality of the different regularizers are negligible. When the dataset increases in
size, the graphridge regularizer performs less well compared to the other regularizers.
When training on all characters, the elastic net, graphnet and lasso regularizers were
shown to outperform the graphridge regularizer in terms of decoding performance
(p < 10−4, Bonferroni corrected for number of comparisons). The ridge regularizer
also performed less well than other regularizers although differences were marginally
insignificant.
Figure 2.6A depicts all reconstructions for participant S03 for the small dataset that
contains only presentations of the character ‘B’. The obtained reconstructions are all
unique and share certain characteristics of their corresponding original images. Also,
reconstructions 7, 11 and 12 seem to contain two superimposed characters. This might
be due to the fact that the BOLD response was estimated using two representations
of the same character. An alternative explanation is that the reconstructions represent
two consecutively presented characters which both modulate the BOLD response due
to the sluggishness of the hemodynamic response function. Nevertheless, reconstruc-
tions are of high quality in general. Optimal reconstruction performance for the small
datasetwas achieved by graphnet regression (cf. Fig. 2.5). Figure 2.6Bdepicts reconstruc-
tions of different letters when models were trained on the large dataset containing all
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Figure 2.4: Explained variance per voxel, plotted on the inflated visual cortex of the
left and right hemisphere for Subject 3. The yellow border outlines visual area V1. The
letter ‘F’ indicates the location of the fovea. Numbers between parentheses show the
percentage of selected voxels whose explained variance was above zero, averaged over
subjects.
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Figure 2.5: Decoding performance quantified in terms of the average correlation be-
tween original and reconstructed images for all regularizers and for different sizes of the
input data, averaged over participants. Error bars indicate standard error of the mean.
characters. All regularizers produce good reconstructions of the originals. These results
demonstrate that instances belonging to different letter classes are easily distinguished.
The question remains to what extent reconstructions rely on the contribution by
the likelihood versus the prior. In order to address this question, we also estimated
reconstructions using either the likelihood or the prior. These reconstructions corre-
spond to the maximum likelihood estimate (MLE) given by the mode of Eq. (2.3) and
to the mode of Eq. (2.4), respectively. Figure 2.6C shows reconstructions based on the
likelihood, based on the prior, and based on both. A comparison of the decoding per-
formance shows that reconstruction quality heavily depends on both the information
conveyed by the likelihood as well as the constraints imposed by the image prior.
In order to examine the quality of individual reconstructions, Fig. 2.7A shows the
correlationmatrices for all regularizers for the large dataset containing all six characters.
Each correlation matrix shows the correlation coefficient between all originals and all
reconstructions. The block diagonal structure of the correlation matrices reflects the
fact that reconstructions tend to look like within-class exemplars. Note also that some
of the letter classes are more easily confused, notably ‘B’ versus ‘S’ and ‘R’ versus ‘A’.
Figure 2.7B shows the sorted correlation matrices. That is, for each original the re-
constructions are sorted according to their rank. The rank of the correct reconstruc-
tion is indicated in dark red. Clearly, reconstructions outperform random reconstruc-
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Figure 2.6: Reconstructions produced by the Gaussian decoding approach. (A) All re-
constructions from the test set for models trained on the small dataset containing only
presentations of the character ‘B’ for participant S03. (B) A sample of reconstructions
obtained with models trained on the large dataset. (C) Maximum likelihood estimates
obtained when using the graphnet regularizer versus samples obtained using the prior.
For the MLE a small amount of regularization was used in order to prevent numerical
problems. The MAP estimates that integrate likelihood and prior are shown as well.
The bar graph shows decoding performance averaged over participants. Error bars in-
dicate standard error of the mean.
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Figure 2.7: Reconstruction quality of individual exemplars. (A) Correlation matrices
for all regularizers for the large dataset containing all six characters. Entries of the cor-
relation matrix indicate the correlation between an original and reconstructed image.
Dark blue lines are used to separate the letter classes. (B) Correlation matrix with rows
sorted according to the correlation between the original and its corresponding recon-
struction. For each row, the correlations between an original and all reconstructions
were again sorted. The rank of the correct reconstruction when using our explicit in-
version scheme is indicated in dark red. The rank of the correct reconstruction when
using an empirical prior is indicated in dark blue.The diagonal indicates the rankwhich
is expected based on chance.
tions. When comparing reconstructions obtained with the large dataset with samples
drawn from the image prior we found that these were significantly better than chance
(p < 10−4, Bonferroni corrected for number of comparisons). We also compared
reconstructions using our approach with those obtained using an empirical prior as
employed byNaselaris et al. [2009]. This procedure amounts to selecting that image in
the image prior which hasmaximal likelihood given the observed BOLD response. The
rank of the correct reconstruction when using this approach is indicated in dark blue.
These results show that the empirical prior approach is outperformed by the explicit
inversion scheme derived in this paper.
The final question we address is how well we can reconstruct images belonging to
an image category which has not been observed during training. That is, how well do
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Figure 2.8: Generalization to new letter classes. Each letter is predicted using models
trained on BOLD data for the remaining letter classes. Extending the prior to include
the new letter class is shown to substantially improve the reconstructions.
we generalize to previously unseen image categories? In order to address this question,
the graphnet model was trained six times on BOLD data associated with five out of six
letter classes for Subject 3. Subsequently, these models were used to reconstruct letters
belonging to the sixth remaining letter class. During reconstruction, we either used a
prior for the five letter classes that were presented during training or a prior which also
incorporated the sixth letter class present during testing.Note that both cases only used
BOLD data acquired for five letter classes. Figure 2.8 shows reconstructions obtained
using either the five-letter or the six-letter prior. Decoding performance averaged over
letter subsets is ρ = 0.40 (± 0.02 SEM) for the five-letter prior versus ρ = 0.46 (± 0.02
SEM). Hence, reconstructions remain good when generalizing to previously unseen
letters, especially in conjunction with the six-letter prior.
2.5 discussion
We introduced a linear Gaussian framework for reconstructing perceived images from
measured neural responses. Results show that high-quality reconstructions can be ob-
tained by inverting properly regularized encoding models. Reconstructions relied on
the use of encoding models that explain much of the variance in BOLD responses ac-
quired under a rapid event-related design. While ridge regression performed best in
terms of encoding performance, graphnet regression performed best in terms of decod-
ing performance. Estimated filters that model how visual stimulation leads to observed
BOLD response were shown to rely heavily on the employed regularizers (cf. Fig. 2.5).
Decoding relied on computing a MAP estimate as given by the mean of a multivariate
Gaussian which incorporates both prior and likelihood terms.
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Thehighquality of the reconstructionswas bothdrivenby information contained in
the estimated responses as well as by the employedGaussian image prior (see Fig. 2.6C).
Our comparison betweenmodels trained using one letter class up to all six letter classes
present in the data showed that encoding performance tends to increase for larger data-
sets. In contrast, decoding performance was shown to be quite stable for different sub-
sets of the input data. Interestingly, decoding performance remained good even when
reconstructions were made for previously unseen letters, especially when the prior was
extended to take the new letter class into account (cf. Fig. 2.8).This suggests that generic
decoders may be trained on arbitrary input data and tailored to the specifics of a partic-
ular dataset by adjusting the prior.
An important observation is that the learned filters do not only reflect the receptive
field of individual voxels but also statistical regularities that are present in the input
data. This holds more strongly for smaller datasets (see Fig. 2.5). This behavior can be
understood by realizing that, even if a voxel responds selectively to one location in the
visual field, other locations in the visual field could be active simultaneously due to reg-
ularities in the input data. For example, the letter ‘I’ will tend to activate the vertical
midline. For this reason, locations in the visual field that do not fall within a voxel’s re-
ceptive field but are correlated with locations that do fall within the receptive field are
still able to predict voxel responses. The emergence of filters driven by input statistics
will hold for any dataset whose features are not statistically independent, including nat-
ural images [Simoncelli and Olshausen, 2001]. This implies that learned filters should
be interpreted with care.
In this work, we compared several different regularizers in terms of encoding and de-
coding performance. All regularizers yielded high-quality reconstructions. Overall, the
graphnet regularizer tended to perform best in terms of decoding performance, even
though it performed less well in terms of encoding, especially for a small amount of
input data (cf. Figs. 2.1 and 2.5). In general, encoding performance and decoding perfor-
mance didnot showadirect linear relationship.This couldbedue to the fact that decod-
ing performance not only depends on the precision with which BOLD responses are
predicted but also on the properties of the filtersbk estimated by the different models.
For example, the joint constraint of sparseness and smoothness imposed by the graph-
net regularizer induces a strong inductive bias. This inductive bias could result in filters
that impose stronger or more independent constraints on the reconstructions.
Wehave shown in this study that our framework allows high-quality reconstructions.
The question remains how reconstruction quality could be further improved. In terms
of data acquisition, we used a rapid event-related design where each unique stimulus
was shown twice. BOLD responses acquired at a magnetic field strength of 3T were
C
ha
pt
er
 2
32 Linear reconstruction of perceived images from human brain activity
quantified in terms of beta weights as estimated using the general linear model [Mum-
ford et al., 2012]. Other experimental designs and other approaches to BOLD decon-
volution might lead to better decoding performance. Also, acquisition at higher field
strengths, allowing imaging of BOLD responses at the level of cortical columns or lay-
ers, is expected to yield considerably improved decoding results [Polimeni et al., 2010].
In terms of the employed linear decoding approach, variousmodifications could fur-
ther improve reconstruction performance. First, parameters σˆ2k, which model the vari-
ance of the BOLD response, have been derived from training data, which may lead to
over-optimistic estimates. Estimation of the variance parameters from test data using a
proper nested cross-validation, though costly, might lead to improved reconstructions.
Second, the regularization approaches could be optimized even further, either by
using a different coupling matrix, employing adaptive shrinkage, or using more robust
loss functions than the squared loss function used here [Grosenick et al., 2013].
Third, in our current approach, predictions were based on pixel intensities. Linear
transformations of these intensitiesmight provide better basis functions and could lead
to better reconstructions while still allowing a closed-form solution. That is, we can
trivially include any desired linear transformationUxof the inputs by replacingBwith
UB˜ and/or replacing R−1 withUR˜−1U ′ in Eq. (2.6). Note, however, that such an
approach would need to be accompanied by restrictions on the linear transformations
since otherwise no expressive power would be gained. Restrictions can take the form of
allowing only a restricted number of basis functions or by regularizing the parameters
of the linear transformation.
Finally, the current approach could be improved by using richer image priors that
still afford the analytical approach put forward in this paper. For example, the prior
could be given by a mixture of Gaussians. Such a model could be estimated using an
expectationmaximization (EM) algorithm[Dempster et al., 1977]. In case the image cat-
egories are known beforehand, mixture components can be estimated independently
without resorting to an EM approach. The mixture model could also be made depen-
dent on semantic information as in [Naselaris et al., 2009]. That is, we could use a
discriminative approach to predict the mixture weights, effectively adapting the image
prior based on semantic information.
Summarizing, results show that good reconstructions can be obtained by inverting
properly regularized encodingmodels in the linear Gaussian setting. Results show that
the graphnet-regularized linearGaussianmodel performs best in terms of decoding per-
formance and at the same time learns smooth yet localized linear filters. When speed is
of the essence, the kernel formulation of the ridge-regularized linear Gaussian model
may be the preferred choice. The question remains how thesemodels compare tomore
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complex decoding approaches that rely onnon-linear transformations [Kay et al., 2008;
van Gerven et al., 2010; Vu et al., 2011]. In order to address this question, source code
implementing our approach is available upon request. We propose that the outlined
analytical approach serves as a baseline against which to compare other approaches.
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3.1 abstract
Newcomputationalmodels havemade it possible to reconstruct perceived images from
BOLD responses in visual cortex. We expand a linear Gaussian framework for percept
decoding with Gaussian mixture models to better represent the prior distribution of
images. In our setup, different mixture components correspond to different letter cate-
gories. Our framework not only leads to more accurate reconstructions, but also auto-
matically infers semantic categories from low-level visual areas of the human brain.
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3.2 introduction
Machine learning techniques have made it possible to accurately decode mental states
from neuroimaging data. Especially visual perception is a highly investigated modal-
ity since the visual system is relatively well understood and covers a large portion of
the brain. Low-level visual features have been shown to allow the reconstruction of
perceived stimuli. For instance, center-surround receptive fields have been used to re-
construct natural scenes from cat LGN with invasive recordings [Stanley et al., 1999].
More recently, computational models operating on low-level visual features have been
demonstrated to allow reconstructionofperceived images fromV1 [Thirion et al., 2006;
Miyawaki et al., 2008].
A big challenge in fMRI-based image reconstruction is the relatively poor signal-to-
noise ratio. In a probabilistic setting, reconstructions can be improved by combining
the likelihood function with an image prior using Bayesian inversion. While the likeli-
hood functionmodels fMRI responses to the presented images, the image priormodels
the statistics of the input data [Schoenmakers et al., 2013].
A feasible image prior is one that encodes the covariance structure between pixels.
Unfortunately, such a unimodal prior fails to capture higher-order statistical proper-
ties, for example when images belong to different semantic categories. To overcome
this problem, we can try using multiple priors, one prior for each category. Previous
studies have shown that it is possible to get an accurate read out of the category of a per-
ceived image from fMRI data [Haxby et al., 2001; Cox and Savoy, 2003; Kriegeskorte
et al., 2008; Simanova et al., 2014]. In [Naselaris et al., 2009] it was shown that the use
of semantic information greatly improved image reconstruction.
Here,wepresent a framework for image reconstructionusingGaussianmixturemod-
els in which semantic information can be integrated. That is, the image prior is taken
to be multimodal, as captured by a mixture model whose mixture components reflect
semantic categories for which the mixture weights are estimated from the fMRI data.
We show that this formulation gives an analytical procedure to create image reconstruc-
tions from fMRI data that improves on previous work that makes use of a unimodal
prior [Schoenmakers et al., 2013].We evaluate theGaussianmixturemodel by applying
it to an fMRI dataset of people viewing handwritten characters. Figure 5.1 outlines the
difference between the conventional approach and the mixture model approach.
C
ha
pt
er
 3
38 GaussianMixtureModels Improve fMRI-based Image Reconstruction
3.3 methods
Gaussian mixture models
As in [Schoenmakers et al., 2013], we make use of a linear Gaussian encoding model
with image x = (x1, . . . , xp) ′ ∈ Rp and the associated measured response vector
y = (y1, . . . ,yq) ′ ∈ Rq:
y = B ′x+ 
0.002
0.004
0.000
0.056
0.000
0.938
x
x
x
x
x
x
x =
x =
Likelihood Prior Posterior
Figure 3.1: Schematic diagram of the reconstruction steps. A subject looks at an image.
The corresponding brain response ismeasuredwith fMRI andwould, without any fur-
ther knowledge, result into a noisy maximum likelihood reconstruction. Combining
the likelihood of the brain response with a prior on images leads to a much more accu-
rate reconstruction. A multimodal prior, as modeled by a mixture model, significantly
improves over a unimodal prior.
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with  zero mean normally distributed noise. Regression coefficients B are estimated
using regularized linear regression. The likelihood function is then given by
P(y|x) = N(y;B ′x,Σ) .
with diagonal covariancematrixΣ. We assume that this mapping is independent of the
context, e.g. the category i, in what follows.
For the prior distribution over images x, we consider a Gaussian mixture model,
where each mixture component corresponds to a different (letter) category:
P(x) =
∑
i
piiN(x;mi,Ri) ,
with pii the prior probability of category i, andmi and Ri the mean and covariance
matrix, respectively, of the corresponding Gaussian. The means and covariances are es-
timated from a separate image data set.
In this probabilistic framework, decoding boils down to computing the probability
of a reconstruction x given an fMRI image y. Following standard probabilistic infer-
ence, see e.g., [Bishop, 2006], we obtain
P(x|y) =
∑
i
P(i|y)P(x|y, i) ,
where both P(x|y, i) and P(i|y) follow from the application of Bayes’ rule. That is,
P(x|y, i) =
P(y|x)P(x|i)
P(y|i)
(3.1)
with
P(y|i) =
∫
dx P(y|x)P(x|i) . (3.2)
and
P(i|y) =
piiP(y|i)∑
j pijP(y|j)
, (3.3)
Since both the likelihoodP(y|x) and the priorP(x|i)have the formof aGaussian in
x, so does their product. Therefore, deriving Equations (5.5), (5.6) and (B.1) is straight-
forward andwemerely state the result here. The posteriorP(x|y, i)of a reconstruction
x given an fMRI imageyunder the assumption that the corresponding category equals
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i is aGaussian distributionwithmeanni(y) and varianceQi, which can be computed
through
ni(y) = Qiz¯(y) +Uimi
where
Ui ≡ (I+RiD)−1
D ≡ BΣ−1B ′
Qi ≡ UiRi
z¯(y) ≡ BΣ−1y ,
and with I the identity matrix. The posterior probability P(i|y) gives the probability
that the category is indeed i given the fMRI imagey. It can be shown to obey
logP(i|y) = logpii +
1
2
log detUi +
1
2
z¯(y) ′Qiz¯(y)
−
1
2
m ′iDUimi + z¯(y)
′Uimi +C ,
where constants C can be ignored when normalizing P(i|y) to sum to one since they
are independent of i.
For the final reconstruction we then obtain
x∗(y) =
∑
i
wi(y)ni(y) (3.4)
with weights wi(y) ∝ P(i|y)1/T . Varying the temperature T introduces a natural
way of interpolating between the most probable category and equal mixing of cate-
gories.
For temperature T = 1, we havewi(y) = P(i|y) and the reconstruction is a stan-
dard weighted average of the reconstructions for each of the categories. In the limit
T ↓ 0, we zoom in on the reconstruction ni∗(y) corresponding to the most proba-
ble category i∗ = argmaxi P(i|y). When no temperature is specified the model with
T = 1 is implied.
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Data Acquisition
To investigate the performance of theGaussianmixturemodel we tested it on an fMRI
dataset.Theparticipantperceived instances ofhandwritten characterswhichwere evenly
distributed over six letter categories (B, R, A, I, N, S). The total set of images viewed
by the participant contained 360 instances. BOLD estimates were acquired from the
primary visual area V1 as in [Schoenmakers et al., 2013]. A regularized linear regres-
sion model was estimated to form a pixel-to-BOLD mapping. Graphnet was used for
the regularisation of the linear model [Grosenick et al., 2013], which introduces sparse-
ness and smoothing to themodel. Image reconstructions were obtained via application
of Eq. (3.4) for different settings of the temperature parameter. Class-specific means
and covariances were estimated from a separate dataset containing 700 handwritten
instances per letter category.
In order to quantify how much the reconstructions were alike to the originals the
structural similaritymetric (SSIM)was used. SSIMwas specifically developed tomatch
the properties of the humanvisual systemwhendetermining towhat extent two images
are alike. The measure is similar to taking the correlation between two images except
that it takes into account noise and distortion of images and indexes images based on
their structural similarity [Wang et al., 2004].
3.4 results
In order to assess the performance of the Gaussian mixture model we compare the
reconstructions that we obtain by using the multimodal prior for separate character
classes with the reconstructions that are obtained when using a unimodal prior that
contains all classes in one unimodal prior.
Figure 3.2 depicts themixture weightswi at T = 1 for the 72 instances of the test set.
On the diagonal, blocks with high values are visible, demonstrating that many of the
instances are correctly identified with the highest probability. In 63% of the instances
the maximum ofwi provides the correct class. At chance level we would expect to get
17% of the instances correct. Furthermore, the figure reveals that often one or just a few
categories actually contribute to the mixture. This ensures that some of the categories
that are deemed very unlikely will not contribute to the reconstruction, which reduces
the chance of a distorted result.
Figure 3.3 displays the structural similarity metric per reconstruction for the multi-
modal prior relative to the unimodal prior in separate plots for each category. The plus
sign represents correctly classified reconstructions and the circles show wrongly classi-
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Figure 3.2: Mixture weights per class for 72 test characters (twelve exemplars for all six
categories).
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Figure 3.3: Structural similaritymetric per reconstruction for themultimodal prior rela-
tive to the unimodal prior in separate plots for each category. The plus signs correspond
to image reconstructions for which the most likely category does happen to coincide
with the actual category, the circles correspond to incorrect classifications.
fied reconstructions. It can be seen that the multimodal prior improves upon the uni-
modal prior in all correctly classified cases and even in some of the wrongly classified
cases. A paired samples t-test shows that the multimodal prior gives rise to a significant
improvement (p< 10−11) over the reconstructions relative to the reconstructions for
the unimodal prior.
Figure 3.4 depicts in blue the average structural similarity score for different values of
the temperatureT . In red, themean SSIMfor the unimodal prior is shown.The average
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for the multimodal prior reaches a maximum when the temperature approaches zero.
This shows that, according to the similarity metric, the best reconstructions are not
formed when the mixture of categories is used, but rather when the category is chosen
that is most likely according to the Gaussian mixture model. A paired samples t-test
shows the similarity metric to be significantly lower (p < 0.05) for T = 1 compared
with T = 0.
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Figure 3.4: Mean structural similarity metric for the multimodal prior at different tem-
peratures in blue and in red the mean structural similarity metric for the unimodal
prior.
Figure 3.5 demonstrates three sets of examples of the reconstructions. In the first col-
umn the original images are shown. The next column visualizes the reconstructions
based on the unimodal prior, followed by the reconstructions with the multimodal
prior at T = 1 and T = 0. Panel A illustrates some examples of reconstructions that
lead to similar reconstructions for the different priors. Panel B contains examples that
have greatly improved because of the mixture over categories and even more by tak-
ing themost likely category as according to themixture weights. Finally, panel C shows
examples of reconstructions that are incorrect under all reconstruction approaches.No-
tice that panel C presents reconstructions that look correct, but are actually showing re-
constructions of the wrong character. This is particularly prominent for the case where
T = 0.
3.5 conclusion
We not only showed that Gaussian mixture models lead to more accurate reconstruc-
tions, but also that by using such models one can automatically infer higher-order se-
mantic categories from a low-level visual area in the brain. Furthermore, it appears that
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B CA
Figure 3.5: Examples of reconstructions. The first column in a panel shows the original
image, the second column shows the reconstructions based on the unimodal prior, the
third column shows the reconstructions that follow from the multimodal prior and in
the fourth column the reconstructions are shown for the most likely category. Panel A
demonstrates examples of reconstructions that are good for all types of prior, Panel B
shows examples that improve under the different priors and Panel C represents recon-
structions that fail.
zooming in on the most probable category leads to better reconstructions (in terms of
SSIM) than taking a standard weighted average over all categories. The drawback of
choosing the most probable category is that reconstructions may converge towards the
incorrect stimulus category.
The performance of correctly classifying 63% over a chance level of 17% is impres-
sive for a multi-class classifier, but from a decoding perspective the model requires fur-
ther improvement. Based on our experiences we suggest several potentially beneficial
approaches to boost classification rate.
For one, it will be worthwhile to improve neuroimaging data quality using better
acquisition protocols, more sophisticated analysis methods and longer recordings.
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A second point of interest is the prior data. It might be the case that some of the
character features are underrepresented in the data set used to estimate the prior.
Another improvement might be to include more brain data from extrastriate vi-
sual areas. The brain’s ventral stream has a hierarchical organization leading all the way
down to the anterior temporal lobe. These higher level brain regions provide a more
explicit representation of semantic information which is expected to improve classifica-
tion performance like in [Naselaris et al., 2009]. In contrast, we nowuse voxels in visual
area V1.
Finally, the frameworkmaybe enhancedby learning categories directly from the data
using expectationmaximization. The inferred category structure is then driven by both
image data and by the neural recording and this may improve estimation of mixture
weights.
Summarizing, our results show that an analytical framework with a mixture model
for the prior is effective in reconstructing images with an underlying class structure.
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GAUS S IAN MIXTURE MODELS AND
SEMANT IC GAT ING IMPROVE
RECONSTRUCT IONS FROM HUMAN
BRA IN ACT IV ITY
This chapter is based on: S. Schoenmakers,U.Güçlü M.A.J. vanGerven andT.Heskes, 2014. “Gaus-
sian mixture models and semantic gating improve reconstructions from human brain activity.” Frontiers
in Computational Neuroscience 8.
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4.1 abstract
Better acquisition protocols and analysis techniques aremaking it possible to use fMRI
to obtain highly detailed visualizations of brain processes. In particular we focus on the
reconstructionofnatural images fromBOLDresponses in visual cortex.We expandour
linear Gaussian framework for percept decoding with Gaussianmixture models to bet-
ter represent the prior distribution of natural images. Reconstruction of such images
then boils down to probabilistic inference in a hybrid Bayesian network. In our set-up,
different mixture components correspond to different character categories. Our frame-
work can automatically infer higher-order semantic categories from lower-level brain
areas. Furthermore the framework can gate semantic information from higher-order
brain areas to enforce the correct category during reconstruction. When categorical in-
formation is not available, we show that automatically learned clusters in the data give
a similar improvement in reconstruction. The hybrid Bayesian network leads to highly
accurate reconstructions in both supervised and unsupervised settings.
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4.2 introduction
Machine learning techniques have made it possible to accurately encode and decode
mental states fromneuroimaging data. Neural encoding and decoding are topics of key
importance in contemporary cognitive neuroscience. Especially visual perception has
received a large amount of attention since the visual system is relativelywell understood
and covers a large portion of the brain. While the first decoding studies focused exclu-
sively on the prediction of discrete states such as object category [Haxby et al., 2001]
or stimulus orientation [Kamitani and Tong, 2005], more recent work has focused on
the prediction of increasingly complex stimulus features, culminating in the reconstruc-
tion of the contents of perceived images [Kay et al., 2008; Miyawaki et al., 2008; Nase-
laris et al., 2009; Thirion et al., 2006; van Gerven et al., 2010; Güçlü and van Gerven,
2014]. Striking reconstructions have beenmadeof handwritten characters [Schoenmak-
ers et al., 2013], faces [Cowen et al., 2014], natural images [Naselaris et al., 2009] and
even the gist of video clips [Nishimoto et al., 2011]. Reconstructing stimuli from the
neuronal response can be done by selecting the most probable image from a prior set
of images [Naselaris et al., 2009]. While this leads to good results, we showed that Bay-
esian inversion of the neuronal response yields more accurate reconstructions for our
dataset [Schoenmakers et al., 2013].
Encoding and decoding are intimately related via Bayes’ rule where the probability
P(x|y) of a stimulus x given a response y, is proportional to the product of a likeli-
hood term P(y|x) and a prior P(x) [Friston et al., 2008; Naselaris et al., 2010]. The
likelihood embodies a forward model of how the stimulus features are encoded in the
neural response. The prior specifies how likely a stimulus is before observing any data.
Reconstruction is then accomplished by inverse inference in a generative model, where
both prior knowledge of images and the BOLD response transformed to image space
contribute to the reconstructions. [Thirion et al., 2006] advocated this approach to re-
construction before and it has proven to be successful. Here we expand this framework
to a hybrid Bayesian network that more accurately describes the stimulus features by
also incorporating higher-level semantic information. Through data fusion, the higher-
level semantic information can be joinedwith the low-level information to obtainmore
accurate reconstructions. This is similar in spirit as the work of [Naselaris et al., 2010].
However, in contrast to that study, our approach provides an analytical solution for
reconstruction.
We present a framework for image reconstruction using Gaussian mixture models.
Whereas beforewemadeuse of aunimodal prior containing all stimulus categories [Schoen-
makers et al., 2013], hereweuseGaussianmixturemodelswhere the image prior is taken
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to be multimodal, by splitting the prior into separate groups of images. Each group re-
sults in amixture component that embodies a set of images from the same category.The
weights for the mixture components are estimated from the fMRI data. The BOLD-
response is translated to image space and the resemblance to each mixture component
is calculated resulting in probabilities of belonging to each category.These probabilities
then enforce or suppress the mixture components in the reconstruction. The compo-
nents can be generated in a supervised way by splitting the prior in separate semantic
categories based on image labels [Schoenmakers et al., 2014b] or the components can
be estimated automatically from the prior by learning cluster assignments based on the
stimulus features when categorical information for the prior is unavailable.
Previous studies have shown that it is possible to get an accurate read-out of the cat-
egory of a perceived image from fMRI data [Haxby et al., 2001; Cox and Savoy, 2003;
Kriegeskorte et al., 2008; Simanova et al., 2014]. [Naselaris et al., 2009] showed that im-
age reconstruction improved when semantic information was incorporated in the for-
wardmodel. In our framework semantic information fromhigher order brain areas can
be incorporated by deriving semantic categories fromhigh-level brain areas usingmulti-
nomial logistic regression. This categorical information can then be gated to the prior
to enforce the correct categorical information during reconstruction. In some cases it
can be difficult to derive the category of handwritten characters from their low-level fea-
tures, but people are verywell adapted to identifying the correct category of ambiguous
characters. Hence, by gating higher level brain information ambiguous stimuli might
be resolved more accurately.
We applied theGaussianmixturemodel to reconstructmultiple handwritten charac-
ters that have been presented to subjects during fMRI acquisition using a rapid event-
related design. We compare the reconstruction results for supervised multimodal de-
coding, in which stimulus categories are known, and unsupervised multimodal decod-
ing, in which stimulus categories are unknown, with unimodal decoding which was
the method proposed in our previous work [Schoenmakers et al., 2013]. Furthermore,
we extend the supervised approach to allow for semantic gating, incorporating informa-
tion fromhigh-level visual areas to drive the prediction of stimulus category.We show a
major improvement with more accurate reconstructions than could be obtained using
unimodal decoding. The key feature of our approach is the simplicity of our analyti-
cal hybrid Bayesian network while not having to make concessions on reconstruction
quality.
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x y
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Figure 4.1: The hybrid Bayesian network. The probability of belonging to cluster c is
estimated from the brain response z from a high-level brain area with the help of γ0
and γ. An encoding model provides regression coefficients B and covariance Σ to re-
construct the image from the brain response y of a lower-level brain area. The mean
mc and covariance Rc of a set of prior images enforce structure and the cluster c en-
forces semantic information during the reconstruction of image x. This process can be
repeated for a set ofN images.
4.3 methods
Material & Methods
Encoding
As in [Schoenmakers et al., 2013], we use a linear Gaussian encoding model with im-
age x = (x1, . . . , xp) ′ ∈ Rp and the associated measured brain response y =
(y1, . . . ,yq) ′ ∈ Rq:
y = B
′
x+  (4.1)
with  zero-mean normally distributed noise. Regression coefficients B are estimated
using regularized linear regression as in [Güçlü and van Gerven, 2014] since it is com-
putationally fast. The likelihood function is then given by
P(y|x) = N(y;B
′
x,Σ) . (4.2)
where B = (β1, . . . ,βq) ∈ Rp×q and Σ = diag(σ21, . . . ,σ2q) ∈ Rq×q. We
assume that this mapping is independent of the context (e.g. the category). Let X =
(x1, . . . , xN) ′ ∈ RN×p denote the design matrix where xj denotes the stimulus
presented at the j-th trial. Letyi = (y1i , . . . ,y
N
i ) denote the associated responses for
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the i-th voxel. For each voxel i, weminimize the l2-penalized least squares loss function
to estimateβi:
βˆi = arg min
βi
[
1
N
||yi −Xβi||
2
2 + λi||βi||
2
2
]
(4.3)
where λi > 0 controls the amount of regularization. Coefficients βˆi can be obtained
as follows:
βˆi = (X
′X+ λiIp)−1X ′yi . (4.4)
For efficiency we can use a singular value decomposition to reduce the complexity of
the estimation ofβi fromO
(
p3
)
toO
(
pN2
)
[Hastie et al., 2009; Murphy, 2012].
We use stratified K-fold cross-validation with K = 5 to estimate λi and σ2i . We
first define a grid of valuesΛi = (λ1i , . . . , λ
L
i ) based on the effective degrees of free-
dom [Güçlü and van Gerven, 2014]. Next, we obtain λˆi as:
λˆi = arg min
λ∈˜
{
var
(
ˆ1i (λ)
′ , . . . , ˆKi (λ)
′
)}
(4.5)
where ˆki (λ) = yki − X
kβˆi are the residuals that are estimated using regularization
parameter λ in the k-th cross-validation fold with superscript k restricted to the trials
belonging to that fold. Finally, we obtain σˆ2i as:
σˆ2i = var
(
ˆ1i
(
λˆi
) ′
, . . . , ˆKi
(
λˆi
) ′)
. (4.6)
For the purpose of decoding, only the most informative voxels with σˆ2i 6 0.99 are
included in the model.
Decoding
In our probabilistic framework, decoding comes down to computing the probability
of a reconstruction x given an fMRI response vector y and cluster assignment c. Fol-
lowing standard probabilistic inference, see e.g., Bishop [2006], we obtain
P(x|y) =
∑
c
P(x|y, c)P(c|y) , (4.7)
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where both P(x|y, c) and P(c|y) follow from the application of Bayes’ rule:
P(x|y, c) =
P(y|x)P(x|c)
P(y|c)
and P(c|y) =
P(c)P(y|c)∑
c P(c)P(y|c)
, (4.8)
with
P(y|c) =
∫
dx P(y|x)P(x|c) . (4.9)
Since both the likelihood P(y|x) and the prior P(x|c) have the form of a Gaussian in
x, so does their product. The derivation of (4.8) and (5.6) can be found in the supple-
mentary. Here we merely state the result.
The posterior P(x|y, c) of a reconstruction x given the brain response y under
the assumption that the corresponding cluster equals c is a Gaussian distribution with
meannc(y) and varianceQc, which can be computed through
nc(y) = Qcf¯(y) +Ucmc , (4.10)
where
Uc ≡ (I+RcD)−1 ,
D ≡ BΣ−1B ′ ,
Qc ≡ UcRc ,
f¯(y) ≡ BΣ−1y ,
(4.11)
and with I the identity matrix. The posterior probability P(c|y) of cluster c given the
brain responsey can be shown to obey
logP(c|y) = logpic +
1
2
log detUc +
1
2
f¯(y)
′
Qcf¯(y)
−
1
2
m
′
cDUcmc + f¯(y)
′
Ucmc + constants ,
(4.12)
where the constants can be ignored since they are independent of c and drop out when
normalizingP(c|y) to sum to one. For the final reconstructionwe propose to consider
x∗(y) =
∑
c
wc(y)nc(y) with weights wc(y) ∝ P(c|y)1/T . (4.13)
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For temperature T = 1, we havewc(y) = P(c|y) and the reconstruction is a standard
weighted average of the reconstructions for each of the clusters. In the limit T ↓ 0,
we zoom in on the reconstructionnc∗(y) corresponding to the most probable cluster
c∗ = argmaxc P(c|y). In previous work we found that the best reconstructions are
obtained as T ↓ 0 [Schoenmakers et al., 2014b], so here only results are reported for
the most probable cluster c∗.
Speciﬁcation of the image prior
In previous work [Schoenmakers et al., 2013], we used a unimodal prior which con-
tained the images of all categories in oneprior distributionover images. In the proposed
mixturemodelwe consider the priorP(x) to consist ofmultipleGaussianmixture com-
ponents. That is,
P(x) =
∑
c
P(c)P(x|c) (4.14)
withP(c) the prior probability of cluster c andP(x|c) = N(x;mc,Rc) the Gaussian
distribution of cluster c with mean mc and covariance Rc. All images in the prior
are normalized whereafter per cluster the meanmc = 1Nc
∑
x∈Xc x and covariance
Rc =
1
Nc−1
∑
x∈Xc xx
′ are calculated, with Xc the set of all images that belong to
category c andNc = |Xc|.
For the prior we use a separate set of images taken from the same database as the
stimuli used for the fMRI experiment [van der Maaten, 2009]. The prior set includes
700 unique instances per character, giving a total of 4200 handwritten characters. The
Gaussian mixture components are realized in two ways. When the image categories are
known, the components canbe split in a supervised fashion leading to supervisedmulti-
modal decoding. In case the image categories are not known, a set of images can be split
in clusters in an unsupervised way based on how similar features are between images,
resulting in unsupervised multimodal decoding. For supervised multimodal decoding
the prior is subdivided in six semantic categories (B, R, A, I, N and S) as they are cat-
egorized in the database of handwritten characters. For unsupervised multimodal de-
coding the prior is divided into a variable number of clusters as obtained by K-means
clustering. The K-means algorithm groups together characters that have similar low-
level features [Spath, 1985; Seber, 2009]. To obtain the Gaussian for cluster c, we take
the cluster meanmc provided by the K-means algorithm and calculate the covariance
Rc as stated above.
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Semantic gating
By default P(c) can be specified as a uniform probability over categories, so as 1/C. Al-
ternatively, we can model P(c|z) by incorporating semantic information derived from
higher-order brain areas. We propose to learn these probabilities with multinomial lo-
gistic regression leading to a mechanism reminiscent of the mixture-of-experts by [Jor-
dan and Jacobs, 1994]. We will refer to this approach as semantic gating.
Assumewehave a stimulus-responsepair in the formof a set of clustersc ∈ (1, . . . ,C)
and associated measured brain response z = (z1, . . . , zq) ′ ∈ Rq where z refers to
the brain responses of a higher-level brain area. According to the multinomial logistic
regression model, the probability of the category given the brain responses is given by:
P (c|z) =
exp (αc + γ ′cz)∑K
k=1 exp
(
αk + γ
′
kz
) . (4.15)
We take the approach in [Friedman et al., 2010] to estimate the regression coefficients.
We maximize the l1-penalized log-likelihood to estimate {αk,γk}
K
k=1 and use 10-fold
cross-validation on the train set to estimate the λ that controls the amount of regular-
ization:
{αˆk, γˆk}
K
k=1 = arg max
{αc,γc}
K
c=1
 1N
N∑
j=1
logP
(
ci
∣∣zi)− λ K∑
k=1
||γk||1
 .(4.16)
Ourmodel is visualized in Figure 4.1, showing a graphical representation of theGaus-
sianmixturemodelwith semantic gating and the variables that guide the reconstruction
of a handwritten character from the brain response.
fMRI experiment
Participants
In this study three healthy native Dutch speaking participants have been recruited to
view stimuli of handwritten characters. All participants gave written consent accord-
ing to the institutional guidelines set forth by the local ethics committee (CMO region
ArnhemÐ Nijmegen, the Netherlands) before the experiment. The participants were
not paid for participation.
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Stimuli
The stimuli represented grayscale handwritten characters centrally presented on a black
background. The images spanned 9× 9 degrees of visual angle (56× 56 pixels). All
character images used in this study came from a database that was previously collected
by [van der Maaten, 2009]. The character database consists of 40,000 handwritten
characters collected from 250 writers. The images in the database are rescaled and cen-
tered such that they fill the canvas. For this study six characters were selected: B, R, A,
I, N, and S. For each character, 60 unique instances were presented during the experi-
ment. A total of 360 characters were shown and this was repeated once in order to get
a better estimate of the BOLD response (see FMRI data preprocessing section). The
images were shown as flickering stimuli (200 ms ON, 200 ms OFF) for the duration
of one second, followed by three seconds of black background. A central white square
served as a fixation point (0.2 degrees of visual angle). The fixation point was present
at the center of the screen throughout the whole experiment.
Procedure
To keep participants vigilant they were asked to focus on the fixation point and to re-
spondwith abuttonpresswhen the fixationpoint changed color fromdark gray to light
blue. The fixation point changed color once every six stimuli on average. Changes were
presented at random but evenly spread over the length of the experiment and coun-
terbalanced over characters. The characters were shown in pseudo-random order by
shuffling six character sets consisting of one instance of each character in order to pre-
vent long repetitions of the same character. The experiment lasted for 50 minutes with
a self-paced rest period in themiddle. After the experiment, a structural scan wasmade.
Subsequently, or in anext session, participants viewed a rotating checkerboardwedge in
order to localize the visual areas in the brain with polar retinotopy. The rotating wedge
was presented in four blocks of five minutes.
fMRI acquisition
Imaging was conducted at the Donders Institute for Brain, Cognition and Behaviour
(Nijmegen, theNetherlands).The functional imageswere collectedwith a SiemensTrio
3TMRI system (Siemens, Erlangen,Germany)with anEPI sequenceusing a 32 channel
head coil (TR = 1.74 s, TE = 30 ms, GRAPPA acceleration factor 3, 83◦ flip angle, 30
slices in ascending order, voxel size2× 2× 2mm).Headmovementwas restrictedwith
foam cushions and a tight strip of tape over the forehead. After functional imaging, a
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structural scan was acquired using an MPRAGE sequence (TR = 2.3 s, TE = 3.03 ms,
voxel size 1× 1× 1 mm, 192 sagittal slices, FoV = 256 mm). In a separate session, the
functional localizer data was acquired, again using an EPI sequence (TR = 2 s, TE = 30
ms, 83◦ flip angle, 33 slices in ascending order, voxel size 2× 2× 2mm, FoV= 192mm).
During acquisition an eye tracker was employed to verify if participants were fixating
their gaze.
fMRI preprocessing
With the use of SPM8 software (WellcomeDepartment of ImagingNeuroscience, Uni-
versity College London, UK), the functional volumes were reconstructed, realigned to
the first scan of the session and slice time corrected. Participants moved less than 0.5
mm during the sessions. For each unique stimulus, which was presented twice to the
subject, the response of each voxel to the stimulus was computed using a general linear
model (GLM). The design matrix of the GLM was shaped by one regressor encoding
the two stimulus repetitions, one regressor encoding all other stimuli, and nuisance re-
gressors that encoded movement parameters and drift terms, similar to the approach
presented in [Mumford et al., 2012]. The designmatrix was convolved with the canoni-
cal hemodynamic response function (HRF). The voxel response for each stimulus was
given by the beta estimatewhichwas normalized for each voxel. Freesurfer softwarewas
used together with functional localizer data in order to isolate voxels belonging to vi-
sual area V1 and V2 using establishedmethods for retinotopy [DeYoe et al., 1996; Engel
et al., 1997a; Sereno et al., 1995].
Empirical validation
In order to validate our approach we estimated an encoding model for the fMRI data
from visual area V1 and tested different versions of decoding under the Gaussian mix-
ture model approach. In order to examine whether semantic information can improve
decoding,we compared supervisedmultimodal decoding andunsupervisedmultimodal
decodingwith unimodal decoding. In the supervisedmultimodal settingwe also tested
whether including semantic information from a higher-level visual area (V2) with se-
mantic gating of the six character categories will help improve reconstructions.
To quantify the reconstruction performance we used two measures. The structural
similarity metric (SSIM) was used to see how well low-level image features are recon-
structed. SSIM is designed to match the properties of the human visual system when
determining to what extent two images are alike [Wang et al., 2004]. SSIM is similar to
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correlation between images, ranging from0 to 1, except that it controls for noise anddis-
tortion and only evaluates the structural congruency between the original images and
their reconstructions. Secondly, we computed correct classifications to gain insight into
howwell high-level semantic informationwas decoded. In supervised decoding, the let-
ter category l coincides with the class c and we measure the classification performance
by counting the number of correctly classified test set images by assigning images to
the most probable class and thus letter category. For unsupervised decoding, we com-
pute the probability P(l|y) by multiplying the probability of each cluster assignment
P(c|y) with the probability of each letter category P(l|c) and summing over the clus-
ters c.Herewe estimate the probabilityP(l|c) through the frequency distribution over
letter categories of the images in the prior image set that are assigned to cluster c. The
test set image is then again classified as the letter category with the highest probability
P(l|y). Note that for unimodal decoding classification performance is not objectively
measurable and thus not provided. For unsupervised decoding we repeated the proce-
dure ten times for each number of clusters because K-means finds different clusterings
each time it is executed, which leads to variability in reconstruction quality. We used
two-tailed t-tests to compare mean decoding performances.
Furthermore, as a baseline, we compared our approach with a simple discriminative
approach to form reconstructions. This is achieved by directly predicting pixel values
from observed fMRI responses using the same ridge regression approach as used in the
encoding model. Also, we compared the classification performance of our approach
with a simplediscriminative approach.This is achievedbydirectly predicting class labels
from observed brain responses using multinomial logistic regression with l1 penalty.
We tested the robustness of our generative model by extending the prior to contain the
full English alphabet instead of the subset of the six character categories. The character
database does not contain the letter “X” so thosewere not included. Furthermore some
of the characters did not have 700 exemplars to contribute. These were oversampled to
arrive at 700 instances of each category providing for a more balanced analysis.
4.4 results
Figure 4.2 shows the summation of SSIM scores for the original images in the test set
and their reconstructions in Panel A. In Panel B the number of correctly classified re-
constructions are shown for the different forms of decoding. Panel A shows that all
multimodal forms of decoding perform significantly better than unimodal decoding
except for unsupervised decoding with 4200 clusters (p < 10−4 for unimodal vs su-
pervised multimodal, supervised multimodal with semantic gating and unsupervised
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Figure 4.2: Panel A: Summations over the SSIM score for all original images with their
reconstructions. The dashed-dotted lines show the scores for unimodal reconstruction,
the dotted lines show the scores for supervised multimodal decoding and the dashed
lines show the SSIM scores for supervised multimodal decoding scores with semantic
gating. The solid lines indicate the SSIM score for different numbers of clusters for un-
supervisedmultimodal reconstruction.The error bars indicate the standard error of the
mean and the colours indicate the different subjects S01, S02 and S03. Panel B:Number
of reconstructions that were classified correctly in the test set of 72 images for all partici-
pants. The dotted lines show the classification performance for supervisedmultimodal
decoding and the dashed lines show the classification for supervised multimodal de-
coding with semantic information included. For unsupervised multimodal decoding
the mean and range are given for different numbers of clusters.
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multimodal except for C = 4200). Semantic gating gives a weakly significant increase
over supervisedmultimodal decodingwithout semantic gating (p = 0.0139 over all par-
ticipants).Unsupervisedmultimodal decodingoutperforms supervisedmultimodal de-
coding when the number of clusters exceeds eight for all participants. When the num-
ber of clusters increases the SSIM scores go up until the prior is split up intomore than
600 clusters, after which the SSIM scores start to drop again. The classification per-
formance strongly increases when the prior is split up into a small number of classes,
but from six clusters onwards the classification performance remains relatively stable.
Classification is similar in performance for both supervised and unsupervised decod-
ing, except that unsupervised decoding results are much more variable.
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Figure 4.3: Comparisons between the different forms of decoding for the individual
instances in the test set for S03 measured in terms of SSIM. First unimodal decoding
versus supervisedmultimodal decoding, then supervisedmultimodal decoding with or
without semantic gating and finally supervised multimodal decoding versus unsuper-
vised multimodal decoding.
Figure 4.3 shows comparisons between the different forms of decoding for the indi-
vidual instances in the test set for subject S03. In the left-most panel the results for uni-
modal decoding versus supervised multimodal decoding are shown. Almost all recon-
structions improve for multimodal decoding. The middle panel shows that semantic
gating increases the reconstruction accuracy of a small portion of the test set, while for
most of the reconstructions the performance stays the same as the performancewhen re-
constructing without semantic information. One instance is reconstructed worse than
without semantic information. The right-most panel compares supervised decoding to
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unsupervised multimodal decoding with 600 clusters. The great majority of instances
improves for unsupervisedmultimodal decoding in comparisonwith supervisedmulti-
modal decoding.A salient finding is that especially the reconstructions of the characters
“I” are greatly improved under all forms of multimodal decoding.
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Figure 4.4: The probabilities for all instances of the test set on the six character cate-
gories for S03 for supervised multimodal decoding, supervised multimodal decoding
with semantic gating and unsupervisedmultimodal decoding. The instances have been
sorted on the probability of the correct category.
Figure 4.4 depicts the probability of belonging to each category for all instances in
the test set for subject S03. The classification performance is similar for both supervised
and unsupervised decoding. The block diagonal structure demonstrates that many of
the instances are correctly identified with a high probability for both supervised and
unsupervised decoding. Furthermore the figure reveals that often one or just a few cat-
egories are attributed to an instance. Often the most probable category is the category
to which the instance belongs. Semantic gating increases accuracy for some instances
and decreases accuracy for other instances. Furthermore the figures reveal that some
characters are confused with each other. For instance, characters “A” and “N” are often
confused and also the character “B” is confused with all other categories. The character
“I” is an example of a character that is not often confused with the other categories.
Figure 4.5 displays the reconstruction results for the different decoding schemes for
some exemplars in the test set for subject S03. As can be seen, unimodal decoding re-
trieves the gist of the original stimulus but multimodal decoding improves the recon-
structions greatly. Furthermore it is shown that supervised multimodal decoding and
unsupervised multimodal decoding with more than six clusters results in reconstruc-
tions of similar quality. Forunsupervisedmultimodal decodingwith an increasingnum-
ber of clusters the reconstructions are sharpened.When the number of clusters exceeds
about twenty the reconstructions start to converge to a particular image from the prior,
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Figure 4.5: Panel A shows exemplars of reconstructions for S03 for the different decod-
ing variants. Panel B shows exemplars of original images and their reconstructions for
the different participants using supervised multimodal decoding.
whichmight not fully fit the original, but has a very high overlap.When the number of
clusters stays under approximately twenty, the reconstruction is a mix of a large num-
ber of prior images. Below approximately twenty clusters the reconstructions match
the original very well, but the reconstructions are more blurry than the original. Panel
B shows some exemplars that convey that the reconstructions are very similar across
participants. Since we choose to take the most probable cluster for reconstruction we
obtain high-quality image reconstructions, but in cases where a cluster is chosen that
represents the incorrect category, the reconstructions are similar in their low-level fea-
tures, yet incongruent in terms of their semantics. For instance in Panel B the “S” for
S02 is reconstructed as a “B” for which the low-level features match the original quite
well.
As a baseline, we test a basic discriminative model with the same ridge regression
approach. The summation of SSIM scores in the test set result in 1.44, 0.29 and 0.41
for subjects S01, S02 and S03 respectively, which is significantly lower than all decoding
settings including unimodal decoding (unimodal: p = 0.001, other: p < 10−4 over all
participants). For comparison, learning the categories in a discriminative setting from
V1with l1-penalizedmultinomial logistic regression resulted in 54.2%, 44.4% and 51.4%
correctly classified test set images for S01, S02 and S03, respectively. This is not signifi-
cantly different from the results for multimodal decoding with 55.6%, 41.7% and 63.9%
for each of the participants. Similarly there is no significant difference for supervised
multimodal decoding with semantic gating or unsupervised multimodal decoding.
Figure 4.6 illustrates the probabilities of belonging to the character categories for all
test set imageswhen the prior is extended to include the complete alphabet. Still a signif-
icant number of images is correctly identified. We obtained accuracies of 30.6%, 16.7%
and 45% over a 4% chance level for each of the three participants. It is remarkable how
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Figure 4.6: Probability for all 72 instances of the test set for S03 with the extended
prior that contains instances for the characters of the alphabet. The instances have been
sorted on the probability of the correct category.
well the characters still converge to the correct category for subject S03. However, for
the participants’ data that give rise to less accurate reconstructions, characters often be-
come assigned to the incorrect categories. For S03 it can be observed that only a few of
the other categories are selected and that these categories are often very similar in their
low-level features with the correct category. Previously, the “I”was never confusedwith
the other categories, while now the “T” becomes a confusing category. This shows that
characters are easy to classify when they are unique in their low-level features, which is
particularly the case for the character “I” in our dataset. In contrast, Figure 4.6 shows
that the character “A” is a very difficult character to reconstruct, possibly because of
strongly overlapping features with other characters, such as the “H” and the “N”. The
reconstruction performance in terms of SSIM also slightly decreases to 9.3, 8.4 and 12.3
for S01, S02 and S03, respectively, using supervised multimodal decoding given the ex-
tended prior.
4.5 discussion
We introduced a hybrid Bayesian network that can decode stimuli from the human
brain by considering both low-level feature information and high-level semantic infor-
mation. In the network, information from low-level brain areas comes together with
information fromhigh-level brain areas when using semantic gating. Results show that
the reconstruction performance is very accurate for the majority of stimuli and highly
improved in contrast to decoding in a unimodal setting. Furthermore we showed that
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multimodal decoding canbe fully automatedby learning clusters from thedata, leading
to equally good decoding performance.
While discriminative models work well, it has been shown that generative models in
many cases perform better in settings with few training samples [Ng and Jordan, 2002].
Often fMRI datasets are recorded under tight constraints on scanning time and atten-
tion span from participants. Our generative approach makes accurate reconstructions
from fMRI data feasible under such circumstances. Our data is recorded under a stan-
dard approach of a rapid event-related design with an hour of scanning, which is not
too demanding for participants. Using a relatively small set of prior images in theGaus-
sianmixture model we could obtain accurate reconstructions. A simple regularized lin-
ear regression under the same settings with a discriminative approach for reconstruc-
tion of images at pixel level results in very poor reconstructions contrary to our gen-
erative approach. With some effort, similar reconstruction performance can probably
be obtained withmore advanced discriminative or generative approaches, in particular
those that implicitly or explicitly involve dimension reduction (e.g. [Gerven and Hes-
kes, 2010; van Gerven et al., 2010; Miyawaki et al., 2008]. However, such models may
be more difficult to interpret and to extend than the generative Bayesian framework
advocated here.
A strength of our generative approach with a multimodal prior is that we can au-
tomatically infer higher-order semantic categories from low-level image features. We
found that biasing towards the most probable category leads to better reconstructions
(in terms of SSIM) than taking a standard weighted average over all categories. The
drawback of choosing themost probable category is that reconstructionsmay converge
towards the incorrect stimulus category. It is not always possible to correctly classify
handwritten characters based on their low-level features. Sometimes the characters are
ambiguous about their category andoften the categorywithwhich it is confused is actu-
ally a category that has highly overlapping features. Furthermore, post hoc exploration
of the prior revealed that approximately ten of the original images of the test set are very
similar to instances from the prior that come from a different category. So even if the
BOLD response would have been recorded perfectly for these instances we would end
upwithwrongly categorized reconstructions. This suggests that perfect classification is
impossible based on low-level features alone, which might be avoided when high-level
brain areas can contribute the correct classification for categorically ambiguous images.
In order to overcome the incorrect classification of stimuli based on their low-level
information, semantic gating can improve the classification and thus the reconstruc-
tion. By extracting semantic information from higher-order brain areas we were able
to enforce the correct category during reconstruction. Here, we only gated informa-
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tion from V2 since we did not have coverage of other high-level brain regions for this
dataset. The dataset was initially gathered to get the best possible acquisition of V1 and
therefore extrastriate cortex was not fully available. It is quite impressive that includ-
ing categorical information from V2 alone already gives an improvement, since V2 is
still a relatively low-level visual area. Future work can investigate if there is a greater
improvement when categorical information from the complete visual hierarchy is in-
cluded.When an image is shown it will propagate through the brain, so each visual area
should boost the reconstructions and classification performance. Furthermore, studies
with stimuli from a wide range of semantic categories could greatly benefit from this
paradigm. The semantic space in the brain can be mapped like in [Huth et al., 2012].
This semantic information can then be gated in order to tailor the prior to the stimulus
that is decoded from V1, possibly resulting in scaling up the image reconstruction to a
wide range of categories.
In this experiment, we had access to a fully labeled dataset which made it easy to
explore a supervised model, but a fully labeled database might not be available in all
settings. Especially when we want to extend the reconstruction paradigm to the full
range of natural images an extremely large set of images is probably necessary to span
the space of natural images, in which case labels are probably not available. Therefore
we investigated whether the reconstructions can be made with a prior for which the
mixture components were estimated in an unsupervised setting. We showed that it is
possible to have a fully automated setup that infers a fitting set of images from the prior
based on low-level informationwithout sacrificing reconstruction performance. In our
case the optimum reconstruction seems to be reached when the set of images in the
prior is subdivided in 600 clusters. This optimum might be different for each dataset,
but canbe learned from the data. In principle, it is also possible to apply semantic gating
to unsupervised decoding, but in our case this did not give good results (investigated,
but not reported in this paper). Our dataset contained 360 recordings of stimuli, which
is enough data for six categories when the dataset is well balanced.Unfortunately theK-
means cluster assignments rarely result in a well-balanced split.With only few stimuli it
is hard to get a good estimation with multinomial logistic regression, resulting in poor
decoding performance.
It is difficult to find a good measure for comparing images. Here, we used a com-
bination of two types of measurements, structural similarity metric and classification
performance. Both measures cover different aspects of the tested images and therefore
give different results for image comparison. Together they allow for objective compari-
son, but still not all reconstruction information is encompassed by these measures. An
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alternative albeit time consuming way to evaluate reconstruction performance could
be to acquire subjective ratings with a behavioural experiment.
We showed that high-quality reconstructions can be obtained from human brain
data, but our framework can be advanced further. Empirically, we observed that it is
important to have a good voxel selection to get the framework to perform sufficiently
well. The voxel selections we made were based on retinotopic mapping and selecting
the voxels with high explained variance. This selection may be improved further by ex-
plicitly modelling sparseness in the voxel domain during encoding. Moreover, we here
used a canonical HRF but the shape of the HRF varies across brain regions and sub-
jects [Handwerker et al., 2004; Badillo et al., 2013]. If the HRF is tailored to individual
voxels, the performance is expected to increase for both encoding and decoding [Pe-
dregosa et al., 2013]. Another improvement could be to make use of a richer prior. In
our dataset not all original images were accurately represented by the prior. A multi-
scale approach might make it possible to include decoding of under-represented mid-
level image features independent of semantic category.
An interesting avenue for future research is to examinehowour frameworkperforms
on more challenging datasets while using more brain regions to drive the reconstruc-
tions.Also, itwould be interesting to examine themerits of our frameworkwhen recon-
structing the contents of other sensory modalities, of subjective states such as mental
imagery or internal speech, or to reconstruct motor output.
In summary, we have developed a hybrid Bayesian network that can combine differ-
ent sources and levels of information in a natural way to yield accurate reconstructions
of handwritten characters from brain responses.
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This chapter is based on: S. Schoenmakers, T. Heskes and M. A. J. van Gerven, 2015. “Hidden
Markov models for reading words from the human brain.” IEEE International Workshop on Pattern
Recognition in Neuroimaging, pp. 89-92.
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5.1 abstract
Recent work has shown that it is possible to reconstruct perceived stimuli fromhuman
brain activity. At the same time, studies have indicated that perception and imagery
share the same neural substrate. This could bring cognitive brain computer interfaces
(BCIs) that are driven by direct readout of mental images within reach. A desirable fea-
ture of such BCIs is that subjects gain the ability to construct arbitrarymessages. In this
study, we explore whether words can be generated from neural activity patterns that
reflect the perception of individual characters. To this end, we developed a graphical
model where low-level properties of individual characters are represented via Gaussian
mixture models and high-level properties reflecting character co-occurrences are repre-
sented via a hidden Markov model. With this work we provide the initial outline of a
model that could allow the development of cognitive BCIs driven by direct decoding
of internally generated messages.
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5.2 introduction
Recent work has shown that it is possible to obtain accurate reconstructions of per-
ceived stimuli from the brain for shapes [Thirion et al., 2006; Miyawaki et al., 2008],
faces [Cowen et al., 2014], handwritten characters [Schoenmakers et al., 2014a], natu-
ral images [Naselaris et al., 2009] and movies [Nishimoto et al., 2011]. With the first
steps in decoding of mental images [Naselaris et al., 2015] the idea of a cognitive brain
computer interface that is driven by direct read-out of internally generated messages
could come within reach. One way to achieve this objective is to reconstruct individual
characters fromneural activity pattens that together formwords and, ultimately, whole
sentences.
Previouswork ondecoding of brain signals has shown that it is important to incorpo-
rate prior knowledge in order to improve reconstruction qualityNaselaris et al. [2009];
Nishimoto et al. [2011]; Schoenmakers et al. [2013]. Furthermore, purely discriminative
models that do notmake use of prior knowledge have been shown to yield less accurate
reconstructions [Schoenmakers et al., 2014a]. In this paper, we explore whether recon-
struction of words (i.e. sequences of perceived handwritten characters) from patterns
of brain activity can be improved by taking knowledge of character co-occurrences into
account. That is, we will use prior knowledge of character pairs as they are found in
English language. In language some letters are typically followed by some but not all
letters. For instance, The letter “C" is often followed by “A" or “O", but seldom by “X"
or “G".
In order to incorporate knowledge of letter sequences to facilitate word reconstruc-
tion from activity patterns in early visual cortex a hidden Markov model (HMM) will
be employed. HMMs have been successfully applied for resolving words in handwrit-
ten language [Kundu et al., 1988; Bozinovic and Srihari, 1989] as well as spoken lan-
guage [Ljolje and Levinson, 1991;Wilpon et al., 1990]. They have also been used before
to resolve dynamic changes in low-level perceptual states [van Gerven et al., 2011].
In order to recover words from neural activity patterns, Gaussian mixture models
(GMMs) are used to learn character-specific priors that represent the shapes of hand-
written characters [Schoenmakers et al., 2014b]. This is combined with the use of an
HMM in order to model character co-occurrences. The resulting prior on handwrit-
ten character sequences is combined with a likelihood term that models how perceived
handwritten characters lead to changes in fMRIBOLDresponses.The completemodel
is depicted in Figure 5.1 and can be used to recover themost likely sequence of handwrit-
ten characters. By using this integrated approach we expect to improve the reconstruc-
tion of words from the human brain.
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Figure 5.1: Graphical representation of our GMM/HMM approach. Regression coef-
ficients B and covariance Σ are estimated from training data and parameterize a like-
lihood term. Gaussian mixture models use means mi and covariances Ri estimated
from a separate set per category i to model the probability that an image x belonging
to each of the categories. The hiddenMarkovmodel uses the category estimates for the
characters in the word to decode the entire word with Viterbi decoding. Unigrams and
bigrams provide constraints on character (co-)occurrences. Themodel returns themost
likely word given observed brain responsesy.
5.3 methods
In the following, we will briefly summarize the GMM-based decoding approach that
has been developed in previous work. Next, we generalize this approach by incorpo-
rating an HMM for modeling character co-occurrences. Finally, we describe the exper-
imental data which was used to validate our approach.
GMM-based decoding
Our goal is to learn a mapping between a stimulus x = (x1, . . . , xp) ′ ∈ Rp and the
associated measured response vector from the brain y = (y1, . . . ,yq) ′ ∈ Rq. That
is, y = B ′x+ withB ∈ Rp×q a matrix of regression coefficients and  zero mean
normally distributed noise. The regression coefficients are estimated using a standard
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L2-regularised linear regression approach, as described in [Schoenmakers et al., 2013].
The likelihood function is then given by
P(y|x) = N(y;B ′x,Σ) , (5.1)
with diagonal covariance matrixΣ.
Assume that the stimuli (e.g. handwritten characters) belong to different stimulus
categories (e.g. letter classes). For the prior distribution over stimuli x, we use a Gaus-
sian mixture model, with a mixture component for each different stimulus category:
P(x) =
∑
i
P(i)N(x;mi,Ri) , (5.2)
with P(i) the prior probability of category i, andmi andRi the mean and covariance
matrix, respectively, of its Gaussian mixture component. The means and covariances
are estimated from a stimulus set whose exemplars are different from those that are
used to measure neural response patterns.
By applyingBayes’ rule, we can compute theMAP-estimate from the prior and likeli-
hood terms and obtain a reconstructionx given a brain responsey. Following standard
probabilistic inference, see e.g. [Bishop, 2006], we obtain:
P(x|y) =
∑
i
P(i|y)P(x|y, i) . (5.3)
We obtain the right-hand side components by applying Bayes’ rule, yielding:
P(i|y) =
P(i)P(y|i)∑
j P(j)P(y|j)
(5.4)
and
P(x|y, i) =
P(y|x)P(x|i)
P(y|i)
(5.5)
with
P(y|i) =
∫
dx P(y|x)P(x|i) . (5.6)
An explicit derivation of these equations is given in [Schoenmakers et al., 2014a].
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HMM-based decoding
Instead of specifyingP(i) as a uniformprobability distribution over categories, we here
implement a hiddenMarkovmodel (HMM) to define a prior over character sequences.
We can form a bigramof letter sequences, where the bigram indicates the probability
of a character following another character, for all possible character categories:
P(in+1|in) = P(in, in+1)/P(in) . (5.7)
To prevent numerical issues a small positive number is added to all frequencies before
normalisation.
Next, the goal is to find the most likely sequence of hidden states (i.e. character-
sequencew = (i1, . . . , iN) ′) that results in a sequence of observed events (i.e. mea-
suredneural responses).This sequence is called theViterbi path and it canbe computed
using the Viterbi algorithm Viterbi [1967] (see e.g. [Bishop, 2006]). The Viterbi algo-
rithm is a recursive algorithm which proceeds as follows:
Initialise the iteration with
V1(i1) = logP(i1) + logP(y|i1) (5.8)
where P(i1) is a prior on unigrams (individual characters) and P(y|i1) is the proba-
bility of the observed neural response given the first character in the word (cf. Equa-
tion (5.6)).
Next, for n = 1, . . . ,N− 1, compute
Vn+1(in+1) = max
in
Cn+1(in, in+1) (5.9)
where
Cn+1(in, in+1) = Vn(in) + logP(in+1|in) + logP(y|in+1) . (5.10)
After completing the recursion we can compute the most probable state of the final
character in the sequence:
i∗N = arg max
iN
VN(iN) (5.11)
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and backtrack in order to compute the most probable states of characters at positions
N− 1, . . . , 1:
i∗n = arg max
in
Cn+1(in, i∗n+1) . (5.12)
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Figure 5.2: Bar graphs for number of correct classifications over permutations of six
four-letter words for all three subjects when a subset of words is used to construct the
prior. (A) The percentage of correctly classified letters. (B) The percentage of correctly
classified words. The first set of bars in each graph shows the performance for the base-
line model. The second set of bars shows the performance for the time-homogeneous
HMM. The third set of bars shows the performance for the time-inhomogeneous
HMM. Error bars indicate the standard error of the mean.
Experimental validation
We tested the model on a previously acquired and preprocessed fMRI dataset [Schoen-
makers et al., 2013] to investigate the performance of the HMM for word decoding.
Three participants viewed 360 instances of handwritten characters out of six letter cat-
egories (B, R, A, I, N, S). The six words “barn", “rain", “bins", “bras", “sins" and “bars"
were chosen and a posteriori formed by selecting the corresponding brain responses
from the test set. The test set consisted of 72 characters; twelve unique instances for
each of the six characters. A total of 20736 permutations of each word were formed by
using all possible combinations of the twelve instances of the characters.
We investigated two cases of word decoding. Firstly, words were decoded from the
subset of six four-letterwordswith accompanying unigramandbigrams learned on this
subset of words. In this case also the categories of the characters were limited to the six
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characters categories that are represented in the dataset. Secondly, we evaluated word
decoding with unigrams and bigrams based on the complete English language. Words
were taken froma list of approximately 110,000Englishwords International Linguistics
Department Dallas [1991] to learn the bigrams and unigrams. In this case the character
categories were expanded to the complete English alphabet during decoding.
Three types of models were compared. The baseline model contains the estimation
of the word calculated with only Gaussian mixture models, i.e. with a uniform prior
P(in+1|in) = P(in+1) =
1
6 . Secondly, we consider GMMs combined with the
HMM. Finally, for the combined approach we vary how the bigram is formed. That is,
we used either a stationary bigram that was independent of character position versus a
position-specific bigram, resulting in different bigrams for each letter position. These
approaches are referred to as time-homogeneous versus time-inhomogeneous, respec-
tively [Cox andMiller, 1977].
In order toquantify decodingperformance thepercentage of correctly classified char-
acters and words were calculated for all subjects and for all words. Paired-sample t-tests
were applied to assess the significance of our findings. Comparisons are made between
the baselinemodel and betweenHMMs that used either the subset of words or the full
English corpus.
5.4 results
Figure 5.2 shows character decoding performance for the baseline model compared to
that of the HMM in the time-homogeneous and time-inhomogeneous settings when
using the subset of words. In the time-homogeneous setting characters are decoded
correctly significantly more often compared to the baseline model (p < 10−10), yield-
ing improvements of 22%, 30% and 24% for S01, S02 and S03 respectively. The time-
inhomogeneousmodel showed significant improvements compared to the time-homo-
geneousmodel (p < 0.001), yielding improvements of 5%, 5% and 2% for S01, S02 and
S03 respectively.
In case of whole-word decoding results were as follows. Whole words were decoded
correctly 32%, 31% and 46% more often by the time-homogeneous model compared
to the baseline model for S01, S02 and S03 respectively (p < 10−8). Decoding per-
formance improved by 5%, 12% and 8% for the time-inhomogeneous model compared
to the time-homogeneous model for S01, S02 and S03 respectively (p < 10−8). At
chance level the letters should be decoded correctly 17% of the time for single characters
and 8 · 10−4% of the time for whole words. Thus all models including the baseline
model significantly surpassed chance-level performance.
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Figure 5.3: Bar graphs for number of correct classifications over permutations of six
four-letter words for all three subjects when the full English corpus is applied. (A) The
percentage of correctly classified letters. (B)The percentage of correctly classifiedwords.
The first set of bars in each graph shows the performance for the baseline model. The
second set of bars shows the performance for the time-homogeneousHMM.The third
set of bars shows the performance for the time-inhomogeneous HMM. Error bars in-
dicate the standard error of the mean.
Figure 5.3 depicts the results when the full English vocabulary is used during model
construction.Compared to the baselinemodel, characters are correctly decoded 7%and
5% more often for S01 and S02, but performance decreases for S03 by 2% (p < 0.05).
A weak increase is visible for the time-inhomogeneous model compared to the time-
homogeneousmode (p < 0.05). For the full English vocabulary thewords are correctly
identified 2%, 1% and 5% more often for S01, S02 and S03 respectively (p < 0.05), but
no significant difference is found for the time-inhomogeneousHMMin contrast to the
time-homogeneousHMM(p < 0.77). For the full English vocabulary the chance-level
performance is 4% for single characters and 3 · 10−6% for words. Hence, all models
show classifications that significantly exceed chance-level performance.
5.5 conclusion
We introduced a graphicalmodel, consisting of a hiddenMarkovmodel in combination
with aGaussianmixturemodel, to decode letter sequences frombrain activity patterns.
Our simulations show that, when our prior better matches the actual sequences, this
indeed leads to an improvement of decoding performance.
Word decoding has been done before on percepts of entire four-letter words Gram-
fort et al. [2012]. This work has shown that words could be distinguished at high accu-
racy when deciding between two possible choices. Here, we take a different approach
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by showing that individual messages can be formed using HMM-based decoding of
individual characters, leading to a decision between six candidate words.
Concluding, our results indicate that the HMM/GMM approach described in this
paper can be a useful building block in the development of a cognitive BCI that relies
on decoding of internally generatedmessages, providing an alternative to e.g. attention-
based spellers in fMRI Sorger et al. [2012]. Ultimately, the viability of this approach
depends on the ability to decode imagined rather than perceived characters, which we
leave as a topic for future research.
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6.1 Chapter 2, the core Bayesian framework 83
The goal of this thesis was to show how using a generative model that could include
prior knowledge leads to more accurate reconstructions of brain responses than dis-
criminative models do. A Bayesian framework was introduced (ch. 2) and the model
was tested and compared to other state-of-the-art methods. To make the prior more
precise, the framework was extended to incorporate higher-level information on top of
the low-level information (ch. 3). To use more input data for better estimation of the
semantic category, the framework was then expanded to incorporate higher-level infor-
mation fromother brain areas (ch. 4).Moreover, we extended themodel to incorporate
unlabelled data so the framework can be used for more sizeable datasets (ch. 4). Finally,
the frameworkwas enhanced to alsomake use of information in the time-domain in ad-
dition to the spatial domain (ch. 5). In this final chapter, I will summarise the presented
work, discuss the limitations and speculate on possible directions for future work (ch.
6).
6.1 chapter 2, the core bayesian framework
In order to get accurate reconstructions of perceived images from measured voxel re-
sponses, we introduced a Bayesian framework in chapter 2. During encoding we used
regularized linear regression to learn themapping of pixels to voxels. Instead of conven-
tional discriminative models we used a generative approach. With Bayes’ rule, the en-
codingmodel was inverted to decode voxel responses into a pixel mapping of what peo-
ple had perceived in the scanner. In this step, the likelihood andpriorwere combined to
form the posterior leading to reconstructions more accurate than were achieved before.
While discriminative models work well, it has been shown that generative models
often perform better in settings with few training samples [Ng et al., 2002]. fMRImea-
surementswere recordedunder tight constraints on scanning timedue to it being costly
and due to the limitations on the attention span of participants. Even though we used
a rapid event-related design, the model provided high-quality reconstructions. We did
not need to record twelve repetitions of a stimulus, instead one repetition was enough,
which brings us one step closer to developing a fast brain computer interface.
In chapter 2 we also investigated several ways of regularizing a linear model. Regular-
ization is necessary because there aremore pixels as input thanpixels that the considered
voxel is responsive to. So we needed to find a way to select which pixels are informative,
and which were not. Regularization was applied to the model to select the pixels that
responded congruently with the voxel responses.We compared ridge, Lasso, elastic net,
graphridge and graphnet. All forms of regularization performed adequately for success-
ful encoding and decoding. Graphridge and graphnet performed slightly better than
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the other regularization approaches. This indicates that the coupling with neighbour-
ing pixels was helpful, yet it was computationally very expensive to use graph regulariz-
ers.
Character images revealed correlations between pixels due to statistical regularities in
the low-level features of characters. Due to these correlations between pixels, it might
be better to use ridge instead of lasso, because lasso eliminates correlated pixels, while
ridge merely suppresses them. Elastic net is a graceful mixture of ridge and lasso, but
finding the right amount of each form of regularization takes additional time and data.
Parameter fitting of the mixture parameter Λ can be skipped when using ridge. Even
though we applied regularization to suppress the pixels that were uninformative, the
resulting filters for the voxels still contained a lot of pixels responsive to noise that were
correlatedwith the signal. If therewas perfect regularization, youwould expect to find a
small localized area of pixels, like a receptive field, which we did not see.More variation
in the stimulus set could help to avoid statistical regularities so as to learn amore robust
encoding model.
An important part of a Bayesian framework is the prior. The prior puts tight con-
straints on the model and what it will be capable of. To portray what the influence of
the prior was, we trained with an encodingmodel on five character categories and then
decoded brain responses for the sixth character category that was excluded in the en-
coding phase. Decodingwith a prior that contained only the five characters led to some
characters being reconstructed as the wrong character, but in this case the majority of
reconstructions no longer looked like proper characters. Additionally, we decodedwith
all six character classes in the prior while still only five character classes were presented
to the encodingmodel. The results were very accurate when the prior contained all the
classes, which suggests that generic decoders can be trained on arbitrary input data and
tailored to a dataset by adjusting the prior. This has also been shown to work similarly
for deep neural networks where the network was trained on one dataset and then ap-
plied to a different dataset.
In that case, the network was first trained on a sizeable natural image dataset to learn
all the features that were present in the images. After training the entire network, the
last layerwas replacedby anew layer containing the labels for the categories of a different
dataset. The configuration of this last layer was then retrained with new input data of
the type in the final layer in order to set the parameter for themapping of this last layer.
The features for a different dataset turn out to be transferable to the new dataset like in
our model [Yosinski et al., 2014].
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6.2 chapter 3, gaussian mixture model
The brain uses categorical perception to quickly make sense of the world [James, 2013;
Harnad, 2003]. Categorical perception means that a change in some variable along a
continuum is not perceived as gradual, but as a set of discrete categories [James, 2013;
Harnad, 2003]. Inspired by this principle, we expanded the Bayesian framework in
chapter 3 to create a hierarchical structure where higher-level information could be in-
corporated in the model. Instead of a single prior containing all categories, we now
made use of several priors, which then operate as templates for each character category.
To bemore precise, this Gaussianmixture selected a subset of images from the prior by
calculating how probable it was that a response belonged to each of the categories. The
brain response was first fitted to the different priors. This was then taken as a weight of
that prior during reconstruction of the brain response to a character image.
The images reconstructed from the brain response resulted in more accurate depic-
tions of the original images compared to using a single unimodal prior. The advantage
of theGaussianmixturemodelwas that the character images of the incorrect class could
be excluded from the prior during the reconstructionprocess and therefore only images
in the prior that were similar in low-level information, as well as similar in high-level
information could smooth the reconstruction. As a result 63% of the brain responses
were classified correctly and resulted in very accurate reconstructions. A drawback of
this multimodal prior setup is that some characters were misclassified and ended up
being reconstructed as smooth, yet incorrectly classified, characters.
By including a multimodal prior instead of a unimodal prior we managed to greatly
increase the performance of the Bayesian framework. Similarly, [Mao et al., 2014] ob-
tained a substantial increase when they applied amultimodal recurrent neural network
to generate descriptions of images by combining information about images and sen-
tences.
6.3 chapter 4, semantic gating and unlabelled data
In this chapter the Bayesian framework was expanded beyond the possibility to com-
bine low-level feature information andhigh-level semantic information.This extension
allowed us to make use of information from additional sources in the brain together
with information from the primary visual cortex. Moreover, we showed that it is possi-
ble to use unlabelled data and learn high-level categories from the low-level features of
the data.
C
ha
pt
er
 6
86 summary and discussion
When visual information enters the eyes, the information propagates through the
brain through a multitude of brain areas. The visual pathway for instance sends infor-
mation via the LGN,V1, V2, V3, and a number of higher level association areas [Van Es-
sen et al., 1990; Felleman andVanEssen, 1991;Maunsell andNewsome, 1987].Moreover,
the sound for pronunciation of the characters might come to mind. Furthermore, the
mouth movements to pronounce that character might also be triggered in the brain.
This suggests that auditory and motor cortices may also be distinctly activated [Kell
et al., 2017; Cummine et al., 2016]. For each character a different pattern could emerge
in these brain areas, because different sets of neurons are triggered. With the introduc-
tion of semantic gating we can learn the character category from other brain areas and
gate the probabilities to the model that is reconstructing the brain responses from the
primary visual cortex. By gating the probabilities for character classes from V2 to V1,
we managed to improve the reconstructions. In this dataset, we did not have the brain
response for the entire brain, but adding more brain areas could further improve the
estimation of the semantic category of the stimuli.
In our study, we used a fully labelled dataset, but in practice, such rich data may
not always be available. For the purpose of scaling up to big datasets it would be desir-
able if labelling of all the objects in all the images in the dataset would not be necessary.
To test the possibility of applying our method to work with an unlabelled dataset, we
used K-means clustering to find groups of images that were similar in the prior. Recon-
structions were equally good or better when the number of clusters was higher than
the amount of underlying classes. For our dataset 20 up to 600 clusters in the data re-
sulted in proper reconstructions.When going over 600 categories reconstructionswere
increasingly subject to overfitting to noise in the data. The optimal amount of clusters
is likely different for each dataset, and is dependent on the underlying structure of the
data. In our case for instance, it was clear that characters from the same writers, or with
a similar slant, were grouped together as subsets within the character categories.
6.4 chapter 5, hidden markov model
In order to model the temporal order of multiple brain responses, we introduced a
graphical model with a Hidden Markov model. The hidden Markov model was con-
catenated with a gaussian mixture model to create a hierarchical structure that fuses
different types of information. At the lowest level there is pixel information. On the
next level it builds up to characters of a semantic category. At the top, characters that
followed each other in time form a word.
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Results showed that category selection significantly improved by the influence of
neighbouring characters. The improved category selection in turn improved the recon-
structions of the individual characters. However, the results were only a significant im-
provement when the prior was selective for only a small set of possible words.
When the prior was scaled up to all possible words in English language, the estima-
tion of the words significantly decreased in accuracy. This is due to the relatively high
number of erroneous estimates in the four-character words. With a gaussian mixture
model performance of 40% to 63% correctly classified characters, the chance of accu-
rately decoding a word decreased to less than 5%. This implies that classification perfor-
mance of the decoding model should be improved substantially if the goal is to attain
a brain computer interface that can be used for decoding arbitrary sentences drawn for
a complete dictionary.
6.5 limitations
Even though theBayesian frameworkdealswellwith thedatasetwe investigated through-
out this thesis, there are some limitations expected when a different dataset is under
investigation. Here, the limitations of this work will be discussed when viewing the
research in a broader context.
The choice for handwritten characters gave us a nicely confined dataset toworkwith.
The drawback of choosing this dataset is that the framework might prove to work re-
ally well for decoding characters, but might not scale up to more complex stimuli. The
primary visual cortex seems to be strongly responsive to gratings [Boynton, 2005; Alink
et al., 2013; Hubel and Wiesel, 1962, 1968; Fang et al., 2005], which are very prevalent
in characters. Natural images, on the other hand, consist of features that are typically
more complex than characters. In its present form, therefore, the framework might be
poorly suited for processing natural images. Likely, more levels need to be added in
order to reconstruct detailed natural images. Instead of only a low-level pixel decod-
ing step and a higher-level semantic decoding step, the framework could be expanded
to contain more levels like textures, semantics of objects in a scene, and semantics of
the context of a scene. The decoding of segments of the image could also be useful.
Such segmentation is conceptually similar to the theoretical organization of visual cor-
tex into hierarchical processing levels, which appear to first process very simple image
features, and progressively scales to more complex representations with position- and
scale-invariant receptive fields. In such a system, complete objects are only represented
after several layers of visual processing.
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Another difficulty considering data complexity is dealing with more categories. In
our dataset we had a selection of six categories. When scaling up to the entire alphabet
we are already dealing with 26 categories, whereas the number of natural images is prac-
tically unbounded. It is unclear how our Bayesian framework scales up to multi-class
classification problems with many classes. Here, a feedforward, discriminative architec-
ture, as in the popular deep neural networks, maywork better. Although, currently, no
neural network has been presented that makes reconstructions at a better quality than
the Bayesian network presented here.
A drawback of a Bayesian set-up is that by including a prior, we are forcing strong
assumptions on the data. The prior biases the data towards a reconstruction that looks
polished, but in some cases the imagemighthavebeenmisclassified.These good-looking
images might cause over-confidence about decoding results. Even though we make ex-
plicit assumptions, most methods include implicit assumptions. The benefit of a Bay-
esian setup is that it at least is really clear which assumptions you are imposing on your
data. Still, it is important to be aware of the assumptions and to approach the data with
different methods that have different assumptions to get a complete understanding of
the data. For instance, you might train a model on perceptual data and use that to de-
code imagery data. If the imagery process is slower than the perceptionprocess, then the
peak response in the visual cortex would be outside the time frame of interest during
imagery and it would seem like there is nothing to decode. A voxel-wise time analysis
would show that each peak in activation for a stimulus was shifted in time, whereas this
would not be visible by only using our Bayesian framework for analysis.
TheBayesian frameworkwas developed for decoding visual perception, but itwould
be interesting to apply the same framework to assess information processing in other
brain systems. One of the difficulties is to get a good prior for other modalities. For in-
stance, if we were interested in decoding hand and arm motions from the brain, then
what would the prior be? We can include correlates of movements as a prior for body
motions. For instance the angle and rotation of each joint could form a good model of
limb positions. Consequently, the prior could be the likelihood of all angles and rota-
tions. Not every angle feels equally comfortable, because much of our movements are
constrained by our biomechanics. Some body positions are impossible because of lim-
ited degrees of freedomof our joints.Moreover, some actionsmight put constraints on
some angles and rotations. For instance, typing makes the fingers point down towards
the keyboard, while waving makes them stretch upwards. A similar idea has been pro-
posed by [Körding and Wolpert, 2006]. They developed an interesting theory of how
humanbehaviour can be predicted by Bayesian decision theory, which turned out to ac-
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curately predict optimal sensorimotor behaviour in an uncertain world [Körding and
Wolpert, 2006].
Furthermore, in an empirical Bayes setting, wemight learnmappings in the brain for
parts of hand and armmotions from data as well [Buccino et al., 2004; Buxbaum et al.,
2006; Rizzolatti and Craighero, 2004; Gallese et al., 1996].We could then use themean
of several repetitions of a partial movement as a template for that movement. Such a
template could be used as the prior in a subsequent experiment, where people would
make complete actions consisting of a concatenationof a set of these partialmovements.
Literature on single cell recordings in monkeys and humans in the macaque brain has
shown that the brain has neurons that respond strongly to small parts of an action, like
grasping [Gallese et al., 1996; Iacoboni et al., 1999; Mukamel et al., 2010; Keysers and
Gazzola, 2010], both during their own grasping behaviour, but also when they view
other people or monkeys that make grasping movements. The grasping neurons even
fired when the grasping was part of a bigger action such as reaching for a glass and tip-
ping its contents in the mouth. The concatenation of these partial motions to form an
action like "grasp a glass", could be learned just like we learned the words as a sequence
of characters in the hidden Markov model. Therefore, we expect this framework to be
more generically applicable to decode the information stream for other brain systems.
6.6 outlook and future work
The results presented in this thesis bring forth a lot of new interesting questions and re-
search topics. We already started working on some of these questions. For instance, we
were interested in how characters propagate through the brain if we would record data
for the entire brain, instead of only the primary visual cortex. Secondly, deep neural net-
works are seen as the state-of-the-art decoders in many fields, so we wanted to compare
the performance of deep neural networks to our framework. Furthermore, we tried to
find fasterways ofmapping thebrain to save crucial time for fMRI experiments.To con-
clude, we investigated if we could decode imagery of characters with our framework. A
quick summary is given here to show the preliminary results of that research.
Decoding character category
In chapter 4, we introduced semantic gating which made it possible to incorporate se-
mantic information in the model from other brain areas when reconstructing from
primary visual cortex. We assumed there to be areas in the brain that are informative
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about the semantic category of characters. There are areas responsive to stimuli like
faces, places, tools and bodies, and similarly there is also an area for words and char-
acters, which is named the visual word form area (VWFA). The VWFA seems to be
primarily active for words [Cohen et al., 2000, 2002; Beversdorf and Heilman, 1998;
Kronbichler et al., 2004; Glezer et al., 2009; Grill-Spector and Witthoft, 2009; Baker
et al., 2007; Gaillard et al., 2006], but has also been reported active for single charac-
ters [James et al., 2005; Gros et al., 2001; Polk et al., 2002; Joseph et al., 2003; Baker et al.,
2007]. In order to see where, and to what degree, we could decode the semantic cate-
gory of characters from the brain, we collected a new and bigger dataset for perception
of handwritten characters. We used characters from the entire alphabet and we recor-
ded whole-brain data. Then we ran a searchlight with a regularised logistic regression
throughout the cortex. Within each sphere, we checked if it was possible to decode se-
mantic categories for characters and expected to find a trace through the visual pathway
ending in the VWFA.
We found characters to only be decodable from V1 up to V3. This could be because
characters are very similar to gratings in their visual properties. As the neurons in V1
seem to have a preferential response to gratings [Alink et al., 2013; Hubel and Wiesel,
1962, 1968; Fang et al., 2005], this could result in characters being fully identified in pri-
mary visual cortex. A second explanation could be that itmight be necessary to increase
fMRI resolution to decode information from higher-order areas in the brain. Further
work needs to be conducted to say anything conclusive about why VWFA was not de-
codable for semantic categories of characters.Work on face decoding fromhigher-order
areas like the fusiform face area is also not very convincing thus far [Kriegeskorte et al.,
2007; Henriksson et al., 2015]. Yet, monkey studies with single cell recordings have re-
sulted in proper decoding results on faces and partial faces for instance [Freiwald and
Tsao, 2010; Issa andDiCarlo, 2012]. In amacaque study, [Dubois et al., 2015] compared
the analysis techniques of single cell recordings and fMRI MVPA analysis. The com-
parison of research methods showed that different viewpoints of faces were decodable
for both single cell data as well as for fMRI MVPA data, but that face identity of five
different people was only decodable with single cell recordings [Dubois et al., 2015]. So
there are cases where MVPA on fMRI may fail to decode information due to lack of
resolution.
However, single cell recordings can also bemisleading.While a study found evidence
for single cells to be active for faces and partial faces [Freiwald and Tsao, 2010], a fol-
low up study showed that the cells were actually only active for the left eye instead of
faces [Issa and DiCarlo, 2012]. This might just as well be a correlate for "being stared at
by another monkey". So a single cell recoding study on its own does not have to be con-
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cluding evidence for a face area in the brain. It might be an area that is controlling for
social danger by evaluating trustworthiness or dominance of the opponent [Todorov
et al., 2008]. Similarly, a study in face selective cells showed that single cell recordings
in monkeys seemed to be correlated with contrast in faces, which could indicate that
the purpose of these cells is not face processing, but some other overlapping process of
the brain [Ohayon et al., 2012]. Thus, to see how these intriguing findings extrapolate
to character processing in the human brain, it would be interesting to investigate the
ventral cortex with strong power and high data resolution, both withMVPA and with
single cell recording studies in monkeys.
Convolutional Neural Networks
In many neuroscience studies and some other fields, neural networks appear to out-
perform other classification approaches. They seem to be excellent at learning input-
output mappings. To see if convolutional neural networks would outperform the Bay-
esian framework, we applied a deep network to our data. Interestingly, the convolu-
tional neural network achieved a comparable performance to the Bayesian framework.
Neural networks are a fitting approach to our data because they seem to be an ap-
propriate analogy to the brain with its interconnected, hierarchically organised, neu-
rons. We were interested in determining what types of filters could be learned from
character-like images by a neural network, because those would presumably constitute
a good model of how the brain deals with the perception of characters.
Deconvolution of the character images showed that themajority of features and pix-
els in the character-image are redundant for semantic labelling of characters. Each char-
acter in the alphabet could be described by one or two gratings at specific locations in
the picture. Since neural networks are a relatively realistic model of the interconnected
neurons in thebrain, this could imply that in thebrain, characters are alsopruned to just
a few low-level features. This then may also explain why characters do not seem to be
decodable from ventral cortex like more complex images such as faces, places and tools,
do seem to be [Liu et al., 2009;Haxby et al., 2001;Downing et al., 2001;McCarthy et al.,
1997; Puce et al., 1996]. Future research could investigate how far character information
propagates up the visual hierarchy.
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Independent Component Analysis
Selecting optimal regions of interest (ROIs) is a key element in the steps prior to multi-
variate pattern analysis [Schoenmakers et al., 2013]. Yet, not too much time should be
spent on acquiring a region of interest, because in MVPA this is not the main focus.
Currently the preparation for an MVPA study on visual perception usually entails ac-
quiring retinotopy data to outline the visual cortex in the brain. It takes half an hour up
to an hour of scanning time and approximately two days in data-processing time to out-
line the voxels of interest. Similarly, obtaining an ROI with a GLM takes roughly the
same amount of time to acquire and process the data. We investigated if independent
component analysis could serve as a quicker way to obtain appropriate ROIs.
Independent component analysis (ICA) is a data-drivenmethod that is easy to apply.
ICA decomposes data into a number of components that are statistically maximally
independent of each other. Effectively, this translates to ICA finding voxels that show
the same signal change over time in MRI data. ICA has often been applied to resting
state data [Smith et al., 2004], but seldom to task-based fMRI data [Robinson and
Schöpf, 2013]. Moreover, it has been shown to outperform other methods [Hyvärinen
and Ramkumar, 2013; McKeown et al., 1998; Xu et al., 2013; Zhao et al., 2004].
We used ICA to find ROIs from a variety of datasets, all acquired in five minutes
and processed in twenty minutes. We showed that ICA can be used to reveal ROIs in
an easy and data-driven way. The ICA analysis results in the same areas of activation
as revealed by a GLM. Decomposing the data into many components using ICA leads
to a better isolation of task-related components compared to a GLM. Especially in a
task where the recording is imperfect for instance due to participant motion, like in
our pronunciation-of-characters-task, finding an ROI is greatly improved by ICA over
GLM, because signal and noise can be distinguishedmore easily in ICA. In 3Tdata ICA
gave an improvement and at 7T ICA led to an even bigger improvement over GLM
analysis, probably because this data containsmore noise artefacts than 3T like ghosting,
uneven fieldmaps and signal dropout.
Imagery
The holy grail within the field of brainreading is to decode brain responses during im-
agery. For this thesis this means the ability to decode imagined characters in a freeform
sentence. This is important for research on brain computer interfaces, butwill also help
to get insight in the brain processes involved in imagery. Both during imagery and visual
perception the primary visual cortex becomes active [Thirion et al., 2006; O’Craven
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andKanwisher, 2006], therefore imagerymight be similar to perception [Pearson et al.,
2015; Pearson, 2014; Chang et al., 2013; Farah, 1989; Schaefer et al., 2013]. Sadly, we were
unable to decode brain responses for imagery of characters when we trained an encod-
ing model on visual perception trials with the current setup.
To see if we could explain why we could not decode imagery trials, we investigated
our brain data with some other methods. We used a standard t-test on a general linear
model in SPM to see which areas are active during perception and imagery. In addition,
we performed an independent component analysis to see if and how these active areas
were correlated with each other. When analysing the imagery and perception data of
the same stimuli, several differences became clear. During perception a strong activa-
tion of visual cortex could be seen. This brain area was also active during imagery, but
the response was weaker and did not spread as far up the ventral stream as it did dur-
ing perception. Furthermore, many more areas were active during imagery than dur-
ing perception. For instance, brain areas that were active during speech and listening
to characters were also active when imagining characters. An ICA analysis of concate-
nated perception and imagery data revealed that the activity in primary visual cortex
was correlated for the two tasks, yet during imagery the activity was weaker. Secondly,
it was visible that participants did not perfectly time their imaginings with the experi-
mental design. To summarise, these results suggest that the recordings for imagery tri-
als contained a weaker signal and were more noisy. Furthermore, the voxels of interest
were more confined to the fovea in primary visual cortex. Finally, timing of events was
slightly off.
With our current set-up we were not able to decode the imagery trials that we recor-
ded.However, Senden and Emmerling [Senden et al., 2017]managed to decode unique
imagery trials for characters recorded with 7T fMRI with voxels of 0.8 mm3 using an
auto-encoder [Senden et al., 2017]. The auto-encoder was trained on perception trials
with extra noise added to the input to better deal with statistical regularities in character
images. Although this study only decoded four exemplars of quite distinct characters,
this is very promising for the future of brain computer interfaces. It would be very in-
teresting to combine the Bayesian framework with the ideas of Senden and Emmerling
to see if freeform imagined sentences can be decoded from the brain.
6.7 brain computer interfaces
An important application of our Bayesian framework could be the development of a
new type of brain computer interface [Van Gerven et al., 2009; Gao et al., 2014]. By
decoding representations from fMRI, we are taking steps towards the development of
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a cognitive brain computer interface (cBCI) [Ramsey et al., 2006]. In a cognitive BCI,
brain responses are related to higher level cognitive processes, which in our case is the
process of imagining characters. This could, in my opinion, be any thought or idea in
the future.
Some people suffer form the loss of motor functions because they have a progres-
sive disease like Amyotrophic Lateral Sclerosis (ALS), brainstem stroke, or spinal cord
injury [Wolpaw et al., 2002] and get locked into their bodies with no way of communi-
cating throughmuscles in their arms, eyes ormouth. Yet, even though theirmuscles fail
to function, their brain is often still workingproperly. For these people communication
is profoundly important to have quality of life [Bach, 1994; Nijboer et al., 2010].
Currently, there are several lines of development inBCI research. For instance there is
invasive and non-invasive technology [Leuthardt et al., 2004;Wolpaw andMcFarland,
2004; Vansteensel et al., 2016; Lee et al., 2009; Donoghue et al., 2007; Cincotti et al.,
2008]. Our technology is non-invasive because we do not have to operate on people to
get to the brain signals with fMRI. Invasive BCIs often concern motor control of for
instance a robot arm [Donoghue et al., 2007], but also visual and auditory modalities
are usedoccasionally [Brunner et al., 2011; Perdikis et al., 2014; Blakely et al., 2008].Non-
invasive BCI technology often concerns visual stimuli [Gao et al., 2003; Lin et al., 2007;
Thielen et al., 2015], but also auditory stimuli [Nijboer et al., 2008; Kleih et al., 2015;
Schreuder et al., 2011; Höhne et al., 2011] and tactile stimuli, where the sense of touch
is utilised, [van der Waal et al., 2012] are becoming more common domains for non-
invasive BCIs. Often BCIs receive brain signals from EEG in which a modulation of
attention is present [Kleih et al., 2015]. The subject keeps a stimulus inmind and when
it is seen, heard or felt, the brain gives a signal of recognition, which can be measured.
Currently, fMRI is not used a lot for BCI technology, but fMRI data acquisition and
analysis are improving a lot these days. New machines are used that have higher mag-
netic field strengths. Additionally, more and more computational scientists are joining
the MRI field, which leads to improved analysis software for the acquired brain data.
In my opinion fMRI will greatly influence the BCI field in the near future. Below, I
will list some advantages and disadvantages of this fMRI-based BCI’s in contrast to the
currently most-used EEG-based visual BCI’s.
Advantages of fMRI for BCIs
The fastest BCI at the moment is a visual speller which offers 40 choices onscreen and
selects approximately one character per second with 91% accuracy. [Chen et al., 2015].
Although this system is very fast and performs really well, the question is whether it is
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really only responding to brain responses, or whether it is actually driven by attention
mechanisms that cause involuntary eye movements. In EEG measurements, it is really
hard to keep eye movements and muscle twitches separated from the brain signals. Es-
pecially micro saccades of the eyes might be indicative of which part of the screen the
subject has under focus. Therefore, some BCIs that work well for healthy peoplemight
not work for a fully locked-in patient since these patients have trouble controlling their
eyes.
A difference between attention-based BCIs and our framework is that the task in our
setup is less demanding for the patient. In order to get a strong brain signal in a visual
speller, the stimuli on screen are presented very brightly. Also, the areas on the screen
are repeatedly flickered in quick sequences. The patient has to stay strongly focussed
during this bright and flashy stimulation which is tough on a healthy person, let alone
a patient. In our setup, the subject is viewing a dark screen with only a fixation cross
that sometimes changes colour for timing purposes, which is much less demanding to
view.
Another advantage of our type of BCI is that we can use signals frommultiple brain
areas with high spatial resolution, which could result in more accurate estimations of
a concept in the brain. Our Bayesian framework is aimed at using the entire brain for
decoding the brain responses as they propagate through the brain, which could result
in a more robust BCI that makes fewer errors. Current EEG-based BCIs usually only
rely on one specific brain area that responds to attentive behaviour.
Furthermore, our BCI could be faster to set up than current BCIs. Often BCIs make
use of an EEG cap, which currently usually still takes some time to apply to the head
when a reliable signal is required.The fastest current technique is to use capswithwater-
based electrodes which takes approximately ten minutes to apply to the subject, but
these caps only offer 32 measuring points at the moment [Volosyak et al., 2010]. Other
techniques withmore positions in the cap usually take at least thirtyminutes and often
require gel. Secondly, the cap is usually connected to a lot of computer technology that
needs to be set up in the room of the patient and the cap needs to be fitted to the head
of the patient. With fMRI, hardly any preparation is necessary because the machine
is fully set up beforehand and when the subject arrives he/she can be moved into the
scanner easily on anMRI patient transfer board.
Moreover, obtaining more complex information from the brain with fMRI might
in principle result in faster decoding of ideas. For example, in the future it might be
possible to decode natural images from the brain in full detail [Naselaris et al., 2009].
Since, as they say, a picture says more than a thousand words, this could give a lot of
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freedom in communication. For this, fMRI,with its higher spatial resolution,may turn
out to be a very interesting modality to exploit besides EEG.
Drawbacks of fMRI for BCIs
An often-raised issue with fMRI is the slow rise and downfall in the haemodynamic re-
sponse function (HRF). Approximately six seconds after neurons fire in the brain, this
becomes visible in the fMRI signal. However, this is not necessarily a problem for com-
munication since there are ways to decode overlapping signals by using deconvolution
algorithms.
TheHRFbuilds up slowly, but also takes another six seconds to subside. This causes
brain signals, which follow each other fast in time, to merge in the fMRI signal. Cur-
rently, it is common practice to keep stimuli separated by at least three seconds of inter-
stimulus time. This is needed because the signal to noise ratio is otherwise too low to
deconvolve in fMRI. When the signal in fMRI can be measured with more precision,
brain responses that are closer in time will become decodable. So for a mentally typed
email, the characters could be separated, but the email would be finished six seconds
after you spelled it. Although this will be an annoying practical limitation, the fact that
it allows a locked-in patient to communicatie makes up for this. A late, but correct,
message is better than no message at all.
Finally, as it can be problematic that anMRI scanner is not portable like EEG equip-
ment usually is, possibly a care facility might be able to afford a scanner in the future
if they become cheaper, but then too it would be desirable for the scanner to shrink
considerably. At the moment, it is hard to imagine scanners decreasing in size, because
the scanner needs a heftymagnet around the brain. Furthermore, thismagnet currently
needs to be super-cooled with helium. However, the invention of the transistor made
it possible to go from room-sized super computers in 1970 to affordable and portable
personal computers in 1977, and now phones in our pockets with capabilities of a com-
puter. So perhaps forMRI scanning, there could also be a new technical solution in the
future, andwith the proven usefulness ofMRI scanners for early detection ofmany dis-
eases, it most certainly is a technology that governments and big parties are willing to
invest in.
Taking together these positive and negative traits of fMRI shows that it will be inter-
esting to continue developing fMRI alongside EEG-basedBCIs because of the different
features fMRI provides compared to EEG.
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6.8 visions of the future
To close this thesis I would like to briefly brainstorm about the implications of a tech-
nology for brain reading. Dowe really want others to read ourminds? If someone asks,
”What is the password to your email account?” can you stop yourself from thinking
about your password?When you imagine a painting and someone reads this from your
brain, make it and sells it, who should get themoney?We seriously need to think about
the consequences of this technological development with respect to our privacy of the
inner self.
Hopefully, it is also clear that this technologymight offermanybeautiful possibilities
in the future. For instance, it is possible that we won’t have to write anymore, but can
just uplink to our laptop and start thinking. Possibly,we could startmaking our ownart
without learning topaint anddraw first.Maybewe could find long-forgottenmemories
in the brain. Andmaybe, we could take playing board and online games to awhole new
level. Anything could be possible in the future!
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analytical expression for the regression coefficients
Here, we derive the analytical expression for the regression coefficients (2.13), as well
as the kernel formulation (2.14), in case α = 0. Consider a coefficient vector b and
responsesy. We wish to compute bˆ = arg minb E(b)with objective function
E(b) = arg min
b
{
1
2N
||y−Xb||22 +
λ
2
b ′Gb
}
.
The gradient of the objective function takes the form
∇E(b) = 1
N
∑
n
(b ′xn − yn)(xn) ′ +
λ
2
(G+G ′)b .
Setting to zero, we obtain
0 = −
∑
n
yn(xn) ′ +b ′
∑
n
xn(xn) ′
+
Nλ
2
(G+G ′)b−X ′y+X ′Xb+ G˜b
with symmetric G˜ = Nλ2 (G+G
′). We write
X ′Xb+ G˜b = (X ′X+ G˜)b = X ′y . (A.1)
Solving forb, we obtain the standard analytical solution
b = (X ′X+ G˜)−1X ′y .
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Alternatively, we can write b˜ ≡ G˜b = X ′(y− Xb) = X ′β with β ≡ y− Xb.
Hence, b˜ canbewritten as a linear combinationof the training samples. By substituting
b˜with this dual representation into Eq. (A.1), we obtain
(X ′XG˜−1 + I)b˜ = X ′y ⇒
(X ′XG˜−1 + I)X ′β = X ′y ⇒
β = y−XG˜
−1
X ′β ⇒
(XG˜
−1
X ′ + I)β = y ⇒
β = (XG˜
−1
X ′ + I)−1y ⇒
b˜ = X ′(XG˜−1X ′ + I)−1y ⇒
b = G˜
−1
X ′(XG˜−1X ′ + I)−1y
which is the kernel formulation of Eq. (2.14). Note that this formulation requires G˜
to be invertible. This does not hold in case of graphridge regression in conjunction
with the graph Laplacian. In that case, a small diagonal term can be added to the graph
Laplacian for stability.
regularization path
As the regularization path, we take a uniform interval on the log scale from λmax to
λmin ≡ 10−4λmax. The parameter λmax is defined to be that value of λ for which one
of the variables enters the model. It holds that
λmax =
1
αN
max
i
|(Xy)i| . (A.2)
Proof. Define the objective function
E(b) = L(b) + Rλ,G(b)
= L(b) + λ
α∑
i
|bi|+ (1−α)
1
2
∑
i,j
biGijbj

with L(b) ≡ ||y−X ′b||22/2N . A variable is included whenever the solution bi = 0
becomes unstable. Now, consider changing bi away from zero. Since variables bj with
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i 6= j are fixed at zero, we can restrict ourselves to study the dependency of E(b) on
those terms that have elements in common with bi and are non-zero:
E(bi) ≡ L(b∗i (bi)) + λ
(
α|bi|+ (1−α)
1
2
Giib
2
i
)
+C , (A.3)
whereE(bi) ≡ E(b∗i (bi))withb∗i (bi) the zero vectorwhose i-th element is replaced
by bi. Note that this expression is equivalent to the expression we obtain using an elas-
tic net regularizer.
The solution bi = 0 becomes unstable if it holds that E(bi) < E(0) for some in-
finitesimally small change in bi. A first-order Taylor expansion for bi close to 0 yields:
E(bi) ≡ E(0) + gibi + λ
(
α|bi|+ (1−α)Giib
2
i
)
, (A.4)
where here and in the following we ignore higher order terms and we defined gi ≡
∂L(b)
∂bi
∣∣∣
b=0
for ease of notation. A variable bi thus enters the model at
λi ≡ max
bi
[
−
gibi
α|bi|+ (1−α)Giib
2
i
]
= max
bi
[
−
gisgn(bi)
α+ (1−α)Gii|bi|
]
. (A.5)
Since the numerator is independent of the magnitude of bi and since, assuming posi-
tiveGii, |bi|only reduces themagnitude of the quantity betweenbrackets, the optimal
value ofbi is an infinitesimally small valuewhose sign is such that the quantity between
brackets becomes positive. Since we can ignore the second term in the denominator as
bi → 0, we obtain
λi =
1
α
∣∣∣∣ ∂L(b)∂bi
∣∣∣∣
b=0
∣∣∣∣ . (A.6)
It follows that
λmax =
1
α
max
i
∣∣∣∣ ∂L(b)∂bi
∣∣∣∣
b=0
∣∣∣∣ = 1αN maxi |(Xy)i| .
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Here, we derive the analytical expression for the posterior P(x|y, c) of a reconstruc-
tion x given the brain responsey for cluster c and the posterior probability P(c|y) of
cluster c given the brain responsey.
inference
The goal is now to compute P(x|y) =
∑
c P(c|y)P(x|y, c). Using Bayes’ rule we
have
P(x|y, c) =
P(y|x)P(x|c)
P(y|c)
, (B.1)
with
P(y|c) =
∫
dx P(y|x)P(x|c) . (B.2)
The posterior over categories then reads
P(c|y) =
P(y|c)P(c)∑
c ′ P(y|c
′)P(c ′)
. (B.3)
In the following, it is useful to realize that we do not have to keep track of propor-
tionality constants that are independent of x and c: they drop out anyway when we
normalize in (B.1) or (B.3). Now, we can, up to those irrelevant proportionality con-
stants, turn a multivariate Gaussian ony centered around a linear function of x into a
multivariate Gaussian on x centered around a linear function ofy:
P(y|x) = N(y;B
′
x,Σ) ∝ N(x; x¯(y),Ψ) ,
with
x¯(y) ≡
(
BΣ−1B
′)−1
BΣ−1y and Ψ ≡
(
BΣ−1B
′)−1
.
Themean x¯(y) is the most likely reconstruction that follows from theMoore-Penrose
pseudoinverse: the optimal reconstruction ignoring any prior information, i.e., in the
limit of an infinitely flat prior.
Now, the numerator in (4.8) and hence the integrand in the evidence (5.6) is (pro-
portional to) a product of two Gaussians:
P(y|x)P(x|c) ∝ N(x; x¯(y),Ψ)N(x;mc,Rc) ,
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where the first Gaussian P(y|x) contains the information from the likelihood and the
secondGaussianP(x|c) the information from the prior. Aproduct of twomultivariate
Gaussians is proportional to another multivariate Gaussian. The posterior precision
matrix, here denotedQ−1c , follows by adding the precisionmatrices of the two sources
and the posterior mean, here callednc(y), is a weighted combination of the means of
the two sources. Here we cannot completely ignore the proportionality constant since
it depends on c. Luckily we canmake use of a standard result from probability calculus
(see e.g., Petersen and Pedersen [2008], Section 8.1.8):
N(x; x¯(y),Ψ)N(x;mc,Rc) = N(x¯(y);mc,Ψ+Rc)N(x;nc(y),Qc) ,
with
Qc ≡
(
Ψ−1 +R−1c
)−1
≡ Ψ (Ψ+Rc)−1Rc = Rc (Ψ+Rc)−1Ψ ,
and
nc(y) ≡
(
Ψ−1 +R−1c
)−1 (
Ψ−1x¯(y) +R−1c mc
)
= Rc (Ψ+Rc)
−1 x¯(y) +Ψ (Ψ+Rc)
−1mc .
Plugging the above into (5.6), we obtain
P(y|c) ∝ N(x¯(y);mc,Ψ+Rc) ,
or, equivalently,
P(y|c) ∝ N(mc; x¯(y),Ψ+Rc) .
Roughly speaking, the better the maximum likelihood reconstruction x¯(y) matches
the priormeanmc of category c (or vice versa), the higher the likelihood that the voxel
activations are generated by an image in this category. The posterior reads
P(c|y) ∝ pic N(x¯(y);mc,Ψ+Rc) ,
and should be normalized such that
∑
c P(c|y) = 1.
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numerically stable implementation
The above may well be mathematically correct, but implementation is doomed to fail
when some of the matrices are singular. In our case, the number of voxels is smaller
than the number of pixels, which makes that
D ≡ BΣ−1B ′ ,
is singular and cannot be inverted to yieldΨ. Furthermore, since the number of exam-
ples is smaller than the number of pixels, Rc is singular and hence cannot be inverted
either.
To prevent inversion of singular matrices, we rewrite
Qc =
(
D+R−1c
)−1
= (1+RcD)
−1Rc ≡ UcRc with Uc ≡ (1+RcD)−1 .
Similarly,
Θc ≡
(
D−1 +R−1c
)−1
= DUc .
Qc andΘc should be symmetric (andmay have to be symmetrized);Uc does not have
to be symmetric. Since we cannot stably compute x¯(y), we instead define
f¯(y) ≡ Ψ−1x¯(y) = BΣ−1y ,
so that the reconstruction for category i can be computed through
nc(y) = Qcf¯(y) +Ucmc .
The expression for the posterior can be rewritten into
logP(c|y) = logpic +
1
2
log detUc −
1
2
(
f¯(y) −Dmc
) ′
(D+DRcD)
−1 (f¯(y) −Dmc)+ constants ,
we can make use of Woodbury’s inversion formula to obtain(
D+DRcD
′)−1
= D−1 −
(
D+R−1c
)−1
= D−1 −Qc ,
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which then gives
−
1
2
f¯(y)
′ (
D+DRcD
′)−1
f¯(y) =
1
2
f¯(y)
′
Qcf¯(y) + constants .
The expression for the posterior is then rewritten as
logP(c|y) = logpic +
1
2
log detUc +
1
2
f¯(y)
′
Qcf¯(y)
−
1
2
m
′
cΘcmc + f¯(y)
′
Ucmc + constants .
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Voordat ik aan mijn promotieonderzoek begon was het meeste fMRI-onderzoek
gericht op het zoeken naar de omlijning van breingebieden tijdens een bepaalde taak.
Typische vragen zijn:Welk gebied inonzehersenendoetwat?Welke gebieden zijn tegelijk
actief? Zijn deze gebieden anders bij mensen met bepaalde ziektes en kunnen we dan
de ziekte in een vroeg stadium herkennen en deze mensen helpen?
Figure 7.1: De 3Tesla MRI scanner bij het Donders Institute waarmee ik mijn data heb
opgenomen
Dit zijn zeer interessante vragen, maar fMRI scans worden steeds beter en daardoor
kunnen we andere vragen beantwoorden die gaan over de informatie in een hersenge-
bied. De 3D plaatjes die we uit de scanner krijgen, bevatten steeds meer details. Dus
in plaats van te kijken naar een hersengebied als geheel wordt het mogelijk om in een
hersengebied een patroon te zien. Dit patroon zal er telkens anders uitzien als er andere
gedachtes door het hoofd gaan.
Doordat we nu met een patroon kunnen werken dat bestaat uit een heleboel ver-
schillende datapunten in plaats van een grote blob, wordt het mogelijk om met in-
gewikkeldere computeralgoritmes naar hetzelfde hersengebied te kijken. We kunnen
voor elk type gedachte een patroon leren herkennen in de hersenen, maar software hi-
ervoor was nog niet beschikbaar voor psychologen en neurowetenschappers. Ik heb
daarom gewerkt aan een elegant wiskundig model dat goed met de problemen van
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fMRI om kan gaan: een kleine hoeveelheid data om patronen te leren en veel ruis in
de data die het patroon gedeeltelijk verbergt.
Inmijn studies kregen de proefpersonen letters te zien.Dezemaakten in de hersenen
van een proefpersoon bijvoorbeeld het hersenpatroon voor een letter B, en een hersen-
patroonvoorde letterR. In totaal voor zes verschillende letters: B,R,A, I,N, S. Inplaats
van dezelfde letter (bijvoorbeeld B) zestig keer te laten zien, heb ik handgeschreven let-
ters gebruikt, die allemaal net iets anders geschrevenwaren.Hierdoor heb ik 360 unieke
plaatjes, met daarin zes hoofdcategorieën.
Figure 7.2: Links is te zien dat als we inzoomen op het plaatje, we de individuele pixels
in beeld krijgen. Als je telkens op dezelfde plek inzoomt bij een plaatje, zal je een andere
kleur pixel zien. Rechts zie je een schematisch brein. Voor elke letter maken we een
nieuwe opname van de hersenactiviteit. Als je hier op dezelfde plek zou inzoomen dan
krijg je telkens een andere waarde te zien voor een voxel in het brein.
Elk plaatje bestaat uit een heleboel puntjes, die we pixels noemen. In het breinmeten
we met fMRI ook een soort van pixels, maar dan driedimensionaal. Deze vierkante
doosjes noemenwe voxels. Een voxel bevat de som van de hersenactiviteit van een groep
neuronen: de cellen in de hersenen waarmee we denken. Als we naar een plaatje kijken,
dan reageert de groep neuronen in een voxel op een specifiek stukje van het plaatje,
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dus op een groepje pixels in het plaatje. Met de computer is het mogelijk om te zien
welke voxel een hogere of lagere activatie bevat wanneer een bepaalde pixel lichter of
donkerder wordt. Als we dit voor elke voxel uitzoeken, dan kunnen we die informatie
bij elkaar pakken en kunnen we uiteindelijk het hele plaatje reconstrueren op basis van
de waardes die we in de voxels zagen.We kunnen dan dus wat we aflezen uit deze voxels
weer terugvertalen naar een plaatje van pixels. Feitelijk lezen we dan dus een denkbeeld
uit het brein.
Deze techniek was niet nieuw, enkele andere onderzoekers maakten al erg mooie
beelden. Zie in figuur 7.3 de resultaten van [Miyawaki et al., 2008] die een reconstructie
maakten van plaatjes met tien bij tien pixels. Deze aanpak leidde tot erg ruizige plaat-
jes en enkel bij het nemen van het gemiddelde over 48 breinpatronen kwamen ze tot
overtuigende reconstructies.
Figure 7.3: Hierboven zie je de reconstructies van [Miyawaki et al., 2008]. Bovenaan
bij A zie je de originele afbeeldingen die de proefpersonen te zien kregen. Bij B zie je
voor verschillende breinactivaties de reconstructie als ze het gemiddelde namen van zes
vertoningen voor een reconstructie. Onderaan bij C zie je de reconstructie als ze het
gemiddelde namen over 48 vertoningen voor een reconstructie.
Daarna was een van de mooiere resultaten in de wetenschap van [Nishimoto et al.,
2011] die de complexe beelden van filmmateriaal uit de hersenen probeerden te recon-
strueren. Dit bleek echter nog erg moeilijk. Ze konden een globale structuur terugvin-
den en tot welke categorie een beeld behoorde, maar de reconstructie liet nog veel te
wensen over. Mijn dataset met handgeschreven letters zit qua ingewikkeldheid tussen
deze twee studies in.
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Figure 7.4: Hierboven zie je de reconstructies van [Nishimoto et al., 2011] vanuit film-
materiaal. Bovenaan bij A zie je de originele beelden die de proefpersonen in de scanner
bekeken. Daaronder bij B zie je de reconstructies die ze daarvan konden maken. Bij
de eerste drie plaatjes van links zie je bijvoorbeeld dat er wel gezichten worden gerecon-
strueerd,maar dat het eenblanke langharigemanwordtwatniet kloptmethet origineel.
De categorie van de reconstructie klopt dus wel, maar de details van de reconstructie
kloppen niet.
het basis model
Het grote verschil met het voorgaande werk is dat in mijn framework een hele sterke
voorkennis meegenomen werd. Daardoor kunnen we de computer leren hoe letters
eruitzien. Ik heb een framework gemaakt dat werkt volgens de stelling van Bayes. Hi-
ervoor wordt alle data omgezet in kansverdelingen waarmee je heel fijn kan rekenen.
Daarna kun je zowel een kansverdeling van je gemeten data in het model stoppen, als
ook een kansverdeling met plaatjes van letters die mensen zich in hun hoofd kunnen
halen (de voorkennis). Door de stelling van Bayes wordt de vertaling van de voxels naar
pixels als het ware opgepoetst door de voorkennis van hoe letters eruit zien.
Stel dat we een vertaling van breinactivatie naar een plaatje van een letter S kregen,
maar een erg ruizige versie. Er zijn ook een heleboel pixels zwart die niet bij de S horen.
Dan gaan we per pixel van de reconstructie kijken of hij op een logisch positie valt. Als
de pixel op de boog van de S valt dan worden in de reconstructie alle pixels die samen
de S vormen uit de voorbeeld-set een klein beetje donkerder gemaakt en alle pixels die
om de S uit de voorbeeld-set heen vallen worden een klein beetje lichter gemaakt.Maar
als het pixel links op de boog van de S valt, dan valt hij ook links op het pootje van een B
uit de voorbeeld-set. Dus de reconstructie wordt ook een beetje opgepoetst om op een
B te lijken. Hierdoor zijn letters die veel op elkaar lijken moeilijk uit elkaar te houden,
zoals bijvoorbeeld de B, R en S. Andere letters zijn echter weer heel makkelijk uit elkaar
te houden, zoals de A, I en de N. Door deze slimme methode van oppoetsen op basis
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Figure 7.5: Bovenaan zie je een aantal voorbeelden van de originele letters die aan de
proefpersonen zijn getoond. Daaronder zie je de vertaling van breinactivatie naar een
beeld zonder het Bayesiaanse framework, maar zoals het rechtstreeks uit de scanner ver-
taald wordt van voxels naar pixels. De reconstructies zijn erg ruizig en de letters zijn
moeilijk te lezen.
van voorkennis werd er veel ruis uit het plaatje gehaald, omdat pixels die op een positie
zaten die niet waarschijnlijk is in letters eruit gefilterd werden. (Hoofdstuk 2)
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Figure 7.6: Bovenaan zie je weer de originele letters die proefpersonen in de scanner
hebben bekeken. Daaronder zie je de reconstructies als ze opgepoetst worden door het
Bayesiaanse framework dat voorkennis mee kan nemen van hoe letters eruit zien. De
letters zijn veel duidelijker te lezen dan voorheen en het beeld is minder ruizig.
Omdat je praktisch alle soorten data kan vertalen naar kansverdelingen kun je met
de stelling van Bayes heel makkelijk verschillende soorten data combineren. Ik heb daar
gebruik van gemaakt door informatie van het pixelniveau te koppelen aan informatie
van het letter-categorie-niveau.
Hoe groot is de kans op een letter A als ik weet dat er linksboven een pixel zwart is?
Die kans is niet zo groot,want de letterAheeft alleen zwarte pixels in hetmidden aan de
bovenkant. De positie van een zwarte pixel geeft dus informatie over welke letter meer
of minder kans maakt om een goede verklaring te zijn. Zo kunnen we voor elke pixel
uitrekenen hoeveel kans die aan elke letter toekent. Daarna wordt het een hele simpele
som van kansen van elke pixel om tot de meest waarschijnlijke letter te komen. Als we
dan uitrekenen dat een bepaalde letter meer kans maakt om de juiste te zijn op basis
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van alle pixels, dan kunnen we dat meenemen in de voorkennis. Voor de reconstructie
van deze letter laten we dan de voorbeelden van de letter A zwaarder wegen dan de
voorbeelden van de andere letters. Zo kunnen we voor een zwarte pixel linksboven de
letters B, R en Nwel meewegen door hun een zwarte pixel linksboven, maar de A, I en
de S niet meewegen omdat zij geen pixel hebben in de linkerbovenhoek. (Hoofdstuk 3)
Figure 7.7: Aan de linkerkant staan de originele beelden zoals die getoond zijn aan de
proefpersonen en aan de rechterkant zie je de verbeterde reconstructies. Eerst wordt er
uitgerekend bij welke hoofdcategorie een plaatje hoort. Is het een A of een B bijvoor-
beeld. Daarna wordt de kans op elke hoofdcategorie meegenomen als gewicht voor de
voorkennis. De plaatjes worden daarna alleen opgepoetst met voorkennis van de juiste
categorie wat leidt tot veel schonere beelden dan voorheen.
Je kunt je waarschijnlijk een plaatje voor de geest halen als je aan een letter denkt,
maar bijvoorbeeld ook het geluid van het uitspreken van de letter. Nu heb ik voormijn
onderzoek vooral gekeken naar de visuele cortex waar de plaatjes in het brein hersenac-
tiviteit oproepen,maarwe zouden ook kunnen kijken naar het patroon in het auditieve
hersengebieddat reageert opgeluiden.Ookdeze twee soorten informatie blekenmakke-
lijk te verenigen in het Bayesiaanse framework. Wanneer ik een tweede breingebied liet
meebeslissen over de categorie klopten de reconstructies vaker. (Hoofdstuk 4)
Hetmodel berust nu heel erg op de zes hoofdcategorieën van de letter-voorbeeld-set,
maar ik zag bijvoorbeeld dat de groep handgeschreven B’s grofweg in drie groepen op
te delen was: B’s die overeind stonden, B’s die naar rechts hingen en B’s die naar links
hingen. De zes categorieën zijn dus mogelijk niet de beste groepering van de voorbeeld-
set. Aan de hand van de gelijkenis tussen de letters in de voorbeeld-set heb ik de set in
nieuwe clusters opgedeeld die uit de data zelf geleerd kondenworden.Hierdoor kregen
we soms een cluster waar zeven B’s zaten, maar waar ook een S in zat omdat die S toe-
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vallig erg veel op de B’s leek. Maar ondanks dat werden de reconstructies preciezer als
er meer dan zes categorieën waren. Het loont dus om de groepering uit de data te leren.
(Hoofdstuk 4)
Vervolgens onderzocht ik of we nog een stapje hoger konden gaan op informatie-
niveau door woorden te reconstrueren in plaats van individuele letters. Net zoals bij de
pixels in plaatjes van letters, is er voorkennis over de letter en hun positie in woorden.
De tweede letter van een woord is bijvoorbeeld vaker een klinker dan een medeklinker.
En de laatste letter van een woord is vaak een N. Naast de pixel-informatie en letter-
categorie nemenwe nu ook de informatie van de letter-categorie van de buurletter mee.
En als voorkennis kunnen we nu van een grote woorden-set leren welke letters elkaar
wel en niet vaak opvolgen. Hiervan kunnen we dan weer een kansverdeling maken en
deze meenemen in het model. Hierdoor kunnen er nog meer letters correct gerecon-
strueerd worden. (Hoofdstuk 5)
toekomstperspectief
Met nog een niveau extra kan dit model ook zinnen oppoetsen door voorkennis van de
positie vanwoorden in zinnenmee te nemen.Dan is ditmodel klaar omhele zinnen uit
het brein te lezen bij mensen, zolang we ze letter voor letter tonen in de scanner. Stud-
ies hebben aangetoond dat hetzelfde hersengebied actief wordt wanneer we iets zien
en wanneer we ons iets voorstellen in onze gedachten. Mijn persoonlijke doel in mijn
promotieonderzoek was om ditmodel werkend te krijgen voor gedachtes aan letters. Ik
wilde graag mensen een zin laten spellen in de scanner en op die manier puur uit de
gedachten een complexe boodschap te lezen. Hier wordt nu verder aan gewerkt door
mij en andere onderzoekers.
model breder toepassen
Dit model is vrij specifiek op visuele stimuli ontworpen, maar in principe kan het op
elke modaliteit toegepast worden. Zolang je maar goed nadenkt over wat voor soort
voorkennis je erin gaat stoppen. Stel dat je bijvoorbeeld het breingebied voor armbe-
wegingen zou willen onderzoeken. Dan zou je bijvoorbeeld de positie van een arm ten
opzichte van de grond kunnen modelleren in hoeken op drie assen. Daarna kun je als
voorkennis meenemen dat sommige hoeken van de arm niet waarschijnlijk zijn, om-
dat je arm bijvoorbeeld niet naar achteren kan buigen, maar alleen naar voren. Verder
hebben ook bepaalde taken invloed op de kans dat een lichaamsdeel in een bepaalde
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positie staat. Als je typt staan je vingers bijvoorbeeld naar beneden gericht, terwijl je
vingers naar boven wijzen als je zwaait. Het zou dus erg interessant kunnen zijn om dit
Bayesiaanse framework op andere breingebieden toe te passen om te zien welke infor-
matie in welk hersengebied wordt verwerkt om tot gedrag te komen.
Daarnaast zou het ook erg interessant zijn om te kijken hoe verschillende processen
in hetzelfde hersengebied identiek zijn en van elkaar verschillen. In de visuele cortex
bijvoorbeeld zien we hersenactiviteit als proefpersonen ergens naar kijken, maar ook
wanneer proefpersonen zich iets voorstellen of als ze dromen. Met dit model zouden
we misschien meer inzicht kunnen krijgen in deze drie verschillende processen.
Met deze thesis heb ik een steen toegevoegd aan de muur van kennis over het recon-
strueren van gedachten uit het brein.Met interesse kijk ik uit naar de toekomst waar we
misschien wel kunnen schrijven zonder een woord te typen.Waar we onze zinnenmiss-
chien wel rechtstreeks uit ons brein uitlezen. Of misschien hoeven we in de toekomst
niet meer te leren tekenen of schilderen om onze zelfbedachte kunst aan de muur te
hangen. Of misschien wordt het dan wel mogelijk om lang verloren gedachtes weer
terug te vinden in de hersenen. Laat de toekomst het uitwijzen!
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mijn wetenschappelijk gewauwel. Kitty mijn eeuwige fan, degene aan wie mijnmoeder
mij durfde af te geven. Zo zorgzaam. Guus knuffelbeer.Marloes, mijn zusje, mijn steun
in alles. Patrick, Elyse, Lisanne en Renate, mijn knuffelclub, lachen gieren, voetballen.
Door jullie krijg ik altijd meteen een lach op mijn gezicht! Nicky eigenlijk mijn tweel-
ingbroer, altijd heerlijk om met jou te praten en te horen dat jij alles precies hetzelfde
doet, precies dezelfde dingenmeemaakt in je baan en in dezelfde snelheid door het leven
gaat.Hetwordt tijd dat we eens plannenwanneer we onze eerste kindjes gaanmaken :P
Rene en Paula altijd een warm huis voor me. Alsof ik weer even thuis ben bij mam, de
kachel te heet, sjaggie pielen en voetbal op tv en dan lekker kletsen over alles. Heerlijk.
Heren bedankt voor demotortochtjes en Els enHuub voor het in ere houden van de
fantastische familiedagen, Christian voor bazenpraat, Renee omde goeie dingen te zien
in iedereen, Dirk voor de gedeelde ambitie, Addie voor het inspireren van reisdrift, Jur-
gen enMickael om te laten zien dat je ondanks het verlies van een ouder toch door kan
en er sterker van kanworden.Cor,Netty,Annie enLambert voor oneindige steun, prof
Elyse voor het beste advies dat ikmaar konwensen: "Je eerste papermoet gelijk knallen!"
Mijn lichtende voorbeeld. Patrick voor de rust en kracht,Myra voor de warmte, Louise
voor het vadergevoel.
Mijn belangrijkste familielid was natuurlijk mijn mam, maar ik weet echt niet wat ik
moet zeggen. Bedankt voor alles. Je hebt me gemaakt wie ik ben. Je hebt me een sterke
onafhankelijke vrouw gemaakt en me geleerd om op eigen pootjes te staan. Maar ook
heb jeme geleerd hoe ik omhulpmoet vragen, omdat je het uiteindelijk toch niet alleen
kan. Je hebt de mensen om me heen erop voorbereid dat ik zonder jou door moest en
daardoor mijn overleving na jouw dood verzekerd. Mom, I love you, forever!
Max, Ronald enMarieke, heerlijk hoe wij oneindig lang over van alles konden ouwe-
hoeren. Meestal begon het met een leuke discussie over een wetenschappelijke zeer ver-
antwoordonderwerp zoals quantummechanica, deeltjes vs golven, dirichlet distributies
of de singulariteit, maar met grote regelmaat dreven we ook af naar de grote banaan als
god, verslavingen, koerende kippetjes, adhd of dubbele slakken penetratie. Nu zagen
we elkaar veel omdat we in hetzelfde kantoor zaten, maar daarbuiten spreken we dan
ook nog graag met elkaar af voor nog meer hard gelach onder het genot van een deca-
dent stukje paardenbiefstuk, dinertjes met multiculturele spijzen, of spelletjesavonden,
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nerdy D&D’en en vooral heel veel speciaal bier drinken op vrijdagen. Bedankt voor de
dagelijkse gezelligheid.
Thanks to all the great group members that I shared my time with: Claudia, Max,
Marieke, Ronald, Nadine, Pjotr, Irina, Ali, Umut, Pasi, Haiteng, Elena, Yuliya, Luca,
Eva,Adnan,Andrew, Sander, Jordy. Itwas amazing tobe in the labwith youguys!Great
how everybody was so interested in each others work, that we also did social things
together and talked about our science over a beer. The CCN lab was a great place to be
in!
Paul Gaalman, Markus Barth, Marek, Lena, Pascal de Water en de rest van de tech-
nische ondersteuning super bedankt! Zonder jullie had ik niet van die fantastisch data
gehad ommee te werken. Paul extra bedankt voor alle fantastische discussies en demen-
tale uitdaging die je me gaf tijdens de uren achter de scanner. Altijd een feest om met
jou in gesprek te gaan!
Willem Sanberg!Mijn zielsgenoot voor tien hele belangrijke jaren inmijn leven. Het
was me een ware eer om jouw tijd te mogen delen en zoveel leuks en fantastisch mee
te mogen maken. Bedankt voor je steun en aanwezigheid, de boeiende wetenschap-
pelijke gesprekken over waar onze onderzoeksonderwerpen raken. De gesprekken over
beleid, competenties behalen en goed onderwijs verzorgen. Maar vooral alle heerlijke
tijd samen. Bij Demos, of bomen omzagen in het bos, bier drinken, theater bezoeken,
Griekenland reizen, samenwonen, boeken lezen, series kijken, fietsen, dansen, bier drin-
ken, vlees eten, kokkerellen, knuffelen, kletsen, familie bezoeken en alle andere mooie
momenten die we samen hadden. Ik zal je nooit vergeten, je bent een essentieel deel van
mijn hart. Je geeft me vertrouwen in de goedheid van de mens. Bedankt!
Ook wil ik graag de familie en vrienden van Willem bedanken, want die waren er
ook het grootste deel van mijn phd bij en hebben me ook door de zware tijden heen
getrokken samenmetWillem. Ruth en Lancelot, Gerard en Carla. Mijn onvergetelijke
en liefdevolle schoonfamilie voor zoveel jaren! Bedankt voor jullie interesse en trots. Ik
vond het erg leuk dat ik een tijd onderdeel mocht zijn van jullie warme nestje. Bedankt
voor alle heerlijkemaaltijden en gezellig geklets over koffie.De vakanties inGriekenland,
inmiddels mijn tweede thuis. Koen, bedankt voor de warme steun en het vertrouwen.
Marjan, voor de gelijkenismetmam.Kamiel, Carolien,Marck enNicole, voor de liefde-
volle aandacht en interesse in mijn werk en leven, maar ook voor de grappen en het
harde lachen. Fieke, Jaap,Miriam,Ad,Anneke enSimon, zo geïnteresseerd enbetrokken
bij mij. Maar ook Jan enMirjam omdat jullie mij sterk hebben gemaakt in barre tijden.
Jaap voor alle kennis en interessante gesprekken over entrepreneurship. Fons en Paulus
voor de fantastisch filosofische en engineering gesprekken over een biertje.
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MaxHinne! Als een grote broer waak je overmij en steun jeme in al mijn strubbelin-
gen. We hebben prachtige momenten samen meegemaakt van het lyrisch naar huis rij-
den na een dansfeest, tot het giebelend de deur uit stappen na eenD&Dmiddag. Uren
gekokkereld, ons laten bedienen in de mooiste restaurants of gewoon een frietje delen
als midnightsnack. De uren discussiëren over alles in het leven of samen shows als ghost
in the shell en American Gods kijken om er daarna diepgaand en filosofisch over te dis-
cussiëren. Ik ben zo blij dat ik bij jou op de kamer ben gezet gedurende mijn phd. Je
bent mijn vriend voor het leven!
Jordy Thielen! Je bent zo fijn om overal bij te hebben. Je vrolijke lach, je magnifieke
dansjes en je luchtige babbel. Lotgenoot en goede warme vriend. Jouw aanwezigheid
maakt de ruimte beter. Je maakt me altijd aan het lachen en ik vind het fijn dat je altijd
voor me klaar staat.
Wendy vanGinkel!Mijn schatje en popje,maar ookwielder of blade and bow!Mwu-
hahaha. Jij bent zo scherp en grappig en de komische noot die het leven de moeite
waard maakt. Je schattige verschijning, maar dan toch die power die daaronder schuilt.
Sneeuwwitje en redder van duiven. En de ridder die een eenzaam meisje weer in de
wereld zette.
Fenny Zwart! Mijn stoere voorbeeld van vrijgevochtenheid, doorzettingsvermogen
en daadkrachtigheid. Zo’n kleinmeisje maar zo groot. Je liefdevolle aandacht en je volle
overgave in feesten tot diep in de nacht met mij. Ik mis je nu je niet in Nederland bent
en ben ontzettend bij dat je weer bijna terug bent!
Claudia Lüttke! Bedankt voor het praten over emancipatie en alle onrecht in de
wereld en het metmij vechten hiertegen. Voor het bijstaan in demoeilijke tijd metmijn
moeder. En voor het organiseren van de leuke multiculturele etentjes, het volleyen, de
spelletjes avonden en alle andere leuks.
Andrew (andMarije)! thanks for givingme a place to stay when I was lost, for spend-
ing great nights laughing, drinking beer and watching the cheesiest show in the world.
For providingmewithwhiskey-buddies inNijmegen andbeing awonderful friend. For
putting in a good word and to inspiring my confidence in a scientific career!
Max van den Boom! Bedankt voor het laten zien dat het leven nog zoveel mooier
kan zijn. Voor het discussiëren over cognitieve BCI’s en de uren plezier op conferenties,
feesten en diners.
Harold, Eric, Frank, Ronald, bedankt voor de uurtjes volley in Scheveningen, de
beachfabriek, de uren in de kroeg en alle diners. Alle fantastische adviezen over leiding
geven, leiding nemen, carrière maken, en levensgenieten.
Loes Janssen (en Thomas)! Bedankt voor alle uren in jouw bed, het fantastische vol-
leyballen met jou in allerlei groepen, je vrolijke lach en waarderende woorden, je ver-
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warmende aanwezigheid en liefde. We lijken zo op elkaar dat we soms niet uit elkaar
gehouden worden door collega’s en vrienden. Je geeft me altijd moed en laat zien dat
alles goed komt, je maakt mijn leven luchtig.
SabineHunnius! Bedankt voor het briljantementorschap dat je me bood. Oneindig
advies en voor complimenten was ik bij jou altijd aan het goede adres. Als ik even de
moed in de wetenschap verloor dan was jij er altijd om me op te rapen en uit te leggen
wat er gebeurde en hoe ik me weer veilig uit de situatie kon bewegen. Bedankt voor je
liefde, tijd en aandacht!
Piet Span en Andre de Vrieze, mijn docenten van het Cambreur, bedankt voor jullie
inspiratie, creativiteit en wijsheid. Zelfs nog na zoveel jaren!
Raymond Cuijpers! Bedankt voor je vertrouwen in mij, dat je mij onder de vleugel
vanHarold schoof enmij introduceerde bij Nijmegen.Mijnmentor inmijn studenten-
tijd en nog steeds aanmoedigend.
Discussionbuddies, bedankt voordeboeiende filosofischediscussies.MarkBlokpoel,
GuilioMeccaci, Sebo, Sasha, Peter Kok, Tim vanMourik, Anke-Marit Albers, Vincent,
Tod, Max, Ronald, Fons, Paulus. Maar ook profs en ervaren onderzoekers die de tijd
voor me namen: Roshan Cools, Pim Haselager, Iris van Rooij, Franc Grootjen, Mar-
tijn van Otterlo, Lars Kai Hanssen, Ole Winther, all the Phd’s in the group, Bertrand
Thirion, all the people in his group. Jack Gallant, Niko Kriegeskorte, Jill O’Reilly, Tim
Behrens, Rogier Mars, John Dylan Haynes, Asha ten Broeke, Inge Bleijenberg, Kristin
Lemhöfer, Janneke Jehee, Hanneke Den Ouden, Alan Sanfey en Harold Bekkering.
My beerdinking buddies. Nijmegen collegas: Andrew, Martin, Johanna, Simon-Jan,
Ricarda, Fenny,Roemer, Sebo, Sybrine,Tjerk,Remco,Andrea,Dan, Iris,Willeke,Kathi,
Selma, Natalia, Xiaochen. Nijmegen other: Bas, Lonneke, Peter. Eindhoven: Martin,
Alina, Chantal, Lennette, Yves, Nielen, Sabine,Heepster,Maayo, Froeling, Curry,Hof,
Jan, BoB, Roel, Midas,Willem, Ted,Mattie, Marcel, Diana,Merijn, Joyce. En Jan, Stef,
Joris, Yves, Michiel, Thijs, Jups, ook voor de whiskey consumptie.
Marijke Titulair! mijn soulmate, ons schuitje forever. Anneloes van Rensen, knuffe-
laar en je liefdevolle aandacht. Soe Kreek, mijn fan en aanmoediger om door te gaan.
Renske en Rick, degenen die me de vacature voor mijn phd onder de neus schoven en
zoveel gezellige momenten met me meemaakten. Merel, mijn liefdesgids en dans-babe.
Lonneke, mijn bier-buddie, detox-babe, verloren-zielen-maatje en volleyknaller: van al
mijn markten thuis. Jan Blanken!Mijn knuffelbeer en pseudovader. Bedankt voor al je
steun, whiskey en vlees. Het uren kletsen en tot de ochtendgloren doorpilsen. Mirjam
Luykx en Louise Jacobs, mijn "zusjes".Mijn tweede familie,Marijke, Henri, Anneke en
Richard.
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Techno feest en DTRHbuddies: Arief, Freek, Yuliya, Alexandra, Yoni, Lucas, Thijs,
Liewe, Sybrine, Loes, Steffie, Mark, Lennart en Vincent. Jullie hebbenme door de laat-
ste weken van mijn manuscript getrokken!
Alle volley buddies door de jaren heen. Bedankt voor alle gezellige volleyuren en het
harde lachen om de rare stunten van sommigen bij het volleyen met Donders mensen,
ervaren en onervaren: Arjan, Kors, Sara, Pascal, Loes, Steffie, Mark, Mark, Sasha, Sebo,
Sybrine,Roemer,Xiaochen,Dan,Ruud,Linda,Natasha, Sarah,Pascal,Michaela,Chris-
tian, Marlene, Florian, Poppy, Ivar, Marvin, Nestor, Claudia, Fenny, Jill, Femke, Nata-
sia, Larry, Tobias etc. Extra bedankt Pascal voor de creatieve raarheid, die wij delen.
Hippies ftw! en de fantastische bbqs in Heumen en alle uurtjes feesten. Beachbabes:
Heleen, je prachtige kijk op het leven. Mariette, voor het warme welkom. Loes, voor
het mij uitnodigen! Janna, powerwoman. Brieke, je eerlijkheid en openheid en warme
aanmoediging.Merel, je lieve steun en tips, Irene, lachebek. Simone, jouw aanstekelijke
blijheid. Inge, mijn mede nerd. Vincent, voor de fantastische training! Marcel voor het
oprichten van de beachfabriek en het mogelijk maken van zoveel uren plezier in zo’n
toffe warme beachomgeving! En op de vrijdagen Misa, Peter, Bas, Malte, Pavel, Rene,
Bram, Tim. En Aiolos dame Sue voor de fantastische training,
De fantastische ontspanningsmomenten en sportmomenten met mijn holiday bud-
dies. Het skieën met Fenny, Sybrine, Roemer, Tjerk, Rick en Willem. En de Sienna
roadtrip met Mark, Roemer, Willem, Linsey en Giulio.
Bedankt leuke band "Herrie om de hoek" voor alle muzikale en creatieve uurtjes!
Franc, Tom, Fleur, Karin, Jelle, Sara en Imro.
Andmy new colleagues inMaastricht: Alard, thanks for being such a great boss and
so involved and interested in my work and thanks for taking so much time to discuss
possible ideas and solutions to our investigations. Michael thanks for making me feel
at home, giving me a home, a hobby and bringing me to my love. In such a short time
you have given me so much! Arko, thanks for making me realise I should get cracking
withmy thesis and keepingmemellow under the circumstances and alwaysmakingme
laugh out loud. Bogna thanks for your amazing smile, your sweetness and wonderful
cooking skills. Frank thank you for your warmth, puppy eyes, and lovely stories over
coffee. Johannes, thanks for being such a hardworking and fun, inspiring student, you
mademe see the beauty of ourwork. Sven, thanks for your rawhumour and interesting
science conversations, for puzzlingwith the cell biologywithme.Anne andAnnemarie
thanks for the girl talk and the cocktails and dancing. ThanksMario for all the inspiring
talks and for keeping me focussed on continuing work on my PhD path. Thanks Sri
and Shaitra for all the fun and awesome jokes. Yuliya , thanks for the great fun and the
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climbing techniques and for keeping the Bayesian framework alive! Thanks Sytze for
giving me a house and making me feel at home instantly!
Thanks PhD comics voor het duidelijk maken hoe de wereld van een phd werkt en
hoe we daar om kunnen lachen. De pers, voor het laten zien hoe mijn werk boeiend is.
Demos, voor mij opleiden in een wereld breder dan kennis en studie alleen, alle com-
petenties, communicatie skills en inzicht in hoe bedrijven en mensen werken, hoe je
leiding geeft, hoe je groepswerk naar de top haalt. Tu/e en HTI voor de fantastische
opleiding.Het Cultuur Café voor het faciliteren vanmijn bier consumptie en boeiende
discussies en het terugvinden van mijn sanity na een week kei hard werken.
And last but not least! Robbert Harms! Bedankt voor je oneindige steun en liefde.
Hoe je me elke pijnlijke minuut van mijn thesis lijdend tot het printen hebt bijgestaan.
Soms schattig slapend op de bank naastmij om elk kwartier dan tochwakker te schieten
en me weer aan te moedigen om verder te gaan. Of anders net zo hard werkend naast
mij. Al je lieve woorden die mij erdoorheen hebben gesleept. Je oneindige vertrouwen
in mijn kunnen, je komische noot in zware tijden, je onverwachte uitbarstingen van
gekkigheid, dansjes en random songteksten op random melodietjes. Al je knuffels en
kusjes. Je heerlijke aanwezigheid bij alles. Mijn knuffelbeer. Mijn schat!
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Sanne Schoenmakers was born on January the first of 1984. Hi, yeah, that’s me. I’m
Sanne. I wrote this thesis. Also this part of the thesis. So I am not going to write it in
third person. It’s a silly tradition. As if I asked some famous person to say something
nice about me. It’s just me.Walking you through themayor steps of my life that ledme
to this PhD and a bit of the thereafter.
me as a kiddo
When my mom worked full time in Breda and I was young, she took me to a school
around the corner of herwork, butwhen I grewup Iwanted to playwith the girlfriends
from school, somomplacedme in a school inDongen,wherewe lived.DeBiezenkring!
I had a lovely time there staringout thewindow, asking toomanyquestions andkeeping
my neighbour from her work. I made my first invention on paper, a piggybank with
different compartments for your different sized coins. A more beautiful version than
the one the Postbank offered. This was also the time that I wanted to become a wash
machine repairman.
Then they let me go to the local high school "Het Cambreur College" where they
foundout Iwas not a deviant, but just bored. I took all the courses I could get. I sneaked
off to the library to read books about the brain, because I was intrigued by the strange
machine we have in our heads. Piet Span, my chemistry and natural sciences teacher,
fostered the science in me. To graduate we had to do a scientific report for natural sci-
ences, which I liked somuch, I went for perfection! I almost did except I forgot towater
my plants at the last few days of my science experiment and some of my loyal subjects
died. Luckily that never happened again.
me as a student
Then I got to leave the village and go to the big city called "Eindhoven" to become an
engineer! At first I thought my heart was in building and construction. I had a great
time drinking beer and networking in my student union "Demos". But then, suddenly,
on a Thursday morning at nine in a lecture, after drinking beer all night, I realised that
I liked drinking beer more than the courses. Also, it was disturbing that I still passed all
the exams. I decided I should find a study that would push me to study hard because it
was closer to my heart’s desires.
I switched to Technical Innovation sciences! Best choice ever! The study is designed
tomake you aproduct designer that fully understands thewishes needs andpossibilities
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of humans. I could have chosen building and architecture as my technical field, but I
decided to be bold and chose computer science instead. I studied super hard and I loved
it. I still drank beer, butmaximum till one in the night, so I could be fresh in the lecture
next morning at nine. And come exams, I would study thirteen hours straight a day.
I continued in the master Human Technology Interaction, which I loved even more,
because it contained more psychology, sociology and cognition than before. I spend
half a year studying in Sweden as part of the master. I followed a lot of programming
courses, but enjoyed the animal behaviour course the most because we did an animal
experiment in the zoo, and actually got to live in the zoo that week! My true passion
became clear in these years: cognition! "It is no way to make a living," according to my
mom, but it got accepted as a good way to make a living since it was now combined
with computer science, "best guarantee to a job is programming". The support from
mymom’s side was unfaltering.
In the final year I got to choose the topics for my research projects and I realised
that computers were actually not that intricate and the brain much more so. I actually
liked investigating brains with the help of computers more, than investigating how we
can make computers better for humans. This is when I met my second life guru, Ray-
mond Cuypers. He send me to Nijmegen to do EEG and later fMRI research. I was
amazed by the simplicity of the statistics used in neuroscience and how little use was
made of intricate algorithms, while the datasets were so rich and complex! I reinvented
the searchlight technique and my supervisor told me that Niko Kriegeskorte had al-
ready published this. Time to invent something that did not exist yet. I realised I knew
where I belonged: computational cognitive neuroscience!
me as a phd student
I showedHarold Bekkering, mymentor and amazing thesis supervisor, a few job open-
ings in computational neuroscience. The one written byMarcel van Gerven seemed to
contain exactly what I wanted and Marcel came highly recommended by Harold. So
I applied and when Marcel and I talked we had the same opinions about and love for
neuroscience and we hit it off immediately. Later I met Tom Heskes and I was sold.
These people are brilliant! This is where I want to work!
My first two years in the PhD were amazing! My research progressed super fast, we
published everything instantly and my first paper ended up in newspapers and science
magazines all over the world. Headlines like: "Brain reading reads "BRAINS" from a
reading brain"mademe laughmy pants off.Marcel was asked to talk on BBC radio and
the Dutch radio and for a short while we were famous scientists. Marcel is still famous
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and is now a professor and head of the department! But for me a different future was
in stock.
me completing my phd
My mom ended up in the hospital, because she was very sick and passed away during
my PhD.Marcel and Tomwere very gracious, and I got all the time I needed to go and
be with her. I definitely don’t regret taking my time, it was worth every second of my
life. But it did take me out of science for a while, because I had to take care of a lot of
things. Tom got me back on top of my game and I was ready to continue my career. I
started looking for a new science adventure.
Even though I applied and got flown in for jobs at great institutes around the world,
I only really felt a scientific connection with Alard Roebroeck who came to see me at
theOHBMconference in Canada.He toldme he had a job opening that could be inter-
esting for me and he was right. We immediately had cool conversations about all sorts
of scientific subjects and had the same ideas about the brain and it’s connectivity. I got
hired as a postdoc in Maastricht to work with the 7 Tesla and 9.4 Tesla scanners, the
state-of-the-art in MRI.
me as a postdoc
In my postdoc I’m working on the neural underpinnings of vision of motion. People
can follow a moving object very easily, and when it disappears behind something, and
pops back out, we know exactly where it is. So the brainmust have someway to predict
wheremovingobjectswill be in the future.Howthebrain canperform this amazing feat
with the tiny building blocks in our heads iswhat I investigate now. So I amnowadding
cell biology to my skill set and continue in computational cognitive neuroscience with
happiness.
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DONDERS GRADUATE SCHOOL FOR
COGNIT IVE NEUROSC I ENCE
For a successful research Institute, it is vital to train the next generation of young sci-
entists. To achieve this goal, the Donders Institute for Brain, Cognition and Behaviour
established theDondersGraduate School for CognitiveNeuroscience (DGCN),which
was officially recognised as a national graduate school in 2009. The Graduate School
covers training at both Master’s and PhD level and provides an excellent educational
context fully aligned with the research programme of the Donders Institute.
The school successfully attracts highly talented national and international students
in biology, physics, psycholinguistics, psychology, behavioural science,medicine and re-
lated disciplines. Selective admission and assessment centers guarantee the enrolment
of the best and most motivated students.
The DGCN tracks the career of PhD graduates carefully. More than 50% of PhD
alumni show a continuation in academiawith postdoc positions at top institutesworld-
wide, e.g. Stanford University, University of Oxford, University of Cambridge, UCL
London, MPI Leipzig, Hanyang University in South Korea, NTNUNorway, Univer-
sity of Illinois, North Western University, Northeastern University in Boston, ETH
Zürich, University of Vienna etc.
Positions outside academia spread among the following sectors: - specialists in amed-
ical environment,mainly in genetics, geriatrics, psychiatry andneurology, - specialists in
a psychological environment, e.g. as specialist in neuropsychology, psychological diag-
nostics or therapy, - higher education as coordinators or lecturers. A smaller percentage
enters business as research consultants, analysts or head of research and development.
Fewer graduates stay in a research environment as lab coordinators, technical support
or policy advisors. Upcoming possibilities are positions in the IT sector and manage-
ment position in pharmaceutical industry. In general, the PhDs graduates almost invari-
ably continuewith high-quality positions that play an important role in our knowledge
economy. For more information on the DGCN as well as past and upcoming defenses
please visit: http://www.ru.nl/donders/graduate-school/phd/
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