We determine all composition-closed equational classes of Boolean functions. These classes provide a natural generalization of clones and iterative algebras: they are closed under composition, permutation and identification (diagonalization) of variables and under introduction of inessential variables (cylindrification), but they do not necessarily contain projections. Thus the lattice formed by these classes is an extension of the Post lattice. The cardinality of this lattice is continuum, yet it is possible to describe its structure to some extent.
I. INTRODUCTION AND PRELIMINARIES
The goal of this paper is to describe classes of Boolean functions that are closed under composition, diagonalization, cylindrification and permutation of variables, but do not necessarily contain projections, thereby generalizing Post's description of Boolean clones. In order to formulate our problem more precisely, we first recall some definitions and introduce some notation. For more background on clone theory, we refer the reader to the monographs [1] and [2] .
Let A be an arbitrary finite set. We define the composition of an n-ary function f : A n → A by the k-ary functions g 1 , . . . , g n : A k → A as the k-ary function f (g 1 , . . . , g n ) given by f (g 1 , . . . , g n ) (a) = f (g 1 (a) , . . . , g n (a)) for all a ∈ A k .
We say that f is the outer function of the composition, and g 1 , . . . , g n are the inner functions.
A clone on the set A is a class C ⊆ n≥1 A A n of finitary functions that is closed under composition and contains the projections e (n) i : A n → A, (x 1 , . . . , x n ) → x i (n ∈ N, 1 ≤ i ≤ n) . If A and B are classes of functions on A, then their composition, denoted by A • B, is the set of all compositions where the outer function belongs to A and the inner functions belong to B: A • B = {f (g 1 , . . . , g n ) : f ∈ A, g 1 , . . . , g n ∈ B} .
We say that a function g is a subfunction of the function f (notation: g f ), if g ∈ {f } • {projections}. It is easy to see that g f if and only if g can be obtained from f by permutation of variables, identification of variables (diagonalization) and addition of inessential variables (cylindrification).
The subfunction relation gives rise to a quasiorder on the set of all finitary functions on A (see [3] ).
The ideals of the subfunction quasiorder coincide with function classes that can be defined by functional equations, hence they are called equational classes (see [4] , [5] ). Formally, a class K is an equational class, if f ∈ K and g f implies g ∈ K for any functions f and g. The equational classes on a given set A form a lattice with respect to inclusion. This lattice has continuum cardinality already on the two-element set, and its structure is very complicated (cf. [3] ).
The objects of our study are composition-closed equational classes, i.e., function classes K satisfying
This notion subsumes that of iterative algebras, which are usually defined with the help of the five operations ζ, τ, ∆, ∇, * introduced by Mal'cev [6] , but using function class composition we can give a very compact definition: a function class K is an iterative algebra iff
For comparison, let us reformulate the definition of a clone in this fashion as well: a function class K is a clone iff K • K ⊆ K and {projections} ⊆ K.
Clearly, we have (3) =⇒ (2) =⇒ (1). To illustrate the difference between these three notions of "closedness", let us consider the binary operation of addition on real numbers. We invite the reader to verify the following facts: The clone generated by addition consists of functions of the form a i x i (a i ∈ N). The iterative algebra generated by addition contains only those such functions where a i ≥ 2, while the composition-closed equational class generated by addition contains only those where a i is even. If A has at least three elements, then there is a continuum of clones on A (see [7] ), and a full description of clones seems to be far beyond reach. In contrast to this, there are only countably many clones on the two-element set, and only four iterative algebras that are not clones (see [8] ). However, as we shall see in Theorem 11, there are continuously many composition-closed equational classes even in the Boolean case.
The paper is organized as follows: In Section II we make some basic observations about composition-closed equational classes of Boolean functions, and we outline a strategy for constructing all such classes that generate a given clone C. In Section III we carry out this strategy for each Boolean clone C. Finally, in Section IV we sketch the lattice of compositionclosed equational classes of Boolean functions, and point out some problems for further research. The appendix contains a description of Boolean clones and the Post lattice; we will make use of these throughout the paper without reference. We omit most of the proofs; the full version of this paper has been submitted to the Journal of Multiple-Valued Logic and Soft Computing.
II. IDEMPOTENTS VS. CLONES
From now on we will restrict our attention to Boolean functions, i.e., to the case A = {0, 1}. Let us denote the lattice of equational classes (i.e., the ideal lattice of the subfunction quasiorder) of Boolean functions by E. Since composition of equational classes is associative (see [9] , [10] ), E constitutes a semigroup.
This condition is formally stronger than being closed under composition, but, as the next proposition shows, they are actually equivalent.
Proposition 1. For any class
In light of the proposition above, in the following we will refer to a composition-closed equational class simply as an idempotent. We denote the set of idempotents by I. Proposition 1 implies that I is closed under arbitrary intersections (we allow the empty class), hence it is a complete lattice. An idempotent is a clone iff it contains the projections, therefore the Post lattice appears in I as the principal filter generated by the trivial clone (see Fig. 3 ).
To describe our first examples of idempotents that are not clones, let us introduce the following notation: for any class K of Boolean functions, and any a, b ∈ {0, 1} let
It is straightforward to verify that if C is a clone, then C 00 , C 11 , C = are idempotents without projections. Considering for example the clone L of linear functions, we obtain the idempotent L 00 = {x 1 + · · · + x n : n is even}, which is the Boolean analogue of our illustrating example from Section I concerning addition on real numbers. Another non-clone idempotent is the class R of reflexive functions:
We have observed that the lattice of clones is a principal filter in I. The next proposition shows that the rest, i.e., the set of projection-free idempotents, constitutes the principal ideal generated by Ω = (see Fig. 3 ). Hence the lattice I has six coatoms: the five maximal clones (Ω 0 * , Ω * 1 , M, S, L) and Ω = .
Proposition 2. For any idempotent K ∈ I, we have K ⊆ Ω = iff K is not a clone.
Proof: If K ⊆ Ω = , then K cannot be a clone, as Ω = contains no projections. Conversely, let us suppose that K is an idempotent without projections. For any function f ∈ K, let ∆ f (x) be the unary subfunction of f defined by ∆ f (x) = f (x, . . . , x). Since K is an equational class, we have ∆ f ∈ K.
If there is a function f ∈ K such that f (0) = 0 and f (1) = 1, then we have id = ∆ f ∈ K, and then every projection belongs to K (since projections are subfunctions of the identity function), contradicting our assumption. If there is a function f ∈ K such that f (0) = 1 and f (1) = 0, then we have ¬ = ∆ f ∈ K. By making use of the fact that K is closed under composition, we can conclude id ∈ K again. In the remaining cases, every function f ∈ K satisfies
For any equational class K, let us write ⌊K⌋ for the smallest idempotent containing K, and [K] for the smallest clone containing K. For example, we have [+] = L 0 * and ⌊+⌋ = L 00 with these notations. The next proposition shows a relationship between these two closure operators. Clearly these sets form a partition of I, and we shall see in the next theorem that this is a partition into intervals.
Theorem 4. For any clone C, the set I (C) is an interval in the lattice of idempotents.
With the help of Proposition 2 we can show that the interval I (C) can have only one coatom. Theorem 5. If I (C) has more than one element, then C = is its only coatom.
Proof: If K is an element of I (C) that is different from C, then K is an idempotent that is not a clone, hence we have K ⊆ C ∩ Ω = = C = by Proposition 2.
The contents of the two theorems above are represented in Fig. 1 , which shows a picture of a typical nontrivial interval I (C).
III. THE INTERVALS I (C)
In this section we determine all idempotents by describing the intervals I (C) for every Boolean clone C. Theorem 5 allows us to prove that I (C) is trivial for "many" Boolean clones. Theorem 6. If C Ω (1) is a clone that is contained in S, Ω 01 or M , then I (C) = {C}. Proof: Let us suppose that C Ω (1) and C ⊆ S. If I (C) has at least two elements, then C = ∈ I (C) by Theorem 5, therefore [C = ] = C. However, C = = C ∩ Ω = ⊆ S ∩ Ω = = ∅, hence [C = ] is the trivial clone, contradicting C Ω (1) . The cases C ⊆ Ω 01 and C ⊆ M can be treated in a similar way, since Ω 01 ∩ Ω = = ∅, and M ∩ Ω = contains only projections and constants.
Ignoring the unary clones, only the clones represented by a black circle with a single outline and an empty (non-filled) interior on Fig. 4 remain. Thus, up to duality, we have to consider the cases C = Ω, Ω * 1 , L, L * 1 , W k , W ∞ . We treat them separately in the following theorems. We will see that in the first four cases I (C) has at most 3 elements. The intervals I W k are also finite, but their sizes do not have a common upper bound, and I (W ∞ ) is uncountable. In order to describe the intervals I W k and I (W ∞ ), we need to introduce some operators on function classes that deal with zeros of functions. For k ≥ 2 and K ⊆ Ω, let Z k K denote the set of functions f ∈ Ω such that for every at most k-element subset H ⊆ f −1 (0) there exists a function g ∈ K of the same arity as f with H ⊆ g −1 (0). Furthermore, let Z ∞ K be the set of functions f ∈ Ω such that there exists a function g ∈ K of the same arity as f with f −1 (0) ⊆ g −1 (0). Clearly, Z 2 , Z 3 , . . . , Z ∞ are closure operators on Ω. Moreover, we have Z ∞ = k≥2 Z k . Theorem 9. For any class K of Boolean functions the following two conditions are equivalent:
1) K ∈ I W k ; 2) w k ∈ K ⊆ W k , and K is an equational class satisfying Z k K = K.
Theorem 10. For any class K of Boolean functions the following two conditions are equivalent: 1) K ∈ I (W ∞ ); 2) →∈ K ⊆ W ∞ , and K is an equational class satisfying
Fig. 2. The lattice of closed classes without projections
Theorem 11. The interval I (W ∞ ) has continuum cardinality, and for 2 ≤ k < ∞ we have k + 1 ≤ I W k < ∞.
Remark 12. Let us note that Z ∞ K = K iff K is a filter in the usual pointwise ordering ≤ of Boolean functions. Let ⊑ be the transitive closure of ∪ ≥. Then ⊑ is a quasiorder on Ω, and a class K is an ideal with respect to this quasiorder iff K is an ideal w.r.t. (i.e., an equational class) and a filter w.r.t. ≤ (i.e., satisfies Z ∞ K = K). Thus we can reformulate Theorem 10 as follows: K ∈ I (W ∞ ) iff →∈ K ⊆ W ∞ and K is an ideal w.r.t. ⊑. This implies the somewhat surprising fact that a union of idempotents is idempotent in this case, i.e., the lattice operations in the interval I (W ∞ ) coincide with the set operations ∩ and ∪. Consequently, I (W ∞ ) is a distributive lattice.
IV. CONCLUDING REMARKS
Assembling the results of the previous sections, we can draw the lattice of projection-free idempotents as shown in Fig. 2 . To obtain the whole lattice I, we have to put together this lattice with the Post lattice, as shown schematically in Fig. 3 . For the "real picture" we would have to connect C = to C for each nontrivial interval I (C), but this would make the figure incomprehensibly complex.
Finally, let us mention a few directions for further investigations. Our characterization of the intervals I (W ∞ ) and I W k is not explicit, hence a more concrete description would be desirable. In particular, it would be interesting to determine (at least asymptotically) the size of I W k . To better understand the structure of I (W ∞ ), the quasiorder ⊑ defined in Remark 12 should be studied.
Although the lattice of clones over a base set with at least three elements is not fully described, it may be possible to get some results about composition-closed equational classes over arbitrary finite domains, e.g., determine minimal and maximal closed classes. The description of I obtained in this paper can also be regarded as a first step in the study of the semigroup (E; •); for further results in this direction see [11] .
APPENDIX THE POST LATTICE
There are countably many clones on the two-element set, and these have been described by E. L. Post in [8] . Fig. 4 shows the clone lattice on {0, 1}, usually referred to as the Post lattice. The top element is Ω, the class of all Boolean functions, and the bottom element is {id}, the clone consisting of projections only. The other clones labelled in the figure are the following:
• Ω 0 * is the clone of 0-preserving functions;
• Ω * 1 is the clone of 1-preserving functions; • M is the clone of monotone (order preserving) functions; • S is the clone of self-dual functions, i.e., functions satisfying ¬f (¬x 1 , . . . , ¬x n ) = f (x 1 , . . . , x n ) ;
• L is the clone of linear functions, i.e., functions of the form x 1 + · · · + x n + c with n ≥ 0, c ∈ {0, 1}; • Λ consists of conjunctions x 1 ∧ · · · ∧ x n (n ∈ N) and the two constants 0, 1; • V consists of disjunctions x 1 ∨ · · · ∨ x n (n ∈ N) and the two constants 0, 1; • Ω (1) is the clone of essentially at most unary functions; • W k is the clone of functions preserving the relation {0, 1} k \ {0}; it can be generated, e.g., by the function w k of arity k + 2 defined by w k (x 1 , . . . , x k+2 ) = 0, if |{i : x i = 1}| = 2 and x 1 = 1; 1, otherwise.
• W ∞ = W 2 ∩ W 3 ∩ · · · is the clone generated by implication; • U k is the dual of W k for k = 2, 3, . . . , ∞. All other clones can be obtained as intersections of these clones. The different types of nodes and edges in Fig. 4 help the navigation in the Post lattice as follows:
• nodes representing clones of idempotent functions have a double outline (others have a single outline), and a double edge connects a clone C to C ∩ Ω 01 ; • nodes representing clones of monotone functions are filled (others have empty interior), and a thick edge connects a clone C to C ∩ M ; • nodes representing clones of self-dual functions are squares (others are circles), and a dashed edge connects a clone C to C ∩ S; • nodes representing clones of essentially at most unary functions are grey (others are black), and all edges incident with unary clones are grey.
