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Abstract
Microblogging is a rich and plentiful source of data that contains potentially valuable information amidst noise.
This work presents software that extracts useful metadata from a microblog dataset to explore and analyze the
data for the detection and exploration of crisis events. The developed software (Vambutu) was successfully used to
examine an artificially-generated dataset for the onset and source of an illness outbreak. A part of speech tagger
was used to divide microblog posts into their component parts for the purposes of identifying posts pertaining to
first, second, and third-hand experiences. A successful demonstration of this ability revealed clearly identifiable
patterns for first-hand experiences. For example, for the word pneumonia we found patterns that were not apparent
when all posts pertaining to pneumonia were examined at once. This promising result demonstrates the potential
as a tool for filtering out irrelevant noise during the occurrence of a crisis event.
Categories and Subject Descriptors (according to ACM CCS): H.5.2 [Information Interfaces and Presentation]: User
Interfaces—GUI H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval—Search process
1. Introduction
Making sense of the large quantities of data that are stored
and collected on a daily basis is a challenging task, espe-
cially in pressure-filled situations [TC06]. Microblogging
is one such area where a large amount of data is gener-
ated on a continuous basis, some of it contradictory, and
much of it irrelevant to any particular area of study. Vi-
sual analytics is one method that can help make sense of
such data by allowing the user to make informed decisions
and draw reasonable conclusions following an interactive vi-
sual exploration of the data when presented in an appropri-
ate way [KMSZ06]. Representing the geospatial location of
microblog posts (where such information is available) can
enhance the semantic content of posts.
The small size of the microblogs leads to a high frequency
of posts, and a tendency to post during or immediately after
an event rather than several days later [JSFT07]. Disaster
response agencies wish to take advantage of this short latent
period between event and post to help inform and direct their
efforts in the event of a crisis [KPA09], and although rumors
and misinformation is present in microblogging it is possible
to estimate their reliability [CMP11].
In the event of a crisis, posts pertaining to that occurrence
would likely see key words describing the crisis (e.g. “earth-
quake”, “illness”, “fire”) rise in frequency within the data.
In order to be able to detect these sudden word frequency in-
creases, a means of categorising words must be developed so
that words of potential interest may be monitored. Plotting
the featured posts on a map would also help determine the
location of the incident. Whilst those people who are having
first-hand experience of an event may post from the location
of that event, many other posts may refer to second or third-
hand knowledge of an event, and may be posted some dis-
tance away from the event itself. Therefore one of our aims is
to determine which posts may relate to first-hand experience,
and which posts refer to second or third-hand experience.
We wish to analyze the microblog data by means of a
deictic analysis (especially person deixis on the words) to
investigate what types of words are used in the microblogs
and where they are used in the texts, and to create a visual
analytic tool that allows the user to explore and visualize the
posts. Through this approach it would be possible to discern
if the content of the microblog is about the user, direct first
person experience, or is about other people. Potentially this
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could be used to detect retweets by verb tense or pronoun
identification. For this paper we use the IEEE VAST Chal-
lenge 2011 dataset [GWLN]. This data represents a spread
of a crisis over 21 days. The advantage of using the VAST
dataset in the first instance, is because of the known ground
truth in this dataset, consequently the software can be com-
pared against a set of testable hypotheses.
In this work we present Vambuta: our software that per-
forms Visual Analytics of Micro Blogs Using Text Analy-
sis, which is developed in Java using the Processing.org li-
brary. We present how we analyze each message by their
part of speech (POS), such as: verb, participle, pronoun, ad-
verb and conjunction, and introduce our visual analytic in-
terface. Parts of speech occur in nearly every natural lan-
guage [Vou03] and the parts are largely independent of se-
mantics, and are instead a function of grammar. POS taggers
often employ a multi-stage approach, with statistical models
being used to train POS taggers on manually annotated cor-
pora in order to enable them to tag previously unseen text
with a high degree of accuracy [Rat96]. Although POS tag-
gers have been used for Twitter analysis, our work extends
this by providing a visual analytic interface where users can
select and choose different parts of speech. The advantage
of using POS is that logical conjunctions can be made over
the microblogs, where the blogs that contain (say) specific
nouns or verbs can be selected, or the usage (frequency) of
different parts of speech can be visualized. Furthermore, we
evaluate the use of a POS tagger for crisis analysis, and sug-
gest an alternative methodology for future work.
2. Related Work
Microblogs are a relatively recent technological develop-
ment, and as such, the academic body of work covering their
usage and analysis does not extend back very far [CL10].
However, analysis of microblog data has been performed by
some researchers. For instance, Java et al. [JSFT07] discov-
ered 21% of posts “mentioned” another user (i.e., prefixed a
username with an @ symbol in order to involve that user in
a dialog). URLs were found to be present in 13% of posts.
While, work by Huberman et al. [HRW09] indicated that a
disproportionately large number of posts were being made
by some posters, and that users with a high number of fol-
lowers tended to produce a higher number of posts, as did
those users who followed a large number of other users.
Researchers have developed software to visualize mi-
croblogs, display information about the people who are
tweeting and their relationships, and the GPS location of the
tweets. E.g., TweetTracker continually monitors keywords
of a crisis; Twitinfo monitors Twitter for keywords and dis-
plays the result on a timeline; and Singh et al. have used pix-
els to plot trends [SGJ10]. While White and Roth [WR10]
use geospatial location as a means of visually exploring in-
formation contained within microblog posts. White and Roth
state that this tool could be used for crime trend analysis
within a particular area of interest. Indeed, MacEachren et
al. [MRJ∗11] discuss applications of twitter for crisis man-
agement, while other researchers have focused to identify
outbreaks of illness. For instance, Achrekar et al. [AGL∗11]
conducted an experiment on twitter data, their results sup-
port the idea that microblog data can be used as a means of
accurately identifying the location of outbreaks of influenza
(and potentially other illnesses). Culotta [Cul10] conducted
a similar experiment whereby approximately 6.5 million
posts were examined for influenza-related key words. For the
VAST Challenge dataset, Bertini et al. [BBF∗11] used the
Stanford Named Entity Recognizer (NER), while Cenydd et
al. [aCWP∗11] used the first three days as the corpus with a
relative entropy metric, and Bosh et al. [BTW∗11] displayed
high frequency words using tag clouds.
3. Data Analysis & algorithmic decisions
The IEEE VAST 2011 Challenge dataset [GWLN] contains
1,023,077 microblog posts over a period of 21 days. Each
blogger has a unique ID that identified which posts had
been made by them, the number of unique IDs present in
the dataset is 73,928. The dataset consists of real-life posts,
along with created tweets, which have been cleaned and
anonymized. The blogs all occur in Vastopolis, an imaginary
city, and contain ‘ground truth’. The posting frequency for
the first 18 days of the dataset remains relatively stable after
which there is an increase in posting frequency for the re-
maining three days. Through statistical analysis using SPSS
and a histogram, the challenge dataset represents a Normal
distribution (M = 13.84,SD = 0.78). This contradicts work
by Huberman et al. [HRW09] who suggested that a loga-
rithmic distribution is found from real data. While there are
limitations to this dataset, it provides a useful test dataset
for our purposes, and because our focus is on the content of
the blogs, the data is suitable for our situation. After initial
analysis, we cleaned the dataset by removing foreign tweets,
48 posts with no message, and six posts that contained an
unusual high level of unusual characters. After cleaning the
data was tagged.
3.1. Tagging the data
We use the Stanford log-linear Part-Of-Speech Tag-
ger [TKMS03] for this work, which has a high level of tag-
ging accuracy in English [GE09]. It uses a MaxEnt (Maxi-
mum Entropy) model in conjunction with the Penn Treebank
tagset to obtain its high degree of accuracy. The software is
written in Java and is open source. Some analysis on this
POS tagger shows that accuracy is reduced (93.47%) when
used on sources that do not conform to accepted rules of
punctuation and grammar [EHH10] such as microblog mes-
sages. Consequently, recent work has focused on developing
Twitter POS tagger, corpus, and tagset in order to address
the problems associated with tagging non-standard text us-
ing traditional POS taggers [GSC∗11]. This corpus (1827
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manually annotated messages) however does not compare
favorably with the Penn Treebank corpus (4.5 million anno-
tated words), and the accuracy (89.37%) of the new tagger is
not yet high enough to justify its use in place of the Stanford
POS for our work. Therefore, although the Stanford POS
was not designed for tagging microblog data, and tagging
errors may occur, for the purposes of this research the Stan-
ford Log-linear Part-Of-Speech Tagger was be used.
Two trained tagger models are supplied with the Stan-
ford Log-linear Tagger (SLT), one that uses only left con-
text dependencies to tag words, whilst another uses bidi-
rectional context dependencies to tag words. On the Wall
Street Journal corpus, the bidirectional model was found
to be more accurate (97.28% accuracy) when compared to
the left word model (97.07% accuracy). Therefore to ascer-
tain which model would be best for our purpose we ana-
lyzed both models on a shortened (random sampled) ver-
sion of the tweet data containing 1668 messages. The time
taken to complete the analysis was considerably longer for
the bidirectional model (22 minutes and 44 seconds) than
for the left words model (11 seconds). The SLT Part-Of-
Speech Tagger performs less effectively on conversational
speech when compared to formal speech [EHH10]. This is
in part due to the lack of punctuation found within casual
speech. The messages contained within the dataset were ca-
sual in nature. In our tests, inconsistencies were generated
by both the left words and bidirectional models when deal-
ing with superfluous or incorrect punctuation usage (such
as excessive use of exclamation marks). However, the bidi-
rectional model is consistent in identifying the extraneous
punctuation as a noun, whilst the classification of the left
words model depended on the number of exclamation marks.
An inspection of the raw data showed near identical values
for all categories excepting nouns (left words: 4033, bidi-
rectional: 3742), and prepositions or subordinating conjunc-
tions (left words: 1700, bi-directional: 1636). Both mod-
els returned a total of 23,762 tags with no errors recorded.
In order to determine whether or not there was a statisti-
cal difference between the results for each model, the fre-
quency values obtained were saved into a file format read-
able by statistical package SPSS 14. A paired samples t-
test was carried out, the results of which found no statistical
difference between the left words and bidirectional models
(t(36) = −0.10, p > 0.05). The left word model was then
used to repeat the tagging process for the entire dataset,
which takes 74 minutes and 38 seconds to complete.
The parts of speech available for selection were: adjec-
tives, proper nouns, adverbs, foreign words, nouns (singular
or mass), personal pronouns, verbs (base form, including:
imperatives, infinitives, and subjunctives), verbs (non-third-
person singular present), and verbs (past tense). The deci-
sion to present these particular parts of speech to the user
were informed by the results obtained during the analysis
phase. These parts of speech represent those found to have
the highest frequencies within the dataset (excepting those
parts of speech that would not to add value to the software
such as possessive endings and cardinal numbers).
Figure 1: The picture shows the tabular interface of
Vanbuta, where users can select and plot different parts of
speech. This diagram shows ‘nouns’ on the 18th May.
3.2. Frequencies
In Vambuta we calculate the frequencies of each POS. A Fre-
quencies class was made to implement the Comparable inter-
face, which enables the Frequency objects to be sorted using
the modified merge sort provided as part of the Java Col-
lections Framework’s Collections class. We have developed
a basic tabular interface where the user can see the words ,
their ranks and can plot them on the screen (see Figure 1).
Figure 2: Tweets which contain the selected words and are
within the part-of-speech criteria are plotted by points on
the map. Here the noun “convention” is displayed.
The user can select different words to be visualized. Once
the word to be plotted had been identified, each message
was compared for string equality with both the target word
and the correct part of speech. We need to confirm the rele-
vant part of speech such to overcome possible ambiguities,
for example, plotting posts containing the verb “fire” when
the user wished to examine the noun “fire” to find a burn-
ing building. For example, the word “convention” is plotted
in Figure 2; 1838 posts contain the word “convention” on
the selected day, only two posts are not located within close
proximity to the Vastopolis Convention Center. The user can
to identify words of interest and then plot the location of
posts containing that word on map.
3.3. Word tracking and display
A full screen-capture of Vambuta is shown in Figure 3. Be-
cause the frequencies of the words change over time, we
track the changes over time, such that users can select a word
and track it’s location and frequency count over time. The
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Figure 3: The visual analytic interface of Vambuta, includ-
ing: the map, tabular query interface for the parts of speech;
the calendar interface, and the multi-word tracker interface.
Figure 4: (Top) A picture of microblogs that include “pneu-
monia”. (Bottom) Picture showing the microblogs that in-
clude “pneumonia” and “me”.
frequency of the tracked word is displayed at each time step.
A user may be able to draw informed conclusions from the
change of frequency counts over different days. We use ani-
mation to display how the blogs change over time, and ‘de-
caying plots’ that fade the display of the older plots; a three-
day window was used where the data of the previous day
was 50% transparent and the day-before 75% of its opacity.
Multiple words can be selected and tracked. Multi-word
tracking plots the data for posts that contain a conjunction
of two or more user-selected words, a frequency of all the
occurrences is generated, and the data is plotted on the map.
This is an important use of the analytics. For example, plot-
ting “pneumonia” alone is different to plotting “pneumonia”
and “me” (Figure 4). Whereas in the first plot the data is
noisy, in the second there is clear clustering around the hos-
pitals. We do note, however, that some personal pronouns do
not demonstrate clusters. E.g., in this Challenge dataset the
use of “pneumonia” with second-person personal pronouns
(e.g., “you”) do not form interesting results, neither do the
third-personal personal pronouns (e.g., “he”, “she”, “they”).
4. Discussion & Conclusion
We have developed a prototype visual analytics tool
(Vambuta) to explore POS tagged microblogging data. We
have successfully used it to display the VAST 2011 Chal-
lenge dataset and are further developing the ideas for dy-
namic microblogging data. Through building up a POS
model, we have demonstrated that it is possible to analyze
the microblogs to investigate a crisis. The word tracker and
multi-word tracker were found to be versatile features that
enabled a range of useful analyzes. They allowed a word
of interest to be tracked across time, regardless of where
that word falls within the word frequencies of any given
day. Word tracker was instrumental to discover that stomach
pains were a common complaint (1,758 posts) on the 19th
of May, but that diarrhea had become the more common ail-
ment (2,176) by the 20th with instances of stomach pains de-
creasing to 887 posts. This discovery suggests a progression
of symptoms rather than simultaneous onset of all symp-
toms. The multi-word tracker allowed users to understand
the relationship between two words of interest (e.g. “short-
ness” and “breath”), and through this method users can dis-
tinguish between first, second, and third-hand experiences
by combining a word of interest with a personal pronoun.
The decaying plots clearly showed the temporal and spa-
tial proximity of different events. For instance, the word “ter-
rible” was misspelled as “terible” was the 8th most frequent
adjective (864 posts) on the 20th of May, and yet a time track
revealed that the misspelling did not appear any other day.
Whilst the decaying plots were found useful in situations
where clear patterns were observed, these plots could add
further clutter to plots that may already be dense.
POS does have drawbacks: it is slow to calculate and eval-
uates the complete dataset. It also relies on a comprehen-
sive corpus (e.g., Penn Treebank). Other researchers have
developed keyword monitoring algorithms in order to detect
the onset of crisis events [AGL∗11,KBAL11]. However, the
challenge with these tools is that they monitor specific pre-
defined keywords for certain anticipated events. We believe
that the use of POS, frequency analysis and logical conjunc-
tions over these parts creates a powerful and useful founda-
tion to perform crisis analysis of unknown crisis. However,
further work is required. One direction is to investigate com-
parison of tweets [GAW∗11], another is to create a light-
weight POS method that quickly tags the data and allows
the corpus to dynamically change with the dynamic nature
of microblogs, and be integrated with a Visual Analytics in-
terface.
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