Abstract. The aim of this paper is to prove the theorem on invariance of domain in an arbitrary o-minimal structure. We do not make use of the methods of algebraic topology and the proof is based merely on some basic facts about cells and cell decompositions.
Preliminaries.
For the convenience of the reader we recall some notions and facts on o-minimal structures (cf. [1] ).
(1.1) A linearly ordered set R is called dense if for all a, b ∈ R with a < b there is c ∈ R such that a < c < b. Let (R, <) be a dense linearly ordered set without endpoints, that is, R has no largest or smallest element. We add two endpoints −∞, +∞ satisfying −∞ < a < +∞ for all a ∈ R and define open and closed intervals respectively by (1.2) Let (R, <) be a dense linearly ordered nonempty set without endpoints.
Definition. An o-minimal structure on R is a sequence S = (S n ) n∈N such that for each n:
1. S n is a boolean algebra of subsets of R n ; 2. If A ∈ S n , then A × R and R × A belong to S n+1 ; 3.
is the projection on the first n coordinates;
{(x, y) ∈ R
2 | x < y} ∈ S 2 ; 6. The sets in S 1 are exactly finite unions of intervals and points.
(1.3) We shall now recall an example of an o-minimal structure on the ordered set R of real numbers. A semialgebraic subset of R n is a subset defined by a finite system of polynomial equations and inequalities with real coefficients. By the Tarski-Seidenberg theorem the semialgebraic sets satisfy axiom 4 in the definition above. The remaining axioms are obviously fulfilled, so the semialgebraic sets form an o-minimal structure.
(1.4) From now on we fix an o-minimal structure S on R. 
for all x ∈ X, and in this case we put
. . , i n ) be a sequence of zeros and ones of length n. An (i 1 , . . . , i n )-cell is a definable subset of R n obtained by induction on n as follows:
is a partition of R n into finitely many cells defined inductively as follows:
• a cell decomposition of R (1.11) We define the dimension of a nonempty definable set
To the empty set we assign the dimension −∞. 
Some properties of cells.
In this section we prove some lemmas on cells. In the proofs we assume that if a cell θ is of the form (f, g), then f, g ∈ C(π(θ)). We do not consider cells of the form (−∞, f ), (f, +∞), X × R, because the corresponding proofs are simple modifications of the cases handled below.
Proof. The lemma is clear for n = 1. Let n > 1 and assume inductively the lemma holds for n − 1. Take 
Proof. By induction on n. The case n = 1 is obvious. Suppose n > 1 and that the lemma holds for n − 1.
Case 1: The cell θ is of the form (ϕ, ψ) with ϕ, ψ ∈ C(π(θ)). One checks easily that π(θ) ⊂ ∂π(G). By the induction hypothesis applied to the cells π(θ) and π(G)
there is a definable set Z ⊂ π(θ) satisfying the required conditions. We put
We may assume that L is arbitrarily small and
such that π(a) ∈ K and K \ π(θ) has exactly two definably connected components
One easily verifies that the box K has the required property. 
We put G = (−∞, f ) and θ = R × {0} × R. 
Proof. Applying Lemma (2.2) twice: to the cells θ, G and then to θ, H, we obtain definable sets Z 1 , Z 2 . We put Z = θ ∩(Z 1 ∪ Z 2 ). One checks easily that the set Z satisfies the requirements. 
, where C denotes the corresponding cell decomposition of R n−1 . Clearly, for some cell θ ∈ C of dimension n − 1 we have θ ⊂ V \ Ω.
There is a cell θ ∈ C of dimension n − 1 such that π(θ) = θ and θ ⊂ V . Obviously, θ ∩ Ω = ∅.
Main result
Proof. Given a ∈ Ω 1 we have to show that b = f (a) ∈ int Ω 2 . Let K be a closed box in R n (i.e. a cartesian product of n closed intervals) such that a ∈ int K and K ⊂ Ω 1 . Note first that by (1.15), f (K) is closed and bounded in R n . We take a stratification C of R 
