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European Central Bank working paper series   61Abstract:
Using euro-area data, we re-examine the empirical success of New Keynesian Phillips Curves
(NKPCs). The nature of our re-evaluation relies on the actual empirical underpinnings of such
estimates: we find existing estimates un-robust and – given that key parameters are generally
calibrated rather than estimated – potentially at odds with the data. We re-estimate with a well-
specified optimizing supply-side (which attempts to treat non-stationarity in factor income
shares and mark-ups) and this allows us to derive estimates of technology parameters and
marginal costs. Our resulting estimates of the euro-area NKPCs are robust, provide reasonable
estimates for fixed-price durations and discount rates and embody plausible dynamic properties.
Our method for identifying and estimating New Keynesian Phillips curves has general
applicability to a wide set of countries and might also be used in identifying sectoral NKPCs.
Keywords: Phillips Curves, Inflation Dynamics, Supply-Side, Euro-Area.
JEL classification: E31.
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New Keynesian Phillips curves (NKPCs) have become increasingly popular for
analyzing inflation persistence. They differ from traditional forms by replacing
measures of cyclical pressures (e.g., output gaps) with real marginal cost indicators
and further assume that prices are set optimally subject to Calvo staggered-price
assumptions. Recently NKPCs have also been estimated for the euro-area with some
authors claiming that the NKPC fits euro-area data better than the US with a lesser
role for backward-looking expectations in the euro area. Common criticisms of the
NKPC approach include: whether they capture actual inflation persistence, the
plausibility of their implied dynamics and their estimation methodology and power to
discriminate backward and forward looking weights.   
Our paper takes a more fundamental, empirical perspective. For instance, a well-
documented stylized fact in many European countries is the “hump-shaped” labor
income share in GDP; after increasing strongly in the 1970s, the share of labor income
in the euro area decreased continuously in the two subsequent decades. This seems to
be in apparent contradiction to the Cobb Douglas production function (implying
stationary factor income shares), which has been the maintained supply-side
hypothesis in the NKPC literature. Failure to account for these (stylized fact) supply-
side developments implies an incorrect gap measure for the fundament driving
inflation and thus spurious estimation of nominal persistence since cointegration
between the fundament and the dependent price variable is unlikely to hold. We
attempt to synthesize these long-run structural and short-run dynamic aspects. From
an empirical point of view, the specification and estimation of a realistic, data-
consistent but theoretically well-founded supply-side, to determine technology
parameters and real marginal costs, is crucial. We re-estimate with a well-specified
optimizing supply-side (which attempts to treat non-stationarity in factor income
shares and mark-ups) and this allows us to derive estimates of technology parameters,
marginal costs and “price gaps”. Our resulting estimates of the euro-area NKPCs are
robust, provide reasonable estimates for fixed-price durations and discount rates and
embody plausible dynamic properties. Our method for identifying and estimating New
Keynesian Phillips curves has general applicability to a wide set of countries and
might also be in identifying sectoral NKPCs.
ECB • Working Paper No 265 • September 2003 51.  Introduction
New Keynesian Phillips curves (NKPCs) have become increasingly popular for analyzing
inflation persistence. They differ from traditional forms by replacing measures of cyclical
pressures (e.g., output gaps) with real marginal cost indicators and further assume that prices
are set optimally subject to adjustment constraints. Enthusiasm for the New (over the Old)
might be thought to stem from at least four sources. First, whilst old style Phillips curves fit
the data robustly, their recent forecasting performance appears to have weakened.
1 This might
reflect such things as measurement errors in output gap estimates (Orphanides et al., 2000);
new economy effects or, the failure of backward-looking expectations to capture improved
policy credibility. Second, many have argued that inflation persistence is better matched by




 1999, Neiss and Nelson, 2002).
2 Third, in using real
marginal costs as the fundamental determinant of inflation, they potentially provide a richer
description of and justification for the inflationary process than output gaps (given their
decomposition into wage and productivity components). Finally, being micro-founded, they
provide a more theoretically satisfying model of inflation dynamics.
Conventional Phillips curves use the form,  t i t
I
i
i t y ~
1
η π α π + = −
= ∑  with the priors  1 = ∑
i
i α
and  0 > η .  Where  t π  is the contemporaneous inflation rate and  t y ~ is, typically, an output
gap. Thus, a positive output gap increases inflation subject to there being no long-run trade








t x δ λ π . Inflation, thus, becomes a jump process and inflation persistence or
sluggishness derives directly from that in the fundament. The fundament may be either the
output gap or the log deviation of marginal costs from steady state. Under certain
proportionality conditions, both measures are perfectly correlated. That further allows the
interpretation that marginal costs may in fact capture the “true” output gap better than
conventional de-trended measures.
Although the literature has mostly focused on US data, recently NKPCs (as here) have also
been estimated for the euro-area (e.g. Amato and Gerlach, 2000, Jondeau and Le Bihan, 2001,
                                                     
1  See Gordon (1998), Anderson and Wascher (2000).
2 Gal  and Gertler (1999) suggest that in recent US data, output gaps and marginal costs have moved in opposite
directions.
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 et al. 2001). Indeed, the latter claim that the New Phillips curves
fits euro-area data better than the US with a lesser role for backward-looking expectations in
the euro area. In spite of the recent success, however, common criticisms of the NKPC
approach include: whether they capture actual inflation persistence (Fuhrer, 1997, Fuhrer and
Moore, 1995), the plausibility of their implied dynamics (Ball, 1994, Mankiw, 2001) and their
estimation methodology.
3  Notably, on this last point, Rudd and Whelan (2003) suggest that
hybrid model suffers low power against the backward-looking one. Also Bårdsen et al. (2002)
argue that, as a statistical model, both the pure and hybrid NKPC are inadequate, and the
significance of the forward term in the hybrid model of 
 et al.( 2001) in the euro area is
therefore misleading. Likewise they show that, applying the encompassing principle also to
UK and Norwegian inflation, leads to clear rejection of the NKPC.   
Our paper takes a more fundamental, empirical perspective. For instance, a well-documented
stylized fact ￿￿￿many European countries ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿is the “hump-shaped” labor income share in GDP; a￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿







￿￿￿￿￿￿#￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿#￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿cointegration between the fundament
and the dependent price variable is unlikely to hold. +￿￿￿￿￿￿￿#￿￿￿￿￿￿￿￿￿￿￿￿￿)￿￿￿￿￿￿￿￿￿￿￿￿%￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿%￿￿￿￿￿￿￿￿￿￿￿￿￿￿#￿￿￿￿￿￿From an empirical point of view, the specification
and estimation of a realistic, data-consistent but theoretically well-founded supply-side, to
determine technology parameters and real marginal costs, is crucial. Indeed it is perhaps
surprising that, in a literature that emphasizes both clear micro foundations, properly-
measured production costs and long-run inflation determinants, the derivation of the supply
side has been by passed so lightly – being largely calibrated (neglecting data compatibility)
and indeed based on either short-run production functions omitting the capital stock or where
capital is determined outside the optimization framework.
                                                     
3  For instance, well-known problems with GMM estimation such as those related to orthogonality conditions
and instrument choice (e.g., Fuhrer et al., 1995).
4  ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
ECB • Working Paper No 265 • September 2003 7Our theoretical framework contains a multi-sector model of imperfect competition, where the
two-factor value-added production function with capital and labor as inputs is otherwise same
across firms except for the sectorally-differentiated scale and technological progress
parameters of the production function. We first aggregate the first order conditions of
optimization of firms, which are sectorally differentiated and face sectorally differentiated
demand curves. We show that these relaxations to standard assumptions introduce sectoral
production shares as determinants of the aggregate level markup. Thereafter, utilizing a
simple demand system with sectorally differentiated income elasticites we show that the long-
run development of sectoral production shares can be reduced to trend. We also show that the
relaxation of the assumption of constant price elasticity of demand introduces competitors’
price into pricing equation. When applied to the open sectors of the economy this offers an
avenue to incorporate the adverse supply side shocks of the 1970s into our framework in the
spirit presented by Bruno and Sachs (1985) and later Blanchard (1997), which is essential to
be able to explain the hump of in the labor income share in the latter half of 1970’s and early
1980’s. The specification and estimation of this supply-side system is then used to
operationalize the fundament (marginal cost) terms in the NKPC.
After incorporating a data-consistent fundament derived from our favored supply-side system,
we find NKPC estimates that compare favorably with others in the literature: discount factors
insignificantly different from unity (with annualized discount rates of around 4%), reasonable
periods of price fixedness and plausible dynamics. On the issue of discriminating between the
different forms of the curve, our estimates of the backward looking component were
numerically high (e.g., 0.3-0.5) although often not significant (depending on normalization).
Accordingly, we sought a higher degree of robustness by re-estimating using the Net Present
Value approach (Rudd and Whelan, 2003). When the present value was calculated assuming
that the fundament to be real marginal cost, the backward-looking component was estimated
to be high and significant (around 0.9); however, when using nominal marginal costs (which
we argue is the correct fundament) we derived a more balanced view on the relative merits of
backward- and forward-looking components – which are broadly compatible with our first
results.
We use euro-area data from 1970q1-1997q4, Fagan et al. (2001).
5 Applications of this data
include: Coenen and Wieland (2000), Stock et al. (2000), Coenen and Vega (2002), Smets
and Wouters (2003) as well as the aforementioned Amato and Gerlach (2000), Jondeau and
                                                     
5  The raw data can be downloaded from www.ECB.int. Longer data are now available but, for comparability
purposes, we retain that used in the earlier studies.
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 et al. (2001), Bårdsen et al. (2002). Appendix 4 explains additions to
and transformation of the database necessary to estimate the supply side: a correction to
include self-employed in labor income, consistent treatment of capital income, a correction to
real euro-area interest rates (controlling for 1970s financial repression) and the derivation of
price competitive index.
The paper proceeds as follows: Sections 2 reviews the Calvo staggered-price model and its
evolution to the NKPCs. Section 3 highlights some issues with existing NKPC studies. The
next section discusses and presents our favored supply-side system. Section 5 is our empirical
section for the NKPC and Section 6 concludes.
2.  The Calvo Staggered Price Model
A cornerstone of the New Keynesian Phillips Curve literature is price staggering. A simple
way to capture this is to assume that in any given period each firm has a fixed probability
θ − 1  that it may adjust its price during that period and, hence, a probability θ  that it will
keep its price unchanged, Calvo (1983). The expected time between price adjustments
(duration) is thus 
θ − 1
1
. Because these adjustment opportunities occur randomly, the interval
between price changes for an individual firm will be a random variable. The aggregate price
level can then be presented as the weighted sum of the prices of the firms which do not
change their prices (equaling the previous period price level) and the price 
v
t p selected by
firms that are able to change price at time t.  Denoting by lowercase letters the logarithm of
variables, the aggregate price level can be expressed as:
()
v




		j a fraction  ω − 1  of the
firms are 'forward looking' (p
f) and set prices optimally given the constraint on timing of







t p p p ω ω − + = 1 (2)
The rest of the firms are 'backward looking' and follow a rule of thumb in their price setting,
(p
b). Backward looking firms follow the price setting of their competitors and are unable to
ECB • Working Paper No 265 • September 2003 9identify whether any competitor is backward- or forward-looking. Depending on whether
there is or is not a lag in the information set available for the backward looking firms the
following two backward looking price-setting rules are specified. If the latest information of










t p p π (3a)
In (3a) the lagged inflation proxies current inflation  t π . As this kind of constraint on the
available information seems unconventionally constrained, we assume alternatively that no






t p p π + = − 1 (3b)
Alternative pricing rules (3a) and (3b) can also be interpreted in terms of Mankiw and Reis’s
(2001) “sticky-information” model; the main difference to their formulation is that they
assume that in each period only a fraction of firms updates information. In our formulation all
firms, which reset their prices, update their information with, at most, one period information
lag.
Following Rotemberg (1987), we assume that forward looking firms set their prices to
minimize a quadratic loss function that depends on the difference between the reset price over
the period it is expected to remain fixed and the optimal price in the absence of restrictions in











i p p E +
∞
=
− ∑ δθ (4)
Where δ is (as before) a subjective discount factor and 
*
, i t j p +  is the optimal price, i.e. the
latter is the profit-maximizing price for firm in the absence of any restrictions or costs
associated with price adjustment. It equals the mark-up over nominal marginal costs, i.e. in
logarithms  µ + = + +
f
i t j i t j mcn p ,
*
, , where 
f
i t j mcn + ,  is the marginal costs of the forward-looking
firm j and  0 ≥ µ  is the mark-up. The minimization of (4) implies the following relation for
the optimal reset price of firm j,
ECB • Working Paper No 265 • September 2003 10() ( ) () ∑
∞
=







t j mcn p µ δθ δθ (5)
If, in addition, firms are assumed to share common production technology and labor markets









t j ∀ =   , , for
all forward-looking firms adjusting their price at t.  Accordingly, at the aggregate, we can
write:
() ( ) () ∑
∞
=







t mcn p µ δθ δθ (6)
Equations (1)-(2), (3a) and (6), when written in terms of aggregate inflation (where
















b ,  () () ( )
1
0 1 1 1
− − − − = φ δθ θ ω λ and  () [] δ θ ω θ φ − − + = 1 1 .







t p mcn E − + + + = − + µ λ π γ π γ π 1 1 1 1 1 ) ( (8)






1 1 1 1 , , 1 1
− − − − − − = = − − = ς δθ θ ω λ ωθς γ ς θ ω δθ γ
b f  and
() δθω θ ς + = 1 .
An interesting feature of equations (7) and (8) is that, although the assumed underlying
pricing rules of backward looking firms differ, they are, in fact, observationally equivalent. It
can be shown that that between the parameter values of ω associated with the rule (3a)
(denote by  0 ω ) and the rule (3b) (denote by  1 ω ) the following relation prevails:







1  . By substituting this relation into (8) we end up with (7) or vice versa
ECB • Working Paper No 265 • September 2003 11and, hence, for the composite parameters 
f f
0 1 γ γ = , 
b b
0 1 γ γ = and 0 1 λ λ =  . This also suggests
that time series techniques are not able to identify pricing rules (3a) and (3b) from each other.
However, parameter estimates of  δ θ   and   are unaffected by this indeterminacy.  On the
positive side, we may conclude that this indeterminacy increases the generality of the
specified equations (7) and (8). Indeterminacy concerns only the identification of ω ; different
estimates are obtained conditional on the assumption concerning the information lag.
The only situation where this indeterminacy disappears is in the limiting case of completely
flexible price setting, i.e.  0 = θ . In the context of the one period information lag backward
looking rule (3a), equation (7) reduces to the backward-looking error correction form:
() () 1 1 1 − − − + − + ⋅ = t
f
t t t p mcn µ ω π ω π , while in the context of no information lag
backward looking rule, we end up with  µ + =
f
t t mcn p , i.e. prices are set optimally although
part of the firms do not base their price-setting behavior on optimization.
When the share of the backward looking firms is zero,  0 = ω , then both (7) and (8) reduce to,
() ( ) () t
f
t t t t p mcn E − + − − + =
−
+ µ θ δθ θ π δ π
1
1 1 1 ) ( (9)
Notably, specifications (7)-(9) cannot be estimated before operationalizing the marginal cost
variable 
f
t mcn . We define two approaches. The first – what might be called the standard
approach   – derives (and calibrates) marginal cost from a highly simplified production
framework. In the second – the one followed here – the fundament is determined by a fully-
specified firms-based supply-side system based on aggregation across sectors. We relax many
of the constraints typically found in this literature and allow key parameters on both the
supply and demand side to differ across sectors and goods. In the following (Section 3), we
!"##	
 et al., 2001) and, in particular, we show that
marginal costs, as typically calibrated, do not pass the standard requirements of cointegration
in euro-area data.
3.  NKPCs: Existing Studies (The Standard Approach)
Here, we argue that the reasonableness of (especially euro-area) NKPC estimates are
conditional upon two factors. The first is the scaling parameter linking the firm-level marginal
cost to the aggregate. We argue that the grounds for a non-unit value for this scaling
ECB • Working Paper No 265 • September 2003 12parameter are not well founded and require unrealistic assumption about capital. Whether the
scaling parameter is unity or not has a large bearing on the NKPC estimates. When (euro-
area) NKPCs are estimated when the scaling parameter is constrained to be non-unity, results
deteriorate markedly. The second factor is the common practice of including a freely-
estimated constant in the NKPC regression. Since such a constant is not implied by theory, we
discuss its role and interpretation. The sensitivity of estimation results with respect to both
factors (i.e., scaling parameter and constant) is a fact that we associate with the basic problem
non-stationarity of the euro-area labor income share.
3.1.  Treatment of the Capital Stock
The standard approach derives (and calibrates) the marginal cost from a highly simplified
#
	!!	
 et al., 2001) or where capital
is included but determined outside the optimization framework (Sbordone, 2002). Given
Cobb-Douglas technology 
α α
t t t t K N A Y
− =
1 and assuming that each firm is a monopolistic
competitor producing a differentiated good and faces the iso-elastic demand curve for its
products, given by,  ()




t p mcn mc − = ), specified
in terms of aggregate marginal cost, is:










t k k y y n n y y mc mc − − −
−





Thus, (10) shows that, if capital is exogenous, an assumption as to how the capital stock is
allocated across firms is required. To end up with a formula without capital, the term
() t
f
t k k −  must vanish. Two simple but unrealistic cases are: 
6




(b)  k k
f = : all capital is held by those forward-looking firms able to reset their prices at
period t.
In both cases, capital disappears and after inserting the demand function into (10) we derive:
ECB • Working Paper No 265 • September 2003 13[] []
) 1 ( 1
1
;















t mc mc mc (11)
where typically α and ξ  are calibrated to ensure a pre-set mark up. In the case where  0 = α
we have  1 = ξ and thus  t
f
t mc mc = .
Two other (more realistic) assumptions about the allocation of the exogenously-deteremined
capital stock, is to assume that the capital-output (c) or capital-labor ratio (d) is equal across
all firms:




t y k y k − = −
It is then straightforward to show that (10) collapses to  t
f
t mc mc = . Hence, independent of
α , no scaling of ξ different from unity is needed. Similarly for,




t k k n n − = −
after substituting into the production function:








t k k k k n n y y − = − + − − = − α α 1
again, we see this implies  t
f
t mc mc = and that  1 = ξ  with  ∈ α [] 1 , 0 . 
7 In fact, we derive the
same result when capital is endogenous and part the optimization framework.
8 The difference
is that in the capital-endogenous case, this holds for all future values, whereas when the
capital stock is exogenously given, this identity between aggregate and dis-aggregated
marginal cost does not hold for expected future values.  However, from the point of view of
estimated specification (7) or (8) does not matter, whilst this is not the case if one tries to
estimate in present-value form, (Rudd and Whelan, 2003).
                                                                                                                                                       
6  Sbordone (2000) suggests that for the disappearance of the capital stock, it is sufficient to say that it is
exogenous. However, equation (10) shows that this is not a sufficient condition.
7  Thus, the deviation of ξ from unity requires that the production function exhibits non-constant returns to
scale.
8  Thus, the Capital-labour ratio is determined by the relative price of inputs, which is common across firms with
homogenous labour and capital.
ECB • Working Paper No 265 • September 2003 14To conclude, the motivation for introducing this scaling parameter, ξ , to be different from
unity, is not well founded. On one hand, if capital is treated exogenously and constant returns
are assumed, this requires unrealistic assumptions about the allocation of capital, (a) or (b).
On the other, for non-constant returns, pinning down a value for ξ is difficult because there is
no straightforward way to calibrate the size of the returns to scale and, due to the difficulties
to disentangle the speed of technical progress from non-unitary returns to scale, its estimation
is very problematic.
3.2.  Estimation Issues: Labor Share Identities and Regression Constant
Our second issue highlights that the inclusion a freely-estimated constant is not neutral with
respect to the NKPC’s empirical success. We see, for instance, from equation (7 or 8) that, the
markup µ can be estimated using the level of real marginal cost as the fundamental variable.
Then, the equation includes a constant, which is directly interpretable: namely that of the
steady-state markup.  However, a typical way to operationalize the fundamental variable is,
using Cobb-Douglas, to express the markup over real marginal costs in terms of the deviation
of labor income-share from the steady state (i.e., sample average). In the following, we show
that in this context, the markup term disappears and equation does not allow any freely-
estimated constant.
Using the fact that in the steady-state (denoted by a bar):  () µ + = 1 log t c m . This implies that








s log  denotes the
log labor income share. Hence, with the scaling parameter ξ  in (11), linking the firm-level
marginal cost to the aggregate, equaling to unity, equation (7) can be written as:
() () ( ) () 0 1 1 1 1 1 = − − − − − − − − + s st t t t δθ θ ω ωπ θδπ φπ                                                (12)
Specification (12) has the advantage that no assumption concerning the production function
parameters or markup is needed.
Clearly there is no role for a constant in this equation (i.e., it is not implied by theory).
Nevertheless, when equilibrium inflation deviates from zero, the question arises as to the
ECB • Working Paper No 265 • September 2003 15requirement for a constant to account for non-zero sample average (steady-state) inflation.
This argument would imply the following specification, where the dependent variable
(inflation), as well as the driving variable, is measured as deviation from sample average, π
(which is the operational measure for equilibrium inflation, 
* π ):
() () () ( ) ( ) ( ) () 0 1 1 1 1 1 = − − − − − − − − − − − + s st t t t δθ θ ω π π ω π π θδ π π φ                    (13)
Thus, this equation includes a constant. It is not, however, freely estimated but is
given in absolute terms by () π ω θδ φ − − . Consequently, one objection might be that
specification (13) is open to the Lucas Critique since, instead of 
* π being constant
(zero, for example), it is effectively dependent on the monetary policy regime.
In fact, our derivation of equations (7) and (12) did not contain any constraining
assumption concerning the inflation regime. If the estimated equation is regime
dependent as (13) states, why does the theoretical derivation not capture it? To answer
this, equation (6),  () ( ) () ∑
∞
=







t mcn p µ δθ δθ ,  is key. It states that the forward-
looking firms, which reset their price level at period t is the markup over weighted
average of future nominal marginal costs. In the regime of zero steady-state inflation,




t mcn p + = µ . However, more generally in the equilibrium inflation regime











t mcn p . Hence, with
values of the price fixing parameter  0 > θ , the reset price depends positively on the
equilibrium inflation rate and the new fixed price may be well above the markup over
current nominal marginal costs. This reflects, however, the fact that the price-resetting
firms expect their prices to be fixed over the period  () θ − 1 1 . That, in turn, implies
that half of the time of expected price fixing, their price will be above and half of the
time below the markup over marginal costs prevailing at each future point in time.
Therefore in aggregating across both the price-resetting and non-price re-setting firms,
the equality of the current price level and the markup over current nominal marginal
costs holds independently from the steady state inflation regime. All of this is
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does not appear in that equation.  On this basis, we prefer specification (12) to (13).
In next section, we estimate equations (12) and (13) and show that results are sensitive
with respect to which alternative is chosen. Although estimation results based on
either specification are not good, results based on specification (13) appear more
$%#!&#
 et al. (2001).
However, besides being open to Lucas Critique as argued above, their robustness can
be criticized: for instance, the magnitude of estimated parameters (e.g., price
durations, discount factors) can be economically unreasonable. Consequently, we
conclude that such weak results may highlight the problem that there is no apparent
cointegration between the euro-area actual price level and the long-run equilibrium
price level (when the latter is assumed to be determined by the labor-income share).
This, we argue, suggests mis-specification of the underlying supply side.
3.3.  Empirical Results: The Standard Approach
'
(
 et al. (2001) we present the
estimated forms of equations (12) and (13); Table 1 presents estimates of the hybrid NKPC
when  1 = ξ  in un-normalized and normalized (with respect to inflation) forms. We see
(Columns 1 and 3) based on equation (13), where all the structural parameters are estimated,

"	
 et al. (2001).
However, from an economic viewpoint the (average) price durations appear unreasonably
long (11 and 13 quarters) and, especially, the implied annualized discount rates are
unreasonably high: 50 % and 36% respectively. Constraining the discount rate to the common
annual prior of 4%, in columns 2 and 4, did not improve estimates since the implied duration
increased further to 15 and 58 quarters, respectively.
Estimates based on (12), in columns 5 and 6, fared no better except for estimates of the
discount factor, which were close to unity. The implied durations of price fixing, in turn, were
longer than in estimations based on equation (13), i.e. 18 and 527 periods respectively. We
also see that results, especially with respect to the lagged inflation coefficient, are very
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NKPC whilst normalizing them with respect to inflation favors the hybrid case.
Overall, therefore, the estimates appear weak and unrobust. This may emphasize the basic
problem that there is no apparent cointegration between the actual price level and its
constructed long-run equilibrium. This failing of stationarity essentially points to and
highlights the mis-specification of the underlying supply side.
4.  Aggregate Prices and Factor Demand in a Frictionless and Staggered-Price Economy
In this section, we first explain a frictionless model of the economy which is equivalent to a
model of long-run supply based on static optimization of the firm
9 but consistent with
observed movements in euro-area aggregate mark-ups. This allows us to revise the theoretical
framework underlying the NKPC in a more realistic direction. This model defines output
price and factor demands as a three-equation system with cross-equation parameter
constraints. After having derived our frictionless optimal price determined by the aggregated
supply-side system, we then incorporate it into the NKPC framework.
4.1.  Supply Side Considerations: Accounting for Observed Non-Stationary Markups
Here, we illustrate the approach of deriving a data consistent system of long-run supply
(Willman, 2002). Our long-run system allows price, income elasticities, markups and output
shares between sectors to differ. This implies, for instance, secular developments in the
aggregate labor-income share that are an observed feature of the euro area aggregated data,
e.g., Blanchard (1997). This phenomenon cannot be satisfactorily explained by deviation of
substitutions of capital and labor from unity. Thus, it should be clear that, though we use
euro-area data, the concerns of stationarity and proper supply modeling refer to many large
constituent countries (e.g., Germany, France) as well as potentially to the sectoral modeling of
NKPCs.
                                                     
9  Thus, we maximise the decisions of the firm sector whilst household behaviour (thus decisions on
the optimal labour-leisure trade off) is outside the scope of our framework.
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– this implies that marginal labor cost is proportional to nominal unit labor costs. Coupled
with a constant price elasticity of demand, this means that the output price should depend on
nominal unit labor cost with a unit elasticity.  This, in turn, implies, as a tautology, that real
unit labor costs (or labor income share) should be stationary (or at least trendless).  Hence, the
humped-shaped (non-stationarity) pattern of the labor-income share (Figure 1) that has been
observed at the euro-area level (e.g., Blanchard, 1997, ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿) lies in
contradiction to that theoretical framework.
Though not required, our approach also applies Cobb-Douglas technology but accounts
directly for this non-stationarity in the aggregate markup (resulting from the aggregation
across heterogeneous sectors), which then implies co-integration between the actual and






et al. (2001) and Sbordone (2002) – the optimal capital stock is included and determined
endogenously. This long-run (as opposed to short-run, capital exogenous) optimizing
framework has important implications for the estimation of NKPCs.
4.2.  Model of Long-Run Supply
We first aggregate the FOCs of optimization of firms, which are sectorally differentiated and
face sectorally-differentiated demand curves. We show that these relaxations of standard
assumptions introduce sectoral production shares as determinants of the aggregate markup.
Thereafter, utilizing a simple demand system with sectorally-differentiated income elasticites,
we show that the long-run development of sectoral production shares can be reduced to trend.
We also show that relaxing the assumption of constant price elasticity of demand, introduces
competitors' price into the pricing equation. When applied to the open sectors of the economy,
this offers an avenue to incorporate the adverse supply-side shocks of the 1970s into our
framework in the spirit of Bruno and Sachs (1985) and Blanchard (1997), which is essential to
explain the hump in the labor income share in the late 1970's and early 1980's.  The
interpretation runs that, due to less flexible labor markets in the euro area (relative to
competing non-area ones), the effects of the oil price shocks were passed more fully onto
labor costs. The dependence of open-sector price setting behavior on competing foreign prices
                                                     
10  Our theoretical framework (Sections 4.2) is written in terms of a general neo-classical framework, although in
empirical work we apply Cobb-Douglas. Willman (2002) also estimated using CES and found that a
unitary elasticity of substitution between capital and labor could not be rejected.
ECB • Working Paper No 265 • September 2003 19implies that part of the effects of adverse supply-side shocks are transmitted into lower
markups in the open sector and, through aggregation, to the whole economy.
4.2.1.  Aggregation of the long-run supply side of the firm
Consider an economy with m sectors. Firms in each sector produce differentiated goods,
which are close substitutes within each sector, but not for one another across sectors. Except
for the differences in the technological level and the growth of technological progress in each
sector, all firms use the same production technology. This assumption allows us to specify the
optimization framework in terms of the value-added concepts, which simplifies the notation.
As our aim is to model the aggregated long-run supply, no frictional elements are accounted
for and the time index t in the context of variables is suppressed unless necessary for clarity.
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where 
j
i Y , 
j
i N  
j
i K  and 
j
i k is output,  labor, capital and capital-labor ratio, of firm i in sector
j. There are m sectors in the economy and n
j firms in each sector j. 
j Y  is output of sector j
and 
j D  is the demand function faced by firms in sector j. Parameter 
j γ is technological
change and 
j ε  is the price elasticity of demand in sector j.
Assume that, in each sector, a fixed share of firms are profit maximizers, while the rest
minimize their costs.
 11  As factor markets are assumed competitive, each firm i in each sector




 ⋅ − ⋅ − ⋅ = ∏




















i                                                                  (16a)
                                                     
11  This partition of decision-makers into profit maximisers and cost minimisers reflects our earlier division of
price setters; since a share of agents use rule-of-thumb (i.e., backward-looking) pricing rules they cannot be
profit maximisers; we therefore make the alternative operational assumption that they are costs minimisers.
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i                                                                                     (16b)
The FOCs of profit maximisation imply the following 3-equation system, which determines
the price of output, marginal rate of substitution between capital and labor and the production
function:
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The FOCs of cost minimization, in turn, implies the 2-equation system of (18)-(19). As the
relative factor price  q w/ in (18) is the same across firms, that implies that the capital-labor
ratio is also the same across firms equaling the aggregate capital-labor rate:
j i k k k
j j
i ∀ ∀ = = , , .
Aggregating first within and then across sectors and after some linearization (see Appendix 1)
we derive:
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An important difference of the aggregated supply-side system (20-22) compared to the firm-
level system (17)-(19) is that the price equation (22) allows for the time-varying markup. If
the sectoral markups, although constant, differ across sectors and, in addition, sectoral output
shares change, then the aggregate markup contains a secular component. This development
can be reinforced (or compensated) by sectoral differences in efficiency and technical
progress. For instance, if the output share of less competitive sectors with slower technical
development (e.g., Services) grows, this introduces a positive trend in the aggregate markup.
12
Our next relaxing assumption is that the price elasticities  j
j ∀ ε  (and hence markups) need
not be constant. This is the case, if in some sectors, assume e.g. in the export sector (j=x),




















log θ κ       ; 0 , > θ a                                                                (23)
                                                     
12  A stylized fact in the euro area development has been a strong increase in the output of the Services sector.
From 1970-1999, this share increased from 51.5% to 61.3%.  In the US, by contrast, the output share of
Services has remained roughly constant: i.e., from 64.7% to 63.0%.(Source: OECD)
13 In terms of the AIDS expenditure system, the share of country i exports in world imports (at current prices) is:













i P P a
D P
X P
log log θ θ κ , where  1 = ∑
i
i a ,   ∑ =
j
ij ii θ θ and  Pf    is a
weighted index of export prices  x
j P , i.e. the competing foreign price (see Deaton and Muellbauer, 1980).
ECB • Working Paper No 265 • September 2003 22where  η  is the market share of exporting sector in nominal terms, Df  i s  w o r l d  m a r k e t
demand and Pf  is the competing foreign price level. Compared to the world market the size of
the exporting firm is very small, which allows us to treat both world market demand Df and
the price level Pf as exogenous.
As is shown explicitly in Appendix 2, equation (23) implies time varying price elasticity and
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The fact that the export-sector markup depends on the competitive pressure of foreign prices
allows us to write the economy markup in (22) as:
() () ( ) () ( ) = ⋅ − − −
+
−
+ + ∑ ∑
= =
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µ        (25)
where  A µ  is the value of  A µ  calculated in terms of 
x µ  and 
x s0  is production share of the
export (or open) sector in the base (reference) period.
4.2.2.  Determination of sectoral output shares
Here, we show that, with help of a simple demand system, that the sectoral output shares can
be reduced to trend, which essentially alleviates the data requirements of estimation.
There are m sectors in the economy, of which m-1 are closed and the last is the export sector.







j Y YD  and export
sector’s output Y
x. Assuming no cross-sector substitutability between goods produced by
closed sectors, the aggregate demand for closed sector goods is determined by the demand
system,
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where 
j





, and 0 refers to the starting (or reference) period values of variables.
Equation (24) expresses the demand system for the goods of closed sectors in per capita
terms.  Values of parameter  () 0 0 < >
j j τ τ  imply greater (smaller) than unitary income
elasticity of demand.  As, by definition,  Y s YD
x) 1 ( − = , we derive for the output share
Y Y s
j j =










t s s e e e s s e s s 0 0 0 0 0 1 1 − − − − + ≈ − =                                                    (27)
where  ()
j x j e s s 0 0 0 1− =
In Appendix 3 we show that in a growing economy, utilizing the demand system (26) and
export equation (23), equation (27) can be transformed into the form,





x j x j j
t t e g g s s s s ν τ + ⋅ − − − = − 0 0 0 0 1  (28)
where g and  f g  are long-run equilibrium growth rates of domestic and foreign demand,
respectively. The term 
j
t ν   is the deviation of production share from its long-run growth trend
in the sector j, which can reasonably be assumed to be stationary. Therefore, the important
implication of equation (28) is that the long-run development of sectoral production shares are
reduced to (linear) trend, the coefficient of which is determined by two components, i.e. the
deviation of sectoral income elasticity from unity () 0 ≠
j τ and the long-run growth
difference of equilibrium foreign demand.
14
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up with the system,
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Since    , 1 t v and  t v , 2  are stationary, they are absorbed by the residuals of the estimated long-run
aggregated supply system.
4.2.3.  Specification of aggregated supply side system with the Cobb-Douglas technology
Before being able to estimate the aggregated supply-side system, the underlying technology
must be specified. From the point of view of estimation, Cobb-Douglas and CES would be
natural candidates. However, we constraint our analysis to the former since, using euro-area
data, the estimated CES function effectively reduces to the Cobb-Douglas. (Willman, 2002).
                                                                                                                                                       
14  Note our use of a linear time trend rather than, say, a quadratic since the former is implied by theory. Changing
sectoral output shares requires that income elasticities across sectors differ from unity, so if technical progress
is the driving variable for long-term growth, then this, associated with permanent deviation of elasticity from
unity, implies a linear trend. We are aware of the possible problems involved since in the very long-run
equilibrium, elasticities different from unity imply in a growing economy the infinite expansion of some
sectors and the infinite contraction of others in terms of output shares. Over an empirical horizon, constant
deviations from unity elasticity is both reasonable and empirically supported.
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For notational simplicity, stationary terms  t t v v , 2 , 1   and   are abstracted from equations (32) and
(34).
Aggregate Cobb-Douglas technology (32), implies that the marginal product of labor in
equation (34) can be expressed alternatively in the form  () () N Y MPL ⋅ − = α 1 . This implies
that (34) can also be written in that form, where the (inverted) income share is the lhs
variable:
() ( ) markup
wN
pY





 α                                                                      (35)
Equation (35) shows that the aggregated labor income share 
pY
wN
 is inversely related to the
changes in the markup and, hence, non-stationarity of the total economy markup also implies
non-stationarity of the aggregated labor income share – even assuming Cobb-Douglas




, has to be constant (stationary) for the assumption of the aggregate Cobb-
Douglas production function to be true. That implies that the GDP share of capital income,
excluding profits, is also inversely related to the aggregate markup, which may be time-
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the markup equation could be expressed alternatively in terms of capital-to-labor (34) or
output-to-labor ratio (35). However, both alternatives give practically identical estimates of
supply-side parameters. In calculating our marginal cost, we preferred (34) because the
implied marginal cost is not open to the critique made by Roberts (2001) that due to e.g. labor
hoarding, typically, the output-labor ratio is found to be pro- instead of counter-cyclical as
theory would suggest. The capital-labor ratio, in turn, behaves counter-cyclically if the
adjustment of capital to equilibrium is slower than that of labor (commonly considered a
stylized fact).
15
5.  Structural Estimates
5.1.  Estimates of the Supply Side
Estimates of our 3-equation supply-side (32-34) are given in Table 2.
16 The results appear
reasonable, significant at the 1% level and in line with our priors. Specifically, we see that the
elasticity of output with respect to Capital (β ) is around 0.3, the estimate of technical
progress (γ ) implies an annual growth of technical factor progress of 2% and η  (the
parameter capturing the trend in the mark up) deviates significantly from zero.
17 The foreign
competing price to export price (i.e., parameter χ ) also plays a significant role especially in
the behavior of the mark up in the 1970s (e.g., the two oil shocks). Note also the significance
of the interest rate dummy capturing real financing costs. 
18
                                                     
15  Preliminary examinations suggested that the NKPC estimates were not sensitive to whether (34) or (35) was
applied in estimating the supply-side. Importantly, however, in the policy field, simulations of models
incorporating NKPCs, might produce quite different dynamic results depending on the definition used.
Nevertheless, theory favors the use of a marginal product measure that behaves counter-cyclically.
16  In our GMM estimations, we use as instruments two and four period lags of inflation, two, four and five
periods lags of the mark-up over real marginal costs and the fit of the one period lead of inflation and the
mark-up over real marginal costs on the lags of: capacity utilisation rate (as defined by our supply side),
unemployment rate, nominal short term interest rate, terms of trade, change of terms of trade, real marginal
cost, residual of price equation excluding terms of trade component. The rational behind the formulation of the
composite instruments was an attempt in a parsimonious way to maximise the information contained by
history.  The dataset and (Rats) programmes used to derive our estimates are available.
17  Our interpretation of this parameter is that it reflects the rise of the output share of the (essentially less
competitive) services sector in the euro area and its constituent members.
18  This term plays an essential role in our estimation since otherwise the production function parameters (whether
Cobb-Douglas or CES) would not capture the correct relative factor income ratio. This dummy thus provides a
link from the period of financial regulation of the 1970s, when persistently negative ex-post real interest rates
probably did not properly measure true financing costs, and post 1980s more liberalised period associated with
positive real interest rates. For a more elaborate discussion, see Appendix 4.
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	!#
 et al. (2001) calibration. Notably, the
mark-up calculated by our system estimation are stationary around zero (ADF t-test = -3.8)
whilst the calibrated variant is non-stationary (ADF t-test = -0.42) and of a relatively higher
standard error (0.4 versus 0.2). 
19
5.2.  Estimation of Inflation Equations 
20
We consider two cases: Information  Lag (7) and No-Information Lag (8) across
normalizations. 
21 As is well known, non-linear estimation using GMM can be sensitive to the
way orthogonality conditions are imposed and the choice of instruments. (e.g. Fuhrer et al.,
1995). In line with this, we consider five alternative normalizations – un-normalized (A),
normalized with respect to inflation (B), one-period ahead inflation (C), the fundament (D),
and, finally, with respect to a weighted average of the fundament and inflation (E):
 22
Information Lag (Equation (7)):
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19  Phillips-Perron tests show the same and are available.
20  For estimation, two composite instruments were constructed, namely the best fits of inflation and the mark-up
over real marginal costs on the following variables (lagged at least by two periods): the residual of long-run
system of estimated potential output, the unemployment rate, short-term nominal interest rates, relative
foreign-to-competing export price, terms-of-trade, mark-up including residual component implied by the
supply-side system and real marginal costs. In addition to these composite instruments, in estimating NKPC
equations, two and four period lags of inflation and two, four and five period lags of the mark-up over real
marginal costs were used.
21  For robustness, within each case we also considered the auxiliary cases of imposing  0 = = b γ ω and
99 . 0 = δ (i.e., 4% annual discount factor). Details available.
22  Thus, as made clear earlier, our framework embodies a time varying mark-up,  t µ .
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And, equivalently, for No-Information Lag (Equation (8)):
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23  Case (E) is motivated by some previous discussion of GMM estimators (e.g., Fuhrer, 1997). Our own
justification for this weighted experiment is that in minimising the objective function GMM tends to choose
parameter estimates so that weight of the variable which has greatest variance and smallest covariance with
other variables tends towards zero. Potentially this is problem if no objective criterion exist about how
estimated equation should be normalised.  That is why, in models containing leads and lags of endogenous
variables (and which is auto-correlated), we may bias the coefficient of the error correction variable towards
zero if parameter constraints of the estimated equation allow that. However, if the equation is normalised with
respect to the error-correction term that is not possible. Hence, there are two natural ways to normalise the
estimated equation, i.e. with respect to the current-period dependent variable or in terms of  error correction
term. The essential difference between these two is that, in the first case, the objective function is minimised
conditional on the variance of inflation and, in the latter, conditional on the variance of error correction term
(which is also an endogenous variable). A third possibility is to leave the equation un-normalised. However, in
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we present our five different normalizations across the conventional information lag case and
our alternative of No-Information Lag. We estimate in terms of the price level equation -
rather than the inflation equation and derive recursively the composite parameters (e.g.,  b γ ).
We also solve for the roots of the characteristic equation of each Phillips curve – this gives us
information on the dynamic properties of each equation and thus provides a further check on
its plausibility. We estimate the hybrid ( 0 ≠ ω ) and purely forward looking cases  ( 0 = ω ).
24
As in Section 3.3, inflation was alternatively measured in unadjusted and adjusted (i.e. in
terms of deviation from sample average). Only the unadjusted results are reported because,
broadly speaking, estimated parameter remained quite robust.
25
Our conclusions are:
The discount factor (δ ) does not deviate significantly from unity or from 0.99 implying an
annual discount rate of 4%. 
26 This is a robust result and certainly in line with theory. The
parameter of price adjustment, θ , (excluding the fundament and weighted cases) is to be
found in a narrow range of 0.80-0.85 and significantly different from zero and unity. This
parameter of course determines the duration of price fixing. Over the full sample, using the
Hybrid model we find average fixed-price duration of 4.7 quarters and a slightly higher
average for the purely forward-looking case of 5.4. However, normalization with respect to
fundament and weighted normalization tend to give relatively smaller durations. Excluding
these, we find a slightly higher average duration at 5.3 and 6.4 periods respectively. 
27 In the
light of standard errors, the data supports the Hybrid specification , when estimated equation
is un-normalized and normalized with respect to lead inflation and inflation. No-information
                                                                                                                                                       
that case there is perhaps a risk that parameters become estimated such that the variable with smallest (largest)
variance gets the highest (smallest) weight within the range that parameter constraints allow.
24  Note that we estimated the equations over various sub-samples to test for structural instability of the
parameters. Since this was effectively not found, we have suppressed the various results for brevity. Details
available.
25  Most importantly, when this inflation deviation from average was used, the estimates of the discount factor
was not as precise and varied around unity depending on the normalisation – although it never deviated
significantly from unity. In addition, when the discount factor was constrained to a 4% annual rate, estimation
results were practically the same in both cases (i.e., adjusted and unadjusted inflation measures).
26 	
 et al. (2001) estimates of the (euro area) discount rate (δ ) are rather high – in the range
of 7.5%-19.6% implying an annual range of 33.5%-105%. Overall, their average figure for δ  is around 0.88
for both specifications (implying a 57% annualised discount factor).
27  %	#
!
 et al. (2001) of 10 (sic) – 12.8 (Hybrid case) and  10.4 –
12.2 (Purely forward-looking case).
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5.3.  Resultslag equations (Table 4) give slightly higher estimates and t-test values for lagged inflation
than corresponding information lag equations (Table 3). In the former case estimates of ω are
in the range of 0.39-0.59 and in the latter case in the range of 0.34-0.53. Under normalization
with respect to fundament and under weighted normalization these estimates are somewhat
smaller and statistically insignificant.
The tables also show the characteristic roots in each specified case – these give us information
about stability and dynamic adjustment. For instance, in the case of the hybrid price equation,
(7) solved in terms of the deep parameters, we have, the characteristic equation
0
2 1
) 1 ( 2
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Saddle-path stability requires one un-stable and two stable roots. The third root is clearly
unstable for  1 < ⋅ θ δ , and it can be shown that the first two roots fulfil the stability condition
if inside the open interval,  () 2 , 1 , 1 , = ∈ i i ω λ
28. In addition, the discount factor (δ ) affects
only the forward-looking (unstable) root and the backward-looking parameter (ω ) only
affects the backward-looking (stable) root(s). Note also there are two separate backward-
looking roots when θ  is sufficiently high and ω  is sufficiently low. In the opposite case, the
root tends to become complex. This pattern can be seen in our estimates, where high ω
produces cyclical adjustment. In cases A, B and C, results suggest a range for the unstable
roots between 1.18 to 1.26. (Normalizations D and E, however, give somewhat higher roots,
i.e., between 1.32 and 1.43).
Finally, results across the Information Lag and No-Information Lag cases, except estimates of
lagged inflation parameter ω , are identical, as anticipated in section 2. In un-normalized form
estimations this is not exactly the case, but there differences reflect the fact that normalization
constraints do not match exactly each other. Hence in other normalization alternatives the
estimated price dynamics are not sensitive with respect to the information lag assumption. To
conclude, our results appear reasonable and in line with our priors. All specifications pass the
orthogonality test (Hansen's J) and the regressions display durations of price stickiness
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inflation and the unnormalized case), alternatives estimated results supported the hybrid
NKPC with estimates ω (for lagged inflation) in the neighborhood of 0.5.
5.4.  The Present Value Approach 
29
Rudd and Whelan (2003) criticized the estimation approach typically taken in the literature.
They claim that instrumental variable estimates (like GMM) tend to be strongly biased
towards forward-looking inflation formation even if the true model contains no such behavior.
This situation occurs when the set of instruments contains variables that belong in the true
model for inflation and are erroneously omitted from the estimated specification.  In addition,
in the case where the lagged value of the dependent variable is (correctly) included in the
specification, the inclusion of the lagged inflation also in the set of instruments causes similar
bias. Our estimations presented in the previous section are not, however, open to this criticism
since all the instruments we used were lagged at least by two periods. 
30 However, although
our estimates for the lagged inflation were not always very precise in absolute terms, the point
estimates for the lagged inflation parameter were quite high.
31
To discriminate between the competing hypothesis of backward- and forward-looking
behavior in expectation formation, Rudd and Whelan (2003) recommend tests based on
correlations summarized by the reduced-form Phillips curve, where the lead of inflation is
reduced to the sum of the fundament:
                                                                                                                                                       
28 For the first two roots, we have the product  ω λ λ = ⋅ 2 1  and the sum
() ω ω ω θ λ λ + < + − = + 1 2 1 2 1 . Since both roots must be positive, () 0 1 < + + − ω λ ω λ this
implies that  1 < < λ ω , where λ  denotes both  1 λ and  2 λ .
29  In our “Present Value” estimates, we used as instruments, the fit and its one period lag of the difference of the
weighted present value of the fundament (the mark-up over real marginal costs) and the lagged price level on
lagged values of the fundament and lagged price level, on, two, five and seven periods lags of the short tem
interest rate, one period lag of the long-term interest rate, one and three periods lags of relative foreign-to-





 et al. (2002), who included also the one
period lag of inflation into the set of instruments.
31  Also in our estimations (not reported here but available), when the lagged inflation was included by the set of
instruments the sizes of the point estimates for the lagged inflation dropped dramatically. Also Roberts (2001)
in US data, found that estimates of NKPC are sensitive to the inclusion of lagged inflation in the instrument
set.
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where  x  refers to the fundament (e.g., either output gap or real marginal costs). In their
empirical application – as in ours – the infinite sum was approximated by a finite sum of 12
periods.  As in case of structural forms, the reduced form (36) can also estimated by
instrumental variables. The difference between (36) and the original form is that instead of the
lead of the dependent variable (inflation), the instrumented variable is the weighted sum of
the leads of the fundament.
If the NKPC is correctly specified, the present value estimates (36) should give similar results
as those based on the structural specification. However, Rudd and Whelan (2003) claim that
(36) is less likely to spuriously indicate the presence of forward-looking behavior. This is
because in this case, the term being instrumented for will not have high correlation with
variables that have been omitted from the inflation equation.  Hence, if the NKPC or its
hybrid form were true, then in (36) at most one lag of inflation would be relevant and the
parameter estimate on the lagged inflation should equal to the estimate of the structural
NKPC.
Rudd and Whelan (2003) estimated (36) on US data conditional on predetermined values of
β while  n γ   and  j ω were estimated freely. The fundamental variable x was alternatively
either the output gap or the labor income share (real marginal cost). A drawback of this
application is that the structural deep parameters are not identified.  We show later in this
section that the hybrid form of the NKPC can be presented in the Present Value form
corresponding to equation (36), where also the structural parameters are identifiable with the
gap defined as:  () 1
*
− + + − = t i t i t p p x , i.e. the gap is defined in terms of nominal marginal costs
and (predetermined) lagged price level instead of real marginal costs. Hence, the driving
variable of inflation is instead of the present value of real marginal costs, the present value of
nominal costs. Consequently, we estimate applying both interpretations. Notably, if the
nominal and real marginal cost interpretations are simultaneously correct, empirical results
should be similar. If not, we argue that the more general nominal marginal cost interpretation
should be favored.
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method and real marginal costs as the fundament, we find the backward-looking component
dominating in line with Rudd and Whelan’s (2003) findings for US data. However, when
using present value of nominal marginal costs as the driving variable, we get a more balanced
view on the relative importance of backward- and forward-looking components. All in all,
these latter results are well in line with our earlier estimates in the context of estimating the
structural-form. We conjecture that these results can be interpreted as indirect evidence in
favor of the present value of the mark-up over nominal marginal costs as being the correct
driving variable of inflation.
5.4.1.  Real marginal cost interpretation
First, we considered the standard real marginal cost interpretation. Table (5) summarizes the
results obtained from fitting equation (36) conditional on two alternative values of β  (which
equals to the discount factor in the basic (non-hybrid) specification). If the New-Keynesian
interpretation of the reduced-form, Phillips curve is correct, then the inclusion of the present
value should result in a substantial reduction in the coefficients on lagged inflation relative to
those obtained from purely backward-looking specifications (e.g.  the simple regression of
inflation on its own lags only as in the bottom row).  The results are quite similar to those of
Rudd and Whelan (2003) using US data. The introduction of the present-value term into
regression, although statistically significant, only marginally lowers the importance of the
lagged inflation. (close to 0.9), suggesting a very limited role for expected future values of the
real marginal cost variable.  In addition, these results are not compatible with our earlier
results based on estimation the structural specification – where the weight on lagged inflation
was at most only slightly above 0.5.  However, as these results are conditional on the
assumption that the present value of real marginal costs is the true driving variable, the
conclusion that the forward-looking behavior plays only marginal role price setting is not
necessarily correct.
5.4.2.  Nominal marginal cost interpretation
We next show that the present value term can be expressed as well in terms of nominal
marginal costs as real marginal costs. The former practice corresponds to the more general
interpretation that rather than being inflation equation, equation (36) is price setting equation.
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*  and expressing the parameters of our structural NKPCs in
terms of their roots, the present value form of our NKPCs can be written as,
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As shown in section 5.3, where the backward looking price setting rule contains information
lag, we derive the roots as  δθ λ 1 3 = ,  () ω ω θ λ λ 2 1 2 1 + − = +  and  ω λ λ = 2 1 . Equation
(37) can therefore be transformed into,
() () ( ) ( ) () 1
*
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1 1 1 1 − +
∞
=
− − − − − + ⋅ = ∑ t i t t
i
i
t t p p E δθ δθ θ ω π ω π                      (38)
Let us approximate the infinite sum by the finite sum,
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form corresponding to (38) can be written as,
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Consistent with our earlier results, setting  99 . 0 = δ  equation (39) contains two estimated
structural parameters  ω θ   and   . We have allowed the specification to include also an
additional constant (cons) to take into account the fact that the weighted finite sum of the
fundament is only an approximation of the infinite sum. For completeness, we estimate with
and without a constant.
As can be seen (Table 6) when estimating (39) without a constant, ω  is somewhat higher
(0.63) than in the corresponding structural NKPC equation (when normalized on current
inflation) (0.53) and is highly significant.
The estimate for θ , in turn is slightly smaller (0.77 as opposed to 0.80), implying that
average fixed-price duration is  4.3 quarters. Moreover, when a constant is included, ω  and
θ  estimates are very close to the earlier corresponding structural NKPC equation. (0.48 and
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reduced form estimation results are very supportive of our structural form estimates.
For reference, Figure 3 shows actual inflation, the fitted value (the rhs) of equation (39) and
the driving variable (i.e., the present value of the nominal value of marginal costs). As we see
the fundamental variable tracks well the downward profile of inflation over the sample (upper
panel) and the fit of the equation captures the major part of the short-run dynamics (lower
panel).
The above estimations do not, however, account for the possibility that more than one lag of
inflation plays an important role in explaining current inflation. Therefore, for further testing,
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As before, we pre-set  99 . 0 = δ . In Table 7, we see that additional lags of inflation (beyond
one) are insignificant and, rather than increasing the importance of lagged inflation, it
marginally decreases it. Our estimate for θ  – the parameter governing price duration – is very
stable across the lag structure at a value of around 0.82.
Overall, two conclusions emerge: first, it would thus implicitly appear that the point estimate
of  f γ (i.e., the forward-looking inflation coefficient) is numerically insensitive to the lag
specification because introducing more lags, largely speaking, does not affect the sum of
point estimates, ∑ ω , second, the present-value approach gives the same point estimates of
ω  (around 0.5) but by diminishing their standard errors, provides statistical support in favor
of the Hybrid model.
6.  Conclusions
In this paper, we pursued a holistic approach to evaluating and estimating New-Keynesian
Phillips curves. A firm-based supply side has been estimated to provide estimates (rather than
calibrates) of key supply parameters and marginal cost indicators. Different normalizations
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paths of the resulting estimates have then been compared.
The inclusion of a realistic, data-consistent, supply-side to determine technology parameters
and marginal cost proved essential. Indeed, estimation on euro-area data emphasizes many
key but latent issues such as the stability of factor shares, correct identification of supply
parameters, markups and marginal costs. We showed that a standard supply-side approach
could not adequately capture the trends and characteristics of the euro-area data (and, by
implication, member countries).
32 Overall, we sought a synthesis between the estimation of
euro-area NKPCs and the underlying structural features of the supply side. Failure to proceed
on this basis, risks non-cointegration between the fundament and the dependent price variable
and consequently ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
After incorporating a data-consistent fundament derived from our supply-side system, we find
NKPC estimates that compare favorably with others in the literature: discount factors
insignificantly different from unity (with annualized discount rates of around 4%), reasonable
periods of price fixedness and plausible dynamics. On the issue of discriminating between the
different forms of the curve, our estimates of the backward looking component were
numerically high (e.g., 0.3-0.5) although not always significant (depending on normalization).
Accordingly, we sought robustness by re-estimating using the Net Present Value approach
(Rudd and Whelan, 2003). When the present value was calculated in terms of real marginal
cost, the backward-looking component was estimated to be high (around 0.9) and significant;
however, when the present value was presented in terms of nominal marginal costs (which we
argue is the correct driving variable) we derived a more balanced view on the relative merits
of backward- and forward-looking components – which are broadly compatible with our first
results. Notably, if both alternative ways to define the driving variable (i.e., in terms of the
nominal or real marginal cost) are simultaneously correct, empirical results should be similar.
If not, we argue that the more general nominal marginal cost interpretation should  be
favored.
                                                     
32  Notably, our new supply-side system approach cannot capture all factors that may explain movements in
income shares, mark-ups, profitability etc. For instance, to explain the developments of the 1970s might also
require hypotheses concerning the wage-productivity nexus, technology biases (e.g. Bruno and Sachs, 1985,
Blanchard 1997) etc. However, these could be seen as complementary explanations to our framework.
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                                                                                      (A1.2)
 We assume that, in each sector, a fixed share of firms are profit maximisers, while the
rest minimise their costs.
 1  As factor markets are assumed competitive, each firm i in
each sector j faces the same nominal wage rate w and nominal user cost of capital q.
Hence, the optimisation problems of the profit maximising, on one hand, and the cost
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The FOC of profit maximisation imply the following 3-equation system, which
determines the price of output and the demand for capital and labour conditional on
the demand-determined output are:
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1 This partition of decision-makers into profit maximisers and cost minimisers reflects our earlier division of price
setters; since a share of agents use rule-of-thumb (i.e., backward-looking) pricing rules they cannot be profit
maximisers; we therefore make the alternative operational assumption that they are costs minimisers.
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The first order conditions of cost minimisation in turn, implies the 2-equation system
of (A1.5)-(A1.6). As the relative factor price  q w/ in the rhs of equation (A1.5) is the
same for all firms that implies that also the capital-labour ratio is also the same across
firms equalling the aggregate capital-labour rate:  j i k k k
j j
i ∀ ∀ = = , , . Hence
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Aggregation across sectors, as defined by identity (A1.1), implies that the aggregate
level supply-system, corresponding to the firm level supply system  (A1.4)-(A1.6),
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Equation (A1.11) is obtained straightforwardly aggregating by (A1.8) and (A1.9) can
be derived as follows:
(A1.7) ⇒ () []
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Equations (A1.9) and (A1.11) become more transparent after transforming them into
logarithmic form and then linearising the logarithms of the summation terms around
the values 
j j
t s s 0 =  and t=0:
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Equation (A1.12) corresponds to equation (20) in the text. Likewise the log of the
summation term in (A1.11) can be linearised into following form:
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Accordingly,  the log of (A1.11) can be written as:
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which corresponds to equation (22) in the text.
Appendix 2—AIDS demand function, foreign competition and the markup
Although the demand function (15) faced by firms is written in general form, the
implicit assumption has been that the price elasticities  j
j ∀ ε  (and hence markups) are
ECB • Working Paper No 265 • September 2003 44constant. We now relax that and instead assume that exporting firms face the AIDS
demand function. We show that, in the export (or, more generally, open) sector of the
economy, this assumption implies that the markup also depends on foreign
competitiveness, i.e., the ratio of competing foreign to open sector prices. For
simplicity, the export sector is treated as if there were only one exporting firm in the
economy (the mth sector, indexed by x). However, compared to the world market the
size of the exporting firm is very small, which allows us to treat both world market
demand Df and the price level Pf as exogenous.
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where κ  is the market share of exporting sector in nominal terms. Equation (A2.1)
implies the following price elasticity and the markup in the export sector:
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Equation (A2.2) states that, with θ >0, the price elasticity of exports is 1 − <
x ε . We
also see that the price elasticity is not constant, but depends on the relative price
x
f P P  and thus that the export-sector markup depends positively on competing
world market prices. For estimation purposes, it is useful to log-linearize (A2.3)
around the point ( ) 0 log = f
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The fact that the export-sector markup depends on the competitive pressure of foreign
prices allows us to write the economy markup in (22) as:
                                                          
2 In terms of the AIDS expenditure system, the share of country i exports in world imports (at current prices) is:
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D P
X P
log log θ θ κ , where  1 = ∑
i
i a ,   ∑ =
j
ij ii θ θ and  Pf    is a
weighted index of export prices  x
j P , i.e. the competing foreign price (see Deaton and Muellbauer, 1980).
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where  A µ  is the value of  A µ  calculated in terms of 
x µ  and 
x s0  is production share of
the export (or open) sector in the base (reference) period.
Appendix 3—Determination of sectoral output shares
Here, we show that, with help of a simple demand system, that the sectoral output
shares can be reduced to trend, which essentially alleviates the data requirements of
estimation.
There are m sectors in the economy, of which m-1 are closed and the last is the export








j Y YD  and export sector’s output Y
x. Assuming no cross-sector
substitutability between goods produced by closed sectors, the aggregate demand for
closed sector goods is determined by the demand system,
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, and 0 refers to the starting (or reference) period values of
variables. Equation (A3.1) expresses the demand system for the goods of closed
sectors in per capita terms.  Values of parameter  () 0 0 < >
j j τ τ  imply greater
(smaller) than unitary income elasticity of demand.  As, by definition,  Y s YD
x) 1 ( − = ,
we derive for the output share  Y Y s
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where  ()
j x j e s s 0 0 0 1− = . We next show that in a growing economy, with demand system
(A3.1), the long-run development of sectoral production shares are reduced to trend.
Assume that, on the equilibrium growth path, output per capita grows at a constant
ECB • Working Paper No 265 • September 2003 46rate  g . Equation (A3.2) implies that, on this path, the production shares 
j
t e  are
determined as,
t g e e
j j j
t ⋅ + = τ 0                                                                                                     (A3.3)
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j j u t g τ τ + ⋅                                 (A3.4)
where  t u can be assumed stationary around zero.  Regarding the development of the












































































Assuming that in a common currency denominated equilibrium, inflation rates are
equal and, denoting the equilibrium growth of foreign demand by gf, we derive the





t t v t g g s s s + ⋅ − = − 0 0                                                                                     (A3.6)
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= θ , which is assumed to be
stationary.
According to equation (A3.6) the output share of the export sector increases and the
output share of the aggregated closed sector decreases, if  . g g f >   Substituting (A3.4)
and (A3.6) into (A3.2) we obtain for  1 ,..., 1 − = m j :









x j x j j
t v e u s t e g g s s s s 0 0 0 0 0 0 1 1 + − + ⋅ − − − = − τ τ                          (A3.7)
Appendix 4—The description of the data used in estimating the supply side system
The principal source for the euro area data we use is that of the Area-Wide Model
(Fagan et al, 2001). The empirical counterparts offered by this data set for production,
labour input, capital input and prices are: Y = real GDP at factor cost, N = total
employment, K = the gross capital stock, P =  GDP deflator at factor cost
Employment Income
Employment Income is not directly available from the data of the area-wide model
and, hence, some additions to the original data must be done. In the case of labour
income, the problem is that, at the area-wide level, no data on the income of self-
employed workers are available. Based on the OECD Labour force Statistics (Labour
Force Statistics 1977-1997, OECD 1998)  (e.g. Blanchard, 1997) we use the sample
average of the labour share of paid self-employed and the average compensation per
employee in calculating the imputed income of self-employed individuals. The rest of
the entrepreneurial income of self-employed is interpreted as belonging to capital
income. Hence, average labour income per employed person is calculated as:
Employment Total
on Compensati Employees
W 193 . 1 =
Capital Stock Definitions
In calculating the capital income component of qK, we need, in addition to the capital
stock series K, an operational counterpart for the user cost of capital q. However,
regarding the capital stock, there are two different capital stock concepts available, i.e.
gross and net capital stocks. The gross capital stock can be described as a capacity
concept, i.e. it measures the potential volume of capital services which can be
produced by the existing capital stock at a given point of time (e.g. Biorn and Olsen,
1989 and OECD, 1992). The net capital stock can be described as a wealth concept;
capital has a value, which is derived from its ability to produce capital services today
and in the future. Accordingly, the recommended practice in calculating the
consumption of capital in national accounting statistics is to use the net capital stock.
The above argument supports the view that the net capital stock and the respective
depreciation rate should be used in calculating the capital income component, while
the gross capital stock should be used in the production function. To reconcile these
views, we resort to the fact that, in practice, the ratio of net to gross capital stock is
quite stable and, in the equilibrium growth path, this ratio should equal to the ratio of










 we can write
K = net net I K r P ) ( δ + = gross gross
net
gross
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Typically estimates of the net to gross capital stock ratio lie within a quite narrow
range of 0.5 to 0.7 (see e.g. Steele, 1980).
3 According to OECD statistics, for instance,
the ratio of net to gross capital stock in 1990 was 0.64 in Germany, 0.58 in France,
0.69 in Italy 0.64 in Belgium and 0.63 in Finland (OECD 1996).
4 In the following we
use value 0.64 as a “median” estimate for the euro area ratio of net to gross capital
stock.
 With the annual depreciation rate of 4% in the data of the ECB area-wide







+ ⋅ ⋅ −
=
400
4 64 . 0 ) 4 ( π
 
where  PI  = investment deflator, i = long-term interest rate, 
e π  = inflation
expectations = the HP-filter fit for one period PI -inflation
Interest Rate
We can observe two regimes in the ex post real interest rate; a negative level covering
most of 1970s and a shift in the late 1970s and early 1980s to a markedly higher level
covering the rest of the sample period.  To take into account the possibility that our
data for the euro area real interest rate do not measure correctly the marginal cost of
financing in the 1970s, a level shift dummy was constructed to correct the interest rate
upwards in the 1970s.
5 The dummy-corrected interest rate could be interpreted as a
shadow interest rate ()
n i , measuring the marginal cost of financing.
6 As shown below,








− ⋅ + = ⋅ + =




h i DUM h i i
n
Variable DUM is 1 in the early 1970s and starts deviating from unity in around 1976
and converging to zero in around 1983, after which 
n i  in practice equals to the
observable long-term interest rate (i). Now, after replacing i by 
n i  in the above

















4 64 . 0 4π  ,
where parameter h can be estimated jointly with the other parameters of the system.
Price Competitiveness
                                                          
3 Steele’s (1980) simulation experiments suggest that the relevant range could be even narrower.
4 For other euro area countries, data were not available. The French figure does not include the housing stock as
an estimate for the gross housing stock was not available. However, assuming that the ratio of net to gross
housing stock is around 0.7, as is the case very uniformly in other countries, this would imply that in France,
too, the ratio of (total) net to (total) gross capital stock would be around 0.64.
5 This is in line with Coenen and Wieland (2000) who found a strong and significant negative dependence of
euro area aggregated demand on the German real interest rate, whilst the dependency of the weighted average
of the euro area real interest rate was markedly weaker and statistically insignificant.
6 This would, of course, presuppose the existence of a rather well functioning “grey” financial market. Then,
when regulation is binding, the marginal cost of financing can be markedly above the average cost of
financing, which the interest rate LTN measures. After financial deregulation, under the Modigliani-Miller
theorem, as our user cost definition assumes, the marginal and average costs of financing are equal. For a more
detailed analysis of a credit-rationed economy, e.g. Tarkka (1985).
ECB • Working Paper No 265 • September 2003 49In constructing a series for the price competitiveness of open sector production, the
deflator of euro area exports proxies the price of the total open sector production as
constructed in the area-wide model data. As a measure for the competing foreign price
of the open sector, we use the import price of non-primary goods. It is constructed
utilising the following quasi-identity:
7
()
t t m m
f COMPR EEN P MTD *
1− =
where MTD = deflator of the euro area imports, COMPR =  commodity prices (
HWWA index), in US dollars, EEN = nominal effective exchange rate,  t m  =
elasticity estimate (the share of the primary goods imports of total euro area imports).
                                                          
7 The area-wide model data contain the variables MTD, EEN and COMPR. The series for the import share of
primary goods is calculated by the Directorate Statistics of the ECB on the basis of Eurostat data. This series
covers the period from 1980/1981. In the 1970s, mt is assumed to be constant, equalling to the value of
1980/1981.
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Labour-Income-Share






Note: The ADF t-test , at -0.42, suggest failure of stationarity.
ECB • Working Paper No 265 • September 2003 51Figure 2
Markup over real mc and labor income share









mup over real mc
labor-inc.-share
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Inflation and the present value of the driving variable













Inflation and the fitted values

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Standard errors in ()s.
SEp refers to the standard error of the price equation etc.
ADFp refers to the ADF t-test of the residual of the price equation etc.
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