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“Qualunque vetta tu sia riuscito a scalare 
ricorda sempre da dove sei partito  
e la strada che hai percorso per arrivare” 
 







The aim of this thesis is to investigate the ultrafast inter– and intra–molecular processes, 
occurring in both metal–containing molecular complexes and in proteins, by means of ultrafast 
Transient Absorption (TA) spectroscopy. 
The first part of the thesis focuses on understanding the origin of the solvent dependent 
Intersystem Crossing (ISC), from the lowest excited singlet state (1A2u) to the lowest excited 
triplet state (3A2u), in [Pt2 (P2O5H2)4]4– (Pt(pop)) and its perfluoroborated derivative [Pt2 
(P2O5(BF2)2)4]4– (Pt(pop)–BF2). Our UV pump–Visible probe TA experiments (exciting both in 
the 1A2u state and in higher–lying states) highlight the presence of an intermediate state, in 
agreement with the previous hypothesis of Milder and Brunschwig. The energy of the latter state 
is strongly modulated by both the solvent and the ligands present in the pop cage, causing the 
large difference in ISC timescales (upon excitation in the 1A2u state) between Pt(pop) in 
acetonitrile (MeCN) (< 1 ps), Pt(pop) in water (~13 ps) and Pt(pop)–BF2 in MeCN (1.6 ns). 
Excitation at higher–lying excited states populates both the 1A2u and the 3A2u state in different 
ratios, depending on the investigated system. Finally, we report on the presence of wave–packets 
in the ground and excited states, as well as the coherence transfer from the initially excited state 
to the 3A2u state. 
The second part focuses on the photo–excited tryptophan (*Trp) quenching by metal complexes 
in protein systems, such as ferrous Myoglobins (Mbs) and Prion Proteins (PrPs). Mb is a small 
globular protein composed by 153 amino acids and containing two Trp residues (positions 7 and 
14). Trp7 is ~20 Å far away from the heme and its fluorescence is only quenched via Förster 
energy transfer (FRET), while Trp14 is closer (~15 Å) and it is quenched via both FRET and 
electron transfer to the heme. Our results demonstrate that *Trp14–to–heme electron transfer 
process occurs, surprisingly, also in ferrous Mbs (e.g. deoxy–Mb and MbCO) and highlight the 
generation of a long–lived product, namely a FeII–porphyrin●−. We also report the interesting 
case of MbNO, in which the *Trp14 transfers the electron on the NO instead of the heme. 
Prion proteins are also globular proteins composed of 209 amino acids (in humans) and involved 
in metal binding. Even though a large amount of experiments and theoretical work have been 
performed on these proteins their main physiological role is not completely determined, but it is 
clear that the formation of a scrapie isoform (PrPSC) of the cellular PrPs (PrPC) is the infectious 
vi 
agent and functions as a template for the PrPC → PrPSC conversion. Our UV pump–Visible probe 
TA experiments aim to unravel the ultrafast processes occurring in the octarepeat region of PrPs 
and fill the gap between ultrashort and biological timescales. We find that both the minimum Cu 
binding sequence HGGGW (OPS) and the total octarepeat region (PHGGGWGQ)4 (OP4) 
display a non–exponential quenching of the Trp residues, which was assigned to *Trp–to–nearby 
amino acids (H, G or Q) in different peptide’s conformations. Upon Cu2+ complexation by OPS, 
a feature related to the formation of a Cu+ complex was detected. The same was not detected 
upon Cu2+ complexation by OP4, showing longer quenching timescales than the free peptide. 
Our results highlight the relationship between structural conformation of the peptide and 
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Questo lavoro consiste nell’investigare processi inter–ed intra–molecolari, attivi sia in complessi 
molecolari metallici che in proteine, tramite la spettroscopia ultrarapida d’assorbimento 
transiente (TA). 
Nella prima parte della tesi discuteremo la dipendenza dal solvente dell’Intersystem Crossing 
(ISC), dal primo stato eccitato di singoletto (1A2u) a quello di tripletto (3A2u), in sistemi quali [Pt2 
(P2O5H2)4]4– (Pt(pop)) ed il suo perfluoroborato derivato [Pt2 (P2O5(BF2)2)4]4– (Pt(pop)–BF2). Dai 
risultati ottenuti eccitando nell’UV (sia nello stato 1A2u che in stati a più alta energia) e sondando 
il campione nel visibile, si evince la presenza di uno stato intermedio, come già ipotizzato da 
Milder e Brunschwig, la cui energia è modulata sia dal solvente che dal ligando pop. Di 
conseguenza, eccitando il sistema (Pt(pop) in acetonitrile (MeCN), in acqua e Pt(pop)–BF2 in 
MeCN) in 1A2u, si osservano forti variazioni nei tempi di ISC i cui valori sono < 1 ps, ~13 ps e 
1.6 ns, rispettivamente. Se si eccita il campione a stati con più alta energia, si ha un rilassamento 
a stati aventi minore energia (1A2u ed 3A2u) la cui popolazione dipende dal solvente e dal ligando. 
Infine, in tutte le misure sono stati detettati dei pacchetti d’onda, sia nello stato fondamentale che 
in 1,3A2u, con conseguente trasferimento di coerenza tra lo stato inizialmente eccitato e 3A2u. 
La seconda parte della tesi tratta l’interazione del triptofano eccitato (*Trp) con complessi 
metallici presenti in proteine, come la Mioglobina (Mb) ferrosa ed i Prioni (PrPs). La Mb è una 
piccola proteina globulare costituita da 153 residui e contenente due Trp (posizioni 7 e 14). La 
fluorescenza del Trp7, che dista 20 Å dell’eme, viene smorzata esclusivamente tramite 
trasferimento d’energia di Förster (FRET), mentre nel caso del Trp14 (che dista 15 Å) la suddetta 
fluorescenza viene smorzata da due meccanismi (in Mb ferriche), ossia il FRET ed il 
trasferimento di carica. I nostri risultati mostrano come il trasferimento di carica sia operativo 
anche in Mb ferrose, rivelando la formazione di prodotti con tempo di vita particolarmente 
lungo, quali FeII–porphyrin●−. Inoltre mostreremo il caso della MbNO, in cui l’elettrone viene 
trasferito sul ligando e non sull’eme. 
Il trasferimento di carica è fondamentale anche nei prioni, proteine globulari costituite da 209 
residui (negli umani) e coinvolte nella coordinazione di metalli divalenti. Nonostante la grande 
quantità di informazioni sui prioni, sia sperimentali che teoriche, vi è ancora insicurezza nel 
ruolo principale dei prioni, la cui isoforma dei prioni cellulari (PrPC), cosiddetta “scrapie” 
viii 
(PrPSC), funge da base per la conversione PrPC→PrPSC. I nostri esperimenti TA, eccitando 
nell’UV e sondando il campione nel visibile, mirano a comprendere i processi ultrarapidi nella 
regione “ottaripetuta”. Sia la minima sequenza coordinante il Cu, HGGGW (OPS), che tutta la 
regione ottaripetuta, (PHGGGWGQ)4 (OP4), mostrano uno smorzamento della fluorescenza del 
*Trp rispetto al *Trp in acqua, che è stata assegnata ad un trasferimento di carica dal *Trp a 
residui vicini. I risultati del complesso OPS–Cu mostrano la formazione di un compleso 
contenente Cu+; effetto non presente nel complesso OP4–Cu, dove la fluorescenza del *Trp 
viene smorzata in tempi più lunghi del corrispettivo peptide. I nostri risultati mostrano la 
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Shining light on metal–complexes 
Metals have an extremely important role in nature and applications, being in their metallic form, 
as metal complexes, or in living organisms either as free cations (e.g. Na+ or K+) or incorporated 
in proteins as cofactors (e.g. Fe3+, Cu2+ or Mg2+ metal–complexes). The physical and chemical 
properties of metal complexes can vary strongly depending on the ligands and the metal center 
used, leading to a wide variety of possible applications. 
From the technological application point of view, the catalytic properties of molecular 
complexes are indeed of interest, as well as the capability to inject electrons on a given substrate 
upon absorption of light. Some metal complexes show particularly interesting catalytic 
properties when in their excited state, as in the case of di–metallic RhII, PdII and PtII complexes 
(e.g. RhII2(dppm)2Cl2(CO)2, PdII2(dppm)2Cl2 (where dppm = 1, 1–bis (diphenylphosphino) 
methane) and Tetrakis (µ–pyrophosphito) diplatinate(II) ([PtII2(P2O5H2)4]4−, hereafter addressed 
as Pt(pop)).[1] However, to obtain the maximum performances of a photo–catalyst, as well as to 
improve its performances, a deep knowledge of the system is required. Primarily, it is important 
to understand which state has the catalytic activity, to know its lifetime as well as to investigate 
which ligands could improve the lifetime of that (or another) state. Upon irradiation several 
processes can occur: the system can stay in the initially populated state and live long enough to 
react or it can populate other low–lying states via Intersystem Crossing (ISC) or Internal 
Conversion (IC) mechanisms. In order to find new photo–catalysts it is necessary to better 
understand the properties of suitable metal–complexes, not only on the reactive timescales 
(seconds to minutes) but also on the ultrafast timescales, in order to comprehend the photo–cycle 
of the used molecular complex and its properties. In this regards, the case of Pt(pop) is quite 
interesting, being part of a large family of di–metallic d8–d8 molecular complexes with the 
peculiarity of generating a metal–metal σ–bond in the excited state.[2] Pt(pop) caught interest as 
photo–catalyst in hydrogen production because of its capability to abstract non–acidic hydrogen 
atoms from alcohols, together with its easy synthesis and high stability.[1] Even though several 
experimental and theoretical studies were performed on Pt(pop), its photo–cycle is still not 
completely determined and its high–lying excited states have never been investigated 
experimentally. 
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On top of this, because of the ultrafast generation (10s ps) of its reactive state (the lowest excited 
triplet) the reactivity of the lowest excited singlet states has never been tested. For this reason 
several derivatives were synthesized with the sole purpose of slowing down the ISC and have the 
possibility to investigate the excited states of the molecular complex, such as the 
perfluoroborated derivative ([PtII2(P2O5(BF2)2)4]4− hereafter addressed as Pt(pop)–BF2).[3] 
Beside this, the peculiar formation of a Pt–Pt bond in the excited state, together with the high 
harmonicity of the potential energy curves in the lowest excited singlet and triplet states, drew 
the attention of scientists to the point of becoming a case–study. 
Metal–complexes are often synthesized in order to mimic the properties of a given cofactor 
present in a specific protein, giving the possibility to investigate its role and the influence of the 
protein scaffold. As a matter of fact, in living organisms metals are involved in several 
processes, e.g. bone formation (Ca), neural signal transmission (Na and K), oxygen transport in 
tissues as well as a wide variety of redox processes (Fe).[4] Metal–complexes are usually 
embedded in the protein’s structure and they act as cofactors in the protein’s physiological 
function. Of particular interest is the function of the cofactor in heme proteins, which are 
involved in a wide variety of physiological functions, ranging from electron transfer 
(Cytochrome b and c) to catalysis (Cytochrome P450, Peroxidase), and oxygen transport/storage 
(Hemoglobin and Myoglobin).[5] Although these proteins have different physiological roles, 
they share the cofactor, the heme, which is composed by a Fe–porphyrin complex connected to 
the protein via one of the axial coordination sites of the Fe ion. The sixth coordination site is 
either bound to another amino acid residue or used to perform the physiological function, e.g. 
binding molecular oxygen [6–8] or nitrogen monoxide to convert it in nitrite.[7, 8] The heme is 
involved in a series of inter–molecular processes that can either be part of an electron transport 
chain or quench nearby residues in order to rapidly dissipate excess energy. An example of heme 
protein involved in the electron transport chain in mitochondria is Cytochrome c (Cyt c). Its 
main role is to accept electrons from the Cytochrome bc1 and transfer them to the so called 
Complex IV (Cytochrome c oxidase). The electron transport process is possible because of the 
Fe ion in the heme, which can assume several oxidation states (commonly Fe2+ and Fe3+) 
allowing the electron flow between proteins. Recently, Chauvet et al [9] reported an ultrafast 
transient absorption (TA) study of the Cytochrome bc1, showing the different behavior of hemes 
b and c contained in the protein. 
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Another protein that has been widely studied is Myoglobin (Mb), which is considered the 
hydrogen atom of biology. This fairly small globular protein (153 residues) is involved in the 
oxygen storage [6–8] as well as in the physiological regulation of bioactive NO.[7, 8] This 
protein is also quite interesting from the photo–physical point of view, showing different ligand 
behaviors upon photo–excitation and highlighting the affinities of diatomic ligands both for the 
porphyrin and the protein environment. As an example in MbCO the ligand is photo–detached 
from the heme and is docked within 1 ps in a nearby pocket that hinders its recombination 
(occurring on µs [10, 11]), while in MbNO the ligand (after photolysis) recombines non 
exponentially to the heme on 10–30 ps and 120–250 ps.[12] Ligand dynamics are not the sole 
interesting photo–induced processes related to the heme, which is capable of effectively quench 
the fluorescence of various amino acids constituting the protein structure. An interesting example 
is given by the quench of excited tryptophan (*Trp) fluorescence, which previously was reported 
to occur via *Trp–to–heme energy transfer.[13, 14] However, recent 2D–UV TA experiments 
demonstrated that, in ferric Mbs, the quenching of *Trp is due to two competing processes, 
namely *Trp–to–heme energy and electron transfer.[15] 
The electron transfer processes in proteins often involve metal complexes, occurring not only in 
heme proteins but also in prion proteins. Discovered by Prusiner in 1970s,[16] the main 
physiological function of prion proteins is not completely understood yet, even though their 
involvement in transmissible spongiform encephalopaties (TSE) is clearly determined.[16–18] 
Prion proteins are involved in Cu2+ binding,[19] even if they were reported to bind other metal 
ions, e.g. Mn2+, Fe2+ and Zn2+. Furthermore, Ruiz et al [20] suggested the generation of Cu+ due 
to an electron transfer from the tryptophan residue present in the Cu–binding tail sequence. 
On these basis, in this thesis we study the ultrafast inter–and intra–molecular processes in metal–
complexes, not only in catalytically interesting complexes, such as Pt(pop) and Pt(pop)–BF2, but 
also in physiologically relevant proteins, such as Myoglobin and Prion proteins. This thesis is 
structured in six chapters. Chapter 1 gives a brief introduction on the theoretical concepts that 
underlie the main ideas of this work, which are necessary to understand the presented 
experimental results. Chapter 2 focuses on the technical side of the work, giving the details of 
the set–ups used to perform the experiments and a concise summary of the most important tools 
used in the data analysis. Chapters 3 to 5 are dedicated to the main experimental results obtained. 
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Chapter 3 focuses mainly on ultrafast phenomena in molecular complexes, investigating the ISC 
mechanism from the lowest excited singlet state to the lowest excited triplet state of Pt(pop) and 
its perfluoroborated derivative Pt(pop)–BF2. These complexes also display wave–packet 
dynamics both in the ground and excited states, showing transfer of coherence between states of 
different multiplicity. 
Chapters 4 and 5 are dedicated to the study of biological samples, which share the presence of 
electron transfer from the *Trp to a suitable acceptor.  Chapter 4 is entirely focused on the 
electron transfer process in ferrous Mbs, which is investigated by using tryptophan as a naturally 
occurring probe. Comparing selective heme excitation with excitation of both Trp and heme we 
examine the Trp photo–cycle and its relationship with the heme, the ligands bound to it and the 
amino acids present between the Trp and the heme. Therefore, in this chapter we investigate 
different ferric and ferrous Mbs, both ligated and un–ligated ones, addressing the generation of 
low–valent hemes upon electron transfer from the *Trp under physiologically relevant 
conditions. In chapter 5 we report on the ultrafast phenomena occurring in a specific portion of 
prion proteins, the N–terminal part of the peptide sequence known as the octarepeat region. The 
latter is involved in Cu2+ binding, therefore we focus on the quenching kinetics of *Trp, which 
shows different time decays before and after Cu2+ complexation. 
Finally, Chapter 6 briefly summarizes the results obtained in this work, followed by prospective 













1 Spectroscopy and Inter−/Intra−Molecular processes: an introduction 
The field of spectroscopy extends from steady state techniques to the more modern ultrafast 
time–resolved ones. This chapter focuses on describing the basic concepts of both techniques 
(Section 1.1), and on introducing the basic ultrafast inter– and intra–molecular processes 
(Section 1.2) needed to understand the discussions presented in the following chapters. 
1.1 Ultrafast Transient Absorption 
Anders Jonas Angstrom was one of the pioneers in the field of spectroscopy in 1850s. 
Nowadays, absorption and emission spectroscopies are common tools used both in research as 
well as in the industrial production and quality control. The absorption of a given solution, 
containing an absorbing molecule (chromophore), is a dimensionless quantity related to the light 
intensity before (I0) and after (I) the solution itself. Lambert and Beer described the absorption as 
function of the optical path–length (l) [cm], the concentration of the absorber (c) [mol L–1] and 
the molar extinction coefficient (ε) [mol–1 L cm–1], as shown in Equation (1.1). 
(1.1) 𝐴𝐴 (𝜆𝜆)  =  𝜀𝜀(𝜆𝜆) · 𝑐𝑐 · 𝑙𝑙 =  𝑙𝑙𝑙𝑙𝑙𝑙10( 𝐼𝐼0𝐼𝐼  )  
The molar extinction coefficient value is typical of the chromophore in a specific solvent and it 
is strictly connected to the microscopic characteristics of the system (solvent + solute) under 
study. Static spectroscopy probes only S0 → Sn transitions (S0 is the ground state and Sn indicates 
various excited states) giving no information on the excited states dynamics; however, sampling 
the system at given time–delays allows to study also the evolution of different species in 
solution. If the system is perturbed before probing its response, it is possible to study the 
dynamics related to other states than the ground state. This procedure was proposed by Norrish, 
Eigen and Porter, which implemented flash photolysis technique and received the Nobel Prize in 
1967.[21] This technique allowed to prepare the studied system in an energetically higher state 
by a flash–lamp and to probe its evolution in time, with a time–resolution in the order of micro– 
(µs), nano– (ns) and picoseconds (ps), therefore allowing the investigation of several fast 
processes such as electron transfer in protein systems [22, 23] and Intersystem Crossing (ISC). 
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The natural extension of the flash photolysis technique came with the advent of pulsed lasers, 
which allowed reaching time–resolutions in the femto– (fs) and atto–seconds (as) range.[24–26] 
These improvements allow one to investigate processes such as ultrafast Internal Conversion 
(IC), charge and energy transfer, solvation dynamics and wave packet dynamics, which occur on 
ultrafast timescales, as shown in Figure 1-1. Several ultrafast time–resolved techniques were 
implemented in the last decades, such as Fluorescence Up–Conversion [27] and Transient 
Absorption.[28, 29] Here we focus on the latter, since it is the main technique used to perform 
the experiments presented in the next chapters. A general scheme for Transient Absorption (TA) 
spectroscopy is presented in Figure 1-2: a fs pump pulse generates a perturbation in the system 
under study, which is then detected via a probe pulse (spatially overlapped with the pump pulse 
on the sample). By changing the time–delay between pump and probe pulses it is possible to 
gather information on the temporal evolution of the system from fs to ns (even ms in some 
systems[30]). In the geometry shown in Figure 1-2 the transient signal will have the same 
direction of the transmitted probe, thus being heterodyne detected with the probe light. The 
signal is usually ~1% of the absorption, or even smaller, and it is calculated by subtracting the 
probe without pump (Iu) to the probe in the presence of the pump (Ip) as shown in the following 
equation: 
(1.2) ∆𝑂𝑂𝑂𝑂 = − 𝑙𝑙𝑙𝑙𝑙𝑙10(𝐼𝐼𝑝𝑝𝐼𝐼𝑢𝑢)  ≅   1ln (10) �𝐼𝐼𝑝𝑝 −  𝐼𝐼𝑢𝑢𝐼𝐼𝑢𝑢 �  
Figure 1-1 Schematic representation of dynamic intervals for some fast and ultrafast processes. 
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The final result shown in equation (1.2) is obtained by expressing Ip = Iu + x, where x is a small 
perturbation of Iu, and then expanding the base ten logarithm in a Taylor series truncated at the 
first term. As a consequence of equation (1.2), when the probe pulse arrives on the sample before 
the pump there will be no signal; however, when the probe pulse arrives after the pump, a 
transient signal appears. Typically, a transient signal is composed by the following contributions: 
Ground State Bleach (GSB), Stimulated Emission (SE) and Excited State Absorption (ESA). The 
scheme in Figure 1-3 displays a simplistic example of these features in a four level system and 
their representation in the UV–visible region. The GSB is a pump–induced depletion of the 
amount of molecules in the ground state, thus causing less absorption with respect to the un–
pumped probe and leading to a negative transient signal. Further, the molecules excited by the 
pump pulse are in the S1 state (in the simple picture of Figure 1-3), thus their interaction with the 
probe pulse can either cause them to absorb or emit light. In the former case the excited 
molecules will absorb one photon and (depending on its energy) they will end up in S2 (ESA1) or 
S3 (ESA2), thus resulting in an increased absorption and a positive transient signal. The emission 
of light upon interaction with the probe pulse leads to SE, which gives a negative transient signal 
because the emitted photons add to the transmitted probe light, thus the detector will collect 
more light. 
Figure 1-2 Schematic representation of a Transient Absorption set – up. After the sample position are drawn two probe 
arrows: the dotted red arrow represents the transient signal and the solid red represents the transmitted probe. 
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All these features are shown in the calculated transient spectrum of Figure 1-3, where the single 
GSB, SE and ESA features are displayed (dotted colored lines), together with the resulting 
transient signal (black solid line). The presence of several overlapping features in the probe 
region is a rather common result when performing transient absorption experiment probing in the 
UV and visible regions, because of the wider absorption bands with respect to the IR region. 
When pump and probe pulses interact with the sample at the same time (∆t = 0) the optical phase 
of the probe is changed by the interaction of the latter with the pump pulse, thus generating an 
artifact.[31] This phenomenon is called cross–phase modulation and it is due to a change of the 
refractive index of the non–linear medium proportional to the pump pulse intensity. The Full–
Width at Half Maximum (FWHM) of the time–zero artifact is related to the pump pulse–length, 
as previously demonstrated by Polli et al.[32] 
1.2 Ultrafast phenomena 
This section introduces the most important ultrafast processes that will be used throughout this 
work. A description of the intra–molecular processes is given in Section 1.2.1, followed by 
inter–molecular processes in Section 1.2.2. The final part (Section 1.2.3) is dedicated to wave–
packet generation and coherence transfer. 
1.2.1 Intramolecular processes 
As mentioned above, the advent of pulsed lasers allowed the investigation of several processes 
occurring on fast and ultrafast timescales; thus leading to a better understanding of inter– and 
intra–molecular relaxation process. 
Figure 1-3 Simulated example of a typical transient spectrum in the visible region with several components overlapping 
(right). On the left is shown a diagram with the meaning of the different components. 
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In Figure 1-4 is shown the Jablonski diagram, which represents the possible intramolecular 
radiative and non–radiative processes occurring in a molecule upon absorption of a photon 
possessing enough energy to populate higher electronic excited states. The non–radiative 
processes, such as Vibrational Relaxation (VR), IC and ISC, are represented by curved arrows, 
while radiative processes, e.g. fluorescence and phosphorescence, are represented by straight 
arrows. Depending on the spectral width of the excitation pulse, several vibrational states can be 
excited contemporarily. The excess energy is dissipated through VR on the ps timescale [33, 34] 
and mainly depend on how fast the system (excited molecule + solvent) can dissipate the extra 
energy through vibrational modes.[33] If the molecules are excited in the S2 state, it is most 
likely for them to undergo IC to the S1 state (within 10s of fs),[35] followed by VR in order to 
lose excess energy and stabilize on νʹ = 0 vibrational state. The ultrafast non–radiative 
deactivation of highly excited electronic states to the lowest excited state (Sn → S1 transition) of 
the same spin multiplicity (from which it fluoresces) is known as Kasha’s rule.[36, 37] However, 
after its postulation in 1950 by Kasha,[36] several exceptions were reported, such as the 
azulene,[38, 39] pyrene,[40] naphthalene,[41, 42] carbon nanotubes,[43, 44] as well as 
diplatinum complexes (discussed in Chapter 3).  
The non–radiative transition from an excited singlet state to a triplet state is known as ISC. The 
latter occurs through a spin–flip process that strongly depends on the electron exchange and it is 
responsible for the coupling of electron spin vectors. 
Figure 1-4 Jablonski diagram for a three level molecular system. The ground state is S0, the two excited singlet states are 
S1 and S2 and the lowest triplet excited state is T1. The curved arrows represent non-radiative deactivation mechanisms 
while straight arrows represent radiative deactivation mechanisms. Horizontal lines represent iso-energetic processes. 
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When the exchange interaction J between two coupled spins is strong, the energy separation 
between singlet and triplet states is very large and the two spins are said to be strongly coupled. 
This interaction energy is given by the spin Hamiltonian HIE, which is proportional to J as shown 
in equation(1.3): 
(1.3) 𝐻𝐻𝐼𝐼𝐼𝐼  = 𝐽𝐽 · 𝑺𝑺1 · 𝑺𝑺2  =  𝐽𝐽0 · 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑅𝑅)  
Where S1 and S2 are the spin systems, J0 is a parameter that depends on the orbitals and R is the 
orbital separation in space. For ISC to occur, the J value must be small and comparable to that of 
magnetic torque available in the system, which can be of three types: i) coupling with the 
magnetic moment of an applied laboratory magnetic field (Zeeman coupling); ii) coupling with 
the magnetic moment of a nuclear spin (hyperfine coupling) and iii) coupling with the magnetic 
moment due to orbital motion (spin–orbit coupling). In the latter case the spin–orbit coupling 
energy can be written as ESO = <ψ1|HSO|ψ2>, where HSO is the spin–orbit coupling operator and 
ψ1 and ψ2 are the initial and final orbitals, respectively. Moreover the spin–orbit coupling 
operator can be described as the interaction between spin (S) and angular momentum (L), and 
thus as the interaction of their annexed magnetic momenta µS and µL, respectively, as shown in 
equation(1.4). 
(1.4) 𝑯𝑯𝑺𝑺𝑺𝑺  =  𝜂𝜂𝑆𝑆𝑆𝑆 · 𝑺𝑺 · 𝑳𝑳 ≅  𝜂𝜂𝑆𝑆𝑆𝑆 · 𝝁𝝁𝑺𝑺 · 𝝁𝝁𝑳𝑳  
In equation (1.4) ηSO is the spin–orbit coupling constant, which is due to the nuclear charge that 
the electron “feels” as it orbits along key atoms involved in the ISC process. It is important to 
recall that the spin–orbit coupling constant (ηSO) is proportional to the fourth power of the 
atomic number of the atom involved in the ISC. Therefore, the presence of heavy atoms in the 
molecule has a direct impact on the ISC timescale (heavy–atom effect).[45] The ISC rate 
constant can be estimated by using equation (1.5), which is function of the activation energy (Ea) 
and temperature (T): 
(1.5) 𝑘𝑘𝐼𝐼𝑆𝑆𝐼𝐼 =  𝑘𝑘0 + 𝐴𝐴 𝑒𝑒�−𝐼𝐼𝑎𝑎𝑅𝑅𝑅𝑅�  
Where k0 is a temperature independent rate constant, A is a probability factor and the 
exponential represents the T–dependent part of the rate constant. However, the availability of 
ultrafast techniques led to a deeper study of the metal complexes, showing the inadequacy of the 
text–book notions in the ultrafast time domain. 
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Even if the presence of a heavy–atom in the molecule undoubtedly causes spin–changes that are 
orders of magnitude faster than in organic molecules, recent results in the field of ultrafast 
spectroscopy highlight that the large spin–orbit coupling constant of the metal is not the only 
parameter playing a role in the ISC rate.[46–52] Recent TA and Fluorescence Up–Conversion 
measurements reported by Chergui et al, described 1MLCT → 3MLCT (MLCT = Metal–to–
Ligand Charge Transfer) ISC time constants < 30 fs in [MII(bpy)3]2+ complexes (M = Fe, Ru; 
bpy = 2,2´– bipyridine).[49, 53–55] The latter results show faster ISC with respect to Osmium 
(Os) complexes, for which ISC of 100 fs (Os(dmbp)3) and < 50 fs (Os(bpy)2(dpp)) were reported 
(dmbp = 4,4´– dimethyl–2,2´– bipyridine and dpp = 2,3–dipyrydil pyrazine).[56] The observed 
difference in ISC times, between the two Osmium complexes, was explained in terms of higher 
density of states in the Os(bpy)2(dpp) with respect to the Os(dmbp)3.[56, 57] Going to even 
higher atomic numbers, the ISC timescale of Pt(pop) ([Pt2(P2O5H2)4]4–) lies in the 10–30 ps 
range, showing a strong solvent dependence.[52] The ISC time constants presented above show 
an opposite trend with respect to the one predicted from the heavy–atom effect; as a matter of 
fact the spin–orbit coupling constant of the metal ions (reported in parentheses) are: Fe (0.05 eV) 
< Ru (0.10 eV) < Os (0.37 eV) < Pt (0.58 eV).[57] Following the latter values the ISC rate 
should be higher in Pt–complexes than in Fe–complexes, while it is exactly the opposite. Hence, 
the presence of a high spin–orbit coupling constant is a necessary but not sufficient condition to 
achieve fast ISC timescales, which are influenced also by the density of states, crossing of 
potential energy surfaces and structural rearrangements of the investigated molecules. Therefore, 
ultrafast techniques enable us to explore new scenarios that question basic rules found in text–
books resulting in a better understanding of processes such as ISC, IC, Kasha rule and heavy–
atom effect.[46, 57]  
The last item present in the Jablonski diagram shown in Figure 1-4, is related to the radiative 
processes, namely fluorescence (emission from excited singlet states) and phosphorescence 
(emission from the excited triplet states), whose natural timescales lie in the range 10–9 s–10–7 s 
and 10–4 s–102 s, respectively.[58] The radiative rate constant of a molecule is related to the 
absorption extinction coefficient in the following way:[59] 
(1.6) 𝑘𝑘𝑒𝑒0 = 3 × 10−9 𝜈𝜈02  � 𝜀𝜀𝜀𝜀𝜈𝜈 ≅  𝜈𝜈02𝑓𝑓  
Where ν0 is the maximum absorption wavelength (in wavenumbers) and the integral corresponds 
to the area of the band’s extinction coefficient (ε) plotted versus the wavenumbers. 
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The latter product is about equal to the oscillator strength (f) multiplied by the square of the 
central absorption wavelength (in wavenumbers), recalling that the oscillator strength is 
described, in the classical theory, by equation (1.7). 
(1.7) 𝑓𝑓 = 4.3 × 10−9  � 𝜀𝜀𝜀𝜀𝜈𝜈  
1.2.2 Intermolecular processes: Energy and electron transfer 
The Jablonski diagram, shown in Figure 1-4, is adequate for intra–molecular process but it does 
not contain the presence of multiple deactivation channels related to the interaction of several 
chromophores. In presence of different species that can interact, the energy absorbed by a 
chromophore D (Donor) can be transferred to a second molecule A (Acceptor) through dipole–
dipole interaction or charge exchange. These mechanisms are of particular importance in 
biological systems, being at the basis of their functionality.[60] Some of the most striking cases 
that exemplify the central role of energy exchange in proteins are the photosynthetic systems. 
Considering an energy transfer process where *D is the excited donor: 
*D + A → D + *A 
This process can occur via two main mechanisms: the electron exchange mechanism and the 
dipole–dipole interaction mechanism, named Dexter and Förster mechanisms in honor to the 
scientists that formulated them, respectively. These two mechanisms are schematically depicted 
in Figure 1-5, summarizing the different nature of the two processes together with the initial and 
final states. The rate constant in the Förster mechanism [61, 62] (hereafter FRET) is described in 
equation (1.8): 
(1.8) 𝑘𝑘𝐹𝐹𝑅𝑅𝐼𝐼𝑅𝑅 =  2𝜋𝜋ℎ  � 𝜀𝜀𝜀𝜀|𝑠𝑠𝑉𝑉𝑒𝑒𝑒𝑒| 2  𝐽𝐽(𝜀𝜀)  
where s is the screening of the electrodynamic interaction Ved (assumed in Förster theory to be 
1/n2, with n being the solvent’s index of refraction), J(ε) is the spectral overlap between the 
emission spectrum of the donor and the absorption spectrum of the acceptor and Ved is given by 
equation (1.9): 
(1.9) 𝑉𝑉𝑒𝑒𝑒𝑒 =  𝑒𝑒24𝜋𝜋𝜀𝜀0 � 𝑃𝑃𝐷𝐷(𝑟𝑟1)𝑃𝑃𝐴𝐴(𝑟𝑟2)|𝑟𝑟1 − 𝑟𝑟2| 𝜀𝜀𝑟𝑟1𝜀𝜀𝑟𝑟2 ≈  14𝜋𝜋𝜀𝜀0 𝜅𝜅𝜇𝜇𝐷𝐷𝜇𝜇𝐴𝐴𝑅𝑅3   
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Where PD and PA are the transition densities of donor and acceptor, respectively, κ is an 
orientation factor, µ the transition dipole moments and R is the center–to–center distance. From 
equations (1.8) and (1.9) it is possible to get three main information: i) the FRET efficiency is 
related to the distance in a 1/R6 fashion; ii) the reciprocal donor/acceptor orientation plays a 
crucial role and iii) by the spectral overlap between donor’s emission and acceptor’s 
absorption.[61] 
The rate constant of the Dexter energy transfer mechanism [63] can also be described by 
equation (1.8), but using a different operator (VEX), as shown in equation (1.10): 
(1.10) 𝑉𝑉𝑒𝑒𝑒𝑒 =  2𝛽𝛽𝐼𝐼𝑅𝑅𝛽𝛽𝐻𝐻𝑅𝑅
𝐴𝐴
 ≈ 𝐴𝐴𝑒𝑒(−2𝛼𝛼𝑅𝑅)  
Figure 1-5 Schematic Dexter energy transfer mechanism (a) and Förster energy transfer mechanism (b) between an 
excited donor molecule (*D) and a ground state acceptor molecule (A). 
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Where βET and βHT (both proportional to exp(–αR)) are the electron and hole transfer matrix 
elements, respectively, A is the energy difference between charge transfer configurations and the 
locally excited donor configuration, α is a modulation factor of the distance (usually in the 1.2 –
2.0 Å–1 range) and R is the distance between donor and acceptor.[61] Hence, the rate constant for 
this process can be expressed as: 
(1.11) 𝑘𝑘𝐷𝐷𝑒𝑒𝑒𝑒𝐷𝐷𝑒𝑒𝐷𝐷 =  2𝜋𝜋ℎ  𝐴𝐴2𝐽𝐽 𝑒𝑒(−4𝛼𝛼𝑅𝑅)  
In this case J indicates the normalized spectral overlap integral (donor emission and acceptor 
absorption area set to unity) and the rate falls exponentially with the D–A distance, indicating 
that this process will be important at short distances and will became quickly negligible as the 
donor–acceptor distance increases.[61] One of these two processes will prevail depending on the 
donor–acceptor distance, thus combining in a total operator VTOT that is given by the sum of Ved 
and Vex. Due to the exponential distance dependence of Vex, the Dexter mechanism will be more 
important at short distances (~5–10 Å) after which its importance decays strongly. The Dexter 
mechanism is also important in triplet–triplet energy transfer, where the transition dipole 
moments (and thus FRET) are small. On the other hand FRET will be more important at donor–
acceptor distances > 10 Å, as in the case of protein systems in which is one of the main 
quenching mechanisms in the fluorescence of several naturally present chromophores. Due to the 
strong relationship between FRET efficiency and donor–acceptor distance, in 1978 this 
mechanism was proposed by Stryer as a “spectroscopic ruler”,[62, 64–66] due to the possibility 
of measuring distances between a given donor–acceptor pair inside diverse systems (such as 
proteins and cells). This technique is widely used nowadays in fluorescence imaging techniques 
as well as time–resolved techniques;[65–69] however, recent measurements on ferric 
myoglobins[15] showed that other deactivation channels can be operative and compete with 
FRET, thus leading to the possibility of wrong donor–acceptor distance estimates. In biological 
systems, an additional deactivation pathway, which can compete with FRET, is electron transfer 
between two chromophores,[15] thanks to the presence of amino acid residues that can act as 
intermediates for hopping or reducing the tunneling energy.[15, 70] 
Electron transfer displays a central role in biological systems and can occur over longer distances 
(~20 Å),[71–75] contrarily to Dexter energy transfer that is active only at very short distances. 
Several important works were performed to understand the role of electron transfer in proteins 
and to correlate the distance with the efficiency of the process.[71, 73, 74, 76–83] 
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Most of them focused on binding of a Ru(bpy)2(Im) (where Im = Imidazole) to an histidine 
present in the protein, (usually azurins,[75–77] myoglobin [77, 84, 85] or cytochrome c,[77, 78, 
86]) while Giese et al studied mostly the importance of amino acid residues in the electron 
transfer process within peptides.[72, 73, 81] Depending on the amino acid residues present 
between donor and acceptor molecules, the electron transfer can occur via tunneling through 
space [82] or via “hopping” through different residues.[72, 82, 83] When the donor–acceptor 
distance increases, the hopping process becomes faster with respect to the direct tunneling; 
nonetheless the presence of residues can reduce the energy needed for the tunneling process, as 
will be briefly discussed in the chapter dedicated to the tryptophan–heme electron transfer in 
myoglobins. 
The electron transfer process was described for the first time by Rudolph Marcus [87–90] on the 
basis of previously reported Libby’s hypothesis,[91] defining the donor–acceptor system with 
two parabolas (assigned to reactants and products) as function of a general reaction coordinate 
(Figure 1-6). Marcus describes the rate constant as function of the reorganization energy (λ), the 
free energy of the reaction (∆G°), the temperature (T) and the electronic coupling between donor 
and acceptor (HAB), as shown in equation (1.12): 
Equation (1.13) shows the dependence of the free energy change to parameters like the oxidation 
potential of the donor in the excited state (given by the term: OxD–ED*), the reduction potential 
of the acceptor (RedA), the energy of the product pairs (EProd) and finally the Coulombic 
interaction between the generated radical pairs, with e being the electron charge, ε the dielectric 
constant and dAD the donor–acceptor distance. As can be seen in equation (1.12), the electron 
transfer rate constant is dependent on the reorganization energy (both in the pre–exponential and 
in the exponential factors), which is composed of two terms: the solvent reorganization λs and 
the internal reorganization λi. 
 
(1.12) 𝑘𝑘𝑒𝑒𝐷𝐷 =  � 4𝜋𝜋3ℎ2𝜆𝜆𝑘𝑘𝐵𝐵𝑇𝑇 𝐻𝐻𝐴𝐴𝐵𝐵2 𝑒𝑒(−(Δ𝐺𝐺0+ 𝜆𝜆)24𝜆𝜆𝐾𝐾𝐵𝐵𝑅𝑅 )  
(1.13) Δ𝐺𝐺0 = 𝑂𝑂𝑒𝑒𝐷𝐷 −  𝑅𝑅𝑒𝑒𝜀𝜀𝐴𝐴 −  𝐸𝐸𝐷𝐷∗ + 𝐸𝐸𝑃𝑃𝐷𝐷𝑃𝑃𝑒𝑒. −  𝑒𝑒2𝜀𝜀 (𝜀𝜀𝐴𝐴𝐷𝐷)  
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The solvent reorganization energy (λs) can be expressed as function of the center–to–center 
distance R, the optical (Dop) and static (Dst) dielectric constants of the solvent and the charge 
transferred during the process ∆e, if the reactants are approximated to spheres with ionic radii a1 
and a2, respectively: 
(1.14) 𝜆𝜆𝑠𝑠 = (Δ𝑒𝑒)2  � 12𝑎𝑎1 +  12𝑎𝑎2 −  1𝑅𝑅� � 1𝑂𝑂𝑃𝑃𝑝𝑝 −  1𝑂𝑂𝑠𝑠�  
The internal reorganization energy instead, is related to the changes in bond–length of the 
reactants: 
(1.15) 𝜆𝜆𝑖𝑖 =  12 � 𝑘𝑘𝑗𝑗�𝑄𝑄𝑗𝑗𝐷𝐷 − 𝑄𝑄𝑗𝑗𝑝𝑝� 2
𝑗𝑗
  
Where Qjr and Qjp are equilibrium values for the jth normal mode coordinate Qj in the reactant 
and product, respectively and k is a reduced force constant given by: 2·kr·kp/ (kr + kp) in which kr 
is the force constant for the reactants and kp is the force constant for the products. 
Figure 1-6 Schematic representation of the three main regions expected from Marcus' theory. ∆G° is the difference in 
Gibbs free energy of the two parabolas, λ is the total reorganization energy and ∆Gǂ is the activation energy for the 
electron transfer reaction. 
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The total reorganization energy of each reactant (defined as λAA for the acceptor and λDD for the 
donor) is obtained by the so–called self–exchange reaction, namely the change in total 
reorganization energy upon a reaction in which donor and acceptor species are equal molecules 
with different charge, e.g. Fe12+ + Fe23+ → Fe13+ + Fe22+ (usually described as Fe3+/2+ and 
generically D+/0 and A0/– for donor and acceptor, respectively). The latter parameters are then 
used to calculate the total reorganization energy for the entire reaction (λDA), which is obtained 
through Marcus’ cross–relation, as shown in equation (1.16): 
(1.16) 𝜆𝜆𝐷𝐷𝐴𝐴 ≅  12 (𝜆𝜆𝐴𝐴𝐴𝐴 + 𝜆𝜆𝐷𝐷𝐷𝐷)  
The determination of the λ and ∆G° values allows identifying the three main regions that are 
expected from Marcus theory, which give the final value of the exponential function reported in 
equation (1.12): i) the normal region, ii) the barrier–less region and iii) the inverted region, as 
shown in Figure 1-6. The terms ∆G0, ∆Gǂ (∆Gǂ = (∆G0–λ)/ 4λ) and λ identify the energy 
difference of the two parabola’s minima, the activation energy and the total reorganization 
energy, respectively. As shown in Figure 1-6  the normal region (blue panel) is identified by the 
reactants and products parabolas close in energy, so that the electron transfer reaction is only 
slightly exoergonic. The larger the energy difference between the two parabolas, the more 
exoergonic will be the reaction and the lower the activation energy, till the point in which ∆Gǂ = 
0 and −∆G0 = λ that is identified as the barrier–less region (red panel), in which the electron 
transfer rate is maximum. If the electron transfer reaction becomes even more exoergonic (green 
panel), the parabola of the products will cross the one of the reactants on the other side of its 
minimum, thus increasing again the activation energy required for the reaction to occur and 
slowing down its rate. This region, usually called Marcus inverted region, was observed 
experimentally only ~30 years [92] after Marcus proposed his theory.[87] The reason is that, in a 
solution, the diffusion of the donor and acceptor molecules becomes the rate limiting step, 
leading to the impossibility of investigating this region. The existence of the latter was proven by 
synthesizing molecules containing both the electron donor and acceptor moieties separated by 
molecular spacers of different dimensions, allowing the characterization of the inverted region 
for several donor–acceptor pairs.[93, 94]  
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1.2.3 Wave–packet dynamics 
When performing time–resolved experiments with short excitation pulses, it is possible to 
coherently superpose vibrational eigenstates of the system thus generating a wave–packet. More 
precisely, if the pulse duration is shorter than the vibrational period of the molecule, the 
bandwidth is broad enough to excite several vibrational states impulsively, as shown in Figure 
1-7A.[95, 96] The excited eigenstates are coherently superposed, thus leading to interference 
(both constructive an destructive) as function of time and space that generates a localized wave 
function of the type shown in equation (1.17): 
(1.17) |Ψ(𝑟𝑟, 𝑡𝑡)⟩ =  � 𝑐𝑐𝑛𝑛|𝜓𝜓𝑛𝑛(𝑟𝑟)⟩
𝑛𝑛
 𝑒𝑒[−𝑖𝑖(𝜔𝜔𝑛𝑛𝐷𝐷− 𝜙𝜙𝑛𝑛)]  
Where ψn(r) and ωn are the eigenfunction and the transition frequency of the n–th vibrational 
level, respectively; cn and φn represent the amplitude and phase of the nth vibrational level and r 
is the inter–nuclear distance of the atoms involved in the vibration. This superposition of 
vibrational states represents the so–called wave–packet. [95, 96] If the excitation pulse used to 
generate the wave–packet is not short enough, two main problems can arise: i) the wave–packet 
may evolve during the excitation pulse and ii) the excitation pulse does not bring the two 
potential energy surfaces in a clear resonant condition. 
Figure 1-7 Schematic representation of the generation of a wave-packet via an ultrashort laser pulse (A) and example of 
wave - packet breathing in a perfectly harmonic potential. The scheme presented in (A) is adapted from ref.[95], while the 
wave-packet breathing is adapted from ref.[96] 
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When the wave–packet is generated in the ground state, it is static and it starts moving only 
when it is transferred to another potential energy, in which it is not at equilibrium. If the latter 
potential energy surface has exactly the same shape of the ground state but displaced in some 
coordinate axis, the wave–packet simply oscillates without changing shape. However, if the 
potential of the excited state is different with respect to the one in the excited state, the wave–
packet starts “breathing” as shown in Figure 1-7B. The presence of a weak anharmonicity in the 
excited state potential energy surface influences dramatically the dynamics of Gaussian wave–
packets, which initially oscillates similarly to the harmonic potential case, but after a given time 
the wave–packet breaks into pieces and spreads over the potential energy surface. In the latter 
cases, it exist the possibility of revival or fractional revival of the wave–packet.[97–100] 
In pump–probe spectroscopy, wave–packets are prepared by the interaction with the pump pulse 
and their evolution is investigated through the interaction with the probe pulse. Pollard et al 
[101] reported one of the first pump–probe experiments that studied wave–packet motion in Nile 
blue dye, which was excited with 6–fs pulses and probed in the entire visible range (580–700 
nm). Zewail et al[102–105] reported notable experiments on both wave–packets dynamics and 
coherence transfer upon surface crossing, e.g. the photo–dissociation of sodium iodide 
(NaI).[102, 104] In the latter case, the ground state and first excited state potential energy curves 
cross in a point leading either to an ionic dissociation or to a covalent one. They generated a 
wave–packet in the first excited electronic state, which leaked through the crossing of the curves 
and allowed detection of dissociated sodium.[102, 104] 
Figure 1-8 In (A) is shown the experimental examples of coherence transfer of the I2 case, adapted from ref. [106]. The X 
indicates the ground state, while B and a indicate two excited state. In (B), (C) are shown the results of a theoretical 
prediction of coherence transfer between two states, adapted from ref. [107], with ρ indicating the chosen density matrix 
element. 
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Scherer et al [106] reported a similar case on the I2 dissociation in hexane via time–resolved 
dichroism. They reported the frequencies of the wave–packets generated in the ground and 
excited states, together with oscillations arising from coherence transfer from the wave–packet in 
the B state to the a state, as shown in the schematic representation of Figure 1-8A. Further, they 
suggested that curve crossing occurs via solvent cage–induced electric dipole transitions between 
electronic states, highlighting that the coherence of the excited state wave–packet motion is not 
perturbed or destroyed by the interaction with the solvent.[106] Consani et al [55] reported the 
first example of coherence transfer in [FeII(bpy)3]2+ upon 530 nm excitation of the latter. In this 
case the wave–packet was not generated by the laser pulse, but by an impulsive structural change 
of the complex’s geometry from the low–spin to the high–spin geometry, namely in the 
transition from the first excited singlet state to the excited triplet state. The wave–packet 
generated in this way is then transferred to the quintet state, thus providing an interesting case of 
coherence transfer in organometallic complexes.[55] 
Jean and Fleming [107] reported a theoretical investigation of the coherence transfer process 
between states by using the Redfield formalism. They generated some coherence in a high–lying 
state involving levels n = 6 and n = 7 (ρ67), as shown in Figure 1-8B, whose only allowed 
dephasing mechanism is the one–photon relaxation. As the population relaxes to a lower–lying 
state (ρ34) also the coherence is transferred, as shown in Figure 1-8C, with an efficiency that is 
maximal in harmonic potentials. As a matter of fact, the harmonicity of the potential guarantees 
exact frequency matching between pairs of levels that differ by the same amount of quanta (ρ67 = 
ρ34 = 1 quantum), contrarily to the anharmonicity that results in frequency mismatch and thus a 









 Chapter 2 
2 Experimental Set–up and data treatment 
This chapter is divided in two main sections: the description of the set–ups used for the 
experiments and the data treatment. The former part is itself divided in two sub–sections: the 
Two–Dimensional (2D) UV Transient Absorption set–up and the ULTRA beam–line situated in 
the Rutherford Appleton Laboratories in UK. In the section dedicated to the data treatment are 
discussed the techniques used in data analysis, such as GVD correction, as well as data fitting 
and coherent oscillations analysis. 
2.1 Experimental Set–ups 
In this technical section are discussed the details of the set–ups used to perform the experiments 
that are presented in the following chapters. Nevertheless, most of the attention is dedicated to 
the 2D–UV TA set–up, on which most experiments were performed. 
2.1.1 Two–Dimensional Transient Absorption 
Figure 2-1 shows a schematic table layout of the Transient Absorption setup, based on a 20 kHz 
laser system.[28, 29] The Ti:sapphire oscillator (Halcyon, KMLabs) is pumped by a continuous 
wave (CW) Nd:YVO4 single frequency (λ = 532 nm) single mode laser, delivering ~ 5 W. The 
output of the oscillator (~400 mW, 80 MHz, 790 nm, ~40 nm FWHM) seeds a cryogenically 
cooled regenerative amplifier (Wyvern500 KMLabs), which is tandem–pumped by three Q–
switched (20 ns pulses ~1 mJ at 532 nm, 10–50 kHz) Nd:YVO4 lasers (DS20HE532, Photonics 
Industries). The amplifier’s repetition rate can be tuned between 10 and 50 kHz by tuning the 
pump lasers’ repetition rate and then fine–tuned by tuning the oscillator’s repetition rate through 
remotely controlled variation of its cavity length. Cooling at cryogenic temperatures (liquid 
nitrogen temperature) the amplifier’s crystal increases the thermal conductivity of the 
Ti:sapphire, thus reducing thermal lensing that would influence cavity alignment as function of 
pump power. The amplifier delivers 790 nm pulses (~40 nm FWHM) at 20 kHz repetition rate, 
with 0.6 mJ per pulse and typical pulse duration of 50 fs. The output of the amplifier passes 
through a telescope, which reduces the beam diameter by 3 times. After the telescope the beam is 
split in two arms: 70% of the energy is directed to the Topas–White, while the rest is used for 
another experiment. 
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The Topas–White system (developed by Light Conversion) is a two–stage Non–collinear Optical 
Parametric Amplifier (NOPA), which converts the 800 nm pulses in tunable visible pulses in the 
450–750 nm range. The use of a pulse shaper and a Fused Silica wedges inside the Topas allows 
pulse compression of the output, obtaining nearly Fourier Transform pulses. The Topas–White 
output is split in 60:40 ratio: the most intense part is used to generate the pump pulses, while the 
remaining is used to produce UV probe pulses, as shown in Figure 2-1. 
The pump pulses can be either in the visible range (450–760 nm) or in the UV (250–380 nm), by 
frequency doubling the visible pulses through a non–linear crystal (100 µm–thick β–Barium 
Borate, BBO). The remaining 40% of the Topas–White output passes through a 30 cm remotely 
controlled delay–line (Aerotech, BMS60) and then is used to generate UV probe pulses via 
achromatic frequency doubling.[108, 109] 
The remaining intensity (30%) of the amplifier’s output is split again: ~80% is sent to another 
experimental set–up, while the remaining 20% passes twice through a 30 cm remotely controlled 
delay–line and it is focused on a 5 mm–thick CaF2 plate, in order to generate a white–light 
super–continuum (operational in case of visible probe measurements).[110, 111] The pump and 
probe pulses are focused (and spatially overlapped) on the sample, with typical diameters of 100 
µm and 40 µm, respectively. After passing the sample the probe is focused into a 100 µm multi–
mode fiber (Avantes FC–UV 100–2), which couples the light into a 0.25 m imaging 
spectrometer with a 150 grooves per mm grating. The latter images the spectrum of the probe 
pulses onto the detector surface, where it is spectrally resolved detected. 
Figure 2-1 Schematic representation of the laser components on the table. The black rectangles represent mirrors while 
the blue ones represent beam–splitters. 
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The following sections will give a detailed description of the most important parts of the set–up, 
namely the Topas–White, the achromatic doubling, the tunable UV pump and the detection 
system. 
2.1.1.1 Topas–White 
This two stage NOPA developed by Light Conversion is the main light source of the set–up. The 
system is designed to be compact and deliver near Fourier Transformed intense pulses (25 µJ) in 
the visible region (450–750 nm), supplying more energy with respect of the typical output of a 
“classical” NOPA, in the order of few µJ. This difference is due to the double–pass in the non–
linear medium (BBO), having a pre–amplification stage followed by a second amplification 
stage that strongly increases the energy output of the first one. The Topas–White was developed 
to solve the main problems that affect a “classical” NOPA, namely limited applicable pump 
energy and dispersion matching over broad wavelength ranges. 
Figure 2-2 Typical broadband TOPAS output and its frequency doubled spectrum. The colored arrows point the 
wavelength axis used in both cases. 
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The first issue is improved by applying an appropriate wave–front tilt through a combination of 
reflective optics and a telescope. The second issue is solved by the introduction of a pulse–
shaper in the white–light super–continuum pathway, before the pre–amplification stage. 
This pulse–shaper consists of several components, namely: a diffraction grating, a spherical 
mirror, a folding mirror and a phase mask (namely a cylindrical aspheric lens). By controlling 
the distance between the grating and the phase mask it is possible to control the chirp of the seed 
beam, thus compensating for the second and third–order dispersion due to the optics in the Topas 
pathway. The latter, together with a movable glass wedge, allows obtaining nearly Fourier 
limited (< 15–20 fs) pulses in the selected region of operation. By tuning the alignment of the 
seed and pump beams it is possible to choose spectrally narrow (~30 nm FWHM) or broad (~200 
nm FWHM) output signals. The latter has strong relevance when using the achromatic doubling 
to probe in the UV region, where ~100 nm probing window is necessary, as shown in Figure 2-2. 
Figure 2-3 Schematic view of the achromatic doubling The UV grade fused silica prisms (UV-FS) have a low dispersion 
in the visible region, while the CaF2 prisms have low dispersion in the UV region. 
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2.1.1.2 Achromatic doubling 
The set–up was built to work in the UV region, thus allowing both exciting and probing in the 
250–380 nm range. This was achieved by the implementation of achromatic frequency doubling 
(Figure 2-3), the scheme of which was inspired by the work of Baum et al.[108, 109] 
As can be seen in Figure 2-3, the achromatic doubling resembles a prism compressor with a 
frequency doubling stage in its center. The visible pulses generated from the TOPAS are 
angularly resolved by a first UV grade Fused Silica (UV–FS) prism, and collimated by a second 
one. At this stage all the frequencies are spatially separated and collimated. By focusing them 
with the right focal length on a doubling crystal, it is possible to achieve the phase matching 
condition for each single frequency, thus achieving an achromatic second harmonic generation. 
In our experimental set–up the incoming light from the TOPAS is focused on a 200 µm–thick 
BBO crystal (cut at 40.5°) through a 90° off–axis parabolic mirror with Effective Focal Length 
(EFL) of 2 cm, thus obtaining a  doubling efficiency of 10–15 % in the entire spectral region 
(500–700 nm), as shown in Figure 2-2. 
Figure 2-4 Comparison of the phase matching angle of a BBO cut at 40.5° with the calculated angular dispersion 
induced by UV-FS prisms. In the upper panel is shown the refractive index change of UV-FS in the wavelength range of 
interest. 
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A second 90° off–axis parabolic mirror, with equal EFL, is used to collimate the generated UV 
light, whose frequencies are spatially re–composed via two CaF2 prisms. The latter have also the 
function of removing the undoubled visible light that co–propagates with the generated UV light. 
Figure 2-4 shows the refractive index change of UV–FS in the visible region and a comparison 
of the external phase matching angle for frequency doubling in a BBO crystal (cut at 40.5°) with 
the calculated angular dispersion induced by a pair of UV–FS prisms (apex angle 68.7° and 
prism distance ≈ 77 cm) in the 550–750 nm region. 
The wavelength–dependent angular dispersion produced by a pair of UV–FS prisms and a 
focusing element with focal length f was calculated with equation (2.2), which is derived by the 
application of Snell’s Law (equation (2.1)) to the prism–air system: 
(2.1) 𝑛𝑛1 sin 𝜃𝜃1 =  𝑛𝑛2 sin 𝜃𝜃2  
 
(2.2) 
𝜃𝜃(𝜆𝜆) = � 𝛼𝛼 − 𝐴𝐴 + arcsin �sin(𝐴𝐴) �𝑛𝑛2(𝜆𝜆) −  𝑠𝑠𝑠𝑠𝑛𝑛2(𝛼𝛼) − cos(𝐴𝐴) sin(𝛼𝛼)�� 𝜀𝜀 𝑓𝑓�    
In equation (2.1) n1 and n1 are the refractive indexes of the medium 1 and 2, while θ1 is the angle 
of the light (with respect to the normal of the surface determined by the two media) inside the 
medium 1 and θ2 is the same angle but for medium 2. In equation (2.2) α is the light’s incidence 
angle with respect to the normal to the prism’s face, A is the apex angle, n(λ) is the refractive 
index of the prism’s material and d the prisms distance (the d/f term determines the spatial width 
of the frequency resolved beam). The n(λ) was obtained by applying Sellmeier equation, as 
shown in equation (2.3): 







Where λ is the wavelength expressed in µm, while B1,2,3 and C1,2,3 are experimentally determined 
constants that are typical of the material.[112–114] Figure 2-2 displays a typical TOPAS 
spectrum, obtainable when operating in broadband mode (dotted red), together with its frequency 
doubled output (solid blue). As can be seen in Figure 2-2 the entire TOPAS spectrum (200 nm) 
has been efficiently doubled, leading to a UV probe spanning more than 100 nm in the 275–385 
nm region. 
27 
2.1.1.3 Tunable Pump pulses 
Figure 2-5 shows a schematic view of the UV tunable pump pulses generation. The visible 
pulses generated in the Topas–White pass through a telescope realized with reflective optics (a). 
Between the two spherical mirrors (where the beam is focused) is placed a stable phase–lockable 
mechanical chopper (Thorlabs, MC2000 with 100 slot blade), which runs phase–locked at a 
frequency FChop. = FAmpl./2. The distance between the mirrors constituting the telescope (a) can 
be adjusted by a micrometric translation stage positioned under the first mirror, and is set in such 
a way that the beam will be slightly focusing at the BBO position (b). 
The BBO crystal is set on a computer–controlled motorized rotation stage (Thorlabs, CR1/M–
Z7E), which can rotate on the plane of the input beam, in order to get the phase–matching angle 
for different input wavelengths. To obtain the best compromise for both frequency and time 
resolution, the system is aligned to get pump pulses with 2 nm spectral band–width (FWHM), as 
shown in Figure 2-6. 
Figure 2-5 Schematic view of the tunable pump pulse generation. Regions identified with letters (a-f) are discussed in 
details in the text. 
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This would not be a problem on a single pump wavelength pump–probe measurement, while it 
becomes very important in 2D experiments in which the excitation wavelength is scanned to 
generate a 2D map for each time–delay. The rotation of the BBO (when scanning the pump 
wavelength) introduces a displacement of the beam as function of the crystal’s rotation angle, 
leading to a drift of the pump spot on the sample. This issue was solved by introducing two 
mirrors after the BBO crystal (c), in order to have the doubled beam retro–reflected through the 
BBO and thus compensating for the pump beam shift. Taking advantage of this geometry, two 
dielectric mirrors (Layertech, P1010047), with high reflectance in the 260–340 nm region (> 
90%) and high transmittance in the entire visible range, were used in (c) to filter out the residual 
visible light mixed with the generated UV. 
The UV pulses are then extracted by a D–shaped mirror and focused on the sample via a 
spherical mirror (d). Before reaching the sample, the UV pump is reflected on another dielectric 
mirror (e), in order to remove the remaining visible light that was not removed by the two 
dielectric mirrors in (c). In Figure 2-5 is also shown a side–view of the doubling crystal and the 
D–shaped mirror. The angle in the scheme is amplified; however, in the set–up the visible light 
passes on the edge of the D–shaped mirror and the generated UV is reflected near the edge, 
minimizing the beam–height variation. 
Figure 2-6 Example of the spectral profile of the UV pump (blue solid lines) with respect to the Topas output squared 
(red dotted lines). Typical spectral width of the UV pump pulses is 2 nm FWHM. 
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Finally a thin silica window (f) is used to pick–up a small percentage of the pump light intensity 
that is sent on a photo–diode (PD). This is used as a diagnostic for the pump intensity but also to 
define the presence of the pump onto the sample (parity), which is necessary for the pump–probe 
measurements. 
When the pump wavelength is set in the visible region (directly using the Topas–White output), 
the BBO crystal is removed and protected silver coated mirrors (Thorlabs, PF10–03–P01) are 
used instead of dielectric mirrors. In the case of visible pump light the IRF is shorter (reaching 
values of 40–50 fs) because of the larger band–width with respect to the UV case.  
2.1.1.4 The detection system 
As mentioned above, the probe pulses are focused into a 100 µm multi–mode fiber after the 
interaction with the sample. The probe pulses are then sent into a 0.25 m imaging spectrograph, 
where they are dispersed by a 150 grooves per mm holographic grating and imaged onto the 
detector. Two different detectors have been used in the set–up: the first was a Hamamatsu 
S11105 and the second was a Hamamatsu S10453. The Hamamatsu S11105 is a multichannel 
detector consisting of a 512 pixels (pixel size: 12.5 x 250 µm) Complementary Metal–Oxide 
Semiconductor (CMOS) linear sensor. This CMOS allows reading out each pixel up to 50 MHz 
(meaning 100 kHz per spectrum) with a read out noise of 3 mV rms over a saturation output of 
1.5 V. The signal obtained from the detector is read by a fast 14 bits ADC (Spectrum M2i.4022, 
4 parallel operating channels) and then processed by a Lab Windows acquisition program 
developed in our group. 
The Hamamatsu S10453 is still a multichannel detector with 512 pixels CMOS linear sensor, but 
the pixels have a larger surface (20 x 500 µm). The maximum read out rate for each pixel is 10 
MHz, leading to a maximum reading rate per spectrum of 20 kHz. However, the bigger pixel size 
brings the advantage of detecting a larger spectral region (~250 nm against ~150 nm of the 
former) even if losing in spectral resolution. Moreover, the Hamamatsu S10453 has better noise 
performances displaying a noise level of 1.1 mV rms over a saturation output of 3.2 V. 
2.1.1.4.1 Noise considerations 
As explained in the previous chapter, in transient absorption experiments are detected very small 
changes in the absorption spectrum (in the order of 1‰ or less). For this reason, reducing the 
experimental noise is crucial in order to obtain a good signal–to–noise ratio (S/N), as previously 
reported by Moon.[115] 
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In the experiments considered in this work there are two main sources of noise, namely the 
laser’s energy fluctuations and the detection noise. The energy fluctuations of the laser pulses 
start with the oscillator and propagate to the generation of pump and probe pulses. As mentioned 
above the oscillator is pumped by a CW Nd:YVO4 laser, whose noise level is negligible. The 
most important source of noise in the amplifier is given by the three Q–switched pump lasers, 
whose noise level is ~0.3% rms each. The noise of each pump laser is independent, implying that 
the noise contribution can be calculated as the square root of the sum of the squared values as 
shown in equation (2.4): 
(2.4) 𝑁𝑁𝑙𝑙𝑠𝑠𝑠𝑠𝑒𝑒𝐴𝐴𝐴𝐴𝑝𝑝𝑝𝑝. =  �∑ 𝑁𝑁𝑙𝑙𝑠𝑠𝑠𝑠𝑒𝑒𝑝𝑝𝑢𝑢𝐴𝐴𝑝𝑝 =  √0.32 +  0.32 +  0.32 = 0.52 % 𝑟𝑟𝑟𝑟𝑠𝑠   
The value obtained by equation (2.4) is then divided by the number of pump lasers, since they 
are three independent noise sources, thus leading to a final value of 0.17% rms.[28, 29] The 
result shows that, by pumping the crystal of the amplifier with three pump lasers, it is possible to 
introduce more energy on the system but getting a lower noise level than the sum of each pump 
laser’s noise. This result can be still improved by running the amplifier in saturation, which 
allows gaining a factor of two on the amplifier’s noise and leading to a value of ~0.1% rms. The 
noise introduced by the Topas–White is (from the manual) < 2.5% rms in the 530–700 nm 
region, while it raises to < 9% rms below 530 nm (depending on the stability of the input light). 
However, the latter values depend strongly on the noise of the laser seeding the Topas–White 
system. In our system we estimated that the noise of the Topas–White is typically 0.5% when 
operating at large bandwidth (200 nm) and < 0.3% when operating at narrow bandwidth (50 nm). 
Frequency doubling of the Topas–White output introduces more sources of noise, leading to a 
final noise level < 1%. Moreover, in a typical transient absorption experiment the noise level 
before and after time–zero is comparable,[28, 29] indicating that the pump pulses play a 
marginal role while the probe noise is the most important for the measurements. As mentioned 
above, the probe pulses can be obtained by achromatic doubling (when probing the UV region) 
or by generating a white–light super–continuum (when probing in the visible), and leading in 
both cases a probe noise level in the order of 1%. 
The detection of the probe light is another source of noise, consisting of the electronic noise (EN 
independent of the signal intensity) and shot noise (statistical noise associated with measuring N 
photons). Photodiode arrays have been the typical choice for multi–channel detection, due to 
their typical saturation charge corresponding to the detection of ~5 × 108 photons and readout 
noise of ~104 electrons, represented by the yellow solid line in Figure 2-7 (EN ≈ 10000). 
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The amount of photons detected by a diode array is three orders of magnitude bigger than the 
single pixel full well capacity of a CCD, which is in the order of 3–5 × 105 electrons and it is 
represented by the red solid line (EN ≈ 100) in Figure 2-7. A typical CCD detector has a readout 
noise of 1–10 electrons, thus performing better than photodiode arrays in low–intensity regimes, 
which is often the case when dealing with broadband probe pulses. 
In the last decade CMOS have been strongly implemented, showing a saturation charge of ~8 × 
105 electrons and readout noise of ~2000 electrons rms. The detector used in the present version 
of the set–up (Hamamatsu S10453) has a saturation charge of 1.5–2 × 106 electrons and 
electronic noise of 690 electrons rms, with maximum pixel readout rate of 10 MHz, as shown in 
Figure 2-7 close to the solid turquoise line (EN ≈ 1000). To estimate the detection noise and the 
total noise of the set–up, it is important to take into account several parameters (e.g. electronic 
noise, shot noise and probe fluctuations) as shown in equation (2.5) and (2.6), respectively. 
 
 
Figure 2-7 Detector limited signal to noise ratio as function of detected photons for different value of electronic noise (EN) 
(written near the curves). The EN = 1 represents the ideal detector while the detector used in our experiments has an EN 
= 2000. 
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These equations allow understanding how the S/N can be improved in a given transient 
absorption system. 
(2.5) 𝑂𝑂𝑒𝑒𝑡𝑡𝑒𝑒𝑐𝑐𝑡𝑡𝑠𝑠𝑙𝑙𝑛𝑛 𝑛𝑛𝑙𝑙𝑠𝑠𝑠𝑠𝑒𝑒 =  �𝐸𝐸𝑁𝑁2 + 𝑠𝑠ℎ𝑙𝑙𝑡𝑡2  
(2.6) 𝑁𝑁𝑙𝑙𝑠𝑠𝑠𝑠𝑒𝑒𝑅𝑅𝑃𝑃𝐷𝐷 =  �𝐸𝐸𝑁𝑁2 + 𝑠𝑠ℎ𝑙𝑙𝑡𝑡2 + 𝑒𝑒𝑟𝑟𝑙𝑙𝑝𝑝𝑒𝑒 𝑛𝑛𝑙𝑙𝑠𝑠𝑠𝑠𝑒𝑒2  
In fact, in time–resolved experiments it is important having the best S/N, which can be achieved 
in different ways: i) increase the number of measurements in order to remove the stochastic noise 
by averaging (increasing the repetition rate of the laser system decreases the time per acquisition, 
allowing more averaging) and ii) introducing a reference for the probe, which corrects for the 
energy fluctuations and shape changes of the probe spectrum. Averaging of M measurements 
increases the S/N, reducing the noise by a factor of √M (where M is the number of 
measurements) and it is always necessary. Contrarily, the presence of a reference beam is not 
always needed, but depends sensitively on the system itself. The use of a reference beam means 
dividing the intensity of the probe light in two arms, thus fewer photons on the main detector as 
well as the presence of another source of electronic noise (reference detector). Hence, in some 
cases the use of a reference deteriorates the S/N of the set–up. To determine whether or not a 
reference beam could improve the S/N in the above–presented 20 kHz set–up, we leave 
momentarily aside the pulse–to–pulse energy fluctuations of the probe light (probe noise in 
equation (2.6)) from the noise equation and express the shot noise in terms of number of detected 





√𝐸𝐸𝑁𝑁2 + 𝑁𝑁  
The addition of a reference implies a reduction of the number of photons arriving on the detector, 
since the same amount of probe light has to be used to illuminate two detectors. The signal in 
presence of a reference is calculated by subtracting the signals read by the two detectors. Since 
these events are statistically independent, the total noise will add again as the square root of the 
sum of each contribution squared. To evaluate the regime where referencing is useful, it is 
necessary to consider two limit cases, namely when EN ≫ √N and EN ≪ √N. In the shot noise 
limited case, namely EN ≪ √N, a 50% splitting of the probe beam means half of the signal light 
on the detector, thus increasing the noise by √2 per detector. The same noise will be present in 
the reference detector, implying that the S/N in the reference–corrected measurement will be half 
the S/N of the measurement without referencing. 
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When the readout noise is dominating, namely EN ≫ √N, the S/N per detector is halved (since 
the noise is independent of the intensity) and combining the result for the two detectors leads to a 
decrease of the total S/N by a factor of 2√2. Therefore, it is clear that introducing a reference is 
useful only if the shot noise of the source is ≫ 2 times the detector noise. Beside this, Dobryakov 
et al [116] reported on the importance of a reference beam in pump–probe systems that use 
intense probe light. 
To give an estimate of the detection noise in our case, we can take a value of N that is half the 
detector’s saturation value. This because the probe spectrum is usually not flat and, if using 
white–light super–continuum the amount of light in the bluest region of the spectrum has 
typically one or two orders of magnitude less  in counts. Since the saturation of the Hamamatsu 
S10453 is 1.5 ×106 we can take an average value of N = 10000, which means that the shot noise 
will be √10000 ≈ 100, thus a relative shot noise of 1%. Since the noise level in the probe is 
typically < 1% and the introduction of a reference is useful only if the shot noise is at least twice 
the readout noise, our system does not need referencing. Therefore, in our system the use of 
referencing would only decrease the performances in terms of noise and the amount of detected 
light in the signal arm. 
2.1.2 ULTRA beam–line at Rutherford Appleton Laboratory (RAL) 
The ULTRA beam–line is based on a 10 kHz synchronized dual–arm fs and ps laser system that 
allows performing high–sensitivity time–resolved infrared and Raman measurements, being able 
to detect ∆OD = 10–5 in 1 s.[30] Briefly, two cryogenically cooled Ti:sapphire chirped pulse 
amplifier (Thales Lasers) are pumped by three 55 W Nd:YAG lasers and seeded from a single 
oscillator (Femtolaser, < 20 fs, > 50 nm bandwidth). One amplifier generates 40–80 fs, 0.8 mJ, 
800 nm pulses at 10 kHz repetition rate, while the other delivers 1–3 ps, 0.8 mJ, 800 nm pulses at 
10 kHz repetition rate. The timing between the output pulses of the two amplifiers is 
synchronized to < 50 fs through sharing the same oscillator source, while long–term drifts are 
removed by applying a slow feedback control on the ps amplifier cavity length. The shot–to–shot 
noise for both the fs and ps outputs is 1% rms energy. The output of the fs amplifier is divided in 
four portions to seed two fs OPAs, one fs NOPA, one fs Harmonic Generation (HG) and (< 10 
µJ) to generate a white–light super–continuum. The output of the ps amplifier is divided in three 
parts to seed two ps OPAs and one ps HG. Two experimental stations are available for pump–
probe measurements, in which the pump and probe beams are focused onto the sample with 
typical diameters of 100 µm and 50 µm, respectively. 
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The samples are placed in Harrick cells and, in order to avoid photo–damage, both flowing of the 
sample and rastering of the cell are applied. After passing through the sample the probe beam is 
sent into a 0.25 m spectrograph (DK240, Spectra Products) containing several diffraction 
gratings in order to control the spectroscopic window as well as the spectral resolution. The 
detection system is composed by three different detectors, in order to be able to probe spectral 
regions spanning from the UV to the IR: a Silicon (Si) array detector (512 pixels, Quantum 
Detectors, QD), an Indium–Gallium Arsenide (InGaAs) array detector (256 pixels, QD) and 
Mercury Cadmium Telluride (MCT) array detectors (128 and 64 pixels, IR Associates). When 
probing in the Mid–IR region, which is the case for the experiments presented here, two 128 
pixels MCT detectors were used to detect the probe light and two 64 pixels MCT detectors were 
used as reference. 
2.2 Data Treatment 
As mentioned in previous paragraphs the probe pulses are spectrally resolved and detected 
allowing broad–band detection. The result is a matrix containing the transient signal vs time and 
wavelength (hereafter t–λ matrix). Due to the refractive index change inside the material each 
wavelength will move with its own speed through any transmissive optics (including the flow–
cell and solvent, thus generating a Group Velocity Dispersion (hereafter GVD) and leading to a 
different time–zero for each wavelength as shown in Figure 2-8A. The GVD can be corrected 
after the experiment and after averaging of different scans (as shown in Figure 2-8B) by 
interpolating the time points in each wavelength column. 
Figure 2-8 Example of GVD correction for a diplatinum complex (Pt(pop)). In (A) is displayed the t-λ plot as obtained 
from the experiments and in (B) is shown the GVD corrected plot. 
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Since the GVD is due to the variation of the refractive index in the solvent as well as in the 
flow–cell material, it will be usually less severe in the IR region and will become more and more 
important while shifting the detection to the UV region. This effect can also be noticed by the 
curvature of the time–zero vs λ curve in Figure 2-8A, which becomes steeper as long as λ 
decreases. The second step in the data treatment is to retrieve the decay times of the different 
features present in the investigated spectral region. In order to retrieve the timescales two main 
methods, which lead to the same results, are widely used: Global Fitting (GF) of several kinetic 
traces and Singular Value Decomposition (SVD) of the entire data matrix. 
The GF process implies the best–fit of several kinetic traces with a function obtained by the sum 
of exponential decay functions, which are convoluted with the experimental Instrumental 
Response Function (IRF) and multiplied by a Heaviside step function (H(t)), as shown in 
equation (2.8). 
(2.8) 𝑓𝑓(𝜆𝜆, 𝑡𝑡) = 𝐻𝐻(𝑡𝑡) ∗ (𝐼𝐼𝑅𝑅𝐼𝐼 ⊗  � 𝐴𝐴𝑖𝑖(𝜆𝜆)𝑒𝑒𝑒𝑒𝑒𝑒(− 𝐷𝐷𝜏𝜏𝑖𝑖))
𝑖𝑖
  
The exponential decay functions present in equation (2.8), include the decay constant τi and the 
wavelength–dependent amplitude, which give information about the weight of the given τi at 
each wavelength. The amplitudes of each exponential decay functions can be plot as function of 
the wavelength in order to obtain the Decay Associated Spectra (DAS), allowing understanding 
the evolution of the spectral transient features on the τi timescale. However understanding the 
DAS could be complicated in presence of several spectral features. In general, the DAS obtained 
by an exponential decay τ is compared with a transient spectrum at delay time τ; if the DAS 
shows the same sign of the transient spectrum at a given λ then the investigated feature is 
decaying, otherwise if the DAS has opposite sign the feature is rising. 
When studying a system in which wave–packets are generated, equation (2.8) is not enough to 
describe the entire time–course, thus needing an exponentially damped sine function convoluted 
with the experimental IRF, as shown in equation (2.9). 
(2.9) 
𝑓𝑓(𝜆𝜆, 𝑡𝑡) = 𝐻𝐻(𝑡𝑡) ∗ [ 𝐼𝐼𝑅𝑅𝐼𝐼 ⊗ (� 𝐴𝐴𝑖𝑖(𝜆𝜆)𝑒𝑒�− 𝐷𝐷𝜏𝜏𝑖𝑖�





In this way it is possible to account for the population times, through the sum over “i”, and for 
the exponentially damped oscillatory pattern, through the sum over “j”. The damped oscillatory 
pattern is described by the sin(ωt + φ) multiplied by the damping exponential (first exponential 
term inside the sum) and another exponential that accounts for the rise (second exponential 
inside the sum). The rising exponential is used only if the amplitude of the oscillatory pattern is 
increasing with time; when it is not necessary its amplitude is set to zero, removing it from the 
equation.  
The SVD procedure uses the entre data matrix, reducing the fit dimensionality and acting as a 
noise filter.[117–119] This procedure starts from the data matrix M(λ,t)m×n and it decomposes 
the latter in the product of three matrices, as shown in equation  (2.10): 
(2.10) 𝑀𝑀(𝜆𝜆, 𝑡𝑡)  =  𝑆𝑆𝐴𝐴×𝐴𝐴(𝜆𝜆)  ×  𝑊𝑊𝐴𝐴×𝑛𝑛  ×  𝑇𝑇(𝑡𝑡)𝑛𝑛×𝑛𝑛𝑅𝑅    
Two main conditions have to be fulfilled in order to have the SVD procedure working: i) the data 
matrix can be described by a discrete linear combination of terms and ii) the noise in the data has 
to be purely stochastic. Under these conditions the columns present in the S(λ)m×m and T(t)T n×n 
matrices are known as singular spectra (also called “eigenspectra”) and singular kinetic vectors 
(also called “eigentraces”) respectively. Wm×n is a diagonal matrix, thus having wij = wji = 0 while 
wii ≠ 0. The diagonal entries are also called “singular values” and represent the contribution of 
each eigenspectrum (and the corresponding eigentrace) to the data matrix. In the case of noise–
free data there are N non–vanishing singular values, while the presence of noise acts as a 
perturbation of the latter and of the respective singular vectors.[117–119] The eigentraces are 
then globally fit to retrieve the important timescales and thus the amplitudes can be used to 
obtain the DAS’s, as shown in equation (2.11): 
(2.11) 𝑂𝑂𝐴𝐴𝑆𝑆𝑘𝑘(𝜆𝜆) = ∑ 𝑎𝑎𝑖𝑖𝑘𝑘 𝑤𝑤𝑖𝑖𝑖𝑖𝑘𝑘 𝑈𝑈𝑘𝑘(𝜆𝜆)   
Where Uk (λ) is the eigenspectrum related to the k–th eigentrace. Both the GF and SVD 
procedures retrieve the same information; however, each of them has strong and weak points. 
The GF of several kinetic traces becomes increasingly computationally expensive, thus 
increasing the probability to get trapped in local minima of the used fitting function. 
Nevertheless, it can describe well changes in shape of transient features (narrowing and 
broadening) and it is necessary when fitting transient signals containing wave–packets. 
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On the other hand, the SVD suppresses stochastic noise and it is computationally less expansive 
but it has several drawbacks: i) the shifts of transient features are not well describe; ii) kinetics 
with weak amplitude can be mixed with the noise and; iii) oscillatory patterns are not well 
described. In the presence of oscillatory patterns the GF of relevant kinetic traces become 
immediately computationally expansive, requiring up to one day converging on the result. 
Moreover, the big amount of parameters in the fitting function increases sensibly the probability 
of trapping in local minima. 
The SVD procedure is limited in this case, implying the possibility to obtain wrong results. In 
order to double–check the retrieved central frequencies and to know the wavelength at which 
every frequency is appearing, a Fast Fourier Transform (FFT) map can be used. This method is 
based on three steps: i) removing the oscillatory pattern (e.g. by smoothing the data or 
performing an SVD and reconstructing the data matrix only with exponential decays); ii) subtract 
the exponential decays from the original data matrix and iii) performing an FFT for each 
wavelength along the time axis. Figure 2-9A shows a set of kinetic traces obtained after removal 
of the exponential decay from the transient signal of Pt(pop), in order to be sure of the sole 
presence of the oscillatory pattern. In Figure 2-9B is displayed the FFT map, showing the 
presence of FFT peaks as function of wavelength and frequency. 
By comparing the results obtained by the two methods we can highlight some important points: 
i) GF of selected kinetic traces gives information on both the frequency of the oscillation and its 
damping time, but it is a computationally expensive and long process (simultaneous fit of the 
population and coherence times); ii) the FFT map is less time consuming and less 
computationally expensive, giving a map of the frequencies as function of the wavelength, but it 
Figure 2-9 Example of oscillatory pattern at selected wavelengths after removal of the exponential decay (A) and final 
result of the FFT map (B). This dataset was taken from the results of Pt(pop) upon 360 nm photo-excitation. 
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does not supply any information on the damping times of the observed frequencies; and iii) the 
FFT map allows an immediate recognition of the wavelength range in which an oscillatory 
pattern is present. Therefore, we see GF of single kinetic traces and FFT map as two 
complementary methods to obtain information on the oscillatory pattern present in TA results. 
Hence, both approaches will be used in the analysis of wave–packets, as it is shown in the case 





















3 Solvent and ligand effects on Pt(pop) intramolecular relaxation 
This chapter focuses on both solvent and ligand effects on the ISC timescales in Pt(pop). After a 
brief introduction on Pt(pop) and bimetallic complexes (Section 3.1), we analyze the static 
spectra of Pt(pop) in different solvents (Section 3.2). To investigate the solvent dependent ISC 
(Section 3.3), we compare the results of TA experiments of Pt(pop) dissolved in acetonitrile 
(MeCN) and water (at two different excitation wavelengths). Our experimental results are then 
compared with previous ones, in which Pt(pop) was dissolved in Ethanol (EtOH), Ethylene 
Glycol (Et–Gly) and Dimethylformamide (DMF). Section 3.4 is entirely dedicated to the ligand 
dependence, comparing the TA results of Pt(pop) in MeCN with the ones of the perfluoroborated 
derivative Pt(pop)–BF2. The latter possesses a stiffer pop cage that shows a weaker interaction 
with the solvent due to the BF2 bridges binding the terminal oxygen atoms. The obtained results 
are used together in Section 3.6 to propose a photo − cycle for both Pt(pop) and Pt(pop)–BF2. 
3.1 d8 − d8 complexes and Pt(pop): an introduction 
Understanding the intramolecular energy relaxation pathways of metal complexes and how they 
are affected by the environment is crucial for applications in chemistry, biology, solar energy 
conversion and luminescent materials. In this respect, bimetallic PtII, RhI and IrI d8–d8 complexes 
are particularly interesting due to their remarkable photo–chemical and photo–physical 
properties.[2, 120–123] In these complexes, the HOMO is an anti–bonding d–σ* orbital while 
the LUMO is a p–σ bonding orbital along the intermetallic axis (see Figure 3-1).[120, 121] Thus, 
the photo–induced HOMO → LUMO transition generates a highly reactive biradical complex 
with a σ–bond between the two metal ions, which can exist in both its singlet or triplet state.[2, 
120–122, 124, 125] The lowest excited singlet state (1A2u) of these complexes undergoes ISC to 
the lowest excited triplet state (3A2u) with near unity quantum yield [126] on the ps 
timescale.[52, 127] The biradical character of the 3A2u state and its long life–time (from 30 ns to 
several µs [121]) make it reactive and capable of abstracting non–acidic hydrogens from 
alcohols,[128] hydrocarbons [129–131] and organo–silanes,[129] as well as halogens from 
organic halides.[128, 132] 
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In the case of the di–platinum complexes, this high triplet state reactivity is thought to be crucial 
for the photo–catalytic implementation of H2 production from alcohols.[1] Among all the d8–d8 
complexes Pt(pop) is the most studied, since its synthesis [120, 125, 133] is easier than RhI and 
IrI complexes.[125] As shown in Figure 3-1 (and in Figure 3-2C) Pt(pop) consists of two PtP4 
parallel planes, held together by four bridging oxygen, and eight terminal P(O)(OH) moieties, 
which are strongly exposed to the solvent and can actively participate in hydrogen bonding. In 
Figure 3-1 is represented a qualitative molecular orbital diagram for a generic d8–d8 complex, 
which arises from the interaction of two face–to–face square planar d8 metal complexes. Figure 
3-1 shows also the simulated frontier molecular orbitals of Pt(pop) in ethanol, displaying the 
anti–bonding character of the HOMO and the σ–bonding character of the LUMO. Beside these, 
also the HOMO–1 and LUMO +1 are shown in Figure 3-1, showing the importance of the ligand 
together with the negligible amplitude on the Pt ions. 
 
 
Figure 3-1 shows a qualitative molecular orbital diagram for a d8 – d8 complex resulting from the interaction of the two 
face – to - face square planar d8 ions. The z – direction is along the Metal – Metal axis and the red arrow represents the 
HOMO → LUMO transition. On the left side are shown the molecular orbitals of Pt(pop) simulated by Gloria Capano 
with the DFT method, using the B3LYP exchange and correlation function and the TZVP basis set. Relativistic effects 
were described by the ZORA scalar method, while the solvent was included usingthe implicit COSMO model. In the 
structure the oxigen atmos are depicted in red, the phosphorous atoms in silver, the hydrogen atoms in white and the 
platinum atoms in green. The negative regions of the wavefunction are depicted in black while the positive are illustrated 
in purple. 
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Analysis of Pt(pop) low temperature absorption and emission Frank–Condon progressions,[134–
136] showed Pt–Pt stretching frequencies of 120 cm–1, 150 cm–1 and 155 cm–1 for the 1A1g 
ground state and the 1A2u and the 3A2u excited states, respectively. Beside these strong amplitude 
modes, also a weak 40 cm–1 mode was reported, which was assigned to the pop cage 
deformation.[134] The results of the Frank–Condon analysis also showed a contraction by 0.21 
Å of the Pt–Pt bond distance for the excited states (1,3A2u) relative to the equilibrium value of 
2.92 Å for the ground state, suggesting that the singlet and triplet (1,3A2u) states have nested 
parallel potential curves along the Pt–Pt coordinate, as shown in Figure 3-2. These trends were 
confirmed by recent time–resolved X–ray absorption experiments, showing an additional 0.01Å 
expansion of the pop cage in the triplet state.[52, 137, 138] The latter expansion goes hand in 
hand with the weak 40 cm–1 mode, that was addressed as one of the possible mechanisms 
inducing ISC in Pt(pop), as shown in Figure 3-2A. 
Milder and Brunschwig [127] investigated in detail the solvent and temperature (T) dependence 
of the 1A2u → 3A2u ISC in Pt(pop), by means of ps time–resolved fluorescence. 
 
 
Figure 3-2 Scheme of the two possible pathways for the ISC process from S1 to T1 in Pt(pop). In (A) a region of strong 
electronic coupling induced by the excitation of low-frequency skeletal modes could allow the ISC between the S1 and T1 
states and in (B) a third state (addressed as I), shown as a dotted red line, acts as an intermediate in the ISC process. In 
(C) are shown some models that account for different deformations, as can be seen by the arrows. Model I shows only the 
displacement of the Pt ions, Model II and Model III show different cage distortions and Model IV displays a concerted 
motion of the PtP4 plane with the bridging oxigens. Panel (C) is reproduced from ref. [138]. 
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They described the non–radiative decay of the system with a two–channel expression, as shown 
in equation (3.1). 
(3.1) 𝑘𝑘𝑃𝑃𝑜𝑜𝑠𝑠 =  𝑘𝑘0 +  𝑘𝑘 (𝑇𝑇) =  𝑘𝑘0 +  𝐴𝐴
√𝑅𝑅𝑇𝑇
 𝑒𝑒𝑒𝑒𝑒𝑒(−𝐼𝐼𝑎𝑎𝑅𝑅𝑅𝑅)  
Where k0 is the weak coupling temperature–independent contribution and k (T) is the strong 
coupling temperature–dependent contribution, in which A = (HAB2 π1/2)/(ħλ1/2) and Ea = (∆E + 
λ)2/4λ. In the expressions of the amplitude and the activation energy, HAB is the electron 
coupling between involved states, ∆E the energy difference between the two states and λ is the 
total reorganization energy. They found k0 ≈ 1.5 ×10–9 s–1, which was assigned to the direct 1A2u 
→ 3A2u ISC assisted by both intramolecular and solvent modes (sensitive to the protonation/ 
deuteration state of the solvent). Indeed, direct spin–orbit coupling between the singlet and triplet 
states of Pt(pop) is symmetry forbidden.[136, 139] Furthermore, they reported values of the T–
dependent rate (k(T)) in the (10s ps)–1 range at room temperature, which reflect a strong coupling 
case. They proposed that this ISC rate is mediated by a first 1A2u → 3B2u ISC, which needs to 
overcome a barrier (as shown in Figure 3-2B), followed by an ultrafast 3B2u → 3A2u IC. 
Interestingly, the reported T–dependent ISC rates are 2–3 orders of magnitude slower than in 
other transition metal complexes, such as MII(bipy)3 (M = Fe, Ru and bipy = 2,2’ –
bipyridine),[53, 55] ReI carbonyl–diimine complexes,[48, 51, 57, 140] or mono–PtII 
acetylides.[74] 
In a recent study, using ultrafast fluorescence and TA measurements, we reinvestigated the 
solvent dependence of the ISC in solution at 300 K,[52] finding times ranging from 30 ps in 
Ethylene glycol to 11 ps in DMF (see Table 3–1 in Section 3.3).[52] In this case, the T–
independent rate is overwhelmed and the same mechanism as described by Milder and 
Brunschwig [127] should be operative. Our study also revealed a rich wave packet pattern due to 
the Pt–Pt vibration, which is created by the impulsive bond formation upon excitation from the 
HOMO to the LUMO. The demonstration of wave–packet upon impulsive bond formation in 
Pt(pop) triggered several ultrafast studies on other d8–d8 complexes. Cho et al [141] investigated 
the di–platinum complex [Pt(ppy)(μ–tBu2pz)]2 (ppy = 2–phenyl pyridine and μ–tBu2pz = 3,5–di–
terButyl pyrazolate) by anisotropy TA, finding Pt–Pt wave packet oscillations in opposite phase 
for parallel and perpendicular polarization. They also reported a much faster ISC time than 
Pt(pop) (< 150 fs), while the dephasing time of the wave packet was found to be 2.4 ps. The 
latter observations were explained by the occurrence of two energetically close and strongly 
coupled singlet and triplet states. 
43 
In this case the wave packet bounces back and forth between the two states (followed by an IC to 
the lowest triplet state [141]), with the anisotropy arising from the different nature of the ESA 
transitions from the singlet and the resonant triplet state. This picture is fully consistent with the 
Milder and Brunschwig’s hypothesis of an ISC mediated by the 3B2u state.[127] Hartsock et al 
[142] investigated the [Ir2(dimen)4]2+ (dimen = 1,8–diisocyano–p–menthane) complex by 
ultrafast TA and Density Functional Theory (DFT). From the wave–packet patterns they 
concluded that it possesses two singlet ground state isomers in solution at room temperature. The 
latter results were recently confirmed by quantum mechanics/molecular mechanics (QM/MM) 
multiscale MD simulations by Dohn et al [143] 
Recently, Durrell et al [3] functionalized Pt(pop) with bridging BF2 groups between the terminal 
oxygen atoms in the P(O)(OH) moieties (Pt(pop)–BF2), whose synthesis and structural sketches 
are shown in Figure 3-3. This perfluoroboration makes the ligand cage stiffer, thus reducing the 
capability of symmetry breaking and making the interaction with the solvent weaker. They found 
that the 1A2u radiative lifetime is prolonged by 3–4 orders of magnitude with respect to that of 
Pt(pop). Beside this, its T–independent (k0) and T–dependent intersystem crossing (ISC) 
pathways are at least 18 and 142 times slower than those of Pt(Pop). The slowdown in the T–
independent ISC channel was attributed to two factors: i) reduced spin–orbit coupling between 
the 1A2u state and the mediating triplet (3B2u), owing to increases of Ligand–to–Metal Charge 
Transfer (LMCT) energies (see bands at 315 nm, 285 nm and 246 nm in Figure 3-4B) relative to 
the excited singlet and; ii) less access to solvent, which reduces dissipation of the excess energy 
to solvent vibrational modes.  
Figure 3-3 Synthesis of Pt(pop)-BF2 with the structures of both Pt(pop) and Pt(pop)-BF2. This Figure was reproduced 
from ref. [3] 
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Given the role of the 3B2u state in mediating the room temperature (RT) ISC process and its 
suspected solvent– and ligand–dependence, here we complement our previous study [52] by an 
ultrafast UV pump–Visible probe TA study on Pt(pop) and Pt(pop)–BF2 dissolved in acetonitrile 
(MeCN) and water. By exciting at different wavelengths, we investigate the effect of excitation 
energy (of the 1A2u absorption and the UV bands) on the relaxation mechanisms leading to the 
population of the lowest excited triplet states 3A2u state. We find that, upon excitation of the UV 
bands of both complexes, the lowest triplet state is promptly populated, while the singlet state is 
largely bypassed. The present and previous results and those of the literature can now be 
rationalised by the solvent–shifts of the 3B2u state.  
3.2 Steady state spectra 
Figure 3-4 shows the UV–visible absorption spectra of Pt(pop) dissolved in various solvents (A) 
and Pt(pop)–BF2 dissolved in acetonitrile (MeCN) (B). The spectra are characterized by an 
intense band centred around 360–370 nm, due to the strongly allowed d–σ*→ p–σ transition 
(1A1g→1A2u), and a weak band around 440–460 nm, due to the 1A1g → 3A2u transition.[121, 132, 
144] 
Figure 3-4 Static absorption spectra of Pt(pop) in different solvents (A) in both 1 cm and 1 mm cuvettes, to highlight 
strong and weak absorption bands. The spectra were normalized on the 360 nm band for the 1 cm path and on the 250 nm 
band for the 1 mm path. In (B) is shown the comparison between Pt(pop) and Pt(pop)-BF2 spectra in acetonitrile; again 
the 1 cm path spectra were normalized on the 360 nm band while for the 1 mm path the intensity of the 260 nm band of 
Pt(pop)-BF2 was normalized to the  230 nm band of Pt(pop). 
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Table 3–1 Summary of the central frequency (͞νc) of S1, T1, UV1 and UV2 bands for Pt(pop) dissolved in several solvent, 
together with their shift (͞νs) with respect to Pt(pop) dissolved in MeCN. The last column displays the ISC times for 
Pt(pop) in the mentioned solvents. 
 
Solvent 
S1 cm–1 T1 cm–1 UV1 cm–1 UV2 cm–1 τISC 
(ps) ͞νc ͞νs ͞νc ͞νs ͞νc ͞νs ͞νc ͞νs 
Ethylene Glycol 27027 181 22075 169 32787 1341 36232 1144 30.3 
Ethanol 27100 254 22173 267 32787 1341 36166 1078 25.6 
Water 27174 328 22100 194 32680 1234 36298 1210 13.7 
DMF 26810 36 21906 0 31949 503 34965 123 11.0 
MeCN 26846 0 21906 0 31446 0 35088 0 0.7 
 
The region below 320 nm is characterized by three bands that are significantly weaker than the 
singlet 1A1g→1A2u band, but about 5–10 times stronger than the 1A1g → 3A2u transition, pointing 
to a partial dipole– and/or spin–forbidden character (labelled UV1, UV2 and UV3 in Figure 
3-4B). Their assignment is still unclear: Stiegman et al [136] assigned them to dσ* → dx2–y2 
transitions (UV1 and UV2) and dxz, dyz → pσ transition (UV3, without specifying the spin state). 
In particular, the UV1 band (315 nm in Pt(Pop) dissolved in MeCN) was assigned to the 1A1g → 
3B2u transition. In the 3B2u state, the complex is expected to have significantly longer metal–
ligand bond distances than in either the ground or the lowest two metal–centred (MC) singlet and 
triplet states. Theoretical studies [139, 145–148] identify the 3B2u state as a ligand–to–metal–
metal–charge–transfer (LMMCT) due to a px,y → pz transition, but it lies at much lower energy 
and has a negligible oscillator strength.[145] The next state of any appreciable oscillator strength 
in this region (about 25 times weaker than the 1A1g → 1A2u band, i.e. on the order of what we 
observe in Figure 3-4) is the singlet equivalent of the above 3LMMCT transition, and its energy 
coincides well with the UV1 band. All the states calculated between the singlet and triplet 
LMMCT states have the same LUMO, which shows significant electron density exposed towards 
the solvent. Figure 3-4A shows the absorption spectrum of Pt(pop) in different solvents 
(investigated here and in ref. [52]), which displays a significant shift to the blue of the UV bands 
in water, ethanol and ethylene glycol (all protic solvents) compared to MeCN and DMF. Beside 
this, the singlet and triplet transitions show less significant shifts in the various solvents due to 
the fact that these transitions involve orbitals that are less exposed to the solvent, unlike the UV 
ones that involve ligand centred orbitals (see Table 3–1). 
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In the case of Pt(pop)–BF2 (Figure 3-4B) the singlet and triplet transitions lie higher in energy 
(0.07 eV and 0.04 eV, respectively) than those of Pt(pop) in the same solvent; fact that is even 
more significant in the UV bands, showing typical shifts of ~0.3 eV. While this shows the 
solvent sensitivity of the UV bands, and therefore their proposed LMMCT character in both 
complexes,[139, 145–147] the shifts cannot be easily rationalised in terms of the physical 
properties of the solvents. 
3.3 Solvent dependence 
3.3.1 Sample preparation 
The experiments presented in the following paragraphs were performed in different conditions if 
exciting at 360 nm (1A2u band) or at 270–280 nm (UV2 band). 
For 360 nm excitation experiments Pt(pop) was dissolved in high–grade acetonitrile, obtaining a 
concentration of ~0.9 mM, and the solution was flowed with a gear pump through a 100 µm–
thick jet. For 270–280 nm excitation (270 nm for Pt(pop) in water and 280 nm for Pt(pop) in 
MeCN) the Pt(pop) was dissolved in milliQ water or high–grade acetonitrile, respectively, 
obtaining a concentration of ~4.5 mM. The sample was then flowed in a 200 µm–thick thin 
window flow–cell. 
For all the experiments the sample concentration were chosen to have absorption of ~0.3 OD at 
the excitation wavelength. The pump fluence was set to ~1.2 mJ/cm2 and the probe polarization 
was set at the magic angle with respect to the pump one. 
3.3.2 Experimental results 
On the left side of Figure 3-5A is shown the t–λ plot of Pt(pop) upon 360 nm (1A2u band) 
excitation in MeCN, while on the right panel are displayed the kinetic traces at selected 
wavelengths. The main features of the TA are identical to those of previously reported 
studies:[52] i) a Ground State Bleach (GSB) centred at 372 nm, which shows a strong oscillatory 
pattern due to a vibrational wave–packet of the Pt–Pt stretch mode generated by Impulsive 
Stimulated Raman scattering (ISRS); ii) Stimulated Emission (SE, centred at ~400 nm) and; iii) 
the Excited State Absorption (ESA) due to the 1A2u state, which consists of two main regions: 
from 440 nm to 500 nm (ESAS1) and below 350 nm (ESAS1), due to the 1A2u state. It also 
exhibits coherent oscillations due to a wave–packet of the Pt–Pt stretch mode; iv) the ESA due 
the triplet 3A2u state (ESAT), which we had assigned to transitions from the 1,3A2u states to the 
1,3Eg ones (described by the electronic configuration (5dxz 5dyz)7(6pσ)1.[52] 
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We observe that right after time–zero only the ESAS is present, but within few 100’s fs, the 
ESAT signal grows in, along with coherent oscillations. This is also clear from the time traces at 
537 nm and 458 nm in Figure 3-5A (right). On the same time–scale, the SE decreases in intensity 
indicating a depletion of the 1A2u state, which is not accompanied by a recovery of the GSB. By 
~5 ps, the 1A2u state is completely depopulated due to ISC, as can be seen also in the transient 
spectra shown in Figure 3-6A. The very short ISC time, compared to those reported in ref. [52], 
highlights once again its strong solvent dependence (see Table 3–1). A GF analysis was 
performed, in order to retrieve the time–constants along with the coherence times and the 
frequencies of the oscillatory pattern. 
Figure 3-5 In (A) are shown the t–λ plot and kinetic traces at selected wavelengths of Pt(pop) in MeCN upon 360 nm 
excitation. In (B) are shown the t–λ plot with selcted kinetic traces of Pt(pop) in MeCN upon 280 nm excitation. 
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Figure 3-5A (right) shows the fits, obtained using a tri–exponential function with three damped 
sine functions, all convoluted with the experimental IRF. The GF was performed letting all 
values as free parameters (except for the infinitely long component that was fixed to 500 ps). The 
fit parameters are summarized in Table 3–2 and in Table 3–3 (Section 3.5), in order to give an 
overview of the obtained timescales as function of solvent and ligand. In particular, population 
times of 700 ± 100 fs, 3.8 ± 0.4 ps (and 500 ps) are retrieved. We assigned the first value (700 fs) 
to the ISC time, due to the disappearance of the SE feature, and the second one (3.8 ps) to the 
vibrational relaxation in the 3A2u state. The former agrees with the rise time of the coherent 
oscillations in the 3A2u state (τR) of 900 ± 90 fs. 
Figure 3-6 Transient spectra of Pt(pop) at selected time - delays upon 360 nm (A) and 280 nm (B) excitation. The 
wavelength scale in (A) is wider with respect to the one in (B) because in the latter the GSB region was blurred due to the 
high sample concentration. 
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The retrieved oscillation frequencies agree with those of refs. [52, 124, 135, 136], but in addition 
we now extract the frequency in the triplet state, which is slightly larger than that of the singlet 
state (Table 3–3). The frequencies were further cross–checked by a Fourier Transform analysis, 
through which we obtained a λ–ν plot, as shown in Figure 3-7A. The oscillation period of the 
1A2u state (223 fs) is shorter than the ISC time, thus the coherence transfer appears as a leakage 
of population over several cycles on the 800–900 fs rise of the oscillation in the triplet state. 
In Figure 3-5B (left) is shown the t–λ plot of Pt(pop) upon 280 nm (UV2 band) excitation, which 
is much simpler than upon 360 nm excitation (Figure 3-5A): the GSB feature is not well 
reproduced because of the strong absorption of probe light by the sample (higher concentration 
and thicker cell used for these measurements, thus the GSB region is left outside the plot). It is 
important to note the absence of the SE feature, indicating that, upon 280 nm excitation, the 1A2u 
state is not populated (or only at a very small yield to be detectable). The signal is dominated by 
the 3A2u ESA band (centred at 500 nm), which appears promptly as seen also in the kinetic traces 
shown in Figure 3-5B right. This observation implies that the UV2 → 3A2u relaxation occurs 
within the IRF of the measurement (< 80 fs); moreover the 3A2u state is in a vibrationally hot 
state, as can be seen from the evolution of the transient spectra shown in Figure 3-6B. Although 
the UV2 band lies ~1.6 eV higher than the triplet absorption (see Table 3–1) and the singlet state 
is bypassed, wave–packet oscillations still appear in the 3A2u state. Bypassing intermediate states 
is a rather uncommon behaviour in polyatomic molecules, where usually intramolecular 
relaxation proceeds in a stepwise fashion through all intermediate states; however, in the present 
Figure 3-7 FFT map for Pt(pop) upon 360 nm (A) and 280 nm (B) excitation. The plot identifies the wavelengths at which a 
given frequency is present. 
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case coherence is preserved over a large energy gap (~1.6 eV, Table 3–1). In addition, the 
prompt rise of the triplet state population implies a very strong coupling of the initially accessed 
state (UV2) with the 3A2u state if the relaxation is direct. Alternatively, if it funnels via 
intermediate triplet states (possibly 3B2u is one of them), then these must have a strong coupling 
with the 3A2u state, but also with the initially populated UV2 state. Such strong couplings suggest 
that the UV2 state is a triplet state. It is interesting to observe that the signal starts quite intense 
around 400 nm, but quickly converges to the 500 nm centred band, around which the wave–
packet oscillations can be clearly seen. This is also seen from the first peak of the kinetic trace in 
Figure 3-5B (right). The observed behaviour points to the passage of the wave–packet in this 
probe region, probably in the course of its downwards relaxation to the lowest triplet state.  
By comparing the transient spectra at 25 ps upon 360 nm and 280 nm excitation (shown in 
Figure 3-6), it is possible to see that in the latter case the transient is red–shifted (peaking at 500 
nm against 480 nm of the 360 nm excitation) and it is slightly broader. These observations hint 
to the presence of an appreciable excess vibrational energy that is slowly dissipated to the 
solvent. This slow relaxation is due to the ~1 eV energy difference between the two excitation 
energies and the isolation of the triplet (3A2u) state, which make the pathways for energy 
dissipation less efficient and pointing to a weak coupling of the Pt–Pt vibration to solvent modes 
in this state. The GF analysis with a tri–exponential function and only one damped sine function 
delivers the best fit as can be seen in Figure 3-5B right. The population times are 280 ± 30 fs 3.5 
± 0.3 ps and a non–decaying component, which reflect the presence of a primary cooling 
followed by a cooling time comparable with the 360 nm excitation. All the fit parameters are 
given in Table 3–2 and Table 3–3 in Section 3.5, while the mode frequencies are confirmed by 
the FFT analysis, as can be seen in Figure 3-7B. 
The case of Pt(pop) in water under 360 nm excitation was already reported;[52] however, here 
we revisit it under 270 nm (UV2 band, Figure 3-4A). Figure 3-8A (left) shows the corresponding 
t–λ plot. Just as above, the TA spectrum is dominated by the ESAT feature (centred at ~475 nm) 
that appears within the experimental IRF and is accompanied by wave packet oscillations. More 
distinctly than in the previous case, we also observe the single passage of the wave packet in the 
390–430 nm region prior to its localization in the triplet state, as also shown in the transient 
spectra of Figure 3-8A (right).  
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A weak SE feature around ~400 nm points to some population reaching the singlet state (1A2u) 
from the UV2 state, contrary to the MeCN case. These features, together with the wave–packet 
evolution in time, can be better observed in Figure 3-8B, which shows transient spectra at 
selected time–delays. To best–fit the data–points, three exponential decays and two 
exponentially damped sine functions were necessary, as shown by the GF analysis in Figure 
3-8A (right). The retrieved population times, namely 320 ± 20 fs and 1.7 ± 0.1 ps, are very 
similar to the values reported in previous studies [52] and point to a primary ultrafast vibrational 
relaxation of the system (320 fs component), followed by a slower component (1.7 ps). The 
parameters obtained by the GF (population and coherence times) are summarized in Table 3–2 
and Table 3–3 in Section 3.5. 
Figure 3-8 shows the t –λ  plot of Pt(pop) in water upon 270 nm (UV2) excitation, together with some kinetic traces at 
selected wavelengths (A). The best – fit is overlapped to the data points and, as can be seen in the picture, the GF 
procedure was started right after the coherent artifact present at time-zero. In (B) are shown transient spectra at selected 
time – delays, while in (C) is shown the FFT map that highlights the frequencies present in the oscillatory pattern 
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Moreover the wave–packet frequencies are confirmed from the FFT analysis (see Figure 3-8C), 
which shows clearly the presence of the mode belonging to the 1A2u state in the SE region at 
~420 nm. It is important to highlight that the coherence times are 1.7 ± 0.2 ps for the 1A2u state 
and 2.9 ± 0.2 ps for the 3A2u. The former is in excellent agreement with the previously reported 
damping times,[52] while the latter is observed for the first time. 
3.4 Ligand dependence 
3.4.1 Sample preparation 
As in the previous case, the experiments were performed exciting at two different wavelengths, 
namely 360 nm (1A2u band) and 260 nm (UV2 band); however, since Pt(pop)–BF2 is moisture 
and oxygen sensitive, the preparation of the sample, handling and measurements were done 
under Argon atmosphere. 
For the 360 nm excitation experiments, Pt(pop)–BF2 was dissolved in high–grade anhydrous 
acetonitrile with a concentration of ~0.9 mM. During the experiments the solution was flowed in 
a 100 µm–thick thin window flow–cell in order to avoid photo–damaging of the sample. For the 
260 nm excitation experiments the same procedure described above was used but the Pt(pop)–
BF2 solution was more concentrated, namely ~4.5 mM. The sample concentration in these 
experiments was set to obtain absorption of ~0.3 OD at the excitation wavelength. The excitation 
fluence was set to ~1.2 mJ/cm2 and the probe polarization was set to the magic angle with 
respect to the pump polarization.  
3.4.2 Experimental results 
Figure 3-9A (left) shows the t–λ plot of Pt(pop)–BF2 upon 360 nm photo–excitation, displaying 
the GSB at 365 nm, the SE at 390 nm and a broad ESA covering the region from 420 nm to 600 
nm. In the transient signal both the SE and ESAS features are present up to 10 ps, while no ESAT 
appears, implying that in the investigated pump–probe delay time window the 1A2u state does not 
undergo ISC to the 3A2u state, in agreement with its reported radiative lifetime of 1.6 ns.[3] Also 
in this case, coherent wave–packets show up both in the ground and the excited state, as can be 
seen in both the t–λ plot and in the selected kinetic traces beside it (Figure 3-9A). The above–
mentioned spectral features, as well as their time–evolution, can be seen also in Figure 3-10A 
that shows transient spectra at selected time–delays. The latter were chosen so to highlight 
wave–packet motion. In order to retrieve the characteristic timescales of Pt(pop)–BF2 (both 
population and coherence), a GF analysis was performed. 
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To best–fit the data points two exponential decays (1.2 ± 0.1 ps and 500 ps accounting for the 
non–decaying signal) and three exponentially damped sine functions (describing the oscillations 
in the 1A1g, 1A2u states plus the overtone of 1A2u) were used. The frequencies obtained by GF 
were also cross–checked with FFT analysis, whose results were in excellent agreement with the 
GF ones, as shown in Figure 3-11A. For the sake of clarity all the results of the GF analysis are 
given in Table 3–2 and Table 3–3 (Section 3.5). 
 
Figure 3-9 shows t–λ plot (left) and selected kinetic traces (right) of Pt(pop)-BF2 upon 360 nm (A) and 260 nm (B) 
excitation. 
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Figure 3-9B (left) displays the t–λ plot obtained by photo–exciting the Pt(pop)–BF2 at 260 nm 
excitation, which shows the following features: i) the SE is present but grows only after some 
100s fs; ii) the ESAS is present, which implies (as the presence of the SE) that some population 
reaches the 1A2u state; iii) the oscillatory pattern is much weaker, as can be seen also in the 
kinetic traces shown in Figure 3-9B (right); iv) the first 100s of fs are characterized by an ESA 
feature over the entire probe region, as can be seen in the transient spectrum at 240 fs in Figure 
3-10B. 
Figure 3-10 Transient spectra of Pt(pop)-BF2 at selected time - delays upon 360 nm (A) and 260 nm (B) excitation. Also 
in this case the wavelength axis has been cut in the blurred GSB region. 
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The spectral feature present at short delay–times could be due either to the UV2 state or to the 
3B2u state; however, based on the Pt(pop) results, the 3B2u → 3A2u IC should occur within our 
experimental IRF, suggesting that this first ESA feature is due to the depletion of the UV2 state. 
Similarly to the other cases, a GF analysis was performed to gather information on the 
characteristic timescales of the system. To best–fit the data–points four exponential decays (120 
± 15 fs, 1.3 ± 0.1 ps, 4.5 ±0.3 ps and 500 ps) and one exponentially damped sine function 
(describing the 1A2u frequency) were used. The obtained frequency was cross–checked by FFT 
analysis, which shows the same result within the error, as can be seen in Figure 3-11B. Kinetic 
traces at selected wavelengths and the obtained best–fit are shown in Figure 3-9B (right), while 
the fit parameters are summarized in Table 3–2 and in Table 3–3 (Section 3.5). 
Figure 3-11 Results of FFT analysis of the oscillatory pattern  in Pt(pop)-BF2 upon 360 nm (A) and 290 nm (B) excitation. 
In (C) is reported the comparison between transient spectra at time – delays > 9 ps for Pt(pop) upon 360 nm, Pt(pop)-BF2 
upon 360 nm and Pt(pop)-BF2 upon 260 nm. The simulated ESA profile of the 3A2u state of Pt(pop)-BF2 is shown in dotted 
black line while the linear combination between 1A2u and 3A2u is shown in dotted green. 
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The transient spectrum at 240 fs (Figure 3-10B) shows four ESA bands: at 400 nm, 460 nm, 510 
nm and 570 nm. With increasing time–delay, the 460 nm band increases in amplitude and shifts 
to the blue, while the 400 nm band decreases in intensity to eventually disappear. 
The ESA bands at 510 nm and 570 nm are present also upon 360 nm excitation, even if they 
have a very low intensity, as can be seen in Figure 3-11C. In order to identify the origin of the 
spectral  differences between the two excitation wavelengths, we compare the transient spectra at 
long delay–times (> 9 ps) of Pt(pop)–BF2 upon 260 nm and 360 nm excitation and Pt(pop) upon 
360 nm excitation, as shown in Figure 3-11C. 
The transient spectrum of Pt(pop)–BF2 at 9 ps upon 360 nm excitation is entirely due to the 
response of the 1A2u state, while the one at 30 ps for Pt(pop) upon 360 nm excitation is entirely 
due to the 3A2u state. This comparison shows immediately an interesting detail: the ESA band at 
~435 nm of Pt(pop)–BF2 upon 260 nm excitation is not symmetric and blue–shifted with respect 
to the ESA band at ~445 nm of Pt(pop)–BF2 upon 360 nm excitation, suggesting the presence of 
a second band in that ESA region. To explain this difference, it is necessary to compare the static 
absorption spectrum of Pt(pop)–BF2 with respect to the Pt(pop) one (Figure 3-4B). The UV 
bands in Pt(pop)–BF2 are strongly shifted to higher energies with respect to the Pt(pop) case, 
while the 3A2u band is only weakly affected by the perfluoroboration. As a consequence, the ESA 
due to the 3A2u state in Pt(pop)–BF2 will be strongly blue–shifted with respect to the 3A2u ESA in 
Pt(pop). In Figure 3-11C we show also two simulated transient spectra: the simulated 3A2u 
Pt(pop)–BF2 ESA (black dotted line) and a linear combination of the latter with the transient 
spectrum of Pt(pop)–BF2 upon 360 nm excitation (in dotted green). The former ESA band was 
obtained by best–fit of the ESAT of Pt(pop) with a Gaussian function and changing the central 
frequency, thus assuming that the transient response is similar in both Pt(pop) and Pt(pop)–BF2. 
The obtained 3A2u Pt(pop)–BF2 ESA was used to perform a linear combination with the 1A2u 
response of Pt(pop)–BF2, in order to reproduce the signal obtained upon 260 nm excitation of 
Pt(pop)–BF2. The result, shown in Figure 3-11C, is obtained with a ratio of 0.5 × ESAT + 0.5 × 
ESAS, assuming that the amplitudes of the ESAT and ESAS transient signal are comparable (as in 
the Pt(pop) case shown in Figure 3-6A). Moreover, it was also necessary to introduce a small 
vertical offset in order to obtain the green dotted curve (introduced in the Gaussian curve), which 
hints to the absorption of a solvated electron. The agreement between the simulated transient 
signal with the experimental one is quite good in the entire probing region, except for the 500 nm 
low–intensity band that was not reproduced, suggesting that this is a typical feature of the ESAT 
band in Pt(pop)–BF2. 
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All these observation suggest that, upon excitation of Pt(pop)–BF2 in the UV2 band, the system 
relaxes via a branching mechanism from the UV2 state to the 1,3A2u ones (possibly via the 3B2u 
state).  
3.5 Summary of the GF results 
In this section we report all the fitting parameters obtained from the GF analysis of all the 
experiments. In Table 3–2 are reported the obtained population times, while in Table 3–3 are 
summarized the coherence timescales and frequencies of the detected oscillatory patterns. In 
Table 3–3 the frequencies (ω) are defined for the ground state (subscript G), 1A2u state (subscript 
S) and its overtone (subscript OT), and 3A2u state (subscript T). 
 
 
Table 3–2 Summary of the population times retrieved by GF of several kinetic traces. 
 
Pt(pop) in MeCN 
λexc (nm) τ1 (fs) τ2 (ps) τ3 (ps) 
360 700 ± 100 3.8 ± 0.4 500 
280 280 ± 30 3.5 ± 0.3 500 
Pt(pop) in H20 
λexc (nm) τ1 (fs) τ2 (ps) τ3 (ps) 
270 320 ± 20 1.7 ± 0.1 500 
Pt(pop)–BF2 in MeCN 
λexc (nm) τ1 (fs) τ2 (ps) τ3 (ps) τ4 (ps) 
360 – –––– – 1.2 ± 0.1 – ––––  – 500 







Table 3–3 Summary of the parameters describing the oscillatory patterns retrieved by GF of several kinetic traces. 
 
Pt(pop) in MeCN 
λexc (nm) ωG (cm–1) τD(G) (ps) ωS (cm–1) τD(S) (ps) ωT (cm–1) τR(T)  (fs) τD(T) (ps) 
360 119 ± 1 2.2 ± 0.2 149 ± 1 1.1 ± 0.1 157 ± 1 900 ± 90 2.5 ± 0.4 
280 – –– – – –– – – –– – – –– – 157 ± 1 – –– – 2.5 ± 0.3 
Pt(pop) in H20 
λexc (nm) ωG (cm–1) τD(G) (ps) ωS (cm–1) τD(S) (ps) ωT (cm–1) τD(T) (ps) 
270 – –– – – –– – 147 ± 1 1.7 ± 0.2 159 ± 1 2.9 ± 0.2 
Pt(pop)–BF2 in MeCN 
λexc (nm) ωG (cm–1) τD(G) (ps) ωS (cm–1) τD(S) (ps) ωOT (cm–1) τD(OT) (fs) 
360 126 ± 1 2.1 ± 0.2 162 ±1 1.2 ± 0.2 324 ±1 550 ± 60 
260 – –– – – –– – 152 ± 10 1.8 ± 0.5 – –– – – ––– – 
 
3.6 Discussion 
The results presented here reveal a number of new features: i) the solvent effect on the 1A2u → 
3A2u ISC rate is further confirmed;[52] ii) coherence transfer is observed during the above–
mentioned ISC process in MeCN as well as in water; iii) excitation of the UV2 band in Pt(pop) 
leads to population of the lowest triplet state (3A2u) to an extent that depends on the solvent (e.g. 
in MeCN is detected only the 3A2u while in water mainly the 3A2u state is populated with a small 
percentage of 1A2u state); iii) the 1A2u → 3A2u ISC in the case of 360 nm excitation of Pt(pop)–
BF2 is suppressed,[3] while excitation of UV2 state populates both the 1A2u and the 3A2u states 
equally; iv) in all cases, upon UV excitation of the system, coherent oscillations appear in the 
lowest populated triplet state, pointing to a conservation of coherence over a large energy range 
during intramolecular relaxation. 
The obtained results suggest that the bluer the UV bands, the lower the probability of a 1A2u → 
3A2u ISC upon 1A2u excitation (Table 3–1). Indeed, Pt(pop)–BF2 displays the blue–most UV 
bands and a strongly suppressed ISC, while Pt(pop) dissolved in water, ethanol or ethylene 
glycol displays ISC timescales ranging from 13 to 30 ps.[52] 
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The latter timescales are 10–40 fold longer than Pt(pop) dissolved in MeCN, where the UV 
bands lie at the lowest energy and in which the ISC time is < 1 ps. Pt(pop) dissolved in DMF 
stands out in this trend as its ISC time is 11 ps, yet its UV bands lie at about the same energy as 
in MeCN. The energy shift of the UV1 band correlates quite well with the presented results, thus 
implying that it is due to the 3B2u state as already suggested by Stiegman et al,[136] as well as 
recently reported by TDDFT studies of Záliš et al.[148] Although we did not investigate all the 
solvents, the above trends seems to be well correlated to the cascade of population upon 
excitation of Pt(pop) and Pt(pop)–BF2 in the UV2 bands, showing a direct correlation between 
the energy of the UV1 band and the ISC time. As a matter of fact, when Pt(pop) is dissolved in 
MeCN the UV2 state lies at the lower energies than in other investigated solvents and the singlet 
state is completely avoided in the cascade, thus populating with unity QY the lowest excited 
triplet state. The more the energy of the UV1 band (and so of the 3B2u state) increases, the more 
the percentage of population in the 1A2u state (as seen in the Pt(pop)–BF2 case). The above 
mentioned general trends confirm Milder and Brunschwig’s hypothesis,[127] in which a ligand–
field 3B2u state acts as intermediate in the 1A2u → 3A2u ISC, as schematically depicted in Figure 
3-12. 
Figure 3-12 Scheme of the proposed photo-cycle for Pt(pop) and its derivatives with the 3B2u intermediate state for both 
360 nm (left) and UV2 (right) excitation. 
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When the system is photo–excited in the 1A2u band (~360 nm), the 1A2u → 3A2u ISC rate constant 
depends on the energy of the 3B2u state, which is modulated by the solvent as well as by the 
ligand. This means that the relaxation occurs in two steps: i) 1A2u → 3B2u ISC, which is the rate 
limiting step; and ii) 3B2u → 3A2u IC, which occurs on an ultrafast timescale (> 80 fs). Figure 
3-12 (left) shows a schematic view of the proposed photo–cycle: in the case of Pt(pop) in MeCN 
the 3B2u state should have an energy comparable to the 1A2u state and a strong coupling with it, 
leading to a fast 1A2u → 3B2u ISC rate followed by an ultrafast IC. When Pt(pop) is dissolved in 
Ethylene glycol (the solvent presenting the longer ISC rate in our study) the energy of the 3B2u 
state increases, thus raising the activation energy for the ISC (recall Equation (3.1)) and strongly 
reducing the ISC rate constant. The extreme case of Pt(pop)–BF2 in MeCN shows the result of a 
strong energy shift of the 3B2u state, thus leading to a strong decrease of the ISC rate constant. 
Probably, in the latter case the ISC will be driven by slow skeletal modes and not via the 3B2u 
state. The hypothesis of the intermediate 3B2u state explains also the results obtained upon UV2 
band excitation. Our experimental results highlight the following trend in the 3A2u–1A2u 
population percentages: Pt(pop) in MeCN (100% 3A2u) > Pt(pop) in water (~90% 3A2u and ~10% 
1A2u) > Pt(pop)–BF2 in MeCN (~50% 3A2u and ~50% 1A2u). 
The observed trend is in excellent agreement with the results shown for the 360 nm excitation, 
since the higher the 3B2u in energy the more the 1A2u is populated. The photo–cycle related to the 
UV2 band excitation is shown in Figure 3-12 (right). In the latter scheme, two extreme situations 
can be identified: i) Pt(pop) in MeCN has low–lying 3B2u state, implying that the relaxation is 
mainly governed by the 3B2u → 3A2u IC (in agreement with 360 nm excitation experiments in 
which back–ISC to the 1A2u state is too slow and thus not a valuable pathway); and ii) Pt(pop)–
BF2 in MeCN has high–lying 3B2u state, where the 3B2u–1A2u Frank–Condon overlap is bigger 
than the previous case, thus leading to a faster 3B2u → 1A2u ISC that competes with the 3B2u → 
3A2u IC. As a consequence, in the latter case a percentage of the excited population goes to the 
1A2u state where it is trapped for ns because of the low Frank–Condon overlap and energy 
difference between 1,3A2u states. 
Another important process observed in our results, is the coherence transfer of the wave–packet 
to the 3A2u state upon excitation of the system (either in the 1A2u state or to the UV2 state). This 
process is mainly observed in Pt(pop), dissolved both in MeCN and H2O, while in Pt(pop)–BF2 
(excited in the UV2 band) the oscillatory pattern is weak compared to the previous cases. Figure 
3-13 shows the oscillatory pattern at three selected wavelengths, namely 379 nm (GSB), 411 nm 
(SE) and 550 nm (ESAT). 
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The growth of the oscillatory pattern in the ESAT region, is in perfect agreement with the model 
proposed by Jean and Fleming [107] (shown in Figure 1-8C), showing the coherence transfer 
over several cycles of the wave–packet’s oscillation. We observed the amplitude growth of the 
3A2u wave–packet oscillation only in Pt(pop) in MeCN upon 360 nm excitation, since in all the 
other investigated cases the 3A2u state was promptly populated. Beside these results, the GSB 
oscillation shows the overlapping contributions of the 1A1g and 1A2u wave–packets, which is also 
slightly visible in the SE region. 
3.7 Conclusions 
In this chapter we reported on the effect of both the solvent and the ligand in the Pt(pop) photo–
cycle, together with its impact on the ISC time constants. The results of the transient absorption 
UV pump–Visible probe experiments highlights the validity of the hypothesis formulated by 
Brunschwig and Milder, namely the presence of the 3B2u state between the 1A2u and 3A2u ones, 
which acts as an intermediate in the 1A2u → 3A2u ISC. 
Therefore our interpretation highlights that the ISC rate constants, detected upon 360 nm (1A2u) 
excitation, are due to the 1A2u → 3B2u ISC process, which is followed by an ultrafast (< 80 fs) 
3B2u → 3A2u IC. When the system is excited at 280–260 nm (UV2) the detected process depends 
on the relative energy of the 3B2u state, passing from a total 3B2u → 3A2u IC to a competition 
between 3B2u → 1A2u ISC and 3B2u → 3A2u IC. We also reported on the presence of coherence 
transfer to the 3A2u state during relaxation through different spin states, as a leakage on several 
wave–packet cycles. 
Figure 3-13 Oscillatory pattern in Pt(pop) dissolved in MeCN at selected wavelengths upon 360 nm excitation (A) and 
























4 Electron and Energy Transfer in Myoglobins 
The use of FRET as a “spectroscopic ruler” has been questioned by the results of recent 2D−UV 
TA and UV pump–Visible probe TA experiments,[15] which reported a *Trp14–to–heme 
electron transfer process in ferric myoglobin complexes. Such deactivation pathway occurs in 
parallel with the FRET process and could lead to wrong distance estimation if not accounted for. 
The aim of this chapter is to investigate several myoglobin complexes, mostly ferrous ones, in 
order to verify if the *Trp14–to–heme electron transfer is an active process in all myoglobins and, 
if it is the case, to investigate its implications on tryptophan’s fluorescence quenching. 
Tryptophan is a naturally occurring chromophore in biological systems and, for this reason, is 
usually used to determine distances in biological systems via FRET.[65, 67] Therefore, a better 
understanding of tryptophan’s deactivation processes is crucial for the estimation of distances in 
all systems containing this residue.  
The first part of the chapter (Section 4.1) introduces the myoglobin and its biological function, 
together with tryptophan dynamics, both in water and in proteins. After this brief introduction, 
several myoglobin complexes will be investigated via ultrafast transient absorption techniques, 
aiming to put the basis of a deeper understanding of the electron transfer process in heme 
proteins. Therefore, Section 4.2 reports the results obtained in deoxy–Mb, followed by Sections 
4.3, 4.4 and 4.5 that report on the results obtained for MbCO, MbNO and MbCN, respectively. 
Finally, the chapter will be closed drawing individual conclusions on myoglobin and a more 








4.1 Myoglobin and tryptophan 
Myoglobin is a small globular protein composed of 153 amino–acids, which are organized in 
eight α–helices. The cofactor, an iron complex of the Protoporphyrin IX, is embedded within the 
peptide structure, as shown in Figure 4-1,[149] and it is anchored to the protein scaffold by the 
histidine 93 (also called proximal histidine), which coordinates the iron ion in one of the two 
apical positions. The second apical position is the one fulfilling myoglobin’s biological 
functions, namely acting as a storage of molecular oxygen (O2) inside muscles [7] and as a NO –
scavenger.[6, 150, 151] Because of its conformation, myoglobin can bind various small 
molecules, such as carbon monoxide (CO), nitrogen monoxide (NO), cyanide (CN–) and water, 
whose affinity depends on the iron’s oxidation state and it is modulated by the histidine 64 (also 
called distal histidine).[152] The ferrous form of myoglobin is the oxygen binding form, which 
shows also high affinity for CO and NO, while the ferric form is usually coordinated by a water 
molecule (hereafter MetMb) and shows a strong affinity towards CN−. The coordination of these 
small diatomic molecules to the iron ion is strongly reflected in the absorption spectrum, as 
shown in Figure 4-2, which changes dramatically depending on the myoglobin complex. 
Figure 4-1 Deoxy-myoglobin structure obtained from Protein Data Bank, showing the backbone (with the α – helices in 
purple), the heme and the most important amino acids for the following discussion, namely the two tryptophan 
residues, the distal and proximal Histidine (position 64 and 93, respectively), Leucine 69 and 71 and Valine 68. In (A) is 
given a complete view of the deoxy – Mb, while in (B) the picture is focused on the residues between Trp14 and the heme, 
which identify a possible pathway for the electron transfer process. 
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The bands in the absorption spectra are due to several π–π* transitions, showing a moderately 
intense pair of bands between 500 nm and 600 nm (called Q–bands), an intense band around 430 
nm (called B or Soret band) and two moderately intense bands between 250 nm and 380 nm 
(called L and N bands respectively).[153] As shown in Figure 4-2 the shape of the Q–bands is 
strongly influenced by the diatomic ligand complexing the iron ion, while the Soret band is only 
weakly influenced. The motivation is that Q–bands are not allowed transitions that become 
partially allowed via vibronic coupling, so a small perturbation in the vibrational structure will 
have strong influence on these bands. On the other hand, the Soret band is fully allowed, 
implying that variations in the vibrational levels will have a smaller impact, even if always 
present. The main absorbers in myoglobin (in the 250–700 nm region) are the heme and the 
tryptophan; as can be seen in Figure 4-2 all the absorption bands are due solely to porphyrin 
transitions, except the L band (250–300 nm) that is composed by the superposition of the 
porphyrin and the tryptophan residues absorption. In this spectral region there are two other 
amino acids that absorb, namely phenylalanine and the tyrosine; however, the molar extinction 
coefficient of tryptophan is the largest, resulting the main absorber in the 250–300 nm region, as 
shown in Figure 4-3.[154] 
Figure 4-2 Absorption spectra of several myoglobin complexes and tryptophan dissolved in aqueous phosphate buffer 
solution at pH 7 with a concentration of 0.4 mM and measured in a 0.2 mm quartz cuvette. The inset gives a more 
detailed view of the Q-bands. 
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As shown in Figure 4-1, horse heart (HH) myoglobin contains two tryptophan residues situated 
in positions 7 and 14 of the peptide chain.[155, 156] Trp7 is mostly exposed to the solvent and its 
center–to–center distance from the heme is 21 Å, while Trp14 is more embedded in the peptide 
environment and it is closer to the heme (15 Å).[149, 157] 
Tryptophan is extremely sensitive to its environment, which strongly influences its fluorescence. 
For this reason it has been addressed as a natural local probe in proteins, thus allowing 
investigating on protein dynamics without altering their nature.[158–162] Previous time–
resolved fluorescence experiments [13, 163, 164] reported that, in heme proteins, *Trp 
fluorescence lifetime is reduced by 1–2 orders of magnitude with respect to the 3 ns decay time 
of tryptophan in water.[165, 166] The common explanation to these quenching times in the 
protein matrix is that *Trp undergoes FRET to the heme, e.g. leading to decay times of 20 ps 
(*Trp14) and 120 ps (*Trp7) in myoglobin complexes.[13, 163, 164] However, recent 2D–UV 
Transient Absorption and UV pump–Visible probe TA experiments, on MetMb and ferric 
MbCN, demonstrated that another competing process is active other than FRET, namely the 
electron transfer from *Trp14 to the heme.[15] The comparison between *Trp quenching times in 
various myoglobin complexes does not show strong differences, as shown in Table 4–1, 
suggesting that a similar mechanism is present in both ferric and ferrous systems. 
Figure 4-3 Absorption spectra of tryptophan, Tyrosine and Phenylalanine (A) with their structures (B to D, respectively). 
The molar extinction coefficient showed in (A) highlights the importance of the tryptophan residue with respect to 
Tyrosine and Phenylalanine. 
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Table 4–1 Summary of the *Trp7 and *Trp14 decay times for several Mb complexes. The values refer to Sperm Whale 
(SW) Mb except for the Apo–Mb which refers to Horse Heart (HH). The structure of these two Mbs is very similar so the 
timescales can be compared. 
Myoglobin complex Trp7 decay time (ps) Trp14 decay time (ps) 
Deoxy–Mb (SW) 105[13] 18[13] 
MetMb (SW) 135[163] 112[13] 16[163] 21[13] 
MbCO (SW) 132[163] 125[13] 26[163] 23[13] 
MbCN (SW) 113[13] 28[13] 
MbN3 (SW) 109[13] 27[13] 
MbO2 (SW) 122[13] 24[13] 
Apo–Mb (HH) 2840[167] 2806[167] 
 
The diverse quenching times between *Trp7 and *Trp14, are due to the Trp–heme distance and 
relative orientation of the tryptophan residues with respect to the heme; nevertheless, it was 
demonstrated that only *Trp14 undergoes both FRET and electron transfer to the heme, while 
*Trp7 undergoes only FRET to the heme.[15] Furthermore, it is interesting to highlight that 
*Trp’s fluorescence decay time in apo–myoglobin (myoglobin without the cofactor) shows 
similar values to the tryptophan dissolved in aqueous solution, which is quite surprising because 
*Trp is a strong electron–donor and it is known to undergo electron transfer to the backbone and 
nearby amino acidic residues.[168] Qiu et al [169] performed a site directed mutation study on 
apo–myoglobin (among other proteins), reporting shorter *Trp fluorescence when tryptophan 
was substituted by various amino acids, e.g. Lysine (positions 87 and 34) and Alanine (position 
125). Therefore, when tryptophan residues are in their natural positions (7 and 14) their 
fluorescence is not quenched, but it is when they are in other positions of the peptide chain, 
suggesting that the Trp–heme interaction is crucial for *Trp’s fluorescence quenching in natural 
myoglobin. 
The aim of this study is to investigate the tryptophan relaxation processes, in order to determine 
if the electron transfer process is active in both ferric and ferrous myoglobin complexes. If this is 
the case, the additional electron could be localized on the iron ion, delocalized on the porphyrin 
ring or localized on the diatomic ligand. 
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However, the absorption of tryptophan residues is completely overlapped to the heme absorption 
(see absorption spectra in Figure 4-2), making a selective excitation of the tryptophan residues 
impossible. This problem can be overcome by selective excitation of the heme (e.g. at 315 nm) 
and sequential comparison of the obtained results with the response of the system upon 
excitation of both tryptophan and heme (e.g. at 290 nm). Assuming that the heme response is 
similar at both excitation wavelengths, it is possible to obtain selective information on the 
Tryptophan residues. This approach is perfect for systems displaying a short photo–cycle 
compared to the *Trp lifetime, such as MetMb and deoxy–Mb with a photo–cycle < 4 ps,[12, 34, 
170] but it can be more complicated for system displaying lifetimes comparable to the *Trp ones 
(such as ligand recombination times). As a matter of fact, the presence of diatomic ligands in 
myoglobin introduces more complexity in the relaxation of the system, leading to ligand 
photolysis upon heme excitation with quantum yield (QY) depending on the ligand itself, e.g. 
MbCO and MbNO.[12] After photo–detachment, the ligand can bind back to the heme (geminate 
recombination) or can diffuse away from the heme before recombining (non–geminate 
recombination). The case of MbCO shows a pure non–geminate recombination: the ligand 
detachment occurs with unity QY,[12] followed by sub–ps CO trapping in the closest Xenon 
cavity,[11] which then recombines to the heme on a 56 µs timescale as reported by previous time 
resolved infrared studies.[10] Completely opposite is the case of MbCN, in which the ligand 
does not undergo photolysis and shows mainly the same timescales of deoxy–Mb,[12, 34, 170] 
namely a short photo–cycle < 4 ps.[171]  
Figure 4-4 Schematic representation of the crystal-field split of Fe d orbitals in deoxy-Mb (Heme-L), ligated ferrous Mb 
(Heme-L2) and the overlap of the ligated and domed structures, where L stands for ligand. The proximal histidine is 
depicted below the heme plane , the distal histidine above and the diatomic ligand is displayed as two spheres connected 
by a line. The arrows indicate the motion of the heme, of the ligand and of the histidines. The right panel is reproduced 
from ref. [203]. 
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An intermediate case is represented by MbNO, in which the ligand undergoes photo–detachment 
with a QY of ~55% [12] and recombines non–exponentially with at least three timescales: 8–30 
ps, 150–230 ps and a ns component.[12, 172–177] The photolysis of the ligand has strong 
consequences on the heme, since the iron ion is pulled out of the heme plane and the porphyrin 
ring bends as shown in Figure 4-4. The latter is known as heme doming and it arises from the 
change of spin state in the iron upon ligand photolysis, which passes from low–spin (Heme–L2) 
to high–spin (Heme–L) because of the different ligand field on the iron ion (Figure 4-4). The 
doming of the heme initiates fluctuations in the tertiary structure of the protein, thus responding 
to the photolysis of the ligand; moreover, it was suggested that this process is at the origin of the 
structural changes leading to the cooperative transitions in hemoglobin.[178] 
Several experimental techniques can be used to retrieve the afore–mentioned information, each 
of them targeting a given observable; however, this leads sometimes to a broad distribution of 
timescales that identify the same process (as shown by the MbNO case). Transient absorption 
allows probing in the UV–visible and in the infrared range, gathering information on both the 
electronic and vibrational response of the heme and of the *Trp residues.[15, 172–176] Probing 
in the infrared region is also useful for investigating on the ligands’ vibrational modes, allowing 
gathering more information on the ligand dynamics themselves.[175, 176] Time–Resolved 
Resonance Raman (TR3) can give insights on the Raman active modes of the molecule, gathering 
information on the effect of ligand recombination on the proximal histidine (Fe–N(His)) as well 
as the Fe–N(porph) stretching modes.[177] 
In this Chapter we present the comparison of TA measurements on several Mb complexes, 
exciting both at 315 nm and 290 nm and probing in the UV–visible (390–700 nm) and/ or in the 
Mid–IR (1300–2200 cm–1) region. These results elucidate the dynamics of photo–excited 








Deoxy–Mb is the most suitable system to start with when studying excited tryptophan dynamics, 
because of the absence of diatomic ligands that introduce more complexity to the decay of the 
system. As a matter of fact deoxy–Mb only shows dynamics related to the heme relaxation, 
whose longest decay time is < 4–5 ps, giving the possibility to study the response of the system 
at longer time–delays without interfering processes. 
The main drawback of the use of deoxy–Mb is that it is highly sensitive to molecular oxygen, 
thus needing to be prepared and measured under Argon (Ar) atmosphere and dissolved in 
degassed solvents. 
4.2.1 UV pump–Visible probe  
The samples for these experiments were prepared by dissolving ~250 mg of horse heart met–
myoglobin in 40 mL of 10 mM phosphate buffer aqueous solution at pH ≈ 7, to which was added 
a 2–fold excess of sodium dithionite (Na2S2O4), with respect to equimolar quantity, in order to 
reduce the iron center to the ferrous state. All the reagents were flowed under Ar atmosphere for 
~30 minutes while the buffer solution (~300 mL) was bubbled with Ar for ~1 hour. The sample 
was held in a bottle with a lid containing four small inlets to introduce three Teflon tubes: two to 
flow the sample and one to introduce an Ar overpressure (~1.5 bar) inside the bottle. The fourth 
inlet was kept free for sample withdrawal (spectroscopic analysis of sample status during the 
measurements) and dithionite addition if needed. These experiments were performed on the 20 
kHz 2D–UV TA setup, with typical pump fluence ~0.8 mJ/cm2 and an IRF ~ 300 fs. The optical 
response of the deoxy–Mb was probed in the visible region between 390 nm and 720 nm, and the 
polarization of the probe was set to magic angle with respect to the pump one. 
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4.2.1.1 Photo–excitation at 315 nm 
Figure 4-5A shows TA spectra, at selected pump–probe time delays, obtained upon 315 nm 
excitation of deoxy–Mb. Two negative features appear at ~430 nm and ~550 nm that are due to 
GSB of the Soret and Q–bands, respectively (static spectra in Figure 4-2). Positive features, due 
to ESA, are observed at 450 nm and 600 nm, respectively,[12, 34] which shift to the blue within 
the first 10–15 ps, while becoming weaker. The apparent shift of the GSB features results from 
the dynamics of the overlapping ESA contributions. Two mechanisms were proposed to explain 
the heme photo–cycle, namely the system undergoes VR [12, 34] or relaxes via cascade through 
spin states.[170] Nevertheless, our purpose here is not to discuss these mechanisms as they occur 
in the first few ps or so and do not influence the *Trp kinetics we are investigating. The 
timescales related to the relaxation of deoxy–Mb were retrieved by both an SVD analysis and a 
GF of selected kinetic traces. 
Figure 4-5 Deoxy-Mb transient spectra at selected time-delays upon 315 nm excitation (A) and DAS's related to the 
characteristic timescales obtained via SVD and GF analysis. 
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The fit function, used to recover the involved timescales, is a sum of exponential decays 
convoluted with the instrumental response function (IRF ~300 fs), assumed to be Gaussian. The 
timescales, obtained by a GF of the kinetic traces shown in Figure 4-6, are: 280 ± 60 fs, 1.6 ± 0.2 
ps and 4.0 ± 0.4 ps, in agreement with the literature.[34, 170, 179] The large error for the 280 fs 
contribution results from its proximity to the IRF duration. In Figure 1B we show the Decay 
Associated Spectra (DAS) obtained from the SVD analysis. The DAS’s are due to the amplitudes 
of the exponential decay functions used to best–fit the data points, allowing defining if a certain 
feature is decaying or rising. A DAS is related to a particular timescale and it can be read by 
comparing it with the transient spectrum at the corresponding time–delay. If the amplitude of the 
DAS has the same sign as the spectrum the feature is decaying, (e.g. a negative DAS in the GSB 
region) while if the DAS has opposite sign with respect to the spectrum the spectral feature is 
rising (e.g. a negative DAS in the spectral region corresponding to an ESA feature). As 
mentioned above, the interpretation of the mechanism related to the heme relaxation is still 
subject of debate.[12, 34, 170, 180–182] 
Our aim here is not to discuss these mechanisms. Important is that the longest timescale in the 
heme photo–cycle is ~4 ps, which is much shorter than the *Trp decay times (~20 and ~120 ps). 
Figure 4-6 Deoxy-Mb kinetic traces at selected wavelengths (colored dots) upon 315 nm excitation, together with best-fit 
(solid lines). The upper panel shows the scattering of fit residuals 
73 
4.2.1.2 Photo–excitation at 290 nm 
Figure 4-7A shows TA spectra at selected time delays, obtained upon 290 nm excitation. They 
display GSB features at ~430 nm and 550 nm due to the Soret and Q–bands, respectively. The 
latter is overlapped with a very broad unstructured positive contribution which we assign to ESA 
of the photo–excited Trp residues.[165] Additionally the two ESA features of the heme (~450 
nm and ~600 nm, corresponding to the Soret and Q–band, respectively) are observed for small 
pump–probe delays. For time–delays < 15 ps, the TA spectra exhibit the same behaviour as upon 
315 nm excitation, namely the ESA features shift to the blue and decrease in intensity while the 
GSB decreases in intensity. However, at longer pump–probe delays the TA signals show a 
remaining GSB feature at ~430 nm and two ESA features, at ~460 nm and at ~610 nm, 
respectively (better visible in Figure 4-9B). The TA spectra maintain the same shape from delay 
times of ~40 ps up to 1 ns, except for a small reduction in intensity (in the entire probe range) in 
the first hundred ps due to the disappearance of the *Trp14 and *Trp7 ESA. 
Figure 4-7 Deoxy-Mb transient spectra at selected time-delays upon 290 nm excitation (A), DAS's related to *Trp 
characteristic decay times (B) and comparison between *Trp14 DAS and the linear combination of *Trp7 and LL DAS’s 
(C). 
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Figure 4-9 compares the TA spectra at 900 ps upon 315 nm (panel A) and 290 nm (panel B) 
excitation. Both the shape and the amplitude of these transients differ strongly, suggesting the 
formation of a long–lived (LL) photo–product for 290 nm excitation. As this photo–product 
spectrum displays clear features in the Soret– and Q–band region, it indicates a modification of 
the heme group. Further it cannot result from a *Trp–heme FRET process, since the heme 
photo–cycle is very short. The *Trp FRET rate would be the rate limiting step and no LL photo–
product would be observed. The data were analyzed both via SVD and GF analysis, in order to 
determine the kinetics of the spectral evolution. To best–fit the data points six exponential 
components were used as shown in Figure 4-8, yielding to time constants of: 230 ± 60 fs, 1.5 ± 
0.2 ps, 4.4 ± 0.4 ps, 18 ± 2 ps, 106 ± 12 ps  and a long component (set to 5 ns) which accounts 
for the LL signal. All time constants (except for the 5 ns) were free parameters of the fit and the 
results are in excellent agreement with the decay times for the heme obtained upon 315 nm 
excitation (see above) and with the literature values for the *Trp decay times.[13, 163] Figure 
4-7B shows the DAS’s obtained for the *Trp7 and *Trp14 decay times (18 and 106 ps, 
respectively), together with the DAS corresponding to the LL photo–product. The DAS’s 
assigned to *Trp7 and *Trp14 decays differ significantly, indicating different relaxation pathways. 
Figure 4-8 Deoxy-Mb kinetic traces at selected wavelength upon 290 nm excitation (colored dots), together with their 
best-fit (solid lines). The upper panel shows the scattering of the residuals upon best-fit. 
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The former contains a decay of the *Trp ESA as well as a response of the heme observed on the 
same timescale, since FRET is the rate–limiting step. The 18 ps DAS (Trp14) is almost a mirror 
image of the LL DAS.  More precisely, around 430 nm the positive feature in the Trp14 DAS 
mirrors the negative feature present in the LL DAS, although it is somewhat narrower. 
Furthermore, the two DAS mirror each other in the entire range from 460 nm to 730 nm, bearing 
in mind an overall small positive offset in the Trp14 DAS. This strongly suggests that *Trp14 
decay feeds the LL photo–product population. The spectral response to excitation of the two Trp 
residues is likely similar, except for the rise of the photo–product spectrum only occurring upon 
excitation of the Trp14 residue. Thus it should be possible to reproduce the Trp14 DAS with a 
linear combination (LC) of the Trp7 DAS, which represents the response from Trp excitation, 
and the inverted LL spectrum representing the rise of the photo–product. This is shown in Figure 
4-7C, where we compare the linear combination –LL DAS + Trp7 DAS with the Trp14 DAS and 
find excellent agreement demonstrating that indeed, the LL state grows out of relaxation of the 
*Trp14 residue. 
Figure 4-9 Transient spectra at 900 ps of Deoxy-Mb upon 315nm (A) and 290 nm (B) excitation. In (C) is shown the 
spectrum of the long-lived photo-product obtained by subtracting the GSB to the transient spectrum shown in (B). 
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As mentioned above, the LL photoproduct must be related to a change of the heme group and is 
not due to a *Trp–to–heme FRET. Since a photo–triggered Trp14 to heme electron transfer was 
already reported for ferric Mbs [15] and since the *Trp decay times are almost invariant for all 
Mbs (Table 4–1), this suggests that a photo–induced Trp14 to heme electron transfer also occurs 
in the ferrous deoxy–Mb. The resulting low–valent heme could either be an FeI heme or a FeII–
porphyrin π–anion radical (FeII(porph●–)) complex, if the additional electron resides on the 
porphyrin ring.[183–187] 
Several studies were performed, with a wide variety of techniques, on low–valent iron 
complexes, both as FeI–porphyrin and FeII(porph●–).[184–191] However, a large part focusses on 
tetraphenyl–porphyrins (TPP) and octaethyl–porphyrins (OEP) in organic solvents.[185, 190] It 
was concluded that formation of FeI–porph or FeII(porph●–) depends sensitively on the relative 
energy of the iron dx2–y2 orbitals and the porphyrin eg orbitals, as shown in Scheme 4-1(reported 
from ref.[186]). One way to experimentally affect the relative energies of these orbitals, is 
substitution of the hydrogens in the porphyrin meso positions (e.g. in TPP and OEP).[186] 
Scheme 4-1 Schematic representation of metal and porphyrin orbital energies in the case of penta-coordinated FeI (A) and 
penta-coordinated FeII porphyrin π–anion radical (B). The d orbitals of the iron are drawn in black while the eg orbitals of 
the porphyrin ring are in red. 
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If electron–withdrawing substituents are introduced in the ring, the energy of eg orbitals will 
decrease making the π–anion radicals more likely.[186] On the other hand, if electron–donor 
groups are present in the ring, the energy of the eg orbitals will become higher, leading to FeI 
complexes.[186, 187, 192] In the case of the FeII(porph●–) species, absorption spectra display a 
broad band centered ~700 nm and around ~450 nm, and the Q– and Soret bands disappear.[186] 
The LL photo–product absorption spectrum is shown in Figure 4-9C and it is obtained by 
subtracting the GSB contribution to the transient signal at 900 ps (Figure 4-9B). It is comparable 
to the absorption spectrum of the reduced FeII–(NO2–OEP), which generates a porphyrin π–
anion radical,[186] bearing in mind that this comparison is qualitative as the porphyrin, the 
solvent and the environment differ. In Figure 4-9C, the Soret– and Q–band are nearly vanished 
and new bands arise around 450 nm and 600 nm. This comparison leads us to conclude that the 
anion radical FeII(porph●–) is formed. This is further supported by cryo–radiolysis experiments 
[191, 193]. EPR/ENDOR studies show that at ~70 K a mixture of FeI–Mb and FeII(porph●–) Mb 
is generated, in a 9:1 ratio, upon γ–ray irradiation.[191] The authors suggested that different 
conformations in the frozen protein complexes might explain the simultaneous observation of 
both species. Annealing experiments hint to the possibility that the decay of FeI species could 
involve intra–molecular electron transfer, leading to the formation of FeII(porph)●–.[191] The 
latter results suggest that the eg and dx2–y2 orbitals are close in energy, leading to the FeII(porph)●– 
when the system has the possibility to relax. Low–valent heme species, their nature and 
relevance under physiological conditions, were also investigated in theoretical studies,[194–196] 
which also suggest formation of an FeII(porph●–). 
The photoproducts of *Trp14–to–heme electron transfer are the protonated Trp π–cation radical 
(TrpH●+ or *TrpH●+, for its ground or excited state) and FeII(porph●–) (or *FeII(porph●–)). Since 
the transient spectra at delay times > 40 ps do not display any changes (except for a small 
vertical offset due to *Trp7 and *Trp14 ESA) it is safe assuming that the FeII(porph●–) is 
generated. In the opposite case (generation of *FeII(porph●–)) different spectral features would 
have been present in the transient spectra, together with their evolution. Further, if TrpH●+ is 
generated an ESA feature at 560 nm (absorption band of TrpH●+ [197]) should rise with the 
*Trp14 decay time. If instead *TrpH●+ is generated, some transient features should appear 
somewhere in the probing region (note that no information is available on *TrpH●+ absorption 
bands, but it should show at least an ESA feature in the probed region). 
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Despite this, the transient spectra do not display any ESA feature around 560 nm, suggesting that 
the molar extinction coefficient of the generated TrpH●+ (or *TrpH●+) is too small to detect the 
produced species. This is in–line with the results on MbCN and met–Mb, in which the Trp 
radical cation was not detect either in its ground or excited state.[15] 
To estimate the QY for the electron transfer, the deoxy–Mb static spectrum (Figure 4-2) has been 
rescaled to the GSB amplitude of the LL transient spectrum at 900 ps, allowing a rough estimate 
of the proportion of Mb’s with a FeII(porph●–) heme. In this way it was possible to obtain an 
indirect estimation of the total number of molecules undergoing reduction (MolecRed), the total 
number of excited molecules (MolecExc.) and the excited Trp14 percentage (ExcTrp14). With these 
three parameters it is possible to obtain the quantum yield for the generation of the photo–
reduced species with respect to the total number of excited molecules (QYRED) and with respect 
to the Trp14 (QYET), as shown in equation(4.1).  
𝑄𝑄𝑄𝑄𝑅𝑅𝐼𝐼𝐷𝐷. =  𝑀𝑀𝑃𝑃𝑝𝑝𝑒𝑒𝑀𝑀𝑅𝑅𝑅𝑅𝐷𝐷.𝑀𝑀𝑃𝑃𝑝𝑝𝑒𝑒𝑀𝑀𝑅𝑅𝑋𝑋𝑋𝑋.                          𝑄𝑄𝑄𝑄𝐼𝐼𝑅𝑅 =  𝑄𝑄𝑄𝑄𝑅𝑅𝑅𝑅𝐷𝐷.𝐼𝐼𝑒𝑒𝑀𝑀𝑇𝑇𝑇𝑇𝑇𝑇14      (4.1)   
The total number of excited molecules was obtained by summing up all the DAS’s and rescaling 
the absorption spectrum (in the same experimental condition of the measurement) to the GSB 
amplitude. A similar procedure was followed to account for the number of molecules undergoing 
photo–reduction: the spectrum was rescaled to the GSB amplitude of the transient signal at 900 
ps. The scaling values obtained for the total number of excited molecules was MolecEXC = 
0.0257, while the number of reduced molecules was MolecRED = 0.00112. To estimate the 
number of excited Trp14 molecules we compare the molar extinction coefficient of heme and Trp 
at 290 nm, finding that the heme accounts for ~70 % of the total absorption and the two Trp 
account for ~30%. This implies that ~15% of the excited molecules are Trp14, leading to ExcTrp14 
= 0.15. Inserting the numbers in equation (4.1) we can obtain the quantum yield for the total 
reduction and for the electron transfer process, finding:  
QYRED = 4.4%   QYET = 29 % 
The obtained value was divided by the total amount of excited Trp14 residues. We find that ~30 
% of photo–excited Trp14’s relax via electron transfer to the heme while the remaining relaxes 
via FRET. Since there are only these two parallel relaxation mechanisms, we can apply the 
relationship QY = ket/(Σi ki) in order to obtain an estimate of the ket, which leads to ket = 1/τet = 
1.7*10–10 s–1 (τet = 60 ps). These values are similar to the ferric Mbs, where the QY was found to 
be ~60%,[15] implying ket = 1/τet = 3.3*10–10 s–1 (τet = 30 ps). 
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4.2.2 UV pump–IR probe 
More insights on the nature of the generated photo–product due to *Trp14–to–heme electron 
transfer can be obtained by probing in the fingerprint region, which is sensitive to the vibrational 
modes of the porphyrin ring. As in the previously presented measurements, all the sample 
handling (from preparation to measuring) was done under inert gas. These experiments were 
performed at the RAL laser facility. 
Lyophilized horse heart met–Mb and Na2S2O4, were purchased from Sigma Aldrich and used as 
delivered without any further purification. The deoxy–Mb was prepared under inert gas 
environment, by flowing N2 in a portable glove box, to avoid presence of hydrogen in the D2O, 
oxidation of the reagents and consequent formation of the oxy–Mb complex. The met–Mb was 
flowed with N2 in the glove box for ~30 min and then dissolved in freshly prepared degassed 
phosphate buffer solution (20 mM) at pD 7. A 2–fold excess of sodium dithionite, with respect to 
the equimolar ratio, was added to the met–Mb solution to obtain the deoxy–Mb. The sample was 
kept inside an air tight container with an inlet–outlet system to flow the sample through a 
Harrick cell, which was additionally kept rastering in the x–y plane when measuring so to avoid 
photo–damaging of the sample. The experiments were performed with a fluence of ~0.8 mJ/cm2 
and an IRF ≈180 fs. In order to avoid dynamics related to rotational diffusion all the 
measurements were performed with probe polarization at magic angle with respect to the pump. 
4.2.2.1 Comparison of 315 nm and 290 nm photo–excitation 
In Figure 4-11 is shown the comparison between transient spectra at selected time–delays 
obtained upon 315 nm (A) and 290 nm (B) excitation of deoxy–Mb. Recent experiments of Lim 
et al.[198] on MbCO report on the information obtainable in the fingerprint region (1300–1800 
cm–1), which is extremely rich and gives information on the response of the protein’s amide 
structure[198] and on the heme stretching frequencies.[199] The aim here is to find a marker that 
allows us to confirm our hypothesis of FeII(porph–●) generation. All the bands in the 1300–1800 
cm–1 probing range show only decaying kinetics upon both 315 nm and 290 nm excitation, 
except one band (centered at 1720 cm–1) that is present only upon 290 nm excitation, as shown in 
Figure 4-11B. The transient spectra of Figure 4-11B show that the ESA band rises on a ~20 ps 
timescale and decays on a much longer timescale than our experimental time–delay (> 3 ns), 
implying that it derives from the *Trp14–to–heme electron transfer process. 
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Figure 4-11 Heme representation with Cα, 
Cβ and Cm labelled. 
The assignment of the 1720 cm–1 band can be done by analyzing the previously reported 
stretching modes in MetMb by Hu et al,[200] which assigned the symmetric Cα–Cm to the 1483 
cm–1 (ν3) band, the Cβ–Cβ to 1544 cm–1 (ν2) –1563 (ν11) cm–1 bands and the asymmetric Cα–Cm 
stretching frequency to 1608 (ν10) cm–1 (see heme structure 
in Figure 4-10). The latter modes have a lower frequency 
than the observed transient band and the presence of an 
additional electron on the porphyrin ring would lead to the 
reduction of the reported stretching frequencies, due to the 
population of a π* orbital of the porphyrin. However, the 
C=O stretching frequency of the carboxylic groups present 
in the porphyrin (see Figure 4-10) is supposed to fall in this 
region, thus suggesting that the C=O frequency changes 
because of the change in the nearby electric field due to the 
additional electron on the heme. 
 
Figure 4-10 Comparison of transient spectra at selected time delays obtained upon 315nm (A) and 290 nm (B) 
excitation of deoxy-Mb. The selected probe region highlights the band at 1720 cm-1. 
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Further, the presence of an additional electron on the heme could lead to structural changes in 
both the heme and the protein scaffold, thus changing the environment of the carboxylic groups 
(e.g. more embedded in the hydrophobic environment of the protein) and therefore influencing 
the C=O stretching frequency. The presence of the 1720 cm–1 ESA band, together with the flat 
transient absorption in the visible range, suggests the formation of a FeII(porph–●) in place of a 
FeI–heme. The generation of the latter would strongly influence the Fe–N stretching modes 
(~400 cm–1), while weakly the C–C frequencies. To investigate the characteristic time constants 
involved in the heme relaxation process, both an SVD and GF analysis were performed. In 
Figure 4-12 are shown the best–fit of the most important eigentraces obtained by SVD of the 
entire data matrix for both 315 nm (A) and 290 nm (B) excitation. When deoxy–Mb is excited at 
315 nm, the system recovers non–exponentially with timescales: 6.2 ± 0.9 ps and 12.9 ± 2.2 ps, 
in perfect agreement with previous experiments.[198] 
Figure 4-12 GF of the eigentraces obtained upon SVD analysis of the deoxy-Mb data matrix upon 315 nm (A) and 290 
nm (B) excitation. 
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The rigid offset in the eigentraces 1, 2 and 3, shown in Figure 4-12A, is due to background 
subtraction problems, interpreted by the SVD as a signal, since we do not expect any LL species 
upon 315 nm excitation of deoxy–Mb (in agreement Visible probe TA). 
Photo–excitation of the system at 290 nm complicates the data, since also some stretching 
frequencies of the tryptophan residues fall in this probing region. Thus, the GF of the most 
important eigentraces results in four exponential decays: 1.9 ± 0.2 ps, 6.5 ± 0.7 ps, 85 ± 7 ps and 
10 ns (fixed to account for non–decaying signal). The difference in timescales between 315 nm 
and 290 nm excitation is due to two main reasons: i) upon 290 nm excitation also *Trp 
contributes to the transient signal in the probed region (1.9 ps and 85 ps) and ii) the formation of 
LL photo–product accounts for the observed non–decaying component. The 1.9 ps component 
was not present upon 315 nm excitation (see Figure 4-12), suggesting its correlation to the *Trp. 
Hence, the latter timescale was assigned to a cooling process of both *Trp7 and *Trp14. Further, 
we suggest that the 85 ps component is the sum of several timescales that are impossible to 
disentangle (in these data), namely: i) the 12.9 ps relaxation of the heme; ii) the 20 ps due to the 
decay of the *Trp14 and the rise of the photo–product; and iii) the 106 ps relaxation of *Trp7. 
Figure 4-13 Best-fit of the kinetic trace obtained by integrating the entire 1720 cm-1 band, together with the scattering of 
the residual (upper panel). 
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To clearly assess the photo–product generation and its kinetics, we performed the best–fit of a 
kinetic trace obtained by integrating the 1720 cm–1 ESA band (Figure 4-11B). The result of the 
latter is shown in Figure 4-13, where it is clearly visible that the 1720 cm–1 ESA band grows 
with a ∼20 ps timescale and does not decay within the experimental pump–probe delay, namely 
3 ns. This result is in excellent agreement with the ones obtained from our UV pump–Visible 
probe transient absorption studies, in which a broad ESA feature (covering the entire visible 
range) was observed growing on a ~20 ps timescale and non–decaying within 1 ns. 
More insights on the *Trp14–to–heme electron transfer reaction in deoxy–Mb could be obtained 
by using Marcus theory;[87] however, many parameters are unknown in the present case (such 
as estimates of λ and ∆G°), making impossible (at this stage) a deeper analysis of the Marcus 
region in which this electron transfer occurs. 
4.2.3 Deoxy–Mb conclusions 
The combination of UV pump–visible probe and UV pump–IR probe transient absorption 
spectroscopy allowed recognizing the quenching processes of the *Trp14 in deoxy–Mb, 
highlighting the formation of a FeII(porph–●) in favor of the FeI–heme. The transient spectra of 
the generated photo–product show clear signatures of a porphyrin anion radical in the visible 
region (Figure 4-9), due to the loss of the intense Soret band. These results coupled with the band 
at 1720 cm–1 detected in the IR region (Figure 4-11), provides a marker to recognize the 
formation of a π – anion radical through the study of C–C stretching frequencies. 
In deoxy–Mb the *Trp14–to–heme electron transfer process accounts for ~30% of the quenching, 
(obtained by the GSB amplitude centered at 430 nm at 1 ns) which is about half of what was 
calculated in the MbCN case. This result is expected since the standard reduction potential for 






4.3 Carboxy–myoglobin (MbCO) 
MbCO is the best ferrous system to start with when studying the ligand dependence of electron 
transfer process, since: i) the CO is photolyzed with a unity quantum yield and ii) the CO does 
not display recombination dynamics in the ps to ns range.[10, 12] Upon CO photolysis the ligand 
gets trapped in a binding pocket close to the heme in < 1 ps, as reported by previous Time–
Resolved IR (TR–IR) experiments from Lim et al.[11] In the latter studies they showed that the 
CO ligand turns both clockwise (B2) and anti–clockwise (B1) upon photolysis, being trapped (in 
both ways) inside a binding pocket close to the heme, as shown in Scheme 4-2 (reproduced from 
ref. [11]). This gives rise to two metastable states, which are separated by an energy barrier of 
1.2–1.5 kcal/mol.[202] The different orientation inside the pocket affects the CO stretching 
frequency, giving rise to two transient ESA bands peaked at 2120 cm–1 (B2) and 2130 cm–1 (B1), 
which were investigated via polarization anisotropy.[11] As shown pictorially in Scheme 4-2 the 
ligand rotates ~90° and it is blocked inside the binding pocket parallel to the heme plane; 
however, the B1 rotation has to overcome a smaller energy barrier than B2, which explains the 
timescales of 0.2 ps and 0.5 ps, respectively. After this process the protein’s scaffold nearby the 
heme rearranges itself on a 1.6 ps timescales, establishing a potential energy barrier that inhibits 
the CO geminate recombination process. It is important to mention that in Scheme 4-2 the CO is 
represented bound to the iron perpendicularly to the heme plane; this is an approximation, since 
the CO angle, with respect to the normal to the heme plane, is modulated by the distal 
histidine.[152] Lima et al reported the Fe–C bond to have an inclination of 22° with respect to 
the normal of the heme plane, with the CO inclined 5° with respect to the Fe–C line.[171, 203]  
Scheme 4-2 Schematic representation of the heme pocket in MbCO and the CO rotation upon photolysis. The carbon 
atom is depicted in green while the oxigen atom is depicted in black. This picture is adapted from ref [11]. 
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4.3.1 UV pump–IR probe 
To investigate the *Trp14–to–heme electron transfer (in MbCO) two spectral windows were 
probed: i) the CO stretching frequency (highly sensitive to changes in the environment) and ii) 
the finger print region (gives information on porphyrin’s vibrational modes). The sample was 
handled and prepared under inert gas, so to avoid deuterium/hydrogen exchange. Lyophilized 
horse heart met–Mb and Na2S2O4, were purchased from Sigma Aldrich and used as delivered 
without any further purification. The preparation of MbCO was performed in two steps: 1) 
preparation of deoxy–Mb and 2) introduction of an overpressure of CO gas in the container. The 
first step is already described in paragraph 4.2.2, which is followed by the introduction of an 
overpressure of 2.5 bar of gaseous CO for ~5 minutes. The typical change of color and the 
absorption spectrum (see Figure 4-2) ensures the formation of the MbCO complex. The 
experiments, both 315 nm and 290 nm excitation, were performed with a fluence of ~ 0.8 
mJ/cm2, an IRF ≈ 180 fs and magic angle polarization between pump and probe pulses. 
4.3.1.1 Comparison of 315 nm and 290 nm photo–excitation 
Figure 4-14 shows the comparison between transient spectra, at selected time–delays, upon 315 
nm (A) and 290 nm (B) photo–excitation. When MbCO is photo–excited at 315 nm, the CO is 
photo–detached within the IRF with unity QY,[11] thus leading to deoxy–Mb. The transient 
spectrum in the 1900–2150 cm–1 is composed by a GSB feature (due to the CO stretching) and 
an ESA feature with a typical double–peak structure. The GSB is detected at 1942 cm–1 with a 
shoulder at 1933 cm–1 and a low intensity peak at 1966 cm–1 (Figure 4-14A), in agreement with 
previous measurements.[10, 11, 204] The ESA feature corresponds to the docked CO (Figure 
4-14A), which is detected at 2120 cm–1 and 2132 cm–1, in excellent agreement with previous 
TR–IR measurements.[10, 11] Since the CO recombination is in the order of µs and the 
maximum experimental pump–probe delay is 3 ns, we do not expect any evolution of the signal 
above 1–2 ps. The double peak ESA feature in Figure 4-14A, due to free CO, is not well visible 
because of the low MbCO concentration in the presented experiments ([MbCO] ≈ 4 mM) with 
respect to the one used by Lim et al [11] ([MbCO] ≈ 15 mM). 
The transient spectral response of MbCO, upon 290 nm excitation, displays a new ESA band 
(centered at 1915 cm–1) and the growth of the GSB amplitude with increasing time–delay. 
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A careful analysis of the transient spectra shows that the GSB amplitude grows within the first 
100–200 ps, after which the transient spectra do not evolve anymore (see transient spectra at 200 
ps and at 3 ns in Figure 4-14). We suggest that the latter is due to the *Trp14–to–heme electron 
transfer process, which induces a change in the CO stretching frequency, thus affecting the GSB 
amplitude. The electron transfer process induces also the growth of a new spectral feature, 
namely an ESA band centered at 1915 cm–1 (shown in Figure 4-14B), which overlaps (at least 
partially) with the GSB. The appearance of the 1915 cm–1 ESA band only upon 290 nm, as well 
as its kinetics, suggests that it is related to the *Trp14–to–heme electron transfer. If the additional 
electron is localized on the heme (generating a porphyrin π–anion radical as in the deoxy–Mb 
case), the CO stretching frequency will be influenced by the different electric field nearby, which 
leads to a change in frequency and therefore to the ESA band at 1915 cm–1. Beside this, probing 
in the fingerprint region (upon 290 nm excitation) shows the presence of a broad and 
unstructured background to which is superimposed a weak band peaking at 1720 cm–1. This 
result, compared with the deoxy–Mb one, suggests the generation of a FeII–heme π – anion 
radical also in the MbCO case. In order to have more information on the kinetics of the system, a 
GF analysis of the 1915 cm–1, 1945 cm–1 and 1720 cm–1 bands was performed (only the 
transients upon 290 nm were analyzed since it is known that upon 315 nm the system does not 
show any interesting kinetics in the investigated time–delay). 
Figure 4-14 Comparison between transient spectra at selected time-delays for MbCO upon 315 nm (A) and 290 nm (B) 
excitation. The inset in (B) shows the evolution of the 1915 cm-1 band. The transient spectra in the 2100-2150 cm-1 are 
multiplied by 5. 
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The best–fit of the latter traces is shown in Figure 4-15, displaying a rise on 18 ± 3 ps, in all 
three cases, followed by a different evolution of the 1915 cm–1 band than the GSB and 
FeII(porph−●). While the latter do not show any evolution, the 1915 cm–1 band decays on a 260 ± 
50 ps timescale. The observed behavior suggests that the *Trp14–to–heme electron transfer 
generates a FeII(porph−●), with a lifetime longer than our experimental window, and that this 
process leads to the CO release. The latter observation stems for a change in the tertiary structure 
of the protein, maybe due to a structural change of the heme, which implies the detachment of 
the CO. If this is the case, a rise of the free CO docked in the distal pocket (B1 and B2 bands) on 
a comparable timescale than the decay of the 1915 cm–1 band should be observed. Indeed, as 
shown in Figure 4-16, the B1 and B2 bands display a rise of the transient signal on a 223 ± 36 ps 
timescale, in excellent agreement with the decay of the 1915 cm–1 band observed. 
 
Figure 4-15 Best-fit of the three main bands arising from 290 nm excitation of MbCO: 1720 cm-1 (porphyrin π anion 
radical band) in (A), 1915 cm-1 (perturbed CO band) in (B) and 1943 cm-1 (CO GSB band) in (C). The kinetic traces are 
obtained by integration of the above-mentioned bands, in order to obtain a better S/N. 
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In order to have more insights on the nature of the generated photo–product, we recall the 
mechanism of CO coordination with the iron ion and then compare the CO frequency (νCO) shift 
in our results (ESA (1915 cm–1) –GSB (1945 cm–1)) with the shift due to reduction of the iron 
center in some Fe–carbonyl complexes. Comparing such different systems is surely a qualitative 
approach, but can help suggesting which photo–product is generated upon *Trp14–to–heme 
electron transfer. The CO coordination to the metal is given by the sum of two main 
contributions: 1) a first σ bond occurs through the 2pz (σ) electron pair of the CO and 2) a dπ–pπ 
back–bonding from the metal d orbitals to the π* (2px,2py) CO orbitals is established, both 
decreasing νCO. In Fe–carbonyl complexes this is quite important, leading to a νCO shift of ~240 
cm–1 between [Fe(0)(CO)5] (νCO = 2029 cm–1) and [Fe(2–)(CO)4]2– (νCO is 1790 cm–1).[205] 
Previous theoretical investigations [206] reported smaller νCO shifts (~120–140 cm–1) between 
[Fe(2+)(CO)5]2+ (νCO = 2151 cm–1, 2168 cm–1) and [Fe(0)(CO)5] (νCO = 2029 cm–1). In our results 
the ESA band at νCO = 1915 cm–1 is shifted by ~30 cm–1 with respect to the GSB peak, as shown 
in the transient spectra of Figure 4-14B. The latter seems to be too small to account for the 
generation of a pure FeI–heme complex upon *Trp14– to–heme electron transfer, which would 
give a νCO shift ≈ 70 cm–1. Beside this, the presence of the weak 1720 cm–1 band suggests some 
degree of delocalization of the additional electron between the Fe ion and the porphyrin ring.  
Figure 4-16 Kinetic traces of the free CO bands B1 at 2132 cm-1 (A) and B2 at 2120 cm-1 (B) upon 290 nm excitation of 
MbCO, together with the obtained best-fit. 
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4.3.2 MbCO conclusions 
By comparing the transient signal of MbCO upon 315 nm and 290 nm excitation, we gathered 
information on the *Trp14–to–heme electron transfer process. The presence of the 1915 cm–1 
ESA band, together with the evolution of the GSB feature of the CO and the 1720 cm–1 ESA 
band, suggest that the additional electron is delocalized on the heme generating an FeII(porph–●) 
that influences the stretching frequency of the bound CO. The latter is confirmed by the small 
CO frequency shift (~30 cm–1) compared with the ones obtained by the reduction of iron–
carbonyl complexes. This is not an unexpected result, since a similar result was obtained in the 
deoxy–Mb case and it was also predicted by previous EPR–ENDOR measurements of Davydov 
et al.[191, 193] Moreover, these results highlight that the *Trp14–to–heme electron transfer 
induces some structural changes in the protein, leading to the dissociation (and immediate 
docking in the distal pocket) of the CO within 260 ps. Nonetheless, other experiments are needed 
















4.4 Nitrosyl–myoglobin (MbNO) 
As mentioned in Section 4.1, upon MbNO photo–excitation the NO ligand is photolyzed with a 
QY ≈ 50 %.[12] The rebinding kinetics of NO has been investigated by several time–resolved 
techniques, exciting either in the Soret or Q–bands and probing using TA in the UV–Visible 
region,[12, 172–174, 207–210] in the Near–IR (NIR),[211, 212] in the Mid–IR [175, 213, 214] 
and with TR3 spectroscopy.[177] All these studies reported non–exponential rebinding kinetics 
attributed to NO geminate recombination, whose timescales can be grouped in two main ranges: 
10–40 ps and 130–300 ps. (see Table 4–2) Ye et al [12] proposed that the fast recombination 
kinetic is due to a barrier–less NO rebinding from the center of the distal pocket, which lies close 
to the heme. They argued that this recombination occurs because of the formation of a transition 
state involving the unpaired NO electron and the Fe’s anti–bonding dz2 orbitals, without 
distortions in the protein’s matrix.[210] Moreover, the slower component (130 –280 ps) was 
assigned to the NO recombination from the Xe4 pocket.[155]  
Table 4–2 Summary of the NO recombination timescales reported in literature, with the pump wavelength and probing 
region used. The upper case numbers refers to: 1) single wavelength detection experiments at 480 nm (Soret band); 2) 
single wavelength detection experiments at 435 nm (Soret band); 3) single wavelength detection experiments at 615 nm (Q 
bands) and 4) white light super–continuum detection experiments. 
Probe region τ1(ps) τ2(ps) τ3(ps) λ Pump Ref. 
UV–Vis1 27.6 (52%) 279.3 (48%) ––––––––––– 574 nm [172] 
UV–Vis2 9.1 (40%) 200 (50%) ∞ (10%) 570 nm [208] 
UV–Vis1 13 (40%) 148 (50%) ∞ (10%) 564 nm [177] 




III) 3 27.5 (42%) 293 (33%) ∞ (25%) 
560–570 
nm [211] 
Visible 3 12 (40%) 205 (37 %) ∞ (23%) 564 nm [211] 
Mid–IR 42 (29%) 238 (36%) ––––––––––– 400 nm [214] 
Mid–IR ––––––––––– 133 (46%) ––––––––––– 580 nm [175] 
UV–Vis4 13.8 (23%) 200 (33%) ∞ (<3%) 400 nm [12] 
UV–Vis4 8 (30%) 170 (20%) ––––––––––– 580 nm [12] 
UV–Vis 13.8 (41%) 200 (59%) ––––––––––– 400 nm [210] 
UV–Vis 8 (60%) 170 (40%) ––––––––––– 580 nm [210] 
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The NO photolysis leads to an impulsive heme doming, which is followed by ligand docking in 
the Xe4 cavity. The protein scaffold reacts to the conformational changes in the heme by 
rearranging itself, thus giving rise to a small time–dependent energy barrier (~3 kJ/mol).[210] 
More recent TR3 [177] and NIR (band III absorption) [211] studies reported the presence of an 
additional 30 ps component, which was interpreted as the time needed for the domed → planar 
transition of the heme. The latter observation suggests that the NO rebinds to a domed heme and 
the structure remains distorted for some time before going back to the planar configuration. 
4.4.1 UV pump–visible probe 
The samples for these experiments were prepared by dissolving ~450 mg of horse heart met–
myoglobin in 40 mL of 10 mM phosphate buffer aqueous solution at pH ≈ 7, to which was added 
a 1.5 fold excess to the stoichiometric quantity of sodium nitrite (NaNO2). To this solution was 
added a 2–fold excess of Na2S2O4, with respect to the total equimolar quantity needed to reduce 
both myoglobin and nitrite to nitrogen monoxide (NO). At this point, the NO generated in situ 
binds with the myoglobin generating the MbNO complex. All the reagents were flowed in Ar for 
~30 minutes, while the buffer solution (~300 mL) was bubbled with Ar for ~1 hour. The sample 
was held in a bottle with a lid containing four small inlets to introduce three Teflon tubes: two to 
flow the sample and one to introduce an Ar overpressure (~1.5 bar) inside the bottle. The fourth 
was kept free for sample withdrawal (spectroscopic analysis of sample status) and dithionite 
addition if needed. 
These experiments were performed on the 20 kHz 2D–UV TA setup, with typical pump fluence 
of ~0.8 mJ/cm2 and IRF ~120 fs. The optical response of the MbNO was probed in the visible 
region between 380 nm and 620 nm, where the most important features of the Soret– and Q–
bands are present. Finally the polarization of the probe was set at the magic angle with respect to 
the pump polarization. 
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4.4.1.1 Photo–excitation at 315 nm 
In Figure 4-17 are shown transient spectra of MbNO at selected time–delays upon 315 nm 
excitation, together with the DAS’s obtained by SVD analysis of the data matrix. The transient 
spectra, shown in Figure 4-17A, display three GSB features at 420 nm, 540 nm and 590 nm and 
four ESA features at < 390 nm, 440 nm, 570 nm and > 600 nm. The transient features around 
400 nm belong to the Soret band, while the ones in the 500–600 nm region belong to the Q–band 
(Figure 4-17A). As can be seen in Figure 4-17A, the most intense changes occur in the Soret 
ESA band, whose transient spectrum at 300 fs is very broad and narrows non–exponentially 
while blue–shifting. As already shown in deoxy–Mb (Section 4.2.1) the short timescales (< 4 ps) 
are characteristic of the heme dynamics, while all the rest are due to the recombination of the 
photolyzed NO molecules. In order to retrieve the characteristic decay–times of the system, both 
SVD and GF analysis of selected kinetic traces were performed. In both cases six timescales 
were used to best–fit the data points as can be seen in Figure 4-18, where it is shown the best–fit 
of the most important eigentraces. In the fitting procedure all the amplitudes were let free to 
change as all the timescales, except the 10 ns component that was used to describe the non–
decaying transient signal and thus was fixed. 
Figure 4-17 Transient spectra at selected time-delays of MbNO upon 315 nm excitation (A) with Q-bands’ region 
multiplied by 3. In (B) are shown the DAS's related to the heme characteristic times (1-3) and to the NO recombination (4-
6). DAS 1 is divided by four for the sake of clarity in graph. 
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The timescales obtained by this procedure are: 136 ± 10 fs, 1.26 ± 0.04 ps, 3.9 ± 0.2 ps, 28 ± 2 
ps, 214 ± 4 ps and 10 ns, as shown in Figure 4-18. The obtained heme decay constants (136 fs, 
1.26 ps and 3.9 ps) are in excellent agreement with the ones in literature, as well as with the 
deoxy–Mb ones presented in Section 4.2.1.1. The retrieved NO recombination times (28 ps, 214 
ps and 10 ns) give some interesting information, showing a slightly longer timescale for the fast 
recombination dynamics (28 ps) with respect to the results presented in literature using the same 
technique (8 ps to 18 ps).[12, 172, 176] However, Kruglik et al [177] reported the presence of a 
30 ps component in their TR3 experiments (sensitive to the Fe–N(Im) stretching of the proximal 
histidine). They interpreted the latter result as the NO geminate recombination to a domed 
heme.[177] The 214 ps timescale is also comparable to the one reported in other visible probe 
TA experiments,[12, 172, 176] as well as previous transient X–ray absorption 
measurements.[171] Finally, by comparing the amplitudes of the 28 ps, 214 ps and 10 ns DAS’s 
at 438 nm, it is possible to obtain the rebinding ratio between the photolyzed NO molecules, 
namely 40 %, 50 % and 10 %, respectively. The latter observation is in good agreement with the 
ratios reported in literature (see Table 4–2). 
Figure 4-18 Best-fit of the most important eigentraces obtained by the SVD analysis of the MbNO data matrix upon 315 
nm excitation, with scattering of the residuals shown in the upper panel. 
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4.4.1.2 Photo–excitation at 290 nm 
In Figure 4-19A are shown the transient spectra obtained upon 290 nm excitation of MbNO, 
which display (within the first 10–15 ps) a similar transient response with respect to the results 
obtained upon 315 nm excitation. However, several differences can be observed: i) the presence 
of broad and unstructured ESA band (spanning the entire visible region) due to the *Trp7 and 
*Trp14 ESA; ii) the amount of non–decaying transient signal is larger than the 315 nm excitation 
case; and iii) a blue–shift (~4 nm) of the ESA band in the Soret region occurring on a timescale ≈ 
350 ps. To estimate the latter value, several transient spectra were normalized at the maximum of 
the 438 nm ESA band and the obtained points were plotted against the time–delay. The points 
were best–fit with an exponential function, thus retrieving a timescale of 345 ± 150 ps, as shown 
in Figure 4-20. The large error on the latter estimation is due to the scattering of the last points, 
which is related to the larger noise on the signal at long delay–times. The small feature, peaking 
at 580 nm, in the Q–bands region is not a transient change due to the response of the sample, but 
a residue of the fundamental wavelength used to generate the 290 nm pump that was not 
successfully removed via background subtraction. 
Figure 4-19 Transient spectra at selected time-delays of MbNO upon 290 nm (A), together with a zoom of the Q-band 
region. In (B) are shown the DAS's obtained by the SVD analysis of the data matrix. DAS 1 is divided by four for the 
sake of clarity in the graph. 
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As in the 315 nm excitation case, the characteristic timescales were retrieved via both SVD and 
GF analysis, as shown in Figure 4-21. In order to satisfactorily best–fit the data points six 
exponential decays were used, while both amplitudes and timescales of each exponential 
function were let as free parameters (except the 10 ns component). The results obtained by the 
best–fit are: 160 ± 15 fs, 1.08 ± 0.04 ps, 3.6 ± 0.2 ps, 44 ± 2 ps (*Trp14 + NO recombination) and 
275 ± 4 ps (*Trp7 + NO recombination), as shown in Figure 4-19B. The similarity of the 
retrieved timescales with the 315 nm excitation is not surprising, since the *Trp7 and *Trp14 
decays are in the same range as the NO geminate recombination. Nonetheless, a careful analysis 
of the correlated DAS’s reveals some details: 1) the blue–shift observed in the transient spectra is 
present in the DAS’s (from the DAS at 44 ps to the DAS at 10 ns); 2) the different shape of the 
44 ps DAS (*Trp14) with respect to the 275 ps DAS (*Trp7) does not involve a simple blue–shift 
of the latter, thus suggesting the occurrence of some other process on the 44 ps timescale that is 
not present in the 275 ps DAS; and 3) the ratio between the maxima of the 44 ps, 275 ps and 10 
ns DAS’s is different with respect to the 315 nm excitation case, being 30 %, 53 % and 17 %, 
respectively. These observations altogether suggest that, also in this case, a *Trp14–to–heme 
electron transfer process occurs; however, the absence of more prominent features does not give 
hints on the nature of the generated photo–product. Nonetheless, the shape of the transient 
spectra at long time–delays allows excluding the generation of a FeII(porph●–), which would lead 
to strong changes in the Soret–band region (see deoxy–Mb case in Section 4.2.1.2). 
Figure 4-20 Exponential fit of the 438 nm ESA band's shift as function of time - delay. Transient spectra at several time–
delays were normalized at the maximum of the Soret ESA band and its maximum was plot as function of time. The 
function used to best–fit the points is an exponential decay: y = y0 + A exp(-(x – x0)/τ), were x0 = 120 ps and indicates the 
position in time of the first point. 
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Therefore, the additional electron of the *Trp14 electron transfer process should reside either on 
the Fe ion or on the NO ligand. The latter seems more probable, since an involvement of the 
ligand would not lead to big spectral changes in the visible spectrum, while a reduction of the Fe 
ion would. Finally, the presence of several processes occurring on a timescale longer than the 
experimental pump–probe delay does not allow the estimation of the QY for the electron transfer 
process from the GSB amplitude at 1 ns. 
4.4.2 UV pump–IR probe 
More information on the *Trp14 electron transfer process in MbNO can be gathered by probing 
in the Mid–IR region, thus clarifying if the additional electron goes to the ligand or to the heme. 
The preparation of the sample is similar to the UV pump–visible probe experiments, but 
deuterated water was used in order to detect clearly the NO stretching frequency. 
Moreover, the sample was handled and prepared under inert gas, so to avoid both 
deuterium/hydrogen exchange and MbNO → MetMb degradation. 
Figure 4-21 GF analysis of the most important eigentraces obtained by the SVD analysis of MbNO upon 290 nm 
excitation, together with the scattering of the residuals shown in the upper panel. 
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The experiments were performed with a fluence ~0.8 mJ/cm2, an IRF ≈ 180 fs and with the 
probe polarization set to the magic angle with respect to the pump. The sample was flowed 
through a 50 µm thick flow–cell in a close circuit and kept rastering in the x–y plane. 
4.4.2.1 Comparison between 315 nm and 290 nm excitation 
Figure 4-22 shows transient spectra, at selected time–delays, upon 315 nm (A) and 290 nm (B) 
excitation of MbNO. The transient spectra in the 1500–1750 cm–1 region, upon 315 nm 
excitation of MbNO, (Figure 4-22) show a broad GSB feature composed of two bands centered 
at 1607 cm–1 (with a shoulder at ~1595 cm–1) and 1621 cm–1 that were assigned to different NO 
conformation inside the protein, as previously reported for 580 nm excitation.[175, 176] At 
higher frequencies two weak ESA features, centered at 1640 cm–1 and 1660 cm–1, can be 
observed, with a GSB feature between them (centered at 1650 cm–1). The latter features were 
attributed to the amide I and II bands,[175, 198, 213] thus being not important for the aim of our 
work. The characteristic timescales of the NO geminate recombination were retrieved by both 
SVD and GF analysis. 
Figure 4-22 Transient spectra at selected time delays upon 315 nm (A) and 290 nm (B) excitation of MbNO. 
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The result obtained by GF analysis of three kinetic traces in the NO GSB region is shown in 
Figure 4-23A. The traces were best–fit by using three exponential decays with timescales of 8.4 
± 0.7 ps, 108 ± 10 ps and 1.7 ± 0.3 ns, in excellent agreement with the NO geminate 
recombination timescales reported by previous time–resolved IR studies (λexc = 580 nm).[175, 
213] 
The transient spectra of MbNO upon 290 nm excitation (Figure 4-22B), are very interesting 
since they do not reflect the presence of new spectral features that could allow an immediate 
recognition of the *Trp14–to–heme electron transfer process. The latter process seem to be 
present also in this case, since the comparison of the GSB recovery between 315 nm and 290 nm 
excitation of MbNO shows interesting differences in the first 50 ps (see 2 ps, 20 ps and 40 ps 
transient spectra in Figure 4-22). The differences observed in the GSB recovery are due to the 
overlapping contributions of NO geminate recombination and *Trp14 electron transfer, which 
occur on comparable timescales, thus leading to a plateau. 
Figure 4-23 GF analysis of three kinetic traces taken in three regions of the GSB feature in the NO stretching region upon 
315 nm (A) and 290 nm (B) excitation of MbNO. 
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Beside the latter observation, it is also important to highlight the absence of the ESA band at 
1720 cm–1; thus suggesting that the porphyrin π–anion radical is not generated during the *Trp14 
electron transfer process. In order to retrieve the characteristic timescales of MbNO upon 290 nm 
excitation, both SVD and GF analysis were performed as displayed in Figure 4-23B. The decay 
times of *Trp14 and *Trp7 are very close to the NO geminate recombination timescales, thus the 
NO recombination’s decay times (set to the ones obtained upon 315 nm excitation) were fixed. 
The 1.8 ns component is incorporated within the 10 ns component, which accounts for the non–
decaying signal. The GF procedure converged to the following values: 8 ps (fixed), 16 ± 6 ps, 
110 ps (fixed), 580 ± 100 ps and 10 ns (fixed). The 8 ps and 110 ps decays are due to NO 
recombination, while the 10 ns component accounts for the non–decaying signal (composed of 
NO recombination plus electron transfer photo–product). The 16 ps timescale matches quite well 
with the *Trp14 decay–time (and thus the rise of the photo–product due to electron transfer), 
while the 580 ps timescale could be due to partial back–electron transfer to the TrpH+● (even 
though we do not have any spectral marker to be sure of it). The latter results highlight the 
presence of a *Trp14 electron transfer process upon 290 nm excitation of MbNO, showing the 
presence of two additional timescales. Moreover, the absence of additional ESA features, in the 
probed spectral region, implies a strong shift of the NO stretching frequency, thus suggesting its 
shift outside the probe region. The latter case is highly probable since, along all the investigated 
diatomic ligands, the NO shows the strongest dependence on its environment and on the metal 
oxidation state.[215] Further, the NO stretching frequency (νNO) in MbNO varies significantly, 
showing νNO shifts of ~300 cm–1 from MbIIINO (νNO = 1927 cm–1) to MbIINO (νNO = 1613 cm–1) 
[176, 215] and to Mb(HNO) (νNO = 1385 cm–1).[215] The latter case leads also to small changes 
in the visible spectrum, showing a red–shifted Soret–band with respect to the MbIINO.[215] This 
observation is in clear contrast with the ~4 nm blue–shift observed in the visible probe 
experiments, thus allowing us to discard the formation of the MbII (HNO) complex. Beside these 
observations, the absence of the 1720 cm–1 band implies that no porphyrin π–anion radical is 
generated. Since both FeII (heme●−) and FeI–heme are two extreme electromers of the same 
specie (see paragraph 4.2.2), the absence of the 1720 cm–1 band implies (indirectly) that the 
additional electron is not localized on the Fe ion. Therefore, from our results we suggest the 
localization of the additional electron on the NO ligand. If this is the case, an MbIINO– would be 
generated via a *Trp14–to–ligand electron transfer process and, because of the high sensitivity of 
NO stretching frequency on external perturbations, the transient features of the generated photo–
product would be (most probably) shifted outside the probe region. 
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This hypothesis is in perfect agreement with the cyclic voltammetry results reported by 
Bayachou et al,[201] which showed the preferential ligand reduction in MbIINO (embedded in 
dimethyl–didodecyl–ammonium bromide (ddab) films). They reported two reduction potentials 
for MbIINO: i) the reduction potential of the NO (– 0.63 V vs NHE) [201] and ii) the reduction 
potential of the heme (– 0.85 V vs NHE).[201] The NO value constitutes most probably a better 
optimized pathway for the *Trp14 electron transfer process with respect to the *Trp14 → heme 
one. 
Reduced FeII–NO complexes [216, 217] (commonly addressed as nitroxyl: NO− and HNO) have 
been recently reported and are described using Enemark–Feltham notation for M–NO complexes 
(M = generic metal),[218, 219] which reads the number of free electrons on the NO plus the d 
electrons on the Fe, as strongly delocalized on the FeNO fragment (e.g. MbIINO− is a [FeNO]8 
system). In order to better understand the biological importance of these [FeNO]8 complexes 
(and in general M–NO complexes), their properties have been investigated both experimentally 
[201, 217, 219–221] and theoretically.[218, 222] Recently, the crucial role of [FeNO]8 
complexes, in both myocardial [223] and vascular [224] pharmacology, has been pointed out. 
Hence, the hypothesis of a *Trp14–to–ligand electron transfer process in nitrosyl– myoglobin 
might be also an important step in the biological function of MbNO. 
4.4.3 MbNO conclusions 
The UV pump–Visible probe transient absorption experiments showed that, upon 290 nm 
excitation of MbNO, the ESA at 430 nm blue–shifts ~4 nm on a 350 ps timescale, showing only 
a tiny spectral difference in this probe region. Beside this, UV pump–IR probe experiments (NO 
stretching region) show the absence of any ESA band associated to the generated photo–product 
frequency, thus underlying the absence of a porphyrin π–anion radical. Further, the generation of 
a pure FeI–heme seems unlikely because of two reasons: i) it should be less stable than the 
porphyrin π–anion radical [191, 196] and ii) it should lead to strong changes in the visible 
region, which is not the case of our experimental results. The last possibility is that the additional 
electron is localized on the ligand, hypothesis that is validated by the strong biological relevance 
of [FeNO]8 complexes [201, 217, 219–221] and the observation of NO reduction in MbNO–ddab 
thin films.[201] An electron localized on the NO ligand should lead to a strong shift of the NO 
stretching frequency; however, it is difficult to determine the entity and the direction (lower or 
higher frequencies) of the shift. 
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Finally, if MbIINO− is the primary photo–product generated by the *Trp14 electron transfer 
process, the ligand should undergo some rearrangement (or modification) in order to explain the 
350 ps timescale Soret ESA shift. Unfortunately, we do not have the possibility to determine 
irrefutably the origin of the shift as well as the final product. In order to assess these questions, 




















4.5 Cyano–myoglobin (MbCN) 
As already mentioned in Section 4.1, MbCN displays a short photo–cycle and the complete 
absence of ligand photolysis, thus reflecting a transient response similar to the un–ligated forms 
(e.g. MetMb and deoxy–Mb). Helbing et al [225] performed TA experiments exciting in the 
Soret band and probing both in the visible and in the MIR regions, reporting a photo–cycle < 4 
ps.[225] Probing in the CN stretching region gives more insights on the ligand response, 
displaying the GSB of the CN stretching frequency (νCN) centered at 2126 cm–1 and two ESA 
bands centered at 2118 cm–1 (band 1) and 2096 cm–1 (band 2).[225] The ESA features in the 
transient spectra were attributed to a vibrationally hot CN (2118 cm–1) and to a loosely bound 
CN to the iron (2096 cm–1). Recent 2D–UV and UV pump–visible probe TA experiments by 
Consani et al [15] demonstrated the presence (in both MetMb and MbCN) of a competing 
pathway in the deactivation of *Trp14, namely *Trp14–to–heme electron transfer process. Their 
results highlighted that ~60% of excited Trp14 undergo electron transfer, while the rest undergoes 
FRET to the heme. The electron transfer process leads to the generation of a ferrous MbCN, as 
demonstrated by the static difference between MbIICN and MbIIICN, which partially recovers 
through back–electron transfer on a ~200 ps timescale. On the basis of these experiments, we 
explore the effect of the *Trp14–to–heme electron transfer process on the ligand. 
4.5.1 UV pump–IR probe 
MbCN was obtained by dissolving the necessary amount of MetMb in 40 mL of deuterated 
phosphate buffer (pD ≈ 7) to obtain a concentration of ~ 4 mM. A 1.5–fold excess with respect to 
the equimolar quantity of sodium cyanide (NaCN) was added to the MetMb solution in order to 
obtain the MbCN. Also in this case handling and preparation were performed under nitrogen 
atmosphere and the obtained solution was flowed through a 50 µm Harrick cell, which was kept 
rastering in the x–y plane to reduce cumulative photo–damage. 
4.5.1.1 Comparison between 315 nm and 290 nm photo–excitation 
Figure 4-24 compares the transient spectra of MbCN, at selected time–delays, upon 315 nm (A) 
and 290 nm (B) excitation. The transient spectra obtained upon 315 nm excitation (Figure 
4-24A) show a GSB feature at 2126 cm–1 and two ESA features at 2118 cm–1 and 2096 cm–1, in 
excellent agreement with the previous TR–IR studies.[225, 226] In order to retrieve the 
characteristic timescales of the system, both SVD and GF analysis of selected kinetic traces were 
performed. 
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The results of SVD analysis are shown in Figure 4-25A, which display an exponential decay of 
7.5 ± 1.0 ps; in very good agreement with the values obtained for the other systems (in this 
work), while it is slightly longer than the 3–4 ps previously reported [225, 226] (previous 
experiments excited the sample at 400 nm and 575 nm, respectively, which implies a large 
difference in photon energy between our experiments and the ones reported in literature). The 
DAS related to the 7.5 ps timescale is displayed in Figure 4-25C, showing a decay of all the 
features. As shown in Figure 4-24B, the excitation of MbCN at 290 nm shows similar features 
with respect to the 315 nm excitation during the first 10 ps; however, an additional ESA band 
centered at νCN = 2068 cm–1 grows on the timescale of *Trp14 decay. To obtain more information 
on the kinetics of the system, the timescales were retrieved via both GF and SVD analyses, as 
shown in Figure 4-25B. The latter analysis converged on five characteristic timescales: 350 ± 50 
fs, 6 ± 1.5 ps, 22 ± 4 ps, 620 ± 180 ps and 100 ns (fixed value accounting for non–decaying 
signal), with all the decay times (except the 100 ns component) and amplitudes left as free 
parameters during the fitting procedure. As can be seen in the DAS’s shown in Figure 4-25D, the 
350 fs decay time appears as decay in the GSB feature and in the ESA bands at 2118 cm–1 and 
2098 cm–1, suggesting a primary relaxation mechanism of the CN. 
Figure 4-24 Transient spectra at selected time-delays upon 315 nm (A) and 290 nm (B) excitation of MbCN. The numbers 
1 and 2 identify the ESA bands at 2118 cm-1 and 2096 cm-1, respectively.  
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Since these dynamics were not observed upon 315 nm excitation, and since they are on a sub–ps 
time scale, we suggest that they are due to the extra energy introduced in the system upon 290 
nm excitation. 
Figure 4-25 GF of the most important Eigentraces obtained via SVD of the MbCN data matrix upon 315 nm (A) and 
upon 290 nm (B) excitation. The amplitudes obtained from the GF are used to generate the DAS's, which are shown in 
(C) for 315 nm excitation and in (D) for the 290 nm excitation. 
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The 6 ps time scale overlaps within the error with the 7.5 ps found for the 315 nm excitation, 
pointing to the CN relaxation. Further, the 22 ps timescale is due to the *Trp14 quenching, which 
leads (partly) to the growth of the ESA band at νCN = 2068 cm–1, in perfect agreement with the 
previous 2D–UV TA results.[15] Finally, the 620 ps timescale is attributed to a partial back–
electron transfer from the reduced haem to the Trp14H+●, while the rest decays on a much longer 
timescale than our experimental pump–probe delay. The 620 ps value is about three times larger 
than the one found by previous UV pump–Visible probe experiments (~200 ps).[15] By 
comparing the amplitudes of the 620 ps and 100 ns DAS’s it is possible to estimate the amount 
of photo–reduced hemes undergoing back–electron transfer with 620 ps, accounting for ~64% of 
the total decay of the ESA band (Figure 4-25B). The ESA band due to the electron transfer 
process (νCN = 2068 cm–1) gives more insight on the photo–product’s nature. The detected νCN = 
2068 cm–1 does not match with that of free CN (νCNfree = 2046 cm–1), HCN (νΗCN = 2094 cm–
1), or CN− (νCN– = 2080 cm–1),[225, 227] allowing us to disregard the generation of these species. 
Previous 2D–UV TA and UV pump–Visible probe experiments,[15] reported the generation of 
MbIICN via the electron transfer process; however, MbIICN shows νCN = 2057 cm–1,[227] with a 
shoulder at νCN = 2078 cm–1 that appears at pH 5.6.[227] 
 
Figure 4-26 Comparison of fingerprint region upon 315 nm (A) and 290 nm (B) MbCN excitation 
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The ~10 cm–1 shift, detected in our experiments, shows that the MbIIICN reduction (due to the 
*Trp14 electron transfer) does not generate a pure MbIICN specie, thus suggesting a small 
percentage of delocalization on the porphyrin ring. This hypothesis is confirmed by probing the 
1300–1800 cm–1 region, which displays the marker of the porphyrin π–anion radical (1720 cm–1 
band), as shown in Figure 4-26. 
4.5.2 Application of Marcus’ theory of electron transfer on MbCN 
Marcus’ theory of electron transfer (described in Chapter 1 and recalled here) can be used on 
order to obtain more information on the investigated system, such as the value of the donor–
acceptor coupling and if the products are in their ground or excited state. Equation (4.2) relates 
the electron transfer rate to the coupling element between donor and acceptor (|HAB|2), to the 
temperature (T), to the free energy of the reaction (∆G°) and to the total reorganization energy 
(λ). 
(4.2) 𝑘𝑘𝑒𝑒𝐷𝐷 =  � 4𝜋𝜋3ℎ2𝜆𝜆𝑘𝑘𝐵𝐵𝑇𝑇 |𝐻𝐻𝐴𝐴𝐵𝐵 |2𝑒𝑒(−(Δ𝐺𝐺0+ 𝜆𝜆)24𝜆𝜆𝐾𝐾𝐵𝐵𝑅𝑅 )  
(4.3) Δ𝐺𝐺0 = 𝑂𝑂𝑒𝑒𝐷𝐷 −  𝑅𝑅𝑒𝑒𝜀𝜀𝐴𝐴 −  𝐸𝐸𝐷𝐷∗ +  𝐸𝐸𝑃𝑃𝐷𝐷𝑃𝑃𝑒𝑒. −  𝑒𝑒2𝜀𝜀 (𝜀𝜀𝐴𝐴𝐷𝐷)  
Equation (4.3) shows that ∆G° depends on the oxidation potential of the electron donor in the 
excited state (the term OxD + ED*), the reduction potential of the electron acceptor (RedA), the 
energy of generated products (the term EProd.) and the Columbic interaction between products. It 
is clear from equations (4.2) and (4.3) that, in order to apply Marcus’ theory, several parameters 
need to be estimated, such as the ∆G°, the λ and the |HAB|2. In the case of MbCN the ∆G° and the 
λ values can be easily obtained, since the self–exchange reorganization energy is well known for 
the ferric Mb → ferrous Mb transition. Using the ∆G° and λ values it is possible to calculate 
ket/|HAB|2, which can be combined with the experimental ket to obtain an estimation of the |HAB|2 
value. The values for direct donor–acceptor coupling depend on the donor–acceptor distance and 
are usually small for an average center–to–center distance of 15 Å (0.02 cm–1).[85]  However, 
the latter can be strongly modulated by the protein environment and by the presence of residues 




Table 4–3 Summary of the λ, ∆G° and ket/(|HAB|2) values obtained for all the possible scenarios of the *Trp14–to–heme 
electron transfer process in MbCN.  
 
MbIICN (ES) 
+ TrpH●+ (GS) 
MbIICN (GS) + 
TrpH●+ (ES) 
MbIICN (ES) 
+ TrpH●+ (ES) 
MbIICN (GS) + 
TrpH●+ (GS) 
λ (eV) 0.8 0.8 0.8 0.8 
∆G° (eV) –1.77 –0.70 0.42 –2.91 
ket/(HAB)2 (eV–2 s–1) 1.96 x 1011 1.65 x 1016 2.18 x 108 8.28 x 10–8 
 
To estimate ∆G° is necessary to determine if the products are generated in their ground state 
(GS) or excited state (ES); therefore, four main scenarios are possible: 1) MbIICN (ES) + TrpH●+ 
(GS); 2) MbIICN (GS) + TrpH●+ (ES); 3) MbIICN (ES) + TrpH●+ (ES); and 4) MbIICN (GS) + 
TrpH●+ (GS). There is no experimental or theoretical evidence suggesting one of the proposed 
scenarios, thus the best option is to calculate the ∆G° value for all the possible scenarios by using 
the following values: Trpox = +1 eV vs NHE,[228] Fe3+/2+ = +0.046 eV vs NHE,[229] E*Trp = 
+3.85 eV (from Trp fluorescence), E*TrpH●+ = +2.19 eV (from TrpH●+ absorption[197]), E*MbIICN 
= +1.13 eV (from MbIICN absorption[227]) and assuming that the Columbic interaction is 
negligible with respect to the total value of ∆G°.  
The reorganization energy for the donor–acceptor pair (λ12) electron transfer process can be 
obtained by using Marcus cross relation λ12 = ½(λ11+λ22) (where λ11 and λ22 are the self–
exchange reorganization energies for donor and acceptor molecules). The Fe3+/2+ self–exchange 
reorganization energy has been proposed to be ~0.9 eV in cytochrome c,[230, 231] while the 
TrpH0/●+ self–exchange was estimated to be ~ 0.7 eV within an hydrophobic environment.[232, 
233] Therefore, we estimate λ12 ≈ 0.8 eV and use it to get the value of ket /(|HAB|2) for the four 
scenarios mentioned above (see Table 4–3). As can be seen in Table 4–3, the scenario (3) is the 
less likely because the electron transfer reaction is endoergonic (∆G° > 0), while scenario (4) is 
too exoergonic and falls in the inverse region, thus decreasing the rate of the process. Scenarios 
(1) and (2) are more likely to occur, as can be seen by the ∆G° and ket /(|HAB|2) values; however, 
the evaluation of the ket /(|HAB|2) shows that (2) has a ket /(|HAB|2)  value orders of magnitude 
smaller than (1), implying a huge |HAB|2 ≈ 3000 cm–1. The latter value does not seem reasonable, 
thus implying that scenario (2) is the best option. Comparison of the λ and ∆G° values in the 
scenario (2) highlights that the *Trp14–to–heme electron transfer process (in MbIIICN) occurs in 
the barrier–less region, in which λ ≈ –∆G°, as shown in Figure 1-6. 
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Finally, combining the ket/(|HAB|2) value obtained by Marcus theory with the experimental value 
of ket (τet ≈ 30 ps, ket ≈ 3 × 1010 s–1), it is possible to estimate a value of ~ 1.36 × 10–3 eV (or ~ 
10.5 cm–1) for HAB. The retrieved value highlights the key role of the amino–acid lying between 
donor and acceptor molecules and how the environment can increase the amplitude of the 
otherwise small donor–acceptor direct coupling. 
4.5.3 MbCN conclusions 
The *Trp14–to–heme electron transfer process in ferrous Mbs was already reported by Consani et 
al [15] that investigated it with both 2D–UV and UV pump–Visible probe TA techniques. 
However, our UV pump–IR probe experiments show additional details of the process, such as 
the nature of the generated photo–product and the partial delocalization of the additional electron 
on the porphyrin ring. Moreover, the selective study of the CN stretching frequency, together 
with the longer pump–probe delay used, allowed obtaining a more precise value for the back–
electron transfer timescale. 
Finally, in this case it has been possible to apply Marcus’ theory of electron transfer to estimate 
the value of the donor–acceptor coupling in MbCN. The direct donor–acceptor coupling at a 
distance of ~15 Å is in the order of 0.02 cm–1,[85] with respect to the ~10 cm–1 estimated by 
Marcus calculation. We suggest that this large coupling enhancement is due to the residues lying 
between the donor and acceptor and that it should be similar in all the myoglobin complexes, 
thus introducing another piece of information in the wide scenario of the *Trp14–to–heme 
electron transfer process in myoglobins. 
4.6 General conclusions 
The combination of UV pump–Visible probe and UV pump–IR probe TA experiments allowed a 
deeper understanding on the *Trp14–to–heme electron transfer process in myoglobins. If the 
electron transfer from an extremely strong electron donor (*Trp) to a ferric heme seems 
expected, the same is not for the case of ferrous hemes, which display a much more negative 
reduction potential (–0.83 V against +0.05 V in the ferric case, both vs NHE).[201] Nonetheless, 
the existence of these low–valent heme species was proposed by both theoretical [195, 196] and 
experimental [186, 191, 193] studies, but they were never detected in physiological conditions. 
Our results demonstrate that the electron transfer is indeed an active process in ferrous Mbs (both 
ligated and un–ligated ones), and that it generates mainly (and most probably exclusively) the 
FeII–heme−● electromer. 
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Moreover, the MbCN results showed that, also in ferric myoglobins, the additional electron is 
not completely situated on the Fe ion, but it is delocalized between the Fe ion and porphyrin ring. 
Probing in the ligand stretching region highlighted that the electron transfer process in ferrous 
Mbs induces some structural changes that influence the tertiary structure of the protein, thus 
leading to ligand detachment as shown in the MbCO case. This result suggests that the *Trp–to–
heme electron transfer process produces a ground state myoglobin in all the studied cases. 
Comparison of these results with the fluorescence lifetimes of *Trp14 in Apo–myoglobin and 
mutated Mbs [167, 169] strongly suggests that the Trp–heme interaction is crucial, but not the 
sole important parameter in the electron transfer process, e.g. presence of residues or α–helices 
between donor and acceptor. The latter hypothesis is farther demonstrated by previous 
investigations on ferric and ferrous cytochrome c (Cyt c),[180, 181] where the Trp residue is at 
Van der Waals distance with the heme.[234, 235] Consani et al reported that the FRET process 
accounts for 50–70 %, respectively, of the excited tryptophan fluorescence quenching.[180] At 
Van der Waals distance both FRET (1/R6 scaling), Dexter energy transfer and electron transfer 
scale (both scaling exponentially with the distance) are quite important, but only a small 
percentage of long–lived photo–products was reported. Hence, in the Cyt c case it is most likely 
that Dexter energy transfer process competes with the FRET to quench *Trp fluorescence, while 
the electron transfer process has a marginal role. Therefore, the factors regulating the *Trp14–to–
heme electron transfer mechanism are (at least): i) the donor–acceptor distance; ii) the amino 
acids between the Trp residue and the heme; and iii) the presence of the heme and its interaction 
with the *Trp. An exception to this discussion is the MbNO case, in which the additional 
electron is localized on the NO ligand. This behavior is due to the reduction potential of the NO 
(– 0.63 V vs NHE), which is bigger than the potential needed to reduce the FeII(heme) to a 
FeII(heme●−) (– 0.83 V vs NHE). Moreover, localization of the additional electron on the NO 
requires less reorganization energy overall, thus creating a more energetically favored pathway 
for the electron transfer.  
Finally, it is imperative to stress the importance of these results in the use of FRET as a 
“spectroscopic ruler”.[64, 65, 70, 236, 237] The latter is indeed a useful tool in distance 
determination between chromophores, which is the reason why it is largely used in various fields 
of research, such as biomedical sciences,[238, 239] biochemistry [240, 241] and material 
science.[242, 243] These results, show important implications in the use of FRET as 
spectroscopic ruler when tryptophan residues are used as chromophores; nonetheless, in a wider 
vision, the use of this technique requires more knowledge on the donor deactivation pathways 
(independent on the system). 
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As in the case of tryptophan the electron transfer process competes with FRET, other donors 
























5 Prion proteins and their biological role 
Prion proteins are responsible for several animal diseases, such as mad cow disease, scrapie in 
sheep and goats and chronic wasting disease in deer and elk.[244] Prion diseases are found also 
in humans, such as kuru and Creutzfeldt–Jakob disease (CJD);[16, 245] however, these diseases 
are quite rare, accounting for about one in a million deaths. Prion–related diseases are generally 
called transmissible spongiform encephalopaties (TSE), with the prions being present at high 
concentrations in the central nervous system, although they are expressed in the entire body.[16] 
Human prions consist of 253 amino acids, containing two attached carbohydrates and a 
glycosyl–phosphatidylinositol (GPI) anchor in the C–terminal domain, as shown in Figure 5-1A. 
The NMR structure of the full length protein (residues 23–231)[246] reveals three main regions: 
i) a flexible region in the N–terminal domain (23–124); ii) a globular domain (125–228) and iii) 
a short flexible part in the C–terminal domain (229–231), as shown in Figure 5-1B (reproduced 
from ref. [247]). NMR and X–ray crystallography measurements reported a high α–helical 
content in the globular region.[246, 248, 249] The misfolding of the globular region in the 
cellular form of prions (hereafter PrPC) generates the scrapie isoform (hereafter PrPSC), which is 
at the origin of prion diseases.[244, 250, 251] The latter shows high β–sheet content together 
with a high proteinase resistance, but it has an equivalent amino–acid sequence of PrPC; 
moreover, the PrPSC works as a template for additional PrPC → PrPSC conversion, thus 
facilitating a build–up of misfolded protein. The latter mechanism leads to neurodegeneration 
(Figure 5-1A) and identifies PrPSC as the infecting agent. [247, 251] Both PrPC and PrPSC are 
usually anchored to the cell surface through the GPI moiety and introduced in the cell through 
endocytosis of the membrane, as shown in Figure 5-1A. Previous experiments through genetic 
techniques on knockout mice,[17, 252] showed that the most important step in contracting the 
prion diseases is exactly the PrPC → PrPSC conversion and remarked that the biological function 
of prions has to be subtle.[17, 252] The growing interest in prions and their biological role in 
animals and humans is due to several factors: i) the transmission of prion–related diseases 
through contaminating food, transplant tissues or blood could lead to it becoming wide–spread 
among humans, as in the case of individuals who, upon consumption of infected beef, showed a 
new–variant of CJD;[245] ii) prion diseases involve deposits of misfolded proteins, thus 
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resulting in the deterioration of nearby neurons; and iii) the prions have an infectious nature, 
representing a new form of transmission for neurological infections.[247] 
Hornshaw et al [253, 254] proposed the possible implication of PrPC in Cu2+ binding, which is 
performed via a domain composed by four or five copies of the amino–acid sequence 
PHGGGWGQ (P = Proline, H = Histidine, G = Glycine, W = Tryptophan and Q = Glutamine), 
generally called octarepeat region (hereafter OP4) (Figure 5-1A). This binding moiety is situated 
in the N–terminal side of the protein and is its most conserved part, thus pointing to its 
importance in prion biological function.[253, 254] Recently, the presence of other five binding 
sites in PrPs has been reported (Figure 5-1B): i) two sites between the octarepeat region and the 
globular region; [255, 256] ii) two sites in the C–terminal region [257] and iii) one non–specific 
binding site that can bind CuII when present at high concentrations.[258, 259] 
Figure 5-1 In (A) is shown a schematic representation of the cycle of PrP inside the cell by endocytosis, together with a 
linear scheme of the PrP that highlights the position of the octarepeat region with respect to the folded domain and the 
region that is responsible for the PrPC → PrPSC conversion. The GPI in position 231 indicates the 
glycophosphatidylinositol membrane anchor that keeps the PrP protein anchored to the cell membrane. In (B) is shown 
the binding structure of the minimum copper binding moiety HGGGW, together with a more detailed NMR structure 
of the entire protein. In the latter is highlighted a fifth copper coordination site between residues 92 to 96, defined as the 
Non – Octarepeat (OP) region. Both figures are adapted from ref. [247] 
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Brown et al [260] reported on the biological importance of Cu binding, showing how the Cu 
concentration in the brain of PrP–knockout mice is lower than in the wild type. They reported 
also a highly cooperative Cu binding in PrPs,[260] showing dissociation constants varying from 
the µM to the nM range at pH 7.4.[261, 262] Previous experiments reported also that CuII 
binding in PrPs is pH dependent, displaying the coordination of only two Cu2+ ions at pH 6 
instead of four–five depending on the PrP.[261, 262] Aronoff–Spencer et al [263] performed 
EPR experiments to identify the smallest binding unit of the octarepeat region, reporting the 
HGGGW (hereafter OPS) as the fundamental unit that can bind Cu2+ in a 1:1 ratio, as shown in 
Figure 5-1B. More information about the conformation of the binding unit upon copper 
complexation were obtained by both Raman spectroscopy[264] and X–ray scattering [265] on 
single crystals, showing that Cu is coordinated by the nitrogen of the imidazole in the histidine, 
the two nitrogen atoms of the first and second glycines and by the carbonyl group of the second 
glycine, as shown in Figure 5-1B and Figure 5-2(center). Moreover, the indole NH of tryptophan 
hydrogen bonds to a water molecule coordinating on the axial position of the Cu ion, thus 
creating a strongly organized Cu binding unit (Figure 5-1B). The amount of Cu ions bound by 
the OP4 depends on the pH, thus influencing the binding mode; however, also the Cu–OP4 ratio 
in solution determines the binding mode of OP4, as shown in Figure 5-2. In a low–occupancy 
regime only one Cu ion per OP4 unit is present, forming a Cu–(N–His)4 complex, while in a 
high–occupancy regime the formed complex is the one shown above for the HGGGW moiety 
(Figure 5-1B and Figure 5-2). Finally, X–ray absorption spectroscopy measurements on the Cu 
K–edge, performed by Morante et al,[266] have shown inter–molecular copper binding modes at 
low CuII concentrations, in which the CuII ion is complexed by two different OP4 peptides. 
Figure 5-2 Possible complexing modes of copper from the octarepeat region (OR), where OR is equivalent to OP4 used 
in the text. The first structure from the left (OR-Cu(II)) is the copper complexing mode in a low- occupancy regime, 
while the central (OR-Cu(II)4) is the complexing mode in a high-occupancy regime. The Non-OR-Cu(II) is the 
complexing mode of a different sequence, namely GGGTH (T = threonine). This figure is reproduced from ref. [289] 
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Despite the high affinity for Cu2+ ions, PrPs display binding affinities for other divalent anions, 
such as Zn2+, Mn2+, Fe2+, Ni2+, Cd2+ and Ca2+.[19, 261, 267] The PrP binding affinity for the 
Zn2+ is 2–3 orders of magnitude lower than to Cu; however, the Zn2+– PrP interaction has 
garnered attention because 5–15% of the total Zn2+content in the brain is present in pre–synaptic 
vesicles, where it reaches mM levels.[268] In the neuronal synapses PrP concentration is high, 
making it a possible candidate in Zn2+ homeostasis.[269] 
Brown et al [270] reported interesting results on Mn2+, showing that Mn2+can replace Cu2+ in PrP 
and that the Mn2+– PrP complex displays a similar SOD activity as the Cu–PrP complex. They 
also reported that the Mn2+– PrP complex displays a protease resistance (exactly as the PrPSC 
form), assuming a similar structure as the PrPSC one that suggest the involvement of Mn2+in 
prion–related diseases. 
Fernaeus et al [271] reported interesting results on the importance of Fe2+ in neurodegenerative 
diseases as well as the Fe2+–PrP  relationship. They reported that infection by PrPSC is connected 
to a change in Fe2+homeostasis, even if a value for the binding constant of Fe2+to PrPs is not 
known yet. Finally, Ni2+, Cd2+ and Ca2+ show a very weak binding to PrPs and very little is 
known on their physiological function related to PrPs.[267, 272] 
Although a definitive demonstration of the physiological function of PrPs remains elusive, 
several hypothesis were proposed: i) PrP could work as a protection to neurons from reactive 
oxygen species, thus acting as a superoxide dismutase (hereafter denoted as SOD); [273] ii) PrP 
could act as a Cu2+ transporter from outside the cell to its interior [261, 265, 274] and; iii) PrP 
could act as a copper buffer, thus sequestering the excess of copper that could have deleterious 
redox activity in the body.[275] All these hypotheses seem plausible and are supported by 
experimental evidence, leading to several possible scenarios that do not allow proper 
determination of the principal role of prions in humans and animals. Miura et al [276] reported 
the reduction of the copper in the complex and its pH dependence by Raman spectroscopy. The 
latter is in good agreement with the work of Ruiz et al [20] that reported on the role of the 
tryptophan residue in the CuII → CuI reduction, showing that the absence of tryptophan 
diminishes the above–mentioned reduction by 76 %. Previous studies reported on the property of 
PrPs as CuII transporters, showing that copper transport does not depend on the level of PrP 
expression.[275, 277] However, the pH dependence of CuII binding strongly suggests the 
involvement of PrPs in binding CuII outside the cellular membrane (pH ≈ 7.4) and its release 
inside the cell (pH ≈ 6.8).[275, 277] 
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Previous experiments on PrP knockout cells demonstrate that cells infected with PrPSC are more 
prone to oxidative stress; thus showing a strong decrease in the copper binding ability with 
respect to the normal PrPC.[278] 
Nowadays, very few time–resolved studies have been performed on PrPs [279–281] and those 
available in literature are on the minutes–hours timescales. Indeed protein activity (e.g. Cu 
reduction from Trp, PrPC → PRPSC transition, trigger for agglomeration, etc.) occurs on the latter 
timescales; nonetheless, ultrafast time–resolved experiments allow gathering information on the 
nature of the active intra– and inter–molecular processes in prions upon tryptophan excitation 
(e.g. quenching timescales and mechanism of *Trp as well as interaction between *Trp and the 
complexed Cu ion). In order to investigate the photo–cycle of the *Trp we focus our experiments 
on the octarepeat region, which has been suggested to have an important role in the biological 
task of prion proteins as well as the main one responsible for Cu binding.[16, 19, 245, 247, 282] 
Here we present an ultrafast UV pump–Visible probe transient absorption study on the 
octarepeat region, from the smallest binding peptide moiety OPS to the entire octarepeat region 
found in human PrP, namely OP4. The study presented here aims at investigating the transient 
response of the OPS and OP4 in solution, as well as the impact of CuII binding on the dynamics 
of the afore–mentioned systems. Probing in the visible range (380–600 nm) allows the 
investigation of the tryptophan ESA response (when OPS or OP4 are dissolved in buffer 
solution) but also a possible response of the complexed CuII or eventual photo–products in case 
of a *Trp–Cu electron transfer. As mentioned above the ability of prions to bind CuII, as well as 
the binding mode, strongly depends on pH; therefore, using a buffer is mandatory when studying 
this kind of peptides. 
5.1 Sample preparation 
The pH dependence of Cu bonding by prion proteins has already been discussed, but another 
crucial aspect is the choice of a suitable buffer for the experiment to succeed. Several buffers 
(such as the phosphate) complex the CuII avoiding its binding by the PrPs;[262] thus a CuII non–
complexing buffer is needed for these experiments. The best choice, for the pH range needed, is 
2–(N–morpholino) ethanesulphate (hereafter denoted as MES).[283, 284] The static spectra were 
measured in a 1 cm thick cuvette, while the transient absorption measurements were performed 
flowing the sample in a 1 mm thick flow–cell. 
For time–resolved experiments (as well as static) the OPS sample was prepared by dissolving ~4 
mg in 10 mL of buffer solution at pH 7, in order to reach a [OPS] = 0.4–0.5 mM.[258] 
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In the OP4 case, four tryptophan residues are present in the same peptide chain; thus, for static 
absorption and emission experiments a [OP4] ≈ 0.13 mM, while for time–resolved experiments a 
[OP4] ≈ 0.5 mM was used. This is because in static spectroscopy all four chromophores 
contribute to the signal, while in time–resolved spectroscopy the most probable scenario is the 
excitation of one chromophore per molecule, as determined by Poisson distribution. 
Preparation of the PrP–Cu complexes requires the pH control of the CuII solution, because CuII 
precipitates as hydroxide (low solubility in water) at pH > 5. Therefore the CuII solution needs to 
be slightly acidic and also at high concentration because, upon PrP–CuII complex formation, the 
absorption band of Trp broadens (slightly reducing the absorption at 280 nm).[285] Since this 
work is based on a comparison between the time–resolved response of PrP and PrP–Cu, it is 
important to add the minimal volume of CuII solution during the preparation of the PrP–Cu 
complex, so that the OD at 280 nm (for the static and time–resolved experiments) does not differ 
much upon Cu solution addition. For this reason, a 100 mM stock solution of aqueous CuCl2 was 
prepared, thus implying the addition of ~50 µL aliquots for a 1:1 PrP/Cu ratio (in the case of 
OPS that contains only one Trp, for OP4 the quantity is 4–fold the OPS one).  
The excitation pulses in transient absorption measurements were set at 280 nm (2 nm FWHM), 
with fluence ≈ 0.8 mJ/cm2 and IRF ≈ 130 fs FWHM. The polarization of the probe pulse was set 
to magic angle (by a λ/2 plate) with respect to the pump, so to avoid the detection of timescales 
related to rotational diffusion. 
The OPS was purchased from the UNIL peptide facility (purity 74–81 %), while the OP4 was 
purchased from NeoBiolab (purity 98–99 %). All the samples were used as received without any 
further purification. The CuCl2 · 2 H2O and MES were purchased by Sigma Aldrich and used as 
received. 
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5.2 Static spectra of PrPs 
Figure 5-3 shows both the absorption and fluorescence spectra of Trp, OP4 and OP4–Cu 
solutions. The absorption spectra are normalized at 280 nm for comparison. There is a slight red–
shift of the Trp in OP4 and a broadening of the absorption band when the PrP complexes the 
CuII. Upon Cu addition the solution becomes slightly milky, in agreement with the reported 
solubility reduction of the PrP–Cu complex with respect to the PrP,[258] and its color changes 
from colorless to straw yellow. The OP4–Cu static absorption spectrum does not show bands 
above 350 nm, thus suggesting that the color difference is due to the band between 300 nm and 
350 nm, which is typical of the PrP–Cu complexed form. As far as the fluorescence is concerned, 
the emission spectrum shows the same shape for Trp, OP4 and OP4–Cu, but a ~0.5 mM Trp 
solution in 10 mM MES shows a fluorescence ~3 times more intense than the one of a ~0.13 mM 
OP4 solution in 10 mM MES (recalling that OP4 contains four Trp residues). The reduction of 
the fluorescence intensity becomes more drastic upon copper complexation, showing a ~4–fold 
reduction of the fluorescence intensity in presence of a 3–fold excess of CuII with respect to the 
Trp/Cu equimolar quantity. 
Figure 5-3 Static absorption spectra of Trp, OP4 and OP4-Cu together with their fluorescence spectra. All the spectra 
were acquired in a 1 cm cuvette and the background given by the buffer solution was subtracted to obtain only the 
spectrum of the species (only needed for the absorption spectra). The absorption spectra were normalized at 280 nm in 
order to compare the band shape. The concentration of Trp in water was set to 0.5 mM while the concentration of OP4 
was 0.13 mM, since four Trp residues are present in one peptide molecule. 
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The only investigation on the static electronic spectroscopy of octarepeat human PrP segments is 
the work of dos Santos et al,[285] who reported a broadening of the Trp absorption band upon 
CuII complexation as we observe here. However, in their static absorption spectrum, they 
highlight a band centered at 320 nm (even in the OP4 without copper in solution). However, the 
OP4 absorption spectrum in the 250–400 nm range displays only one band due to tryptophan 
absorption, as shown in Figure 5-3, thus suggesting the presence of impurities in their samples.   
5.3 Transient absorption experiments on HGGGW (OPS) 
This section reports on the UV pump–Visible probe transient absorption experiments on OPS, 
comparing the response of the latter with that of its CuII complex.   
5.3.1 Investigation of OPS dynamics 
Figure 5-4(A) shows the t–λ plot obtained upon 280 nm excitation of the Trp residue contained 
in the OPS. In order to highlight the response of the system at early times, the t–λ plot shows the 
first 5 ps after time–zero, even though the maximum delay time was 1 ns. The 350–590 nm range 
displays the *Trp ESA, in agreement with previous measurements reporting the dynamics of Trp 
in water.[165] The t–λ plot in Figure 5-4(A) displays an intensity growth on the red–side of the 
broad ESA band within the first ps. The latter evolution can be observed better in Figure 5-4(B), 
where the kinetic trace at 550 nm grows on a sub–ps timescale narrows and the kinetic trace at 
400 nm decays on the same timescale. Hence, the observed sub–ps dynamics suggest the 
detection of a primary cooling process, in which the initially broad ESA feature narrows down in 
< 1 ps. Figure 5-4(C) shows the time evolution of selected kinetic traces till 900 ps, highlighting 
the difference between the kinetics of *Trp within the peptide and *Trp dissolved in water, 
recalling that the latter displays a non–exponential decay with timescales of 0.5 ns and 3 ns.[165] 
The characteristic timescales of OPS were retrieved by a GF analysis of single traces, which 
converged to three main timescales: 392 ± 27 fs, 18.7 ± 1.7 ps and 1.5 ± 0.2 ns. 
Figure 5-5 shows selected transient spectra at characteristic time–delays (A), and the DAS’s 
obtained by the GF analysis (B). Comparing the transient spectra at 150 fs and 400 fs displays 
the above–mentioned narrowing of the broad ESA feature; interpretation that is validated also by 
the DAS at 390 fs, which shows a decay of the transient signal in the 360–440 nm range and a 
growth in the 440–590 nm range. The second timescale (~19 ps) shows instead a small decay of 
the excited state population, followed by a more pronounced decay on a 1.5 ns timescale.  
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The 19 ps decay represents the non–radiative quenching of the excited Trp and, by comparing 
the amplitude of the DAS at 19 ps and at 1.5 ns, it is possible to see that it accounts for the 3–4 
fold reduction of fluorescence. The 1.5 ns value (obtained by GF analysis) is half the 3 ns 
component observed in the *Trp in water;[165] however, it is important to highlight that this 
value is obtained from a data–set whose longest time–delay is 900 ps. Therefore, it identifies 
more a lower limit for the radiative process than its correct determination; thus we suggest that 
the 1.5 ns component identifies the radiative decay of the excited state population. 
Figure 5-4 t-λ plot of OPS upon 280 nm excitation (A). In (B) are shown selected kinetic traces and their best-fit within 
the first 10 ps time – delay, while in (C) is shown the entire time – course till 900 ps. 
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To identify the nature of the non–radiative quenching process, it is sufficient to analyze the 
system and its absorption spectrum: the lack of an acceptor chromophore displaying an 
absorption spectrum that overlaps (at least partially) with the donor emission, rules out the FRET 
(Förster energy transfer) process. A similar condition is necessary for Dexter energy transfer, 
since energy must be conserved in the process, thus leaving the electron transfer process as the 
most probable one. Furthermore, tryptophan residues are known to undergo electron transfer to 
the backbone of the protein or to nearby residues.[81, 168, 169, 286, 287] Yu et al [288] reported 
that Glycine quenches the *Trp fluorescence via proton transfer, while Histidine does it via 
electron transfer.[287] Hence, we suggest that the 19 ps timescale is due to electron transfer from 





Figure 5-5 Selected transient spectra at characteristic time-delays (A) and DAS's related to the retrieved timescales via 
GF analysis (B). 
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5.3.2 Investigation of OPS–Cu dynamics 
Figure 5-6 shows the t–λ plot of OPS–Cu, upon 280 nm excitation, (A) together with some 
kinetic traces selected at wavelengths (B,C). This experiment was performed right after the OPS 
alone, by adding to the original solution a 3–fold excess of CuII, namely ~150 µL of a 100 mM 
CuCl2 aqueous solution (see sample preparation 5.1). The t–λ plot shown in Figure 5-6 displays 
an extra feature centered at 450 nm, which decays on a timescale < 500 fs and strongly quenches 
the *Trp fluorescence. In order to retrieve the characteristic timescales of the system, a GF 
analysis on several kinetic traces was performed, leading to the following values: 180 ± 20 fs, 
17.0 ± 2.6 ps and 1.8 ± 0.2 ns. 
Figure 5-6 t-λ plot of OPS – Cu upon 280 nm excitation (A). In (B) are shown selected kinetic traces and their best-fit 
within the first 10 ps time – delay, while in (C) is shown the entire time – course till 900 ps. 
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The direct comparison of the transient spectrum at 150 fs with the 180 fs DAS clearly shows that 
the new feature disappears promptly after the excitation. Since the experimental conditions are 
the same as for the un–complexed OPS, it is clear that another deactivation mechanism is active 
upon copper complexation. We can safely exclude FRET from the additional quenching 
processes, because the band at 320 nm in the OPS–Cu absorption spectrum is too weak to allow 
good FRET coupling. Moreover, the Trp residue is hydrogen bonding to a water molecule 
situated in the fifth coordination site of the copper, as shown in Figure 5-1B. Photo–excited Trp 
is known to be a strong donor for electron transfer [73, 74, 81, 169] and proton–coupled electron 
transfer [286] with water molecules and other suitable acceptors. Beside this, the reduction 
potential for the couple CuII/I is +0.17 V vs NHE in the completely complexed octarepeat 
peptide,[289, 290] thus suggesting that a *Trp–to–Cu electron transfer process is active. 
However, we do not detect the growth of the transient ESA band at 450 nm, implying that the 
*Trp–to–CuII electron transfer occurs on a timescale ≪ 130 fs. Hence, we suggest that the 
detected ESA band at 450 nm is due to the CuI–to–TrpH+● back–electron transfer, which occurs 
on 180 fs timescale. This hypothesis is qualitatively validated by comparing the 450 nm ESA 
band (detected in our experiments) with the absorption spectrum of the CuI–bathocuproine 
disulphonate (BCS) complex. Bathocuproine disulphonate is a CuI indicator (shown in Figure 
5-8), which displays an absorption band at 480 nm upon CuI complexation.[20] 
Figure 5-7 Selected transient spectra at characteristic time-delays (A) and DAS's associated to the retrieved time 
constants for the complex OPS-Cu. 
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Figure 5-8 Schematic structure of the bathocuproine 
disulphonate. 
Since CuI is a d10 ion, the latter transition 
should have a metal–to–ligand charge transfer 
character, similarly to the back–electron 
transfer proposed in the PrP–Cu complex. Even 
though the CuI–BCS and the photo–excited 
PrP–Cu complexes contain different ligands 
(PrP–Cu structure in Figure 5-2 (center)), they 
share the central ion as well as a similar 
absorption band position. Interestingly, the presence of the additional quenching pathway does 
not influence the 17 ps component, which is still present and with a similar amplitude as the un–
complexed OPS. This behavior can be explained invoking the presence of different 
conformations in the PrP–Cu complex, in which the *Trp is further apart from the CuII and does 
not undergo electron transfer. The 1.8 ns is attributed to the radiative decay of the *Trp in 















5.4 Transient absorption experiments on (PHGGGWGQ)4 (OP4) 
This paragraph is based on the same methodology used for the OPS, but reports on the full 
octarepeat region (OP4), containing four tryptophan residues in each peptide molecule. 
5.4.1 Investigation of OP4 dynamics 
Figure 5-9 shows the t–λ plot of OP4 (upon 280 nm excitation) (A) together with selected kinetic 
traces (B, C). The layout of the t–λ plot is similar to the OPS one, displaying a broad ESA 
feature due to the *Trp residues narrowing on a sub–ps timescale, as shown in Figure 5-9. 
However, the reduction of the transient signal in the blue–side of the spectrum is stronger in the 
OPS than in OP4, as can be seen from the kinetic traces shown in Figure 5-9. 
Figure 5-9 t-λ plot of OP4 upon 280 nm excitation (A). In (B) are shown selected kinetic traces and their best-fit within the 
first 10 ps time – delay, while in (C) is shown the entire time – course till 900 ps. 
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Comparison of the transient spectra at 390 fs and 1 ps shows an overall increase in the transient 
signal over the 420–620 nm range, followed by a decay of the transient signal on different 
exponential timescales. The latter were retrieved via GF analysis of kinetic traces (selected ones 
shown in Figure 5-9), which converged to four characteristic timescales: 390 ± 30 fs, 1.0 ± 0.1 
ps, 20.0 ± 0.4 ps and 2.1 ± 0.2 ns. The sub–ps dynamics are characterized by a growth of the 
transient signal in the red–side of the spectrum and a weak decay in the blue –side, thus 
suggesting a narrowing of the wide ESA band on the 390 fs as shown in Figure 5-10A. The 1 ps 
timescale is detected in OP4 but not in OPS, thus suggesting the implication of the additional 
amino acids (e.g. Glutamine and Proline). Photo–excited tryptophan is known to undergo 
electron transfer towards Glutamine and in the OP4 the two residues are separated by a Glycine 
residue; therefore, we suggest that the 1 ps timescale is due to *Trp–to–Glutamine electron 
transfer quenching. The 20 ps decay time is the same as the 19 ps observed in the OPS case, thus 
pointing to the same quenching mechanism of *Trp as the one proposed in the OPS, namely 
*Trp undergoing electron transfer to H or G residues. Finally the 2 ns component again identifies 
the *Trp’s radiative decay, comparable to that of the *Trp in water. 
Figure 5-10 Selected transient spectra at characteristic time-delays (A) and DAS's related to the decay times obtained by 
GF analysis (B) of OP4. 
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5.4.2 Investigation of OP4–Cu dynamics 
Figure 5-11 (A) shows the t–λ plot obtained upon 280 nm excitation of the OP4–Cu. As in the 
OPS case, a 3–fold excess (with respect to the equimolar Trp–Cu quantity) of CuII was added to 
the OP4 solution (600 µL of a 100 mM CuCl2 solution) in order to be sure of the saturation of 
the OP4 binding sites. In the 530–570 nm region, the scattering of the visible light used to 
generate the UV pump does not allow to get information on the spectral and kinetic response of 
the sample, thus it is removed from the data analysis (missing points in Figure 5-12). A general 
overview of the t–λ plot shows much weaker amplitude of the transient signal with respect to the 
OP4 and, more interestingly, does not display the sub–ps timescales observed in the OP4 case 
(Figure 5-9). 
Figure 5-11 shows the t-λ plot of OP4 – Cu upon 280 nm excitation (A). In (B) are shown selected kinetic traces and their 
best-fit within the first 10 ps time – delay, while in (C) is shown the entire time – course till 900 ps. 
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A first comparison between the t–λ plots of OPS–Cu and OP4–Cu shows that in the latter is not 
present the additional feature centered at 450 nm, which was assigned to the CuI–to–TrpH+● 
back–electron transfer. This observation is reflected in the characteristic timescales retrieved 
through the GF analysis of multiple kinetic traces, which converged on the following decay 
times: 4.6 ± 0.2 ps, 76 ± 4 ps and 1.4 ± 0.1 ns. As can be seen in the DAS’s shown in Figure 
5-12B, the three exponential timescales are associated to decays of the transient signal. The 1 ps 
component observed in the un–complexed OP4 is not present, being replaced by a 5 ps 
component in the OP4–Cu; however, both of them show a similar DAS. Since the formation of 
the copper complex introduces more constraints on the peptide chain, the residues cannot move 
as freely as in the un–complexed form, thus retarding the interaction with nearby residues that 
quenches the *Trp fluorescence. As already mentioned above, the ESA band due to the back–
electron transfer to the TrpH+● is not present, thus implying that in OP4 the peptide chain tends 
to adopt conformations in which the Trp residue is distant from the copper. Therefore, *Trp is 
preferably quenched by the interaction with other residues, such as glutamine, histidine or 
glycine residues, instead of interacting with the CuII ion. 
Figure 5-12 Transient spectra at selected time-delays (A) and DAS's related to the GF analysis of the OP4-Cu complex 
upon 280 nm excitation. 
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The same elongation in the decay kinetics is observed in the 76 ps timescale, which is ~4 times 
longer than the 20 ps observed in the un–complexed OP4. Also in this case the DAS’s are very 
similar, implying a smaller degree of flexibility for the protein to reach the right conformation 
needed to undergo electron transfer, which is reflected in longer quenching timescales. Finally, 
the 1.4 ns component is again related to the radiative timescale of the *Trp. 
5.5 Discussion 
The smallest binding sequence (OPS) and the octapeptide region (OP4) show several similarities 
in their non–radiative quenching of *Trp, but also some strong differences on the observed 
timescales probably due to the different size of the peptide chains. The two un–complexed 
peptides show three common timescales (summarized in Table 5–1): 400 fs (assigned to 
vibrational cooling), 20 ps (assigned to electron transfer) and 1.5–2 ns (assigned to the lower 
limit of *Trp’s radiative decay). Beside these timescales, the longer OP4 peptide displays an 
additional timescale, namely 1 ps, suggesting both the interaction with the glutamine residue and 
the presence of additional conformers in which the Trp residues are closer to histidine or glycine, 
allowing a faster electron transfer process. The latter observations are confirmed by NMR 
studies of prions in solution,[246] which show the backbone flexibility and the lack of any 
regular secondary structure in the octarepeat region. Thus, we identify two main causes for the 
additional 1 ps timescale, namely: i) OP4 is more flexible and longer than OPS, displaying 
higher probability of *Trp interaction with histidine and glycine and; ii) the presence of 
glutamine close to the Trp in the OP4 sequence, which is an electron acceptor and Trp 
quencher.[287] In all cases the main quenching mechanism, in the investigated peptides, is more 
likely to be electron transfer.  
 
Table 5–1 Summary of the retrieved decay times of the investigated PrPs 
 τ1 (fs) τ2 (ps) τ3 (ps) τ4 (ns) 
OPS 392 ± 27 ––––––– 18.7 ± 1.7 1.5 ± 0.2 
OPS–Cu 180 ± 20 ––––––– 17.0 ± 2.5 1.8 ± 0.2 
OP4 390 ± 30 1.0 ± 0.1 20.0 ± 0.4 2.1 ± 0.2 
OP4–Cu ––––––– 4.6 ± 0.2 76 ± 4 1.4 ± 0.1 
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Upon Cu complexation the *Trp quenching dynamics differ strongly between the OPS and OP4, 
as shown in Figure 5-13 (A) and (B), where selected kinetic traces of OPS and OP4, 
respectively, (both with and without Cu) are normalized at the cross–phase modulation 
maximum.  Normalization of the traces allows direct comparison of the dynamics upon copper 
complexation removing the differences in fluence and concentration between samples. As 
mentioned in Paragraph 5.3.2, in the OPS–Cu case (Figure 5-13A) a *Trp–to–CuII electron 
transfer occurs on a timescale ≪ 130 fs, generating a CuI species that undergoes a back–electron 
transfer to the TrpH+● on a 180 fs timescale. The CuI species complexed by the prion peptide 
give rise to a band centered at 450 nm, which has been qualitatively compared to the absorption 
band of the Cu–BCS complex (centered at 480 nm).[20] The 180 fs decay component accounts 
for ~50% of the *Trp transient signal amplitude (Figure 5-13A), which is the same amount of 
quenching observed in the static fluorescence measurements. 
Figure 5-13 Comparison of selected kinetic traces of OPS (A) and OP4 (B), both in their free-form and in the fully 
occupied Cu-complex. 
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In the OP4 case (Figure 5-13B) no sub–ps quenching has been observed, thus pointing to the 
absence of direct interaction with the copper ion. The strongest quenching occurs on a 70–80 ps 
timescale, which can be explained by the conformation assumed by the peptide upon Cu 
complexation. As shown in Figure 5-14 the peptide tends to wrap itself around the Cu ion, with 
the Cu–L4 (L = Ligand = N, O) planes facing each other, as reported by previous DFT 
calculations on OP2.[291] These conformations confine the Trp residues away from the Cu ion 
and from the nearby glutamine; therefore, since the electron transfer rate scales exponentially 
with the donor–acceptor distance, the quenching time becomes longer (from 20 ps in OP4 to 70 
ps in OP4–Cu). Hence, the more constrained structure of OP4–Cu reduces the possibility of *Trp 
movement to be in the right conformation needed for the electron transfer to histidine, glycine or 
glutamine, thus causing the elongation of quenching rates (OP4 = 1 ps and 20 ps, while OP4–Cu 
= 5 ps and 76 ps). 
Therefore, the results of this work contain also useful structural information that show the 
different conformations adopted by the peptide when using the OPS or the OP4 system. The 
latter results can help understanding the different behavior observed in previous 
investigations,[20, 276] which reported the reduction of CuII by the Trp residues on the minute–
hour timescale under physiological conditions (without UV–light illumination at low 
occupancies). 
Figure 5-14 Schematic representations of possible Cu-bound OP2 obtained by DFT calculations. In all cases the 
tryptophan residues are far from the Cu center, oppositely to what is observed in the OPS complex. This figure is 
reproduced from ref. [291] 
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Despite the latter experimental evidences, during our measurements we did not observe any 
feature related to a non photo–induced Trp–to–Cu electron transfer (e.g. features of the TrpH+●), 
even though several static absorption spectra were performed to check sample damaging. This 
discordance can be explained by taking into account the different PrP: Cu ratio; the non–photo–
induced Trp–to–Cu electron transfer was observed at low–occupancies, while our experiments 
were performed at high–occupancies of the octarepeat region. This explanation agrees with Liu 
et al,[289] which reported the importance of the OP4–Cu binding mode on the Cu redox cycle 
and suggested the importance of both pH and peptide: Cu ratio, highlighting the importance of 
the experimental conditions and how they affect the geometry of the protein itself. Redecke et al 
[292] reported on the aggregation of mouse prion proteins (in aqueous solution) under 
continuous UV irradiation (302 nm), by monitoring the sample with both circular dichroism and 
UV–Visible spectroscopy. Their results were obtained after 5–15 minutes of continuous 
illumination of the sample with different fluence values. In our case, no photo–damage was 
observed during the measurement; nonetheless, the results of Redecke et al are important to 
understand the formation of PrPs aggregates. These observations altogether, point to the 
involvement of the N–terminal part of the prion in the PrPC → PrPSC conversion. The reported 
agglomeration upon 300 nm illumination and the non–photo–induced Trp–Cu electron transfer, 
are strong evidences of the pivotal role of Trp residues in the physiology of prion proteins. 
5.6 Conclusions 
The physiological role of prion proteins, as well as the PrPC → PrPSC conversion, remains 
elusive even after 30 years from their discovery. Their capability to bind CuII ions seem to have a 
central role in the physiological function of these proteins, since the part of the sequence that 
binds the largest amount of CuII ions is also the most conserved along different species. The 
dynamics observed in the minutes–hours timescales are often triggered by the ones occurring in 
the fs–ps range. 
With the aim of investigating the Trp ultrafast dynamics and understanding its photo–cycle, as 
well as the interaction of *Trp with nearby residues, we report the first (to our knowledge) 
ultrafast UV pump–Visible probe transient absorption study on the octarepeat sequence present 
in the natural human prion protein. In both OPS and OP4 the excited state population of Trp is 
quenched via nearby amino acids, even if on different timescales, thus pointing to the importance 
of the interaction between Trp and histidine, glycine and glutamine. Upon Cu addition the 
protein wraps around the metallic ion, introducing more constraints in the possible peptide 
conformations. 
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Moreover, in the OPS the Trp is a terminal residue and it can approach the CuII ion being close 
enough to undergo electron transfer. This is not the case of the OP4, in which the Trp points 
farther, inhibiting the electron transfer to the CuII ion detected in the smaller OPS. Nonetheless, 
the excited state population of Trp is quenched on two timescales (5 ps and 70 ps), highlighting 






















6 Conclusions and Perspectives 
In this thesis three different metallic complexes were investigated with UV pump–Visible (or IR) 
probe Transient Absorption spectroscopy. Several aspects of these complexes were studied: from 
the Intersystem crossing and coherence transfer of the highly harmonic potential energy surfaces 
of Pt(pop) and Pt(pop)–BF2, to the competing processes of Tryptophan’s fluorescence quenching 
in biological systems (Myoglobin and prion proteins). 
The Pt(pop) is a case–study molecule, which has the peculiarity to form a σ–bond between the 
two Platinum ions upon excitation.[120, 136] The interest in this inorganic complex has been 
focused mostly on the lowest excited singlet (1A2u) and triplet (3A2u) states, mainly because of 
the high reactivity of the latter.[120, 125, 129, 136] The most important mode in Pt(pop) is the 
Pt–Pt stretching, which allows to describe the system via potential energy curves on the Energy 
vs Pt–Pt coordinate plane. Moreover, investigation on the Pt–Pt stretching showed that the 
frequency of the latter in the 1,3A2u states is similar (150 cm–1 and 155 cm–1,[52, 135] 
respectively), suggesting a nested parabola representation of the 1,3A2u states. Brunschwig and 
Milder [127] proposed that another triple state (3B2u) works as intermediate in the relaxation 
pathway, defining a total decaying pathway of the type: 1A2u → 3B2u → 3A2u (first step is the rate 
determining). Recently, Van der Veen et al [52] reported the solvent–dependent 1A2u → 3A2u 
Intersystem crossing via transient absorption experiments. They reported Intersystem crossing 
times spanning from 11 ps in DMF to 30 ps in Ethylene glycol. Our experiments add more 
information to the latter, reporting a < 1 ps Intersystem crossing in acetonitrile and show the 
presence of coherence transfer between the 1,3A2u states by detecting the arrival of the wave–
packet (generated in the 1A2u state) in the 3A2u state. The transient response upon excitation of 
higher–lying states (UV2), in both Pt(pop) (dissolved in acetonitrile and water) and Pt(pop)–BF2 
(dissolved in acetonitrile), agrees perfectly with the proposed 3B2u intermediate state suggested 
by Brunschwig and Milder. In order to have a deeper understanding of both Pt(pop) and Pt(pop)–
BF2, it would be interesting to perform some more experiments, such as: i) Time–resolved X–ray 
absorption probing the phosphorous, which would give information on the cage deformation and; 
ii) Transient absorption experiments exciting at different wavelengths, such as different regions 
of UV1, UV2 and UV3 bands, and in different solvents so to compare the transient response. 
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The other two investigated metal complexes involve either a Fe ion (myoglobin) or a Cu ion 
(prions). These two proteins share the presence of tryptophan residues in the peptide chain, 
which is often used as a natural chromophore in the study of protein’s dynamics. Since 
tryptophan is naturally present in proteins [158] and its fluorescence is strongly affected by its 
environment,[158, 162] it is often used in FRET distance measurements.[62, 157–159] However, 
the presence of parallel relaxation mechanisms would lead to wrong distance estimates, e.g. the 
competition between FRET and electron transfer in ferric myoglobins. Therefore, we are 
interested in determining the active mechanisms in the relaxation pathway of excited tryptophan 
residues (both in myoglobin and prion proteins). 
In myoglobin there are two tryptophan residues (Trp7 and Trp14), whose center–to–center 
distance from the heme is ~20 Å and ~15 Å, respectively.[169] The case of ferric myoglobins 
(MetMb and MbCN) has been previously investigated via 2D–UV and UV pump–Visible probe 
by Consani et al,[15] which reported a *Trp14–to–heme electron transfer occurring with a 60% 
quantum yield. Our UV pump–IR probe experiments on MbCN (probing in the CN region) 
confirmed the *Trp14–to–heme electron transfer process previously reported. Moreover, probing 
in the fingerprint region of the porphyrin added valuable information, showing the formation of a 
porphyrin π–anion radical (band at 1720 cm–1). Thus, the latter results highlight the partial 
delocalization of the additional charge on the porphyrin, which was not detected previously via 
2D–UV and UV pump–Visible probe TA experiments. The invariance in *Trp14 decay times [13, 
14, 163] suggests that a similar mechanism is also active in ferrous myoglobins, even if the 
reduction potential in ferrous myoglobin is much more negative (– 0.85 V (NHE) in the ferrous 
heme vs + 0.049 V (NHE) in the ferric one).[201] In this thesis, it has been reported the 
surprising evidence of a *Trp14–to–heme electron transfer in ferrous myoglobins (deoxy–Mb and 
MbCO) and the peculiar case of MbNO, in which the electron is transferred to the ligand. Since 
tryptophan cannot be excited selectively, the excitation of the heme at 315 nm has been 
compared with the one at 290 nm, where both heme and tryptophan absorb. The case of deoxy–
Mb is the most suitable to begin with, since the absence of apical ligands attached to the sixth 
coordination site of the Fe ion assures a short photo–cycle, e.g. < 4 ps.[12, 34] Interestingly 
enough, upon 290 nm excitation a broad ESA feature was detected by probing in the visible 
region. The absorption spectrum of the photo–product, obtained by subtracting the GSB feature 
from the transient spectrum at 1 ns, showed the absence of the Soret band. Comparison of the 
obtained results with previous studies on low–valent porphyrins [186, 191, 195, 196] suggested 
that the generated photo–product, through *Trp14–to–heme electron transfer, to be a porphyrin 
π–anion radical.[186] 
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The latter hypothesis was then validated by UV pump–IR probe experiments, which showed the 
growth of a band in the C–C stretching region of the porphyrin ring (1720 cm–1). The MbCO 
case is quite similar to the deoxy–Mb, showing the generation of a porphyrin π–anion radical. In 
this case, the 1720 cm–1 band is not as well–defined as in deoxy–Mb or MbCN cases, which can 
be due to the overlap with another broad positive feature. Nonetheless, the MbCO case shows an 
important aspect that was not observed before, namely the structural changes of the protein 
scaffold upon the *Trp14–to–heme electron transfer that leads to the CO dissociation on a 260 ps 
timescale. Moreover, it is important to highlight that the FeII–heme●− and the FeI–heme are two 
extreme electromers of the same species,[191, 196] implying the possibility of detecting a small 
percentage of FeI–heme depending on the system. A particular case is constituted by the MbNO, 
being both the most interesting one as well as the most complex to understand. The absence of 
the 1720 cm–1 band, suggests that the porphyrin π–anion radical is not generated. Moreover, the 
absence of a clear feature in the ligand region (as shown in MbCN and MbCO) implies that the 
ligand is strongly influenced. Previous cyclic voltammetry experiments by Bayachou et al [201] 
on MbNO reported that the NO reduction potential is bigger than the FeII–heme one, thus 
suggesting that the NO could be reduced by the *Trp14 electron transfer. Moreover, probing in 
the visible region shows a shift of the Soret ESA feature on a 350 ps timescale (only upon 290 
nm), whose cause was not identified. 
The results presented in this thesis raise more questions on the nature of the photo–products and 
the importance of the electromerism between the FeII–heme●− and the FeI–heme. In order to 
answer these questions additional experiments could be performed, such as: i) time–resolved X–
ray absorption exciting the tryptophan residue and probing the Fe ion would give information on 
the possible change of Fe oxidation state; ii) in the MbNO case, probing at frequencies < 1300 
cm–1 and > 1800 cm–1 would allow to detect the ESA feature of the reduced NO; and iii) a 
spectro − electrochemical analysis would give the static spectra of the reduced myoglobin 
species, allowing comparison with the spectra associated to the generated photo–products. 
With respect to myoglobin, prion proteins are smaller and less understood both from a point of 
view of physiological relevance and disease–relationship.[16, 244, 245] Prion proteins contain 
four tryptophan residues in the octarepeat region (N–terminal side) and bind CuII ions with high 
selectivity.[258, 261, 263] The peptides investigated in this thesis possess either one or four 
tryptophan residues, e.g. OPS (sequence HGGGW) and OP4 (sequence (PHGGGWGQ)4), 
respectively. The transient signal obtained upon 280 nm photo–excitation of OPS is due to the 
*Trp, which was probed in the 380–600 nm range. 
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The latter region is characterized mainly by the broad and unstructured *Trp ESA band, whose 
time evolution was described by three time constants: ~390 fs (assigned to cooling), ~19 ps 
(assigned to electron transfer to nearby residues, such as H or G) and ~1.5 ns (assigned to a 
lower limit for *Trp radiative decay). Addition of a 3–fold excess of CuCl2 solution, with respect 
to equimolar quantity, leads to the formation of the OPS–Cu complex, which shows the presence 
of a new ESA band centered at 450 nm and decaying on a 180 fs timescale. The latter feature 
was assigned to a CuI–to–TrpH●+ back–electron transfer, by comparing the ESA band with the 
absorption band of the CuI–bathocuproine sulphonate (BCS) complex. If this is the case, the 
*Trp–to–CuII forward electron transfer should occur on a timescale ≪ 130 fs (the experimental 
IRF) since we do not detect the rise of the transient ESA band. The proposed deactivation 
mechanism is possible since the Trp is hydrogen bonding a water molecule that is directly bound 
to the Cu ion, therefore having a preferential pathway for the electron transfer. Beside the 180 fs 
timescale were detected a 17 ps and a 1.8 ns components, thus suggesting that different 
molecular conformations are present in the probed peptide, some of which have the Trp residue 
far away from the Cu ion and closer to other amino acid residues. 
The results on the un–complexed OP4 show similar features to the un–complexed OP4 except an 
additional timescale of 1 ps, which was assigned either to the *Trp–to–Glutamine electron 
transfer or to the *Trp–to–histidine (or glycine) electron transfer. In the latter case, the shorter 
timescale could be due to the folding of the peptide chain, since OP4 has a much longer 
sequence than OPS and can lead the *Trp closer to other amino acids that are not its neighbors in 
the peptide sequence. The presence of the ~390 fs, ~20 ps and 2 ns suggest that, also in this case, 
the peptides acquire different conformations, some of which have the Trp residue much closer to 
histidine, glycine and glutamine (responsible for the additional 1 ps timescale observed). 
Addition of a 3–fold excess of CuCl2 solution, with respect to Trp: Cu equimolar quantity, leads 
to the formation of the OP4–Cu complex. Interestingly, the OP4–Cu kinetics are completely 
different from the OP4 or OPS–Cu ones, showing three decay times: 4.6 ps, 76 ps and 1.4 ns. 
The latter value was again assigned to the *Trp radiative decay, while the 4.6 ps and 76 ps were 
assigned to electron transfer from the *Trp to nearby amino acids. We suggested that the 
different timescales, with respect to the free peptide, are due to the lower flexibility of the 
peptide induced by the Cu complexation, which causes the peptide to wrap around the metallic 
ion.[247] The absence of *Trp–to–Cu electron transfer suggests that in OP4–Cu the Trp is far 
away from the Cu, in agreement with recent DFT calculations.[294] Therefore these results 
highlight the importance of peptide conformations on the Trp excited state population quenching, 
but also display the key role of Trp in prion proteins. 
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These preliminary results open to a series of other possible ultrafast experiments, such as 
measuring the transient response as function of the pH, modifying the proportion between metal 
center and binding moieties or even use different metal centers Varying the pH of the solution 
(e.g. from pH = 5 to pH = 8) used for transient absorption experiments, allows understanding the 
impact of residues’ protonation on the observed kinetics and on Cu complexation. Modifying the 
Cu: OP ratio would give also more information, since the Cu–binding forms are different at low 
and high–occupancy of the Cu–binding sites.[247, 289, 290] Combining the latter measurements 
with the investigation of longer parts of the sequence, maybe introducing the fifth coordination 
site (so called Non–Octarepeat region), would give even more information on the prion behavior. 
Beside the reported results, investigation of the ultrafast kinetics of OP upon Zn2+, Mn2+ or Fe2+ 
complexation would be interesting,[269, 272, 294–296] adding more value to the observed OP–
Cu kinetics. Therefore, it would be useful to perform both TA (probing both in the UV and in the 
visible regions) and fluorescence Up–Conversion experiments with different experimental 
conditions. TA experiments, exciting the Trp residue and probing in the IR region, would also be 
interesting, since they allow gathering information on the change of vibrational modes’ 
frequency. The latter could show the marker of the TrpH●+ generated upon the electron transfer 
process from the *Trp to nearby residues. 
Moreover, time–resolved X–ray absorption and emission (exciting the Trp residue) could be 
performed, so to investigate deeply on Cu reduction (even if short pulses are required). Finally, it 
would be extremely important to investigate the impact of residue exchange, determining the 
kinetics of *Trp in absence of histidine, glutamine or proline, as well as the capability of 
complex different metal ions with slight changes in the sequence, performing transient 
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Figure 6-1 DAS's obtained by best-fit of the most important eigentraces obtained by the data of Pt(pop) in MeCN upon 
360 nm excitation 
Figure 6-2 DAS's obtained by best-fit of the most important eigentraces obtained by the data of Pt(pop) in MeCN upon 
280 nm excitation 
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Figure 6-4 DAS's obtained by best-fit of the most important eigentraces obtained by the data of Pt(pop) in water upon 270 
nm excitation 
Figure 6-3 DAS's obtained by best-fit of the most important eigentraces obtained by the data of Pt(pop)-BF2 in MeCN 
upon 360 nm excitation 
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Figure 6-5 DAS's obtained by best-fit of the most important eigentraces obtained by the data of Pt(pop)-BF2 in MeCN 
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