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Abstract
We discuss multi-dimensional generalizations of multicanonical algorithm, simulated tem-
pering, and replica-exchange method. We generalize the original potential energy function E0
by adding any physical quantity V of interest as a new energy term with a coupling constant
λ. We then perform a multi-dimensional multicanonical simulation where a random walk in E0
and V space is realized. We can alternately perform a multi-dimensional simulated-tempering
simulation where a random walk in temperature T and parameter λ is realized. The results of
the multi-dimensional replica-exchange simulations can be used to determine the weight factors
for these multi-dimensional multicanonical and simulated tempering simulations. Two examples
of the above methods are presented for biomoleculr systems where the parameter λ corresponds
to the solvation parameter and the pressure. In the former, a random walk in the conformational
energy and solvation free energy is performed, and in the latter, a random walk in the potential
energy and volume is realized.
Keywords: Generalized-ensemble algorithms, multicanonical algorithm, simulated tempering,
replica-exchange method, parallel tempering, Mont Carlo, molecular dynamics
1. Introduction
Canonical ﬁxed-temperature simulations of complex systems such as spin glasses and biopoly-
mers are greatly hampered by the multiple-minima problem. Because simulations at low tem-
peratures tend to get trapped in a few of a huge number of local-minimum-energy states which
are separated by high-energy barriers, it is very diﬃcult to obtain accurate canonical distribu-
tions at low temperatures by conventional Monte Carlo (MC) and molecular dynamics (MD)
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simulations. One way to overcome this multiple-minima problem is to perform a simulation in
a generalized ensemble where each state is weighted by an artiﬁcial, non-Boltzmann probabil-
ity weight factor so that a random walk in potential energy space may be realized (for reviews
see, e.g., Refs. [1]–[5]). The random walk allows the simulation to overcome any energy barrier
and to sample a much wider conﬁgurational space than by conventional methods. Monitoring
the energy in a single simulation run, one can obtain not only the global-minimum-energy state
but also canonical-ensemble averages as functions of temperature by the single-histogram [6]
and/or multiple-histogram [7, 8] reweighting techniques (an extension of the multiple-histogram
method is also referred to as the weighted histogram analysis method (WHAM) [8]).
Three of well-known generalized-ensemble algorithms aremulticanonical algorithm (MUCA)
[9, 10], simulated tempering (ST) [11, 12], and replica-exchange method (REM) [13, 14]. A
powerful method closely related to MUCA is Wang-Landau method [15, 16]. ST is also referred
to as the method of expanded ensemble [11]. The REM is also referred to as parallel tempering
[17]. In MUCA, ST, and REM, random walks in potential energy (MUCA) and temperature (ST
and REM) are realized.
The molecular dynamics version of MUCA was developed in Refs. [18, 19]. The details of
molecular dynamics algorithm have also been worked out for REM in Ref. [20]. This led to a
wide application of REM in the protein folding and related problems.
MUCA has been extended so that random walks in other parameters instead of energy may
be obtained [21, 22, 23, 24, 25, 26, 27]. Moreover, two-dimensional (or two-component) ex-
tensions of MUCA can be found in Refs. [23, 24, 28, 29, 30]. One is also naturally led to a
multi-dimensional (or, multivariable) extension of REM, which we refer to as multi-dimensional
replica-exchange method (MREM) [31], where not only temperature but also other parameters of
the system is exchanged in the replica-exchange process. An example of two-dimensional REM
is temperature-pressure replica exchange [3, 32, 33]. The MREM formulation [31] led to many
extensions of REM where parameters in the potential energy other than temperature (or special
ensembles of the systems) are exchanged. Finally, ST can be extended to a multi-dimensional
version as described below in detail.
In this article, we present general formulations of the multi-dimensional generalized-ensemble
algorithms such as multi-dimensional MUCA, multi-dimensional ST, and multi-dimensional
REM [34, 35, 36]. We generalize the original potential energy function E0 by adding any phys-
ical quantities of interest V` as a new energy term with coupling constants λ(`), (` = 1, · · · , L).
As an example of this general formulation, we describe generalized-ensemble algorithms in the
isobaric-isothermal ensemble [37].
2. Methods
2.1. General formulations
We ﬁrst give the general formulations for the multi-dimensional generalized-ensemble al-
gorithms [34, 35, 36]. Let us consider a generalized potential energy function Eλ(x), which
depends on L parameters λ = (λ(1), · · · , λ(L)), of a system in state x. Although Eλ(x) can be any
function of λ, we consider the following speciﬁc generalized potential energy function:
Eλ(x) = E0(x) +
L∑
`=1
λ(`)V`(x) . (1)
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Here, there are L+ 1 energy terms, E0(x) and V`(x) (` = 1, · · · , L), and λ(`) are the corresponding
coupling constants for V`(x).
After integrating out the momentum degrees of freedom, the partition function of the system
at ﬁxed temperature T and parameters λ is given by
Z(T, λ) =
∫
dx exp(−βEλ(x)) =
∫
dE0dV1 · · · dVL n(E0,V1, · · · ,VL) exp
(
−βEλ
)
, (2)
where n(E0,V1, · · · ,VL) is the multi-dimensional density of states:
n(E0,V1, · · · ,VL) =
∫
dxδ(E0(x) − E0)δ(V1(x) − V1) · · · δ(VL(x) − VL) , (3)
β = 1/kBT , and kB is the Boltzmann constant. Here, the integration is replaced by a summation
when x is discrete.
The expression in Eq. (1) is often used in simulations. For instance, in simulations of spin
systems, E0(x) and V1(x) (here, L = 1 and x = {S 1, S 2, · · ·} stand for spins) can be respectively
considered as the zero-ﬁeld term and the magnetization term coupled with the external ﬁeld λ(1).
(For Ising model, E0 = −J∑<i, j> S iS j, V1 = −∑i S i, and λ(1) = h, i.e., external magnetic
ﬁeld.) In umbrella sampling [38] in molecular simulations, E0(x) and V`(x) can be taken as
the original potential energy and the (biasing) umbrella potential energy, respectively, with the
coupling parameter λ(`) (here, x = {q1, · · · , qN} where qi are the coordinate vectors of the i-th
particle and N is the total number of particles). For the molecular simulations in the isobaric-
isothermal ensemble, E0(x) and V1(x) (here, L = 1) correspond respectively to the potential
energy U and the volumeV coupled with the pressure P. (Namely, we have x = {q1, · · · , qN ,V},
E0 = U, V1 = V, and λ(1) = P, i.e., Eλ is the enthalpy without the kinetic energy contributions.)
For simulations in the grand canonical ensemble with N particles, we have x = {q1, · · · , qN ,N},
and E0(x) and V1(x) (here, L = 1) correspond respectively to the potential energy U and the total
number of particles N coupled with the chemical potential μ. (Namely, we have E0 = U, V1 = N,
and λ(1) = −μ.)
Moreover, going beyond the well-known ensembles discussed above, we can introduce any
physical quantity of interest (or its function) as the additional potential energy term V`. For
instance, V` can be an overlap with a reference conﬁguration in spin glass systems, an end-to-
end distance, a radius of gyration in molecular systems, etc. In such a case, we have to carefully
choose the range of λ(`) values so that the new energy term λ(`)V` will have roughly the same
order of magnitude as the original energy term E0. We want to perform a simulation where a
random walk not only in the E0 space but also in the V` space is realized. As shown below, this
can be done by performing a multi-dimensional MUCA, ST, or REM simulation.
The original MUCA can realize a one-dimensional random walk in potential energy space.
The MUCA algorithms can be generalized to multi-dimensional ones. Here, we describe the
multi-dimensional MUCA simulation which realizes a random walk in the (L + 1)-dimensional
space of E0(x) and V`(x) (` = 1, · · · , L).
In the multi-dimensional MUCA ensemble, each state is weighted by the MUCA weight
factor WMU(E0,V1, · · · ,VL) so that a uniform energy distribution of E0, V1, · · ·, and VL may be
obtained:
PMU(E0,V1, · · · ,VL) ∝ n(E0,V1, · · · ,VL)WMU(E0,V1, · · · ,VL) ≡ const , (4)
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where n(E0,V1, · · · ,VL) is the multi-dimensional density of states. From this equation, we obtain
WMU(E0,V1, · · · ,VL) ≡ exp (−βaEMU(E0,V1, · · · ,VL)) ∝ 1n(E0,V1, · · · ,VL) , (5)
where we have introduced an arbitrary reference temperature, Ta = 1/kBβa, and wrote the weight
factor in the Boltzmann-like form. Here, the “multicanonical potential energy” is deﬁned by
EMU(E0,V1, · · · ,VL) ≡ kBTa ln n(E0,V1, · · · ,VL) . (6)
The multi-dimensional MUCA MC simulation can be performed with the following Metropolis
transition probability from state x with energy Eλ = E0 +
∑L
`=1 λ
(`)V` to state x′ with energy
Eλ
′ = E0′ +
∑L
`=1 λ
(`)V`′ :
w(x→ x′) = min
(
1,
WMU(E0′,V1′, · · · ,VL′)
WMU(E0,V1, · · · ,VL)
)
= min
(
1,
n(E0,V1, · · · ,VL)
n(E0′,V1′, · · · ,VL′)
)
. (7)
An MD algorithm in the multi-dimensional MUCA ensemble also naturally follows from Eq. (5),
in which a regular constant temperature MD simulation (with T = Ta) is performed by replacing
the total potential energy Eλ by the multicanonical potential energy EMU in the Newton’s equa-
tions for the k-th particle (k = 1, · · · ,N) (see Refs. [18, 19] for the one-dimensional version):
p˙k = −
∂EMU(E0,V1, · · · ,VL)
∂qk
. (8)
We now consider a multi-dimensional ST simulation which realizes a random walk both in
temperature T and in parameters λ. The entire parameter set Λ = (T, λ) ≡ (T, λ(1), · · · , λ(L))
become dynamical variables and both the conﬁguration and the parameter set are updated during
the simulation with a weight factor:
WST(Λ) ≡ exp
(
−βEλ + f (Λ)
)
, (9)
where the function f (Λ) = f (T, λ) is chosen so that the probability distribution of Λ is ﬂat:
PST(Λ) ∝
∫
dE0dV1 · · · dVL n(E0,V1, · · · ,VL) exp
(
−βEλ + f (Λ)
)
≡ const . (10)
This means that f (Λ) is the dimensionless (“Helmholtz”) free energy:
exp (− f (Λ)) =
∫
dE0dV1 · · · dVL n(E0,V1, · · · ,VL) exp(−βEλ) . (11)
In the numerical work we discretize the parameter set Λ in M(= M0 × M1 × · · · × ML)
diﬀerent values: Λm ≡ (Tm0 , λm) ≡ (Tm0 , λ(1)m1 , · · · , λ(L)mL ), where m0 = 1, · · · ,M0,m` = 1, · · · ,M`
(` = 1, · · · , L). Without loss of generality we can order the parameters so that T1 < T2 < · · · <
TM0 and λ
(`)
1 < λ
(`)
2 < · · · < λ(`)M` (for each ` = 1, · · · , L). The free energy f (Λm) is now written as
fm0,m1,···,mL = f (Tm0 , λ
(1)
m1 , · · · , λ(L)mL ).
Once the initial conﬁguration and the initial parameter set are chosen, the multi-dimensional
ST is realized by alternately performing the following two steps:
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1. A “canonical” MC or MD simulation at the ﬁxed parameter set Λm = (Tm0 , λm) =
(Tm0 , λ
(1)
m1 , · · · , λ(L)mL ) is carried out for a certain steps with the weight factor exp(−βm0Eλm )
(for ﬁxed Λm, f (Λm) in Eq. (9) does not contribute).
2. We update the parameter set Λm to a new parameter set Λm±1 in which one of the pa-
rameters in Λm is changed to a neighboring value with the conﬁguration and the other
parameters ﬁxed. The transition probability of this parameter updating process is given by
the following Metropolis criterion:
w(Λm → Λm±1) = min
(
1,
WST(Λm±1)
WST(Λm)
)
= min
(
1, exp (−Δ)) . (12)
Here, there are two possibilities forΛm±1, namely, T -update and λ(`)-update. For T -update,
we have Λm±1 = (Tm0±1, λm) with
Δ =
(
βm0±1 − βm0
)
Eλm −
(
fm0±1,m1,···,mL − fm0,m1,···,mL
)
. (13)
For λ(`)-update (for one of ` = 1, · · · , L), we have Λm±1 = (Tm0 , λm`±1) with
Δ = βm0 (Eλm`±1
− Eλm` ) −
(
fm0,···,m`±1,··· − fm0,···,m`,···
)
, (14)
where λm`±1 = (· · · , λ(`−1)m`−1 , λ(`)m`±1, λ
(`+1)
m`+1 , · · ·) and λm` = (· · · , λ(`−1)m`−1 , λ(`)m` , λ(`+1)m`+1 , · · ·).
We remark that the random walk in β and in βλ(`) for the ST simulation corresponds to that
in E0 and in V` for the MUCA simulation:{
E0 ←→ β ,
V` ←→ βλ(`) , (` = 1, · · · , L) . (15)
They are in conjugate relation.
2.2. Multi-dimensional replica-exchange method
We now describe the multi-dimensional replica-exchange method (MREM) [31] with the
energy function given by Eq. (1). The system for the multi-dimensional REM consists of M
non-interacting replicas of the original system in the “canonical ensemble” with M(= M0 ×M1 ×
· · · × ML) diﬀerent parameter sets Λm (m = 1, · · · ,M), where Λm = (Tm0 , λ(1)m1 , · · · , λ(L)mL ) and
m0 = 1, · · · ,M0,m` = 1, · · · ,M` (` = 1, · · · , L). Because the replicas are non-interacting, the
weight factor is given by the product of Boltzmann-like factors for each replica:
WMREM ≡
M0∏
m0=1
M1∏
m1=1
· · ·
ML∏
mL=1
exp
(
−βm0Eλm
)
. (16)
REM closely follows the ST procedures described above. The multi-dimensional REM is
realized by alternately performing the following two steps:
1. For each replica, a “canonical” MC or MD simulation at the ﬁxed parameter set is carried
out simultaneously and independently for a certain steps.
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2. We exchange a pair of replicas i and j which are at the parameter sets Λm and Λm+1,
respectively. The transition probability for this replica exchange process is given by
w(Λm ↔ Λm+1) = min (1, exp(−Δ)) , (17)
where we have
Δ =
(
βm0 − βm0+1
) (
Eλm
(
q[ j]
)
− Eλm
(
q[i]
))
, (18)
for T -exchange, and
Δ = βm0
[(
Eλm`+1
(q[ j]) − Eλm`+1 (q
[i])
)
−
(
Eλm`
(q[ j]) − Eλm` (q
[i])
)]
, (19)
for λ(`)-exchange (for one of ` = 1, · · · , L). Here, q[i] and q[ j] stand for conﬁguration
variables for replicas i and j, respectively, before the replica exchange.
Among the three algorithms described above, only MREM can be performed without much
preparation because the weight factor for MREM is just a product of regular Boltzmann-like
factors. On the other hand, we do not know the MUCA and ST weight factors a priori and need
to estimate them. We proposed a powerful method for the weight factor determination in the one-
dimensional MUCA and ST [39, 40, 41, 42, 43]. In this method, we use a short REM simulation
and the multiple-histogram reweighting techniques. Here, we present our general formulation of
the new method for the multi-dimensional case (see also Refs. [5]).
Suppose we have made a single run of a short multi-dimensional REM simulation with M(=
M0 × M1 × · · · × ML) replicas that correspond to M diﬀerent parameter sets Λm (m = 1, · · · ,M).
Let Nm0,m1,···,mL (E0,V1, · · · ,VL) and nm0,m1,···,mL be respectively the (L + 1)-dimensional potential-
energy histogram and the total number of samples obtained for the m-th parameter set Λm =
(Tm0 , λ
(1)
m1 , · · · , λ(L)mL ). The generalized WHAM equations are then given by
n(E0,V1, · · · ,VL) =
∑
m0,m1,···,mL
Nm0,m1,···,mL (E0,V1, · · · ,VL)∑
m0,m1,···,mL
nm0,m1,···,mL exp
(
fm0,m1,···,mL − βm0Eλm
) , (20)
and
exp(− fm0,m1,···,mL ) =
∑
E0,V1,···,VL
n(E0,V1, · · · ,VL) exp
(
−βm0Eλm
)
. (21)
The density of states n(E0,V1, · · · ,VL) (which is inversely proportional to the multi-dimensional
MUCA weight factor) and the dimensionless free energy fm0,m1,···,mL (which is the multi-dimensional
ST parameter) are obtained by solving Eqs. (20) and (21) self-consistently by iteration.
We now present the equations to calculate ensemble averages of physical quantities with any
temperature T and any parameter λ values. The expectation values of a physical quantity A at
any T (= 1/kBβ) and any λ is given by
< A >T,λ =
∑
E0,V1,···,VL
A(E0,V1, · · · ,VL)n(E0,V1, · · · ,VL) exp
(
−βEλ
)
∑
E0,V1,···,VL
n(E0,V1, · · · ,VL) exp
(
−βEλ
) . (22)
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For the multi-dimensional MUCA simulation with the weight factor WMU(E0, · · · ,VL), the
best estimate of the density of states n(E0,V1, · · · ,VL) can be given by the single-histogram
reweighting techniques. By substituting this quantity into Eq. (22), one can calculate the ensem-
ble average of the physical quantity A as functions of T and λ. Moreover, the ensemble average
of the physical quantity A (including those that cannot be expressed as a function of E0 and V`
(` = 1, · · · , L)) can be obtained as long as one stores the “trajectory” A(xk) from the production
run, namely, we have
< A >T,λ=
∑
xk
A(xk) exp
(
−β(Eλ(xk)
)
W−1MU(E0(xk), · · · ,VL(xk))∑
xk
exp
(
−β(Eλ(xk)
)
W−1MU(E0(xk), · · · ,VL(xk))
. (23)
Here, xk is the conﬁguration at the k th MC (or MD) step.
For the multi-dimensional ST or REM simulation, an ensemble average of the physical quan-
tity A at any T and any λ is given by the multiple-histogram reweighting techniques as follows.
In the ST or the REM simulation, we ﬁrst obtain Nm0,m1,···,mL (E0,V1, · · · ,VL) and nm0,m1,···,mL in
Eq. (20). The density of states n(E0,V1, · · · ,VL) and the dimensionless free energy fm0,m1,···,mL
can then be obtained by solving Eqs. (20) and (21) self-consistently by iteration. Substituting the
obtained density of states n(E0,V1, · · · ,VL) into Eq. (22), one can calculate the ensemble average
of the physical quantity A at any T and any λ.
Moreover, the ensemble average of the physical quantity A (including those that cannot be
expressed as functions of E0 and V` (` = 1, · · · , L) ) can be obtained from the “trajectory” of con-
ﬁgurations of the production run [42]. Namely, we ﬁrst obtain fm0,m1,···,mL (m0 = 1, · · · ,M0,m1 =
1, · · · ,M1,mL = 1, · · · ,ML) by solving Eqs. (20) and (21) self-consistently, and then we have
< A >T,λ =
∑
n0,n1,···,nL
∑
xk
A(xk)
exp
(
−βEλ(xk)
)∑
m0,m1,···,mL
nm0,m1,···,mL exp
(
fm0,m1,···,mL − βm0Eλm (xk)
)
∑
n0,n1,···,nL
∑
xk
exp
(
−βEλ(xk)
)∑
m0,m1,···,mL
nm0,m1,···,mL exp
(
fm0,m1,···,mL − βm0Eλm (xk)
)
, (24)
where xk are the conﬁgurations obtained at temperature Tn0 and λn.
2.3. Multidimensional generalized-ensemble algorithms for the isobaric-isothermal ensemble
As an example of the general formulations in the previous subsection, we discuss the generalized-
ensemble algorithms for isobaric-isothermal molecular simulations [37]. Let us consider a phys-
ical system that consists of N atoms and that is in a box of a ﬁnite volume V . The states of the
system are speciﬁed by coordinates r ≡ {r1, r2, · · · , rN} and momenta p ≡ {p1, p2, · · · , pN} of the
atoms and volume V of the box. The potential energy E(r,V) for the system is a function of r
and V .
We ﬁrst describe MC simulation algorithms for MUCA, REM, and ST in the NPT ensemble.
In these cases, momenta of atoms do not have to be considered. To make a system an equilibrium
state, the detailed balance condition is imposed and a transition probability w(X → X′) from an
old state X to a new state X′ can be given by the Metropolis criterion.
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In MUBATH simulations, we introduce a functionH(E,V) and use a weight factorWmbt(E,V) ≡
exp
[−β0H(E,V)] so that the distribution function fmbt(E,V) of E and V may be uniform:
fmbt(E,V) ∝ n(E,V)Wmbt(E,V) = constant , (25)
where β0 is an arbitrary inverse reference temperature deﬁned as β0 = 1/kBT0 (kB is the Boltz-
mann constant) and n(E,V) is the density of states.
To perform MUBATH MC simulations, the trial moves are generated in the same way as in
the usual constant NPT MC simulations [44] and the transition probability from X ≡ {s,V} to
X′ ≡ {s′,V ′} is given by [45, 46]
wmbt(X → X′) = min [1, exp(−Δmbt)] , (26)
where
Δmbt = β0
{H [E(s′,V ′),V ′] −H [E(s,V),V] − NkBT0 ln(V ′/V)} , (27)
and s = {s1, s2, · · · , sN} is the scaled coordinates deﬁned by si = V−1/3ri (i = 1, 2, · · · ,N). Here,
we are assuming the box is a cube of side V−1/3.
In REM simulations, we prepare a system that consists of MT × MP non-interacting replicas
of the original system, where MT and MP are the number of temperature and pressure values used
in the simulation, respectively. The replicas are speciﬁed by labels i (i = 1, 2, · · · ,MT × MP),
temperature by mt (mt = 1, 2, · · · ,MT ), and pressure by mp (mp = 1, 2, · · · ,MP).
To perform REM MC (REMC) simulations, we carry out the following two steps alternately:
(1) perform a usual constant NPT simulation in each replica at assigned temperature and pressure
and (2) try to exchange the replicas. If the temperature (speciﬁed by mt and nt) and pressure
(speciﬁed by mp and np) between the replicas are exchanged, the transition probability from
X ≡ {· · · , (s[i],V [i];Tmt , Pmp ), · · · , (s[ j],V [ j];Tnt , Pnp ), · · ·} to X′ ≡ {· · · , (s[i],V [i];Tnt , Pnp ), · · · ,
(s[ j],V [ j];Tmt , Pmp ), · · ·} at the trial is given by [32, 3]
wrem(X → X′) = min [1, exp(−Δrem)] , (28)
where
Δrem = (βmt − βnt )
[
E(s[ j],V [ j]) − E(s[i],V [i])
]
+ (βmtPmp − βnt Pnp )
(
V [ j] − V [i]
)
. (29)
In ST simulations, we introduce a function g(T, P) and use a weight factor Wst(E,V;T, P) ≡
exp[−β(E + PV)+ g(T, P)] so that the distribution function fst(T, P) of T and P may be uniform:
fst(T, P) ∝
∫ ∞
0
dV
∫
V
dr Wst[E(r,V),V;T, P] = constant . (30)
From eq. (30), it is found that g(T, P) is formally given by
g(T, P) = − ln
{∫ ∞
0
dV
∫
V
dr exp
[−β (E(r,V) + PV)]} , (31)
and the function is the dimensionless Gibbs free energy except for a constant.
To perform ST MC simulations, we carry out the following two steps alternately: (1) per-
form a usual constant NPT simulation and (2) try to update the temperature and pressure.
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been determined before the simulation. The transition probability from X ≡ {s,V;T, P} to
X′ ≡ {s,V;T ′, P′} for this trial is given by
wst(X → X′) = min [1, exp(−Δst)] , (32)
where
Δst = (β′ − β)E(s,V) + (β′P′ − βP)V − [g(T ′, P′) − g(T, P)] . (33)
For MD simulations with MUCA, REM, and ST in the NPT ensemble, the actual formula-
tions depend on constant temperature and pressure algorithms. Here, we employ the MD meth-
ods with the Martyna-Tobias-Klein (MTK) algorithm, [47] whose equations of motion follow
Nose´ [48, 49] and Hoover [50] for the thermostat and Andersen [51] for the barostat.
To perform MUBATH MD simulations, we solve the usual equations of motion for the MTK
algorithm except that it is necessary to modify the equations for pi and pε as follows:
dpi
dt
= −∂H
∂E
∂E
∂ri
−
(
1 +
1
N
)
pε
W
pi − pξQ pi ,
dpε
dt
= 3V
(
Pint − ∂H
∂V
)
+
1
N
N∑
i=1
p2i
mi
− pξ
Q
pε ,
(34)
where
Pint =
1
3V
⎡⎢⎢⎢⎢⎢⎣ N∑
i=1
p2i
mi
− ∂H
∂E
⎛⎜⎜⎜⎜⎜⎝ N∑
i=1
ri · ∂E
∂ri
+ 3V
∂E
∂V
⎞⎟⎟⎟⎟⎟⎠⎤⎥⎥⎥⎥⎥⎦ , (35)
pε is the momentum associated with the logarithm of V , pξ is the momentum of the thermostat,
and W and Q are the masses of barostat and thermostat, respectively.
When we perform MD simulations with REM and ST, the momenta should be rescaled if
the replicas are exchanged for the temperature in REM [20] and the temperature is updated in
ST [35].
3. Results
We tested the eﬀectiveness of the new algorithms by using a system of a 17-residue fragment
of ribonuclease T1 [52, 42]. It is known by experiments that this peptide fragment forms α-
helical conformations [52]. We have performed a two-dimensional REM simulation and a two-
dimensional ST simulation. In these simulations, we used the following energy function:
Eλ = E0 + λESOL , (36)
where we set L = 1,V1 = ESOL, and λ(1) = λ in Eq. (1). Here, E0 is the potential energy of
the solute and ESOL is the solvation free energy. The parameters in the conformational energy as
well as the molecular geometry were taken from ECEPP/2 [53, 54, 55].
The solvation term ESOL is given by the sum of terms that are proportional to the solvent-
accessible surface area of heavy atoms of the solute [56]. For the calculations of solvent-
accessible surface area, we used the computer code NSOL [57].
The computer code KONF90 [58, 59] was modiﬁed in order to accommodate the generalized-
ensemble algorithms. The simulations were started from randomly generated conformations. We
prepared eight temperatures (M0 =8) which are distributed exponentially between T1 = 300 K
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and TM0 = 700 K (i.e., 300.00, 338.60, 382.17, 431.36, 486.85, 549.49, 620.20, and 700.00 K)
and four equally-spaced λ values (M1 = 4) ranging from 0 to 1 (i.e., λ1 = 0, λ2 = 1/3, λ3 = 2/3,
and λ4 = 1) in the two-dimensional REM simulation and the two-dimensional ST simulation.
Simulations with λ = 0 (i.e., Eλ = E0 ) and with λ = 1 (i.e., Eλ = E0 + ESOL) correspond to those
in gas phase and in aqueous solution, respectively.
We ﬁrst present the results of the two-dimensional REM simulation. We used 32 replicas
with the eight temperature values and the four λ values given above. Before taking the data, we
made the two-dimensional REM simulation of 100,000 MC sweeps with each replica for ther-
malization. We then performed the two-dimensional REM simulation of 1,000,000 MC sweeps
for each replica to determine the weight factor for the two-dimensional ST simulation. At every
20 MC sweeps, either T -exchange or λ-exchange was tried (the choice of T or λ was made ran-
domly). In each case, either set of pairs of replicas ((1,2),...,(M−1,M)) or ((2,3),...,(M,1)) was
also chosen randomly, where M is M0 and M1 for T -exchange and λ-exchange, respectively.
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Figure 1: Time series of the labels of Tm0 , m0, (a) and λm1 , m1, (b) as functions of MC sweeps, and that of both Tm0
and λm1 for the region from 400,000 MC sweeps to 700,000 MC sweeps (c). The results were from one of the replicas
(Replica 1). In (a) and (b), MC sweeps start at 100,000 and end at 1,100,000 because the ﬁrst 100,000 sweeps have been
removed from the consideration for thermalization purpose.
In Fig. 3 we show the time series of labels of Tm0 (i.e., m0) and λm1 (i.e., m1) for one of the
replicas. The replica realized a random walk not only in temperature space but also in λ space.
The behavior of T and λ for other replicas was also similar (data not shown). From Fig. 3, one
ﬁnds that the λ-random walk is more frequent than the T -random walk.
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Figure 2: Time series of the temperature T (a), total energy ETOT (b), conformational energy EC (c), solvation free
energy ESOL (d), and end-to-end distance D (e) for the same replica as in Fig. 3. The temperature is in K, the energy is
in kcal/mol, and the end-to-end distance is in Å.
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We also show the time series of temperature T , total energy ETOT, conformational energy
EC, solvation free energy ESOL, and end-to-end distance D for the same replica in Fig. 3. From
Figs. 3(a) and 3(e), we ﬁnd that at lower temperatures the end-to-end distance is about 8 Å, which
is the length of a fully α-helical conformation and that at higher temperatures it ﬂuctuates much
for a range from 7 Å to 14 Å. It suggests that α-helix structures exist at low temperatures and
random-coil structures occur at high temperatures. There are transitions from/to α-helix struc-
tures to/from random coils during the simulation. It indicates that the REM simulation avoided
getting trapped in local-minimum-energy states and sampled a wide conﬁgurational space.
(a)
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-80
-60
-40
-20
ETOT
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(b)
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 0 -100
-60
-20-8
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Figure 3: Contour curves and histograms of distributions of the total energy ETOT and the solvation free energy ESOL
((a) and (b)) from the two-dimensional REM simulation.
The canonical probability distributions of ETOT and ESOL at the 32 conditions obtained from
the two-dimensional REM simulation are shown in Fig. 3. For an optimal performance of the
REM simulation, there should be enough overlaps between all pairs of neighboring distributions,
which will lead to suﬃciently uniform and large acceptance ratios of replica exchanges. There
are indeed ample overlaps between the neighboring distributions in Fig. 3.
We now use the results of the two-dimensional REM simulation to determine the weight fac-
tors for the two-dimensional ST simulation by the multiple-histogram reweighting techniques.
Namely, by solving the generalized WHAM equations in Eqs. (20) and (21) with the obtained his-
tograms at the 32 conditions (see Fig. 3), we obtained 32 values of the ST parameters fm0,m1 (m0 =
1, · · · , 8;m1 = 1, · · · , 4).
After obtaining the ST weight factors, WST = exp(−βm0 (EC + λm1ESOL) + fm0,m1 ), we carried
out the two-dimensional ST simulation of 1,000,000 MC sweeps for data collection after 100,000
MC sweeps for thermalization. At every 20 MC sweeps, either Tm0 or λm1 was respectively
updated to Tm0±1 or λm1±1 (the choice of T or λ update and the choice of ±1 were made randomly).
We show the average total energy, average conformational energy, average λ × ESOL, and
average end-to-end distance in Fig. 3. The results are in good agreement with those of the REM
simulation (data not shown).
We ﬁnd that the results of the two-dimensional ST simulation are in complete agreement with
those of the two-dimensional REM simulation for the average quantities. The only diﬀerence
between the two simulations is the number of replicas. In the present simulation, while the REM
simulation used 32 replicas, the ST simulation used only one replica. Hence, we can save much
computer power with ST.
We now discuss the results of the simulations in detail with respect to the solvent eﬀects. We
found above that the results of both REM and ST simulations were essentially identical. Thus,
in the following, we describe only the results of the two-dimensional REM simulation because it
had 32 times more data than the ST case.
We compare the conformations obtained with λ = 0 (in gas phase) and those with λ = 1
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Figure 4: The average total energy (a), average conformational energy (b), average of λ × ESOL (c), and average end-to-
end distance (d) with all the λ values as functions of temperature. The lines colored in red, green, blue, and purple are
for λ1, λ2, λ3, and λ4, respectively.
(in aqueous solution) at the lowest temperature (300 K). Most conformations were complete α-
helix structures in both cases for all the MC sweeps (data not shown). The backbones of the two
conformations are essentially identical. However, some side-chain conformations are diﬀerent.
The atoms located on the side chains can make hydrogen bonds with water molecules. The
heavy atoms preferred to make interactions with water atoms because the atomistic solvation
free energy decreased as the accessible surface area increased. The arrangements of side chains
of the heavy atoms occurred in aqueous solution so that their accessible surface areas increased
(i.e., to expose to water). It implies that at low temperatures, a random walk in λ space causes
the change of side-chain structures because of the solvent eﬀects, while the backbone remains
almost identical (α-helix structure).
Moreover, we compare the conformations with λ = 0 (in gas phase) and those with λ = 1 (in
aqueous solution) at the highest temperature T8. The snapshots of the conformations at 200,000
MC sweeps, 600,000 MC sweeps, and 1,000,000 MC sweeps in gas phase and in aqueous so-
lution are shown in Fig. 3. Although all structures are extended and in random-coil state due
to entropic eﬀects, there are diﬀerent characteristics of the conformations in gas phase and in
aqueous solution. The conformations in gas phase seem to be slightly more compact than those
in aqueous solution. The end-to-end distance in gas phase was also smaller than that in aqueous
solution. In aqueous solution, charged atoms prefer to make interactions with water molecules
and thus there are less intra-chain interactions. As a result, the conformations in aqueous solu-
tion are more extended than those in gas phase at the same temperature. These results are also
supported by the behavior of the solvation free energy in Fig. 3(a) and the end-to-end distance
in Fig. 3(d). At high temperatures, it implies that both structures are random coils but a random
walk of λ space causes to change structures from/to a slightly compact ones to/from extended
ones.
In order to verify that the generalized-ensemble algorithms in the isobaric-isothermal ensem-
ble discussed above can be eﬀective for conformational sampling and give the same results, we
performed MD simulations with the three generalized-ensemble algorithms. We used a system
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Figure 5: Snapshots at 200,000 MC sweeps ((a) and (d)), at 600,000 MC sweeps ((b) and (e)), and at 1,000,000 MC
sweeps ((c) and (f)) at the highest temperature T8. (a), (b), and (c) correspond to λ = 0 (in gas phase) and (d), (e), and (f)
to λ = 1 (in aqueous solution). VMD software [60] and Raster 3D software [61] were used to create the ﬁgures.
of an alanine dipeptide in 73 surrounding water molecules and the system was placed in a cu-
bic cell with periodic boundary conditions. Both of the backbone dihedral angles φ and ψ of
the peptide were initially set to 180◦. The simulations were performed with the tinker program
package. [62] several of the programs were modiﬁed and a few programs were added so that
MUBATH, REM, and ST simulations with the MTK algorithm can be performed. We used the
AMBER parm99 force ﬁeld [63] for the peptide and the TIP3P water model. [64] The electro-
static interactions were calculated by the particle mesh Ewald method. [65, 66] In the van der
Waals interaction calculations, we used the spherical cutoﬀ method and the cutoﬀ distance was
set to 12.0 Å. The integration of the equations of motion was employed by the method proposed
by Martyna et al. [67] and the Shake/Rattle/Roll constraint method [68, 69, 67] was used so that
the water molecules are rigid body molecules. The unit time step was set to 0.5 fs. The mass
parameters W and Q were determined as in ref. [67].
First, we performed the two-dimensional REMD simulation. The simulation time was set
to 2.0 ns. We used the following 6 temperature (T1, · · · ,T6) and 4 pressure (P1, · · · , P4) values:
280, 305, 332, 362, 395, and 430 K for temperature and 0.1, 65, 150, and 250 MPa for pres-
sure. At the replica-exchange trial, either exchanging temperature (T -exchange) or exchanging
pressure (P-exchange) was chosen randomly and then the pairs {(T1,T2), (T3,T4), (T5,T6)} or
{(T2,T3), (T4,T5)} for T -exchange and {(P1, P2), (P3, P4)} or {(P2, P3)} for P-exchange were also
chosen randomly.
We then performed 24 MUBATH simulations of 2.0 ns, where the total simulation time was
48 ns so that it is equal to that in the REMD simulation. In each of the simulations, diﬀerent
initial velocities were given. The data were sampled every 100 fs. The reference temperature
was set to 430 K.
Figure 6 shows the probability distributions of E and V from the MUBATH simulations.
From Fig. 6(a), it is found that the MUBATH simulations gave a uniform distribution in the
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Figure 6: Logarithm of probability distributions f of E and V (a) in the MUBATH simulations and (b) for the NPT
ensemble at 280 K and 250 MPa (left) and at 430 K and 0.1 MPa (right). The distributions corresponding to the NPT
ensemble were calculated by the single-histogram reweighting techniques [6] using the results of the MUBATH simula-
tions.
range where the density of states was obtained accurately in the REMD simulation and that the
distribution of the MUBATH simulations was much wider than the ones for the NPT ensemble
(see Fig. 6(b)).
Twenty-four ST simulations of 2.0 ns were carried out, which gave us the same number of
sampled data as in the REMD and MUBATH simulations. In each simulation, diﬀerent initial
velocities were given. We used the same temperature and pressure values as in the REMD sim-
ulation. We tried to update the parameter (T or P) every 100 fs and the data were sampled just
before the trials. The choice between updating T (T -update) and updating P (P-update) was
made randomly and then either Tmt−1 or Tmt+1 for T -update and Pmp−1 or Pmp+1 for P-update was
also chosen randomly, where mt and mp stand for the labels corresponding to the temperature
and the pressure before the trial, respectively.
Figure 7: Results of the ST simulations: (a) the time series of T and P for 2.0 ns and (b) the logarithm of the probability
distribution f of T and P.
Figure 7(a) shows the time series of T and P and Fig. 7(b) shows the probability distribution
of T and P. These ﬁgures indicate that random walks in T -P space were successfully realized.
The acceptance ratios in the ST simulations were in the range from 0.260 to 0.430 for T -update
and from 0.426 to 0.642 for P-update, respectively.
Figure 8 shows the probability distributions of the backbone dihedral angles at 298 K and
0.1 MPa in all the simulations. Compared with the simulations with REMD, MUBATH, and
ST, we also performed 24 conventional isobaric-isothermal simulations of 2.0 ns at 298 K and
0.1 MPa with diﬀerent initial velocities. The dihedral angle distributions in the simulations with
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Figure 8: Contour maps of probability distribution of the backbone dihedral angles φ and ψ in the simulations with
(a) REMD, (b) MUBATH, and (c) ST and (d) in the conventional isobaric-isothermal simulations. In these ﬁgures,
the probability distributions at 298 K and 0.1 MPa are plotted in logarithmic scale and were calculated by the single-
histogram reweighting techniques for MUBATH and by WHAM for REMD and ST.
the generalized-ensemble algorithms had a small peak in 0◦ ≤ φ ≤ 90◦ and −90◦ ≤ ψ ≤ 90◦,
although there was no peak in the range in the distribution of the conventional simulations. All
the simulations with the three generalized-ensemble algorithms were able to provide the same
results and reproduce the distribution obtained previously in Refs. [70] and [71].
4. Conclusions
In this article we presented the general formulations of the multi-dimensional MUCA, ST,
and REM. We generalized the original potential energy function E0 by adding any physical quan-
tities V` of interest as a new energy term with a coupling constant λ(`)(` = 1, · · · , L). The simu-
lation in multi-dimensional MUCA algorithms realizes a random walk in E0,V1, · · · ,VL spaces.
On the other hand, the simulations in multi-dimensional ST algorithms and multi-dimensional
REM realize a random walk in temperature and λ(`)(` = 1, · · · , L) spaces.
While the multi-dimensional REM simulation can be easily performed because no weight
factor determination is necessary, the required number of replicas can be quite large and compu-
tationally demanding. We thus prefer to use the multi-dimensional MUCA or ST, where only a
single replica is simulated, instead of REM. However, it is very diﬃcult to obtain optimal weight
factors for the multi-dimensional MUCA and ST. Here, we have proposed a powerful method to
determine these weight factors. Namely, we ﬁrst perform a short multi-dimensional REM simu-
lation and use the multiple-histogram reweighting techniques to determine the weight factors for
multi-dimensional MUCA and ST simulations.
The multi-dimensional generalized-ensemble algorithms that were presented in the present
article will be very useful for Monte Carlo and molecular dynamics simulations of complex
systems such as spin glass, molecular, polymer, and biopolymer systems.
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