Previous monocular depth estimation methods take a single view and directly regress the expected results. Though recent advances are made by applying geometrically inspired loss functions during training, the inference procedure does not explicitly impose any geometrical constraint. Therefore these models purely rely on the quality of data and the effectiveness of learning to generalize. This either leads to suboptimal results or the demand of huge amount of expensive ground truth labelled data to generate reasonable results. In this paper, we show for the first time that the monocular depth estimation problem can be reformulated as two sub-problems, a view synthesis procedure followed by stereo matching, with two intriguing properties, namely i) geometrical constraints can be explicitly imposed during inference; ii) demand on labelled depth data can be greatly alleviated. We show that the whole pipeline can still be trained in an end-to-end fashion and this new formulation plays a critical role in advancing the performance. The resulting model outperforms all the previous monocular depth estimation methods as well as the stereo block matching method in the challenging KITTI dataset by only using a small number of real training data. The model also generalizes well to other monocular depth estimation benchmarks. We also discuss the implications and the advantages of solving monocular depth estimation using stereo methods.
Introduction
Depth estimation is one of the fundamental problems in computer vision. It finds important applications in a large number of areas such as robotics, augmented reality, 3D reconstruction and self-driving car, etc. This problem is heav- Figure 1 : Pipeline of our approach on monocular depth estimation. We decompose the task into two parts: view synthesis and stereo matching. Both networks enforce the geometric reasoning capacity. With this new formulation, our approach is able to achieve state-of-the-art performance.
ily studied in the literature and is mainly tackled with two types of technical methodologies namely active stereo vision such as structured light [33] , time-of-flight [40] , and passive stereo vision including stereo matching [17, 25] , structure from motion [35] , photometric stereo [5] and depth cue fusion [31] , etc. Among passive stereo vision methods, stereo matching is arguably the most widely applicable technique because it is accurate and it poses little assumption to the sensors and the imaging procedure. Recent advances in this field show that the quality of stereo matching can be significantly improved by deep models trained with synthetic data and finetuned with limited amount real data [26, 28] .
On the other hand, the applicability of monocular depth estimation is greatly limited by its accuracy though the single camera setting is much more preferred in practice in order to avoid calibration errors and synchronization problems occur to the stereo camera setting. Estimating depth from a single view is difficult because it is an ill-posed and geometrically ambiguous problem. Advancement of monocular depth estimation has recently been made by deep learning methods [4, 19, 20, 23] . However, comparing to the mentioned passive stereo vision methods which are grounded by geometric correctness, the formulation in the current state-of-the-art monocular method is problematic. The reasons are twofold. First, current deep learning approaches to this problem almost completely rely on the high-level semantic information and directly relate it to the absolute depth value. Because the operations in the network are general and do not have any prior knowledge on the function it needs to approximate, learning such semantic information is difficult even some special constraints are imposed in the loss function. Second, even the effective learning can be achieved, the relationship between scene understanding and depth needs to be established by a huge number of real data with ground truth depth. Such data is not only very expensive to obtain at scale, collecting highquality dense labels is very difficult and time consuming if not entirely impossible. This significantly limits the potential of the current formulation.
In this paper, we take a novel perspective and show for the first time that monocular depth estimation problem can be formulated as a stereo matching problem in which the right view is automatically generated by a high-quality view synthesis network. The whole pipeline is shown in figure  1 . The key insights here are that i) both view synthesis and stereo matching respect the underlying geometric principles; ii) both of them can be trained without using the expensive real depth data and thus generalize well; iii) the whole pipeline can be collectively trained in an end-to-end fashion that optimize the geometrically correct objectives. Our method shares a similar idea as revealed in the Spatial Transformation Network [12] . Although deep models can learn necessary transformations by themselves, it might be more beneficial for us to explicitly model such transformations. We discover that the resulting model is able to outperform all the previous methods in the challenging KITTI dataset [9] by only using a small number of real training data. The model also generalizes well to other monocular depth estimation datasets.
Our contributions can be summarized as follows.
• First, we discover that the monocular depth estimation problem can be effectively decoupled into two subproblems with geometrical soundness. It forms a new foundation in advancing the performance in this field.
• Second, we show that the whole pipeline can be trained end-to-end and it outperforms all the previous monocular methods by a large margin using a fraction of training data. Notably, this is the first monocular method to outperform the stereo blocking matching algorithm in terms of the overall accuracy.
Related Works
There exists a large body of literature on depth estimation from images, either using single view [30] , stereo views [32] , several overlapped images from different view-points [7] , or temporal sequence [29] . For monocular depth estimation, Saxena et al. [30] propose one of the first supervised learning-based approaches to single image depth map prediction. They model depth prediction in a Markov random field and use multi-scale texture features that have been hand-crafted. Recently, deep learning has proven its ability in many computer vision tasks, including the single image depth estimation. Eigen et al. [4] propose the first CNN framework that predicts the depth in a coarse-tofine manner. Laina et al. [19] employ a deeper ResNet [11] structure with an efficient up-sampling design and achieve a boosted performance. Liu et al. [23] also propose a deep structured learning approach that allows for training CNN features of unary and pairwise potentials in an end-to-end way. Chen et al. [1] provide a novel insight by incorporating pair-wise depth relation into CNN training. Compared with depth, these rankings on pixel level are much more easy to obtain. Further lines of research in supervised training of depth map prediction use the idea of depth transfer from example images [14, 15, 24] , or combining semantic segmentation [3, 18, 21, 22, 36] . However, large amount of high-quality labels are in need to establish the transformation from image space to depth space. Such data are not easy to collect at scale in real life.
Recently, a small number of deep network based methods attempt to estimate depth in an unsupervised way. Garg et al. [8] first introduce the unsupervised method by only supervising on the image alignment loss. However, their loss is not fully differentiable so that they apply first Taylor expansion to linearize their loss for back-propagation. Godard et al. [10] also propose an unsupervised deep learning framework, and they employ a novel loss function to enforce consistency between the predicted depth maps from each camera view. Kuznietsov et al. [16] adopt a semisupervised deep method to predict depths from single images. Sparse depth from LiDAR sensors is used for supervised learning, while a direct image alignment loss is integrated to produce photoconsistent dense depth maps in a stereo setup. Zhou et al. [38] jointly estimate depth and camera pose in an unsupervised manner.
Despite that those unsupervised methods reduce the demand of expensive depth ground truth, their mechanisms are still inherently problematic since they are attempting to regress a depth/disparity directly from a single image. The network architecture itself does not assume any geometric constraints and it acts like a black box. In our work, we propose a novel strategy to decompose this task into two separate procedures, namely synthesizing a corresponding right view followed by a stereo matching procedure. Such idea is similar to the Spatial Transformation Network [12] , which learns a transformation within the network before conducting visual tasks like recognition.
To synthesize a novel view, DeepStereo [6] first proposes to render an unseen view by taking pixels from other views, and [39] predicts the appearance flow to reconstruct the target view. The Deep3D network of Xie et al. [37] addresses the problem of generating the corresponding right view from an input left image. Their method produces a distribution over all the possible disparities for each pixel, which is used to generate the right image.
Conducting stereo matching on the original left input and the synthetic right view is now a 1D matching problem. The vast majority of works on stereo matching focus on learning a matching function that searches the corresponding pixels on two images [17, 25] . Mayer et al. [26] introduce their fully convolutional DispNet to directly regress the disparity from the stereo pair. Later, Pang et al. [28] adopt a multiscale residual network developed from DispNet and obtain refined results. These methods still rely on large amount labelled disparity as ground truth. Instead of using data from the real world, training on synthetic data [26] becomes a more feasible solution to these approaches.
Analysis and our approach
In this section, we demonstrate how we decompose the task of monocular depth estimation into two separate tasks. And we illustrate our model design for view synthesis and stereo matching separately.
Analysis of the whole pipeline
In our pipeline, we decompose the task of monocular depth estimation into two tasks, namely view synthesis and stereo matching. The whole pipeline is shown in figure 2. By tackling this problem using two separate steps, we find that both procedures obey primary geometric principles and they can be trained without expensive data supply. After that, these networks can be collectively trained in an end-toend manner. We further hypothesize that, when the whole pipeline is trained end-to-end, both components will not degrade their capacity of constraining geometric correctness, and the performance of the whole pipeline will be promoted thanks to joint training. Therefore, we are desired to choose both methods that can explicitly model the geometric transformation in the network design.
The first stage is view synthesis. For a stereo pair, binocular views are rendered by well synchronized and calibrated cameras, resulting in the strong correspondence between pixels in the horizontal direction. Unlike previous warpbased methods that generally require an accurate estimation of the underlying geometry, Deep3D [37] proposes a new probabilistic scheme to transfer pixels from the original image. By this mean, it directly formulates the transformation from left image to right image using a differentiable selection layer. We adopt its design and develop our view synthesis network based on it. Other reconstruction plans [8, 10, 16] are also viable alternatives, but the choice of the specific view synthesis method is independent of the main insight of the paper.
After generating a high-quality novel view, our stereo matching network transforms the high-level scene understanding problem into a 1D matching problem, which results in less computational complexity. In order to better utilize the geometric relation between two views, we take the idea of 1D correlation employed in DispNetC [26] . We further adopt the DispFullNet structure mentioned in [28] to achieve full resolution prediction.
View synthesis network
Our view synthesis network is shown in the upper part of figure 2. We develop this network based on Deep3D [37] model. Here we briefly introduce the structure of it. At the very beginning, an input left image I l is processed by a baseline network. We then upsample the features from different intermediate levels to the same resolution, in order to incorporate low-level features into final use. Those features are then summed up to further produce a probabilistic disparity map. After completing a selection operation, pixels on original I l can be selectively mixed up to form a new pixel on the right image.
The operation of selection is the core component in this network. This module is also illustrated in figure 2. Denote I l as the input left image, previous Depth Image-Based Rendering (DIBR) techniques choose to directly warp the left image based on estimated disparity into a corresponding right image. Suppose D is the predicted disparity aligned with the left image, the procedure can be formulated as
where Ω l is the image space of I l and i, j refer to the row and column on I l respectively. Though this function captures the geometric correspondence between images in a stereo setup, it requires an accurate disparity map to reconstruct the right view. At the same time, the function is not fully differentiable with respect to D which limits the opportunity of training by a deep neural network. The selection module, instead, formulates the reconstruction as a process of probabilistic summation. Denote D ∈ R W ×H×C as the probabilistic disparity result, where W and H are the width and height of left image and C indicates the number of possible disparity shifts, the reconstruction can then be formulated as
Here, I
is the shifted left image whose stride is predetermined by possible disparity values d. This operation sums up the stacked shifted input by learned weights and ensures the differentiability of the whole system.
To supervise the reconstruction quality, we do not propose any special loss function. We find that a simple L1 loss supervising on the reconstructed appearance is sufficient for the task of view synthesis: 
Stereo matching network
There exists a large body of literature tackling the problem of stereo matching. Recent advancements are achieved by deep learning models. Not only because deep networks help to effectively find out similar pixel pairs, research also show that these networks can be trained on a large amount of synthetic data and they can still generalize well on real images [26] . In our pipeline, we select the stateof-the-art DispNetC [26] structure as the desired network for the stereo matching task. We further follow the modifications made in [28] to adopt a DipFulNet structure for full-resolution output. The structure of this method can be seen in the lower part of figure 2. We briefly illustrate the method here, and the detailed settings can be found in their papers.
After processed by several convolutional operations, 1D correlation will be calculated based on resulted features. This correlation layer is found very useful in the stereo matching problem since it explicitly encodes the geometric relationship into the model design, and the horizontal correlation is indeed an effective cue for finding the most similar pairs. The features will be further concatenated with higher-level features from the left image I l . An encoderdecoder network further processes the concatenated features and produces disparity at different scales. These intermediate and final results will be supervised by ground truth disparity using L1 loss.
End-to-end training of the whole pipeline
These two networks can be combined for joint training once being trained to obtain the ability of geometric reasoning for the task of view synthesis and stereo matching separately. End-to-end training of the whole pipeline can thus be performed to enforce the collaboration of these two sub-networks.
Experiments
In this section, we present our experiments and results. Our method achieves state-of-the-art monocular depth estimation result on the widely used KITTI dataset [9] . We discover and show the key insights of this method and prove the correctness of our methodology. We also make the first attempt to run our single view approach on the challenging KITTI Stereo 2015 benchmark [27] .
Dataset and Evaluation Metrics
We evaluate our approach on the publicly available KITTI benchmark [9] . In order to fairly compare with other methods on monocular depth estimation, we use the raw sequences of KITTI and employ the split scheme proposed by Eigen et al. [4] . This split results in a test set with 697 images. Remaining data is used for training and validation. Overall we have 22600 stereo pairs for training our view synthesis network. Except for stereo image pairs, the dataset also contains sparse 3D laser measurements taken from a Velodyne laser sensor. They can be projected onto image space and served as the depth labels. Parameters of the stereo setup and the camera intrinsics are also provided, therefore we can transfer depth into disparity as ground truth during end-to-end training and recover the depth from disparity during inference.
Evaluation metrics are as follows and they indicate the error and performance on predicted monocular depth.
Here N is the number of pixels that are not empty on the depth ground truth.
To compare with other works in a consistent manner, we only evaluate on a cropped region proposed by Eigen et al. [4] . Also, previous methods restrict the depth distance in different ranges for evaluation, we provide our result using both the cap of 0-80m (following Eigen et al. [4] ) and 1-50m (following Garg et al. [8] ). This requires to discard the pixels on which the depth is outside the proposed range.
Implementation Details
The training of the model is divided into two stages. First we train the two networks used for different purposes separately. In the second stage, we combine the two parts and further finetune the whole pipeline in an end-to-end fashion. The training is conducted using caffe framework [13] .
In the first stage, networks are trained separately. For the training of view synthesis network, 22600 stereo pairs from KITTI are taken into use. We select VGG16 as the baseline network and initialize the weights of it using the model pre-trained from ImageNet [34] . All other weights are initialized following the same scheme in [37] . Compared with original deep3D model [37] , we make some modifications to make it suitable for view synthesis task on KITTI dataset. First, the size of input is larger and is selected to be 640 × 192. It retains the aspect ratio of original KITTI images. Second, one more convolution layer is employed before deconvolution at each branch. Third, since the disparity ranges differently in KITTI and 3D movie dataset, we change the possible disparity range. A 65-channel probabilistic map representing possible disparity from 0 to 64 now becomes the final features. Last, to accommodate larger inputs and the deeper network structure, we decrease the batch size as 2, and we remove the origin BatchNorm layers in the deep3D model. The model is trained for 200K iterations with initial learning rate equals to 0.0002. For the training of DispFullNet used for stereo matching, we follow the training scheme specified in [28] . The model is trained mainly on the synthetic FlyingThings3D dataset [26] and optional finetuned on the KITTI stereo training set [27] . This KITTI stereo training set contains 200 stereo pairs with relatively high-quality disparity labels, and it has not overlap with the test data from KITTI Eigen test set. The detailed settings can be found in Pang's paper et al. [28] .
In the second stage, two networks with pre-trained weights are now trained end-to-end. A small number of data from the KITTI Eigen training set with ground truth disparity labels will be taken to finetune the whole pipeline. Since the input to the stereo matching network has a larger dimension, upsample is performed inside the network to enlarge the synthetic right view resulted from the first stage.
Data augmentation is optionally done in both stages. The input will be randomly resized to a dimension slightly greater than the desired input size. And then it will be cropped into the desired size and fed into the network. The color intensity will also multiply a factor between 0.8 to 1.2.
Depth Estimation by Stereo Matching method
First, the evaluation of depth estimation of the stereo matching network given perfect right images is presented. The result is shown in the Table 1, denoted as "Stereo gt right". The stereo matching network clearly outperforms state-of-the-art methods for single image depth estimation, even the stereo matching network is mainly trained on rendered dataset [26] .
The intuition here is that predicting depth from stereo images has a much higher accuracy than predicting depth by any of the previous monocular depth methods. This means we are able to achieve much higher performance if we can provide a sophisticated view synthesis module.
Comparisions with state-of-the-art methods
Next, results on the KITTI Eigen split dataset are reported when right images are predicted by our view synthesis network. Results are compared to six recent baseline methods as showed in Table 1 , [4, 24] are supervised methods, [16] is a semi-supervised method, and [10, 38, 8] are unsupervised methods. Our proposed method is also a semi-supervised method.
Result without end-to-end finetuning: After the training of both networks converged, we directly feed the right image synthesized by the view synthesis network to the stereo matching network to predict the depth for the given left images. The result is reported in Table 1 .
As one can see, even without finetuning the whole network in KITTI dataset, our method performs better than the unsupervised method [10] , and gets comparable performance with the state-of-the-art semi-supervised method [16] . The performance achieved by our method demonstrates that decoupling the problem of monocular depth estimation into two separate sub-problems is simple yet effective by explicitly enforcing geometrics constraints, which is critical for estimating depth from images.
Result with end-to-end finetuning: We further finetune the whole system with a small amount of training data from KITTI Eigen split training set, i.e. 700 training samples. The left, right images and the depth images are used as training samples to our proposed method.
The results are reported in Table 1 , as one can see, our method outperforms all compared methods, with ARD metric reduced by 17.5% compared with Godard et al. [10] and 16.8% compared with Kuznietsov et al. [16] at the cap of 80 m. Our proposed method performs the best for almost all metrics. It shows that end-to-end training further optimizes the collaboration of these two sub-networks and it Table 2 : Quantitative results of different variants of our proposed method on the test set of the KITTI Raw dataset used by Eigen et al. [4] at the cap of 80m. "FT VSN" denotes whether the view synthesis network has been finetuned in an end-to-end fashion, while "FT SMN" denotes whether the stereo matching network has been finetuned in an end-to-end fashion. Top three rows: comparisons of different view synthesis network settings. Middle three rows: comparisons of different stereo matching network settings. Bottom three rows: empirical comparisons by different number of training samples. The number in the method names means the number of samples to finetune the network.
leads to the state-of-the-art result. Qualitative comparisons are shown in Figure 3 . Our proposed method also achieves much more visually accurate estimations than the compared methods.
Analyzing the function of two sub-networks after end-to-end training
In this section, we analyze the function of two subnetworks after end-to-end training. If the end-to-end training breaks the origin functionality of the two sub-networks but the overall performance increases, the whole network would be overfitted to the KITTI dataset, which will make it hard to generalize to other datasets or scenes. To examine the function of two sub-networks, we conduct the following two groups of experiments.
Analyzing function of view synthesis sub-network: We replaced the stereo matching sub-network in the fine-tuned network with the one before finetuneing. Since pretrained stereo matching sub-network is only pre-trained to complete the stereo matching task using real left-right pairs, if after replacing, the whole network could still get good performance in the task of single image depth estimation, the origin functionality of the view synthesis network after the finetuning process could still be retained.
The results are reported in top three rows of Table 2 , denoted as "Finetuned synthesis K", where K represents the number of training samples. As one can see from Table 2, the results by "Finetuned synthesis K" outperform the method without finetune. From another perspective, the average PSNR between synthesized views and ground truth views in test set increases from 21.29dB to 21.32dB after finetuning. The preservation of functionality may be due to the reason that during the finetuning process, the stereo matching sub-network acts as another loss to bet- Note that the prediction of our method can better separate the background and foreground or different entities close to each other. Also, our results are crisper and neater. In addition, we are doing better on the objects such as trees, poles, traffic sign and pedestrians, whose depth are generally hard to be inferred accurately.
ter constrain the view synthesis sub-network to generate geometric-reasonable right images. Analyzing function of stereo matching sub-network: In order to validate the function of stereo matching subnetwork after end-to-end training, we test the stereo matching performance of the finetuned stereo matching subnetwork by providing the true left and right image as inputs to predict the depth.
The results are provided in the middle three rows of Table 2 , denoted as "Finetuned stereo gt right K". As shown in Table 2 , "Finetuned stereo gt right 200" performs slightly worse than "Finetuned stereo gt right 0", this may be due to the reason that the finetuning process has forced the stereo matching sub-network to better fit on the imperfect synthesized right images. However, "Finetuned stereo gt right 700" outperforms the pretrained stereo matching sub-network. The high performance of stereo matching results clearly demonstrates the stereo matching network still maintains its functionality after end-to-end finetuned.
Combining the above two experiment groups, we could conclude that after end-to-end training, the two submodules collaborate more effectively while preserving their individual functionalities. This may imply that our proposed method could generalized well to other datasets. Some qualitative results on Cityscape dataset [2] and Make3D dataset [31] are shown in Figure 5 , which are estimated by our method finetuned in KITTI dataset. The results demonstrate the generalization ability of our proposed method on unseen scenes.
Primitive disparity obtained in the view synthesis network
Our view synthesis network produces a primitive disparity in order to do the rendering. The middle part in table  3 shows the estimation accuracy calculated from this probabilistic disparity map. We can see the result is much inferior to the final result of our proposed method. It shows our approach indeed makes a great improvement over the primitive disparity.
Analyzing the effect of training sample number
To study the effectiveness of our proposed method, we also evaluate our proposed method finetuned by different numbers of samples, i.e., 0, 200, 500, 700, named as "Finetune-K". Note that, when K equals to 0, finetuning is not performed on the whole network.
The results are reported in the bottom three rows of Table 2. As one can see from the results, more end-to-end finetuning samples could achieve higher performance, and our proposed method could outperform previous state-ofthe-art methods by a clear margin only using 700 samples to finetune the whole network.
Use of 200 high-quality KITTI labels
As described before, we use 200 high-quality KITTI labels to optionally finetune the stereo matching network. In the lower part of table 3, we present the result without these labels before and after finetune( BF& AF). We can see that without seeing any real disparity from KITTI, our method already gets promising results. After finetuning without those high-quality labels, our method still beats the current (a) Input image (b) Godard et al. [10] (c) OCV-BM (d) Ours Figure 4 : Empirical study on the qualitative comparisons on KITTI 2015 Stereo test set. The figures from left to right correspond to the input left images, estimated disparity maps or error maps by Godard et al. [10] , block matching, and our method respectively. And the second and fourth rows are the error maps while the estimated disparity maps are plotted above each error maps, the synthesized right views are also presented in the first column. The error map uses the log-color scale described in [27] , depicting correct estimates in blue and wrong estimates in red color tones. Best view in color. [27] . Best results are shown in bold. The number is the percentage of erroneous pixels, and a pixel is considered to be correctly estimated if the disparity is within 3px compared to the ground-truth disparity. Our method has already surpassed the stereo matching method, i.e. Block Matching method. state-of-the-art method. These high-quality labels, in fact, increase the capacity of the model to a certain extent, but without them, our method still makes an improvement under the same condition.
Method

Comparison with stereo matching method
In this section, the comparisons with the proposed approach for depth estimation from single images and stereo matching method from stereo images are presented. The results are summarized in Table 4 . As one can see, our method is the first single image depth estimation approach that surpasses the traditional stereo matching method, i.e. block matching method denoted as "OCV-BM" in the table. Exemplar visual results are shown in Fig. 4 . Because the block matching method directly using low-level image feature to search the matched pixels in the left and right images, the disparity maps predicted by the block matching method are usually noised, which greatly degrades its performance, but the results are still geometrically correct. The geometric reasoning capacity is built in our network and high-level image feature is processed in the deep learning network, these two reasons enable our method to outperform the stereo matching method. Due to the miss of explicit geometric constraints in Godard et al. [10] , its method gets sub-optimal results. Better performance of our method can be seen from the box regions in the figure.
Conclusion
In this work, we propose a novel perspective to tackle the problem of monocular depth estimation. We show for the first time that this problem can be decomposed into two problems, namely a view synthesis problem and a stereo matching problem. We explicitly encode the geometric transformation within both networks to better tackle the problems individually. Collectively training the whole pipeline results in an overall boost and we prove that both networks are able to preserve their original functionality after end-to-end training. Without using a large amount of expensive ground truth labels, we outperform all previous methods on a monocular depth estimation benchmark. Remarkably, we are the first to outperform the stereo blocking matching algorithm on a stereo matching benchmark using a monocular method.
