MBZUAI

Digital.Commons@MBZUAI
Computer Vision Faculty Publications

Scholarly Works

7-5-2021

P2V-RCNN: point to voxel feature learning for 3D object detection
from point clouds
Jiale Li
College of Information Science and Electronic Engineering, Zhejiang University

Yu Sun
Zhejiang University

Shujie Luo
College of Information Science and Electronic Engineering, Zhejiang University

Ziqi Zhu
College of Information Science and Electronic Engineering, Zhejiang University

Hang Dai
Mohamed bin Zayed University of Artificial Intelligence

See next page for additional authors
Follow this and additional works at: https://dclibrary.mbzuai.ac.ae/cvfp
Part of the Artificial Intelligence and Robotics Commons

Open Access version with thanks to IEEE and IEEE Access
License: CC BY NC-ND 4.0
Uploaded 30 March 2022
Recommended Citation
J. Li et al., "P2V-RCNN: point to voxel feature learning for 3D object detection from point clouds," in IEEE
Access, vol. 9, pp. 98249-98260, Jul. 5, 2021. doi: 10.1109/ACCESS.2021.3094562.

This Article is brought to you for free and open access by the Scholarly Works at Digital.Commons@MBZUAI. It has
been accepted for inclusion in Computer Vision Faculty Publications by an authorized administrator of
Digital.Commons@MBZUAI. For more information, please contact libraryservices@mbzuai.ac.ae.

Authors
Jiale Li, Yu Sun, Shujie Luo, Ziqi Zhu, Hang Dai, Andrey S. Krylov, Yong Ding, and Ling Shao

This article is available at Digital.Commons@MBZUAI: https://dclibrary.mbzuai.ac.ae/cvfp/86

Received May 27, 2021, accepted June 26, 2021, date of publication July 5, 2021, date of current version July 16, 2021.
Digital Object Identifier 10.1109/ACCESS.2021.3094562

P2V-RCNN: Point to Voxel Feature Learning for
3D Object Detection From Point Clouds
JIALE LI 1 , YU SUN 2 , SHUJIE LUO 1 , ZIQI ZHU 1 , HANG DAI 3 ,
ANDREY S. KRYLOV 4 , (Member, IEEE), YONG DING 1 , (Member, IEEE),
AND LING SHAO 5 , (Fellow, IEEE)
1 College

of Information Science and Electronic Engineering, Zhejiang University, Hangzhou 310027, China
of Micro-Nano Electronics, Zhejiang University, Hangzhou 311200, China
Vision Department, Mohamed bin Zayed University of Artificial Intelligence, Abu Dhabi, United Arab Emirates
4 Laboratory of Mathematical Methods of Image Processing, Lomonosov Moscow State University, 119991 Moscow, Russia
5 Inception Institute of Artificial Intelligence, Abu Dhabi, United Arab Emirates
2 School

3 Computer

Corresponding authors: Hang Dai (hang.dai@mbzuai.ac.ae) and Yong Ding (dingy@vlsi.zju.edu.cn)
This work was supported by the National Key Research and Development Program of China under Grant 2018YFE0183900.

ABSTRACT The most recent 3D object detectors for point clouds rely on the coarse voxel-based representation rather than the accurate point-based representation due to a higher box recall in the voxel-based
Region Proposal Network (RPN). However, the detection accuracy is severely restricted by the information
loss of pose details in the voxels. Different from considering the point cloud as voxel or point representation only, we propose a point-to-voxel feature learning approach to voxelize the point cloud with both
the point-wise semantic and local spatial features, which maintains the voxel-wise features to build the
high-recall voxel-based RPN and also provides the accurate point-wise features for refining the detection
results. Another difficulty in object detection for point cloud is that the visible part varies a lot against the
full view of object because of the perspective issues in data acquisition. To address this, we propose an
attentive corner aggregation module to attentively aggregate the features of local point cloud surrounding
a 3D proposal from the perspectives of eight corners in the proposal 3D bounding box. The experimental
results on the competitive KITTI 3D object detection benchmark show that the proposed method achieves
state-of-the-art performance.
INDEX TERMS 3D object detection, point clouds, attention mechanism, autonomous driving.

I. INTRODUCTION

Three Dimension (3D) point clouds captured with LiDAR
sensors have been widely used for various applications, such
as autonomous driving [1], [2], robotics [3] and augmented
reality [4]. Different from 2D object detection that only
locates the object on the 2D image, 3D object detection
outputs the 3D position coordinates, 3D size, and orientation
of the object in the form of a 3D bounding box, which is more
practical and challenging.
According to the representations of point cloud data,
the most popular methods can be divided into two major
categories: voxel-based and point-based approaches. The
voxel-based methods [5]–[9] divide the raw point cloud
with local spatial features, such as 3D coordinates and
reflection intensities, into the regularly arranged voxels for
The associate editor coordinating the review of this manuscript and
approving it for publication was Sudipta Roy
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convolutional feature learning, then project the voxels into
the Bird’s Eye View (BEV) as the map-view features to
construct the map-view Region Proposal Network (RPN).
For computational efficiency, the initialized voxel size cannot be set too small, which leads to the rough quantization
for objects. The point-based methods [10]–[13] conduct the
point-wise feature learning directly from the raw point cloud
without data conversion. Since the pose information of object
is determined by the distribution of points, the point-based
methods usually integrate a detection refinement stage that
aims at extracting more accurate object pose features from the
point-wise features [10], [12]. The detection refinement stage
further decreases the residual error between the proposal
bounding boxes and their ground truth with significant detection performance improvements. The map-view RPN [14],
[15] has higher box recall than that in the point-based methods [10], [11], but it loses the object pose details in the
voxelization process, which is not desirable for an accurate
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detection refinement. There raises a question: can we maintain the point-wise features with object pose details for more
accurate detection refinement while obtaining the map-view
feature to construct a RPN with high box recall?
To achieve this, our method first learns the point-wise
semantic features for the input point cloud in a segmentation network [16]–[18], then utilizes a novel point-to-voxel
feature learning approach to obtain the voxel-wise features
from both the point-wise semantic and local spatial features. Different from only the local spatial features in the
existing methods [5], [8], the semantic features have larger
receptive fields to perceive the semantic and 3D structure
information of its surroundings. Moreover, the point-wise
features learning can be jointly trained by the semantic
supervision [10], which guides the network to understand
the content of the point cloud and focus on the foreground
regions. The predicted segmentation result can be used
as an attention mask to penalize the voxel-wise features
for further enhancement. In such a manner, the point-wise
semantic features not only strengthen the voxel-wise features in the RPN stage, but also can be used in the detection refinement stage for improving the final detection
performance.
Another difficulty in point cloud based object detection
is that the visible part varies a lot against the full view of
object because of the perspective issues. As shown in Fig. 1,
when the objects of the same category are located in different positions or facing different directions, the visible part
in the point cloud scene varies a lot. This is not desirable
for learning the informative features and perceiving the distance between proposal 3D bounding boxes and their ground
truth. To overcome this, we propose a perspective-invariant
proposal feature learning approach to improve the proposal
feature quality in the detection refinement stage. Given a
local point cloud surrounding a 3D proposal, an Attentive
Corner Aggregation (ACA) module divides the proposal feature into eight sub-features extracted from the eight perspectives of the proposal 3D bounding box’s eight corners.
Then the eight sub-features are adaptively penalized by the
perspective-channel attention. The proposal feature obtained
by the adaptive re-weighting in the eight perspectives is more
robust to the variability in the relationship between the visible
part and the full view of objects
The main contributions can be summarized as three-fold:
• We propose a novel 3D object detection method with
point-to-voxel feature learning that achieves state-ofthe-art performance on the highly competitive KITTI 3D
object detection benchmark [19].
• We present a point-to-voxel feature learning approach,
which maintains both the voxel-wise features for building the high-recall map-view RPN and the point-wise
features for preserving the accurate pose information of
object.
• We propose an attentive module to learn the
perspective-invariant features that improves the detection accuracy in the refinement stage.
98250

FIGURE 1. Illustration of the variability in the relationship between the
visible part and full view of objects. The top row is the camera image for
visualization, and the bottom row is the corresponding point cloud. The
points in the point cloud and the ground truth bounding boxes are
colored black and red, respectively. The lines extending from the bottom
of bounding boxes point to objects’ heading direction. For better
observation, the point cloud is zoomed in and rotated appropriately.

The rest of the paper is organized as follows. Section II
introduces the related works on 3D object detection for
point clouds. Then we describe the proposed P2V-RCNN in
Section III. In Section IV, we present the experimental results
and the ablation study. A final section is used for conclusions.
II. RELATED WORKS

In the field of point cloud 3D object detection, some older
methods are based on the multi-view image representation,
and the recent methods are based on the voxel and point
representations.
A. 3D OBJECT DETECTION BASED ON MULTI-VIEW
IMAGES

To deal with the sparsity and disorder of a point cloud, some
methods [20]–[26] project it into the images in the Bird’s Eye
View (BEV) and the Front View (FV), encoded with height,
density, and other handcrafted statistics as the pseudo image
channels. MV3D [20] firstly turns the point cloud into BEV
images for region proposal generation and then refines the
proposals with the camera image, the FV and BEV images
of the point cloud. AVOD [21] merges the camera and BEV
image features for region proposal generation with higher box
recall on small objects. For higher computational efficiency,
PIXOR [22] proposes a single-stage network only based on
the BEV images of the point cloud. Later, some methods
[24], [25] develop better and finer fusion strategies for
VOLUME 9, 2021
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multiple views. Although the methods based on the
multi-view image representation mentioned above can use
a 2D Convolutional Neural Network (CNN) directly, they
are always limited by the information loss introduced by
being projected into a certain fixed-resolution 2D grid and
the handcrafted input features.
B. 3D OBJECT DETECTION BASED ON VOXELS

The voxel-based methods [5], [9], [14], [27], [28] quantify
the point cloud as regularly arranged voxels by a coarse
step along the axes of X , Y , and Z , then collapse the Z
axis to the channel axis forming a structured BEV map-view
feature map for RPN. VoxelNet [5] proposes a Voxel Feature
Encoding (VEF) layer to learn the voxel-wise local spatial
features for 3D convolutional processing while SECOND [7]
introduces the 3D sparse convolution [29], [30] to the VoxelNet for tackling the computational burden of the 3D CNN.
Instead of dividing the point cloud along with three directions, PointPillars [8] and SCNet [6] voxelize it along the axes
of X and Y to directly construct the map-view feature for 2D
convolutional processing. The image features [31], [32] and
the attention mechanism [33] are explored to strengthen the
voxel feature learning. To improve the detection results from
the coarse voxel-based representation, the methods [14], [15]
integrate a detection refinement stage, which aggregate the
voxel features around a proposal to the densely arranged grid
points [14] or voxels [15] inside a proposal box. The reuse
of the features on coarse voxel locations still loses the pose
information in the accurate point coordinates.
C. 3D OBJECT DETECTION BASED ON POINTS

Although the point-based methods can perform the
point-wise feature learning with accurate point coordinates,
they generally require designing the specific region proposal
strategies due to the unstructured representation format.
F-PointNets [34] uses frustum proposals from 2D detection
on the corresponding camera image to narrow the search
scope in the point cloud, and directly regresses the 3D
bounding boxes based on the interior points of a frustum
proposal. In such a cascaded framework [34], [35], the 3D
detection performance is severely limited by the result of 2D
detection. Instead, some methods [10], [13], [36] perform
the point-wise detection on the point-wise features provided
by the PointNet++ [16] or graph neural networks [37]. The
point-wise point cloud features can also be augmented with
the camera image features by projecting the points onto the
image plane [38], [39]. To improve the orientation coverage
of the cubic anchor, a novel spherical anchor for point cloud
space is proposed in STD [11], but the box recall is still
lagging behind that of the map-view RPN in the voxel-based
methods [14], [15].
Different from the above methods, we propose a two-stage
network that employs the map-view RPN and the point-based
detection refinement stage, which takes advantage of the
structured voxel-based and the accurate point-based point
cloud representations.
VOLUME 9, 2021

III. METHOD

As illustrated in Fig. 2, we propose a two-stage 3D
object detection framework that consists of three parts:
1) a point-to-voxel feature learning from point-wise features to voxel-wise features; 2) a convolutional map-view
RPN that generates 3D proposals; 3) a detection refinement stage that leverages the point-wise features to learn
the perspective-invariant proposal features for refining the
detection results from the RPN.
A. POINT-TO-VOXEL FEATURE LEARNING
1) POINT-WISE FEATURE LEARNING

To retain the information of the raw point cloud, we learn
the high-level semantic features for each point via an
encoder-decoder structure network PointNet++ [16]. Given
an input point cloud P in within the range of Pmin =
(Xmin , Ymin , Zmin ) and Pmax = (Xmax , Ymax , Zmax ), the output
point cloud P sem with the point-wise semantic feature f sem ∈
sem
R1×C can be denoted as
n
o
P in = (pi , fiin ) : i = 1, . . . , N p ,
(1)

sem
sem
p
P
= (pi , fi ) : i = 1, . . . , N ,
(2)
where p ∈ R1×3 denotes the floating-point 3D coordinates
(x, y, z) of the raw point and the initial point-wise local spatial
feature f in = (x, y, z, r) is adopted from the point-wise 3D
coordinates and reflection intensity r.
With the point-wise semantic features in P sem , the features
for 3D object detection task can be enhanced by the related
semantic segmentation task in a co-training network [9], [10].
The additional point-wise semantic segmentation supervision
can enhance the feature learning by guiding the network
to understand the content of the point cloud and focus on
the structure information of objects against the background.
Thus, we integrate the semantic supervision into our method,
which classifies the corresponding point as the foreground
point or the background point by predicting a point-wise
segmentation score s as

(3)
P seg = (pi , si ) : i = 1, . . . , N p .
Since the foreground points on the objects of each category are less than the background points, especially for
the large-scale outdoor scenes, the points on objects of all
the categories are regarded as the foreground points to ease
such an imbalance. The category agnostic segmentation head
follows the semantic feature f sem , implemented by a 1-D
convolutional block for feature embedding and another one
followed by a sigmoid function for segmentation score s ∈
[0, 1] output. The binary point-wise labels can be generated
by determining whether the point is within the annotated
box or not. Although all the points on objects of different
categories are treated as the foreground points, it is still much
less than the background points because most of the elements
in a scene are backgrounds such as roads and plants. Hence,
we adopt the focal loss [40] with the default settings as the
segmentation loss Lseg to deal with the data imbalance.
98251
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FIGURE 2. Framework of proposed 3D object detection network. Only the point cloud is used as the input, and the RGB image visualizes the scene. The
figure is best viewed in color. The feature channels are not shown in this figure for clarity.

2) VOXEL-WISE FEATURE LEARNING

The voxel based methods [5], [7], [9], [14] directly voxelize
the original point cloud into a sparse voxel representation by
a quantization step d = (dx , dy , dz ) as


pi − Pmin
pi = b
c : i = 1, . . . , N p ,
(4)
d
where the unique integer values of p are set as the voxel
indices v. A Voxel Feature Encoding (VFE) block [5], [8] is
then defined on the point set N in the same voxel to obtain
the voxel-wise feature h:

(vi , hi = G(T (Ni ))) : i = 1, . . . , N v ,
(5)
where the item (v, h) indicates the non-empty voxel located
at v with the voxel-wise feature h. The feature transformation function T is responsible for projecting features to the
high-dimensional space, and it is usually implemented by a
shared Multi-Layer Perceptron (MLP) network. The symmetric function G with the permutation invariance [16] aggregates the point-wise features in N to the voxel-wise feature
h ∈ R1×C , which can be implemented by the max pooling Max(·) or average pooling Avg(·) along the point-axis.
The reconstructed voxel tensor can be easily applied with
the 3D sparse convolutional [5], [7] or 2D convlutional [8]
processing.
The vanilla VFE block B loc in [5] and [8] is performed on
the input point cloud P in with the initial point-wise local spatial features f in and configured with the Max(·) for capturing
sem
the most discriminative features as hloc ∈ R1×C . As the
receptive fields gradually increase and the hidden space
nonlinear transformations become complex, the high-level
semantic features in the deeper layers of the neural network are more expressive than the raw data [10], [41]–[43].
98252

The point-wise semantic features with 3D structure information are effectively supplement to the local spatial features. Thus, another semantic VFE block B sem is applied
on the P sem for obaining the voxel-wise semantic feature
sem
hsem ∈ R1×C . The feature transformation function T is not
configured in the B sem since the f sem is already of the C sem
channels.
Besides, a point p with a larger segmentation score s has a
greater probability of belonging to a foreground object. Such
a point is supposed to contribute more to feature learning than
that from the background regions. The point feature can be
re-weighted by the segmentation score in the point feature
learning [14]. Inspired by this, we employ another attention
VFE block B att on the P att to encode the point-wise segmentation score s as the voxel-wise attention w for re-weighting
both the voxel-wise hloc and hsem as
hloc’ = (1 + w)hloc ,
hsem’ = (1 + w)hsem ,

(6)
(7)

where 1 denotes the identity path in the residual feature learning [41] to avoid the background regions being completely
suppressed to 0. The attention value is expected to be a scalar,
so the feature transformation function T is not configured in
the B att .
The enhanced voxel-wise local feature hloc’ and semantic
feature hsem’ are concatenated along the channel-axis as the
output voxel-wise feature hatt , which can be denoted as:
n
o
loc’ sem’
V = (vi , hatt
hi ) : i = 1, . . . , N v ,
(8)
i = hi
where ‘‘ ’’ indicates the concatenation. Another MLP is
applied to transform the feature channels from 2C sem to C sem
for saving computation. As our voxel-wise semantic feature
hsem is of 3D structural information, the expensive 3D sparse
VOLUME 9, 2021
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FIGURE 3. Illustration of the Attentive Corner Aggregation module. The eight corners are colored differently in the Step2. The
Step3 denote the element-wise multiplication and the sum over eight corners, respectively.

convolutions are no longer necessary. In practice, the quantization step dz is set as Zmax − Zmin to ignore the voxelization
along the Z -axis for subsequent 2D convolutional processing
following PointPillars [8].
B. MAP-VIEW REGION PROPOSAL NETWORK

The voxel features in V are still in the form of a sequence.
We initialize an all-zero tensor M with shape (C sem , H , W ),
and then scatter the voxel-wise feature hatt to the corresponding position v in M to form the BEV map-view feature map
following [8] as M :, vy , vx = hatt . The H and W can be
min
min
decided as the b Ymaxd−Y
c and b Xmaxd−X
c, repectively.
y
x
As illustrated in the second part of Fig. 2, the RPN is
built on the map-view feature M in the manner of the most
popular voxel-based methods [7], [8], [14], which classifies and locates the objects as the 3D proposals. The feature map M is sequentially down-sampled ×2, ×4, and ×8
times for expanding the receptive fields, passing through
three convolutional blocks with stride of 2. To maintain
sufficient feature representation and the resolution for small
objects like cyclists and pedestrians, the down-sampled feature maps are further up-sampled to the desired resolution of
×2 down-sampling time via deconvolutional blocks and concatenated together as M 0 . Two 1 × 1 conolutional layers take
the M 0 as the input: one for classification, and the other one
for regressing the residuals between the dense pre-defined
anchors and the ground truth boxes.
C. PERSPECTIVE-INVARIANT DETECTION REFINEMENT
NETWORK

The detection refinement stage can significantly improve the
detection results in both 2D and 3D object detection [10],
[11], [14], [43], [44]. As shown in the third part of Fig. 2,
we first learn the perspective-invariant feature of each proposal, which is followed by two sets of fully-connected
layers for further classifying whether it is a foreground
object and narrowing the distance between the bounding
VOLUME 9, 2021
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P

in the

boxes and the ground truth, respectively. The detection
results with foreground confidence lower than the threshold θcls can be filtered as the negative results. The final
output is obtained by suppressing overlapping bounding
boxes via the standard Non-Maximum Suppression (NMS)
post-processing in [45]. The following subsections describe
the main perspective-invariant feature learning in detail.
1) ROI POOLING

We leverage the Region of Interest (RoI) pooling operation [10] to crop a local point cloud P pro surrounding it as

pro
P pro = (p̃i , fi ) : i = 1, . . . , N pro ,
(9)
where N pro is the number of the cropped points for a proposal.
Each cropped point is normalized to the relative coordinate system (marked with ‘‘ ˜ ’’) centered on the proposal
center and aligned to the proposal rotation angle, which
makes it more robust to the various rigid transformations. The
(0)
point-wise feature f pro ∈ R1×C can be formulated as that
in [10]:
f pro’ = MLP1 (x̃ ỹ z̃ r s d),
f pro = MLP2 (f pro’ f sem ),

(10)
(11)

where d denotes the normalized depth. The f pro combines both the high-dimensional semantic feature and
low-dimensional spatial feature.
2) ATTENTIVE CORNER AGGREGATION

Given a cropped local point cloud P pro , the ACA module
extracts the perspective-invariant proposal feature in three
steps as illustrated in Fig. 3.
Step 1: Intermediate feature embedding. The P pro can
be regarded as a set of points with point-wise features. As a
widely used operator on point sets [10], [11], [14], [46], [47],
the Set Abstraction (SA) operation [16] is K levels stacked
to learn the higher-dimensional intermediate features by
98253
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repeating the hierarchical down-sampling and the neighborhood aggregation.
In the k-th SA operation, the points in the intermediate
point cloud P (pro,k) are set as the aggregation centroids,
which are sampled from the previous points in P (pro,k−1)
by the Furthest-Point-Sampling (FPS) algorithm [16]. For
each aggregation centroids p̃(k) , the features of mk neighbors
within radius rk are grouped into the set N (pro,k) as
n
o
(pro,k)
(pro,k−1)
(k−1)
(k)
Ni
= (p̃j
− p̃i ) fj
,
(12)
(k−1)

where

p̃j

P (pro,k−1) .

(k)

− p̃i

(k−1)

< r (k) and (p̃j

(k)
MLP3

(pro,k−1)

, fj

) ∈

N (pro,k)

An
is applied on each
to transform the features from C (k−1) to C (k) channels as Eq. 13.
A max pooling along the point-axis to aggregate the transformed features to point p̃(k) as
(pro,k)

fi

P (pro,k)

(k)

(pro,k)

(k)

(13)
= Max(MLP3 (Ni
)) ∈ R1×C ,
n
o
(k) (pro,k)
(pro,k)
= (p̃i , fi
) : i = 1, . . . , N
. (14)

We set the multiple group radii in the SA operation for
multi-scale information aggregation [16] in practice, which
concatenates the aggregated features of each scale together.
Step 2: Corner-perspective aggregation. As illustrated
in Fig. 3, we aggregate the intermediate local point cloud
P (pro,k) with the eight corners of the proposal 3D bounding
box, which performs like a (K + 1)-th SA operation. For
details, the proposal bounding box is decoded into eight
corners like (±l/2, ±w/2, ±h/2) in the relative coordinate
system, where (l, w, h) represents the size of the proposal
bounding box. We directly set these eight corners as the
aggregation centroids p̃(K +1) instead of using eight sampled
points by FPS, then also perform the Eq. 12 - 14 for aggregating the features in P (pro,k) to eight corner-perspectives as
h
i
(K +1)
(pro,K +1)
(pro,K +1)
F cor = f1
, . . . , f8
∈ R8×C
. (15)
Note that there are two main differences between the
corner-perspective aggregation and the previous K stacked
SA operations: (1) The eight aggregation centriods in the
corner-perspective aggregation are not sampled from the local
point cloud. So this process cannot be affected when the
points at the eight centroids are missing in the local point
cloud P pro . (2) The eight centroids are fixed patterns as
defined across all the object instances, which is robust to the
various point distributions.
Step 3: Perspective-channel attention. Based on the
observation that the number of points near each corner is
different, the eight corner-perspectives should contribute differently. Inspired by the attention on point cloud voxels [33],
the proposed perspective-channel attention adaptively adjusts
the contributions via re-weighting the sub-features in F cor by
the perspective-wise and channel-wise attentions. As illustrated in Fig. 4, the perspective-channel attention is dynamically generated from F cor according to its internal responses.
For the perspective-wise attention, we first exploit a
max pooling operation along the perspective-axis to obtain
98254

FIGURE 4. Illustration of the perspective-channel attention. Superscript
per and superscript chn represent perspective-axis and channel-axis,
respectively. The × and the σ denote the matrix multiplication and the
sigmoid function, respectively.

the expressive perspective-wise responses E per ∈ R8×1 .
To explore the different contributions of perspectives, two
8
per
fully connected layers with weight parameters W1 ∈ R r ×8
8
per
and W2 ∈ R8× r are utilized to learn the perspective-wise
per
attention A ∈ R8×1 as
per

per

Aper = W2 δ(W1 E per ),

(16)

where δ denotes the ReLU activation function. Similarly,
the channel-wise attention Achn ∈ R1×CK +1 can also be
obtained by another two fully connected layers to strengthen
the important channels as
T

T

Achn = W2chn δ(W1chn E chn ),

(17)

where the expressive channel-wise responses E chn ∈
R1×CK +1 are aggregated by a max pooling operation along
the channel-axis. In practice, the reduction ratio r is set as 1.
(K +1)
The perspective-channel attention matrix A ∈ R8×C
combines the perspective-wise attention Aper and the
channel-wise attention Achn together through a matrix multiplication as
A = σ (Aper × Achn ),

(18)

where the attention values are normalized to [0, 1] by a
sigmoid function σ (·). Thus, the re-weighted feature F cor’ ∈
(K +1)
R8×C
can be obtained by element-wise multiplication
( ) with F cor as
F cor’ = A

F cor ,

(19)

where A enhances the important information across the
perspective-wise and channel-wise dimensions. We then take
the re-weighted eight sub-features summation as the output
of the ACA module as
F aca =

8
X

ficor’ .

(20)

i=1

The final perspective-invariant feature F inv for each
proposal is further embedded from F aca by MLP for channel
transformation, which is set as the input of the foreground
VOLUME 9, 2021
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confidence estimation and the bounding box refinement
regression heads.
In [14], a small number of keypoints are sampled from
the input point cloud by FPS to aggregate the coarse voxel
features for RoI-grid pooling. The object becomes much more
coarse because only a few sampled keypoints fall around the
object. Our method directly learns the accurate point-wise
feature for each point, which naturally provides more details
on the object for detection. Moreover, our ACA module
adaptively aggregates the local point cloud to eight corners
instead of densely arranged grid points [14] or voxels [15]
inside a proposal box. It reasonably follows the fact that the
LiDAR points are only distributed on the surface rather than
the inside of the object.
D. LOSS FUNCTION

The loss Ltotal is composed of the point cloud segmentation loss Lseg , RPN loss Lrpn and detection refinement
loss Lrefine as
Ltotal = α1 Lseg + α2 Lrpn + α3 Lrefine ,

(21)

where α1 , α2 and α3 are empirically set to 4.0, 1.0 and
1.0 to balance each loss term of multi-task learning. The
segmentation loss Lseg is based on the focal loss Lfocal with
default settings [40] as
p

Lseg =

1
∗
N (s >0)

N
X


Lfocal si , s∗i ,

(22)

i

where si and s∗i are the prediction and label of the point pi in
∗
P in , N (s >0) denotes the number of foreground points with
s∗ > 0. The RPN loss Lrpn includes a classification loss
for classifying the anchors into the required categories and
a box regression loss for predicting the residuals between the
anchor and ground truth boxes. The detection refinement loss
Lrefine is also composed of a classification loss for classifying
the 3D proposals and a box regression loss for predicting
the residuals between the proposal and ground truth boxes.
Here we directly adopt the widely used RPN loss function
in [7] and [8] and detection refinement loss function in [14]
and [15].

and Hard), which depend on the size, occlusion level and
truncation of 3D objects. Detection performance is generally
compared following the official KITTI evaluation metric,
the average precision with 40 recall positions on the 3D detection. The training samples are provided with labels, while
the results on the test set must be submitted to the official
test server [19] for evaluation. Since the ground truth for the
test samples is not available, training samples are generally
divided into the train split set (3712) and the val split set
(3769) for training and validation [7], [10], [14], [20].
2) IMPLEMENTATION DETAILS
a: NETWORK SETTINGS

As the default settings of PointPillars [8] in [45], the point
cloud range is set as Pmin = (0.00, −39.68, −3.00) meters
and Pmax = (69.12, 39.68, 1.00) meters due to the FOV
annotations. We follow [10] to devise the PointNet++ network to learn the point-wise semantic features of C sem =
128 channels in P sem . The quantization step d is set as
(0.16, 0.16, 4.00) meters to voxelize the point cloud P sem ,
resulting in a map-view feature M of spatial resolution
(H , W ) as (432, 496).
In the RPN stage, different categories employ different anchor sizes (l, w, h) of (3.90, 1.60, 1.56) meters,
(1.76, 0.6, 1.73) meters, (0.8, 0.6, 1.73) meters for the car,
the cyclist, and the pedestrian, respectively. Each anchor has
two directions in {0◦ , 90◦ }, which means that each location in
the feature map M 0 has six anchors.
For the detection refinement stage, only 1 level SA operation is stacked for the intermediate feature embedding, which
is mentioned in Sec. III-C2. The configuration details are
listed in Tab. 1.
TABLE 1. Configuration details of the RoI pooling and the ACA module.

IV. EXPERIMENT

b: TRAINING

In this section, we describe the experimental settings and
compare our method with state-of-the-art methods on the
widely used KITTI dataset [1]. The comprehensive ablation
study is conducted to validate the effectiveness of each individual module.

Our model is trained from scratch in an end-to-end manner
with the AdamW optimizer [48] and one-cycle policy [49]
with LR 0.01, division factor 10, momentum ranges from
0.95 to 0.85, weight decay 0.01. A batch of 8 random point
cloud samples is trained on 4 GeForce RTX 3090 GPUs
with 80 epochs. To avoid overfitting, we employ four commonly used data augmentation strategies: ground truth sampling [7], random flipping along the X -axis, global scaling
with a random scaling factor in [0.95, 1.05], global rotation around the Z -axis with a random angle in [− π4 , π4 ].
Please refer to the open source toolbox OpenPCDet [45] for
more detailed training configurations since we conduct all
experiments with it.

A. EXPERIMENTAL SETUP
1) DATASET

The KITTI dataset [1] includes 7481 training images/point
clouds and 7518 testing images/point clouds. It annotates
the cars, cyclists and pedestrians in the camera Field of
Vision (FOV) with the 3D bounding boxes. For each category, three difficulty levels are involved (Easy, Moderate
VOLUME 9, 2021

98255

J. Li et al.: P2V-RCNN: Point to Voxel Feature Learning for 3D Object Detection

TABLE 2. Performance comparison with the state-of-the-art methods for
car category on the KITTI test set. The top-2 results are in bold.

TABLE 3. Performance comparison for the categories of cyclist and
pedestrian on the KITTI test set. The top-2 results are in bold.

c: INFERENCE

We first perform the NMS on the RPN proposals with IoU
threshold 0.85 to take the top-100 proposals as the input of
the detection refinement stage. After the refinement of the
top-100 proposals, we ignore the negative detection results
with their classification score lower than the threshold θcls
of 0.3, and remove the redundant boxes by the NMS with IoU
threshold 0.1.
B. MAIN RESULT

Tab. 2 and Tab. 3 compare our method with the most existing
methods on the KITTI test set. For the mainly considered
car category shown in Tab. 2, our method achieves stateof-the-art performance of across the multi-modality methods
and LiDAR only methods. Compared with the point-based
methods like PointRCNN [10], STD [11], Point-GNN [36]
and 3DSSD [13], our method makes performance margins of +1.74% and +2.11% with the strong two-stage
method STD [11] especially on the moderate and hard levels, which benefits from the improvements on the higher
box recall of the map-view RPN and the more robust
perspective-invariant feature learning in the detection refinement stage. Our method also has significant improvements of
+0.53%, +2.96% and +3.69% when compared to the pure
voxel-based two-stage method Part-A2 [15] on three levels,
indicating that our point-wise feature learning exploits more
pose details preserved in the points. Tab. 3 shows that our
method also performs well on the categories of cyclist and
pedestrian. Most methods do not compare the results for the
cyclists and pedestrians due to the less object instances for
stable training and the difficulty of detecting small objects.
As shown in Fig. 5, our method detects objects of the three
classes reasonably well in different scenarios. The results of
our method can be retrieved on the KITTI benchmark [19]
with the submission of ‘‘P2V-RCNN’’.
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FIGURE 5. Qualitative results on KITTI test set. Detected cars, cyclists and
pedestrians with blue, green and yellow boxes, respectively. The point
cloud is segmented as foreground points in red and background points in
grey.

C. ABLATION STUDY

In the ablation study, all models are trained with the same
training settings on the KITTI train split set and evaluated
with 3D AP from 40 recall positions for the car category on
the KITTI val split set following [9], [13], [14], [36]. The best
results are in bold in tables.
1) ANALYSIS OF POINT-TO-VOXEL FEATURE LEARNING

Tab. 4 verifies the effects of three VFE blocks in our pointto-voxel feature learning. Three sets of experiments are conducted to analyze our design choices and show continuous
performance improvements. To exclude the effects of detection refinement stage, we construct all the models in Tab. 4
with the single-stage architecture, and evaluate the 3D AP on
the output of RPN as the performance metric. According to
PointPillars [8], the local VFE with the symmetric function
G of Max(·) works as the baseline, denoted as the model A
in the 1st row. The models B1 and B2 show that the semantic VFE block B sem can significantly improve the 3D AP,
VOLUME 9, 2021
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FIGURE 6. Visualization of point-to-voxel feature learning. The black pixels in the occupancy grid map represent the empty voxels. The
yellow dashed box emphasizes the main differences in the map-view feature map M with different VFE blocks.

which reflects the importance of high-dimensional semantic
features. The effect of the symmetric function G in B sem is
not obvious. As shown in the model C3, the performance
still can be improved when the attention VFE block B att
with appropriate settings is added. Thus, we finally configure three VFE blocks with the settings of the model C3 in our
network.
Fig. 6 shows the map-view feature M in the models A, B2,
and C3 to illustrate how the B sem and B att affect the network
further. The comparison between the 3rd row and the last two
rows in Fig. 6 clearly shows that the noisy background regions
can be suppressed to highlight the regions of objects when the
B sem and B att are added.
VOLUME 9, 2021

2) EFFECT OF DETECTION REFINEMENT STAGE

The effect of the detection refinement stage is further
explored in Tab. 5. The 1st row denotes the best single-stage
model C3 in Tab. 4 while the 2nd row represents our full
model including the detection refinement stage. The significant performance gains of +2.17%, +3.76%, and +4.57%
on three levels indicate that the detection refinement stage
further improves the overall detection performance.
3) ANALYSIS OF COMPONENTS OF ACA MODULE

Tab. 6 shows the effectiveness of the ACA module that can
be decomposed into the corner-perspective aggregation and
perspective-channel attention. As shown in the comparison
98257

J. Li et al.: P2V-RCNN: Point to Voxel Feature Learning for 3D Object Detection

TABLE 4. Performance comparison of single-stage models with different VFE blocks. ‘‘W./W.O.’’ and ‘‘Sym. Func.’’ denote ‘‘With/Without’’ and ‘‘Symmetric
Function’’, respectively.

TABLE 5. Performance comparison of single-stage and two-stage models.

TABLE 6. Effects of individual components of ACA module.

of the 1st and 2nd rows and the comparison of the 3rd and
4th rows, the performance drops a lot when replacing eight
corners with eight random points sampled by FPS for aggregation, which validates that the proposed corner-perspective
aggregation is more robust to capture the full view of an object
in the point cloud scenes. Moreover, compared with treating
each corner and channel equally in the 2nd row, the performance also increases when the aggregated features are
adaptively re-weighted by the perspective-channel attention
in the 4th row. The different distribution of points makes them
contribute differently.
V. CONCLUSION

In this paper, we present a novel 3D object detection network for point clouds with the map-view RPN stage and
point-based detection refinement stage. The proposed pointto-voxel feature learning combines both the point-wise and
voxel-wise features rather than only one of them used in most
of the existing methods. The proposed ACA module improves
the quality of proposal-wise features in the detection refinement stage for perspective-invariant feature learning. Experimental results on the widely used KITTI dataset shows that
our methods outperforms other state-of-the-art methods. The
comprehensive ablation study indicates that each individual
component in our method is effective with significant performance gains. In future work, we will exploit the visual clues
from camera images to extend our method and achieve more
robust performance on the various environmental conditions
in the real world.
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