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For a given positive integer N , we provide conditions on the nonlinear function f which
guarantee that the boundary value problem
y′′ + f (t, y) = 0, 0 < x ≤ r, y(0) = 0, y′(r) = 0,
has N positive solutions. The nonlinear function f is allowed to be singular at y = 0 and
t = 0 but is required to satisfy an integrability condition reminiscent of a condition first
used by S. Taliaferro in 1979 and growth conditions as y increases similar to those assumed
in the nonsingular case by Henderson and Thompson in 2000. Our main results depend on
shooting methods.
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1. Introduction
We begin with nonlinear boundary value problems of the form
y′′ + f (t, y) = 0, 0 < t < 2r, (1)
with Dirichlet boundary conditions
y(0) = 0, y(2r) = 0, (2)
where f (t, y) ≥ 0 and f (t, y) is continuous for y > 0, 0 < t < 2r . We are interested in the singular casewhere f (t, y)→∞
as y→ 0, t → 0+, or t → 2r−. We shall formulate conditions which guarantee the existence of multiple positive solutions,
but our results are not as definitive as we would like. Our goal is to combine two distinct types of results; one type deals
with multiple solutions to nonsingular problems, and the other deals with unique solutions to singular problems.
A flurry of results of the first type, e.g. [1–5] beganwith the paper of Henderson and Thompson [6], where f (t, y) = f (y) is
independent of t with no singularity in y. They used a fixed point theorem of Leggett andWilliams [7] to describe conditions
on f which guarantee the existence of at least three positive solutions. Henderson and Thompson [8] have also used these
methods to prove results on the existence of three positive solutions to certain boundary value problems of order 2n. We
note that these results stem originally from the paper [9] concerned with a problem arising in chemical reactor processes.
For ease of reference, we begin with a statement of the theorem of Henderson and Thompson. Consider the nonlinear
boundary value problem of the form
y′′ + f (y) = 0, 0 ≤ t ≤ 1, (3)
y(0) = 0, y(1) = 0. (4)
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Theorem 1.1. Suppose that 0 < a < b < c/2 and f : R→ [0,∞) is continuous and satisfies
f (y) < 8a for 0 ≤ y ≤ a,
f (y) ≥ 16b for b ≤ y ≤ 2b,
f (y) ≤ 8c for 0 ≤ y ≤ c.
Then the boundary value problem (3) and (4) has three symmetric positive solutions y1, y2, y3 withmax y1(x) < a, y2(1/2) >
a, y2(1/4) < b, y3(1/4) > b, andmax y3(x) < c.
A few comments should be made.
(1) With the hypotheses as stated, then f (0) = 0 is possible and the solution y1 could be trivial, so the word positive was
used here in the sense of nonnegative.
(2) The lower bound (f (y) ≥ 16b) only needs to hold on the interval b ≤ y ≤ 3b/2.
(3) If the underlying interval is 0 < t < 2 or the boundary condition at t = 1 is changed to y′(1) = 0, then the 8 and 16
are replaced by 2 and 4 respectively.
(4) This theorem has been extended and proved using at least 3 different approaches by persons in papers too numerous
to catalog here.
We now shift our attention to the second type of result, in particular to work done on singular problems in [10]. Consider
the second order nonlinear singular boundary value problem of the form
y′′ + φ(t)y−λ = 0, 0 ≤ t ≤ 1, λ > 0, (5)
y(0) = y(1) = 0. (6)
Theorem 1.2. The boundary value problem (5) and (6) has a positive solution if and only if∫ 1
0
t(1− t)φ(t)dt <∞.
In this case the solution is unique.
Wemake some further remarks.
(1) If y(1) = 0 is replaced by y′(1) = 0, the theorem remains true as stated, except that the (1− t) factor is omitted from
the integrability condition.
(2) Note the very special character of the nonlinearity φ(t)y−λ.
The theorem has been extended tomuchmore general nonlinearities f (t, y) in [11–13]. We emphasize that these papers
all required that f (t, y) be decreasing in y for fixed t .
The contrast between these types of results is clear. The results onmultiple solutions identify the cause of themultiplicity
as residing in the tendency of the nonlinear function f (y) to increase; whereas, in the Taliaferro theorem, the function
f (t, y) = φ(t)y−λ decreases in y. We combine these contrasting elements below by requiring that our nonlinear function
f (t, y) be unbounded near y = 0, but exhibit the Henderson–Thompson behavior for larger values of y.
Consider the general problem (1) and (2) in the case that f (t, y) is symmetric in t about t = r . In this case, any solution
of (1) on [0, r]with y(0) = 0, y′(r) = 0 can be reflected across t = r to give a solution of (1) and (2). Thus we shall focus on
the boundary value problem (BVP)
y′′ + f (t, y) = 0, 0 < t ≤ r, (7)
y(0) = 0, y′(r) = 0. (8)
Before attacking the singular problem, it is helpful to discuss nonsingular problems which differ from the ones studied
by Henderson–Thompson in two ways: (1) we allow f (t, y) to depend on t; and (2) we allow f (t, y) to be large, although
not unbounded, near 0.
Until further notice we take r = 1; other values of r > 0 will be considered later. We state a variety of hypotheses on
the nonlinear function f in (7) and (8) which will be needed throughout this work; different subsets of these hypotheses
will be required for different results. We let α, a, b, c,Q denote positive parameters. Shooting methods will be heavily used
and depend critically on continuous dependence of solutions of initial value problems on initial conditions. The Lipschitz
condition in the first hypothesis below permits these methods.
H1(α, c,Q ): f : [0, 1] × [0, α + c] → [0,Q ] is continuous and f (t, y) satisfies a uniform Lipschitz condition in y on
[0, 1]×[0, α+ c], i.e. there exists a constant K > 0 so that |f (t, y2)− f (t, y1)| ≤ K |y2−y1|whenever y1, y2 ∈ [0, α+ c]
H2(α, c): f (t, y) ≤ 2c, 0 ≤ t ≤ 1, α ≤ y ≤ α + c
H ′2(α, c): f (t, y) < 2c, 0 ≤ t ≤ 1, α ≤ y ≤ α + c
H3(b): f (t, y) ≥ 4b, 1/2 ≤ t ≤ 1, b ≤ y ≤ 3b/2
H ′3(b): f (t, y) > 4b, 1/2 ≤ t ≤ 1, b ≤ y ≤ 3b/2
H4(α, c): f : ([0, 1] × [α, α + c]) ∪ ((0, 1] × (0, α))→ [0,∞) is continuous
H5(α, c): There exist arbitrarily small values of η > 0 so that f (t, η) ≥ f (t, y), η ≤ y ≤ c + α and
∫ 1
0 tf (t, η)dt <∞.
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Several of the above hypotheses reflect the Henderson–Thompson hypotheses. The final hypothesis is our version of the
Taliaferro integrability condition combined with a weakened form of the fact that φ(t)y−λ in (5) is decreasing in y. Here is
our theorem for nonsingular problems.
Theorem 1.3. Suppose k ≥ 1 is an integer and 0 < c0 < c0 + α < b1 < 2b1 < c1 < c1 + α < b2 < 2b2 < c2 < · · · <
ck−1 + α < bk < 2bk < ck < ck + α < Q and that f satisfies H1(α, ck,Q ),H2(α, c0),H2(α, cj),H3(bj) for 1 ≤ j ≤ k.
(a) Then the BVP (7) and (8) has 2k distinct positive solutions y1, y2, . . . , y2k. Moreover, yj is increasing on (0, 1] for j =
1, 2, . . . , 2k, and
cj + α < y2j+1(1) < 3bj+1/2 for j = 0, 1, . . . , k− 1;
y2j(1) < cj + α for j = 1, 2, . . . , k;
y2j−1(1/2) < bj < y2j(1/2) for j = 1, 2, . . . , k.
(b) If there exists b0 with 0 < b0 < 2b0 < c0 so that f satisfies H3(b0), then the BVP has an additional positive increasing solution
y0 on (0, 1] so that
y0(1) < c0 + α; y0(1/2) > b0.
It will be seen in the proof of this theorem that the values of y′j(0) strictly increase with j and the solutions are therefore
distinct. But the inequalities of the theorem also guarantee this distinctness. It is easy to see that the even subscripted
solutions in the theorem above form a strictly increasing sequence when evaluated at 1, as do the odd subscripted solutions.
Since y2j(1) < cj + α < y2j+1(1), then y2j(1) is smaller than yi(1) for any i > 2j. Also y2j(1/2) > bj > 2bj − 1 >
2bj−1/2 > y2j−3(1) > y2j−3(1/2) so y2j(1/2) > yi(1/2) for any odd value of i smaller than 2j. Thus all the solutions asserted
in Theorem 1.3 are distinct.
Next we state our theorem for singular problems.
Theorem 1.4. Suppose k ≥ 1 is an integer and 0 < c0 < c0 + α < b1 < 2b1 < c1 < c1 + α < b2 < 2b2 < c2 < · · · <
ck−1 + α < bk < 2bk < ck. Suppose also that f satisfies H ′2(α, c0), H ′2(α, cj),H ′3(bj), for 1 ≤ j ≤ k, and H4(α, ck), H5(α, ck).
Also, suppose there exists an increasing sequence {Qn}, Q1 > ck + α, which approaches∞ such that fn(t, y) ≡ min{f (t, y),Qn}
satisfies H1(α, ck,Qn) for all n.
(a) Then the BVP (7) and (8) has 2k positive solutions y1, y2, . . . , y2k. Moreover yj(x) is increasing on (0, 1] for j = 1, 2, . . . , 2k,
and
cj + α ≤ y2j+1(1) ≤ 3bj+1/2 for j = 0, 1, . . . , k− 1;
y2j(1) < cj + α for j = 1, 2, . . . , k;
y2j−1(1/2) ≤ bj < y2j(1/2) for j = 1, 2, . . . , k.
(b) If there exists b0 with 0 < b0 < 2b0 < c0 so that f satisfies H3(b0), then the BVP has an additional positive, increasing
solution y0 on (0, 1] so that
y0(1) < c0 + α; y0(1/2) ≥ b0.
Although some of the strict inequalities in part (a) of the statement of Theorem 1.3 have changed to weak inequalities in
Theorem 1.4, as before it is straightforward to verify that all these solutions are still distinct.
2. Preliminary results
We use ‖y‖ to denote the sup-norm on 0 ≤ t ≤ 1. By IVP (m), we denote the initial value problem consisting of (7) with
the initial conditions
y(0) = 0, y′(0) = m ≥ 0. (9)
All proofs in this section are modifications of those in [2].
Lemma 2.1. Suppose f : [0, 1] × (−∞,∞) → [0,∞) is continuous, satisfies a uniform Lipschitz condition, and for some
α, a > 0,Q ≥ 2a,
f (t, y) ≤ 2a for every t ∈ [0, 1], y ∈ [α,∞),
f (t, y) ≤ Q for every t ∈ [0, 1], y ∈ [0, α).
(a) If m > M = max{Q/4+8a/3,Q/8+4α}, then there exists a unique xm ∈ (0, 1/4) such that ym(xm) = α and y′m(x) > 8a/3
for x ∈ [0, xm].
(b) For m > M and xm ≤ x ≤ 1
m ≥ y′m(x) ≥ 8a/3− 2a(x− xm) (10)
mx ≥ ym(x) ≥ α + (8a/3)(x− xm)− a(x− xm)2. (11)
(c) Any solution y(x) of BVP satisfies y(1) < α + a.
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Proof. The standard uniqueness theorem for initial value problems guarantees that IVP(m) has a unique solution ym(x)
existing on 0 ≤ t ≤ 1. For t > 0, 0 ≥ y′′m(t) = −f (t, ym(t)) ≥ −Q . Since y′m(0) = m, integrating from 0 to x > 0 gives
m ≥ y′m(x) ≥ m− Qx, (12)
and, since ym(0) = 0, integrating again, gives
mx ≥ ym(x) ≥ mx− Qx2/2.
If m > Q/4 + 8a/3, then y′m(1/4) > 8a/3. If m > Q/8 + 4α, then ym(1/4) > α. Thus there exists a unique xm ∈ (0, 1/4)
such that ym(xm) = α and y′m(xm) > 8a/3.
For part (b), so long as y′m(t) ≥ 0, we have 0 ≥ y′′m(t) = −f (t, ym(t)) ≥ −2a for t ≥ xm. Thus integrating from xm to x > xm
gives
y′m(x)− y′m(xm) ≥ −2a(x− xm),
so
m ≥ y′m(x) ≥ 8a/3− 2a(x− xm), for xm ≤ x ≤ 1.
It follows that y′m > 0 for xm ≤ x ≤ 1 and integrating again from xm to x > xm, we get
ym(x)− ym(xm) ≥ (8a/3)(x− xm)− a(x− xm)2,
so
mx ≥ ym(x) ≥ α + (8a/3)(x− xm)− a(x− xm)2, for xm ≤ x ≤ 1.
For part (c), if y(1) ≤ α then we are done because α < α + a. If y(1) > α then there exists x0 ∈ (0, 1) such that y(x0) = α.
Then y is a solution of y′′ = −f (x, y), x0 ≤ x < 1, y(x0) = α, y′(1) = 0. Note that v(x) = α− a(x2− x20)+ 2a(x− x0) solves
the problem v′′ + 2a = 0, v(x0) = α, v′(1) = 0. Letting u = v − y, we see that u′′(x) = f (x, y(x))− 2a ≤ 0 for x0 ≤ x ≤ 1.
Thus u′(x) ≥ u′(1) = 0 on [x0, 1] and hence u(1) = v(1)−y(1) ≥ u(x0) = 0. Therefore y(1) ≤ v(1) = α+a+a(x20−2x0) <
α + a. 
Lemma 2.2. Suppose α, a,Q > 0 and f satisfies H1(α, a,Q ) and H2(α, a). Then there exist s0, m1 such that 0 ≤ s0 < m1 <
M = max{Q/4+ 8a/3,Q/8+ 4α} and
y′m(1) > 0, ym(1) < a+ α for all m ∈ (s0,m1].
Moreover, there is no solution y(x) of the BVP (7) and (8) for which ‖y‖ ≤ a+ α and y′(0) > s0.
Proof. Extend f to [0, 1]×R by f (t, y) = f (t, a+α), y ≥ a+α and f (t, y) = f (t, 0), y ≤ 0. Thus H1(α, a,Q ) and H2(α, a)
imply 0 ≤ f (t, y) ≤ 2a for all y ∈ [α,∞) and 0 ≤ f (t, y) ≤ Q for all y ∈ (−∞, α). Let
S = {s ≥ 0 : y′s(1) = 0}.
From Lemma 2.1(b), form > M , we have
y′m(1) ≥ 8a/3− 2a(1− xm) > 0;
ym(1) ≥ α + (8a/3)(1− xm)− a(1− xm)2 > α + a.
Thus S is bounded above. Clearly y′0(1) ≤ 0. Since y′s(1) depends continuously on s then there exists s ∈ [0,M1) such that
y′s(1) = 0. Thus S 6= ∅. Let s0 = sup S. Then by continuous dependence
y′s0(1) = 0.
Lemma 2.1(c) implies that ys0(1) < a+ α, so s0 < M since otherwise, ys0(1) > a+ α. The definition of s0 guarantees that
there is no solution y(x) of the BVP (7) and (8) with ‖y‖ ≤ a+ α and y′(0) > s0, and that y′m(1) > 0 form > s0. Continuous
dependence allows us to choosem1 ∈ (s0,M1) so close to s0 that
y′m(1) > 0 and ym(1) < a+ α for allm ∈ (s0,m1].
Since the solutions ym(t), for s0 ≤ m ≤ m1, are nonnegative and bounded above by a + α, they are solutions of (7) for
0 ≤ t ≤ 1 with the original unextended function f . 
Lemma 2.3. Suppose b > α > 0, 3b/2 < Q and f satisfies H1(α, 3b/2 − α,Q ) and H3(b). If ym(x0) = b for 1/2 ≤ x0 < 1,
and y′m(1) ≥ 0, then ym(1) < 3b/2. Moreover, if ym(1/2) = b then y′m(1) < 0.
Proof. Extend f to [0, 1] × R by f (t, y) = f (t, 3b/2) for y ≥ 3b/2 and f (t, y) = f (t, 0) for y ≤ 0. Note that y′m(x0) < 2b
since y′m(x0) ≥ 2b implies (y′′(x0) < 0 by H3(b)) y′m(x) > 2b for 0 ≤ x < x0 and ym(x0) = ym(x0) − ym(0) > 2bx0 ≥ b,
contradicting ym(x0) = b. Let
d = sup{x ∈ [x0, 1] : ym(x) ≤ 3b/2}.
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Then H3(b) implies after integration from x0 to x
y′m(x) < 2b− 4b(x− x0) for x0 ≤ x ≤ d. (13)
Consequently
ym(x)− ym(x0) < 2b(x− x0)− 2b(x− x0)2
and
ym(x) < b+ 2b(x− x0)− 2b(x− x0)2 ≡ g(x).
Since g(x) is strictly increasing on [x0, 1], it follows that
ym(d) < g(d) ≤ g(1) = b+ 2bx0(1− x0) ≤ 3b/2.
Thus d < 1 is impossible by the definition of d. Therefore d = 1 and we conclude ym(1) < 3b/2. Moreover, if x0 = 1/2 then
(13) gives y′m(1) < 0 contradicting y′m(1) ≥ 0. Thus, if ym(1/2) = b then y′m(1) < 0. 
Lemma 2.4. Suppose α, a, c,Q > 0 and a + α < b < α+c2 and f satisfies H1(α, c,Q ),H2(α, a),H2(α, c) and H3(b). Then,
with m1 as in Lemma 2.2, there exist m˜1, m˜2, s˜1 such that m1 ≤ m˜1 < s˜1 < m˜2 and
0 < ym(t) < 3b/2, 0 < t ≤ 1, m˜1 ≤ m ≤ m˜2,
y′m˜2(1) < 0, ym˜2(1/2) ≤ b,
ym(1/2) < b for all m ∈ (m˜1, m˜2),
y′s˜1(1) = 0, ys˜1(1/2) < b.
Proof. Extend f to [0, 1]×R by f (t, y) = f (t, α+ c) for y ≥ α+ c and f (t, y) = f (t, 0) for y ≤ 0. For s > M , Lemma 2.1(b)
(with a replaced by c) implies
ys(1/2) ≥ α + (8c/3)(1/2− xs)− c(1/2− xs)2 > α + 4c/3− c/4 > α + c > b.
Let
S˜ = {s > m1 : ys(1/2) ≥ b}. (14)
Then s > M implies s ∈ S˜. Let m˜2 = inf S˜. From Lemma 2.2, ym1(1/2) < ym1(1) < a+ α < b ≤ ym˜2(1/2). Thus, m˜2 > m1.
Since ys(1/2) depends continuously on s then ym˜2(1/2) = b.
Observe that y′m˜2(1) < 0 by Lemma 2.3. Also, ym(1/2) < b for all m ∈ (m1, m˜2) by the way that m˜2 was chosen. By
Lemma 2.2, y′m1(1) > 0; thus by continuous dependence there exists a largest s˜1 ∈ (m1, m˜2) such that y′s˜1(1) = 0. Clearly
ys˜1(1/2) < b. Moreover, by Lemma 2.3, ys˜1(1) < 3b/2 < c + α. Again, using continuous dependence, we can shrink the
interval (m1, m˜2) to a sufficiently smaller interval (m˜1, m˜2) so that all requirements of the lemma are satisfied. In particular,
y′m˜2(1) < 0 is true for the possibly smaller m˜2 because we chose s˜1 as large as possible. Clearly every ym(t) for m˜1 ≤ m ≤ m˜2
is a solution of (7) with the original unextended f . 
Lemma 2.5. Suppose α,Q > 0 and 0 < b < α+c2 and f satisfies H1(α, c,Q ),H2(α, c), and H3(b). Then there exist m2, s2,m3
such that 0 < m2 < s2 < m3 and
0 < ym(t) < c + α for 0 < t ≤ 1,m2 ≤ m ≤ m3,
ym(1/2) > b for all m > m2 for which ‖ym‖ ≤ c + α,
y′s2(1) = 0, ys2(1) < c + α,
y′m3(1) > 0, ym3(1) < c + α.
Moreover, there is no solution y(x) of the BVP (7) and (8) for which ‖y‖ ≤ c + α and y′(0) > s2.
Proof. Extend f to [0, 1] × R by f (t, y) = f (t, c + α) for y ≥ c + α and f (t, y) = f (t, 0) for y ≤ 0. Let
S = {s ∈ R : ys(1/2) ≤ b} . (15)
Notice that 0 ∈ S and (as in the proof of Lemma 2.4) Lemma 2.1(b) implies that S is bounded above. Let m2 = sup S; then
ym2(1/2) = b by continuous dependence.
Observe that ym(1/2) > b for allm > m2 by the way thatm2 was chosen. Let
T = {s > m2 : y′s(1) = 0}.
Now y′m(1) > 0,m sufficiently large by Lemma 2.1(b). Thus T is bounded above. Since y′m2(1) < 0 (by Lemma 2.3), then
T 6= ∅ by continuous dependence. Let s2 = sup T . Continuous dependence implies that y′s2(1) = 0 and Lemma 2.1(c) gives
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ys2(1) < c + α. The definition of s2 guarantees that there is no solution y(x) of the BVP (7) and (8) with ‖y‖ ≤ c + α and
y′(0) > s2. By continuous dependence, we can choosem3 > s2 so close to s2 that
y′m(1) > 0 and ym(1) < c + α for s2 < m ≤ m3.
Using continuous dependence, we may increasem2, if necessary, in order that
0 < ym(t) < c + α for 0 < t ≤ 1,m2 ≤ m ≤ m3.
Since this solution is nonnegative and bounded above by c + α, it is a solution of (7) for 0 ≤ x ≤ 1 with the original
unextended function f . 
3. Existence for the nonsingular problem
We now prove Theorem 1.3(a) by mathematical induction. Lemma 2.2 (with a = c0) gives usm1 such that 0 < m1 < M
and
y′m1(1) > 0, ym1(1) < c0 + α.
Also, s > m1 and y′s(1) = 0 implies ys(1) > c0 + α.
Applying Lemma 2.4 (with b = b1) we obtain m˜1, m˜2, s˜1 such thatm1 < m˜1 < s˜1 < m˜2 and
0 < ym(t) < 3b1/2, 0 < t ≤ 1, m˜1 ≤ m ≤ m˜2,
y′m˜2(1) < 0, ym˜2(1/2) ≤ b1,
ym(1/2) < b1 for allm ∈ (m˜1, m˜2),
y′s˜1(1) = 0, ys˜1(1/2) < b1.
Applying Lemma 2.5 (with c = c1) we obtainm2, s2,m3 such that 0 < m2 < s2 < m3 and
0 < ym(t) < c1 + α for 0 < t ≤ 1, m2 ≤ m ≤ m3,
ym(1/2) > b1 for allm > m2 for which ‖ym‖ ≤ c1 + α,
y′s2(1) = 0, ys2(1) < c1 + α,
y′m3(1) > 0, ym3(1) < c1 + α.
We now show that m˜2 ≤ m2. Suppose not, then m˜2 > m2 and so, by Lemma 2.5, ym˜2(1/2) > b1 contradicting
ym˜2(1/2) ≤ b1. Thus, m˜2 ≤ m2.
Thus we have 2 positive solutions y1 = ys˜1 , y2 = ys2 to the BVP (7) and (8).
As an inductive hypothesis, suppose we have 0 < m1 < s˜1 < m˜2 ≤ m2 < s2 < m3 < · · · < m˜2k−2 ≤ m2k−2 < s2k−2 <
m2k−1 with
y′j(1) = 0, j = 1, 2, . . . , 2k− 2;
y2j(1) < cj + α < y2j+1(1) for j = 1, 2, . . . , k− 2;
y2j+1(1) ≤ 3bj+1/2 for j = 0, 1, . . . , k− 2;
y2j−1(1/2) < bj < y2j(1/2) for j = 1, 2, . . . , k− 1;
y2k−2(1) < ck−1 + α;
and if s > m2k−1 and y′s(1) = 0, then ys(1) > ck−1 + α.
Applying Lemma 2.4 (with b = bk) we obtain m˜2k, s˜2k−1 such thatm2k−1 < s˜2k−1 < m˜2k and
0 < ym(t) < 3bk/2, 0 < t ≤ 1, m˜2k−1 ≤ m ≤ m˜2k,
y′m˜2k(1) < 0, ym˜2k(1/2) ≤ bk
ym(1/2) < bk for allm ∈ (m˜2k−1, m˜2k),
y′s˜2k−1(1) = 0, ys˜2k−1(1/2) < bk.
Applying Lemma 2.5 (with c = ck) we obtainm2k, s2k,m2k+1 such thatm2k < s2k < m2k+1 and
0 < ym(t) < ck + α for 0 < t ≤ 1, m2k ≤ m ≤ m2k+1,
ym(1/2) > bk for allm > m2k for which ‖ym‖ ≤ ck + α,
y′s2k(1) = 0, ys2k(1) < ck + α,
y′m2k+1(1) > 0, ym2k+1(1) < ck + α.
We finally show that m˜2k ≤ m2k. Suppose not, then m˜2k > m2k and so, by Lemma 2.5, ym˜2k(1/2) > bk contradicting
ym˜2k(1/2) ≤ bk. Thus, m˜2k ≤ m2k.
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With yj = ys˜j for j odd and yj = ysj for j odd, we have 2k positive solutions to Theorem 1.1. Notice that y′sk(0) increases
with k. It is easy to see that all statements of the theorem are satisfied.
For part (b), we apply Lemma 2.5 (with b = b0, c = c0) to obtainm0, s˜0,m1 such that 0 < m0 < s˜0 < m1 and
y′m0(1) < 0, ym0(1/2) = b0,
ym(1/2) > b0 for allm > m0 for which ‖ym‖ ≤ c0 + α,
y′s˜0(1) = 0, ‖ys˜0‖ < c0 + α,
y′m1(1) > 0, ym1(1) < c0 + α
and let y0 = ys0 .
4. Existence for the singular problem
Wemay nowbegin the proof of Theorem1.4.We choose a sequence {Qn} such that, given k as in Theorem1.4,Qn > ck+α
for all n and, as n approaches infinity,Qn also approaches infinity.Wedefine fn(t, y) = min{f (t, y),Qn}.Wewant to construct
solutions of the singular problem corresponding to f (t, y) as a limit of a sequence of solutions yn corresponding to the
approximate problem with fn(t, y). Since strong inequalities may become weak in the limit, we must take precautions to
prevent the merging of solutions. For this purpose we need the following lemma, which follows easily from continuity.
Lemma 4.1. Suppose f (t, y) is continuous on [a, b] × [c ′, d′]. Suppose f (t, y) > q for (t, y) ∈ [a, b] × [c, d] where
[c, d] ⊂ (c ′, d′). Then there exists q′ > q and δ > 0 such that
f (t, y) > q′ for (t, y) ∈ [a, b] × [c − δ, d+ δ].
For each j, 0 ≤ j ≤ k, clearly there exists c ′j with 2bj < c ′j < cj so that f satisfies H2(α, c ′j ). Then, for each j, 1 ≤ j ≤ k,
we apply Lemma 4.1 to get b′j with bj < b
′
j < c
′
j/2 so that f satisfies H3(b
′
j). Now we apply Theorem 1.3 for each n to get a
sequence of solutions uj,n such that
u2j,n(1) < c ′j + α < u2j+1,n(1) ≤ 3b′j+1/2 for j = 1, 2, . . . , k− 1;
u2j−1,n(1/2) < b′j < u2j,n(1/2) for j = 1, 2, . . . , k;
u2k,n(1) < c ′k + α.
Applying Theorem 1.3 for each n, we get a sequence of solutions vj,n such that
v2j,n(1) < cj + α < v2j+1,n(1) ≤ 3bj+1/2 for j = 1, 2, . . . , k− 1;
v2j−1,n(1/2) < bj < v2j,n(1/2) for j = 1, 2, . . . , k;
v2k,n(1) < ck + α.
Define
yj,n =
{
uj,n, j = 2, 4, . . . , 2k
vj,n, j = 1, 3, . . . , 2k− 1
}
.
We use this sequence of solutions {yj,n} to the approximating nonsingular problems to produce the solution yj to the
singular problem in Theorem 1.4.
Lemma 4.2. For each j = 1, 2, . . . , 2k, the sequence {yj,n} is uniformly bounded and equicontinuous on [0, 1].
Proof. Fix j = 1, 2, . . . , 2k. Using H5(α, ck), then given  > 0, there exists η > 0 so that η < /2 and f (t, η) ≥ f (t, y), η ≤
y ≤ α + c . Let tn ∈ (0, 1) so that yj,n(tn) = /2; if no such tn exists, we let tn = 1.
For tn ≤ x ≤ 1, we have
y′j,n(x) =
∫ 1
x
fn(t, yj,n(t))dt ≤
∫ 1
x
f (t, yj,n(t))dt ≤
∫ 1
x
f (t, η)dt ≡ h(x)
and h is integrable on [0, 1] by Fubini’s Theorem:∫ 1
0
h(x)dx =
∫ 1
0
∫ 1
x
f (t, η)dtdx =
∫ 1
0
∫ t
0
f (t, η)dxdt =
∫ 1
0
tf (t, η)dt.
Absolute continuity of the integral then implies the existence of δ > 0 such that |x2− x1| < δ implies
∫ x2
x1
h(x)dx < /2. So
(1) tn ≤ x1 < x2 ≤ 1 implies |yj,n(x2)− yj,n(x1)| =
∫ x2
x1
y′j,n(x)dx ≤
∫ x2
x1
h(x)dx < /2;
(2) 0 ≤ x1 < x2 ≤ tn implies |yj,n(x2)− yj,n(x1)| ≤ /2 by definition of tn;
(3) 0 ≤ x1 ≤ tn < x2 ≤ 1 implies, by the triangle inequality |yj,n(x2)−yj,n(x1)| ≤ |yj,n(x2)−yj,n(tn)|+|yj,n(tn)−yj,n(x1)| <
/2+ /2 = .
Hence {yj,n} is equicontinuous on [0, 1]. The uniform boundedness is trivial since yj,n(x) ≤ cj + α for all n. 
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Lemma 4.3. For each j = 1, 2, . . . , 2k, 1 ≤ j ≤ 2k, given  > 0 there exists constants kj, Kj,
kj ≤ yj,n(t) ≤ Kj,  ≤ t ≤ 1.
Proof. Assume first that j is even. Then by Theorem 1.3, yj,n(t) ≤ yj,n(1) < cj + α for  ≤ t ≤ 1 and for all n. So we may
take Kj = cj + α. Also by Theorem 1.3, yj,n(1/2) > bj for all n. Since yj,n(t) is concave down, yj,n(t) > 2bjt , for 0 < t ≤ 1/2
and therefore yj,n() > 2bj. So we may take kj = 2bj.
If j is odd, a similar consideration allows taking Kj = (3/2)b(j+1)/2 and kj = (c(j−1)/2 + α). 
Lemma 4.4. For each j = 1, 2, . . . , 2k, the sequence {y′j,n} is uniformly bounded and equicontinuous on each compact subset of
(0, 1].
Proof. From Lemma 4.2, we now know that yj,n is uniformly bounded on [0, 1]. So let δ ∈ (0, 1). We need to show that y′j,n
is equicontinuous on [δ, 1]. Using Lemma 4.3, we define
R = max{f (t, y) : δ ≤ t ≤ 1, kj ≤ y ≤ Kj} <∞.
Then for δ ≤ x1 < x2 ≤ 1, |y′j,n(x2) − y′j,n(x1)| ≤
∫ x2
x1
|y′′j,n(t)|dt =
∫ x2
x1
|fn(t, yj,n(t))|dt ≤
∫ x2
x1
f (t, yj,n(t))dt ≤ R(x2 − x1),
giving the equicontinuity. Substituting x2 = 1, x1 = x gives |y′j,n(x)| ≤ R(1− x) ≤ R(1− δ), a uniform bound. 
We now return to the proof of our main theorem. Fix j = 1, 2, . . . , 2k. By Lemma 4.2 and Ascoli’s Theorem, we may
assume, without loss of generality, that {yj,n} converges uniformly on [0, 1]. Define
yj(t) = lim
n→∞ yj,n(t), 0 ≤ t ≤ 1.
Then yj(0) = 0.
We now show that yj satisfies BVP (7) and (8). Fix  ∈ (0, 1/2); then we know
−y′′j,n(t) = fn(t, yj,n(t)), for  < t < 1.
Integrating gives us
y′j,n(x) =
∫ 1
x
fn(t, yj,n(t))dt, for  < x < 1. (16)
By Lemma 4.4 and Ascoli’s Theorem, we may assume, again without loss of generality that {y′j,n} converge uniformly on the
compact interval [1/2, 1]. Define
zj(x) = lim
n→∞ y
′
j,n(x), 1/2 ≤ x ≤ 1.
Then zj(1) = 0. By Lemma 4.3, we have that
kj ≤ yj,n(t) ≤ Kj for all n, for all t ∈ [, 1].
Since f (t, y) is continuous on the compact set [, 1] × [kj, Kj], then there existsM such that |f (t, y)| ≤ M on this compact
set. So, for n sufficiently large, fn(t, yj,n(t)) ≡ f (t, yj,n(t)) for t ∈ [, 1]. Thus, from uniform convergence and (16), for
1/2 ≤ x ≤ 1,
zj(x) = lim
n→∞ y
′
j,n = limn→∞
∫ 1
x
f (t, yj,n(t))dt =
∫ 1
x
f (t, yj(t))dt.
Integrating (16) over the interval [, s], we have
yj,n(s)− yj,n() =
∫ s

∫ 1
x
fn(t, yj,n(t))dtdx.
By Fubini’s Theorem, we interchange the order of integration to get∫ s

∫ 1
x
fn(t, yj,n(t))dtdx =
∫ s

∫ t

fn(t, yj,n(t))dxdt +
∫ 1
s
∫ s

fn(t, yj,n(t))dxdt.
Thus
yj,n(s)− yj,n() =
∫ s

(t − )fn(t, yj,n(t))dt + (s− )
∫ 1
s
fn(t, yj,n(t))dt. (17)
Taking the limit as n approaches infinity in (17), we obtain
yj(s)− yj() =
∫ s

(t − )f (t, yj(t))dt + (s− )
∫ 1
s
f (t, yj(t))dt, (18)
for  < s < 1. By Fubini’s Theorem, we can write (18) as
yj(s)− yj() =
∫ s

∫ 1
x
f (t, yj(t))dtdx.
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Differentiating gives
y′j(s) =
∫ 1
s
f (t, yj(t))dt, for  < s < 1. (19)
Since (19) is true for  ∈ (0, 1/2), it certainly holds for 1/2 ≤ s ≤ 1. Thus, y′j(x) = zj(x) for 1/2 ≤ x ≤ 1 and so
y′j(1) = zj(1) = 0. Differentiating (19), we get
y′′j (s) = −f (s, yj(s)) for  < s < 1.
Since  is arbitrarily small, we have
y′′j (s) = −f (s, yj(s)) for 0 < s < 1;
yj(0) = 0, y′j(1) = 0.
Thus, yj is a solution of (7) and (8).
By the above discussion,
y2j(1) ≤ c ′j + α < cj + α ≤ y2j+1(1) ≤ 3bj+1/2 for j = 1, 2, . . . , k− 1;
y2j−1(1/2) ≤ bj < b′j ≤ y2j(1/2) for j = 2, 3, . . . , k;
y2k(1) ≤ c ′k + α.
This concludes the proof of Theorem 1.4(a). The proof of Theorem 1.4(b) is similar.
5. General intervals
We explore the effects that changing the interval [0, 1] to [0, r] have on the values of 2c fromH2(α, c) and 4b fromH3(b).
Consider the problem
y′′ = −f (t, y), 0 ≤ t ≤ r, (20)
with the boundary conditions
y(0) = 0, y′(r) = 0. (21)
The change of variable t = rx transforms the problem to
d2y
dx2
= −r2f (rx, y), 0 < x ≤ 1,
with boundary conditions y(0) = 0, y′(1) = 0. To apply Theorem 1.3 for the interval [0, 1],H2(α, c) becomes
f (t, y) ≤ 2c/r2, 0 ≤ t ≤ r, α ≤ y ≤ c + α
and H3(b) becomes
f (t, y) ≥ 4b/r2, r/2 ≤ t ≤ r, b ≤ y ≤ 3b/2.
Thus, for example, if r = 1/2, our hypotheses become
f (t, y) ≤ 8c, 0 ≤ t ≤ 1/2, α ≤ y ≤ c + α
f (t, y) ≥ 16b, 1/4 ≤ t ≤ 1/2, b ≤ y ≤ 3b/2,
agreeing with the Henderson–Thompson theorem for the Dirichlet problem.
6. An example
In seeking to discover how the results of Taliaferro [10] and Henderson–Thompson [6] could be combined to determine
when singular boundary value problems have multiple solutions, Ballard, Baxley, and Libbus [14,15] manufactured an
example in which the nonlinear function f (t, y) exhibited both kinds of behavior. Using a computational strategy developed
especially for such an example, they computed 3 solutions to their example problem, but gave nomathematical proof of the
existence of these solutions. Here is their example.
y′′ = −f (t, y),
y(0) = y(1) = 0,
where, for 0 ≤ t ≤ 1,
f (t, y) =

2
√
t(1− t)√
y
, 0 ≤ y ≤ 1,
2
√
(2− y)t(1− t)+ 400(y− 1), 1 < y < 2,
40, 2 ≤ y ≤ 6+ 1/32,
 .
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It is easy to see that f (t, y) satisfies the hypotheses of Theorem 1.4 with α = 1/32, b0 = 1/9, c0 = 1, b1 = 2, c1 = 6.
Theorem 1.4 and the symmetry of f (t, y) about t = 1/2 guarantee the existence of three positive solutions y1, y2, y3 which
are symmetric about t = 1/2, are concave down so that the maximum occurs at 1/2, and satisfy
y1(1/2) < 1, y2(1/2) > 1, y2(1/4) < 2,
y3(1/2) < 6, y3(1/4) > 2.
The computed solutions in [14] give y3(1/2) ≈ 4.873, y1(1/2) ≈ .2500, and y2(1/2) ≈ 1.2746. Also y2(1/4) ≈ .765 and
y3(1/4) ≈ 3.623, in agreement with these inequalities.
7. Concluding remarks
We reflect on some of the shortcomings of our theorem that need to be remedied in the future. An example in [15]
illustrates several deficiencies. It is the problem
y′′ + f (t, y) = 0, 0 < t < 1,
y(0) = 0, y(1) = 0,
where
f (t, y) =

3(1− t)2 + 4t(1− t)+ 4t2
16t3/2(1− t)y , 0 < y ≤ 1,
(2− y)3(1− t)
2 + 4t(1− t)+ 4t2
16t3/2(1− t) + 40(y− 1), 1 < y < 2,
40, 2 ≤ y,
 .
Here f (t, y) is not symmetric about t = 1/2 and has a singularity at t = 0. Our theorem here requires such symmetry. Even
if we considered this problem on the interval (0, 1/2] with the boundary condition y′(1/2) = 0, our theorem would not
apply because of the singularity at t = 0; our theorem only allows such a singularity in the unrealistic case that blowup
at t = 0 only occurs for y < α. Even so, the computational evidence in [15] indicates that this example has three positive
solutions. The challenge is to construct a theoremwhichwould apply to such examples.We alsowish to remove the Lipschitz
condition. Since shooting methods rely heavily on continuous dependence and therefore require a Lipschitz condition, it is
reasonable to look toward other methods for solving boundary value problems. Some other possibilities to approach this
boundary value problem are fixed point theorems, such as Krasnosel’skii or Leggett–Williams, or upper/lower solutions. We
made some effort to attack these questions with the Krasnosel’skii theorem but were not successful.
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