In this paper, we propose a feasibility analysis of periodic hard real-time traffic in packet-switched networks using First Come First Served (FCFS) queuing but no traffic shapers. Our work constitutes a framework that can be adopted for realtime analysis of switched low-cost networks like Ethernet without modification of the standard network components. Our analysis is based on a flexible network and traffic model, e.g., variable-sized frames, arbitrary deadlines and multiple switches. The correctness of our real-time analysis and the tightness of it for network components in single-switch networks are given by theoretical proofs. The performance of the end-to-end real-time analysis is evaluated by simulations. Moreover, our conceptual and experimental comparison studies between our analysis and the commonly used Network Calculus (NC) shows that our analysis can achieve better performance than NC in many cases.
Introduction
Many applications, especially networked embedded real-time applications such as radar applications and control systems, require periodic hard real-time communication, meaning that every frame in the traffic stream should be 100% guaranteed to meet imposed timing requirements. Meanwhile, there is the trend of implementing embedded networks with packet-switched technologies. However, providing guarantees of timely delivery in packet-switched networks is a complicated problem because we must consider the problem of deriving the worst-case delay across multiple hops in the network.
Many approaches for solving this problem rely on adding packet scheduling, e.g., Earliest Deadline First (EDF), and having an admission control mechanism to verify that the specified requirements can be met [1] [2] [3] [4] . However, packet scheduling may result in added cost and modification of the implementation, since many standard packet-switching network components only support FCFS. Consequently, standard components with FCFS queuing have been considered by many researchers. A method for calculating the worst-case packet delay in switched Ethernet with FCFS queuing has been proposed [5] . However, their method can only be applied to a limited range of applications due to assumptions on minimal-sized frames and specific traffic characteristics. Moreover, the correctness of the method has not been formally proven.
A widely accepted analytical technique, Network Calculus (NC), enables an approach for calculating the worst-case delay for FCFS queuing [6] [7] [8] and has been applied on packet-switched networks [9] [10] [11] [12] [13] [14] . However, all these NC-based solutions require modification when applied to a network with standard components such as switched Ethernet, e.g., implementing traffic shapers in the source nodes [12] [13] or supporting priorities to logical real-time channels [15] , which significantly increase the cost and implementation complexity. Tight end-to-end delay bounds for FCFS sink-tree networks have been derived using NC [16] . However, the analysis is not generalized to common network topology. In addition, NC cannot be used directly for periodic traffic, unless the periodic model is transformed into the NC traffic model. Unfortunately, such model transformation will introduce pessimism [17] .
The work in this paper is motivated by (i) the need for cost-effective real-time communication solutions and (ii) the lack of real-time analysis of periodic real-time traffic for FCFS queuing. To that end, we study how to predict the worst-case delay for periodic hard real-time traffic over packet-switched networks with only FCFS queuing.
________
The choice of not modifying network components rises the question of how to handle burstiness and jitter in the analysis. Burstiness is the variance in traffic rate and jitter is the variation of a time metric. While it is possible to model the incoming traffic at the second hop, it is much more difficult to achieve accurate models of the traffic flows after the second hop (in networks with multiple switches) because of the difficulties in predicting aggregated jitter introduced by the previous hops. Hence, we face the challenge of predicting the traffic interference and re-characterizing the traffic arrival pattern in the intermediate network elements.
We have published a preliminary analytical framework for single-switch networks [16] . The current paper extends that work with theoretical proofs and analysis for networks with multiple switches. To that end, we have the following detailed contributions.
• We propose a real-time analysis with a flexible model of the network and its traffic, allowing analysis of networks with multiple switches, variable-sized frames, arbitrary deadlines and switches with different bit-rate ports. In contrast, many existing real-time analyses in the literature are only developed for simple cases, for example, deadline being equal to period [5] , a single-switch network [12] [13], switches with homogeneous bit rate ports [5] [12] [13] [14] [15] or a fixed frame size [5] .
• We show the correctness of our analysis by theoretical proofs. In contrast, the work on FCFS analysis in [5] does not provide any formal correctness proof of the worstcase delay calculations.
• We give theoretical proofs for the tightness of our worstcase delay analysis for network components in singleswitch networks. In contrast, the delay estimations for such components are less tight in the NC analysis [11] [12] [13] [14] .
• We derive the maximum required buffer size. In contrast, some real-time analyses assume limited buffer size, which may lead to inefficient link utilization.
• We have conducted a comparison study between our analysis and NC. Our conceptual comparison shows that our analysis is tight for network components in singleswitched networks, while NC is not for those cases because of the way that the traffic is modeled.
• We have developed a theory for transforming the periodic model into the rate-and-burstiness-constrained model, which has not been proposed before. Such model transformation provides the option of deriving delays for periodic traffic with NC. In this way, a better analytical scheme for any given system with periodic real-time traffic can be chosen. Moreover, we have conducted simulations and a comparison study to evaluate the performance of our approach.
The remainder of the paper is organized as follows. Section 2 introduces the network model and the terminology. The real-time analysis for isolated network elements is presented in Section 3. The real-time analysis for a whole network is reported in Section 4. Section 5 describes a comparison study between our analysis and NC. Section 6 presents the simulation evaluation of our analysis. Finally, Section 7 concludes the paper.
Network model, traffic model, assumptions and relaxations

Network model
We consider a network with Nnode nodes and Nswi switches, which enables the structuring of different network topologies and different configurations, thereby supporting different types of applications. Each node and switch in the network employs FCFS queuing, that is, frames are taken from the queue in the order of arrival.
A physical link is a unidirectional transmission link which accepts network traffic from one network element and transfers network traffic to another network element at a constant bit rate. The bit rate of the physical link originating from source node k is denoted as Rnode k (bits/s) and the bit rate of the physical link originating from the output port p in switch s is denoted as Rswi s,p (bits/s).
Traffic model
A logical real-time channel (with index i), τ i , is a virtual unidirectional connection from the source node, Source i , to the destination node, Dest i . The network maintains Nch multiple simultaneous logical real-time channels. As illustrated in Figure 1 , once a logical channel τ i is established, the route, denoted by Route i , is determined. Route i is a sequence of physical links each originating from a certain output port in a certain switch and can be expressed as a vector of switch/port pairs:
where Nr i indicates the total number of switches on the route, Switch i,k indicates the kth switch on the route and Port i,k indicates the output port in Switch i,k being used. Note that we have chosen to treat the source node link separately from the switch links, because the subsequent real-time analysis is different (as will be shown in Section 3). A periodic logical real-time channel τ i is one which releases messages regularly with a constant interval. It is characterized by the period, Tperiod i , which is the time interval between the message releases, the traffic volume, C i (in bits), which is the maximum amount of traffic including data and protocol header per period, and the endto-end relative deadline, Tdl i , which is the time constraint for τ i specified by the application. For convenience, a periodic logical real-time channel will be called a real-time channel in the rest of the paper.
To determine whether a real-time channel meets its timing requirement, we need to find out whether or not the end-to-end worst-case delay, Te2edelay i , exceeds the deadline. A real-time channel τ i is said to be schedulable if Te2edelay i ≤ Tdl i . A feasible link is a physical link for which the set of real-time channels allocated to it are schedulable and a feasible network system is one for which every link is feasible.
As illustrated in Figure 2 , Te2edelay i , consists of: • Tsdelay i , the worst-case delay at the source node i.
• T i,k , the worst-case delay at each switch/port <Switch i,k , Port i,k >.
• Tnode, the worst case latency for a frame in the head of the queue to leave a source node.
• Tswitch, the worst case latency for a frame in the head of the queue to leave a switch/port.
• Tprop, the propagation delay over a physical link.
Tnode and Tswitch are caused by the non-preemptive transmission, because we cannot interrupt the transmission of frames already being stored in the Network Interface Card (NIC) or being transmitted on a physical link. All timing parameters are expressed in seconds.
Assumptions
• The real-time channels are independent in that there is no shared resources other than the physical links.
• There is no switch processing overhead cost. Neither routing delay, nor error handling delay nor other delays associated with performing switching functions is considered in our analysis. It is, however, easy to add a worst-case constant for such delays in the analysis • The network employs deadlock free routing.
Relaxations
• The deadline for a real-time channel is not related to its period. This means that deadlines may be shorter than periods or longer than periods.
• Real-time channels do not necessarily release their first messages at the same time. In fact, any release pattern can be assumed.
• A message is a sequence of frames, possibly of varying sizes.
• Our analysis supports switches with homogeneous bitrate ports as well as switches with different bit-rate ports.
Real-time Analysis for Isolated Network Elements
Estimation of the worst-case delay at every hop in the route of a real-time channel is of critical importance to estimate the end-to-end worst-case delay over the channel. It can be shown that the delay is caused by the traffic interference among the real-time channels and the FCFS queuing policy [17] . With the knowledge of the periodic model at the source nodes, it is possible to model the incoming traffic at the second hop. However, it is much more difficult to achieve accurate models of the traffic after the second hop because of the difficulties in predicting aggregated jitter introduced by the previous hops.
The different levels of knowledge of the traffic characteristics in the intermediate network elements suggest us to develop three separate analytical schemes (see [17] for an extended argumentation): 1) for a source node, 2) for a switch only receiving RT traffic from source nodes, and 3) for a switch receiving traffic from source nodes as well as other switches. In the following sub-sections, we provide detailed descriptions of how to derive the worst-case delay for these three different cases. The link propagation delays and the delay caused by non-preemptive packet transmission are not included in this analysis. Instead, we will include them in the end-to-end worst-case delay analysis in Section 4.
Case 1: Source node receiving traffic from applications
To analyze the schedulability of a real-time channel τ i , it is important to find the critical instant, the message release pattern of all the real-time channels that leads to the worst-case delay of τ i . If the channel does not miss its deadline in the case of the critical instant, it will not miss the deadline in any other case.
Our analysis strategy for Case 1 is as follows: we first find the critical instant (Lemma 1), and then proceed to analyze the worst-case delay (Theorem 1) and finally derive the maximum required buffer size for the source node (Corollary 1). 
Proof idea of Lemma 1
In Lemma 1, we will prove that the critical instant for an FCFS-scheduled channel set is the synchronous pattern, the scenario in which all real-time channels release their first messages at the same time. The proof is inspired by the strategy used for analyzing EDF scheduling [19] [20] . However, in contrast to EDF, an arriving frame to an FCFS queue will always have to wait for the completion of the transmission of the already-queued frames. Therefore, the queuing delay corresponds to the amount of traffic in the output queue at the arrival time, referred to as queuing population and expressed in bits. Obviously, the worst-case delay corresponds to the maximum queuing population. The goal of Lemma 1 is to prove that, given any message release pattern, the peak value of the queuing population is not higher than caused by the synchronous pattern.
We now introduce some definitions that will be used throughout our analysis.
Definition 1
The cumulative workload, W k (t 1 , t 2 ) (in bits), for a set of real-time channels Γ={τ 1 , τ 2 , .., τ n } originating from source node k is the sum of the traffic volume of messages released by the real-time channels during time
, that is,
where r i is the time instant when τ i releases its first message.
Definition 2
The busy-period is the first interval of continuous link utilization time in the schedule of a synchronous periodic channel set. The length of the synchronous busy-period, BP(Γ), is the length of the synchronous busy-period of the channel set Γ={τ 1 , τ 2 , .., τ n } allocated to one physical link (with link rate R expressed in bit/s), which is calculated by the following iterative computation
Lemma 1.
Assume that FCFS queuing is used to schedule a set of real-time channels Γ={τ 1 , τ 2 , .., τ n } on the physical link originating from the source node k. Then the critical instant for any channel τ i is the synchronous pattern of Γ. Proof. Given any message release pattern, assume that the peak value of the queuing population occurs at time instant t (t ≥0). Obviously, t is in a busy-period. Let t' be the end of the last link idle period before t (0 ≤ t´≤ t), as illustrated in Figure 3 . If the given message release pattern is not the synchronous pattern, t´ must still be the message release time of at least one real-time channel. Without loss of generality, assume that τ 1 releases its first message at t´ and τ i (2≤ i ≤n) releases its first message at t´ + Δr i , (Δr i ≥ 0). If we shift the first message of every other real-time channel for which Δr i >0 to t´ (preserving their periodicity), then the cumulative workload during the time interval [t´, t) will not be decreased. Consequently, the queuing population at any time instant during [t´, t) will not be decreased. Also, the peak value of the queuing population after the shifting will not be less than the previous peak value, and it will occur at or before t.
Since there was no link idle time during the time interval [t´, t), there will be no link idle time during the time interval [t´, t) after the shifting, due to the non-decreased workload.
If we now consider the message release pattern from time t' on, we obtain the synchronous pattern and the worst-case situation (maximum queuing population) occurs during the first link busy period. 
Proof idea of Theorem 1
Lemma 1 suggests studying the synchronous pattern of an FCFS-scheduled channel set in the first busy period. In Theorem 1, we will exploit this to calculate the worst-case delay and prove that the achieved result is tight (the minimum bound without any overestimation). First, we derive the queuing population of source node k expressed as a function of time, QP k (t), by calculating the difference between the cumulative workload arriving before t and the amount of traffic being removed before t. Recall that to find the worst-case delay, we need to find the maximum queuing population. Thus, in the next step, we find max{ QP k (t), t ≥ 0}. Finally, we show that the obtained worstcase delay is also tight.
Theorem 1
Assume that FCFS queuing is used for a set of real-time channels Γ={τ 1 , τ 2 , .., τ n } in the same source node k. If the link utilization In addition, the worst-case delay occurs at the beginning of the busy-period. Proof. According to Lemma 1, the critical instant is the synchronous pattern. Without loss of generality, we therefore assume all real-time channels to release their first messages at time 0. For
, the cumulative workload of messages arriving before t is: 
This shows that the maximum queuing population is:
With the maximum queuing population, the worst-case delay, Tsdelay i , is calculated as:
In order to show that Tsdelay i is the tight worst-case bound without any overestimation, we calculate (using Equation 5) the queuing population at time 0,
We can now see that
which proves that the maximum queuing population does occur, and it occurs at time 0 (the beginning of the first busy-period according to our assumptions). In other words, the tight bound for the worst-case delay is ∑ 
Case 2: Switch only receiving traffic from source nodes
In contrast to the source node case, the worst-case delay at an output port of a switch does not always occur at the beginning of the first busy-period. The reason is that the burstiness of the incoming traffic is limited by the incoming physical link. Nevertheless, the strategy for the worst-case delay analysis is still to first find the critical instant (Lemma 2 and Theorem 2), and then to calculate the worstcase delay and the maximum required buffer size (Algorithm 1).
Proof idea of Lemma 2
Let the second hop be represented by <s, p>, output port p at switch s. In Lemma 2, we will prove that, for the case of the synchronous pattern at the source node, the cumulative traffic from that node to <s, p> is not less than that for any other cases of release patterns.
To that end, we analyze the cumulative traffic volume, Traffic k (t´, t), from a source node k to <s, p> during [t´, t). The cumulative traffic volume is the amount of traffic that has been delivered from a source node to <s, p> during a certain time interval, and it affects the workload at <s, p> which may include traffic from other source nodes as well. It is proven that the cumulative traffic volume under the synchronous pattern is not less than any other message release pattern by considering two cases. Lemma 2 Assume that FCFS queuing is used to schedule a set of real-time channels Γ={τ 1 , τ 2 , .., τ n } on the physical link originating from source node k. Also, assume that the outgoing link from port p of switch s is busy at time instant t and t' is the end of the last link idle period before t (0 ≤ t´ ≤ t). Then, the volume of cumulative traffic from source node k to port p of switch s during [t´, t) under the synchronous pattern (the first messages are released at time t´ at node k) is not less than that under any other release pattern (0 ≤ t´ ≤ t). Proof. Given any message release pattern, without loss of generality, assume that τ 1 releases its first message at t´ and τ i (2≤ i ≤n) releases its first message at t´ + Δr i , (Δr i ≥ 0), as illustrated in Figure 4 . The cumulative workload for the incoming link from node k during [t´, t), W k (t´, t) is derived as:
We will now analyze Traffic k (t´, t) by considering the two cases, illustrated in Figure 5 , where at time instant t the link from k is idle (Case I) and busy (Case II), respectively. Note that the link from node k to switch s may be idle at some time instants when the outgoing link from <s, p> is busy during [t´, t), because there can be traffic from other incoming links. Let t idle represent the accumulated length of all the link idle periods during [t´, t). Case I. The link from node k is idle at time instant t. Hence, the amount of link capacity during [t´, t) is not used 100%, that is,
Also, the link being idle at time instant t indicates that the cumulative workload during [t´, t) has been delivered to the next hop, that is:
(12) Case II. The link from k is busy at time instant t. Note that the link from node k may have one or several idle periods during [t´, t). Thus, we still have:
And the remaining traffic at node k indicates:
If we shift the first message of every other real-time channel for which Δr i >0 to t´ (preserving their periodicity), the workload of the link originating from node k after the shifting, W k (t´, t), will not be decreased, that is: 
According to Equation 15 , the non-decreased workload after the shifting indicates a non-increased length of idle time, that is: 
Proof idea of Theorem 2
Lemma 2 provides us with two useful findings. First, it gives a hint on how the critical instant at <s, p> can be found by studying the synchronous pattern at the source node. Second, the use of multiple cases and sub-cases in the proof highlights the difficulty of deriving a simple analytical expression for the worst-case delay at <s, p>. This indicates a need for an algorithm to calculate it.
In Theorem 2, we will prove that the critical instant at <s, p> is still a consequence of the synchronous pattern at the source nodes by looking at the aggregated incoming traffic from all the source nodes. Our proof idea of Theorem 2 is as follows. First, we partition the channel set into subsets according to their origins and calculate the cumulative traffic volume from each source node to <s, p>. Second, we calculate the queuing population for <s, p> expressed as a function of time, QP s,p (t), by calculating the difference between the aggregated traffic from all the incoming links arriving before t and the amount of traffic being removed before t. Recall that, by finding the maximum queuing population, we also get the worst-case delay. Thus, as the third step, we find the critical instant.
Theorem 2
Assume that FCFS queuing is used to schedule a set of real-time channels Γ={τ i : 1≤ i ≤n}, all of which traverse the same output port p of switch s. Then, the critical instant for any channel τ i at the output port is a direct consequence of the synchronous pattern of Γ at the source nodes. Proof. Assume that channel set Γ can be decomposed into several subsets:
where Γ k includes the real-time channels originating from the same source node k. Given any message release pattern, assume that the peak value of the queuing population in the queue for <s, p> occurs at time instant t (t ≥0). Obviously, t is in a busyperiod. Let t' be the end of the last link idle period before t (0 ≤ t´ ≤ t).
Even if the message release pattern is not the synchronous pattern at the source nodes, t´ must be the message release time of at least one real-time channel. Without loss of generality, assume that τ 1 is one of the channels that releases a message at t´, and that any other channel τ j (2 ≤ j ≤ n) releases a message at t´ + Δr i , (Δr i ≥ 0), as illustrated in Figure 6 . The workload for the outgoing physical link of <s, p> during [t´, t), W s,p (t´, t), is the aggregated traffic from the incoming links, that is:
Hence, the amount of bits that remains to be transmitted at time t, QP s,p (t), is:
Where 
Hence, according to Equations 20, 22 and 23, we have:
Consequently, the queuing population after the shift, QP´s ,p (t), will not be decreased, because: 
Since the outgoing link from <s, p> is not idle during [t´, t) before the shifting, there will be no link idle time during [t´, t) after the shifting. If we now consider the message release pattern from time t´ on, we have obtained the synchronous pattern at the source nodes and the maximum queuing population (the worst case) at the switch port with no link idle period prior to it. This concludes Theorem 2. 
The idea of Algorithm 1
Lemma 2 shows the difficulty of finding a simple analytical expression for calculating the worst-case delay and the maximum buffer size. For this reason, we have developed a utility function (Algorithm 1) to find the maximum value by checking the queuing population at different time instants.
First, the algorithm does not have to calculate the worst-case delay for every real-time channel traversing <s, p>, since the delay is the same for every channel, that is, , , , ,
where Dport s,p is the worst-case delay for the frames through <s, p>. Second, Theorem 2 suggests that the examined interval can be limited to the first busy-period, which reduces the time and memory complexity. Without loss of generality, the start of the busy-period is assumed to be at time instant 0 in Algorithm 1.
Third, making queuing population checks at all possible time instants suffers from intractable computational complexity. In our analysis, checking the queuing population will therefore be event driven (see below for a detailed motivation). We then simulate the transmission over the physical links in Algorithm 1 by keeping track of the amount of incoming traffic after each event. The simulator works as follows. After each event, we transfer a certain amount of bits from each incoming physical link to the output queue in the switch. Meanwhile, if the output queue in the switch is not empty, a certain amount of bits are sent to the outgoing link.
Last, the output of Algorithm 1 is the tight worst-case delay because we do not miss the peak value and we do not overestimate according to the previous discussion.
The idea of event driven checking in Algorithm 1
In Algorithm 1, the queuing population will be checked when 1) a new period of any related logical real-time channel starts or 2) the output queue from any source node becomes empty. Our rationale for this checking strategy is as follows.
According to Equation 21 , the task of checking the queuing population corresponds to checking the value of Traffic k (t´, t). We will now derive the guidelines of how to [ ] { } ; estimate Traffic k (t´, t) by considering the two cases, as illustrated in Figure 5 .
As long as t remains in the same idle period (Case I), the value of Traffic k (t´, t) does not change. Therefore, we only need to keep track of its value at the beginning of this idle period, that is, the time instant when the output queue at the source node becomes empty.
If the link from k is busy at time instant t (Case II), as long as t remains in the same busy period, the value of Traffic k (t´, t) increases monotonically. Therefore, we only need to keep track of its value at the beginning and at the end of this busy period. Note that a busy period is caused by a message release of at least one real-time channel. Thus, we need to recalculate the value of Traffic k (t´, t) when any related real-time channel starts a new period.
The above observations suggest us to check the queuing population only at such time instants at which a new period of any related logical real-time channel starts or at which the output queue from any source node becomes empty. It should be noted that the queuing population of an output queue in the switch is either constant, monotonically increasing or monotonically decreasing between two such adjacent time instants. This guarantees that we do not exclude the peak values of the queuing population. After checking all such critical time points during the first busyperiod of the synchronous release pattern, we consequently get the maximum queuing population.
Case 3: Switches receiving traffic from source nodes as well as other switches
Similar to the analyses for the previous cases, we first find the critical instant and then calculate the maximum queuing population and worst-case delay.
Recall that the difficulties in predicting aggregated jitter leads to a decreased accuracy in the traffic models after the second hop. Without an accurate traffic model, there is no well-established way of computing the tight worst-case delay. However, it is still possible to obtain a guaranteed worst-case delay after the second hop, but at the price of some pessimism in the estimation.
Similar to Case 2 (Lemma 2), the critical instant causing the worst-case delay at the considered hop is the scenario in which the first messages of all the relevant channels (those traversing the considered switch/port) arrive at their previous hops at the same time. Hence, we can deal with the worst-case delay analysis in a similar way as we did for Case 2: we first derive the worst-case delay in the first busy-period and then use a utility function to calculate the queuing population.
Unfortunately, a new problem that does not occur in Case 2 complicates the delay analysis after the second hop. Figure 7 illustrates this issue regarding the delay at <s, p>. Here, τ 1 and τ 2 are the relevant channels, while τ 3 is an interfering channel. τ 1 originates from node 1, traverses port <s', p'>, port <s, p> and finally arrives at node 2. τ 2 is relevant because it also traverses port <s, p>. τ 3 originates from node 1, traverses port <s', p´´> and finally arrives at node 3. Although τ 3 does not traverse port <s, p>, it does interfere with τ 1 at source node 1. Therefore, even at the beginning of the busy period of the outgoing link of port <s, p>, when the messages of τ 1 and τ 2 leave at their previous hops at the same time, not-yet-transmitted frames belonging to τ 1 might remain in the output queue of the previous port <s', p'>, due to interference with frames of τ 3 at node 1 during the previous busy period.
This observation suggests that the delay analysis should also consider the remaining frames in the intermediate switches. Specifically, in order to find the worst-case delay at such a port, we also need to find the upper-bound of the additional delay introduced by such remaining frames in the previous port. For Case 2, it is possible to obtain a tight upper bound of the additional delay because of the exact knowledge of traffic characteristics at the source node. However, for Case 3, we cannot predict for how long time the messages have remained in the buffer since we choose to not use traffic regulators in the switches. This leads to the challenge of predicting the maximum volume of remaining frames. Fortunately, the problem can still be solved utilizing the analysis for the previous hops. To that end, we conceive an idea of reducing the problem to easily solvable cases.
The idea of Algorithm 2
Before we present our algorithm, we use the example in Figure 7 to explain our idea. For example, to analyze the delay at port <s, p>, we need to calculate the maximum population of the remaining frames of each relevant channel at the previous hop if the previous hop is a switch/port (<s´, p´> in this example). To that end, we will assume that the maximum population of the remaining frames at <s´, p´> equals the maximum queuing population at <s´, p´> BS s',p .
By taking the above discussions into account, we can now propose an iterative way to solve the problem. The iterative algorithm is described in Algorithm 2. To calculate the worst-case delay for channel i at its jth switch/port, T i,j , we begin with the calculation at the first switch/port, then proceed to the next hop by taking the remaining frames into account, finally finishing when the delay for the jth switch/port has been calculated. The worst-case delay and buffer size calculation for each switch/port is calculated by Algorithm 3, which is an extension of Algorithm 1, in the sense that we use the similar idea of keeping track of the queuing population during the first busy period but taking the remaining frames at the previous ports into account. However, the worst-case delay calculated by Algorithm 3 may not be tight due to the aggregated jitter (jitter is the variation in arrival periodicity). Note that the iterative idea behind Algorithm 2 implies an essential demand on deadlock free routing, meaning that the network ensures that the route for each logical real-time channel is individually loop free and that the routes for all logical real-time channels do not interact in a way that can create deadlocks.
Real-time analysis for the whole network
With the worst-case delays at isolated network elements, we are able to obtain the end-to-end worst-case delay and carry out a real-time analysis for the whole communication network in the section. Our analysis is developed for networks with multiple switches, which can of course be used for single-switch networks.
The time constraints are guaranteed by the addition of real-time channels. The test is divided into two steps: checking the utilization constraint and the delay constraint.
First we must check the utilization constraint. It is obvious that the utilization for the physical link from any source node k to the switch, UNode k , must be less than or equal to the maximum value, 1:
Likewise, for the physical link from any switch/port pair <s, p >, Uswi s,p , must be less than or equal to the maximum value, 1: 
Furthermore, we need to verify whether or not the worst-case end-to-end delay of each channel does not exceed its deadline, that is, Te2edelay i ≤ Tdl i .
(29) As illustrated in Figure 2 , the end-to-end worst case delay is, ( ) If the above utilization constraint is met for all the physical links and the delay constraint is met for all the logical real-time channels, we accept the real-time channels and guarantee that their deadlines are met.
Relation to Network Calculus
This section relates our analysis method to NC-LH [12] [13], a real-time switched Ethernet solution based on NC. The two approaches are based on the same network architecture (switched Ethernet) and queuing mechanism (FCFS), but use different traffic models and analytical schemes to calculate the worst-case end-to-end delays [16] . We will first describe the delay estimation used in NC-LH, and then introduce a theory for transforming the strictly periodic traffic model used in our analysis into the rate-andburstiness-constrained model used in NC-LH. Using this theory, we will be able to derive the delays for periodic traffic with NC analysis and thereby be able to choose the better analytical scheme for any given system with periodic real-time traffic.
Delay Estimation Using NC
For the convenience of the reader, we use the notations defined in the previous sections as a common framework to explain both analyses.
In the NC-LH analysis, the delay and buffer bounds of a switch/port depend on two parameters: the arrival curve (the incoming traffic at the switch/port) and the service curve (the availability of the switch/port to send that data). These parameters are defined below for single-switch Ethernet networks [12] .
Definition 3
The arrival curve, α k (t), is the accumulated traffic volume from source node k during the time interval
where r k determines an upper-bound to the long term average rate of the traffic flow, b k expresses the maximum burstiness of the outgoing traffic and Tef expresses the time for transferring a full-sized Ethernet frame.
Algorithm 2 Algo_2 (i, j)
Input (i, j) 
where tswitch is the switch-specific parameter describing the maximum delay (without queuing effects) after which the switch starts to transmit a frame once it is received.
For simplicity, tswitch is assumed in our analysis to be zero.
In NC-LH, the worst-case delay of a frame for the output port, p, at the switch, s, Dport s,p , is 
Model Transformation
The traffic models used in our analysis and in NC-LH are different. We will describe the (r, b) model and then develop a theory to transform the periodic model into the (r, b) model.
The traffic model used in the NC analytical scheme satisfies certain constraints on the average rate and burstiness. This model, called the (r, b) model [6] [8] (or T-SPECs model [12] ), is defined as follows.
Definition 5 An arrival curve α k (t) is said to follow the (r, b)
where r k determines an upper bound to the long term average rate of traffic flow and b k expresses the maximum burstiness of the traffic.
While the (r, b) model has a flexibility that allows it to be used to model a large variety of traffic, it cannot be used directly for periodic traffic. This is because the (r, b) model assumes that the long term average rate is bounded, while periodic traffic guarantees that the momentary rate is bounded. Hence, in order to analyze the delay for periodic traffic using NC, we need to transform the periodic model into the (r, b) model. Such a transformation is given in Theorem 3.
Our idea for proving Theorem 3 is as follows. We will first derive the long term average rate and the maximum burstiness for a given set of periodic channels, and then we prove that the resulting traffic flow satisfies the (r, b) model.
___________________________________________
Theorem 3. Assume a set of periodic real-time channels Γ={τ 1 , τ 2 , . ., τ n } transmitting on the physical link from source node k to a switch/port. Then the (r, b) equivalent of the outgoing traffic flow from source node k is calculated as follows:
( )
Proof. The long term average rate, r k can be calculated as:
Following the definition of a periodic real-time channel, we can see that the maximum volume of the traffic released per period by channel τ i is C i . This means that channel τ i has a maximum burstiness of C i . Therefore, the maximum burstiness of the aggregated traffic flow is
It is known that the cumulative outgoing traffic, a k (t), from source node k is less than W k (0, t), the cumulative workload of Γ at source node k during time interval [0, t). In other words,
Given that 
In summary, Theorem 3 demonstrates that traffic released by a given periodic channel set can be transformed into the (r, b) model that is used in NC. Hence, this model transformation enables us to use the delay estimation for a periodic channel set using NC.
Comparison
Our theoretical proof presented in Section 3 shows the tightness of our worst-case delay analysis for network components in a single-switch network. In contrast, the maximum delay and buffer size derived using the NC may not be tight, as has been observed by other researchers [8] . We will make two important comparisons of the analysis methods in the following paragraphs.
• It has been observed that the output traffic of a switch is generally less bursty than the input traffic to it, because the outgoing flow is shaped by the physical link [8] . This observation is crucial for avoiding overestimation of the worst-case delay at the switch ports, and we take advantage of this in our analysis. In contrast, the worst-case delay bound derived by NC is based on the assumption that all input streams may accumulate their burst arrival rates to cause a 'worst case' in which a switch may suffer from simultaneous burstiness arrivals of many real-time flows. This means that NC analysis introduces pessimism in finding delay bounds by iteratively applying output burst bounds hop-by-hop [8] .
• In transforming the periodic model to the (r, b) model, some detailed information about the traffic model will be lost, such as the time instances at which the burstiness occurs. Specifically, by using a transformed NC traffic model to analyze a synchronous periodic channel set, unavoidable pessimism will exist in the calculation of the arrival curve, a k (t)=min(Rnode k ·t + Tef, r k ·t + b k ). In contrast, using our proof in Section 3 for the case of the switch only receiving traffic from source nodes, we are able to use a value of a k (t) that can be less than min(Rnode k ·t + Tef, r k ·t + b k ) because we can detect (using Algorithm 1) that the incoming link to a switch/port may not always be busy. That is, we are able in our analysis to keep track of the exact amount of incoming traffic volume to a switch/port, without any overestimation. Consequently, the maximum delay and buffer size derived by Equations 32 and 34 will be more pessimistic than those derived by our analysis for the case of the switch only receiving traffic from source nodes.
With the transformation, it is now possible to find a better analysis method to use for periodic traffic. For example, if a single-switch network is used, these results indicate that our analysis should be chosen for schedulability analysis. In other cases, it is not clear as to which method is better.
Therefore, simulations can be used to identify which method is better.
Simulation Evaluation
In previous sections, we discussed the pessimism introduced by our analysis and the NC analysis and showed that our analysis does not introduce pessimism in the delay derivation for the single-switch network components. However, it is not clear how much pessimism is introduced by the end-to-end delay aggregation. In this section, we use simulations to measure the pessimism introduced by the real-time analysis.
Performance metric
The most important performance metric needed to detect pessimism is the end-to-end packet delay, which is defined as the time from the time instant at which a packet is ready to be transmitted to the time instant the packet has successfully arrived at the destination.
Definition 6
The predicted worst-case end-to-end packet delay, PD, for a set of accepted real-time channels Γ={τ 1 , τ 2 , .., τ n } in the network is the longest end-to-end packet delay predicted by the real-time analysis, that is, Using the defined performance metrics, we will assess the network scalability and robustness, that is, how well the network can be utilized in different traffic characteristics and network configurations. For example, we will study how the number of real-time channels and tightness of realtime channel deadlines affect the quality of the analysis methods.
Simulation Set-up
Our simulator was built using Matlab. We have conducted both channel level simulations and packet level simulations, as described below.
Network Architecture
We simulate a switched Ethernet network with a number of full-duplex Ethernet switches and a number of end-nodes. The assumptions made are:
• The number of end-nodes ranges from 8 to 32.
• All buffers are large enough, that is, no packet loss occurs because of buffer overflow.
• The link propagation delay is 500 ns per hop, corresponding to a 100-meter link.
• Each switch has a bit rate of 100 Mbits/s on all ports, unless otherwise stated.
• The number of switches is one, unless otherwise stated.
• A tree topology is chosen for simulations of network with multiple switches.
Traffic Generation
We use a traffic generator for hard real-time channels. To that end, we make the following assumptions:
• Each real-time channel has source and destination nodes that are randomly drawn from the set of available nodes assuming a uniform distribution, unless otherwise stated. We make sure that source and destination nodes are not the same.
• Each real-time channel releases messages periodically.
Other parameters of each real-time channel, such as period, deadline and capacity, will be assigned differently for each particular evaluation study.
Admission Control
In our channel level simulations, we first generate a complete set of channels according to the guidelines above.
The generated real-time channels are then checked one by one by an admission controller as to whether or not they can be accepted. The admission control is made using our real-time analyses presented in Section 4.
Packet Transmission
In our packet-level simulations, we study the packet transmissions on the channels that have passed the admission control and observe the end-to-end delay for each individually transmitted packet. To increase the likelihood of detecting the worst-case end-to-end delay, we keep track of the end-to-end delay for each packet for an interval that is 1000 times longer than the longest period among the channels. The time resolution in our simulations are virtual units, and the time resolution corresponds to the model used in our analysis in Section 3, that is, it is eventdriven.
Simulation Evaluation
This section evaluates the performance of our analysis method using the metrics presented in Section 6.1. In all plots presented, every reported value is an average of the observed performance measure, taken over the set of simulation runs that are made for each parameter combination. All the results reported in our evaluations are average values. For each evaluation, we repeat the simulations as many times that a 99% confidence level are obtained for a maximum error within 0.5% of the average values reported.
Effect of Traffic Load on Worst-Case End-to-End Delay
As mentioned in Section 6.1, any pessimism introduced by our real-time analysis will affect the performance. For this reason, we will start our evaluation by determining how the worst-case end-to-end delay is affected by the real-time traffic load (the number of accepted real-time channels). Figure 8 reports the results of a simulation study that was conducted with every logical real-time channel having a period of 6 ms, a message size of 14 920 bytes (10 Ethernet frames) and end-to-end deadlines randomly chosen from the set {3 ms, 15 ms and 30 ms}. In Figure 8 (a), PD and SD are plotted as a function of the number of accepted realtime channels, and the corresponding DOR is plotted in Figure 8(b) .
In Figure 8 , we first observe that the difference between PD and SD increases with the traffic load. For example, for 10 channels, the predicted delay is 9% higher than the real measured delay, for 30 channels the corresponding figure is 15.6%, and for 60 channels the corresponding figure is 18.5%. This behaviour corroborates our expectations in our previous discussion. The reason for this behaviour is that the increased traffic load leads to higher jitter, which results in more pessimism in the delay estimation, as discussed in Section 3.
This evaluation shows us the detailed pessimism at the packet level. In the following studies, we will see how performance is affected on the overall system level.
Effect of Message Sizes on Network Utilization
Our analysis is capable of analyzing varying types of network traffic, for example applications having short messages, applications having large messages or a mix thereof. To that end, we will study how message sizes (pure data, excluding protocol headers) affect the network utilization. Since we study switched Ethernet protocols, we will assume traffic containing short messages (minimum Ethernet frame including 38 bytes of data up to full-sized Ethernet frames including 1492 bytes of data) as well as large messages (up to 10 Ethernet frames). Figure 9 (a) reports the results of simulations that were conducted with 16 nodes, periods randomly chosen from the set {5 ms, 10 ms} and deadlines randomly chosen from the interval [1 ms, 10 ms]. We observe the results obtained when the message sizes are chosen from sets A={7500 bytes} (uniform message size), B={x | 1000 bytes ≤ x ≤ 14 000 bytes} (large variance) and C={x | 5000 bytes ≤ x ≤ 10 000 bytes} (medium variance). The maximum network utilization is slightly higher when message sizes are chosen from set B than for the other cases because the existence of small message sizes in Set B increases the chance for the channels to be feasibly scheduled. Figure 9 (a) also reveals that the variance of the message size of the real-time channels does not have a significant impact on the maximum achievable network utilization.
In many real-time systems, such as in the automation industry, a major fraction of the traffic consists of short messages [21] . We have thus carried out a separate simulation study for short-message traffic, the results of which are reported in Figure 9 (b). The simulations were conducted with 32 nodes, all the channels having a period of 2 ms, and the end-to-end deadlines being randomly chosen from the interval [2 ms, 4 ms]. We observe results when the message sizes are chosen from sets A={x | 38 bytes ≤ x ≤ 1492 bytes} (variable-sized frames), B={38 bytes, 1492 bytes} (50% very short messages) and C={1492 bytes} (full-sized Ethernet frames). Figure 9 (b) shows that the maximum achievable network utilization can be as high as 60% in the case in which there is a large amount of short messages in the system. When the number of real-time channels is low, the network utilization is higher when message sizes are chosen from set C than the other two cases, because the real-time channels in Set C have higher utilization than in the other two sets. Still, the plots show that the maximum achievable network utilization is not significantly affected by the message size.
This study shows that network resources can be used efficiently in many situations with our feasibility analysis, regardless of message size, since the message size does not affect the performance significantly. We will study how other parameters influence the performance.
Effect of Channel Deadline Tightness on Network Utilization
Intuitively, the choice of end-to-end deadlines of real-time channels should have a significant impact on the network utilization. Since our analysis is capable of analyzing traffic with arbitrary deadlines, we will study how the choice of end-to-end deadlines affects network utilization. Figure 10 reports the results of a simulation study that was conducted with 8 nodes, all channels having a period of 5 ms and the message sizes randomly chosen from the interval [1492 bytes, 8000 bytes]. The deadlines are chosen from sets A={x | 1 ms ≤ x ≤ 5 ms} (large variance), B={3 ms} (short deadlines), C={5 ms} (deadline being equal to period) and D={10 ms} (long deadlines). We observe that the lowest network utilization is obtained when deadlines are chosen from set A while the highest utilization occurs when end-to-end deadlines are chosen from set D. This is not surprising since these sets include the shortest and longest end-to-end deadlines, respectively.
One import aspect of the choice of deadlines is how it allows for pipelining of messages, that is, different messages belonging to the same channel can be in the network at the same time. In the case of pipelining, we could expect a higher maximum achievable network utilization. We will now study how the deadline tightness (defined below) of the real-time channels affects the network utilization.
Definition 8
The deadline tightness, Tight i , for a real-time channel τ i is the ratio of the end-to-end deadline to the period of τ i , that is,
Definition 9
The average deadline tightness, AveTight, for a set of real-time channels
Intuitively, the network will be less utilized for smaller values of AveTight because the high demand on meeting the deadlines makes it difficult to accept real-time channels. This behaviour is corroborated by the plot in Figure 11 , which shows the maximum Unet (maximum value achieved during the simulations) as a function of AveTight. The plot shows that Unet increases as the value of AveTight increases, and then stabilizes at a value above 98% as the value of AveTight increases up to 2. The reason is that when the deadlines are long enough, the acceptance of real-time traffic is more constrained by the physical limitations of the Figure 11 also shows that our system can achieve a utilization close to the theoretical (average) upper bound, 100%.
Effect of number of hops on Network Utilization
Considering the fact that our analysis is capable of analyzing networks with multiple switches, we will study how the number of hops affects the network performance. We consider a network with a tree topology where a number of end nodes are connected with slave switches and the slave switches are connected to upper-layer switches or a root switch, shown in Figure 12 . Figure 13(a) reports the results of a simulation study that was conducted for a network where 28 end nodes are connected to four switches and then these four switches are connected to one master switch. Figure 13(a) shows the results when the period is set to 5 ms for all real-time channels, the message sizes are randomly chosen from the interval [1492 bytes, 8000 bytes]. The deadlines are chosen from sets A={2 ms}, B={5 ms}, C={10 ms} and D={20 ms}. We observe that the network utilization is fairly low (2%) when deadlines are chosen from set A because the tight deadlines make it extremely difficult to accept realtime channels. The network utilization is increased while the end-to-end deadlines are increased. However, the network utilization is same for cases when deadline are chosen from set C and from set D. The reason is that, the links between the slave switches and the root switch experience a bottleneck effect under a high real-time traffic load.
To avoid such a bottleneck effect caused by the identical bit rate on all links, we increase the bit rate of the root switch's incoming and outgoing links to 1 Gbits/s (the bit rate of other links is still 100 Mbits/s). The simulation results for such a setup are reported in Figure 13 (b). It can be observed that the maximum value of Unet is slightly increased because of the use of higher bit-rate links to and from the root switch. For example, the maximum value of Unet can reach 75% when the deadlines are chosen from set D under such setup, while it can only reach 50% under the identical bit rate link setup. However, the network utilization still can not reach 100% for cases when deadline are chosen from set C and from set D, because in these cases the acceptance of real-time channels is utilization-constrained by the links between the source nodes and the slave switches.
Moreover, Figure 14 reports the results of a simulation when adding one more layer in the network. The number of nodes is still 28 nodes and they are connected to four slave switches via bit rate of 100 Mbits/s links rate. These four switches are connected to two upper-layer switches via links with 1 Gbits/s rate. The links to and from the root switch has bit rate of 10 Gbits/s. The period is set to 5 ms for all real-time channels, the message sizes are randomly chosen from the interval [1492 bytes, 8000 bytes]. The deadlines are chosen from sets A={2 ms}, B={5 ms} and C={10 ms}. It can be seen that the network utilization is not dramatically decreased because of the increasement of the number of hops. For example, the maximum achievable network utilization can be as high as 60% when the deadlines are chosen from set C.
Two conclusions can be drawn from the above simulations. First, resources can still be effectively utilized for networks with multiple switches with our real-time analysis. Second, in a network with multiple switches, the network performance is not only affected by the pessimism in the real-time analysis, but also the choice of link bit rates.
Effect of Analysis Method on Network Utilization
Our conceptual comparison in Section 5 revealed that the worst-case delay for the individual components in a singleswitch network derived by our analysis is tight. However, for the end-to-end delay, we showed that neither our analysis nor the NC analysis produces tight estimates. For this reason, we have conducted simulations to compare the efficiency of our analysis with the NC analysis for an Ethernet network with a single switch (NC-LH).
Recall that, in order to compare two real-time analysis schemes, we choose to measure the allowed amount of HRT traffic in the network under the condition of guaranteeing the worst-case delays for all real-time channels. A higher degree of allowed real-time traffic would then indicate less overestimation in the worst-case delay analysis. Hence, in our experimental comparison study, we observe the network utilization as a function of total number of requested real-time channels. Figure 15(a) reports the results of a simulation study that was conducted for a system with 8 nodes, with all channels having a period of 5 ms, a message size of 2000 bytes (small message sizes) and end-to-end deadlines that are randomly chosen from the interval [1 ms, 10 ms]. It can be observed that, for light traffic loads, the network utilization steadily increases with the traffic load. However, at a certain load, the network utilization saturates because it becomes increasingly difficult to accept new channels. The plots indicate that NC-LH saturates with a network utilization of approximately 12%. In contrast, our analysis method results in a significantly higher utilization. For this particular simulation set-up, our analysis can achieve a network utilization of 37% (three times as much as that achieved using NC-LH).
If we increase the message sizes for all the logical real-time channels to 8000 bytes, we obtain the results plotted in Figure 15 (b). For this simulation set-up, we notice an interesting phenomenon: while our analysis maintains its performance, the achievable network utilization for NC-LH increases to 25% (twice as high than in the previous study).
In each of the first two simulations, all channels have the same message sizes. For the third simulation set-up, the message sizes are randomly chosen from the interval [2000 bytes, 8000 bytes]. The results of this simulation are plotted in Figure 15 (c). Here, it is shown that our feasibility analysis still maintains its performance, while NC-LH achieves a network utilization of 17%.
It can be observed from the plots in Figure 15 that our analysis consistently achieves higher utilization than the NC-LH analysis for the case of network saturation; for example, our analysis can achieve a network utilization that is three times higher as that achieved for NC-LH. This behavior can be explained by the way the aggregated outgoing traffic from the source node is modeled by the two different analytical methods. By considering the fact that the output traffic is shaped by the physical link, our analysis is able to produce less pessimistic delay estimates. In contrast, NC-LH uses a model in which the burstiness of the resulting outgoing traffic is the sum of the burstiness of individual channels. This in turn leads to overly pessimistic worst-case delay estimations in the NC-LH analysis, and the pessimism is dramatically high when the network traffic load reaches the saturation point. Hence, our analysis produces tighter estimates for the worst-case delay.
Furthermore, we observe that the performance gap between the two methods is significantly narrowed for large message sizes. However, the plots reveal that the performance of our analysis does not significantly change, but maintains a maximum achievable network utilization of 35%-40% in all studies. Instead, the performance of NC-LH is significantly affected by the message sizes. This behaviour is implied by Equation 32 and Equation 33 in the following sense: short messages allow for a higher number of real-time channels to be allocated to the outgoing links, and thus there are more evenly distributed real-time channels on all physical links. An even traffic distribution in turn leads to a small value of g max (Equation 33), and a small value of g max gives a high worst-case delay (Equation 32).
In this section, we evaluated the performance of our realtime analysis by conducting simulations. To that end, we measured the pessimism of our analysis and how traffic characteristics, network characteristics and analytical schemes affect the performance. The following conclusions can be drawn from our study. First, our simulations indicate that our end-to-end real-time analysis introduces pessimism in the order of 10% over-estimation of the delay. Second, for our analysis, deadline tightness has a significant impact on the network utilization, while variances of message sizes does not affects network utilization very much. Third, it is shown that our analysis offers higher network utilization than NC when the network is highly loaded, which indicates that our analysis gives a tighter end-to-end delay estimation. Fourth, our analysis is effective for networks with multiple-switches.
Conclusion
In this paper, we contribute with the real-time analysis for periodic hard real-time traffic in packet-switched networks only utilizing FCFS queuing. Our results can be used in many real-time applications, such as radar applications and control systems. The correctness of our analysis is given by strict proofs. For components in single-switch networks, we derive the tight worst-case delay, which has not been achieved by the other related works. Moreover, our realtime analysis is flexible and practicable, since it supports networks with multiple switches, variable-sized frames, and switches with different bit-rate ports.
Although the worst-case delay is accurately estimated in our analysis locally at a source node and at the first switch port, the global worst-case delay aggregation can lead to pessimism, even for networks with a single switch. The reason is that the tightness of the end-to-end worst-case delay estimation relies on the co-appearance of the worstcase scenario at the source node and the switch port. Unfortunately, the channel sets at a source node and at a switch port are usually not the same. Hence, the worst-case scenario at the source node and that at the switch may not necessarily co-appear. For networks with multiple switches, it is difficult to avoid overestimation due to the accumulated jitter.
Being aware of this fact, we have conducted simulations to measure the efficiency of our real-time analysis and then quantify the pessimism that has been introduced.
Moreover, we demonstrated the conceptual similarities and differences between our analyses and Network Calculus (NC). We then carried out a set of experiments to evaluate our analysis and compared the performance with methods based on NC. The conclusions from our simulation and comparison study show that our analysis gives tighter estimations than NC in the majority of the cases.
