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FUN WITH FOURIER SERIES
ROBERT BAILLIE
Abstract. By using computers to do experimental manipulations on Fourier series, we construct
additional series with interesting properties. For example, we construct several series whose sums
remain unchanged when the nth term is multiplied by sin(n)/n. One series with this property is
this classic series for \pi /4:
\pi 
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Another example is
\infty \sum 
n=1
sin(n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
.
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2 ROBERT BAILLIE
1. Introduction
Mathematics should be fun. Mathematics can be be fun!
One of the fun things in mathematics is discovering new things. It’s even fun to discover a new fact
if the only person to whom it’s new is the person who discovered it. One way to make discoveries
in mathematics is simply to try things out to see what happens. For example, consider any of the
many infinite series for \pi . What happens if you square each term in the series? What do you get
- just some random number, or a new expression that involves \pi or other constants?
Computers remove the drudgery from doing arithmetic. With little effort, we can add up millions
of terms of an infinite series. Furthermore, modern computer algebra systems make it possible to
graph, simplify, and manipulate very complicated algebraic expressions. This allows us to answer
exploratory “What if?” questions quickly and with little chance of human error. The practice of
exploring mathematics and trying new things using computers even has a name: Experimental
Mathematics.
In this paper, we will use computers to experiment with Fourier series. This leads to some surprising
variations on standard formulas for \pi .
The reader may wish to glance at Section 15 to see some of the formulas we will prove.
The author has always thought that Fourier series were pretty amazing. For example, they provide
an easy way to prove surprising facts like
1
12
+
1
22
+
1
32
+
1
42
+
1
52
+ \cdot \cdot \cdot = \pi 
2
6
.
(The function (3x2  - 6\pi x+ 2\pi 2)/12 for 0 \leq x \leq 2\pi has the Fourier series
\infty \sum 
n=1
cos(nx)
n2
.
Substituting x = 0 gives the above series for \pi 2/6.)
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Figure 1. Square wave (solid), first term (dashed), and sum of 5 terms (dotted)
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Not only that, but it is also surprising that a “square wave”, which is horizontal for the uncountable
number of x values in an entire interval, can be produced by adding only a countable number of
sine functions, each of which is curved. Here is the equation for a square wave:
4
\pi 
\infty \sum 
n=1
sin((2n - 1)x)
2n - 1 =
\left\{     
 - 1 if  - \pi < x < 0,
0 if x = 0,
1 if 0 < x < \pi .
This is Example 1 on p. 497 of Kaplan’s book, [6]. Figure 1 shows the square wave, together with
the first term of its series (dashed) and the sum of the first 5 terms (dotted).
We will find that a number of infinite series have the amusing property that the nth term can
be multiplied by sin(n)/n without changing the sum. One series with this property is the classic
Gregory-Leibniz series [8]. We will prove that
\pi 
4
= 1 - 1
3
+
1
5
 - 1
7
. . . = 1 \cdot sin(1)
1
 - 1
3
\cdot sin(3)
3
+
1
5
\cdot sin(5)
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7
\cdot sin(7)
7
. . . .
Another such series is
\infty \sum 
n=1
sin(n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
. (1.1)
The reader may wonder how Equation (1.1) is even possible.
The first few values of sin(n)/n are the dots on the graph in Figure 2.
1 2 3 4 5 6 7 8 9 10 11 12
-0.2
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0.8
1.0
Figure 2. sin(x)/x for 0 < x \leq 12 with a dot at each sin(n)/n
The first few values of sin(n)/n and (sin(n)/n)2 are compared in Table 1.
Every sin(n)/n is between  - 1 and +1, so when we square it, we get a number that is positive,
but closer to zero (i.e., tinier). All terms in the sum of (sin(n)/n)2 are positive, but each term is
tinier than the corresponding term in the sum of sin(n)/n. So, Equation (1.1) works because the
cancellation in the sum on the left of is exactly balanced out by the fact that the terms on the
right are all positive, but are tinier.
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n sin(n) sin(n)/n (sin(n)/n)2
1 0.84147 0.84147 .70807
2 0.90930 0.45465 .20671
3 0.14112 0.04704 .00221
4  - 0.75680  - 0.18920 .03580
5  - 0.95892  - 0.19178 .03678
6  - 0.27942  - 0.04657 .00217
7 0.65699 0.09386 .00881
8 0.98936 0.12367 .01529
9 0.41212 0.04579 .00210
10  - 0.54402  - 0.05440 .00296
Table 1. sin(n), sin(n)/n, and (sin(n)/n)2
We even find a series where we can multiply the nth term by sin(n)/n, (sin(n)/n)2, and (sin(n)/n)3,
and all four series have the same sum! See Equation (9.5).
Sometimes we will need to work backwards from the Fourier series of an unknown function, to
express that function in terms of polynomials. This takes some trial and error and detective work,
as we shall see in Section 10.
Most of the results in this paper were first found by doing computer experiments. The author
used the Mathematica computer algebra system to try out variations of known series just to see
what would happen, to plot complicated functions, and to do the integrations needed to calculate
coefficients of Fourier series. Often, Mathematica output would make it clear that a conjectured
equality was false. This meant that no time had to be wasted trying to prove things that weren’t
true.
Our goal is not to prove lots of theorems. Instead, the goal is to show how we can use computers
to help us discover and prove some interesting results. The results we obtain illustrate some of the
“low-hanging fruit” that can be discovered without using advanced mathematics. It is hoped that
the reader will find these results interesting, and will be inspired to do computer experiments of
their own.
The graphs in this paper were made with version 8 of Mathematica. Although versions 8 and 9
produce graphs that look the same on the screen and on paper, the graphics files created by version
9 are often 20 times larger. (In version 10.3, the graphics files are even smaller than in version 8,
but the curve in the graph is thicker, and so obscures some of the fine details of the graph.) Figure
3 on page 10 was created with code like the following:
sinNxOverN = Plot[Sum[Sin[n x]/n, {n, 1, 100}], {x, -2Pi, 2Pi}, PlotRange -> 2]
Export["C:\\MATH\\sinNxOverN.pdf", sinNxOverN]
For consistency, all other Mathematica calculations were also done with version 8, although the
results should be the same in later versions.
It is straightforward, but it can be tedious, to compute the coefficients of Fourier series for some of
the functions in this paper. So, in many cases, we display the Mathematica code to compute the
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coeffients. This allows the reader to verify and replicate the results, something that is important
in science and mathematics.
If you don’t have Mathematica. Even if the reader does not have access to Mathematica, it
is still possible to use Mathematica to verify at least some of the results. For example, consider
Equation (4.7). The second integral in that equation is\int 2\pi  - 1
1
\pi  - x
2
sin(nx) dx .
Here is the Mathematica code to do this calculation and simplify the result:
i2tmp = Integrate[Sin[n x] * (Pi - x)/2, {x, 1, 2 Pi - 1}]
i2 = Simplify[i2tmp, Assumptions -> Element[n, Integers]]
The Wolfram Alpha website http://www.wolframalpha.com can compute the integral. Just copy
Integrate[Sin[n x] * (Pi - x)/2, {x, 1, 2 Pi - 1}]
and paste it into that webpage. The result of the integration will be displayed:
cos(\pi n)(sin(n - \pi n) + (\pi  - 1)n cos(n - \pi n))
n2
.
However, Wolfram Alpha is unable within the alloted time to do the simplification specified in the
second line of code (i2 = ...), which would give
(\pi  - 1)n cos(n) + sin(n)
n2
.
So, without access to Mathematica, the reader will have to do more of the work by hand.
What’s new in this version. This version of the paper is similar to the previous version, but
with several added items and a correction. The Mathematica code that gives Equation (12.6) was
corrected (exponent was changed from 3 to 2).
Section 3 is new in this version. The end of Section 4 (page 17) has a new discussion about other
series where the sum of the terms equals the sum of the squares of the terms, and generalizations
thereof.
Some additional examples, Equations (13.1) - (13.6), were added to the end of Section 13.
Finally, Section 14 is new. This section contains a Mathematica package that makes it easy to
compute Fourier series for many types of functions. You can enter a function like x2  - x, and
Mathematica will compute expressions for the coefficients of cos(nx) and sin(nx) in the Fourier
series for your function. Mathematica also draws graphs of your function and the sum of terms in
the Fourier series. The package also accepts piecewise continuous functions like that in Equation
(4.6), as well as functions specified by (x, y) pairs at endpoints, corners, or jump discontinuities.
2. Preliminaries and Prerequisites
The most advanced prerequisite needed here is a basic knowledge of Fourier series. Chapter 7 of
Kaplan’s Advanced Calculus [6] is sufficient.
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We will use the following facts from analytic geometry: suppose we have two points (x1, y1) and
(x2, y2), with x1 \not = x2. Then the equation of the line between these points is given by y = mx+ b,
where
m =
y2  - y1
x2  - x1 (2.1)
and
b = y1  - mx1 . (2.2)
m is the slope of the line. b is the y-intercept, that is, the y value where the line intersects the y
axis.
We will be working with functions that are “piecewise very smooth” [6, page 496]. This means
they are piecewise continuous, have at most a finite number of jump discontinuities over a relevant
interval (say, [ - \pi , \pi ]), and the “pieces” have continuous first and second derivatives. Almost all of
the functions we’ll be working with are periodic.
Such functions F (x) have the Fourier series representation
F (x) \approx a0
2
+
\infty \sum 
n=1
an cos(nx) + bn sin(nx) .
(an and bn are computed as shown below). We used “\approx ” instead of “=” for the following reason:
for those x where F (x) is continuous, both sides are equal. But for a value of x where F (x) has
a jump discontinuity, say, from y = y0 to y = y1, the expression on the right converges to the
midpoint of the y values, namely, (y0 + y1)/2.
The Fourier coefficients an, for n \geq 0, and bn, for n \geq 1, can be computed as follows. If f(x) is
periodic from x =  - \pi to x = \pi , then
an =
1
\pi 
\int \pi 
 - \pi 
F (x) cos(nx) dx (2.3)
and
bn =
1
\pi 
\int \pi 
 - \pi 
F (x) sin(nx) dx . (2.4)
If the function is periodic from 0 to 2\pi instead of from  - \pi to \pi , then in equations (2.3) and (2.4),
we integrate from 0 to 2\pi instead of from  - \pi to \pi .
In many of our examples, instead of functions periodic over [ - \pi , \pi ], we will work with odd functions
over [0, \pi ]. An odd function is a function F such that F ( - x) =  - F (x). (For example, x and sin(x)
are odd). By extending the function to negative x values with F ( - x) =  - F (x), the resulting
function has period 2\pi . In this case, the an are all 0, and only the bn need to be computed. The
resulting series is called the “Fourier sine series”. The bn can be computed from
bn =
2
\pi 
\int \pi 
0
F (x) sin(nx) dx . (2.5)
Note that we integrate over half the period, then multiply by 2.
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Sometimes, we will work with functions that have period different from 2\pi . In general, if the
period is p, then equations (2.3) and (2.4) become
an =
1
L
\int L
 - L
F (x) cos(n \cdot 2\pi 
p
\cdot x) dx (2.6)
and
bn =
1
L
\int L
 - L
F (x) sin(n \cdot 2\pi 
p
\cdot x) dx . (2.7)
where L = p/2. If F (x) is odd, then the Fourier sine coefficients are computed from
bn =
2
L
\int L
0
F (x) sin(n \cdot 2\pi 
p
\cdot x) dx . (2.8)
These topics are covered in standard introductions to Fourier series, such as Tolstov’s book [13],
or chapter 7 of Kaplan’s textbook [6].
For many of the series we’ll be working with, the absolute value of the nth term will be at most
1/n2, so the series are absolutely convergent. This means we can rearrange the order of the terms
of the series any way we wish, and the sum will remain unchanged.
We will also rearrange series using the basic fact that, if
\infty \sum 
n=1
an = A
and \infty \sum 
n=1
bn = B
then \infty \sum 
n=1
(an + bn) = A+B .
All Fourier coefficients we’ll encounter can be computed by integrating products of polynomials
and trig functions, using the techniques of elementary calculus.
When we graph a Fourier series, we will usually plot the sum of the first 100 terms.
We will also use Parseval’s equation [6, page 519], which says that, if
F (x) \approx a0
2
+
\infty \sum 
n=1
an cos(nx) + bn sin(nx)
is the Fourier series for F (x) over [ - \pi , \pi ], then
1
\pi 
\int \pi 
 - \pi 
F (x)2 dx =
a20
2
+
\infty \sum 
n=1
(a2n + b
2
n) . (2.9)
The sinc function is defined as sinc(0) = 1, and sinc(x) = sin(x)/x if x \not = 0. This makes sinc a
continuous function, because sin(x)/x approaches 1 as x approaches 0. See Figure 2 on page 3 for
a plot of sinc(x) for x \geq 0. Many of the equations in this paper could be written a little more
8 ROBERT BAILLIE
concisely using sinc(x) instead of sin(x)/x. However, the author made the arbitrary choice to use
sin(x)/x instead. Some properties of the sinc function are listed in [14].
3. Weird Non-cancellation in a Conditionally-Convergent Series
The equations in this section aren’t needed for the rest of the paper. However, they present an
amusing example of what can happen with a seemingly simple operation like cancelling +1/n and
 - 2/(2n) in a conditionally-convergent series.
We will prove that
ln(2)
2
=
1
1
 - 2
2
+
1
3
+
1
5
 - 2
6
+
1
7
+
1
9
 - 2
10
+
1
11
+
1
13
 - 2
14
+
1
15
+
1
17
 - 2
18
+ . . . . (3.1)
Notice that, for every term of the form 1/n, there is a corresponding term  - 2/(2n) later on. Thus,
everything on the right appears to cancel out, producing a sum equal to 0.
What’s really going on is that the terms +1/n and  - 2/(2n) become arbitrarily far apart, so the
cancellation is not necessarily a valid operation (and in this case, it is not valid). If the terms did
not become arbitrarily far apart, then Theorem 12-14 of [1, p. 357] would apply; this would allow
us to legitimately combine each (+1/n and  - 2/(2n)) pair.
Proof of Equation (3.1):
Begin with the Fourier series expansion (see Equation 14.1 on page 93 of [13])
 - ln
\bigm| \bigm| \bigm| 2 sin\Bigl( x
2
\Bigr) \bigm| \bigm| \bigm| = \infty \sum 
n=1
cosnx
n
, (3.2)
which is valid if x is not a multiple of 2\pi . It can also be obtained by the standard methods for
calculating Fourier series.
Replace x with \pi  - 2x throughout this equation. We get
 - ln
\bigm| \bigm| \bigm| \bigm| 2 sin\biggl( \pi  - 2x2
\biggr) \bigm| \bigm| \bigm| \bigm| = \infty \sum 
n=1
cosn(\pi  - 2x)
n
.
This replacement is valid if \pi  - 2x is not a multiple of 2\pi . Simplify this using standard identities,
including sin(\pi /2 - x) = cos(x) and
cos(n\pi  - 2nx) = cos(n\pi ) cos(2nx) + sin(n\pi ) sin(2nx) = ( - 1)n cos(2nx) = ( - 1)n(1 - 2 sin2(nx)) .
We then have
 - ln | 2 cos(x)| =
\infty \sum 
n=1
( - 1)n(1 - 2 sin2 nx)
n
=
\infty \sum 
n=1
( - 1)n
n
+ 2
\infty \sum 
n=1
( - 1)n+1 sin
2 nx
n
(3.3)
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Substitute x = \pi /4 into equation (3.3). 2 cos(\pi /4) =
\surd 
2, so the left side is  - ln(2)/2. The first
sum on the right side is  - ln(2). Adding ln(2) to both sides, we get
ln(2)
2
= 2
\infty \sum 
n=1
( - 1)n+1 sin
2 nx
n
. (3.4)
For n = 1, 2, 3, and 4, the values of sin2(n\pi /4) are 1/2, 1, 1/2, and 0, and this cycle repeats for
n > 4. The first 12 fractions in the sum on the right side of (3.4) are
1
2
,  - 1
2
,
1
6
,  - 0
4
,
1
10
,  - 1
6
,
1
14
,  - 0
8
,
1
18
,  - 1
10
,
1
22
,  - 0
12
, . . . .
Multiplying by the 2 in front of the sum, the right side of (3.4) is
1
1
 - 2
2
+
1
3
 - 0
4
+
1
5
 - 2
6
+
1
7
 - 0
8
+
1
9
 - 2
10
+
1
11
 - 0
12
. . . ,
which proves Equation (3.1).
4. Some Interesting Series and Formulas for \pi 
In the 1970’s, while doing calculations on a computer, the author noticed that
1000000\sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
\approx \pi  - 1
2
.
This was surprising, because the author knew from standard textbooks that
\infty \sum 
n=1
sin(n)
n
=
\pi  - 1
2
.
This observation eventually led to our first Theorem.
Theorem 1. \infty \sum 
n=1
sin(n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
=
\pi  - 1
2
. (4.1)
Also,
\infty \sum 
n=1
sin2(n)
n4
=
(\pi  - 1)2
6
. (4.2)
We will actually prove this more general version of Equation (4.1):
\infty \sum 
n=1
sin(nx)
n
=
\pi  - x
2
for 0 < x < 2\pi , (4.3)
\infty \sum 
n=1
sin(nx)
n
\cdot sin(n)
n
=
\pi  - x
2
for 1 \leq x \leq 2\pi  - 1. (4.4)
If we substitute x = 1 into Equations (4.3) and (4.4), we get Equation (4.1).
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Proof. First, consider the function f(x) = (\pi  - x)/2 for 0 < x < 2\pi . Beyond this interval, we
take the odd periodic extension of f(x), so the graph repeats over  - 2\pi < x < 0, 2\pi < x < 4\pi ,
etc. See Figure 3. f(x) is an odd function, so the coefficients of cos(nx) are all 0. From Equation
-6 -4 -2 2 4 6
-2
-1
1
2
Figure 3. Two periods of sum of sin(nx)/n
(2.5), the nth Fourier sine coefficient of f(x) is
2
\pi 
\int \pi 
0
\pi  - x
2
sin(nx) dx =
1
n
.
Therefore, this f(x) has the Fourier series
f(x) =
\pi  - x
2
=
\infty \sum 
n=1
sin(nx)
n
.
This proves Equation (4.3).
(Calculating this Fourier series is a standard exercise in many textbooks. See the example on page
506 of [6]). The graph of the sum of the first 100 terms in the Fourier series for f(x) is shown in
Figures 3 and 4.
1 2 3 4 5 6
-2
-1
1
2
Figure 4. sum of sin(nx)/n
1 2 3 4 5 6
-2
-1
1
2
Figure 5. sum of sin(nx) \cdot (sin(n)/n)2
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Next, look at (sin(n)/n)2 = sin(n) \cdot sin(n)/n2. The “trick” is to think of the first factor sin(n) as
sin(nx) evaluated at x = 1, with sin(n)/n2 being the Fourier coefficient of some unknown function
g(x).
So, let’s consider the function
g(x) =
\infty \sum 
n=1
sin(nx) \cdot sin(n)
n2
. (4.5)
What does this function look like? The sum of the first 100 terms of this series is shown in Figure
5. Compare this graph to Figure 4. Notice that the second segment of g(x) seems to match f(x)
over an interval starting at x = 1.
For 0 \leq x \leq 2\pi , g(x) appears to consist of three linear segments. For now, let’s assume that g(x)
does consist of three linear segments. We will obtain expressions for these segments. Then, we’ll
compute the Fourier (sine) series for this function and see if it matches Equation (4.5).
To get the equation(s) for g(x), we will use Equations (2.1) and (2.2).
Segment 1: From Equation (4.5), g(0) = 0. If we set x = 1 and add the first million terms, we
get g(1) \approx 1.0707958, which is very close to f(1) = (\pi  - 1)/2 \approx 1.0707963. If g(1) is, indeed,
(\pi  - 1)/2, then the first linear part (from x = 0 to x = 1) of g(x) goes from the point (0, 0) to the
point (1, (\pi  - 1)/2). From Equations (2.1) and (2.2), m = (\pi  - 1)/2 and b = 0. So, the expression
for this part of g(x) would be x(\pi  - 1)/2.
Segment 2: Here, g(x) starts at g(1) = (\pi  - 1)/2 and reaches a minimum (“corner”) just past x = 5.
Note that sin(2\pi  - x) =  - sin(x). Therefore, because of Equation (4.5), we have g(2\pi  - x) =  - g(x).
The maximum of g(x) occurs at x = 1. So, the minimum would occur at x = 2\pi  - 1 \approx 5.28, and
the value of g(x) at that point would be g(2\pi  - 1) =  - g(1) =  - (\pi  - 1)/2. From Equations (2.1)
and (2.2), m =  - 1/2 and b = \pi /2. So, for 1 \leq x \leq 2\pi  - 1, the expression for this part of g(x)
would be (\pi  - x)/2.
Segment 3: This segment goes from g(2\pi  - 1) =  - (\pi  - 1)/2 to g(2\pi ) = 0. From Equations (2.1)
and (2.2), the expression for this part of g(x) is (x - 2\pi )(\pi  - 1)/2.
Putting all this together, it appears that for 0 \leq x \leq 2\pi ,
g(x) =
\left\{     
x(\pi  - 1)/2 for 0 \leq x < 1,
(\pi  - x)/2 for 1 \leq x \leq 2\pi  - 1,
(x - 2\pi )(\pi  - 1)/2 for 2\pi  - 1 < x \leq 2\pi .
(4.6)
We hope that the Fourier sine series for this function will be given by Equation (4.5). We will now
determine whether or not that is the case.
12 ROBERT BAILLIE
The coefficient of sin(nx) in the Fourier sine series for this g(x) is computed from Equation (2.4):
bn =
1
\pi 
\int 2\pi 
0
g(x) sin(nx) dx (4.7)
=
1
\pi 
\biggl( \int 1
0
x(\pi  - 1)
2
sin(nx) dx+
\int 2\pi  - 1
1
\pi  - x
2
sin(nx) dx+
\int 2\pi 
2\pi  - 1
(x - 2\pi )\pi  - 1
2
sin(nx) dx
\biggr) 
=
1
\pi 
\biggl( 
 - (\pi  - 1)(n cos(n) - sin(n))
2n2
+
n(\pi  - 1) cos(n) + sin(n)
n2
 - (\pi  - 1)(n cos(n) - sin(n))
2n2
\biggr) 
=
1
\pi 
\biggl( 
\pi sin(n)
n2
\biggr) 
=
sin(n)
n2
.
Bingo!
The g(x) given by Equation (4.6) does have the Fourier sine series given in Equation (4.5). We
have therefore also proved that the two sums in Equation (4.1) both equal (\pi  - 1)/2, and that, for
1 \leq x \leq 2\pi  - 1,
\infty \sum 
n=1
sin(nx)
n
=
\infty \sum 
n=1
sin(nx)
n
\cdot sin(n)
n
=
\pi  - x
2
.
Here is Mathematica code that uses Equation (2.4) to evaluate the above integrals:
i1 = Integrate[Sin[n x] * x * (Pi - 1)/2, {x, 0, 1}]
i2tmp = Integrate[Sin[n x] * (Pi - x)/2, {x, 1, 2 Pi - 1}]
i2 = Simplify[i2tmp, Assumptions -> Element[n, Integers]]
i3tmp = Integrate[Sin[n x] * (x - 2 Pi) * (Pi - 1)/2, {x, 2 Pi - 1, 2 Pi}]
i3 = Simplify[i3tmp, Assumptions -> Element[n, Integers]]
total = Simplify[(1/Pi)*(i1 + i2 + i3)]
(“Assumptions -> Element[n, Integers]” tells Mathematica that n is an integer, so Mathemat-
ica can do things like replace sin(n\pi ) with 0).
This proves Equation (4.4). As mentioned above, Equation (4.1) follows by substituting x = 1 in
Equations (4.3) and (4.4).
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We will now prove Equation (4.2) by applying Parseval’s equation (2.9) to the Fourier series for
g(x). All an are zero and bn = sin(n)/n2, so
\infty \sum 
n=1
b2n =
\infty \sum 
n=1
sin2(n)
n4
=
1
\pi 
\int 2\pi 
0
(g(x))2 dx (4.8)
=
1
\pi 
\Biggl( \int 1
0
\biggl( 
x(\pi  - 1)
2
\biggr) 2
dx+
\int 2\pi  - 1
1
\biggl( 
\pi  - x
2
\biggr) 2
dx+
\int 2\pi 
2\pi  - 1
\biggl( 
(x - 2\pi ) \cdot \pi  - 1
2
\biggr) 2
dx
\Biggr) 
=
1
\pi 
\biggl( 
(\pi  - 1)2
12
+
(\pi  - 1)3
6
+
(\pi  - 1)2
12
\biggr) 
=
1
\pi 
\biggl( 
(\pi  - 1)2 + (\pi  - 1)3
6
\biggr) 
=
(\pi  - 1)2
6
.
Here is the Mathematica code that carries out this somewhat tedious calculation:
i1 = Integrate[(x*(Pi - 1)/2)^2, {x, 0, 1}]
i2 = Integrate[((Pi - x)/2)^2, {x, 1, 2 Pi - 1}]
i3 = Integrate[((x - 2 Pi) * (Pi - 1)/2)^2, {x, 2 Pi - 1, 2 Pi}]
total = Simplify[(1/Pi)*(i1 + i2 + i3)]
QED.
Note: with a little less work, we could have proved Equation (4.4) over the shorter interval 1 \leq x \leq 
\pi . To do this, we would get the Fourier sine series of this simpler function, defined over 0 \leq x \leq \pi 
(together with its odd periodic extension for  - \pi \leq x < 0):
g(x) =
\Biggl\{ 
x(\pi  - 1)/2 for 0 \leq x < 1,
(\pi  - x)/2 for 1 \leq x \leq \pi . (4.9)
Had we done this, and used Equation (2.5) instead of (2.4), there would have been two integrals
to evaluate instead of three. The coefficient of sin(nx) would be calculated as follows:
bn =
2
\pi 
\biggl( \int 1
0
x(\pi  - 1)
2
sin(nx)dx+
\int \pi 
1
\pi  - x
2
sin(nx)dx
\biggr) 
=
2
\pi 
\biggl( 
 - (\pi  - 1)(n cos(n) - sin(n))
2n2
+
n(\pi  - 1) cos(n) + sin(n)
2n2
\biggr) 
=
sin(n)
n2
.
Because this g(x) repeats with period 2\pi , its graph from \pi to 2\pi is identical to that of the original
g(x) that was defined with three pieces.
Discussion. 1. Equations (4.1) and (4.2) originally appeared in [2]. Equation (4.1) is a nice
example of a series with the counterintuitive property that
\sum 
an =
\sum 
a2n. It is also the first of
several examples we will encounter in which we can multiply the nth term of a series by sin(n)/n
without changing the sum. Equation (4.2) is a pretty variation on the classic formula
\infty \sum 
n=1
1
n2
=
\pi 2
6
.
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2. It’s unusual to see sin(n) as part of the coefficient of sin(nx) in a Fourier series. Where did
it come from? Most examples of Fourier series in textbooks involve functions over intervals with
endpoints such as 0, \pi /2, and \pi . The series for g(x) in the above proof contains sin(n) because one
of the “corners” of g(x) occurred at an endpoint of 1. To see this, let b be some number between 0
and \pi . Here’s a function, h(x), with the same overall shape as g(x), but with a “corner” at x = b:
h(x) =
\Biggl\{ 
x(\pi  - b)/2 for 0 \leq x \leq b,
b(\pi  - x)/2 for b < x \leq \pi .
h(x) is a generalization of g(x): if b = 1, then h(x) = g(x).
In Mathematica, the coefficient of sin(nx) can be calculated with:
i1 = Integrate[Sin[n x] * x*(Pi - b)/2, {x, 0, b}]
i2x = Integrate[Sin[n x] * b*(Pi - x)/2, {x, b, Pi}]
i2 = Simplify[i2x, Assumptions -> Element[n, Integers]]
total = Simplify[(2/Pi)*(i1 + i2)]
The result is sin(bn)/n2, so the Fourier series for h(x) is
h(x) =
\infty \sum 
n=1
sin(bn)
n2
sin(nx) .
If b = 1, we get sin(n) in the coefficient. If b is a value commonly found in textbooks, say \pi /2,
then sin(bn) reduces to 1,  - 1, or 0. Later, we will make use of this “trick” to put sin(n) into the
nth Fourier coefficient.
3. Among the series in which we can multiply the nth term by sin(n)/n without changing the sum
is this classic Gregory-Liebniz series [8]:
\pi 
4
= 1 - 1
3
+
1
5
 - 1
7
+ . . . .
Let’s substitute x = \pi /2 into Equations (4.3) and (4.4). First, (\pi  - x)/2 = (\pi  - (\pi /2))/2 = \pi /4.
Next, when n is even, sin(n\pi /2) = 0 and when n is odd, sin(n\pi /2) = \pm 1. For x = \pi /2, Equation
(4.3) gives
\pi 
4
= 1 - 1
3
+
1
5
 - 1
7
+ . . . ,
while Equation (4.4) gives
\pi 
4
= 1 \cdot sin(1)
1
 - 1
3
\cdot sin(3)
3
+
1
5
\cdot sin(5)
5
 - 1
7
\cdot sin(7)
7
+ . . . .
So, we get this amusing variant of the Gregory-Liebniz series:
\pi 
4
= 1 - 1
3
+
1
5
 - 1
7
+ \cdot \cdot \cdot = 1 \cdot sin(1)
1
 - 1
3
\cdot sin(3)
3
+
1
5
\cdot sin(5)
5
 - 1
7
\cdot sin(7)
7
+ . . . . (4.10)
We can also prove this more general result: for every non-zero x in  - \pi /2 \leq x \leq \pi /2,
\pi 
4
= 1 - 1
3
+
1
5
 - 1
7
+ \cdot \cdot \cdot = 1 \cdot sin(x)
x
 - 1
3
\cdot sin(3x)
3x
+
1
5
\cdot sin(5x)
5x
 - 1
7
\cdot sin(7x)
7x
+ . . . . (4.11)
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To prove Equation (4.11), consider the function defined by
f(x) =
\Biggl\{ 
\pi x/4 for 0 \leq x \leq \pi /2,
\pi (\pi  - x)/4 for \pi /2 < x \leq \pi . (4.12)
The Fourier sine coefficients for this function can be computed with this Mathematica code:
i1 = Integrate[ Sin[n x] * Pi x/4, {x, 0, Pi/2}]
i2 = Integrate[ Sin[n x] * Pi (Pi - x)/4, {x, Pi/2, Pi}]
total = FullSimplify[(2/Pi) * (i1 + i2), Assumptions -> Element[n, Integers]]
The result is sin(n\pi /2)/n2, so the Fourier sine series of f(x) is
f(x) =
\infty \sum 
n=1
sin(n\pi /2)
n2
sin(nx) =
sin(x)
12
 - sin(3x)
32
+
sin(5x)
52
 - \cdot \cdot \cdot . (4.13)
This is actually valid over the larger interval  - \pi \leq x \leq \pi because f(x) is an odd function.
Therefore, f(x) = \pi x/4 for  - \pi /2 \leq x \leq \pi /2. Substituting x = 1 into f(x) gives the variant of
the Gregory-Leibniz series stated above.
From the definition of f(x) in Equation (4.12), note that, for non-zero x in  - \pi /2 \leq x \leq \pi /2,
f(x)/x has the constant value \pi /4. For x \not = 0, divide f(x) and its Fourier series (4.13) through by
x. For non-zero x in x in  - \pi /2 \leq x \leq \pi /2,
f(x)
x
=
\pi 
4
= 1 \cdot sin(x)
x
 - 1
3
\cdot sin(3x)
3x
+
1
5
\cdot sin(5x)
5x
 - \cdot \cdot \cdot .
We can also write this series in closed form, as follows:
\pi 
4
=
\infty \sum 
n=1
sin((2n - 1)x)
(2n - 1)x \cdot 
( - 1)n - 1
2n - 1 .
Recall from Section 2 that the sinc function is defined as sinc(0) = 1, and sinc(x) = sin(x)/x if
x \not = 0. Using the sinc function, we can remove the condition in the previous equation that x be
non-zero. For all x in  - \pi /2 \leq x \leq \pi /2, we have
\pi 
4
= 1 \cdot sinc(x) - 1
3
\cdot sinc(3x) + 1
5
\cdot sinc(5x) - \cdot \cdot \cdot .
Perhaps it should be pointed out that the fact that this holds for x < 0 is not really very interesting
because sinc( - x) = sinc(x). In similar cases later on, we will sometimes not bother to say that an
equation also holds for x < 0.
4. We can play with other variations on the Gregory-Leibniz series. For example, let’s try using
higher powers of sin(nx)/(nx). For k = 2 through (at least) k = 100, numerical calculations
suggest that
\pi 
4
=
\infty \sum 
n=1
\biggl( 
sin((2n - 1)x)
(2n - 1)x
\biggr) k
\cdot ( - 1)
n - 1
2n - 1 (4.14)
for all x in 0 < x \leq \pi /(2k). (Above, we proved this for k = 1).
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For example, for k = 100 and x = \pi /200, the sum of just 50 terms of this series is approximately
0.78539 81633 97448 30961 55824 .
This is very close to \pi /4, which is approximately
0.78539 81633 97448 30961 56608 .
Mathematica expresses these sums using the Lerch transcendent \Phi function [9] (LerchPhi in Math-
ematica).
We will not attempt to prove Equation (4.14).
5. Published proofs often obscure the method by which theorems, or proofs, were discovered.
Instead, things often appear to be pulled out of thin air for no apparent reason, and they magically
seem to work. In this author’s view, this is an unfortunate practice. So, it is worth pointing out
that Equations (4.1), (4.2), and (4.3) and (4.4) were found and proved by the procedure in the
above proof: First, a numerical calculation suggested that the sum of the second series in (4.1)
was very close to (\pi  - 1)/2. Later, the author noticed in a textbook that the sum of the first series
in (4.1) equals (\pi  - 1)/2. This surprising observation meant that there was something interesting
going on that merited further investigation. Then the author realized that the second series in
(4.1) was just the Fourier series
\sum \mathrm{s}\mathrm{i}\mathrm{n}(n)
n2
sin(nx), evaluated at x = 1. Plotting this Fourier series
suggested that the function it represented consisted of linear pieces that could be determined from
the graph. Finally, the pieces were integrated, as above, to compute the Fourier coefficients, thus
verifying the Fourier series, and proving that the sums were equal.
6. At this point, it’s hard not to mention a well-known series with the rather curious property
that (
\sum 
an)
2 =
\sum 
a2n. In particular, the square of this series
\pi \surd 
8
= 1 +
1
3
 - 1
5
 - 1
7
+
1
9
+
1
11
\cdot \cdot \cdot ++ -  - . . .
is
\pi 2
8
= 1 +
1
32
+
1
52
+
1
72
+
1
92
+
1
112
+ . . . .
That is, the first series can be squared by adding the squares of the individual terms! These series
are exercises 6(a) and 6(b) in [6, page 503]. Are there other examples of this phenomenon?
7. We have already seen that
\infty \sum 
n=1
sin(n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
=
\pi  - 1
2
.
It would be nice if \infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
had the same sum. Unfortunately, this third sum is different. This can easily be seen by numerically
adding, say, 1 million terms of this series. The sum is about
0.67809 72450 96172 46442 .
Furthermore, Mathematica says this third sum is exactly (3\pi  - 4)/8, which is about
0.67809 72450 96172 46376 .
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However, Section 9 has examples of series where we can include additional powers of sin(n)/n
without changing the sum.
We have seen that we can get nice series for \pi by substituting an appropriate value of x into an
appropriate Fourier series. But observe that we also did something else in the proof of Theorem
1: we used two functions that were distinct over (0, 2\pi ), but which were equal over a subinterval
of (0, 2\pi ), namely, the interval [1, 2\pi  - 1]. The Fourier series were different, but the two series
yielded the same values over that subinterval. Of course, there are many such pairs of functions,
but in what follows, we will use a few that lead to interesting results. The reader is encouraged to
experiment with other such functions.
8. Serge Ballif [4] showed how to produce other series with the property that\Biggl( \infty \sum 
n=0
an
\Biggr) m
=
\infty \sum 
n=0
akn , (4.15)
where m and k are \geq 1 and m \not = k. The series in Equation (4.1) is of this form, with m = 1 and
k = 2. As a special case (m = 1, k = 2), he shows that
\infty \sum 
n=0
(1 + r)rn =
\infty \sum 
n=0
((1 + r)rn)2 =
1 + r
1 - r ,
provided  - 1 \leq r < 1. For example, setting r = 1/2, we have
\infty \sum 
n=0
\biggl( 
3
2
\cdot 1
2n
\biggr) 
=
\infty \sum 
n=0
\biggl( 
3
2
\cdot 1
2n
\biggr) 2
= 3 .
Note that the series in this example consist entirely of positive terms.
5. Sum of sin(2nx)/(2n)
Look again at the sums in Equations (4.3) and (4.4). Is there some way we can we “tweak” them
to get other interesting results? One approach will be discussed later, in Theorem 5. For now, let’s
see what happens if we take the sums just over even n. The solid graph in Figure 6 is
\sum \mathrm{s}\mathrm{i}\mathrm{n}(2nx)
2n
.
The dashed graph is
\sum \mathrm{s}\mathrm{i}\mathrm{n}(2nx)
2n
\mathrm{s}\mathrm{i}\mathrm{n}(2n)
2n
.
The two sums seem to agree for every x in the entire interval from x = 1 to x = \pi  - 1 !
At x = 1, the sums of the first million terms of these series are approximately 0.28539 78783 and
0.28539 80384, respectively. These values are suspiciously close to (\pi  - 2)/4 \approx 0.28539 81634.
Thus, it appears that
\infty \sum 
n=1
sin(2n)
2n
=
\infty \sum 
n=1
\biggl( 
sin(2n)
2n
\biggr) 2
=
\pi  - 2
4
.
Let’s see if we can prove this.
Reading the graphs carefully suggests that, for all x in 1 \leq x \leq \pi  - 1, we appear to have
\infty \sum 
n=1
sin(2nx)
2n
=
\infty \sum 
n=1
sin(2nx)
2n
sin(2n)
2n
=
\pi  - 2x
4
.
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Figure 6.
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}(2nx)
2n
(solid) and
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}(2nx)
2n
\cdot \mathrm{s}\mathrm{i}\mathrm{n}(2n)
2n
(dashed)
As far as we can tell from this plot, the solid graph looks like (\pi  - 2x)/4. Using Equation (2.5),
it’s easy to compute the Fourier sine series to verify that
\infty \sum 
n=1
sin(2nx)
2n
=
\pi  - 2x
4
(5.1)
for 0 < x < \pi .
Similarly, the dashed lines in Figure 6 seem to consist of these three linear pieces:
f(x) =
\left\{     
x(\pi  - 2)/4 for 0 \leq x < 1,
(\pi  - 2x)/4 for 1 \leq x \leq \pi  - 1,
(x - \pi )(\pi  - 2)/4 for \pi  - 1 < x \leq \pi .
(5.2)
To compute the coefficient of sin(nx) in the sine series for f(x), we need three separate integrals,
just as we did in Equation (4.7). The result is:
(1 + ( - 1)n) sin(n)
2n2
.
If n is odd, this expression is 0. If n is even, then 1 + ( - 1)n = 2, so for n = 2, n = 4, etc., the
expression becomes sin(2)/22, sin(4)/42, etc.
Here is the Mathematica code that gives this result:
trigRules = { Sin[n*(c_ + Pi)] -> Cos[n Pi] * Sin[n c],
Cos[n*(c_ + Pi)] -> Cos[n Pi] * Cos[n c] }
i1 = Integrate[Sin[n x] * x*(Pi - 2)/4, {x, 0, 1}]
i2x = Integrate[Sin[n x] * (Pi - 2 x)/4, {x, 1, Pi - 1}]
i2 = Simplify[i2x, Assumptions -> Element[n, Integers]]
i3x = Integrate[Sin[n x] * (x - Pi)*(Pi - 2)/4, {x, Pi - 1, Pi}]
i3 = Simplify[i3x, Assumptions -> Element[n, Integers]]
total1 = Simplify[(2/Pi)*(i1 + i2 + i3)]
total2 = FullSimplify[total1] //. trigRules
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total3 = FullSimplify[total2, Assumptions -> Element[n, Integers]]
Therefore, the function f(x) defined in Equation (5.2) does, indeed, have the sine series
\infty \sum 
n=1
(1 + ( - 1)n) sin(n)
2n2
sin(nx) =
sin(2) sin(2x)
22
+
sin(4) sin(4x)
42
+ \cdot \cdot \cdot =
\infty \sum 
n=1
sin(2n)
2n
sin(2nx)
2n
.
We conclude that, for 0 \leq x \leq \pi ,
f(x) =
\infty \sum 
n=1
sin(2nx)
2n
\cdot sin(2n)
2n
.
From this, and from Equation (5.1), for all x in 1 \leq x \leq \pi  - 1, we have
\infty \sum 
n=1
sin(2nx)
2n
=
\infty \sum 
n=1
sin(2n)
2n
sin(2nx)
2n
=
\pi  - 2x
4
. (5.3)
This is just like Equations (4.3) and (4.4), which are sums over all (i.e., both even and odd) positive
integers n:
\infty \sum 
n=1
sin(nx)
n
=
\infty \sum 
n=1
sin(n)
n
sin(nx)
n
=
\pi  - x
2
, (5.4)
If we subtract Equation (5.3) from (5.4), we are left with just the terms for odd n. So, for
1 \leq x \leq \pi  - 1, we get
\infty \sum 
n=1
sin((2n - 1)x)
2n - 1 =
\infty \sum 
n=1
sin(2n - 1)
2n - 1
sin((2n - 1)x)
2n - 1 =
\pi 
4
. (5.5)
We have therefore proved
Theorem 2. For every x in 1 \leq x \leq \pi  - 1, we have
\infty \sum 
n=1
sin(2nx)
2n
=
\infty \sum 
n=1
sin(2n)
2n
sin(2nx)
2n
=
\pi  - 2x
4
(5.6)
and \infty \sum 
n=1
sin((2n - 1)x)
2n - 1 =
\infty \sum 
n=1
sin(2n - 1)
2n - 1
sin((2n - 1)x)
2n - 1 =
\pi 
4
. (5.7)
Corollary. Evaluating the sums in Theorem 2 at x = 1, we get
\infty \sum 
n=1
sin(2n)
2n
=
\infty \sum 
n=1
\biggl( 
sin(2n)
2n
\biggr) 2
=
\pi  - 2
4
(5.8)
and \infty \sum 
n=1
sin(2n - 1)
2n - 1 =
\infty \sum 
n=1
\biggl( 
sin(2n - 1)
2n - 1
\biggr) 2
=
\pi 
4
. (5.9)
Thus, the peculiar property of Equation (4.1) that
\sum 
an =
\sum 
(an)
2 holds for the even and odd
terms separately.
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Discussion 1. We obtained the sum in (5.7) by subtracting Equation (5.6) (even-numbered terms)
from Equation (5.4) (all terms). We could also analyze the odd terms directly, just as we did above
for the even terms. The relevant graphs are shown in Figure 7. The dashed function is given by
0.5 1.0 1.5 2.0 2.5 3.0
0.2
0.4
0.6
0.8
Figure 7.
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}((2n - 1)x)
2n - 1 (solid) and
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}((2n - 1)x)
2n - 1 \cdot \mathrm{s}\mathrm{i}\mathrm{n}(2n - 1)2n - 1 (dashed)
g(x) =
\left\{     
\pi x/4 for 0 \leq x < 1,
\pi /4 for 1 \leq x \leq \pi  - 1,
\pi (\pi  - x)/4 for \pi  - 1 < x \leq \pi .
(5.10)
For this g(x), the following Mathematica code calculates the coefficient of sin(nx):
trigRules = { Sin[n*(c_ + Pi)] -> Cos[n Pi] * Sin[n c],
Cos[n*(c_ + Pi)] -> Cos[n Pi] * Cos[n c] }
i1 = Integrate[Sin[n x] * Pi x/4, {x, 0, 1}]
i2x = Integrate[Sin[n x] * Pi/4, {x, 1, Pi - 1}]
i2y = i2x //. trigRules
i2 = Simplify[i2y, Assumptions -> Element[n, Integers]]
i3x = Integrate[Sin[n x] * Pi (Pi - x)/4, {x, Pi - 1, Pi}]
i3y = i3x //. trigRules
i3 = Simplify[i3y, Assumptions -> Element[n, Integers]]
total1 = Simplify[(2/Pi)*(i1 + i2 + i3)]
total2 = FullSimplify[total1] //. trigRules
total3 = FullSimplify[total2, Assumptions -> Element[n, Integers]]
The coefficient is
(1 - ( - 1)n) sin(n)
2n2
.
For even n, the coefficients are 0, and for n = 1, n = 3, and n = 5, the coefficients are sin(1),
sin(3)/32, and sin(5)/52. We conclude that, for 0 < x < \pi ,
g(x) =
\infty \sum 
n=1
sin((2n - 1)x) \cdot sin(2n - 1)
(2n - 1)2 .
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2.
Let’s apply Parseval’s equation (2.9), using the interval from x = 0 to x = \pi , to f(x) and g(x).
f(x) =
\infty \sum 
n=1
sin(2nx) \cdot sin(2n)
(2n)2
so
\infty \sum 
n=1
sin2(2n)
(2n)4
=
2
\pi 
\int \pi 
0
f(x)2 dx .
Just as we did in Equation (4.8), we must break up this integral into three pieces:
2
\pi 
\int \pi 
0
f(x)2 dx =
2
\pi 
\biggl( \int 1
0
f(x)2dx+
\int \pi  - 1
1
f(x)2 dx+
\int \pi 
\pi  - 1
f(x)2 dx
\biggr) 
=
2
\pi 
\biggl( 
(\pi  - 2)2
48
+
(\pi  - 2)3
48
+
(\pi  - 2)2
48
\biggr) 
=
(\pi  - 2)2
24
.
The result is
\infty \sum 
n=1
sin2(2n)
(2n)4
=
(\pi  - 2)2
24
.
Similarly, applying Parseval’s equation to
g(x) =
\infty \sum 
n=1
sin((2n - 1)x) \cdot sin(2n - 1)
(2n - 1)2 ,
we get
\infty \sum 
n=1
sin2(2n - 1)
(2n - 1)4 =
\pi 2
8
 - \pi 
6
.
6. Sum of sin(3nx)/(3n)
We have seen in Equations (4.1) and (5.8) that
\infty \sum 
n=1
sin(n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
=
\pi  - 1
2
and
\infty \sum 
n=1
sin(2n)
2n
=
\infty \sum 
n=1
\biggl( 
sin(2n)
2n
\biggr) 2
=
\pi  - 2
4
.
Is the following true?
\infty \sum 
n=1
sin(3n)
3n
=
\infty \sum 
n=1
\biggl( 
sin(3n)
3n
\biggr) 2
=
\pi  - 3
6
.
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First, let’s check numerically whether the sums are at least approximately equal. If we add one
million terms of each series, we get
1000000\sum 
n=1
sin(3n)
3n
\approx 0.02359 86235 ,
1000000\sum 
n=1
\biggl( 
sin(3n)
3n
\biggr) 2
\approx 0.02359 87200 ,
Also, (\pi  - 3)/6 \approx 0.02359 87756 .
This is reasonably good agreement, given that we added only one million terms. So, let’s call this
a Theorem and try to prove it.
Theorem 3.
\infty \sum 
n=1
sin(3n)
3n
=
\infty \sum 
n=1
\biggl( 
sin(3n)
3n
\biggr) 2
=
\pi  - 3
6
. (6.1)
Proof. As above, let’s convert the sums into functions of x by assuming that one factor of sin(3n)
comes from sin(3nx) evaluated at x = 1. Then the above sums become special cases of these
functions of x:
f(x) =
\infty \sum 
n=1
sin(3nx)
3n
(6.2)
g(x) =
\infty \sum 
n=1
sin(3nx)
3n
\cdot sin(3n)
3n
(6.3)
Their graphs are shown in Figure 8. Figure 9 is a closeup of the graphs near x = 1, this time,
summing the first 200 terms of each series. The graphs seem to match over a short interval near
x = 1.
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Figure 8. f(x) (solid) and g(x) (dashed)
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Figure 9. Figure 8, near x = 1
First, let’s look at f(x). sin(k\pi ) = 0 when k is an integer. Because f(x) involves sin(3nx), we see
that f(x) must equal 0 when 3nx is a multiple of \pi . This happens when x is a multiple of \pi /3.
Adding 1 million terms of the series for f(x) shows that f(.001) seems to be near \pi /6. Also, f(x)
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Figure 10. Four linear pieces of g(x) for 0 \leq x \leq \pi 
seems to decrease linearly to  - \pi /6 at x = 2\pi /3. So, assuming f(x) consists of linear pieces, we
conjecture that
f(x) =
\Biggl\{ 
(\pi /3 - x)/2 for 0 < x < 2\pi /3,
(\pi  - x)/2 for 2\pi /3 < x \leq \pi . (6.4)
It is straightforward to verify that the Fourier sine series of this function has coefficients 1/(3n),
that is, f(x) is, indeed, represented by the series in (6.2). Also, f(1) = (\pi /3 - 1)/2 = (\pi  - 3)/6.
Next, we’ll examine g(x). This is a little trickier. All of the following statements are conjectures
based on figures 8, 9, and 10. Assume g(x) consists of the four linear segments from x = 0 to
x = \pi , shown in Figure 10. After we obtain equations for these four segments, we will prove that
the Fourier sine series is the one claimed in Equation (6.3).
Segment 1: g(x) increases from x = 0, y = 0 to x = 1, y = (\pi  - 3)/6. From Equations (2.1) and
(2.2), we get m = (\pi  - 3)/6 and b = 0. So, the equation for this segment is y = x(\pi  - 3)/6.
Segment 2: Over this segment, g(x) = f(x). g(1) = f(1) = (\pi  - 3)/6. The segment ends at
x = c1, where we have to find c1. Recall that f(\pi /3) = g(\pi /3) = 0. By symmetry (see Figure 9),
c1 is as far beyond \pi /3 as \pi /3 is beyond 1. That is, c1  - \pi /3 = \pi /3 - 1, so c1 = 2\pi /3 - 1. Also,
g(c1) =  - g(1) =  - (\pi  - 3)/6. So, the equation for this segment is y =  - x/2 + \pi /6.
Segment 3: Here, g(x) increases from x = c1 to x = c2. g(c1) =  - (\pi  - 3)/6. Again, by symmetry,
\pi  - c2 = c1  - \pi /3, so c2 = \pi + \pi /3 - c1 = 2\pi /3 + 1. g(c2) is again (\pi  - 3)/6. So, the equation for
this segment is y = x(\pi  - 3)/6 - \pi (\pi  - 3)/9.
Segment 4: g(c2) = (\pi  - 3)/6 and g(\pi ) = 0, so the equation for this segment is y = (\pi  - x)/2.
Summarizing, we conjecture that:
g(x) =
\left\{         
x(\pi  - 3)/6 for 0 \leq x < 1,
 - x/2 + \pi /6 for 1 \leq x \leq 2\pi /3 - 1,
x(\pi  - 3)/6 - (\pi  - 3)\pi /9 for 2\pi /3 - 1 < x \leq 2\pi /3 + 1,
( - x+ \pi )/2 for 2\pi /3 + 1 < x \leq \pi .
(6.5)
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The Fourier sine coefficients for this g(x) can be calculated in Mathematica with this code:
i1 = Integrate[ Sin[n x] * x * (Pi - 3)/6, {x, 0, 1} ]
i2 = Integrate[ Sin[n x] * (-x/2 + Pi/6) , {x, 1, 2 Pi/3 - 1} ]
i3 = Integrate[ Sin[n x] * (x * (Pi - 3)/6 - Pi (Pi - 3)/9),
{x, 2 Pi/3 - 1, 2*Pi/3 + 1} ]
i4 = Integrate[ Sin[n x] * (Pi - x)/2, {x, 2*Pi/3 + 1, Pi} ]
totalgx = Simplify[ (2/Pi) * (i1 + i2 + i3 + i4) ]
Below, we show some of the work:
2
\pi 
\Bigl( \int 1
0
x(\pi  - 3)
6
sin(nx) dx+
\int 2\pi /3 - 1
1
\biggl(  - x
2
+
\pi 
6
\biggr) 
sin(nx) dx+ (6.6)\int 2\pi /3+1
2\pi /3 - 1
\biggl( 
x(\pi  - 3)
6
 - \pi (\pi  - 3)
9
\biggr) 
sin(nx) dx+
\int \pi 
2\pi /3+1
\pi  - x
2
sin(nx) dx
\Bigr) 
=
2
\pi 
\cdot 
\bigl( 
1 + 2 cos
\bigl( 
2n\pi 
3
\bigr) \bigr) \bigl( 
\pi sin(n) - 3 sin \bigl( n\pi 
3
\bigr) \bigr) 
6n2
=
\bigl( 
1 + 2 cos
\bigl( 
2n\pi 
3
\bigr) \bigr) \bigl( 
\pi sin(n) - 3 sin \bigl( n\pi 
3
\bigr) \bigr) 
3\pi n2
=
sin(3n)
(3n)2
.
If n is a multiple of 3, then 1 + 2 cos(2n\pi /3) = 3; otherwise, 1 + 2 cos(2n\pi /3) = 0. And if n is a
multiple of 3, then sin(n\pi /3) = 0. This allows the fourth line in (6.6) to simplify to the fifth line.
QED.
This completes the proof of Theorem 3. We have also proved that, for all x in 1 \leq x \leq 2\pi /3 - 1,
\infty \sum 
n=1
sin(3nx)
3n
=
\infty \sum 
n=1
sin(3nx)
3n
\cdot sin(3n)
3n
.
Applying Parseval’s equation (2.9) to g(x) (Equation (6.3)) requires evaluating four integrals.
When we have Mathematica do the work, we get
\infty \sum 
n=1
\biggl( 
sin(3n)
(3n)2
\biggr) 2
=
(\pi  - 3)2
54
.
A Simplification. The above proof was the one originally worked out by the author. However,
we can simplify the calculation of the Fourier coefficients of g(x). Instead of integrating from x = 0
to x = \pi , we need to integrate only up to x = \pi /3. Here’s why.
g(x) as defined by Equation (6.3) has period p = 2\pi /3 . We can see this if we graph two periods
of g(x), from x = 0 to x = 2 \cdot 2\pi /3 . See Figure 11. Also, g(x) is an odd function, because only
the sin function is present in the Fourier series (i.e., the cos function is absent).
Therefore, we can use Equation (2.8) to integrate over the shorter interval x = 0 to x = L =
p/2 = \pi /3, instead of from x = 0 to x = \pi as we did above. This means only the first two pieces
FUN WITH FOURIER SERIES 25
1 2 3 4
-0.10
-0.05
0.05
0.10
Figure 11. Two periods of g(x)
of g(x) from Equation (6.5) will be needed in the integrals. Only two pieces are needed because
\pi /3 \approx 1.047 is less than the righthand endpoint of the second piece, 2\pi /3  - 1 \approx 1.094. We have
p = 2\pi /3, so L = p/2 = \pi /3, so 2/L = 6/\pi , n \cdot 2\pi /p \cdot x = 3nx. So, applying Equation (2.8), we
get
bn =
2
L
\int L
0
F (x) sin(n \cdot 2\pi 
p
\cdot x) dx
=
6
\pi 
\int \pi /3
0
g(x) \cdot sin(3nx) dx
=
6
\pi 
\Bigl( \int 1
0
x(\pi  - 3)
6
sin(3nx) dx+
\int \pi /3
1
\biggl(  - x
2
+
\pi 
6
\biggr) 
sin(3nx) dx
\Bigr) 
=
6
\pi 
\Bigl( 
 - (\pi  - 3)(3n cos(3n) - sin(3n))
54n2
+
sin(3n) + (\pi  - 3)n cos(3n)
18n2
\Bigr) 
=
sin(3n)
(3n)2
Here is the Mathematica code to do this simplified calculation:
i1 = Integrate[ Sin[3 n x] * x * (Pi - 3)/6, {x, 0, 1} ]
i2 = Integrate[ Sin[3 n x] * (-x/2 + Pi/6) , {x, 1, Pi/3} ]
total = Simplify[ (6/Pi) * (i1 + i2), Assumptions -> Element[n, Integers] ]
7. Sum of sin(knx)/(kn)
We have seen that, for k = 1, k = 2, and k = 3, we have
\infty \sum 
n=1
sin(kn)
kn
=
\infty \sum 
n=1
\biggl( 
sin(kn)
kn
\biggr) 2
=
\pi  - k
2k
. (7.1)
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Are these just three special cases of a more general pattern? Does this identity hold for non-integer
values of k between 1 and 3? Does it hold for k < 1 or k > 3?
If we numerically add, say, one million terms of the above series for a few values of k, it appears
that Equation (7.1) is true, provided 0 < k < \pi . See Table 2.
k
\sum 
sin(kn)/(kn)
\sum 
(sin(kn)/(kn))2 (\pi  - k)/(2k)
1/2 2.64159 66853 2.64159 06536 2.64159 26536
3/4 1.59439 52964 1.59439 42135 1.59439 51024
1 1.07079 52944 1.07079 58268 1.07079 63268
3/2 0.54719 80291 0.54719 73290 0.54719 75512
5/3 0.44247 80756 0.44247 76161 0.44247 77961
2 0.28539 78783 0.28539 80384 0.28539 81634
5/2 0.12831 87282 0.12831 84507 0.12831 85307
3 0.02359 86235 0.02359 87200 0.02359 87756
31/10 0.00670 86384 0.00670 84405 0.00670 84925
\pi 0 0 0
32/10  - 0.00912 62882 0.00879 29527  - 0.00912 61479
7/2  - 0.05120 09220 0.04071 48188  - 0.05120 10495
Table 2. Sums of sin(kn)/(kn) and (sin(kn)/(kn))2
Note that Equation (7.1) can’t possibly hold if k > \pi because in this case, (\pi  - k)/(2k) < 0,
whereas the second sum in Equation (7.1) must be \geq 0.
So, let’s compare some graphs of
fk(x) =
\infty \sum 
n=1
sin(knx)
kn
(7.2)
and
gk(x) =
\infty \sum 
n=1
sin(knx)
kn
\cdot sin(kn)
kn
(7.3)
for various values of k.
Note that both fk(x) and gk(x) have period 2\pi /k. With this in mind, let’s plot exactly one full
period of fk(x) and gk(x) with different values of k. In Figures 12 - 17, we plot the graphs for
k = 3/4, k = 2, k = 5/2, k = 31/10, and k = 7/2. In each graph, the solid curve is fk(x), and
the dashed curve is gk(x). Each graph shows the sum of 100 terms of each series. Figure 16 is a
closeup view of the graph for k = 31/10, using 400 terms of the series.
For k = 7/2 = 3.5 > \pi , (Figure 17), the graphs seem not to agree except for those x for which
fk(x) = gk(x) = 0. Otherwise, for each value of k < \pi , it appears that there is an interval from
x = 1 to x = 2\pi /k  - 1 over which fk(x) = gk(x). Let’s see if we can prove this.
First, each fk(x) appears to consist of one segment, from fk(0) = \pi /(2k) to fk(2\pi /k) =  - \pi /(2k).
That is, it seems that, for 0 < x < 2\pi /k, we have
fk(x) =  - x
2
+
\pi 
2k
. (7.4)
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Figure 12. sums with k = 3/4,
up to x = 2\pi /k = 8\pi /3
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Figure 13. sums with k = 2, up
to x = 2\pi /k = \pi 
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Figure 14. sums with k = 5/2,
up to x = 2\pi /k = 4\pi /5
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Figure 15. sums with k =31/10,
up to x = 2\pi /k = 20\pi /31
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Figure 16. closeup of Figure 15
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Figure 17. sums with k = 7/2,
up to x = 2\pi /k = 4\pi /7
The coefficient of sin(nx) in the Fourier sine series for this fk(x) can be computed using Equation
(2.8), with p = 2\pi /k and L = p/2 = \pi /k. In this case, 2/L = 2k/\pi and 2\pi /p = k. So, Equation
(2.8) becomes
2
L
\int L
0
F (x) sin(n \cdot 2\pi 
p
\cdot x) dx = 2k
\pi 
\int \pi /k
0
\Bigl( 
 - x
2
+
\pi 
2k
\Bigr) 
sin(n \cdot kx) dx = 1
kn
.
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This shows that the fk(x) given by Equation (7.4) does have the sine series given by Equation
(7.2).
gk(x) given in Equation (7.3) is more complicated. From the graphs, it looks like gk(x) consists of
three linear pieces. By closely examining the graphs, or by calculating gk(x) for a variety of values
of k and x, the reader can verify that the three pieces appear to be:
gk(x) =
\left\{     
x(\pi  - k)/(2k) for 0 \leq x < 1,
 - x/2 + \pi /(2k) for 1 \leq x \leq 2\pi /k  - 1,
x(\pi  - k)/(2k) - \pi (\pi  - k)/k2 for 2\pi /k  - 1 < x \leq 2\pi /k.
(7.5)
Given the value of k, gk(x) is an odd function having period p = 2\pi /k. Again, we will use Equation
(2.8), with p = 2\pi /k and L = p/2 = \pi /k. In this case, 2/L = 2k/\pi and 2\pi /p = k. Equation (2.8)
becomes
2
L
\int L
0
F (x) sin(n \cdot 2\pi 
p
\cdot x) dx = 2k
\pi 
\int \pi /k
0
gk(x) sin(n \cdot kx) dx .
Because we integrate only up to x = p/2 = \pi /k, we don’t need to integrate the third linear
expression that occurs in equation (7.5).
The nth coefficient in the sine series for the gk(x) in (7.5) is therefore given by
2k
\pi 
\Bigl( \int 1
0
x(\pi  - k)
2k
sin(knx) dx+
\int \pi /k
1
\biggl(  - x
2
+
\pi 
2k
\biggr) 
sin(knx) dx
\Bigr) 
=
2k
\pi 
\Bigl( (k  - \pi )(kn cos(kn) - sin(kn))
2k3n2
+
n( - k + \pi ) cos(kn) + sin(kn) - sin(n\pi )
2k2n2
\Bigr) 
=
2k
\pi 
\Bigl( (k  - \pi )(kn cos(kn) - sin(kn))
2k3n2
+
(k  - \pi )( - kn) cos(kn) + k sin(kn)
2k3n2
\Bigr) 
=
2k
\pi 
\Bigl( (k  - \pi )( - sin(kn))
2k3n2
+
k sin(kn)
2k3n2
\Bigr) 
=
sin(kn)
(kn)2
.
Here is the Mathematica code to do this integration:
j1 = Integrate[Sin[k n x]*x (Pi - k)/(2 k), {x, 0, 1}]
j2 = Integrate[Sin[k n x]*(-x/2 + Pi/(2 k)), {x, 1, Pi/k}]
totalgk = FullSimplify[(2k/Pi) (j1 + j2), Assumptions -> Element[n, Integers]]
This proves that gk(x) defined by Equation (7.5) does have the sine series given by Equation (7.3).
(One would get the same result by integrating from 0 to 2\pi /k using all three parts of (7.5). In
this case, the constant in front of the integral sign would be k/\pi , not 2k/\pi ).
So, using Equations (7.2), (7.3), (7.4), and (7.5), we have proved that, for all k in 0 < k < \pi and
all x in 1 \leq x \leq 2\pi /k  - 1,
\infty \sum 
n=1
sin(knx)
kn
=
\infty \sum 
n=1
sin(knx)
kn
\cdot sin(kn)
kn
=
\pi  - kx
2k
. (7.6)
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(This holds trivially for k = \pi because then, with x = 1, all terms are 0).
Substituting x = 1 into Equation (7.6) proves that, for 0 < k \leq \pi ,
\infty \sum 
n=1
sin(kn)
kn
=
\infty \sum 
n=1
\biggl( 
sin(kn)
kn
\biggr) 2
=
\pi  - k
2k
. (7.7)
Applying Parseval’s equation (2.9) to gk(x), we get (with Mathematica filling in the details):
\infty \sum 
n=1
\biggl( 
sin(kn)
(kn)2
\biggr) 2
=
k
\pi 
\int 2\pi /k
0
(gk(x))
2 dx
=
k
\pi 
\Bigl( \int 1
0
\biggl( 
x(\pi  - k)
2k
\biggr) 2
dx+
\int 2\pi /k - 1
1
\biggl(  - x
2
+
\pi 
2k
\biggr) 2
dx+\int 2\pi /k
2\pi /k - 1
\biggl( 
x(\pi  - k)
2k
 - \pi (\pi  - k)
k2
\biggr) 2
dx
\Bigr) 
=
k
\pi 
\Bigl( \biggl( 1
12
 - \pi 
6k
+
\pi 2
12k2
\biggr) 
 - (\pi  - k)
3
6k3
+
\biggl( 
1
12
 - \pi 
6k
+
\pi 2
12k2
\biggr) \Bigr) 
.
Simplifying, we get the following, which holds for 0 < k \leq \pi :
\infty \sum 
n=1
\biggl( 
sin(kn)
(kn)2
\biggr) 2
=
(\pi  - k)2
6k2
. (7.8)
Discussion. The results in this section generalize some of the results in Sections 4, 5, and 6. The
reader may therefore wonder why those sections are even present in this paper.
In many math papers, theorems and proofs are presented without any hint as to how they were
discovered. One purpose of this paper is to show how the discovery process gave rise to the results
presented here. The results in the last four sections were presented in roughly the order in which
they were discovered. Moreover, the above discussions attempt to illustrate how the results were
discovered and proved.
8. Series With Alternating Signs
Now let’s obtain a few series whose terms have alternating signs. We will use Equations (4.3),
(4.4), and (5.3), which are restated here for convenience:
\infty \sum 
n=1
sin(nx)
n
=
\pi  - x
2
for 0 < x < 2\pi Equation (4.3),
\infty \sum 
n=1
sin(nx)
n
\cdot sin(n)
n
=
\pi  - x
2
for 1 \leq x \leq 2\pi  - 1 Equation (4.4),
\infty \sum 
n=1
sin(2nx)
2n
=
\infty \sum 
n=1
sin(2n)
2n
sin(2nx)
2n
=
\pi  - 2x
4
for 1 \leq x \leq \pi  - 1 Equation (5.3).
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Let’s subtract Equation (4.3) minus two times Equation (5.3). First, subtracting the right-hand
sides, we have
\pi  - x
2
 - 2 \cdot \pi  - 2x
4
=
x
2
.
Next, subtract the left-hand sides. The sum in Equation (4.3), minus two times the first sum in
Equation (5.3) is
x
2
=
sin(x)
1
+
sin(2x)
2
+
sin(3x)
3
+
sin(4x)
4
. . .
 - 2
\biggl( 
sin(2x)
2
+
sin(4x)
4
+
sin(6x)
6
+
sin(8x)
8
. . .
\biggr) 
=
sin(x)
1
 - sin(2x)
2
+
sin(3x)
3
 - sin(4x)
4
. . .
=
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
.
Similarly, if we subtract the sum in Equation (4.4), minus two times the second sum in Equation
(5.3), we get
x
2
=
\infty \sum 
n=1
( - 1)n+1 sin(n)
n
sin(nx)
n
.
These equations are true for those x for which all of the original sums are true, that is, for
1 \leq x \leq \pi  - 1. We can also prove that these sums hold for a larger interval, namely, for
0 \leq x \leq \pi  - 1:
Theorem 4. For 0 \leq x \leq \pi  - 1,
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
=
\infty \sum 
n=1
( - 1)n+1 sin(n)
n
\cdot sin(nx)
n
=
x
2
. (8.1)
The first sum equals x/2 over the larger interval, 0 \leq x < \pi .
Proof.
Figure 18 shows the graphs of
f(x) =
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
(8.2)
and
g(x) =
\infty \sum 
n=1
( - 1)n+1 sin(n)
n
\cdot sin(nx)
n
. (8.3)
First, the fact that the function f(x) = x/2 (for  - \pi < x < \pi ) has the Fourier series given in
Equation (8.2) is a standard result. See, for example, [6, Equation (c) on p. 506] or [13, Equation
13.9 on p. 32]. It’s easy enough to do by hand, but here is the Mathematica code for this calculation:
i1 = Integrate[ Sin[n x] * (x/2), {x, 0, Pi}]
Simplify[ (2/Pi) * i1, Assumptions -> Element[n, Integers] ]
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Figure 18.
\sum \infty 
n=1( - 1)n+1 \mathrm{s}\mathrm{i}\mathrm{n}(nx)n (solid) and
\sum \infty 
n=1( - 1)n+1 \mathrm{s}\mathrm{i}\mathrm{n}(n)n \cdot \mathrm{s}\mathrm{i}\mathrm{n}(nx)n (dashed)
Figure 18 suggests that, for \pi  - 1 < x \leq \pi , g(x) is
\pi  - 1
2
(\pi  - x) = x
2
+
\pi 
2
(\pi  - 1 - x) .
So, over the interval 0 < x < \pi , it appears that g(x) is given by
g(x) =
\left\{   
x
2
for 0 \leq x \leq \pi  - 1,
x
2
+
\pi 
2
(\pi  - 1 - x) for \pi  - 1 < x \leq \pi .
(8.4)
Because sin(x) =  - sin(2\pi  - x), it is easy to see that the second expression for g(x) also holds for
\pi  - 1 < x \leq \pi + 1, although in this proof, we do not need values of x greater than \pi .
Next, this Mathematica code calculates the Fourier coefficients for the g(x) in Equation (8.4):
i1 = Integrate[ Sin[n x] * (x/2), {x, 0, Pi - 1}]
i2 = Integrate[ Sin[n x] * (x/2 + (Pi/2)*(Pi - 1 - x)), {x, Pi - 1, Pi}]
trigRules = { Sin[n*(c_ + Pi)] -> Cos[n Pi] * Sin[n c], Cos[n Pi] -> (-1)^n }
total = Simplify[ (2/Pi) * (i1 + i2),
Assumptions -> Element[n, Integers] ] //. trigRules
The output of this calculation is  - ( - 1)n sin(n)/n2 = ( - 1)n+1 sin(n)/n2, so the g(x) in Equation
(8.4) does, in fact, have the Fourier series given in Equation (8.3).
Therefore, Equation (8.1) is actually valid for 0 \leq x \leq \pi  - 1.
QED.
If we substitute x = 1 into this equation, we get
\infty \sum 
n=1
( - 1)n+1 sin(n)
n
=
\infty \sum 
n=1
( - 1)n+1
\biggl( 
sin(n)
n
\biggr) 2
=
1
2
, (8.5)
which is a nice variation of (4.1), but with alternating signs.
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One is naturally led to wonder whether Equation (8.1) or (8.5) holds with higher powers of sin(n)/n.
If we perform a small numeric experiment, we make the interesting discovery that the sum of the
first million terms of this series \infty \sum 
n=1
( - 1)n+1
\biggl( 
sin(n)
n
\biggr) 3
.
is about 0.50000 00000 00000 00067 . Mathematica claims that the sum of the infinite series is
exactly 1/2. In Sections 12.1 through 12.4, we will prove this and much more. We will see that
Equation (8.1) holds with one or two more powers of sin(n)/n, although for shorter ranges of x
values. See Equation (12.17) and Theorem 7 for a collection of related results.
9. Multiplying by Powers of sin(n)/n
We now discuss another way to extend Equations (4.3) and (4.4), which are restated here for
convenience. Those equations say that, for 1 \leq x \leq 2\pi  - 1, we have
\infty \sum 
n=1
sin(nx)
n
=
\infty \sum 
n=1
sin(n)
n
sin(nx)
n
=
\pi  - x
2
. (9.1)
We were able to multiply the nth term in the series on the left by sin(n)/n without changing the
sum. Can we introduce even more factors of sin(n)/n into the nth term without changing the sum?
Numerical experiments with Equation (9.1) suggested that sometimes we can.
With x = 2, Equation (9.1) guarantees that both of these sums are equal to (\pi  - 2)/2, which is
about 0.57079 63267 94896 61923:
\infty \sum 
n=1
sin(2n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(2n)
n
=
\pi  - 2
2
.
Let’s put in higher powers of sin(n)/n, add a million terms, and see what we get. First,
1000000\sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(2n)
n
\approx 0.57079 63267 94896 61906 .
That sum is pretty close to (\pi  - 2)/2. However, the following sum is not very close to (\pi  - 2)/2:
1000000\sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
sin(2n)
n
\approx 0.50534 64798 .
So, we conjecture (and will later prove) that all three of these sums equal (\pi  - 2)/2:
\infty \sum 
n=1
sin(2n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(2n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(2n)
n
=
\pi  - 2
2
. (9.2)
With x = 4, Equation (9.1), tells us that
\infty \sum 
n=1
sin(4n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(4n)
n
=
\pi  - 4
2
.
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Numerical calculation with x = 4 suggests that the following sum also equals (\pi  - 4)/2 \approx 
 - 0.42920 36732 05103 38076:
1000000\sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(4n)
n
\approx  - 0.42920 36732 05103 38027 .
However, a numerical calculation shows that equality does not hold when we introduce (sin(n)/n)3:
1000000\sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
sin(4n)
n
\approx  - 0.40509 74412 .
So, we conjecture (and will later prove) that
\infty \sum 
n=1
sin(4n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(4n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(4n)
n
=
\pi  - 4
2
. (9.3)
For x = 3, the results are even more interesting. Equation (9.1) shows that
\infty \sum 
n=1
sin(3n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(3n)
n
=
\pi  - 3
2
.
Numeric calculations suggest that the following two sums also equal (\pi  - 3)/2, which is about
\approx 0.07079 63267 94896 61923 132:
1000000\sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(3n)
n
\approx 0.07079 63267 94896 61941 941
1000000\sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
sin(3n)
n
\approx 0.07079 63267 94896 61927 298 .
So, we conjecture (and will later prove) that all four of the following sums are exactly equal to
(\pi  - 3)/2:
\infty \sum 
n=1
sin(3n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(3n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(3n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
sin(3n)
n
=
\pi  - 3
2
.
(9.4)
A numeric calculation shows that, with (sin(n)/n)4, we have
1000000\sum 
n=1
\biggl( 
sin(n)
n
\biggr) 4
sin(3n)
n
\approx 0.06477 50586 ,
which is significantly different from (\pi  - 3)/2 \approx 0.07079 63268. So, Equation (9.4) can not be
extended to a sum involving (sin(n)/n)4.
In fact, graphs and numeric calculations also suggest that, in Equation (9.1), we can introduce up
to three factors of sin(n)/n, not just for x = 3, but for some x values a little more than 3, and
that, for each of these x, all four sums appear to equal (\pi  - x)/2.
These experiments suggest the following theorem, which extends Equations (9.2), (9.3), and (9.4)
to an entire interval of x values.
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Theorem 5. For all x in the interval 3 \leq x \leq 2\pi  - 3, we have
\infty \sum 
n=1
sin(nx)
n
=
\infty \sum 
n=1
sin(n)
n
sin(nx)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(nx)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
sin(nx)
n
=
\pi  - x
2
.
(9.5)
The first sum equals (\pi  - x)/2 for 0 < x < 2\pi \approx 6.28 .
The second sum equals (\pi  - x)/2 for 1 \leq x \leq 2\pi  - 1 \approx 5.28 .
The third sum equals (\pi  - x)/2 for 2 \leq x \leq 2\pi  - 2 \approx 4.28 .
The fourth sum equals (\pi  - x)/2 for 3 \leq x \leq 2\pi  - 3 \approx 3.28 .
0.5 1.0 1.5 2.0 2.5 3.0
0.5
1.0
1.5
Figure 19. The four sums in Theorem 5
The graphs of 100 terms of these four sums are shown in Figure 19. The four sums from left to
right have decreasing values at x = .5.
Proof. We’ll prove the result for x \leq \pi . The results for the larger intervals will follow by replacing
x with 2\pi  - x. The first two sums are just restatements of Equations (4.3) and (4.4). We now
prove that the third and fourth sums also equal (\pi  - x)/2 over the stated intervals.
The third sum is the Fourier series of some unknown function f(x) over 0 \leq x \leq \pi :
f(x) =
\infty \sum 
n=1
sin2(n)
n3
sin(nx) . (9.6)
But what function would that be? We need to find another expression for f(x) which makes it
clear that f(x) = (\pi  - x)/2 for 2 \leq x \leq \pi .
It turns out that
f(x) =
\left\{     
x(\pi  - 1)
2
 - \pi 
8
x2 for 0 \leq x < 2,
\pi  - x
2
for 2 \leq x \leq \pi .
(9.7)
In Section 10.1, we will see how the polynomials in (9.7) were found.
This Mathematica code
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i1 = Integrate[ Sin[n x] * ( x (Pi - 1)/2 - (Pi/8) x^2 ), {x, 0, 2}]
i2 = Integrate[ Sin[n x] * (Pi - x)/2, {x, 2, Pi}]
total = Simplify[ (2/Pi)(i1 + i2), Assumptions -> Element[n, Integers] ]
gives sin2(n)/n3 as the nth coefficient of the Fourier sine series for the f(x) that is defined in
Equation (9.7), and shows that f(x) does, indeed, have the desired Fourier sine series (9.6) over
0 \leq x \leq \pi . In particular, for 2 \leq x \leq \pi , we do have f(x) = (\pi  - x)/2, as claimed.
Now look at the fourth sum in Equation (9.5). Consider the function g(x) such that
g(x) =
\infty \sum 
n=1
sin3(n)
n4
sin(nx) . (9.8)
We want an alternative expression for g(x) which makes it clear that g(x) = (\pi  - x)/2 for 3 \leq x \leq \pi .
That expression turns out to be
g(x) =
\left\{               
\biggl( 
3\pi 
8
 - 1
2
\biggr) 
x - \pi 
24
x3 for 0 \leq x \leq 1,
 - \pi 
16
+
\biggl( 
9\pi 
16
 - 1
2
\biggr) 
x - 3\pi 
16
x2 +
\pi 
48
x3 for 1 < x < 3,
\pi  - x
2
for 3 \leq x \leq \pi .
(9.9)
In Section 10.2, we will see how the polynomials in (9.9) were found. This Mathematica calculation
i1 = Integrate[ Sin[n x] * ( (3 Pi/8 - 1/2) x - (Pi/24) x^3 ), {x, 0, 1}]
i2 = Integrate[ Sin[n x] *
( -Pi/16 + (9 Pi/16 - 1/2) x - (3 Pi/16) x^2 + (Pi/48) x^3 ), {x, 1, 3}]
i3 = Integrate[ Sin[n x] * ( (Pi - x)/2 ), {x, 3, Pi}]
total = Simplify[(2/Pi)(i1 + i2 + i3), Assumptions -> Element[n, Integers]]
gives sin3(n)/n4 as the nth coefficient of the Fourier sine series for the g(x) in Equation (9.9).
This shows that g(x) does, indeed, have the desired Fourier sine series (9.8) over 0 \leq x \leq \pi . In
particular, g(x) = (\pi  - x)/2 for 3 \leq x \leq \pi , as claimed.
QED.
Substituting x = 2 into Equation (9.5) shows that the three sums in Equation (9.2) all equal
(\pi  - 2)/2.
Substituting x = 4 shows that the three sums in Equation (9.3) all equal (\pi  - 4)/2.
Substituting x = 3 in Equation (9.5) shows that the four sums in Equation (9.4) all equal (\pi  - 3)/2.
Equation (9.4) can also be proven using the much more general Theorem 1 of [3]. Suppose we are
given N > 0 and N + 1 positive numbers a0, a1, a2, ... aN . Among other things, Theorem 1 of [3]
says: If both of these inequalities are true
N\sum 
k=0
ak \leq 2\pi and
N\sum 
k=0
ak \leq 2a0 , (9.10)
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then
\infty \sum 
n=1
\Biggl( 
N\prod 
k=0
sin(ak \cdot n)
ak \cdot n
\Biggr) 
=
\pi 
2a0
 - 1
2
. (9.11)
(Note that each term in the sum is the product of N +1 factors). Using this Theorem with N = 0,
N = 1, N = 2, and N = 3, we can evaluate the four sums in Equation (9.4).
For example, the second sum in Equation (9.4) can be evaluated by taking N = 1, a0 = 3, and
a1 = 1. The conditions in (9.10) are satisfied, and, Equation (9.11) becomes
\infty \sum 
n=1
sin(3n)
3n
\cdot sin(n)
n
=
\pi 
6
 - 1
2
.
This is equivalent to the second sum in Equation (9.4).
Likewise, the fourth sum in Equation (9.4) can be evaluated by taking N = 3, a0 = 3, and
a1 = a2 = a3 = 1. The conditions in (9.10) hold, and Equation (9.11) becomes
\infty \sum 
n=1
sin(3n)
3n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=
\pi 
6
 - 1
2
.
It is interesting that as long as the conditions in (9.10) are satisfied, the value on the right of
Equation (9.11) depends only on a0 and not on the values of the other ak, nor on how many ak
there are. So, for example, let a0 = 3, and let a1 = a2 = \cdot \cdot \cdot = a6 = 1/2. For every N \leq 6, all of
the sums
N\sum 
k=0
ak
are less than or equal to both 2\pi and 2a0, so (9.10) holds. Therefore, for every N \leq 6, we have
\infty \sum 
n=1
sin(3n)
3n
\cdot 
\biggl( 
sin(n/2)
n/2
\biggr) N
=
\pi 
6
 - 1
2
.
In other words, we can start with the series
\infty \sum 
n=1
sin(3n)
3n
=
\pi 
6
 - 1
2
.
and introduce up to six powers of
sin(n/2)
n/2
without changing the sum!
Exact Calculations.
Above, we displayed the values of a few sums to about 20 decimal places. Besides being able
to do such numerical calculations to extremely high precision, computer algebra systems like
Mathematica can also compute exact values of some of these expressions.
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For example, Mathematica claims that all three of the following sums are exactly equal to (\pi  - 2)/2:
\infty \sum 
n=1
sin(2n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(2n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(2n)
n
=
\pi  - 2
2
.
We proved this above; this is Equation (9.2). Mathematica also says that this sum is exactly equal
to 23\pi /48 - 1:
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
sin(2n)
n
=
23\pi 
48
 - 1 \approx 0.50534 64798 .
Here’s the Mathematica code to do these calculations, and a few others. We will calculate six
values, corresponding to sums involving (sin(n)/n)0 = 1 through (sin(n)/n)5. First, we define a
function, sumk2[k], whose parameter is the power of sin(n)/n in the sum. Then, we calculate a
table of six expressions, sumk2[0] through sumk2[5]. (The trailing semicolon in the code below
prevents the display of the lengthy output of these expressions). Finally, we simplify the results
as much as possible:
sumk2[k_] := Sum[(Sin[n]/n)^k * Sin[2 n]/n, {n, 1, Infinity}]
tab = Table[sumk2[k], {k, 0, 5}] ;
FullSimplify[tab]
This output is a table with six expressions. The first three expressions are (\pi  - 2)/2. We proved
these results above. The fourth expression, corresponding to the sum with (sin(n)/n)3, is 23\pi /48 - 
1. In the fifth expression, Mathematica is claiming that
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 4
sin(2n)
n
=
11\pi 
24
 - 1 .
Finally, the sixth expression in Mathematica’s output claims that
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 5
sin(2n)
n
=
 - 3840 + \pi (18489 - 2\pi (12005 + 4\pi ( - 1715 + 2\pi (245 + \pi ( - 35 + 2\pi )))))
3840
=  - 1 + 6163\pi 
1280
 - 2401\pi 
2
384
+
343\pi 3
96
 - 49\pi 
4
48
+
7\pi 5
48
 - \pi 
6
120
,
These last three results look intriguing, but we shall not prove them here.
These sums can also be written in terms of polylogarithms. Let’s look at one of the sums in
Equation (9.4) in more detail. Consider the sum
\infty \sum 
n=1
sin(n)
n
sin(2n)
n
.
In Mathematica code, this is
s = Sum[Sin[n]/n * (Sin[2 n]/n), {n, 1, Infinity}]
The unsimplified output is
s =
1
4
\bigl( 
Li2
\bigl( 
e - i
\bigr) 
+ Li2
\bigl( 
ei
\bigr)  - Li2 \bigl( e - 3i\bigr)  - Li2 \bigl( e3i\bigr) \bigr) ,
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where Li2(\cdot ) is the polylogarithm function (see [10] or [11]) given by the series
Lik(z) =
\infty \sum 
n=1
zn
nk
.
Then, with
FullSimplify[s]
Mathematica returns (\pi  - 2)/2, as expected. We will use polylogarithms later, in Section 12.
What Constitutes a Proof?
It is important to note the following: because we are unable to examine or verify the internal,
proprietary algorithms that Mathematica uses to do these exact calculations, such output does
not, in any sense, constitute a proof. Still, such symbolic output is useful because it gives us the
likely answer, so it tells us what it is that we should attempt to prove.
That said, we are cheating a little bit when we allow a computer algebra system like Mathematica
to evaluate an integral like
i1 = Integrate[ Sin[n x] * ( (3Pi/8 - 1/2) x - (Pi/24) x^3 ), {x, 0, 1}]
whose output is
(n3(6 - 4\pi ) - 3n\pi ) cos(n) + 3 (n2(\pi  - 2) + \pi ) sin(n)
12n4
if we don’t also check the result by some other method. Although this calculation is somewhat
tedious, it can, in theory, be done by hand. The reader could also gain confidence in the result
by doing the same calculation in a different computer algebra system. Of course, doing such a
calculation by hand instead of in Mathematica does not guarantee that it is correct! However, if
you show all the steps, this at least enables others to check your work.
Replacing sin With cos.
Equation (9.2) (restated here for convenience) says:
\infty \sum 
n=1
sin(2n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(2n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(2n)
n
=
\pi  - 2
2
.
If we use the identity sin(2n) = 2 sin(n) cos(n), we get pretty sums involving cosines:
\infty \sum 
n=1
sin(n)
n
cos(n) =
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
cos(n) =
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
cos(n) =
\pi  - 2
4
. (9.12)
The graphs of
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) k
cos(nx)
for k = 1, 2, and 3 illustrate why (9.12) holds for x = 1. In Figure 20, k = 1 is the solid graph,
k = 2 is the dashed graph, and k = 3 is the dotted graph. All three curves cross at x = 1,
y = (\pi  - 2)/4 \approx 0.285.
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Figure 20. Sum of
\Bigl( 
\mathrm{s}\mathrm{i}\mathrm{n}(n)
n
\Bigr) k
cos(nx) for k = 1, 2, 3
The reader might also be intrigued by the graphs of the following sums for k = 1, 2, and 3:
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) k
cos3(nx) .
The graphs are in Figure 21. The graphs for k = 1, k = 2, and k = 3 are solid, dashed, and dotted,
respectively. The graphs all appear to meet at the point x = 1, y \approx .09. In fact, Mathematica
claims that, for k = 1, 2, and 3, the above sums are exactly 3\pi /16 - 1/2 \approx .089, but we will not
prove this. For k = 4, the sum is about 0.075699, so this sum is different from the sums for k = 1,
2, and 3.
0.5 1.0 1.5 2.0 2.5 3.0
-0.5
0.5
1.0
Figure 21. Sum of
\Bigl( 
\mathrm{s}\mathrm{i}\mathrm{n}(n)
n
\Bigr) k
cos3(nx) for k = 1, 2, 3
Question: for k = 1, 2, and 3, are any of the following sums equal at x = 1?
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) k
cos5(nx) .
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(Hint: seeing is not believing!) The graphs are in Figure 22. The graphs for k = 1, 2, and 3 are
solid, dashed, and dotted, respectively.
0.5 1.0 1.5 2.0 2.5 3.0
-0.5
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1.0
Figure 22. sum of
\Bigl( 
\mathrm{s}\mathrm{i}\mathrm{n}(n)
n
\Bigr) k
cos5(nx) for k = 1, 2, 3
Answer: at x = 1, the sums are all different. For k = 1, 2, and 3, the sums at x = 1 are about
 - 0.00912, 0.02606, and 0.02704.
10. Recovering a Function From its Fourier Series
In the proof of Theorem 5 in the last section, we started with functions f(x) and g(x) defined by
their Fourier series (9.6) and (9.8). The proof required expressing these functions using polynomials
in (9.7) and (9.9). In this section, we will show how those polynomials were found.
10.1. Identifying f(x).
In Section 9, f(x) was defined to be this series (Equation (9.6)):
f(x) =
\infty \sum 
n=1
sin2(n)
n3
sin(nx) .
It was claimed in Equation (9.7) that f(x) has the polynomial representation\left\{     
\pi  - 1
2
x - \pi 
8
x2 for 0 \leq x < 2,
\pi  - x
2
for 2 \leq x \leq \pi .
How did we obtain these polynomials?
The graph of the series in (9.6) is shown in Figure 23. Unlike the graphs we encountered in earlier
sections, such as Figures 4 and 5, here we cannot easily read off from the graph any pieces that
may comprise f(x).
FUN WITH FOURIER SERIES 41
0.5 1.0 1.5 2.0 2.5 3.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Figure 23. f(x) =
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}(n)2
n3
\cdot sin(nx)
As noted in the discussion after the proof of Theorem 1, the presence of sin(n) in the Fourier
coefficients probably means that f(x) is composed of two or more functions over intervals with
integer endpoints. The graph in Figure 23 appears to consist of two (or more) pieces: first,
quadratic or higher-degree polynomials over 0 < x < 2, and a first-degree (linear) polynomial for
2 < x < \pi . (We’ll worry about the endpoints later.) Of course, there’s no guarantee that f(x)
does consist of polynomials. If it does not, then we may be out of luck. Note that, in order to
match the right side of Equation (9.5), the linear part would have to be (\pi  - x)/2, but we will
show how to find this expression without assuming it.
Figure 23 gives us a couple of hints about how to proceed. First, let’s assume that f(x) is
represented by just two polynomials: one over (0, 2) and another over (2, \pi ). We can then
compute the sum in (9.6) to reasonable precision to get pairs of data points (x, f(x)). Then, we
can do least-squares curve fitting over the two intervals to try to find polynomials that match the
data. Finally, we will try to recognize the exact values of the numeric coefficients, and write the
coefficients as expressions.
Let’s start by fitting f(x) from x = 0 to x = 2 to a cubic polynomial. We’ll use 10000 terms of the
series for f(x) to compute a set of (x, y) data points from x = 0 to x = 2, then use Mathematica’s
Fit function to fit the data to a cubic. Why a cubic? This is just a guess. f(x) might be a
polynomial of higher degree, or it might not be a polynomial at all. The only way to find out is
trial and error: fit f(x) to a cubic and see what happens.
This Mathematica code (the trailing semicolon prevents the display of lengthy output that we
don’t need to see)
fx[x_] := Sum[Sin[n]^2/n^3 * Sin[n x], {n, 1, 10000}]
data02 = Table[{x, fx[x]}, {x, 0, 2, .01}] ;
Fit[data02, {1, x, x^2, x^3}, x]
gives the polynomial
 - 2.13691153825 \cdot 10 - 12 + 1.0707963268x - 0.392699081705x2 + 1.36298199138 \cdot 10 - 12x3 .
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The last few digits of these coefficients may be meaningless because the data came from only
the first 10000 terms of the series for f(x). The relative smallness of the constant term and the
coefficient of x3 suggest that these terms really should be 0.
So, let’s try again, this time fitting the data to a polynomial of the form ax + bx2. This time,
Fit[data02, {x, x^2}, x] gives 1.0707963268x - 0.392699081699x2 .
In the previous sections, coefficients often turned out to be simple fractions involving \pi . With
that in mind, it doesn’t take long to see that the coefficient of x is very close to (\pi  - 1)/2 \approx 
1.07079632679. Also, \pi /0.392699081699 \approx 7.99999999999, so 0.392699081699 is probably an ap-
proximation to \pi /8 = 0.3926990816987 . . . . So, we conjecture that, between x = 0 and x = 2,
f(x) has the polynomial representation
f(x) =
\pi  - 1
2
x - \pi 
8
x2 .
Figure 23 suggests that f(x) is linear from x = 2 to x = \pi . But just in case there is also a quadratic
term, let’s fit a quadratic over this interval.
data2Pi = Table[{x, fx[x]}, {x, 2, Pi, .01}] ;
Fit[data2Pi, {1, x, x^2}, x]
gives the polynomial
1.57079632682 - 0.500000000016x+ 2.92866805496 \cdot 10 - 12x2 .
The quadratic term seems to be 0, so let’s fit a linear function. Fit[data2Pi, {1, x}, x] gives
1.5707963268 - 0.500000000001x. This suggests that from x = 2 to x = \pi ,
f(x) =
\pi 
2
 - x
2
=
\pi  - x
2
.
This is how the polynomial expressions in Equation (9.7) were obtained.
Alternative Method. Here’s another approach that does not involve trying to guess the exact
values of the imprecise decimal values above. Again, we do not assume that f(x) = (\pi  - x)/2 for
x between 2 and \pi , although we hope that turns out to be the case.
Let’s assume that f(x) is the quadratic f1(x) = ax2 + bx over 0 \leq x < 2. (From the graph, f(0)
appears to be 0, so the constant term in the quadratic is 0). Let’s also assume f(x) is the linear
function f2(x) = cx + d over 2 < x \leq \pi . Let’s also assume that both the function values and the
slopes agree at x = 2, and that f2(\pi ) = 0. Then the coefficients must be related to each other in
the following ways (here, the primes \prime denote derivatives):
f1(2) = f2(2), so 4a+ 2b = 2c+ d,
f \prime 1(2) = f
\prime 
2(2), so 4a+ b = c,
f2(\pi ) = 0, so \pi c+ d = 0 .
If we solve these for a, b, and d in terms of c, we get a = \pi c/4, b = c(1 - \pi ), and d =  - c\pi . Next,
we compute the integrals (2.5) to get the coefficients of the Fourier sine series:
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i1 = (2/Pi) Integrate[Sin[n x] (a x^2 + b x), {x, 0, 2}]
i2 = (2/Pi) Integrate[Sin[n x] (c x + d), {x, 2, Pi}]
expr1 = FullSimplify[i1 + i2, Assumptions -> Element[n, Integers]]
(As before, Assumptions -> Element[n, Integers] sets terms like sin(n\pi ) to 0). This gives us
another expression involving the parameters a, b, c, and d:
2
\pi 
\int 2
0
(ax2 + bx) sin(nx)dx+
2
\pi 
\int \pi 
2
(cx+ d) sin(nx)dx =
 - 4a - 2( - 1)nn2(d+ c\pi ) + (4a+ 2( - 4a - 2b+ 2c+ d)n2) cos(2n) + 2(4a+ b - c)n sin(2n)
n3\pi 
.
This looks pretty bad! However, we know a, b, and d in terms of c. When we make those
substitutions, we get an expression involving only c.
expr2 = expr1 /. {a -> Pi c/4, b -> c(1 - Pi), d -> -c Pi}
Simplify[expr2]
The result of this Mathematica calculation is  - 2c sin2(n)/n3 .
In order for this to match the coefficient of sin(nx) in (9.6), we must have c =  - 1/2. Then,
a =  - \pi /8, b = (\pi  - 1)/2, and d = \pi /2, and the two functions are just what we claimed above in
Equation (9.7):
f1(x) =
\pi  - 1
2
x - \pi 
8
x2
and
f2(x) =
\pi 
2
 - 1
2
x .
10.2. Identifying g(x).
Now, let’s look at g(x), which was defined in Equation (9.8):
g(x) =
\infty \sum 
n=1
sin3(n)
n4
sin(nx) .
Equation (9.9) claimed that\left\{               
\biggl( 
3\pi 
8
 - 1
2
\biggr) 
x - \pi 
24
x3 for 0 \leq x \leq 1,
 - \pi 
16
+
\biggl( 
9\pi 
16
 - 1
2
\biggr) 
x - 3\pi 
16
x2 +
\pi 
48
x3 for 1 < x < 3,
\pi  - x
2
for 3 \leq x \leq \pi .
Figure 24 shows the graph of g(x) from x = 0 to x = \pi . This graph is smoother than the graph
of f(x) in Figure 23. Unlike the graph of f(x), this graph doesn’t give any visible hints about its
pieces, or about the endpoints of intervals on the x axis. All we expect (based on the statement
of Theorem 5) is that, from x = 3 to x = \pi , g(x) = (\pi  - x)/2.
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Figure 24. g(x) =
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}(n)3
n4
\cdot sin(nx)
Again, the presence of sin(n) in the coefficients of the Fourier series suggest that g(x) might
consist of pieces defined over intervals with integer endpoints. Curve-fitting with even a 5th degree
polynomial over [0, 3] did not produce a good match to the data. This suggested that, over
[0, 3], either g(x) was a polynomial of degree 6 or more, or that g(x) was composed of two or
more polynomials over several subintervals of [0, 3]. Trial and error curve-fitting over a number of
intervals finally gave good matches over the three intervals [0, 1], [1, 2], and [2, 3]. The polynomials
over [1, 2] and [2, 3] were the same, so we will use just one polynomial over [1, 3]. From x = 3 to
x = \pi , the first-degree polynomial (\pi  - x)/2 fit the data pretty well. All of this implied that g(x)
was probably composed of polynomials over thee three intervals [0, 1], [1, 3], and [3, \pi ].
First, using the series definition of g(x) in Equation (9.8), let’s fit g(x) over the interval from x = 0
to x = 1. We will use only 1000 terms of this series to generate the data points; this may be
sufficient because the denominators contain n4, so the terms in the series get small very quickly.
gx[x_] := Sum[Sin[n]^3/n^4 * Sin[n x], {n, 1, 1000}]
data01 = Table[{x, gx[x]}, {x, 0, 1, .01}] ;
Fit[data01, {1, x, x^2, x^3, x^4}, x]
gives a polynomial with very tiny constant, quadratic, and quartic coefficients (on the order of
10 - 9 or smaller). This suggests that, from x = 0 to x = 1, g(x) may be a polynomial with only
first and third-degree terms.
In fact, Fit[data01, {x, x^3}, x] gives 0.678097245105x - 0.13089969392x3 .
What are these numbers, 0.678097245105 and  - 0.13089969392 ? Are they, for example, related
to \pi in some simple way? We can try looking them up in the on-line Inverse Symbolic Calculator
[5], but that did not help in this case. Keep in mind that the last few digits might be meaningless.
One possibility is that these two numbers are fractions that involve \pi . In fact, we find that
\pi / - 0.13089969392 =  - 23.9999999963, so - 0.13089969392 might be an approximation to - \pi /24 \approx 
 - 0.13089969389957 . . . .
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If we wish to search more systematically, we can use Mathematica’s LatticeReduce function to
help identify this number. LatticeReduce looks for non-trivial linear relations among its input
values. You can learn more about the technique of “lattice reduction” at [7]. This code shows how
we can find a linear expression that involves the three numbers c =  - 0.13089969392, \pi , and 1:
c = -0.13089969392
v = {c, Pi, 1}
{a0, a1, a2} = Round[10^10 v]
a = { {1, 0, -a0}, {0, 1, -a1} }
b = LatticeReduce[a]
The result is b = \{ \{ 24, 1, 0\} , \{ 1, 0, 1308996939\} \} . There are two rows in the vector b, which means
that two linear relationships were found. The first row has small coefficients b11 = 24, b12 = 1,
b13 = 0, so we’ll use them. The linear relation implied by this first row is
b11 \cdot v1 + b12 \cdot v2 + b13 \cdot v3 .
Here, v1, v2, and v3 are the components of the vector v, namely, c, \pi , and 1. We can write this
dot product in Mathematica as b[[1]].v, which Mathematica says is about  - 4.9 \cdot 10 - 10. Written
out, this dot product is
24c+ 1 \cdot \pi + 0 \cdot 1 = 24c+ \pi \approx  - 4.9 \cdot 10 - 10 .
Since 24c+ \pi \approx 0, we have c \approx  - \pi /24.
Note: the second row of the vector b gives another linear relationship. However, this row contains
a 10-digit number. This is about the number of digits as in our input value c =  - 0.13089969392,
so we should not expect this to be useful. The second row gives rise to the relation
b21 \cdot v1 + b22 \cdot v2 + b23 \cdot v3 \approx 1.3 \cdot 109 .
The reader may wonder, “How did we know that  - 0.13089969392 did not involve, say, \pi 2?” We
didn’t know this at first, but we can check for this possibility, too:
v = {c, Pi, Pi^2, 1} ;
{a0, a1, a2, a3} = Round[10^10 v] ;
a = { {1, 0, 0, -a0}, {0, 1, 0, -a1}, {0, 0, 1, -a2} } ;
b = LatticeReduce[a]
b[[1]].v
The first row of b is \{ 24, 1, 0, 0\} , which implies that
b11 \cdot v1 + b12 \cdot v2 + b13 \cdot v3 + b14 \cdot v4
=24 \cdot c+ 1 \cdot \pi + 0 \cdot \pi 2 + 0 \cdot 1
\approx  - 4.9 \cdot 10 - 10 .
Note that the coefficient of \pi 2 is 0, which means that \pi 2 does enter into a linear relation.
The second and third rows of b are
\{  - 1997, 47669, - 15200, 35433\} and \{  - 1273, 30367, - 9683, - 63546\} 
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which together have more digits than our input value  - 0.13089969392 . If you allow coefficients
to have enough digits, you can always write down linear relations between any set of numbers, so
we’ll ignore these two rows of b.
Now let’s identify c = 0.678097245105, the coefficient of x. It turns out that this code
c = 0.678097245105 ;
v = {c, Pi, 1} ;
{a0, a1, a2} = Round[10^10 v] ;
a = { {1, 0, -a0}, {0, 1, -a1} } ;
b = LatticeReduce[a]
does not work well because all rows of b have large coefficients. So, try again, with an additional
1 in the input vector:
v = {c, 1, Pi, 1} ;
{a0, a1, a2, a3} = Round[10^10 v] ;
a = { {1, 0, 0, -a0}, {0, 1, 0, -a1}, {0, 0, 1, -a2} } ;
b = LatticeReduce[a]
b[[1]].v
This gives \{ 8, 4, - 3, 0\} as the first row of b. Also, b[[1]].v \approx 7.1 \ast 10 - 11. So, we have
b11 \cdot v1 + b12 \cdot v2 + b13 \cdot v3 + b14 \cdot v4
=8 \cdot c+ 4 \cdot 1 - 3 \cdot \pi + 0 \cdot 1
=8c+ 4 - 3\pi 
\approx 7.1 \ast 10 - 11 \approx 0 .
Now, if 8c+ 4 - 3\pi = 0, then c = (3\pi  - 4)/8 \approx 0.678097245096 . Finally, putting all this together,
we now suspect that, from x = 0 to x = 1,
g(x) =
3\pi  - 4
8
x - \pi 
24
x3 .
That takes care of the polynomial that comprises g(x) from x = 0 to x = 1.
Now, we’ll fit g(x) to a polynomial from x = 1 to x = 3.
data13 = Table[{x, gx[x]}, {x, 1, 3, .01}] ;
Fit[data13, {1, x, x^2, x^3, x^4}, x]
gives 1.5 \cdot 10 - 11 as the coefficient of x4, so we’ll assume that the polynomial is a cubic.
Fit[data13, {1, x, x^2, x^3}, x] gives
 - 0.19634954096 + 1.26714586782x - 0.589048622634x2 + 0.0654498469637x3
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We’ll start with the simple idea of dividing the coefficients by \pi :
 - 0.19634954096/\pi \approx  - .0625 =  - 1/16
 - 0.589048622634/\pi \approx  - .1875 =  - 3/16
0.0654498469637/\pi \approx 0.0208333333378 \approx 1/48
Therefore, it appears that the polynomial expression for g(x) between x = 1 and x = 3 is
 - \pi 
16
+ 1.26714586782x - 3\pi 
16
x2 +
\pi 
48
x3 .
However, 1.26714586782/\pi \approx 0.403345056964 is not an easily-recognizable fraction, so we’ll use
LatticeReduce again.
c = 1.26714586782 ;
v = {c, 1, Pi, 1} ;
{a0, a1, a2, a3} = Round[10^10 v] ;
a = { {1, 0, 0, -a0}, {0, 1, 0, -a1}, {0, 0, 1, -a2} } ;
b = LatticeReduce[a]
b[[1]].v
The first row of b has coefficients \{  - 16, - 8, 9, 24\} . Mathematica says that the dot product of this
row with v is b[[1]].v \approx 23.9999999972 . The dot product of this row with v can be written out
as
b11 \cdot v1 + b12 \cdot v2 + b13 \cdot v3 + b14 \cdot v4
= - 16 \cdot c - 8 \cdot 1 + 9 \cdot \pi + 24 \cdot 1
= - 16c - 8 + 9\pi + 24
\approx 23.9999999972 \approx 24 .
If  - 16c - 8 + 9\pi + 24 \approx 24, then c \approx (9\pi  - 8)/16.
Therefore, it appears that from x = 1 to x = 3,
g(x) =  - \pi 
16
+
(9\pi  - 8)
16
x - 3\pi 
16
x2 +
\pi 
48
x3 .
This is the second polynomial in Equation (9.9).
Finally, between x = 3 and x = \pi , the expression (\pi  - x)/2 is a good fit to the data from the series
in Equation (9.8). This gives us the last part of Equation (9.9).
To summarize, what we have done is this:
\bullet (1) use the first thousand terms of the series for g(x) to compute data points from x = 0
to x = 1, and from x = 1 to x = 3
\bullet (2) used least-squares fitting to get polynomials with numeric coefficients
\bullet (3) used a combination of guessing and LatticeReduce to determine analytic expressions
for the numeric coefficients.
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Of course, given the polynomials found by step 3, we must show that the function g(x) has the
Fourier coefficients sin(n)3/n4. We already did this in Section 9.
11. Multiplying by Higher Powers of sin(nx)
The terms in a Fourier series involve the first power of sin(nx) and cos(nx). But after a little
experimentation, we discover that the graphs of functions like
\infty \sum 
n=1
sin3(nx)
n
and \infty \sum 
n=1
sin4(nx)
n2
=
\infty \sum 
n=1
sin3(nx)
n
\cdot sin(nx)
n
look interesting, too. See Figure 25.
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Figure 25.
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}3(nx)
n
(solid) and
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}4(nx)
n2
(dashed)
Notice that the graphs appear to cross at x = 1, suggesting that
\infty \sum 
n=1
sin3(n)
n
=
\infty \sum 
n=1
sin3(n)
n
\cdot sin(n)
n
=
\infty \sum 
n=1
sin4(n)
n2
.
We will prove this, and we will evaluate these and similar sums. We will also show that there are
analogues of Equation (4.1) that involve higher powers of sin(n)/n.
The identity cos(2nx) = 1  - 2 sin2(nx) suggests that if we simply replace x with 2x in a Fourier
series, we can obtain sums that involve sin 2(nx) and cos 2(nx). In our examples, we will usually
replace x not with kx, but with \pi  - kx, although the idea is the same.
We will use these five standard identities from trigonometry: for any a and b,
sin(a+ b) = sin(a) cos(b) + cos(a) sin(b) (11.1)
cos(a+ b) = cos(a) cos(b) - sin(a) sin(b) (11.2)
sin(3a) = 3 sin(a) - 4 sin3(a) (11.3)
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cos(2a) = 1 - 2 sin2(a) (11.4)
cos(4a) = 1 - 8 sin2(a) + 8 sin4(a) (11.5)
By performing elementary manipulations on Fourier series, we can obtain higher-power analogues
of Equation (4.1). The next Theorem provides more examples of series in which we can multiply
the nth term by sin(n)/n without changing the sum.
Theorem 6. \infty \sum 
n=1
sin3(nx)
n
=
\pi 
4
and
\infty \sum 
n=1
sin4(nx)
n2
=
\pi x
4
(11.6)
for 0 < x < 2\pi /3 and 0 \leq x \leq \pi /2, respectively.
Also,
\infty \sum 
n=1
sin5(nx)
n
=
3\pi 
16
and
\infty \sum 
n=1
sin6(nx)
n2
=
3\pi x
16
(11.7)
for 0 < x < 2\pi /5 and 0 \leq x \leq \pi /3, respectively.
Proof. We start with this example from a textbook [6, Equation (c) on p. 506] or [13, Equation
13.9 on p. 32]:
\infty \sum 
n=1
( - 1)n+1
n
sin(nx) =
x
2
, (11.8)
which is valid for  - \pi < x < \pi . We will replace x by \pi  - 3x throughout (11.8). The result holds
provided  - \pi < \pi  - 3x < \pi , that is, for 0 < x < 2\pi /3.
First, with this substitution, sin(nx) becomes sin(n(\pi  - 3x)) . Using Equation (11.1),
sin(n(\pi  - 3x)) = sin(n\pi  - 3nx) = sin(n\pi ) cos(3nx) - cos(n\pi ) sin(3nx)
= 0 - ( - 1)n sin(3nx)
= ( - 1)n+1 sin(3nx) .
Using this and Equation (11.3), we have
sin(n(\pi  - 3x)) = ( - 1)n+1(3 sin(nx) - 4 sin3(nx)) .
Making this replacement, we get
\infty \sum 
n=1
( - 1)n+1
n
sin(n(\pi  - 3x)) = 3
\infty \sum 
n=1
sin(nx)
n
 - 4
\infty \sum 
n=1
sin3(nx)
n
=
\pi  - 3x
2
.
Rearranging, this becomes
4
\infty \sum 
n=1
sin3(nx)
n
=  - \pi  - 3x
2
+ 3
\infty \sum 
n=1
sin(nx)
n
. (11.9)
We know from Equation (4.3) that, for 0 < x < 2\pi ,
\infty \sum 
n=1
sin(nx)
n
=
\pi  - x
2
.
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Substituting this into (11.9), we get the first Equation in (11.6):
\infty \sum 
n=1
sin3(nx)
n
=
\pi 
4
. (11.10)
The original substitution in Equation (11.8) was valid if  - \pi < \pi  - 3x < \pi (equivalently, 0 < x <
2\pi /3). We also used Equation (4.3), which is valid for 0 < x < 2\pi . Therefore, Equation (11.9) is
valid whenever both of these conditions hold (that is, the intersection of the two intervals), which
is 0 < x < 2\pi /3.
To get the second Equation in (11.6), we use a similar technique, starting with this easily-verified
Fourier series [13, p. 25], valid for  - \pi \leq x \leq \pi :
\infty \sum 
n=1
( - 1)n+1
n2
cos(nx) =
\pi 2  - 3x2
12
. (11.11)
We will replace x by \pi  - 2x in Equation (11.11). From Equations (11.2) and (11.4),
cos(n\pi  - 2nx) = ( - 1)n cos(2nx) = ( - 1)n(1 - 2 sin2(nx)) .
When we replace x by \pi  - 2x throughout Equation (11.11), we get
\infty \sum 
n=1
( - 1)2n+1
n2
(1 - 2 sin2(nx)) =
\infty \sum 
n=1
2 sin2(nx) - 1
n2
=
\pi 2  - 3(\pi  - 2x)2
12
.
Rearranging this, and using the fact that
\infty \sum 
n=1
1
n2
=
\pi 2
6
,
we get
\infty \sum 
n=1
sin2(nx)
n2
=
x(\pi  - x)
2
. (11.12)
We began with Equation (11.11), which is valid for  - \pi \leq x \leq \pi . Therefore, (11.12) is valid for
 - \pi \leq \pi  - 2x \leq \pi , that is, for 0 \leq x \leq \pi . We have thus obtained a series involving the second
power of sin(nx). Note that Equation (11.12) generalizes the second sum in Equation (4.1).
We now carry this one step further. If we replace x by \pi  - 4x in (11.11), we can obtain a sum
involving the fourth power of sin(nx). From Equations (11.2) and (11.5),
cos(n(\pi  - 4x)) = ( - 1)n cos(4nx) = ( - 1)n(1 - 8 sin2(nx) + 8 sin4(nx)) .
Replacing x by \pi  - 4x in (11.11) and combining the powers of ( - 1), we get
\infty \sum 
n=1
 - 1
n2
+ 8
\infty \sum 
n=1
sin2(nx)
n2
 - 8
\infty \sum 
n=1
sin4(nx)
n2
=
\pi 2  - 3(\pi  - 4x)2
12
.
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This equation holds whenever  - \pi \leq \pi  - 4x \leq \pi , that is, 0 \leq x \leq \pi /2. Solving for the third sum
on the left, we get
\infty \sum 
n=1
sin4(nx)
n2
=
 - 1
8
\Biggl( 
\pi 2  - 3(\pi  - 4x)2
12
+
\infty \sum 
n=1
1
n2
 - 8
\infty \sum 
n=1
sin2(nx)
n2
\Biggr) 
.
The second sum is \pi 2/6. From Equation (11.12), we know that the third sum on the right is
x(\pi  - x)/2 provided 0 \leq x \leq \pi . So, making these substitutions, we get half of Equation (11.6):
\infty \sum 
n=1
sin4(nx)
n2
=
\pi x
4
.
This result is valid where (11.11) and all intermediate steps are valid, that is, for 0 \leq x \leq \pi /2.
Equation (11.7) can be derived in a similar way. We replace x by \pi  - 5x in (11.8) and use a
standard identity for sin(5x):
sin(5x) = 5 sin(x) - 20 sin(x)3 + 16 sin(x)5 .
Likewise, we can replace x by \pi  - 6x in (11.11). After carrying out the algebra, we obtain both
sums in (11.7).
QED.
Discussion. 1. All sums in Equations (11.6) and (11.7) are valid at x = 1. Substituting x = 1
into (11.6) and (11.7) gives us equations that are somewhat analogous to Equation (4.1):
\infty \sum 
n=1
sin3(n)
n
=
\infty \sum 
n=1
sin4(n)
n2
=
\infty \sum 
n=1
sin3(n)
n
\cdot sin(n)
n
=
\pi 
4
(11.13)
and \infty \sum 
n=1
sin5(n)
n
=
\infty \sum 
n=1
sin6(n)
n2
=
\infty \sum 
n=1
sin5(n)
n
\cdot sin(n)
n
=
3\pi 
16
. (11.14)
2. The reader may wish to verify that, had we substituted 2x for x in (11.11), that instead of
Equation (11.12), we would have obtained the following, valid over  - \pi /2 \leq x \leq \pi /2:
\infty \sum 
n=1
( - 1)n+1
n2
sin2(nx) =
x2
2
. (11.15)
Equations (11.12) and (11.15) are both valid over 0 \leq x \leq \pi /2. Therefore, if we first add (11.12) to
(11.15), and then subtract (11.15) from (11.12), we get the following results, valid for 0 \leq x \leq \pi /2:
\infty \sum 
n=1
sin2(2nx)
(2n)2
=
x(\pi  - 2x)
4
\infty \sum 
n=1
sin2((2n - 1)x)
(2n - 1)2 =
\pi x
4
.
Notice the similarity to Equations (5.6) and (5.7).
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3. We have proved that
\infty \sum 
n=1
sin3(nx)
n
=
\pi 
4
for 0 < x < 2\pi /3. The graph in Figure 25 suggests that
\infty \sum 
n=1
sin3(nx)
n
= 0
for 2\pi /3 < x \leq \pi . This can be proved the same way we proved the first half of (11.6). But instead
of starting with (11.8), we start with the fact that, for  - 3\pi < x <  - \pi , (11.8) has this slightly
different form: \infty \sum 
n=1
( - 1)n+1
n
sin(nx) =
x
2
+ \pi .
Then, replace x with \pi  - 3x and proceed as before.
4. Figure 25 shows the series
\infty \sum 
n=1
sin3(nx)
n
.
This series represents the function
f(x) =
\Biggl\{ 
\pi /4 for 0 < x < 2\pi /3,
0 for 2\pi /3 < x < \pi .
provided we extend f(x) to x < 0 by taking its odd periodic extension. Of course, the above series
is not a Fourier series, but this f(x) does have this sine series over 0 \leq x \leq \pi :
\infty \sum 
n=1
sin2(n\pi /3)
n
sin(nx) =
3
4
\biggl( 
sinx
1
+
sin(2x)
2
+
sin(4x)
4
+
sin(5x)
5
+
sin(7x)
7
+
sin(8x)
8
+ . . .
\biggr) 
,
which skips the terms whose denominators are multiples of 3.
5. Figure 26 shows the graphs of the sums
\infty \sum 
n=1
sin5(nx)
n
and \infty \sum 
n=1
sin6(nx)
n2
for 0 \leq x \leq \pi . Equation (11.7) tells us that the functions are equal at x = 1. The first sum takes
the constant y values 3\pi /16, \pi /4,  - \pi /16, and 0, with jumps occurring at x = 0, 2\pi /5, 2\pi /3, 4\pi /5,
and \pi . Just as in discussion point 3, these x and y values can be calculated by considering what
(11.8) looks like outside of  - \pi < x < \pi .
The reader may wish to verify (with computer assistance) that, for  - \pi < x < \pi , the sine series
for
\sum 
sin5(nx)/n is
1
8
\infty \sum 
n=1
3 + cos(2n\pi /5) + cos(4n\pi /5) - 5 cos(2n\pi /3)
n
sin(nx) .
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Figure 26.
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}5(nx)
n
(solid) and
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}6(nx)
n2
(dashed)
(For n = 1 through n = 15, the expression 3 + cos(2n\pi /5) + cos(4n\pi /5)  - 5 cos(2n\pi /3) takes
the values 5, 5, - 5/2, 5, 15/2, - 5/2, 5, 5, - 5/2, 15/2, 5, - 5/2, 5, 5, 0. For larger n, this sequence re-
peats.)
6. Alas, a computer calculation can verify that equations corresponding to (11.13) and (11.15),
but with 7th and 8th powers, does not hold. In fact, Mathematica claims the sums are
\infty \sum 
n=1
sin7(n)
n
=
9\pi 
64
and \infty \sum 
n=1
sin8(n)
n2
=
\pi (6 + \pi )
64
.
Figure 27 shows the graphs of the sums of sin7(nx)/n and sin8(nx)/n2 . One must examine them
very closely to see that they cross, not at x = 1, but at x \approx 0.976 This illustrates why one must
use graphs only as guidelines, not as proofs.
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Figure 27.
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}7(nx)
n
(solid) and
\sum \infty 
n=1
\mathrm{s}\mathrm{i}\mathrm{n}8(nx)
n2
(dashed)
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12. Introduction to Polylogarithms
We can express many of the sums we’ve previously considered in terms polylogarithms, which were
mentioned above in Section 9. The polylogarithm Lik(z) is defined by the series
Lik(z) =
\infty \sum 
n=1
zn
nk
. (12.1)
In this section, we will be working with the case k = 3. Li3(z) is sometimes called the trilogarithm.
For more details, see Lewin’s comprehensive book on polylogarithms [10]. According to Equation
A.2.6(1) from Lewin’s book, ([10, p. 296]), the above series represents Li3(z) for | z| \leq 1.
There is a rich variety of relationships between polylogarithms and other functions. For example,
here’s equation A.2.6(5) from [10, p. 296]:
Li3( - z) - Li3( - 1/z) =  - \pi 
2
6
ln(z) - 1
6
ln3(z) . (12.2)
This holds for z \not = 0. As we will see, this powerful identity is what enables us to evaluate
complicated sums involving the sin function. This standard identity can also be found, for example,
as Equation 60 in [12, p. 113], or on the Wikipedia page [11] about polylogarithms.
Here, we will show how to use polylogarithms to evaluate the sum
\infty \sum 
n=1
sin(n)
n3
.
An equation of Euler says that, for all n (here, n can be any number, not necessarily an integer),
ein = cos(n) + i sin(n) .
Therefore, e - in = cos(n) - i sin(n). Subtracting these equations and dividing by 2i, we get
sin(n) =
ein  - e - in
2i
=
i
2
(e - in  - ein) . (12.3)
We will use this form of sin(n) to express sums involving sin(n) in terms of polylogarithms, then
use Equation (12.2) to evaluate the sums.
Let’s use Equation (12.2) with z =  - e - i. With this z, we have  - z = e - i and  - 1/z = ei.
Substituting this z into Equation (12.1), we get
Li3( - z) = Li3(e - i) =
\infty \sum 
n=1
(e - i)n
n3
=
\infty \sum 
n=1
e - in
n3
.
Likewise,
Li3( - 1/z) = Li3(ei) =
\infty \sum 
n=1
(ei)n
n3
=
\infty \sum 
n=1
ein
n3
.
Subtracting, we get
Li3( - z) - Li3( - 1/z) = Li3(e - i) - Li3(ei) =
\infty \sum 
n=1
e - in  - ein
n3
.
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Using Equation (12.3), we can now get a sum with sin(n) in the numerator and n3 in the denomi-
nator:
i
2
\bigl( 
Li3(e - i) - Li3(ei)
\bigr) 
=
\infty \sum 
n=1
i
2
(e - in  - ein)
n3
=
\infty \sum 
n=1
sin(n)
n3
.
We can now evaluate this sum using Equation (12.2). With z =  - e - i, we have ln(z) = i(\pi  - 1).
Substituting this into the right side of Equation (12.2), we get
i
2
(Li3( - z) - Li3( - 1/z)) = i
2
\biggl( 
 - \pi 
2
6
i(\pi  - 1) - 1
6
(i(\pi  - 1))3
\biggr) 
=
1
12
 - \pi 
4
+
\pi 2
6
.
Finally, we have the evaluation of the sum
\infty \sum 
n=1
sin(n)
n3
=
1
12
 - \pi 
4
+
\pi 2
6
. (12.4)
12.1. Using Polylogarithms to Evaluate Sums Involving Sines.
In previous sections, we were able to evaluate sums in terms of polynomials. However, that does
not seem to be possible with
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\biggl( 
sin(n)
n
\biggr) 2
.
From x = 0 to x = 1, we can get a good fit of this function to x/2. Unfortunately, we cannot get a
good fit of this function to a polynomial over the interval from x = 1 to x = 2. As we will discover
below, that is because this function equals x/2 for 0 \leq x \leq \pi  - 2 (\approx 1.14), but equals an entirely
different polynomial for x > \pi  - 2.
However, we will see that polylogarithms will come to the rescue and allow us to evaluate this
sum. Previously, we’ve had to resort to some guesswork, both with curve fitting, and with trying
to identify the coefficients that curve fitting produced. Polylogarithms provide a systematic way
to evaluate sums, and to eliminate the guesswork.
Theorem 4 stated that, for 0 \leq x < \pi ,
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
=
x
2
,
and that, for 0 \leq x \leq \pi  - 1,
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot sin(n)
n
=
x
2
.
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We will now prove that, for 0 \leq x \leq \pi  - 2, this sum is also x/2:
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 2
=
x
2
. (12.5)
We will prove this striking result using polylogarithms.
Figure 28 shows the graphs of
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) k
.
k = 0 is the solid graph, k = 1 is the dashed graph, and k = 2 is the dotted graph. All three
curves appear to equal x/2 over some interval from x = 0 to somewhere around x = 1.
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Figure 28.
\sum \infty 
n=1( - 1)n+1 \mathrm{s}\mathrm{i}\mathrm{n}(nx)n
\Bigl( 
\mathrm{s}\mathrm{i}\mathrm{n}(n)
n
\Bigr) k
for k = 0, 1, 2
First, to cheat a little bit, Mathematica claims that the sum in Equation (12.5) can be expressed
as the following combination of polylogarithms:
i
8
\bigl( 
Li3( - e - i(x - 2)) - Li3( - ei(x - 2))
 - 2\bigl( Li3( - e - ix) - Li3( - eix)\bigr) 
+ Li3( - e - i(x+2)) - Li3( - ei(x+2))
\bigr) 
. (12.6)
The code that gives this expression is:
Sum[(-1)^(n+1) Sin[x n]/n * (Sin[n]/n)^2, {n, 1, Infinity}]
This gives us an idea of what we are aiming for. We will first derive this expression, then use
Equation (12.2) to evaluate the polylogarithms for x between 0 and \pi  - 2.
We start by writing sin(nx) and sin2(n) in exponential form:
sin(nx) =
i
2
(e - inx  - einx) ,
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and
sin2(n) =
\biggl( 
i
2
\biggr) 2
(e - in  - ein)2 .
We’ll remove one factor of ( - 1), leaving ( - 1)n inside the sum. ( - 1)(i/2)3 = i/8, so
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 2
=
i
8
\infty \sum 
n=1
1
n3
( - 1)n(e - inx  - einx)(e - in  - ein)2 . (12.7)
The product of the exponentials in the numerator of the nth term is
( - 1)n(e - inx  - einx)(e - in  - ein)2
=( - 1)n \bigl( e2in - inx  - einx - 2in  - 2(e - inx  - einx) + e - inx - 2in  - einx+2in\bigr) 
=( - 1)n \bigl( (e - i(x - 2))n  - (ei(x - 2))n  - 2( (e - ix)n  - (eix)n ) + (e - i(x+2))n  - (ei(x+2))n \bigr) .
Multiplying through by ( - 1)n, the numerator of the nth term is
(( - 1)e - i(x - 2))n  - (( - 1)ei(x - 2))n
 - 2( (( - 1)e - ix)n  - (( - 1)eix)n ) + (( - 1)e - i(x+2))n  - (( - 1)ei(x+2))n
=( - e - i(x - 2))n  - ( - ei(x - 2))n
 - 2( ( - e - ix)n  - ( - eix)n ) + ( - e - i(x+2))n  - ( - ei(x+2))n .
We can now see the similarity to Equation (12.6).
Using the definition
Li3(z) =
\infty \sum 
n=1
zn
n3
,
we are now ready to separate the terms in the complicated numerator and write our expression in
terms of polylogarithms. The right side of Equation (12.7) is
i
8
\bigl( \infty \sum 
n=1
( - e - i(x - 2))n
n3
 - 
\infty \sum 
n=1
( - ei(x - 2))n
n3
 - 2\bigl( \infty \sum 
n=1
( - e - ix)n
n3
 - 
\infty \sum 
n=1
( - eix)n
n3
\bigr) 
+
\infty \sum 
n=1
( - e - i(x+2))n
n3
 - 
\infty \sum 
n=1
( - ei(x+2))n
n3
\bigr) 
.
Finally, we have
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 2
=
i
8
\bigl( 
Li3( - e - i(x - 2)) - Li3( - ei(x - 2))
 - 2\bigl( Li3( - e - ix) - Li3( - eix)\bigr) 
+ Li3( - e - i(x+2)) - Li3( - ei(x+2))
\bigr) 
. (12.8)
This matches Equation (12.6), the expression claimed by Mathematica.
This expression holds for all x.
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It remains to evaluate these Li3(\cdot ) expressions. To do this, we will use Equation (12.2), which
states that
Li3( - z) - Li3( - 1/z) =  - \pi 
2
6
ln(z) - 1
6
ln3(z) .
This identity is called the “inversion equation”; see [10, p. 192]. We will apply this identity three
times, with z = e - i(x - 2), with z = e - ix, and with z = e - i(x+2). Assume 0 \leq x < \pi  - 2. Then the
three logarithms we need are
ln(e - i(x - 2)) =  - i(x - 2) , (12.9)
ln(e - ix) =  - ix , (12.10)
ln(e - i(x+2)) =  - i(x+ 2) . (12.11)
(As will see later, for x \geq \pi  - 2, one or more of these logarithms will change by a multiple of 2\pi i).
If we substitute these expressions for the logarithms into Equation (12.2), we get
Li3( - e - i(x - 2)) - Li3( - ei(x - 2)) =  - \pi 
2
6
( - i(x - 2)) - 1
6
( - i(x - 2))3
=  - ix
3
6
+ ix2 +
1
6
i\pi 2x - 2ix - i\pi 
2
3
+
4i
3
, (12.12)
Li3( - e - ix) - Li3( - eix) =  - \pi 
2
6
( - ix) - 1
6
( - ix))3 = 1
6
i\pi 2x - ix
3
6
, (12.13)
Li3( - e - i(x+2)) - Li3( - ei(x+2)) =  - \pi 
2
6
( - i(x+ 2)) - 1
6
( - i(x+ 2))3
=  - ix
3
6
 - ix2 + 1
6
i\pi 2x - 2ix+ i\pi 
2
3
 - 4i
3
. (12.14)
We now substitute the expressions in Equations (12.12), (12.13), and (12.14) into the right side of
Equation (12.8). We get
i
8
\bigl(  - ix3
6
+ ix2 +
1
6
i\pi 2x - 2ix - i\pi 
2
3
+
4i
3
 - 2
\biggl( 
1
6
i\pi 2x - ix
3
6
\biggr) 
 - ix
3
6
 - ix2 + 1
6
i\pi 2x - 2ix+ i\pi 
2
3
 - 4i
3
\bigr) 
=
i
8
( - 4ix)
=
x
2
. (12.15)
Finally, from Equations (12.8) and (12.15), we have our result:
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 2
=
x
2
. (12.16)
As stated above, this is subject to the condition that 0 \leq x < \pi  - 2, in order that the logarithms
will have the expressions given in Equations (12.9), (12.10), and (12.11). We will prove below that
this equation also holds for x = \pi  - 2; see Equation (12.21).
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Here’s a nice special case. Substituting x = 1 into Equation (12.16), and recalling Equation (8.5),
we get
\infty \sum 
n=1
( - 1)n+1 sin(n)
n
=
\infty \sum 
n=1
( - 1)n+1
\biggl( 
sin(n)
n
\biggr) 2
=
\infty \sum 
n=1
( - 1)n+1
\biggl( 
sin(n)
n
\biggr) 3
=
1
2
. (12.17)
12.2. Extending Equation 12.16 to x \geq \pi  - 2.
What happens to Equation (12.16) if x \geq \pi  - 2? As x increases, as soon as x \geq \pi  - 2, the right
hand side becomes completely different.
Let’s revisit the earlier expressions for the logarithms. For x in a somewhat larger interval, the
expressions for the logarithms are:
ln(e - i(x - 2)) =
\Biggl\{ 
 - i(x - 2) for 0 \leq x < \pi + 2,
 - i(x - 2) + 2\pi i for \pi + 2 \leq x < 3\pi + 2. (12.18)
ln(e - ix) =
\Biggl\{ 
 - ix for 0 \leq x < \pi ,
 - ix+ 2\pi i for \pi \leq x < 3\pi . (12.19)
ln(e - i(x+2)) =
\Biggl\{ 
 - i(x+ 2) for 0 \leq x < \pi  - 2,
 - i(x+ 2) + 2\pi i for \pi  - 2 \leq x < 3\pi  - 2. (12.20)
Let’s derive an expression for the sum in Equation (12.5) for \pi  - 2 \leq x < \pi . In this interval, we
need to use the second expression for the logarithm given in Equation (12.20). Note that when
x reaches \pi , then the expression for ln(e - ix) in Equation (12.19) will also require an added 2\pi i.
Therefore, as long as \pi  - 2 \leq x < \pi , Equations (12.12) and (12.13) remain the same, but Equation
(12.14) becomes
Li3( - e - i(x+2)) - Li3( - ei(x+2))
=  - 1
6
( - i(x+ 2) + 2i\pi )3  - 1
6
\pi 2( - i(x+ 2) + 2i\pi )
=  - ix
3
6
+ i\pi x2  - ix2  - 11
6
i\pi 2x+ 4i\pi x - 2ix+ i\pi 3  - 11i\pi 
2
3
+ 4i\pi  - 4i
3
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With this new expression, Equation (12.15) becomes
i
8
\bigl(  - ix3
6
+ ix2 +
1
6
i\pi 2x - 2ix - i\pi 
2
3
+
4i
3
 - 2
\biggl( 
1
6
i\pi 2x - ix
3
6
\biggr) 
 - ix
3
6
+ i\pi x2  - ix2  - 11
6
i\pi 2x+ 4i\pi x - 2ix+ i\pi 3  - 11i\pi 
2
3
+ 4i\pi  - 4i
3
\bigr) 
=
i
8
(i\pi x2  - 2i\pi 2x+ 4i\pi x - 4ix+ i\pi 3  - 4i\pi 2 + 4i\pi )
=  - \pi x
2
8
+
\pi 2x
4
 - \pi x
2
+
x
2
 - \pi 
3
8
+
\pi 2
2
 - \pi 
2
=
x
2
 - \pi 
8
(\pi  - 2 - x)2 .
So, for \pi  - 2 \leq x < \pi ,
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 2
=
x
2
 - \pi 
8
(\pi  - 2 - x)2 . (12.21)
At x = \pi  - 2, the right hand side reduces to (\pi  - 2)/2 = x/2, so for this x, the sum in Equations
(12.5) and (12.21) reduces to x/2. At x = \pi , both sides of (12.21) equal 0, so this equation is valid
for \pi  - 2 \leq x \leq \pi . Figure 29 shows the graphs of the left and right sides of Equation (12.21).
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Figure 29.
\sum \infty 
n=1( - 1)n+1 \mathrm{s}\mathrm{i}\mathrm{n}(nx)n
\Bigl( 
\mathrm{s}\mathrm{i}\mathrm{n}(n)
n
\Bigr) 2
(solid) and the quadratic in Equation
(12.21) (dashed)
We have proved that the sum in Equation (12.8) equals x/2 for one set of x values, but equals an
entirely different polynomial for a different set of x values. By contrast, it is worth emphasizing
that the combination of polylogarithms in Equation (12.8) equals the sum for all x. After the
value of x is known, the proper branch of the logarithm can be chosen (that is, the one having the
correct multiple of 2\pi i). It is only at that point that the combination of polylogarithms can then
be expanded as a polynomial.
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12.3. A Fourth Sum That Equals x/2.
We have already seen that, for k = 0, k = 1, and k = 2, the following holds for 0 \leq x < \pi  - k:
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) k
=
x
2
.
(For k = 1 and k = 2 this actually holds for 0 \leq x \leq \pi  - k). Can we extend this to higher values
of k? \pi  - 4 < 0, but \pi  - 3 > 0, so the case k = 3 is worth checking. Numeric experiments suggest
that, for 0 \leq x \leq \pi  - 3, this sum is also x/2:
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=
x
2
. (12.22)
For various values of x in this interval, we can calculate that the sum of the first million terms is
roughly x/2. Moreover, when x = 1/10, x = 1/8, or x = 2/15, Mathematica returns the exact
value x/2.
We can prove Equation (12.22) using the same techniques we used to prove Equation (12.16). We
won’t go through all the steps in as much detail, but here is an outline of the proof.
First, the sum in Equation (12.22) can be expressed in terms of the polylogarithm Li4(\cdot ). For this
sum, the equivalent of Equation (12.8) is
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=
1
16
\bigl( 
Li4( - e - i(x - 3)) + Li4( - ei(x - 3))
 - 3\bigl( Li4( - e - i(x - 1)) + Li4( - ei(x - 1))\bigr) 
+ 3
\bigl( 
Li4( - e - i(x+1)) + Li4( - ei(x+1))
\bigr) 
 - \bigl( Li4( - e - i(x+3)) + Li4( - ei(x+3))\bigr) \bigr) . (12.23)
The fourth order polylogarithm has its own version of Equation (12.2). In this case, we have (see
Equations A.2.7(4) and A.2.7(6) on [10, p. 298]):
Li4( - z) + Li4( - 1/z) =  - 7\pi 
4
360
 - \pi 
2 ln2(z)
12
 - ln
4(z)
24
. (12.24)
We apply this with the following four values of z: z = e - i(x - 3), z = e - i(x - 1), z = e - i(x+1), and
z = e - i(x+3).
Assuming we restrict x to the interval 0 < x < \pi  - 3, no additional terms with 2\pi i are present
here, so the four logarithms we need in Equation (12.24) are:
ln(e - i(x - 3)) =  - i(x - 3) , (12.25)
ln(e - i(x - 1)) =  - i(x - 1) , (12.26)
ln(e - i(x+1)) =  - i(x+ 1) , (12.27)
ln(e - i(x+3)) =  - i(x+ 3) . (12.28)
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The first sum of Li4(\cdot ) values on the right hand side of Equation (12.23) is
Li4( - e - i(x - 3)) + Li4( - ei(x - 3))
=  - 7\pi 
4
360
 - \pi 
2( - i(x - 3))2
12
 - ( - i(x - 3))
4
24
=  - 1
24
(x - 3)4 + 1
12
\pi 2(x - 3)2  - 7\pi 
4
360
. (12.29)
The fourth sum of Li4(\cdot ) values in Equation (12.23) is
Li4( - e - i(x+3)) + Li4( - ei(x+3))
=  - 7\pi 
4
360
 - \pi 
2( - i(x+ 3))2
12
 - ( - i(x+ 3))
4
24
=  - 1
24
(x+ 3)4 +
1
12
\pi 2(x+ 3)2  - 7\pi 
4
360
. (12.30)
If we expand these expressions and subtract, there’s a lot of cancellation and we get
Li4( - e - i(x - 3)) + Li4( - ei(x - 3)) - 
\bigl( 
Li4( - e - i(x+3)) + Li4( - ei(x+3))
\bigr) 
= 9x - \pi 2x+ x3 . (12.31)
The second sum of Li4(\cdot ) values in Equation (12.23) is
Li4( - e - i(x - 1)) + Li4( - ei(x - 1))
=  - 7\pi 
4
360
 - \pi 
2( - i(x - 1))2
12
 - ( - i(x - 1))
4
24
=  - 1
24
(x - 1)4 + 1
12
\pi 2(x - 1)2  - 7\pi 
4
360
.
The third sum of Li4(\cdot ) values in Equation (12.23) is
Li4( - e - i(x+1)) + Li4( - ei(x+1))
=  - 7\pi 
4
360
 - \pi 
2( - i(x+ 1))2
12
 - ( - i(x+ 1))
4
24
=  - 1
24
(x+ 1)4 +
1
12
\pi 2(x+ 1)2  - 7\pi 
4
360
.
Note that, in Equation (12.23), we subtract the third sum minus the second, then multiply the
result by 3. So, combining the last two results, we get\bigl( 
Li4( - e - i(x+1)) + Li4( - ei(x+1))
\bigr)  - \bigl( Li4( - e - i(x - 1)) + Li4( - ei(x - 1))\bigr) 
=
1
24
(x - 1)4  - 1
12
\pi 2(x - 1)2  - 1
24
(x+ 1)4 +
1
12
\pi 2(x+ 1)2
=  - x
3
3
+
\pi 2x
3
 - x
3
. (12.32)
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We now combine the results of Equations (12.31) and (12.32):
Li4( - e - i(x - 3)) + Li4( - ei(x - 3)) - 
\bigl( 
Li4( - e - i(x+3)) + Li4( - ei(x+3))
\bigr) 
+ 3
\bigl( \bigl( 
Li4( - e - i(x+1)) + Li4( - ei(x+1))
\bigr)  - \bigl( Li4( - e - i(x - 1)) + Li4( - ei(x - 1))\bigr) \bigr) 
= 9x - \pi 2x+ x3 + 3
\biggl( 
 - x
3
3
+
\pi 2x
3
 - x
3
\biggr) 
= 8x . (12.33)
Taking into account the factor of 1/16 on the right side of Equation (12.23), we have, for 0 \leq x <
\pi  - 3,
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=
x
2
. (12.34)
We will prove below that this equation also holds for x = \pi  - 3; see Equation (12.39).
12.4. Extending Equation 12.34 to x \geq \pi  - 3.
What happens to the sum if x \geq \pi  - 3? For somewhat larger x, we will need to use this expression
instead of the one in Equation (12.28):
ln(e - i(x+3)) =  - i(x+ 3) + 2\pi i . (12.35)
As long as x < \pi  - 1, the other logarithms do not need a 2\pi i added to them. (When x = \pi  - 1,
ln(e - i(x+1)) changes from  - i(x+ 1) to  - i(x+ 1) + 2\pi i.)
We follow the same procedure as before. The only difference is that Equation (12.30) becomes
Li4( - e - i(x+3)) + Li4( - ei(x+3))
=  - 7\pi 
4
360
 - \pi 
2( - i(x+ 3) + 2\pi i)2
12
 - ( - i(x+ 3) + 2\pi i)
4
24
(12.36)
. (12.37)
Now, when we do this subtraction, there is less cancellation than we saw in Equation (12.31):
Li4( - e - i(x - 3)) + Li4( - ei(x - 3)) - 
\bigl( 
Li4( - e - i(x+3)) + Li4( - ei(x+3))
\bigr) 
=  - \pi x
3
3
+ x3 + \pi 2x2  - 3\pi x2  - \pi 3x+ 5\pi 2x - 9\pi x+ 9x+ \pi 
4
3
 - 3\pi 3 + 9\pi 2  - 9\pi . (12.38)
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We now combine the results of Equations (12.38) and (12.32):
Li4( - e - i(x - 3)) + Li4( - ei(x - 3)) - 
\bigl( 
Li4( - e - i(x+3)) + Li4( - ei(x+3))
\bigr) 
+ 3
\bigl( \bigl( 
Li4( - e - i(x+1)) + Li4( - ei(x+1))
\bigr)  - \bigl( Li4( - e - i(x - 1)) + Li4( - ei(x - 1))\bigr) \bigr) 
=  - \pi x
3
3
+ x3 + \pi 2x2  - 3\pi x2  - \pi 3x+ 5\pi 2x - 9\pi x+ 9x+ \pi 
4
3
 - 3\pi 3 + 9\pi 2  - 9\pi 
+ 3
\biggl( 
 - x
3
3
+
\pi 2x
3
 - x
3
\biggr) 
=  - \pi x
3
3
+ \pi 2x2  - 3\pi x2  - \pi 3x+ 6\pi 2x - 9\pi x+ 8x+ \pi 
4
3
 - 3\pi 3 + 9\pi 2  - 9\pi 
= 8x+
\pi 
3
(\pi  - 3 - x)3 .
Taking into account the factor of 1/16 on the right side of Equation (12.23), we have, for \pi  - 3 \leq 
x < \pi  - 1,
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=
x
2
+
\pi 
48
(\pi  - 3 - x)3 . (12.39)
Checking this for x = \pi  - 3, the expression on the right reduces to (\pi  - 3)/2 = x/2. Therefore,
Equation (12.34) actually holds for 0 \leq x \leq \pi  - 3.
For x = 1/7, which is slightly more than \pi  - 3, the sum of the series in Equation (12.39) is
1
14
+
\pi 
48
\biggl( 
\pi  - 22
7
\biggr) 3
\approx 1
14
 - 1.32 \cdot 10 - 10 .
Note the occurrence of 22/7, the popular approximation to \pi .
Substituting x = 1 into Equation (12.39) gives
\infty \sum 
n=1
( - 1)n+1
\biggl( 
sin(n)
n
\biggr) 4
=
1
2
+
\pi 
48
(\pi  - 4)3 \approx 0.45860 .
Compare this to Equation (12.17), where with sin(n)/n to the first, second, and third powers, the
sum is exactly 1/2.
Let’s collect into one Theorem the related results that we’ve proven.
Theorem 7.
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
=
x
2
for 0 \leq x < \pi 
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot sin(n)
n
=
x
2
for 0 \leq x \leq \pi  - 1
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 2
=
x
2
for 0 \leq x \leq \pi  - 2
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=
x
2
for 0 \leq x \leq \pi  - 3.
FUN WITH FOURIER SERIES 65
The first two sums are Equation (8.1) in Theorem 4. The third sum is Equation (12.16). The
fourth sum is Equation (12.34).
For somewhat larger values of x, the sums are:
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot sin(n)
n
=
x
2
+
\pi 
2
(\pi  - 1 - x) for \pi  - 1 \leq x \leq \pi + 1
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 2
=
x
2
 - \pi 
8
(\pi  - 2 - x)2 for \pi  - 2 \leq x \leq \pi 
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=
x
2
+
\pi 
48
(\pi  - 3 - x)3 for \pi  - 3 \leq x < \pi  - 1.
The first sum is from Equations (8.1) and (8.4) in Theorem 4. The second sum is Equation (12.21).
The third sum is Equation (12.39).
12.5. Mathematica Code to Evaluate Polylogarithms.
Mathematica implements the nth order polylogarithm function Lin(z) as PolyLog[n, z]. However,
to express a sum of polylogs as a polynomial, we must do some of the work ourselves.
The nth order polylogarithm has the following inversion equation
Lin( - z) + ( - 1)nLin( - 1/z) =  - ln
n(z)
n!
+ 2
\lfloor n/2\rfloor \sum 
k=1
lnn - 2k(z)
(n - 2k)!Li2k( - 1) . (12.40)
This is Equation A.2.7(6) from Lewin’s book [10, p. 299]. This is also Equation 89 in [12, p. 116].
For n = 3, this gives Equation (12.2). For n = 4, this gives Equation (12.24). Note that the right
side is a polynomial in ln(z).
Equation (12.40) uses the values of Li2( - 1), Li4( - 1), etc., which are given in Lewin’s Equation
A.2.7(4). They can be computed with this Mathematica code:
liEvenNegOne[n_?EvenQ] :=
(-1)^(n/2) * (2^(n - 1) - 1) * BernoulliB[n] * Pi^n/n! ;
Caution: on page 194, Lewin indexes the Bernoulli numbers differently than Mathematica; he omits
the odd-numbered Bernoulli numbers (these are all zero), and considers all the even-numbered
Bernoulli numbers to be positive. The above code implements Equation 94 on [12, p. 117]. Note
that liEvenNegOne[n] is defined only for even n.
The polynomial on the right of Equation (12.40) can be computed with this code:
inversionOrderN[n_, t_] := -(t^n/n!) + 2*Sum[ t^(n - 2 k)/((n - 2 k)!)
* liEvenNegOne[2 k], {k, 1, Floor[n/2]}] ;
With this code, inversionOrderN[3, t] and inversionOrderN[4, t] will give the inversion
equations that we used in Equations (12.2) and (12.24).
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Using the logarithms given in Equations (12.25) through (12.28), we show how the above Mathe-
matica code can produce some of the results stated above.
For example, this sum in Equation (12.29)
Li4( - e - i(x - 3)) + Li4( - ei(x - 3))
can be computed with inversionOrderN[4, -I(x-3)].
It is useful to define a shorthand version of inversionOrderN[4, t]. For example, let’s define
inv4[t_] := inversionOrderN[4, t] ;
The combination of all polylog sums in Equation (12.33) can be computed with
poly = inv4[-I (x - 3)] - 3*inv4[-I (x - 1)] +
3*inv4[-I (x + 1)] - inv4[-I (x + 3)]
Expand[poly]
Expand expands the products, then cancels as many terms as possible. The result is 8x.
To get the result in Equation (12.39), we add 2\pi i to the logarithm in the fourth term:
poly2 = inv4[-I (x - 3)] - 3*inv4[-I (x - 1)] +
3*inv4[-I (x + 1)] - inv4[-I (x + 3) + 2 Pi I]
Expand[poly2]
Equation (12.39) is this poly2 divided by 16. Notice the x/2 in this equation. Subtract the x/2,
then simplify
Simplify[(poly2/16) - x/2]
and we get the right side of Equation (12.39).
Checking Our Work.
Just for fun, let’s get a polynomial representation for the sum in Equation (12.39), this time, for
\pi  - 1 < x < \pi +1. For this interval, two of the logarithms require that 2\pi i be added to the original
expressions. We can extend the above calculation as follows:
poly3 = inv4[-I (x - 3)] - 3*inv4[-I (x - 1)] +
3*inv4[-I (x + 1) + 2 Pi I] - inv4[-I (x + 3) + 2 Pi I]
FullSimplify[poly3/16]
This gives
 - 1
24
\bigl( 
12 + \pi ( - 9 + (\pi  - x)2)\bigr) (\pi  - x) .
So, for \pi  - 1 < x < \pi + 1, we have
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=  - 1
24
\bigl( 
12 + \pi ( - 9 + (\pi  - x)2)\bigr) (\pi  - x) .
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Now let’s define f(x) to be defined as the following set of polynomials over the stated intervals:
f(x) =
\left\{           
x
2
if 0 \leq x \leq \pi  - 3,
x
2
+
\pi 
48
(\pi  - 3 - x)3 if \pi  - 3 < x \leq \pi  - 1,
 - 1
24
\bigl( 
12 + \pi ( - 9 + (\pi  - x)2)\bigr) (\pi  - x) if \pi  - 1 < x \leq \pi .
(We don’t care about x > \pi here.) Let’s assume we define f(x) for  - \pi < x < 0 by taking the odd
periodic extension of f(x). This makes f(x) be defined from  - \pi < x < \pi , that is, an interval of
length 2\pi .
Now, let’s compute the Fourier coefficients of f(x). We claim that f(x) is a polynomial expression
for \infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\cdot 
\biggl( 
sin(n)
n
\biggr) 3
=
\infty \sum 
n=1
sin(nx) \cdot ( - 1)n+1 sin
3(n)
n4
over (at least) the interval 0 < x < \pi , so the nth coefficient should be
( - 1)n+1 sin
3(n)
n4
.
This Mathematica code will compute the nth Fourier coefficient of f(x):
i1 = Integrate[Sin[n x] * (x/2), {x, 0, Pi - 3}]
i2 = Integrate[Sin[n x] * (x/2 + (Pi/48)*(Pi - 3 - x)^3), {x, Pi - 3, Pi - 1}]
i3 = Integrate[Sin[n x] * -(1/24) (12 + Pi (-9 + (Pi - x)^2)) (Pi - x),
{x, Pi - 1, Pi}]
FullSimplify[(2/Pi) * (i1 + i2 + i3), Assumptions -> Element[n, Integers]]
The result is ( - 1)n+1 sin3(n)/n4. It is gratifying to see that all of these polynomials over their
respective intervals do, indeed, have as their Fourier series the sum on the left side of Equation
(12.39). This provides a bit of extra confirmation that our calculations are correct.
13. Opportunities for Further Exploration
We certainly have not exhausted the possibilities for exploration. The reader might enjoy graphing
\infty \sum 
n=1
sinj(nx)
nk
for small j and k. When j is odd and k is 1, we get graphs like the solid graphs in Figures 25,
26, and 27 (pages 48 and 53). For a given j, what are the discrete y values on the graphs of these
sums? How many are there? What are the x values at the endpoints of the “pieces”? The graphs
also illustrate why Equations (4.1), (11.13), and (11.14) hold, and why higher-power versions do
not.
Besides substituting \pi  - kx for x as we did above, there are other ways to manipulate Fourier
series to get interesting results. For example, one may often differentiate or integrate a Fourier
series term by term to produce a new Fourier series. See [13, pp. 125-129].
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One can also consider the "integral analogues" of the sums here. Notice that the values of the
sums in (4.1) are exactly 1/2 less than the values of these “corresponding” integrals:\int \infty 
0
sin(x)
x
dx =
\int \infty 
0
\biggl( 
sin(x)
x
\biggr) 2
dx =
\pi 
2
.
After dividing through by 3, we can do the same for (9.4). That is, for k = 0, 1, 2, and 3,
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) k
sin(3n)
3n
=  - 1
2
+
\int \infty 
0
\biggl( 
sin(x)
x
\biggr) k
sin(3x)
3x
dx =
\pi  - 3
6
.
It is known [14] that, if m is a positive integer, then\int \infty 
0
\biggl( 
sin(x)
x
\biggr) m
dx
is a rational multiple of \pi . Experiments with both numeric and symbolic calculations suggested
that, for m = 1, 2, 3, 4, 5, and 6, we have
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) m
=  - 1
2
+
\int \infty 
0
\biggl( 
sin(x)
x
\biggr) m
dx .
However, for m = 7, the integral is\int \infty 
0
\biggl( 
sin(x)
x
\biggr) 7
dx =
5887\pi 
23040
,
but the sum now has a completely different form:
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 7
=
 - 1
2
+
129423\pi  - 201684\pi 2 + 144060\pi 3  - 54880\pi 4 + 11760\pi 5  - 1344\pi 6 + 64\pi 7
46080
.
The surprising appearance of this 7th-degree polynomial and the relationships between these sums
and integrals are explored in [3].
We experimented mostly with the sine function here. What results could we get by experimenting
with the cosine function?
We have found numerous examples of series in which we can multiply the nth term by sinc(n),
without changing the sum. Why does the sinc function have this property? Do other functions
have this property?
Here are some Fourier series with a slightly different form. Most of the Fourier coefficients we’ve
encountered so far have had some power of n in the denominator. These Fourier series have
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denominators of 2n:
\infty \sum 
n=1
sin(nx)
2n
=
2 sin(x)
5 - 4 cos(x) , (13.1)
\infty \sum 
n=1
cos(nx)
2n
=
 - 1 + 2 cos(x)
5 - 4 cos(x) . (13.2)
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Figure 30. 2 \mathrm{s}\mathrm{i}\mathrm{n}(x)
5 - 4 \mathrm{c}\mathrm{o}\mathrm{s}(x) (blue); sum
of 3 terms of its Fourier series
(red)
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Figure 31.  - 1+2 \mathrm{c}\mathrm{o}\mathrm{s}(x)
5 - 4 \mathrm{c}\mathrm{o}\mathrm{s}(x) (blue);
sum of 3 terms of its Fourier series
(red)
Starting with the right-hand sides of Equations (13.1) and (13.2), Mathematica seems unable to
calculate the Fourier coefficients 1/2n that appear on the left. However, if you start with the
left-hand sides and simplify,
FullSimplify[ Sum[Sin[n x]/2^n, {n, 1, Infinity}] ]
Sum[Cos[n x]/2^n, {n, 1, Infinity}]
Mathematica returns the expressions on the right sides of (13.1) and (13.2).
What happens if we replace 2n with 3n in the above series? Mathematica claims that
\infty \sum 
n=1
sin(nx)
3n
=
3 sin(x)
10 - 6 cos(x) , (13.3)
\infty \sum 
n=1
cos(nx)
3n
=
 - 1 + 3 cos(x)
10 - 6 cos(x) . (13.4)
A little more experimentation shows that Mathematica can often evaluate similar sums where 2n
is replaced with kn where k > 1. Here we will prove that, for any real number k > 1,
\infty \sum 
n=1
sin(nx)
kn
=
k sin(x)
k2 + 1 - 2k cos(x) , (13.5)
\infty \sum 
n=1
cos(nx)
kn
=
 - 1 + k cos(x)
k2 + 1 - 2k cos(x) . (13.6)
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In fact, we will do something even better: starting with the sums, we will derive the expressions
on the right sides of Equations (13.5) and (13.6) and show where these expressions come from.
The trick is to combine the sums on the left into a single sum and use the fact that, for all n and
all x, cos(nx) + i sin(nx) = einx:
\infty \sum 
n=1
cos(nx) + i sin(nx)
kn
=
\infty \sum 
n=1
einx
kn
=
\infty \sum 
n=1
\biggl( 
eix
k
\biggr) n
.
The sum on the right side of this expression is a geometric series with first term a = eix/k and
common ratio r = eix/k. If k > 1, then | r| = 1/k < 1 for all x, so the geometric series converges
for all x. The sum equals a/(1 - r), which is
eix
k
1 - eix
k
=
eix
k
1 - eix
k
\cdot k
k
=
eix
k  - eix =
cos(x) + i sin(x)
k  - cos(x) - i sin(x) .
We can get the i out of the denominator by multiplying both numerator and denominator by the
conjugate of the denominator:
cos(x) + i sin(x)
k  - cos(x) - i sin(x) =
cos(x) + i sin(x)
k  - cos(x) - i sin(x) \cdot 
k  - cos(x) + i sin(x)
k  - cos(x) + i sin(x) .
The numerator is
(cos(x) + i sin(x)) \cdot 
\Bigl( 
(k  - cos(x)) + i sin(x)
\Bigr) 
=k cos(x) - cos2(x) + i2 sin2(x) + i sin(x)
\Bigl( 
(k  - cos(x)) + cos(x)
\Bigr) 
=(k cos(x) - 1) + i \cdot k sin(x) .
The denominator is
(k  - cos(x) - i sin(x)) \cdot (k  - cos(x) + i sin(x))
=(k  - cos(x))2  - i2 sin2(x) = k2  - 2k cos(x) + cos2(x) + sin2(x)
=k2 + 1 - 2k cos(x) .
Finally, we have
\infty \sum 
n=1
cos(nx)
kn
+ i \cdot 
\infty \sum 
n=1
sin(nx)
kn
=
(k cos(x) - 1) + i \cdot k sin(x)
k2 + 1 - 2k cos(x) ,
and, separating the real and imaginary parts, Equations (13.5) and (13.6) follow.
The reader may enjoy experimenting with term-by-term integration and differentiation of the above
series, and of the corresponding right-hand sides of Equations (13.5) and (13.6).
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14. A Fourier Series Package in Mathematica
At the end of this section is a small Mathematica package that computes Fourier series coefficients
of a wide variety of functions. This package makes it easy (and fun!) to experiment with different
functions and see what their Fourier series look like. We show how to use this package to compute
the Fourier series of functions where the only information you need to enter are the pairs of x and
y values at endpoints, corners, or jump discontinuities.
You can copy and paste the code in this package directly into Mathematica. Alternatively, you
can copy it and paste it to a file, say, C:\dir\miniFS.m, then read that file into Mathematica by
typing the following Mathematica command:
<< C:\\dir\\miniFS.m
Below are descriptions of how to use fSeries, the main function in the package. The first param-
eter is the name of the variable, typically, x. The second parameter is your function of x. The
third parameter is the variable to be used in the coefficients, typically, n. (If you have already
used x or n in this Mathematica session, you should either use Clear[x] or Clear[n] before using
functions in this package, or else use different variables.) For example,
fSeries[x, x^2 - x, n]
computes the coefficients, as functions of n, of the Fourier series for x2 - x over the default interval
( - \pi , \pi ): \biggl\{ 
\pi 2
3
,
4( - 1)n
n2
,
2( - 1)n
n
\biggr\} 
. (14.1)
This list represents the coefficients in the Fourier series for x2  - x over this interval:
x2  - x = \pi 
2
3
+
\infty \sum 
n=1
\biggl( 
4( - 1)n
n2
\cdot cos(nx) + 2( - 1)
n
n
\cdot sin(nx)
\biggr) 
.
fSeries accepts additional parameters. fSeries[x, x^2 - x, n, 3] also draws the function
x2 - x along with the sum of (in this example) 3 terms of the Fourier series. See Figure 32. (If the
fourth parameter is 0, this will plot only x2  - x, with no terms of the Fourier series).
With a fifth parameter, we can change the color of the Fourier series graph and make it be a
dashed curve instead of solid:
fSeries[x, x^2 - x, n, 3, PlotStyle -> {Dashed, Green}]
Here is a square wave, comprised of two “pieces”:
f(x) =
\Biggl\{ 
 - 1 for  - \pi < x < 0,
2 for 0 < x < \pi .
To compute the Fourier series coefficients, specify the two (constant) functions  - 1 and 2, and the
three endpoints:
fSeries[x, {-1, 2}, {-Pi, 0, Pi}, n, 5]
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Figure 32. x2 - x (blue) and the
sum of 3 terms of its Fourier series
(red)
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Figure 33. Square wave with 5
terms of its Fourier series
This returns \biggl\{ 
1
2
, 0,  - 3 (( - 1)
n  - 1)
\pi n
\biggr\} 
,
and the graph is in Figure 33.
Here is Equation (4.9), but extended to the interval ( - \pi , \pi ), to make it be an odd function:
g(x) =
\left\{     
 - (\pi + x)/2 for  - \pi \leq x <  - 1,
x(\pi  - 1)/2 for  - 1 \leq x < 1,
(\pi  - x)/2 for 1 \leq x < \pi .
(14.2)
The following call to fSeries will compute the Fourier coefficients for g(x). g(x) is composed of
three functions. There are either endpoints or “corners” at x =  - \pi ,  - 1, 1, and \pi .
fSeries[x, { -(Pi + x)/2, x(Pi - 1)/2, (Pi - x)/2 }, {-Pi, -1, 1, Pi}, n, 3]
The result is \biggl\{ 
0, 0,
sin(n)
n2
\biggr\} 
,
as we have seen before. Because g(x) is an odd function, the cosine coefficients are 0. The graph
is in Figure 34.
That last example required us to first compute the linear functions of Equation (14.2) that extend
from one corner to the next. Here’s an easier way to get the same results: If you have just the
set of (x, y) values at the endpoints and corners, the version of fSeries below allows us to enter
those (x, y) value without us having to compute the linear functions. fSeries computes the linear
functions, then calculates the Fourier coefficients and draws the graphs.
fSeries[x, { {-Pi, 0}, {-1, -(Pi - 1)/2}, {1, (Pi - 1)/2}, {Pi, 0} }, n, 3]
gives the same result (and graph - see Figure 34) as the previous example.
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Figure 34. Equation (14.2) with 3 terms of its Fourier series
Most of this package was written before Mathematica introduced built-in functions FourierSeries
and FourierCoefficient. Those functions express coefficients in terms of complex numbers.
Often, the functions in this package are easier to use.
For example, the list in (14.1) gives the Fourier series coefficients of x2  - x.
FourierCoefficient[x^2 - x, x, n] gives the coefficients as:\Biggl\{ 
( - 1)n(2 - in)
n2
n \not = 0
 - i\pi (1+\pi )( - 1)nn2+4\pi ( - 1)nn+2i(( - 1)n - 1)
2\pi n3
True
which Mathematica seems unable to simplify.
FS is a longer version of this package (about 1200 lines longer) with many more functions, including
functions to calculate Fourier sine series of odd functions and Fourier cosine series of even functions.
It also has functions to display Fourier series in more-or-less standard format. For example,
formatSeries[x, {-1, 2}, {-Pi, 0, Pi}, n, 5]
creates the graph shown in Figure 33 and the formatted Fourier series shown in Figure 35. One
can apply TeXForm[ ] to the formatted series to get the Fourier series formatted in LATEX.
1
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¥ H-1 + H-1LnL Sin@n xD
n
Figure 35. Formatted Series
That full package is in file FS.m, which has been uploaded to math arXiv as an “ancillary” file.
The link to that file may be found at https://arxiv.org/abs/0806.0150.
(*␣:Title:␣miniFS.m␣--␣a␣package␣to␣compute␣coefficients␣of␣Fourier␣series␣for␣a␣given␣input␣function␣*)
(*␣:Context:␣miniFS`␣*)
(*␣:Author:␣Robert␣Baillie␣*)
(*␣:Copyright:␣none.␣␣This␣code␣is␣in␣the␣public␣domain.
␣␣␣Users␣are␣encouraged␣to␣expand␣upon␣or␣improve␣this␣code;␣12/25/2008.
*)
(*␣:Summary:
␣␣the␣functions␣in␣this␣package␣compute␣the␣symbolic␣coefficients
␣␣of␣the␣fourier␣series␣of␣an␣input␣function.
␣␣the␣fourier␣series␣representation␣for␣f(x)␣is
␣␣␣␣f(x)␣=␣a0/2␣+␣Sum[␣an␣*␣Cos[(2Pi/p)␣n␣x]␣+␣bn␣*␣Sin[(2Pi/p)␣n␣x],␣{n,␣1,␣Infinity}␣],
␣␣where␣p␣is␣the␣period.
␣␣if␣the␣period␣p␣=␣b␣-␣a␣is␣2Pi,␣this␣simplifies␣to
␣␣␣␣f(x)␣=␣a0/2␣+␣Sum[␣an␣*␣Cos[n␣x]␣+␣bn␣*␣Sin[n␣x],␣{n,␣1,␣Infinity}␣].
␣␣fSeries[␣]␣is␣the␣main␣function␣in␣this␣package.␣it␣returns␣a␣list␣with␣three␣elements:
␣␣␣␣{␣aZeroOver2,␣an,␣bn␣}
␣␣these␣are␣the␣coefficients␣in␣the␣above␣fourier␣series.
␣␣the␣user␣can␣also␣specify␣a␣and␣b,␣the␣endpoints␣of␣an␣interval.
␣␣the␣function␣is␣assumed␣to␣be␣periodic␣with␣period␣p␣=␣b␣-␣a.
␣␣if␣the␣interval␣is␣omitted,␣it␣is␣assumed␣to␣be␣from␣-Pi␣to␣Pi.
␣␣typical␣parameters␣to␣fSeries[␣]:
␣␣␣␣the␣1st␣parameter␣(x)␣is␣the␣variable␣that␣you␣use␣in␣your␣function;
␣␣␣␣the␣2nd␣parameter␣is␣the␣function;
␣␣␣␣the␣3rd␣and␣4th␣parameters␣(a␣and␣b)␣are␣the␣endpoints␣of␣the␣interval;
␣␣␣␣the␣5th␣parameter␣(n)␣is␣the␣variable␣you␣want␣to␣use␣in␣the
␣␣␣␣expressions␣for␣the␣coefficients.
␣␣if␣the␣interval␣is␣from␣-Pi␣to␣Pi,␣you␣may␣omit␣the␣3rd␣and␣4th␣parameters.
␣␣there␣are␣additional␣versions␣of␣fSeries␣that␣accept␣different␣parameters.
␣␣warning:␣if␣you␣use␣variables␣x␣and␣n␣in␣function␣calls␣like␣fSeries[x,␣x^2␣-␣x,␣n],
␣␣the␣functions␣won't␣work␣if␣x␣or␣n␣already␣have␣defined␣values␣from␣earlier␣in␣your
␣␣Mathematica␣session.␣if␣they␣have␣defined␣values,␣you␣should␣either␣use␣Clear[x,␣n]
␣␣to␣remove␣the␣values␣before␣using␣functions␣in␣this␣package,␣or␣use␣different␣variables.
␣␣examples:
␣␣compute␣the␣fourier␣series␣of␣f(x)␣=␣x^2␣-␣x␣for␣the␣default␣interval␣-Pi␣<␣x␣<␣Pi:
␣␣␣␣fSeries[x,␣x^2␣-␣x,␣n]
␣␣the␣output␣is:
␣␣␣␣{␣Pi^2/3,␣(4*(-1)^n)/n^2,␣(2*(-1)^n)/n␣}
␣␣the␣constant␣term,␣a0/2,␣is␣Pi^2/3.
␣␣the␣coefficient␣of␣Cos[n␣x]␣is␣(4*(-1)^n)/n^2.
␣␣the␣coefficient␣of␣Sin[n␣x]␣is␣(2*(-1)^n)/n.
␣␣you␣can␣also␣compute␣the␣coefficients␣and␣plot␣the␣graph␣with␣one␣call;
␣␣the␣last␣parameter,␣if␣>␣0,␣tells␣how␣many␣terms␣of␣the␣fourier␣series␣to␣plot:
␣␣␣␣fSeries[x,␣x^2␣-␣x,␣n,␣5]
␣␣to␣graph␣only␣your␣input␣function,␣set␣the␣number␣of␣terms␣to␣0:
␣␣␣␣fSeries[x,␣x^2␣-␣x,␣n,␣0]
␣␣to␣plot␣the␣function,␣and␣plot␣the␣sum␣of␣the␣first␣5␣terms␣as␣a␣dashed␣red␣curve:
␣␣␣␣fSeries[x,␣x^2␣-␣x,␣-Pi,␣Pi,␣n,␣5,␣PlotStyle␣->␣{Dashed,␣Red}]
␣␣to␣compute␣the␣fourier␣series␣over␣the␣interval␣from␣-1␣to␣1:
␣␣␣␣fSeries[x,␣x^2␣-␣x,␣-1,␣1,␣n,␣5]
␣␣this␣package␣can␣also␣compute␣the␣fourier␣coefficients␣of␣functions␣that␣are
␣␣"piecewise␣continuous"␣-␣that␣is,␣functions␣that␣are␣comprised␣of␣several
␣␣continuous␣functions,␣each␣defined␣over␣a␣separate␣interval.
␣␣in␣these␣cases,␣you␣must␣include␣all␣endpoints.
␣␣examples:
␣␣1.␣this␣function␣is␣comprised␣of␣two␣"pieces".
␣␣␣␣f(x)␣=␣0␣␣for␣-Pi␣<␣x␣<␣0,␣and
␣␣␣␣f(x)␣=␣2x␣for␣␣␣0␣<␣x␣<␣Pi.
␣␣the␣2␣"pieces"␣of␣the␣function␣are␣{0,␣2x}␣and␣the␣3␣endpoints␣are␣{-Pi,␣0,␣Pi}.
␣␣use␣the␣"list"␣version␣of␣fSeries,␣where␣the␣2␣functions␣and␣3␣endpoints
␣␣are␣specified␣as␣lists:
␣␣␣␣fSeries[x,␣{0,␣2x},␣{-Pi,␣0,␣Pi},␣n]
␣␣compute␣the␣coefficients␣and␣display␣the␣graphs␣in␣one␣function␣call:
␣␣␣␣fSeries[x,␣{0,␣2x},␣{-Pi,␣0,␣Pi},␣n,␣4]
␣␣2.␣you␣can␣also␣specify␣the␣function␣by␣entering␣the␣pairs␣of␣(x,␣y)␣values␣at
␣␣endpoints,␣corners,␣or␣jumps:
␣␣␣␣fSeries[x,␣{␣{-Pi,␣-1},␣{-Pi/2,␣-1},␣{-Pi/2,␣1},␣{Pi,␣1}␣},␣n,␣2]
␣␣3.␣usually␣the␣interval␣is␣from␣-Pi␣to␣Pi,␣so␣that
␣␣␣␣␣␣␣z␣=␣fSeries[x,␣{␣list␣of␣points},␣n,␣10]
␣␣␣␣␣returns␣z␣=␣{␣aZeroOver2␣,␣an␣,␣bn␣},␣which␣are␣the␣coefficients␣of␣the␣Fourier␣series
␣␣␣␣␣␣␣aZeroOver2␣+␣Sum[an␣*␣Cos[n␣x]␣+␣bn␣*␣Sin[n␣x],␣{n,␣1,␣Infinity}].
␣␣␣␣␣however,␣if␣the␣period␣is␣p,␣then␣the␣returned␣list␣are␣the␣coefficients␣of
␣␣␣␣␣␣␣aZeroOver2␣+␣Sum[an␣*␣Cos[(2Pi/p)␣n␣x]␣+␣bn␣*␣Sin[(2Pi/p)␣n␣x],␣{n,␣1,␣Infinity}].
␣␣␣␣␣in␣this␣example,␣the␣function␣is␣defined␣from␣-1/2␣to␣+3/2,␣so␣the␣period␣is␣p␣=␣2:
␣␣␣␣␣␣␣z␣=␣fSeries[x,␣{␣{-1/2,␣-1},␣{0,␣-1},␣{0,␣1},␣{3/2,␣1}␣},␣n,␣10]
␣␣␣␣␣returns␣this␣list␣of␣three␣elements:
␣␣␣␣␣{␣1/2␣,␣(-Sin[(n␣Pi)/2]␣+␣Sin[(3␣n␣Pi)/2])/(n␣Pi)␣,
␣␣␣␣␣␣␣␣␣␣␣␣␣-((-2␣+␣Cos[(n␣Pi)/2]␣+␣Cos[(3␣n␣Pi)/2])/(n␣Pi))␣}
␣␣␣␣␣this␣represents␣the␣Fourier␣series␣(here,␣2␣Pi/p␣=␣Pi)
␣␣␣␣␣␣␣z[[1]]␣+␣Sum[(z[[2]])␣*␣Cos[Pi␣n␣x]␣+␣(z[[3]])␣*␣Sin[Pi␣n␣x],␣{n,␣1,␣Infinity}].
␣␣␣␣␣this␣shows␣the␣graph␣of␣the␣sum␣of␣10␣terms␣over␣a␣larger␣interval␣from␣-4␣to␣4:
␣␣␣␣␣␣␣Plot[z[[1]]␣+␣Sum[(z[[2]])␣*␣Cos[Pi␣n␣x]␣+␣(z[[3]])␣*␣Sin[Pi␣n␣x],␣{n,␣1,␣10}],␣{x,␣-4,␣4}]
␣␣here␣is␣one␣way␣to␣write␣out␣the␣first␣(say)␣8␣terms␣of␣the␣series:
␣␣␣␣fourier␣series:
␣␣␣␣␣␣t␣=␣fSeries[x,␣x^2␣+␣x/2,␣n];␣␣␣␣(*␣t␣is␣returned␣as␣a␣list␣*)
␣␣␣␣␣␣t[[1]]␣+␣Apply[Plus,␣Table[t[[2]]␣*␣Cos[n␣x],␣{n,␣8}]]␣+
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣Apply[Plus,␣Table[t[[3]]␣*␣Sin[n␣x],␣{n,␣8}]]
␣␣␣␣this␣also␣works:
␣␣␣␣␣␣ExpToTrig[␣FourierSeries[x^2␣+␣x/2,␣x,␣8]␣]
␣␣most␣of␣this␣package␣was␣written␣before␣Mathematica␣introduced␣built-in␣functions
␣␣␣␣FourierCoefficient[f[t],␣t,␣n]
␣␣and
␣␣␣␣FourierSeries[f[t],␣t,␣n].
␣␣often,␣the␣functions␣in␣this␣package␣are␣easier␣to␣use.␣for␣example,
␣␣fSeries[x,␣{␣-(Pi␣+␣x)/2,␣x(Pi␣-␣1)/2,␣(Pi␣-␣x)/2␣},␣{-Pi,␣-1,␣1,␣Pi},␣n]
␣␣␣␣returns␣{0,␣0,␣Sin[n]/n^2}
␣␣this␣function␣can␣be␣expressed␣as
␣␣␣␣pw␣=␣Piecewise[{{␣-(Pi␣+␣x)/2,␣x␣<␣-1},␣{x(Pi␣-␣1)/2,␣Abs[x]␣<␣1}},␣(Pi␣-␣x)/2]
␣␣and␣the␣Fourier␣series␣of␣this␣function␣is
␣␣␣␣FourierCoefficient[pw,␣x,␣n]
␣␣however,␣FourierCoefficient[pw,␣x,␣n]␣returns␣a␣complicated␣expression
␣␣that␣Mathematica␣cannot␣simplify.
*)
(*␣:Mathematica␣Version:␣7,␣8,␣9,␣10.3␣*)
(*␣:Keywords:␣fourier␣series␣*)
(*␣:Sources:␣any␣advanced␣calculus␣book␣with␣a␣chapter␣on␣fourier␣series,
␣␣␣such␣as:
␣␣␣␣␣Wilfred␣Kaplan,␣Advanced␣Calculus,␣Addison-Wesley,␣4th␣edition,␣1991␣(chapter␣7),␣or
␣␣␣␣␣Georgi␣Tolstov,␣Fourier␣Series␣(translated␣by␣Richard␣A.␣Silverman),␣Prentice␣Hall,␣1962.
*)
(*␣:Limitations:
␣␣␣1.␣this␣package␣does␣not␣work␣for␣functions␣like␣3␣Sin[4␣x],␣or␣other␣functions
␣␣␣␣␣␣that␣consist␣of␣a␣finite␣sum␣of␣sines␣and␣cosines␣of␣integer␣multiples␣of␣x.
␣␣␣␣␣␣(in␣these␣cases,␣the␣fourier␣series␣is␣just␣the␣original␣function.)
␣␣␣2.␣given␣this␣expression:␣FullSimplify[␣Sum[Sin[n␣x]/2^n,␣{n,␣1,␣Infinity}]␣],
␣␣␣␣␣␣mathematica␣returns␣(2␣Sin[x])/(5␣-␣4␣Cos[x]).
␣␣␣␣␣␣however,␣mathematica␣cannot␣find␣the␣fourier␣series␣of␣(2␣Sin[x])/(5␣-␣4␣Cos[x]).
␣␣␣␣␣␣the␣integral␣that␣gives␣cosine␣coefficients␣is
␣␣␣␣␣␣␣␣(1/Pi)Integrate[(2␣Sin[x])/(5␣-␣4␣Cos[x])␣Sin[n␣x],␣{x,␣-Pi,␣Pi}]
␣␣␣␣␣␣mathematica␣returns␣an␣expression␣involving␣HypergeometricPFQRegularized[␣].
␣␣␣␣␣␣mathematica␣also␣cannot␣get␣the␣fourier␣series␣of␣(-1␣+␣2␣Cos[x])/(5␣-␣4␣Cos[x]),
␣␣␣␣␣␣which␣is␣Sum[Cos[n␣x]/2^n,␣{n,␣1,␣Infinity}].
*)
BeginPackage[␣"miniFS`"␣]
(*␣:Examples:
␣␣see␣Summary,␣above
*)
(*␣usage␣messages␣for␣the␣exported␣functions␣and␣the␣context␣itself␣*)
miniFS::usage␣=␣"miniFS.m␣is␣a␣package␣that␣computes␣symbolic␣coefficients␣of␣Fourier␣series.
␣fSeries[␣]␣computes␣the␣␣Fourier␣series␣coefficients␣and,␣optionally,␣draws␣graphs."
fSeries::usage␣=␣"fSeries[␣Xsymbol,␣function[Xsymbol],␣a,␣b,␣NSymbol␣]
␣Computes␣the␣Fourier␣coefficients␣of␣f[Xsymbol]␣over␣the␣interval␣a␣<␣Xsymbol␣<␣b.
␣The␣coefficients␣are␣returned␣as␣functions␣of␣NSymbol␣(which␣is␣usually␣n).␣␣Example:
␣␣␣fSeries[x,␣x^2␣-␣x,␣n].␣␣To␣also␣draw␣a␣graph␣of␣the␣function␣and␣the␣sum
␣of␣the␣first␣k␣terms␣of␣the␣series,␣call␣fSeries[x,␣x^2␣-␣x,␣n,␣k].
␣If␣the␣endpoints␣are␣omitted,␣they␣are␣assumed␣to␣be␣-Pi␣and␣Pi.
␣To␣specify␣an␣interval␣other␣than␣[-Pi,␣Pi],␣you␣must␣enter␣the␣endpoints:
␣␣␣fSeries[x,␣x^2␣-␣x,␣-2,␣2,␣n]
\r\n
␣For␣functions␣that␣consist␣of␣piecewise-continuous␣pieces,␣specify␣the␣functions␣and␣their␣endpoints:
␣fSeries[␣Xsymbol,␣{␣list␣of␣functions␣},␣{␣list␣of␣endpoints␣},␣NSymbol␣].␣␣Example:
␣fSeries[x,␣{0,␣x^2},␣{-Pi,␣0,␣Pi},␣n].
\r\n
␣If␣f␣is␣piecewise␣linear,␣you␣can␣enter␣the␣(x,␣y)␣pairs␣at␣the␣corners,␣jumps,␣or␣endpoints␣of␣the␣pieces.
␣fSeries[x,␣{␣{-Pi,␣-1},␣{0,␣-1},␣{0,␣1},␣{Pi,␣1}␣},␣n]
␣fSeries[x,␣{␣{0,␣Pi/2},␣{2␣Pi,␣-Pi/2}␣},␣n]
␣fSeries[x,␣{␣{0,␣0},␣{1,␣(Pi␣-␣1)/2},␣{2␣Pi␣-␣1,␣-(Pi␣-␣1)/2},␣{2␣Pi,␣0}␣},␣n].
\r\n
␣fSeries[x,␣x^2␣-␣x,␣n,␣5]␣computes␣the␣coefficients␣and␣plots␣both␣your␣input
␣function␣and␣the␣sum␣of␣the␣first␣5␣terms␣of␣the␣series.␣␣fSeries[x,␣x^2␣-␣x,␣n,␣0]
␣plots␣your␣input␣function␣only.␣␣You␣can␣add␣Plot[␣]␣options␣to␣control␣the␣appearance
␣of␣the␣graph.␣␣Example:␣␣fSeries[x,␣x^2␣-␣x,␣n,␣5,␣PlotStyle->Green]."
Begin["`Private`"]␣␣␣␣(*␣begin␣the␣private␣context␣(implementation␣part)␣*)
(*␣the␣extractVariables[␣]␣function␣came␣from␣the␣mathematica␣5.2␣help␣browser.
␣␣␣(look␣up␣"Symbol"␣and␣go␣to␣"Further␣Examples").
␣␣␣this␣function␣makes␣a␣list␣of␣all␣variables␣in␣an␣expression.
␣␣␣we␣use␣this␣because␣the␣function␣x^2␣can␣be␣graphed,␣but␣a*x^2␣cannot␣be,
␣␣␣because␣of␣the␣extra␣variable␣(a)␣whose␣value␣is␣unknown.
␣␣␣however,␣if␣we␣set␣a␣=␣3␣before␣we␣call␣fSeries,
␣␣␣␣␣fSeries[x,␣a␣x^2,␣-Pi,␣Pi,␣n,␣5]
␣␣␣then␣the␣value␣a␣=␣3␣is␣used␣in␣fSeries␣and␣the␣function␣is␣graphed.
*)
extractVariables[expr_]␣:=
Module[
␣␣(*␣note:␣if␣w␣is␣a␣symbol␣with␣no␣operations,␣then␣extractVariables[w]␣returns␣an␣empty␣list.
␣␣␣␣␣that␣is␣why␣we␣multiply␣an␣expression␣by␣2␣or␣a␣variable␣before␣calling␣this␣function.␣*)
␣␣{␣cond␣=␣Not[MemberQ[Attributes[#],␣Protected]]␣&␣},
␣␣Union[␣Cases[expr,␣_Symbol?cond[_]␣|␣_Symbol?cond,␣Infinity]␣]
];
vectorCheck[fi_,␣ci_]␣:=
Module[
␣␣(*␣return␣1␣if␣either␣both,␣or␣neither,␣inputs␣are␣vectors␣*)
␣␣{␣b1,␣b2␣},
␣␣b1␣=␣VectorQ[fi];
␣␣b2␣=␣VectorQ[ci];
␣␣If[b1␣!=␣b2,
␣␣␣␣Print["input␣parameters␣2␣and␣3:␣one␣was␣a␣list,␣the␣other␣was␣not"];
␣␣␣␣Return[0]␣,
␣␣␣␣Return[1]
␣␣]
];␣␣␣␣(*␣end␣of␣vectorCheck␣*)
endpointCheck[ci_?VectorQ]␣:=
Module[
␣␣(*␣private␣function␣to␣check␣validity␣of␣the␣list␣of␣endpoints;␣11/21/2007␣*)
␣␣{␣len␣=␣Length[ci],␣i␣},
␣␣If[len␣<␣1,
␣␣␣␣Print["no␣interval␣endpoints␣were␣specified"];
␣␣␣␣Return[0]
␣␣];
␣␣For[i␣=␣2,␣i␣<=␣len,␣i++,
␣␣␣␣If[ci[[i-1]]␣>=␣ci[[i]],
␣␣␣␣␣␣Print["interval␣endpoints␣must␣be␣given␣in␣increasing␣order"];
␣␣␣␣␣␣Return[0]
␣␣␣␣];
␣␣];
␣␣Return[1];
];␣␣␣␣(*␣end␣of␣endpointCheck␣*)
factorOutConstants[expr_]␣:=
Module[
␣␣(*␣private␣function␣to␣factor␣constants␣out␣of␣expressions;␣11/1/2007␣*)
␣␣{␣fList,␣i,␣prod1␣=␣1,␣prod2␣=␣1,␣testExpr,␣cProd␣=␣1␣},
␣␣If[(expr␣==␣0)␣||␣(expr␣==␣1),
␣␣␣␣Return[␣{␣expr,␣1␣}␣]
␣␣];
␣␣fList␣=␣FactorList[␣Numerator[expr]␣];
␣␣For[i␣=␣1,␣i␣<=␣Length[fList],␣i++,
␣␣␣␣If[NumericQ[␣fList[[i]][[1]]␣],
␣␣␣␣␣␣prod1␣=␣prod1␣*␣fList[[i]][[1]]^fList[[i]][[2]]
␣␣␣␣];
␣␣];
␣␣fList␣=␣FactorList[␣Denominator[expr]␣];
␣␣For[i␣=␣1,␣i␣<=␣Length[fList],␣i++,
␣␣␣␣If[NumericQ[fList[[i]][[1]]␣],
␣␣␣␣␣␣prod2␣=␣prod2␣*␣fList[[i]][[1]]^fList[[i]][[2]]
␣␣␣␣];
␣␣];
␣␣If[prod2␣!=␣0,␣cProd␣=␣prod1/prod2];
␣␣Return[␣{␣Simplify[expr/cProd],␣cProd␣}␣];
];␣␣␣␣(*␣end␣of␣factorOutConstants␣*)
Unprotect[␣fSeries␣];
privateCalcCoeff[t_Symbol,␣fi_?VectorQ,␣ci_?VectorQ,␣n_Symbol,␣iFlag_Integer]␣:=
Module[
␣(*␣private␣function.
␣␣␣␣if␣iFlag␣=␣1,␣compute␣just␣the␣sine␣coefficients;
␣␣␣␣if␣iFlag␣=␣2,␣compute␣just␣the␣cosine␣coefficients;
␣␣␣␣if␣iFlag␣=␣3,␣compute␣both␣the␣cosine␣and␣sine␣coefficients.
␣␣␣␣this␣does␣not␣plot␣the␣function.
␣␣␣␣called␣from␣calcfSeries0
␣*)
␣␣{␣nFuncts,␣nPts,␣a,␣b,␣L,␣i,␣per,␣numerL,
␣␣␣␣a0Temp,␣aZeroOver2,␣aTemp,␣an,␣bTemp,␣bn,␣j,
␣␣␣␣nAssumpts␣=␣Assumptions␣->␣Element[n,␣Integers]␣&&␣(n␣>␣0),
␣␣␣␣rules␣=
␣␣␣␣␣{␣Sin[n*(c_␣+␣Pi)]␣->␣Cos[n␣Pi]*Sin[n␣c],
␣␣␣␣␣␣␣Cos[n*(c_␣+␣Pi)]␣->␣Cos[n␣c]*Cos[n␣Pi],
␣␣␣␣␣␣␣(*␣later,␣fix␣these␣to␣make␣them␣more␣general␣*)
␣␣␣␣␣␣␣Cos[n␣Pi]␣->␣(-1)^n,␣Cos[2␣n␣Pi]␣->␣1,
␣␣␣␣␣␣␣Sin[n␣Pi]␣->␣0,␣␣␣␣␣␣Sin[2␣n␣Pi]␣->␣0
␣␣␣␣␣},
␣␣␣␣rules2␣=
␣␣␣␣␣{␣Sin[n*(c_␣+␣Pi)]␣->␣Cos[n␣Pi]*Sin[n␣c],
␣␣␣␣␣␣␣Cos[n*(c_␣+␣Pi)]␣->␣Cos[n␣c]*Cos[n␣Pi]
␣␣␣␣␣}
␣␣},
␣␣nFuncts␣=␣Length[fi];
␣␣nPts␣=␣Length[ci];
␣␣(*␣assume␣calling␣function␣has␣already␣checked␣for␣validity␣of␣input␣...␣*)
␣␣a␣=␣ci[[1]];
␣␣b␣=␣ci[[nPts]];
␣␣L␣=␣(b␣-␣a)/2;
␣␣(*␣if␣we␣are␣computing␣a␣fourier␣series,␣then␣L␣=␣period/2␣=␣Pi,
␣␣␣␣␣and␣we␣compute␣(1/L)␣*␣Integrate[...].
␣␣␣␣␣if␣we␣are␣computing␣a␣sine␣or␣cosine␣series,␣tben␣L␣=␣Pi,
␣␣␣␣␣and␣we␣compute␣(2/L)␣*␣Integrate[...].
␣␣*)
␣␣If[iFlag␣==␣3,
␣␣␣␣numerL␣=␣1;␣L␣=␣(b␣-␣a)/2,
␣␣␣␣numerL␣=␣2;␣L␣=␣b␣-␣a
␣␣];
␣␣per␣=␣2*L;
␣␣(*␣compute␣a[n]␣for␣n␣=␣0,␣1,␣2,␣...,␣and/or␣b[n]␣for␣n␣=␣1,␣2,␣3,␣...␣*)
␣␣(*␣note:␣use␣just␣f,␣not␣f[t],␣f[x],␣etc.␣*)
␣␣If[␣(iFlag␣==␣2)␣||␣(iFlag␣==␣3),
␣␣␣␣(*␣compute␣the␣cosine␣coefficients,␣aZeroOver2␣and␣an[n],␣for␣n␣=␣1,␣2,␣...␣.␣*)
␣␣␣␣a0Temp␣:=␣Sum[␣Integrate[␣fi[[i]],␣{␣t,␣ci[[i]],␣ci[[i+1]]␣}␣],␣{i,␣1,␣nFuncts}␣]␣;
␣␣␣␣aZeroOver2␣=␣FullSimplify[␣(1/2)*(numerL/L)␣*␣a0Temp,␣Element[j,␣Integers]␣]␣//.␣rules;
␣␣␣␣(*␣remove␣brackets,␣use␣new␣assumptions␣and␣simplified␣rules;␣10/25/2007␣*)
␣␣␣␣aTemp␣=␣Sum[␣Integrate[␣fi[[i]]␣Cos[n␣Pi␣t/L],␣{␣t,␣ci[[i]],␣ci[[i+1]]␣},␣nAssumpts␣],
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣{i,␣1,␣nFuncts}␣]␣;
␣␣␣␣an␣=␣FullSimplify[␣(numerL/L)␣*␣aTemp,␣nAssumpts␣]␣//.␣rules2;
␣␣␣␣Simplify[␣{␣aZeroOver2,␣an␣}␣];
␣␣];
␣␣If[␣(iFlag␣==␣1)␣||␣(iFlag␣==␣3),
␣␣␣␣(*␣compute␣the␣sine␣coefficients,␣b[n],␣for␣n␣=␣1,␣2,␣...␣.␣*)
␣␣␣␣(*␣remove␣brackets,␣use␣new␣assumptions␣and␣simplified␣rules;␣10/25/2007␣*)
␣␣␣␣bTemp␣=␣Sum[␣Integrate[␣fi[[i]]␣Sin[n␣Pi␣t/L],␣{␣t,␣ci[[i]],␣ci[[i+1]]␣},␣nAssumpts␣],
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣{i,␣1,␣nFuncts}␣]␣;
␣␣␣␣bn␣=␣FullSimplify[␣(numerL/L)␣*␣bTemp,␣nAssumpts␣]␣//.␣rules2;
␣␣␣␣Simplify[␣bn␣];
␣␣];
␣␣If[iFlag␣==␣1,␣Return[␣bn␣]␣];
␣␣If[iFlag␣==␣2,␣Return[␣{␣aZeroOver2,␣an␣}␣]␣];
␣␣If[iFlag␣==␣3,␣Return[␣{␣aZeroOver2,␣an,␣bn␣}␣]␣];
];␣␣␣␣(*␣end␣of␣privateCalcCoeff␣*)
calcfSeries0[t_Symbol,␣fi_?VectorQ,␣ci_?VectorQ,␣n_Symbol]␣:=
Module[
␣(*␣private␣function.
␣␣␣␣compute␣the␣fourier␣series␣coefficients␣of␣a␣piecewise␣continuous␣input␣function.
␣␣␣␣return␣the␣coefficients␣of␣the␣fourier␣series:
␣␣␣␣␣␣a0/2,␣a[n],␣b[n]␣(for␣n␣=␣1,␣2,␣3,␣...)
␣␣␣␣as␣a␣3-element␣list␣{␣a0/2,␣a[n],␣b[n]␣}.
␣␣␣␣we␣do␣not␣plot␣the␣function␣here.
␣␣␣␣called␣from␣fSeries,␣plotSeries.
␣*)
␣␣{␣},
␣␣Return[␣privateCalcCoeff[t,␣fi,␣ci,␣n,␣3]␣];
];␣␣␣␣(*␣end␣of␣calcfSeries0␣*)
fSeries[t_Symbol,␣fi_?VectorQ,␣ci_?VectorQ,␣n_Symbol,␣nTerms_:-1,␣opts___␣]␣:=␣␣(*␣list␣version␣*)
Module[
␣(*␣compute␣the␣fourier␣series␣of␣a␣piecewise␣continuous␣input␣function.
␣␣␣␣the␣pieces␣must␣be␣specified␣as␣functions␣of␣x.
␣␣␣␣(a␣different␣version␣of␣fSeries␣accepts␣numeric␣(x,␣y)␣pairs␣).
␣␣␣␣examples:
␣␣␣␣1.␣if␣f[x]␣is␣Abs[x]␣for␣-Pi␣<=␣x␣<=␣Pi,␣compute␣the␣fourier␣coefficients␣with␣either␣the␣simpler
␣␣␣␣␣␣␣␣␣fSeries[x,␣Abs[x],␣-Pi,␣Pi,␣n]
␣␣␣␣␣␣␣or␣with␣the␣more␣general␣function␣fSeries
␣␣␣␣␣␣␣␣␣fSeries[x,␣{␣Abs[x]␣},␣{␣-Pi,␣Pi␣},␣n␣]␣.
␣␣␣␣2.␣if␣f[x]␣is␣defined␣as
␣␣␣␣␣␣␣␣␣f[x_]␣:=␣-2x␣/;␣-Pi␣<␣x␣<␣0;␣f[x_]␣:=␣2x␣/;␣0␣<␣x␣<␣-Pi;
␣␣␣␣␣␣␣the␣fourier␣coefficients␣are␣computed␣with:
␣␣␣␣␣␣␣␣␣fSeries[x,␣{-2x,␣2x},␣{-Pi,␣0,␣Pi},␣n]
␣␣␣␣3.␣f[x_]␣:=␣(x+1)^2␣/;␣-Pi␣<␣x␣<␣-1;␣f[x_]␣:=␣0␣/;␣-1␣<␣x␣<␣1;␣f[x_]␣:=␣(x-1)^2␣/;␣1␣<␣x␣<␣Pi;
␣␣␣␣␣␣␣the␣fourier␣coefficients␣are␣computed␣with:
␣␣␣␣␣␣␣␣␣fSeries[x,␣{(x+1)^2,␣0,␣(x-1)^2},␣{-Pi,␣-1,␣1,␣Pi},␣n]
␣␣␣␣parameters:
␣␣␣␣␣␣t␣is␣the␣variable␣used␣in␣the␣function;␣without␣this,␣the␣function␣would␣have␣to␣use␣t
␣␣␣␣␣␣␣␣(not␣x,␣etc.);
␣␣␣␣␣␣fi␣=␣list␣of␣N␣functions;
␣␣␣␣␣␣ci␣=␣list␣of␣N+1␣points.␣␣ci[1]␣=␣a,␣...,␣ci[N+1]␣=␣b.
␣␣␣␣␣␣fi[[i]],␣the␣i-th␣function,␣is␣defined␣over␣the␣i-th␣interval␣ci[[i]]␣<␣x␣<␣ci[[i+1]]␣.
␣␣␣␣␣␣n␣is␣the␣symbol␣to␣use␣in␣expressions␣for␣the␣coefficients␣(usually,␣n).
␣␣␣␣return␣the␣coefficients␣of␣the␣fourier␣series:
␣␣␣␣␣␣a0/2,␣a[n],␣b[n]␣(for␣n␣=␣1,␣2,␣3,␣...)
␣␣␣␣this␣returns␣a␣3-element␣list␣{␣a0/2,␣a[n],␣b[n]␣}.
␣*)
␣␣{␣nFuncts,␣nPts,␣aZeroOver2,␣an,␣bn␣},
␣␣If[vectorCheck[fi,␣ci]␣==␣0,␣Return[␣{␣0,␣0,␣0␣}␣]␣];
␣␣If[endpointCheck[ci]␣==␣0,␣Return[␣{␣0,␣0,␣0␣}␣]␣];
␣␣nFuncts␣=␣Length[fi];
␣␣nPts␣=␣Length[ci];
␣␣If[␣(nFuncts␣!=␣nPts␣-␣1)␣||␣(nFuncts␣<=␣0)␣||␣(nPts␣<=␣0),
␣␣␣␣Print["Error:␣#␣functions␣=␣",␣nFuncts,␣",␣#␣points␣=␣",␣nPts];
␣␣␣␣Print["␣␣the␣number␣of␣functions␣should␣be␣one␣less␣than␣the␣number␣of␣points"];
␣␣␣␣Return[␣{␣0,␣0,␣0␣}␣];
␣␣];
␣␣{␣aZeroOver2,␣an,␣bn␣}␣=␣calcfSeries0[t,␣fi,␣ci,␣n];
␣␣(*␣the␣user␣can␣request␣a␣plot␣by␣entering␣the␣number␣of␣terms␣(>␣0).
␣␣␣␣␣if␣nTerms␣=␣0.␣only␣the␣input␣function␣is␣plotted.␣*)
␣␣If[nTerms␣>=␣0,
␣␣␣␣plotSeries0[aZeroOver2,␣an,␣bn,␣n,␣t,␣fi,␣ci,␣nTerms,␣opts]
␣␣];
␣␣{␣aZeroOver2,␣an,␣bn␣}␣␣␣␣(*␣return␣this␣3-element␣list␣*)
];␣␣␣␣(*␣end␣of␣fSeries␣(list␣version)␣*)
fSeries[t_Symbol,␣f_,␣a_,␣b_,␣n_Symbol,␣nTerms_:-1,␣opts___␣]␣:=
Module[
␣(*␣parameters:
␣␣␣␣␣␣t␣is␣the␣variable␣used␣in␣the␣function;␣without␣this,␣the␣function␣would␣have␣to␣use␣t
␣␣␣␣␣␣␣␣(not␣x,␣etc.);
␣␣␣␣␣␣f␣=␣function␣that␣is␣defined␣from␣a␣to␣b␣(the␣endpoints␣of␣the␣interval);
␣␣␣␣␣␣a␣and␣b␣are␣the␣endpoints␣of␣the␣interval;␣for␣example,␣these␣could␣be:
␣␣␣␣␣␣␣␣(-Pi,␣Pi),␣(0,␣2Pi),␣␣or␣(-1,␣1).
␣␣␣␣␣␣n␣is␣the␣symbol␣to␣use␣in␣expressions␣for␣the␣coefficients␣(typically,␣n).
␣␣␣␣compute␣the␣coefficients␣of␣the␣fourier␣series␣for␣f[␣]:
␣␣␣␣␣␣aZeroOver2,␣a[n],␣b[n]␣(for␣n␣=␣1,␣2,␣3,␣...)
␣␣␣␣this␣returns␣a␣3-element␣list␣{␣a0/2,␣an,␣bn␣}.
␣␣␣␣example:␣fSeries[x,␣{0,␣x},␣{-Pi,␣0,␣Pi},␣n,␣5]
␣*)
␣␣{␣},
␣␣(*␣call␣the␣more␣general␣list␣version␣of␣this␣function␣*)
␣␣fSeries[␣t,␣{␣f␣},␣{␣a,␣b␣},␣n,␣nTerms,␣opts␣]
];␣␣␣␣(*␣end␣of␣fSeries␣*)
fSeries[t_Symbol,␣f_,␣n_Symbol,␣nTerms_:-1,␣opts___␣]␣:=
Module[␣(*␣use␣defaults␣a␣=␣-Pi,␣b␣=␣Pi␣*)
␣(*␣parameters:
␣␣␣␣␣␣t␣is␣the␣variable␣used␣in␣the␣function;␣without␣this,␣the␣function␣would␣have␣to␣use␣t
␣␣␣␣␣␣␣␣(not␣x,␣etc.);
␣␣␣␣␣␣f␣=␣function␣that␣is␣defined␣from␣a␣to␣b␣(the␣endpoints␣of␣the␣interval);
␣␣␣␣␣␣n␣is␣the␣symbol␣to␣use␣in␣expressions␣for␣the␣coefficients␣(typically,␣n);
␣␣␣␣␣␣nTerms␣=␣number␣of␣terms␣to␣plot.
␣␣␣␣compute␣the␣coefficients␣of␣the␣fourier␣series␣for␣f[␣]:
␣␣␣␣␣␣aZeroOver2,␣a[n],␣b[n]␣(for␣n␣=␣1,␣2,␣3,␣...)
␣␣␣␣this␣returns␣a␣3-element␣list␣{␣a0/2,␣an,␣bn␣}.
␣␣␣␣example:␣fSeries[x,␣x^2,␣n,␣5]
␣*)
␣␣{␣a␣=␣-Pi,␣b␣=␣Pi␣},
␣␣fSeries[␣t,␣{␣f␣},␣{␣a,␣b␣},␣n,␣nTerms,␣opts␣]
];␣␣␣␣(*␣end␣of␣fSeries␣*)
getLinearCoefficients[x1_,␣y1_,␣x2_,␣y2_]␣:=
Module[
␣␣(*␣return␣the␣coefficients␣of␣the␣linear␣function␣y␣=␣m*x␣+␣b
␣␣␣␣␣that␣goes␣from␣(x1,␣y1)␣to␣(x2,␣y2).
␣␣␣␣␣example:␣getLinearCoefficients[1,␣1,␣2,␣3]␣returns␣{2,␣-1},
␣␣␣␣␣so␣the␣function␣is␣y␣=␣2␣*␣x␣-␣1.
␣␣*)
␣␣{␣m,␣b␣},
␣␣If[x1␣==␣x2,␣Return[{␣Infinity,␣Infinity␣}␣]];
␣␣m␣=␣(y2␣-␣y1)␣/␣(x2␣-␣x1);␣␣(*␣now,␣y1␣=␣m*x1␣+␣b␣*)
␣␣b␣=␣y1␣-␣m␣*␣x1;
␣␣Return[␣Simplify[{m,␣b}]␣]
];␣␣␣␣(*␣end␣of␣getLinearCoefficients␣*)
checkCoordinateList[xyPairs_?ListQ]␣:=
Module[
␣␣{␣nxyPairs,␣i,␣onexyPair␣},
␣␣If[␣!␣ListQ[xyPairs],
␣␣␣␣Print["error:␣no␣list␣entered"];
␣␣␣␣Return[␣0␣]
␣␣];
␣␣If[␣Length[xyPairs]␣<␣1,
␣␣␣␣Print["error:␣empty␣list␣entered"];
␣␣␣␣Return[␣0␣]
␣␣];
␣␣nxyPairs␣=␣Length[xyPairs];
␣␣For[i␣=␣1,␣i␣<=␣nxyPairs,␣i++,
␣␣␣␣onexyPair␣=␣xyPairs[[i]];
␣␣␣␣If[␣!␣VectorQ[onexyPair],
␣␣␣␣␣␣Print["error␣1:␣item␣",␣i,␣":␣not␣a␣pair␣of␣values"];
␣␣␣␣␣␣Return[␣0␣]
␣␣␣␣];
␣␣␣␣If[Length[onexyPair]␣!=␣2,
␣␣␣␣␣␣Print["error␣2:␣item␣",␣i,␣":␣not␣a␣pair␣of␣values"];
␣␣␣␣␣␣Return[␣0␣]
␣␣␣␣];
␣␣␣␣If[␣(i␣>␣1)␣&&␣(xyPairs[[i-1]][[1]]␣>␣xyPairs[[i]][[1]]␣),
␣␣␣␣␣␣Print["error:␣item␣",␣i,␣":␣this␣x␣value␣is␣smaller␣than␣the␣previous␣x␣value"];
␣␣␣␣␣␣Print["␣prev␣=␣",␣xyPairs[[i-1]][[1]]␣];
␣␣␣␣␣␣Print["␣current␣=␣",␣xyPairs[[i]][[1]]␣];
␣␣␣␣␣␣Return[␣0␣]
␣␣␣␣];
␣␣];␣␣␣␣(*␣end␣For␣i␣loop␣*)
␣␣(*␣if␣we␣get␣here,␣then␣all␣values␣are␣valid␣*)
␣␣Return[␣1␣]
];␣␣␣␣(*␣end␣of␣checkCoordinateList␣*)
fSeriesXYList[t_Symbol,␣xyPairs_?ListQ]␣:=
Module[
␣␣(*␣private␣function␣called␣by␣(x,␣y)␣pair␣version␣of␣fSeries␣and␣formatSeries␣*)
␣␣{␣nxyPairs,␣i,␣x1,␣y1,␣x2,␣y2,␣m,␣b,␣xCount␣=␣0,␣fCount␣=␣0,␣exprList␣=␣{},␣xList␣=␣{}␣},
␣␣If[␣!␣ListQ[xyPairs],
␣␣␣␣Print["error:␣no␣list␣entered"];
␣␣␣␣Return[␣{␣0,␣exprList,␣xList␣}␣]
␣␣];
␣␣If[␣Length[xyPairs]␣<␣1,
␣␣␣␣Print["error:␣empty␣list␣entered"];
␣␣␣␣Return[␣{␣0,␣exprList,␣xList␣}␣]
␣␣];
␣␣If[checkCoordinateList[xyPairs]␣==␣0,
␣␣␣␣Return[␣{␣0,␣exprList,␣xList␣}␣]
␣␣];
␣␣(*␣if␣we␣get␣here,␣then␣all␣input␣values␣are␣valid␣*)
␣␣nxyPairs␣=␣Length[xyPairs];
␣␣xCount␣=␣1;
␣␣AppendTo[xList,␣xyPairs[[1]][[1]]␣];
␣␣For[i␣=␣2,␣i␣<=␣nxyPairs,␣i++,
␣␣␣␣x1␣=␣xyPairs[[i-1]][[1]];
␣␣␣␣y1␣=␣xyPairs[[i-1]][[2]];
␣␣␣␣x2␣=␣xyPairs[[i]][[1]];
␣␣␣␣y2␣=␣xyPairs[[i]][[2]];
␣␣␣␣If[x2␣==␣x1,␣Continue[]␣];
␣␣␣␣xCount++;
␣␣␣␣{m,␣b}␣=␣getLinearCoefficients[x1,␣y1,␣x2,␣y2];
␣␣␣␣fCount++;
␣␣␣␣AppendTo[exprList,␣Simplify[m*t␣+␣b]␣];
␣␣␣␣AppendTo[xList,␣x2];
␣␣␣␣Print["function␣",␣fCount,␣":␣y␣=␣",␣exprList[[fCount]],␣"␣for␣",␣x1,␣"␣<␣",␣t,␣"␣<␣",␣x2␣];
␣␣];␣␣␣␣(*␣end␣For␣i␣loop␣*)
␣␣Return[␣{␣1,␣exprList,␣xList␣}␣]␣␣(*␣all␣ok;␣exprList␣and␣xList␣are␣set␣*)
];␣␣(*␣end␣of␣fSeriesXYList␣*)
fSeries[t_Symbol,␣xyPairs_?ListQ,␣n_Symbol,␣nTerms_:-1,␣opts___␣]␣:=
Module[
␣(*␣compute␣the␣fourier␣series␣of␣a␣piecewise␣continuous␣input␣function.
␣␣␣␣the␣pieces␣are␣specified␣with␣numeric␣(x,␣y)␣pairs␣at␣the␣endpoints,␣corners,␣or␣jumps.
␣␣␣␣this␣works␣with␣functions␣like␣Abs[x]␣where␣the␣pieces␣join␣together␣at␣x␣=␣0,␣or␣a
␣␣␣␣square␣wave,␣where␣there␣is␣a␣vertical␣gap␣between␣the␣pieces,␣or␣a␣combination␣of␣both.
␣␣␣␣examples:
␣␣␣␣1.␣a␣different␣version␣of␣fSeries[x,␣Abs[x],␣n,␣2]␣returns␣{Pi/2,␣(2␣(-1␣+␣(-1)^n))/(n^2␣Pi),␣0}
␣␣␣␣this␣function␣accepts␣(x,␣y)␣pairs␣at␣the␣ends␣of␣the␣linear␣pieces␣of␣Abs[x]:
␣␣␣␣␣␣fSeries[x,␣{␣{-Pi,␣Pi},␣{0,␣0},␣{Pi,␣Pi}␣},␣n,␣2]
␣␣␣␣2.␣fSeries[x,␣{␣-(Pi␣+␣x)/2,␣x(Pi␣-␣1)/2,␣(Pi␣-␣x)/2␣},␣{-Pi,␣-1,␣1,␣Pi},␣n,␣3]
␣␣␣␣returns␣{0,␣0,␣Sin[n]/n^2}.␣this␣function␣does␣the␣same␣calculation:
␣␣␣␣␣␣fSeries[x,␣{␣{-Pi,␣0},␣{-1,␣-(Pi␣-␣1)/2},␣{1,␣(Pi␣-␣1)/2},␣{Pi,␣0}␣},␣n,␣3]
␣␣␣␣3.␣a␣different␣version␣of␣fSeries␣computes␣the␣Fourier␣series␣of␣a␣square␣wave:
␣␣␣␣␣␣fSeries[x,␣{-1,␣1},␣{-Pi,␣0,␣Pi},␣n,␣5]
␣␣␣␣this␣function␣does␣the␣same␣calculation:
␣␣␣␣␣␣fSeries[x,␣{␣{-Pi,␣-1},␣{0,␣-1},␣{0,␣1},␣{Pi,␣1}␣},␣n,␣5]
␣␣␣␣4.␣this␣graph␣has␣three␣linear␣pieces,␣with␣a␣jump␣between␣the␣first␣and␣second␣piece:
␣␣␣␣␣␣fSeries[x,␣{-2,␣x,␣1},␣{-Pi,␣-1,␣1,␣Pi},␣n,␣10]
␣␣␣␣this␣function␣does␣the␣same␣calculation:
␣␣␣␣␣␣fSeries[x,␣{␣{-Pi,␣-2},␣{-1,␣-2},␣{-1,␣-1},␣{1,␣1},␣{Pi,␣1}␣},␣n,␣10]
␣␣␣␣this␣has␣an␣unnecessary␣(but␣allowable)␣endpoint␣(1,␣1)␣where␣the␣2nd␣and␣3rd␣functions␣connect:
␣␣␣␣␣␣fSeries[x,␣{␣{-Pi,␣-2},␣{-1,␣-2},␣{-1,␣-1},␣{1,␣1},␣{1,␣1},␣{Pi,␣1}␣},␣n,␣10]
␣␣␣␣5.␣this␣goes␣from␣x␣=␣-1/2␣to␣x␣=␣3/2,␣so␣the␣period␣is␣2
␣␣␣␣␣␣fSeries[x,␣{␣{-1/2,␣-1},␣{0,␣-1},␣{0,␣1},␣{3/2,␣1}␣},␣n,␣10]
␣␣␣␣parameters:
␣␣␣␣␣␣t␣is␣the␣variable␣used␣in␣the␣function␣(typically,␣x).
␣␣␣␣␣␣xyPairs␣=␣list␣of␣numeric␣pairs␣of␣{x,␣y}␣values␣that␣define␣endpoints,␣corners,␣or␣jumps.
␣␣␣␣␣␣n␣is␣the␣symbol␣to␣use␣in␣expressions␣for␣the␣coefficients␣(typically,␣n).
␣*)
␣␣{␣ret,␣exprList,␣xList,␣errorRet␣=␣{0,␣0,␣0}␣},
␣␣{␣ret,␣exprList,␣xList␣}␣=␣fSeriesXYList[t,␣xyPairs];
␣␣If[ret␣==␣0,␣Return[␣errorRet␣]␣];
␣␣Return[␣fSeries[t,␣exprList,␣xList,␣n,␣nTerms,␣opts]␣]
];␣␣␣␣(*␣end␣of␣fSeries␣(x,y␣pair␣version)␣*)
plotSeries0[aZeroOver2_,␣an_,␣bn_,␣n_Symbol,␣t_Symbol,␣fi_?VectorQ,␣ci_?VectorQ,
␣␣␣␣␣␣␣␣␣␣␣␣nTerms_Integer,␣opts___␣]␣:=
Module[
␣(*␣plot␣the␣fourier␣series␣of␣a␣piecewise␣continuous␣function,␣comprised
␣␣␣␣␣␣of␣N␣different␣expressions,␣each␣defined␣over␣a␣separate␣interval.
␣␣␣␣this␣plots␣the␣sum␣of␣the␣first␣(nTerms)␣terms␣of␣the␣fourier␣series.
␣*)
␣␣{␣nFuncts,␣nPts,␣i,␣gr,␣plotList␣=␣{},␣per␣},
␣␣If[nTerms␣<␣0,␣Return[␣]␣];
␣␣nFuncts␣=␣Length[fi];
␣␣nPts␣=␣Length[ci];
␣␣If[␣(nFuncts␣!=␣nPts␣-␣1)␣||␣(nFuncts␣==␣0)␣||␣(nPts␣==␣0),
␣␣␣␣Print["plotSeries␣Error:␣#␣functions␣=␣",␣nFuncts,␣",␣#␣points␣=␣",␣nPts];
␣␣␣␣Print["␣␣the␣number␣of␣functions␣should␣be␣one␣less␣than␣the␣number␣of␣points"];
␣␣␣␣Return[␣];
␣␣];
␣␣(*␣if␣an␣input␣function␣has␣variables␣other␣than␣t␣(like␣t^2␣+␣b␣t␣+␣c),␣then␣we␣cannot␣graph␣it␣*)
␣␣For[i␣=␣1,␣i␣<=␣nFuncts,␣i++,
␣␣␣␣If[Length[␣extractVariables[␣t*fi[[i]]␣]␣]␣>␣1,␣␣␣␣(*␣examine␣list␣of␣all␣variables␣in␣fi␣*)
␣␣␣␣␣␣Return[␣];
␣␣␣␣]
␣␣];
␣␣(*␣if␣an␣endpoint␣has␣variables,␣then␣we␣cannot␣graph␣the␣function␣*)
␣␣For[i␣=␣1,␣i␣<=␣nPts,␣i++,
␣␣␣␣If[Length[␣extractVariables[␣2*ci[[i]]␣]␣]␣>␣0,␣(*␣extractVariables␣needs␣expr,␣not␣just␣a␣symbol␣*)
␣␣␣␣␣␣Return[␣]
␣␣␣␣]
␣␣];
␣␣(*␣plot␣both␣the␣sum␣of␣the␣series␣and␣the␣input␣function␣*)
␣␣per␣=␣ci[[nPts]]␣-␣ci[[1]];␣␣␣␣(*␣period␣*)
␣␣If[nTerms␣>␣0,␣␣␣␣(*␣plot␣this␣many␣terms␣of␣the␣fourier␣series␣*)
␣␣␣␣gr␣=␣Plot[␣aZeroOver2␣+␣Sum[␣an*Cos[n␣x␣*␣2␣Pi/per]␣+␣bn*Sin[n␣x␣*␣2␣Pi/per],␣{n,␣1,␣nTerms}␣],
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣{x,␣ci[[1]],␣ci[[nPts]]},
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣opts,␣␣␣␣(*␣use␣whatever␣Plot[␣]␣options␣the␣user␣specified␣*)
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣(*␣use␣this␣default␣color,␣unless␣the␣user␣specified␣a␣different␣color␣*)
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣PlotStyle␣->␣RGBColor[1,0,0],␣␣␣␣(*␣[1,0,0]␣is␣Red␣*)
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣PlotRange->All,
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣AxesOrigin␣->␣{0,␣0}␣];
␣␣␣␣AppendTo[plotList,␣gr];
␣␣];
␣␣(*␣now␣plot␣the␣input␣function␣*)
␣␣For[i␣=␣1,␣i␣<=␣nFuncts,␣i++,
␣␣␣␣(*␣plot␣the␣input␣function␣with␣AbsoluteThickness␣=␣2,␣in␣case␣part␣of␣it␣lies␣on␣the␣x-axis␣*)
␣␣␣␣(*␣note:␣in␣next␣line,␣use␣fi,␣not␣fi[t]␣or␣fi[x]␣*)
␣␣␣␣gr␣=␣Plot[␣fi[[i]],␣{t,␣ci[[i]],␣ci[[i+1]]},
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣PlotStyle->AbsoluteThickness[2],
␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣AxesOrigin␣->␣{0,␣0}␣];
␣␣␣␣AppendTo[plotList,␣gr];
␣␣];
(*␣see␣https://stackoverflow.com/questions/8686742/show-plots-inside-module-in-mathematica␣*)
␣␣Print[Show[plotList]];␣␣(*␣june,␣2017␣*)
];␣␣␣␣(*␣end␣of␣plotSeries0␣*)
End[␣]␣␣␣␣(*␣end␣the␣private␣context␣*)
Protect[␣fSeries␣];␣␣(*␣protect␣the␣exported␣symbols␣*)
EndPackage[␣]␣␣␣␣(*␣end␣the␣package␣context␣*)
15. Appendix: Collection of Interesting Formulas
For 0 < k \leq \pi and 1 \leq x \leq 2\pi /k  - 1,
\infty \sum 
n=1
sin(knx)
kn
=
\infty \sum 
n=1
sin(knx)
kn
\cdot sin(kn)
kn
=
\pi  - kx
2k
(Equation 7.6)
Interesting special cases are x = 1, with k = 1, k = 2, and k = 3:
\infty \sum 
n=1
sin(n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
=
\pi  - 1
2
(Equation 4.1)
\infty \sum 
n=1
sin(2n)
2n
=
\infty \sum 
n=1
\biggl( 
sin(2n)
2n
\biggr) 2
=
\pi  - 2
4
(Equation 5.8)
\infty \sum 
n=1
sin(3n)
3n
=
\infty \sum 
n=1
\biggl( 
sin(3n)
3n
\biggr) 2
=
\pi  - 3
6
(Equation 6.1)
The sum over odd n also has the above property:
\infty \sum 
n=1
sin(2n - 1)
2n - 1 =
\infty \sum 
n=1
\biggl( 
sin(2n - 1)
(2n - 1)
\biggr) 2
=
\pi 
4
(Equation 5.9)
Parseval’s equation applied to Equation (7.3):
\infty \sum 
n=1
\biggl( 
sin(kn)
(kn)2
\biggr) 2
=
(\pi  - k)2
6k2
(7.8); so with k = 1,
\infty \sum 
n=1
sin2(n)
n4
=
(\pi  - 1)2
6
(4.2)
A variation on the classic Gregory-Leibniz series for \pi /4:
\pi 
4
= 1 - 1
3
+
1
5
 - 1
7
+ \cdot \cdot \cdot = 1 \cdot sin(1)
1
 - 1
3
\cdot sin(3)
3
+
1
5
\cdot sin(5)
5
 - 1
7
\cdot sin(7)
7
+ . . . (4.10)
A generalization of Equation (4.10): for all non-zero x in  - \pi /2 \leq x \leq \pi /2,
\pi 
4
= 1 - 1
3
+
1
5
 - 1
7
+ \cdot \cdot \cdot = 1 \cdot sin(x)
x
 - 1
3
\cdot sin(3x)
3x
+
1
5
\cdot sin(5x)
5x
 - 1
7
\cdot sin(7x)
7x
+ . . . (4.11)
For 0 \leq x \leq \pi  - 2 (including x = 1), these sums equal x/2 (Thm. 7; Eqs. 8.1, 12.16, 12.17):
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
=
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
sin(n)
n
=
\infty \sum 
n=1
( - 1)n+1 sin(nx)
n
\biggl( 
sin(n)
n
\biggr) 2
=
x
2
This series can have 1, 2, or 3 factors of sin(n)/n without changing the sum; (Equation 9.4):
\infty \sum 
n=1
sin(3n)
n
=
\infty \sum 
n=1
sin(n)
n
sin(3n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 2
sin(3n)
n
=
\infty \sum 
n=1
\biggl( 
sin(n)
n
\biggr) 3
sin(3n)
n
=
\pi  - 3
2
\pi 
4
=
\infty \sum 
n=1
sin3(nx)
n
for 0 < x < 2\pi /3 (11.6), so
\pi 
4
=
\infty \sum 
n=1
sin3(n)
n
=
\infty \sum 
n=1
sin3(2n)
n
\pi 
4
=
\infty \sum 
n=1
sin4(n)
n2
(Equation 11.6)
