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Abstract
During the past two decades, randomness has emerged as a central tool in the development
of computational procedures. For example, there are many well known problems for which
randomness can be used to design an algorithm that works well with high probability on all
inputs, whereas the best known deterministic algorithms fail miserably on worst-case inputs.
Unfortunately, generating truly random bits can be very difficult and/or expensive. This thesis
shows that for several large and important classes of computational problems, however, a weaker
and less expensive form of randomness-namely, k-wise independent distributions-will suffice.
As a consequence, we are able to devise improved algorithms and cryptographic protocols for
a wide variety of problems. The most important applications of this work are listed below.
* We obtain the first efficient parallel approximation algorithm for set cover. This linear
processor, NC algorithm obtains a performance guarantee within a (1 + e) factor of the
best sequential algorithm, while achieving a near-optimal speedup. This algorithm has
applications in many areas, including parallel learning theory.
* We provide a general technique for removing randomness from parallel algorithms that
depend on up to polylogarithmic independence. The technique substantially generalizes
the benefit function framework of Luby to include functions which are a sum of a poly-
nomial number of arbitrary functions of O(log n) boolean variables each. Special cases of
polylogarithmic variable functions and multivalued random variables are also considered.
As applications of these techniques, we provide the best known deterministic NC approx-
imation algorithms for set discrepancy, weighted discrepancy, lattice approximation, edge
coloring, and other problems.
· We give the first construction of a secure signature scheme that is based solely on the
existence of one-way functions (where by secure we mean secure against existential forgery
under adaptive chosen message attack). This improves upon the best previously known
construction which requires the existence of a one-way permutation. Our construction
is, in fact, optimal: the existence of one-way functions is both a necessary and sufficient
condition for the existence of secure signature schemes. As part of constructing a signature
scheme, we show how to construct a family of one-way hash functions given any one-way
function.
Thesis Supervisor: Frank Thomson Leighton
Title: Professor of Applied Mathematics
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Introduction
Background
Randomization
Much research has been done on using randomness as an aid to computation. Many compu-
tational tasks become simpler if one assumes a computer has access to a device which "flips
coins." Randomness can be used to "smooth out" problem instances so that, instead of having
an application perform pathologically when given certain inputs, all inputs will be handled well
almost all the time. In algorithmic applications, randomness is used to ensure that all instances
are processed equally fast. In cryptographic applications, randomness is used to ensure that all
inputs are equally well protected.
This smoothing process comes at a cost. Randomized algorithms require the availability of
unbiased and independent random bits. However, getting the many independent "coin tosses"
required for most randomized algorithms is slow and expensive. This is particularly true in
the area of parallel algorithms. For a randomized parallel algorithm, we must generate many
random bits very quickly. Although one can imagine adding a coin-flipping device to a single
processor machine, it is more costly to add one to each processor of a multiprocessor computer.
Another case where generating independent random bits is costly is when we need a random
function. In many cryptographic applications one is tempted to take the function one is working
with and compose it with a random function in order to hide any structure which might be used
by an adversary. However, if we are working with functions from n bits to n bits, a random
function requires n-2n random bits to describe! In fact, even if generating the random bits were
feasible, the length required to describe the function would make it infeasible to use.
11
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This thesis will explore methods for using low-independence distributions as a way to pro-
duce random looking strings and functions using few truly random bits. Although these distri-
butions use fewer random bits, we will be able to prove that the strings and functions we obtain
are random enough to guarantee good performance for our applications. We can think of these
distributions as a form of pseudorandom generator. Notice that we achieve a stronger form of
pseudorandomness than is commonly considered. In practice, randomized algorithms are often
run with a pseudorandom source which empirically looks random, e.g. it is hoped that the
output of a linear congruential generator is sufficiently random to achieve good results. Cryp-
tographers prove that their generators are random enough, but only under unproven complexity
assumptions, e.g. they might prove that if the output can be distinguished from truly random
bits then factoring is easy. In contrast, for the applications we consider, low-independence
generators provably suffice.
k-wise Independence
Let us assume that we have an algorithm which flips n coins in the course of its execution.
Another way to look at this is that our algorithm randomly picks one of the 2n possible combi-
nations of heads and tails which can occur. Perhaps, however, the algorithm may still work if
we pick from a smaller collection of combinations if the smaller collection is somehow represen-
tative, representative in the sense that if you restricts your attention to any small subset of the
coins, they appear random. More formally we say a collection of random variables Xi,..., Xn
is pairwise independent if for any i and j, and any values a and b, the joint probability that
Xi takes on value a and Xj takes on value b is the product of the individual probabilities of
the two events. For example, distribution of three coins taken uniformly from the collection
{HHH,HTT,THT,TTH} is pairwise independent since any two coins taken together have all
four combinations equally likely. However, this distribution is not fully independent, since only
four of the eight possible combinations of three coins can occur.
More generally, we say that random variables X1 ,..., X, are k-wise independent if for any
k indices il,..., ik and any k values vl,...,vk,
Pr[Xil = vl and Xi2 = v2 and ... and Xi, = vk] = Pr[Xi, = vI] Pr[Xi2 = v2] ' Pr[Xi, = vk].
This is useful since, in fact, there are pairwise independent collections of size O(n), versus the
12
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2n required for full independence. In particular, this means that we need only log n random bits
to pick from a pairwise independent distribution, versus n random bits for a fully independent
distribution.
Major Results
Removing Randomness from Parallel Algorithms
An interesting consequence of the small size of kLwise independent distributions is that they
can be used to remove randomness entirely. Consider an algorithm which flips n coins, but
only requires that they be pairwise independent. Furthermore, assume the algorithm outputs
either a valid solution or "failurec" Karp and Wigderson [43] noted that one could run the
algorithm for each of the O(n) different combinations in a pairwise independent distribution.
Since the randomized algorithm works with non-zero probability, one of the O(n) combinations
will yield a good solution. In fact, we can run the different copies of the algorithm in parallel,
thus increasing only the number of processors required-not the running time. This method
can be extended to remove the randomness from any parallel algorithm depending only on
constant independence [2, 48]. More recently, Luby [49] developed a method for removing the
randomness from parallel algorithms depending only on pairwise independence which does not
increase the number of processors used. To do this, he shows how to perform a binary search
on a particular pairwise independent distribution.
In Chapter 1 of this thesis, we will develop the first parallel algorithms for approximate set
cover. We will begin by developing a randomized parallel algorithm which requires only pair-
wise independence. Even this is surprising, since the known algorithm was of a greedy nature,
where each choice depends on all the previous choices, and thus does not seem amenable to
parallelization. We will then apply the techniques of Luby to convert it to a linear processor de-
terministic parallel algorithm. Our algorithms for set cover have applications to computational
learning theory and computational geometry.
In Chapter 2, we will extend the binary search techniques of Luby to problems using (log n)-
wise independence. To solve these problems using exhaustive search can be shown to require a
superpolynomial number of processors [2, 22]. Thus we are able to give the first efficient deter-
13
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ministic parallel algorithms for several problems, most notably set discrepancy, edge coloring,
hypergraph coloring, and lattice approximation.
Hash Functions
The other main application of low-independence is to universal hash functions [19]. Universal
hash functions are families of functions where the individual function values are k-wise inde-
pendent random variables (for some k). These look random in many respects. For example,
with a pairwise universal hash function, the probability that two elements of the domain will
collide is the same as if a truly random function was used. On the other hand, they have concise
descriptions; a k-wise independent function from n-bits to m-bits requires only k-max(n,m)
bits to describe.
Most work using universal hash functions has concentrated on the pairwise independent
variety. In this thesis, we will develop techniques for using higher independence families.
In Chapter 3, we will consider the problem of amplifying Arthur-Merlin games. These
are protocols where an infinite power prover interacts with a polynomial time verifier. These
typically have an error probability of 1/3. It is well-known that if O(n) copies of the protocol
are executed in parallel, the error probability is reduced to 2- '. However, this increases the
number of random bits needed by a factor of n.
We reduce the amplification problem to one of "obliviously sampling," namely getting a
collection of x's such that the average value of a function f applied to them is close to the
expected value of f(x), without actually computing f. We can think of sampling as composing
f with a random hash function, i.e. take g(x) = f(h(x)), then considering g(1),g(2),...,g(n).
We show a sharp tradeoff between the quality of the sample, the size of the sample, and the
independence. As a first result, we show that an (n/ log n)-wise independent hash function suf-
fices, thereby giving an immediate log n reduction in the number of random bits required. As
a more sophisticated method, we can think of taking a series of samples (implemented by com-
posing a series of hash functions), each time shrinking the size but increasing the independence.
By doing this we are able to achieve a good sample using far fewer random bits.
In Chapter 4, we will explore the topic of secure digital signatures. We show that a secure
signature scheme can be constructed from any one-way function (a function which is easy to
14
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compute, but hard to invert). Previously, it was only known how to construct a signature scheme
given a one-way permutation. To build a signature scheme from an arbitrary one-way function,
we construct a series of functions, beginning with our original one-way function, and each
having a slightly stronger cryptographic property. Many of the steps consist of compositions
with universal hash functions. It is most convenient to think of these as random functions used
to smooth things out. However, we need to have a polynomial length description of whatever
function we use. Thus it is important to show that low independence suffices. It is worth noting
that while some of these steps are based on pairwise independence, most require the sharper
bounds obtained by greater independence.
16 INTRODUCTION
Chapter 1
Parallel Algorithms for
Approximate Set Cover
1.1 Introduction
Given a hypergraph H = (V, E) with IVI = n and IEI = m, and a cost function on the vertices
c: V --+ R, the weighted set cover problem consists of finding a minimum cost subset R C V
which covers H; i.e., an R that minimizes c(R) = tERc(v) subject to the constraint that
e n R $ 0 for all e E E. This is equivalent to the problem of, given a set system A C 2X and
a cost function c: A -+ R, finding a minimum cost subcollection A' C A such that U A' = X.
The set cover problem is NP-complete [42], so we will not be concerned with algorithms giving
exact solutions. Instead, we will consider approximation algorithms, algorithms that output
sub-optimal solutions with a performance guarantee bounding the worst-case ratio between the
cost of the solution output and the optimal solution.
The best known polynomial-time approximation algorithm for set cover is the greedy set
cover algorithm [38, 47, 23]. Surprisingly, showing that the greedy algorithm performs well
is fairly challenging, as is evident in the proofs of Johnson, Lovgsz, and Chvatal. They show
that the greedy algorithm has a (1 + In A) performance guarantee (i.e. it always produces a
cover of cost at most (1 + n A) times optimal), where A is the maximum degree of H (i.e.
This chapter describes joint work with Bonnie Berger and Peter Shor [15].
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the maximum number of edges containing any node). However, the greedy algorithm seems
inherently sequential. Although RNC algorithms have been proposed which perform well for
some special cases [20, 3, 63], until now no parallel algorithm which performs well on arbitrary
instances has been developed.
The main result of this chapter is a linear-processor deterministic NC algorithm that always
finds a cover which is within a (1 + ) log A factor of the optimal cost. Hence, the algorithm
achieves virtually the same performance as the best sequential algorithm in terms of cover
size, and is within a polylogarithmic factor in terms of processor-time product. To obtain an
algorithm that uses only a linear number of processors, we first give a randomized algorithm that
only needs pairwise independence to guarantee a good solution and then adapt the techniques
of Luby [49] to derandomize and get a linear-processor deterministic algorithm.
The set cover algorithms we develop have applications to parallel learning theory. We
consider a well-known learning problem that has been solved in the sequential domain [18],
and solve it in parallel. In particular, we consider the problem of learning in concept classes
that are formed by taking either finite unions or finite intersections of a fixed base class of
finite VC dimension. We show that classes of this type are NC-learnable whenever there is
an NC algorithm for finding a consistent hypothesis in the base class. The only previous
work on parallel learning is in [63]. They give an RNC algorithm for learning s-fold unions of
axis-parallel rectangles in the plane, by using a randomized set cover algorithm for specialized
hypergraphs. Our general techniques solve this problem as a special case. In addition, while
[63, 64] may produce a hypothesis with up to O(s21ogm) rectangles (where m is the sample
size), our method will always produce one with at most O(slog m) rectangles, which is within
a logarithmic factor of optimal.
The remainder of this chapter is divided into sections as follows. In Section 1.2, we present an
RNC algorithm for approximate set cover. In Section 1.3, we review the known derandomization
techniques for parallel algorithms and show how to use them to remove the randomness from
our RNC algorithm, obtaining an NC algorithm for approximate set cover. In Section 1.4, we
show how to use set cover, as well as other tools, to solve the learning problem described above.
18
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1.2 Obtaining an RNC Algorithm for Approximate Set Cover
In this section we show how to obtain an RNC approximation algorithm for Set Cover which
achieves a performance guarantee within a 1 + factor of the best known sequential algorithm.
The analysis of our algorithm will depend only upon on pairwise independence. This will allow
us, in Section 1.3, to convert our algorithm into a deterministic NC algorithm obtaining the
same performance guarantee.
1.2.1 Emulating The Greedy Algorithm
The best known polynomial time approximation algorithm for set cover is the greedy algorithm,
which was developed independently by Johnson and Lovisz for the unweighted case [38, 47],
and was extended to the weighted case by Chvatal [23]. The greedy algorithm is as follows:
given hypergraph H = (V, E), and cost function c : V R, we pick the vertex with minimum
cost per edge covered (i.e. minimum c(v)/d(v), where d(v) is the number of edges containing
vertex v). We add it to the cover, remove it and all edges containing it from the hypergraph,
and repeat until there are no edges left.
Define a fractional cover of H to be a function f : V R such that 0 < f(v) < 1 for all
v E V and fuse f(v) > 1 for all e E E. (Note that a normal cover is a fractional one where
f(v) E {0, 1} for all v E V.) The cost of a fractional cover is EEV f(V)C(v). Chvatal proved:
Theorem 1.2.1 ([23]) The greedy algorithm outputs a cover R of H with c(R) < (lnA + 1)r=,
where r is the cost of the optimal fractional cover of H.
Unfortunately, the greedy algorithm seems inherently sequential in nature. The degree of
each vertex depends on which vertices have already been picked for the cover. Thus, which
vertex we pick at any step depends on which vertices were picked at all prior steps.
However, we can devise parallel algorithms which are close to the greedy algorithm. We will
seek to, instead of picking one vertex at a time, pick a large collection of vertices which cover
almost as many edges as the greedy algorithm could picking that many vertices one at a time.
Definition 1.2.2 An algorithm a-emulates the greedy algorithm if it outputs a cover in a series
of steps, each of which picks a set of vertices R with the property that the total cost of R divided
19
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by the number of edges covered by R is at most a times the minimum cost per edge at the start
of the step, i.e.
Ic(R) < a minC(V)
I{e: e R 0}1 - vEv d(v)
That this notion of emulating the greedy algorithm is good enough to give good approxi-
mations is captured by the following theorem.
Theorem 1.2.3 Any algorithm which a-emulates the greedy algorithm will output a cover R
of H with c(R) < a(ln A + 1)r*, where r* is the cost of the optimal fractional cover of H.
Proof Let f be an optimal fractional cover, i.e. a function f : V -- [0,1] such that
Evev f(v)c(v) = r* and, for all e E E, Eve f(v) > 1. To prove the stated bound, we
will show how to "simulate" f using the cover produced by our algorithm.
For each e E E, we will let Ye be the cost of covering edge e. More specifically, if the
selection step which covered e did so by selecting P and k edges were covered by P, then Ye
would be set to c(P)/k. Clearly, the cost of the cover produced is
E Ye < E E vf()Y
eEE eEE vEe
vEV f(v)eye),
where E, = e E Elyv E e}. We can think of the inner sum, eEE,, Ye, as the cost of simulating
v with our cover (i.e. it is the price we paid to cover the edges that v covers). In the remainder
of this proof we will show that CeE. Ye is bounded above by a(1 + In A)c(v), from which the
theorem follows.
We claim that for any v and b, the number of edges e E E, with ye > b is at most ac(v)/b.
Assume this were not true for some v and b. Then at the point in the execution of the algorithm
just before the first e E Ev with Ye > b is covered, the current degree of v is more than ac(v)/b.
But this implies that at that point in the algorithm,
c(R)
I{e:enR# 0} = e
> b
> ac(v)/d(v)
> a min c(v)
vEv d(v)'
20
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contradicting the assumption that the algorithm a-emulates the greedy algorithm.
From the above claim, we get that
d(v)
ZYe < Zac(v)/i
cEE. i=l
d(t,)
i=l
< ac(v)(1 + lnd(v))
< ac(v)(1 + In ),
as promised. 
1.2.2 A Special Case
In the previous section, we showed that any algorithm that, for some small a, a-emulates the
greedy algorithm, will achieve a good performance guarantee for set cover. To obtain an (R)NC
algorithm, we must now show we can a-emulate the greedy algorithm in a polylogarithmic
number of steps. This means many of these selection steps must pick a very large number of
vertices simultaneously and yet perform almost as well as the greedy algorithm would, picking
that many vertices one at a time. In this section, we will demonstrate a simple case where this
is easily done. Then in the next section, we will show how to extend these techniques to work
in general.
Here we will consider the special case of a hypergraph where all edges have the same number
of vertices, all vertices are contained in the same number of edges, and the cost of every vertex
is 1. Let H = (V, E) be a hypergraph, IVI = n, and E = m. Furthermore assume that for
each e E E, e = a and that each vertex in V is contained in exactly b edges of E. These
conditions, in particular, will imply that ma = nb.
Let 6 be a small positive constant between 0 and 1. We will consider randomly picking
vertices with the goal of covering about a 6 fraction of the edges. In particular, we will pick
each vertex with probability p = 6/a, independently of all other vertices. This immediately
gives an expected number of vertices picked of pn and an expected number of edge coverings
(where if an edge has two of its vertices picked, it is counted twice, etc.) of map = 6m.
21
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To count the expected number of edges covered, we look at the probability that a single
edge is covered. Without loss of generality, assume we are considering edge e = {V ,.. . ),
and let Xi be the event that vertex vi is picked. Then,
Pr[e is covered] = Pr[Xi V X 2 V ... V Xa]
= - Pr[Xl A 2 A ... A a]
= 1- (1-p)a
> 1 - e-6
> 6-62/2.
Thus, by linearity of expected value, the expected number of edges covered is at least (1 -
6/2)6m.
Now consider the greedy algorithm picking pn vertices, one at a time. Since every vertex
is in exactly b edges, the best the greedy algorithm (or any algorithm, for that matter) could
do is to cover pnb edges. Simplifying, we find pnb = m. So our randomized algorithm covered
almost a 6 fraction of the edges, emulating the greedy algorithm within a 1/(1 - 6/2) factor. If
we could do this in general, we could cover all of the the edges using only log(l+) m selection
steps, and thus would have a good RNC approximation algorithm for set cover. Unfortunately,
in the above example, we needed the hypergraph to be in a very special form. In the next
section we will show how to handle general hypergraphs in a series of selection steps resembling
this one.
Before showing the general result, we will show an alternative analysis of the simple result
which will require only pairwise independence. This form is actually more convenient to use in
the next section; it will also allow us to derandomize and obtain NC algorithms in Section 1.3.
Recall that we were lower bounding Pr[X 1 V X 2 V ... V Xa]. Rather than apply DeMorgan's
Law, we can lower bound this by the first two terms of the inclusion-exclusion expansion;
namely,
Pr[X VX2 V... VXa] > E Pr[Xi]- E Pr[Xi AXj]
<liSa 1<si<j<a
ap- ()p2
> _ 2/2.
22
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Notice, whereas before we needed full independence to say Pr[Xl A X2 A A Xa] = (1 - p)a%
here we only need pairwise independence to say that for all i and j, Pr[Xi A Xj] = p2. The rest
of the analysis is identical to before.
1.2.3 The RNC Algorithm
Now we return to the problem of finding a near optimal cover for an arbitrary hypergraph. We
proceed as follows. Let be a constant, 0 < < 1/12. We cover H in a series of stages. At
the beginning of stage h (stages are sequenced in decreasing order), the hypergraph induced
by the algorithm thus far has maximum degree per unit cost less than (1 + E)h. During this
stage, we restrict our attention to the subhypergraph induced by the vertices of degree per unit
cost between (1 + E)h-l1 and (1 + e)h and only add these vertices to the cover. In this way we
only add to the cover vertices that have degree per unit cost close to the maximum, thereby
emulating the greedy algorithm.
It will be necessary in our proofs that all the vertices we handle have roughly the same degree.
To ensure this, we divide each stage into phases. During phase i (again, phases are sequenced
in decreasing order), we restrict the hypergraph to vertices of degree between (1 + )i-1 and
(1 + e)i . At the beginning of phase i, all vertices have degree at most (1 + E)i. At the end of
this phase, all unpicked vertices will have either degree at most (1 + e) i- or degree per unit
cost at most (1 + )h-1.
In the previous section, since every edge was of size a, we could pick vertices with probability
6/a with the result that we covered a large fraction of the edges without covering many edges
more than once. Here, however, the edge sizes can vary arbitrarily, making the task of getting
a single probability impossible. If we set the probability too low, then the small edges will not
be hit quickly enough. If we set it too high, then the large edges will be hit many times; this
is undesirable since the average number of edges covered by each vertex could become much
smaller than the maximum degree, thus deviating from the behavior of the gre,-dy algorithm.
Our solution is to perform a sequence of subphases. At the beginning of subphase j (again
sequenced in decreasing order), all edges contain fewer than (1 + )J vertices (which were
restricted above to have degree per unit cost between (1 + e)h- 1 and (1 + )h and degree
between (1 + e)i - 1 and (1 + )i). During this subphase, we repeatedly pick vertices with
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probability 6/(1 + ), where 0 < 6 < 1/12. Picking vertices with this probability allows us to
cover a 6/2 fraction of the edges of size at least (1 + )j- 1, but does not cause many edges to
be hit more than once, since no edge is larger than (1 + E)J.
.Iore precisely, a subphase consists of a series of selection steps, performed until there are
no more edges of size at least (1 + E)j-'. The selection steps are of two types. If some vertex
covers a 63/(1 + ) fraction of these large edges, we select such a vertex. Otherwise, we run
a selection procedure (given below) that produces a collection P of vertices covering at least
c(P)(1 + E)h(l - 66 - 2E) edges, including at least a 6/2 fraction of the large edges. In both
cases, the selected vertex or vertices are added to the cover and deleted; the edges covered by
these are deleted; and vertices that now have degree per unit cost less than (1 + )h- (or degree
less than (1 + ) i- l ) are removed from consideration for this stage (or phase).
Clearly this algorithm _6-_2 -emulates the greedy algorithm, and thus will produce a
near-optimal cover. It remains to show how to perform the selection procedure, and that the
algorithm is in RNC.
Now we give a randomized version of the selection procedure. Let Hi = (Vi, Ei) be the
current hypergraph, restricted to vertices of degree per unit cost between (1 + E)h- 1 and (1 + C)h
and degree between (1 + c)i - l and (1 + E)'. Let Eij C Ei contain the edges of Ei that have at
least (1+ +)j-l vertices. We are given that no vertex in Vi covers more than a 63/(1 + c) fraction
of Eij. We want to return a P C V, such that P covers at least c(P)(1 + C)h(l - 66 - 2E) edges,
including at least a 6/2 fraction of Eij. The randomized algorithm generates P by including
each vertex of Vi with probability 6/(1 + e)J, pairwise independently. If P is good, we return
it, otherwise we try again.
Lemma 1.2.4 With probability at least 1/8, a random P is good, i.e. P covers at least c(P)(l+
c)h(l - 66 - 2e) edges, including at least a 6/2 fraction of Eij.
Proof To show P covers close to c(P)(1 + )' edges, it suffices to show that P covers many
edges and that c(P) is not too large. Because of our restriction to Hi, we know that c(P) 
(1 +.)i-h+l IPi, so it suffices to show that IPI is not too large. We let Xi be 1 if vi is picked, and
0 otherwise. In terms of our random variables, PI = 2 kev, Xk, which we denote by f(X). We
will show that with probability 3/4, f(X) < (6 + 262)11I/(1 + E)j; i.e., f(X) - E[fi(X)] <
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2621V11/(1 + c)j. Let us note that the variance of f(X) is at most IVJil/(1 + e)j . Moreover,
let us observe that IV4 > (1 + C)j/63 , since no vertex in Vi covers a 63/(1 + E) fraction of Eij.
Therefore, we know by Chebyshev's inequality that with probability at least 3/4,
64(fi(X) - E[fi(X)])2 < 4Var(fi(X)) < 4V(1 + 6) < 4V + 2j2(1 + 1 E) 2 '
which implies
Ifi(X) - E[fi(X)]l < 2il +)(1 +)j 1
A lower bound on the number of edges covered by P is
Z ( xk - E XkXI) = E d(k)Xk - E Z XkXI.
eEEi kEe klEe kEV eEE, k,Ee
The first term is bounded below by IPI(1 + )i-1, which is at least ( - 262)lV(1 + )i- j-1 ,
if (f 1(X)- E[fi(X)j) 2 < 4Var(fi(X)) as before. Denote the second term by f 2 (X). The
expectation of f2 is at most ((1 + E)iIVI/(1 + )) 2 . Thus with probability at least 3/4,
f2(X) < 4E[f2(X)] < 262(1 +)-JlVI.
With probability at least 1/2, both events hold, so
c(P) < Pl(1 + E)i- h+l
< (6 + 262)Vl(1 + E)i-h-+l
and the number of edges covered is at least
(1 + )'J-lIVI(6 - 462 - 262E) > c(P)(l + E)h- 2 6 - 462 -22
- + 2 2
> c(P)(1 + E)h(1 -66 - 2).
Now we consider the edges in Eij. As before, we can lower bound the number of these heavy
edges covered by P with
(Xk- E kXl) = Xk- E E X,.
eEEi kEe k,lEe eEEij kEe eEEij k,lEe
We will use f 3 (X) to denote the first term and f 4(X) to denote the second. Also, similar to
before, we show that, with high probability, f3 (X) is large and f4 (X) small. To bound f3 (X),
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we use Chebyshev's inequality. To compute Var(f3(X)), we rewrite f3 (X) as EkEV, dkXk,
where dk is the degree of vertex k in subhypergraph Hij = (Vi, Eij). Thus,
Var(f 3(X)) = E d2Var(Xk) < (1 + E)j dk.
kEVi kEVi
Since no vertex covers a 63/(1 + E) fraction of Eij, dk < 63 lEijl for all k E Vi. Thus,
Var(f 3 (X)) < b 3 Eij E dk
(1+ E) kEYi
< (6 + EJ IEij I(1 + E)'
< 64[Eij12.
Also, E[f3 (X)] > EjE6/(1 + E). Therefore, with probability at least 7/8,
f3(X) - E[f3(X)]) 2 < 8Var(f3(X)) < 8641Eij12
which implies f 3 (X) > Eij(- - v/'8/2). The expected value of f4 (X) is at most E;jj62 /2.
So with probability at least 3/4,
f 4(X) < 4E[f4 (X)] < Eijj262.
With probability at least 5/8 both conditions hold, and thus the number of edges of Eij covered
is at least
Etl( 2 - 2 2)a> lEijl(1-- 56) _> 0Ej
With probability at least 1/8, all four conditions hold simultaneously, and P is good. 
With the previous lemma in place, we can now analyze the running time of our RNC
algorithm.
Lemma 1.2.5 Without loss of generality, we can assume that for all v E V, 1 < c(v) < mn 2/E.
Proof Let c = maxeEE minve c(v). This is a lower bound on the cost of any cover. Therefore,
we can include in the cover all vertices that cost less than E/n 2, and only increase the cost of
the cover by a factor of 1 + . Moreover, since c is an upper bound on the cost of covering any
edge, we can ignore all vertices that cost more than me. Finally, we can multiply all costs by
n2/ec to put all costs in the desired range. Note that all this can easily be done in logarithmic
time with a linear number of processors. O
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Corollary 1.2.6 The number of selection steps is O(log2 nlog mlog(')/c 3 63 ).
Proof It follows from the preceding lemma that the number of stages is O(log( -)/e). Within
each stage, there are O(logm/c) phases. Within each phase, there are O(logn/E) subphases.
And within each subphase, each selection step removes at least a 63/(1 + E) fraction of Pj. Thus,
there are O(logn/ 3 ) selection steps within each subphase, and O(log 2 n log m log( )/36 3 )
overall. O
Theorem 1.2.7 For 0 < < 1, there is an RNC algorithm for weighted set cover which
uses a linear number of processors (i.. O(TeeEle + n) processors), runs in expected
O(log2 n log m log2(n- )/E 6) time, and produces a cover of weight at most (1 + e)(1 + In A)r*.
1.3 NC Algorithms for Approximate Set Cover
1.3.1 Exhaustive Search
In the previous section, we gave an RNC algorithm for the selection procedure which only
required pairwise independence. This can be easily converted to an NC algorithm by using a
derandomization technique first developed by Karp and Wigderson [43], and later extended by
Luby [48] and Alon, Babai, and Itai [2].
Given an RNC algorithm A which outputs either a solution or "failure," and is guaranteed
to perform well (i.e. succeeds with non-zero probability) under any pairwise independent dis-
tribution, we proceed as follows. First we construct a polynomial-sized, pairwise independent
distribution D. Since algorithm A succeeds on D with non-zero probability, there must be some
sample point X of D on which the algorithm succeeds. To find X deterministically, we can run
algorithm A on every sample point of D checking whether or not it succeeds. This is guaranteed
to find a good X, and the output of our algorithm is the output of A on random input X. The
running time of our deterministic algorithm does not increase (more than an additive O(log n))
from the running time of A. However, the number of processors will increase by a factor equal
to the number of sample points our distribution. As long as this is polynomial, we will have an
NC algorithm.
For our RNC set cover algorithm of the previous section, we need pairwise independent
random variables X 1,...,X, which are 1 with probability 6/(1 + )i, and 0 otherwise. To
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generate such a distribution, we first generate a pairwise independent distribution on GF(q),
where q > n is a prime power. To do this, we pick a, b at random from GF(q), and let
Y =afi+b,
where fi,...,fn are distinct elements of GF(q). First, we note that the Yi's are uniformly
distributed over GF(q). This is because, for any index i and any a, r E GF(q), there is exactly
one b E GF(q) which makes Yi = x (namely b = r - afi). To see that the YI's are pairwise
independent, we note that for any i and j, 1 < i < j < n, and r, s E GF(q),
Pr[Y = rAY =s] = Pr[afi+b= rafj+b=s]
1/q2.
The last equality comes from polynomial interpolation: there is exactly one polynomial p(z) =
ax + b such that p(fi) = r and p(fj) = s (namely a = (r - s)/(fi - fj) and b = r - afi). Thus
we have that
Pr[Yi = r Yj = s] = Pr[Yi = r] Pr[Yj = s],
thus the Yi's are pairwise independent.
To get pairwise independent Xi's, we let I be a subset of GF(q) of size qb/(l + C)j, and let
Xi be 1 if Yi E I and 0 otherwise. The pairwise independence of the Xi's follows directly from
the pairwise independence of the Yi's.
The size of the distribution we just created is at most q2 (corresponding to all possible
values for a and b), which can be made to be O(n 2). By exhaustive search and by use of the
fact that the RNC algorithm of the previous section required only pairwise independence, we
get a NC algorithm for approximate set cover.
Theorem 1.3.1 For 0 < < 1, there is an NC algorithm for weighted set cover which uses
O(n 2(CeEE el+n)) processors, runs in expected O(log2 n log m log 2(nm)/c 6) time, and produces
a cover of weight at most (1 + e)(1 + In A)r*.
1.3.2 Binary Search
In the previous section, we saw that if we had a RNC algorithm for a problem which only
depended on pairwise independence, we could convert this to an NC algorithm by exhaustively
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searching a small pairwise independent distribution for a good sample point. However, this
exhaustive search entailed an increase in the number of processors used.
In this section, we will show how to use a more efficient search technique-a form of binary
search-to search a pairwise independent distribution for a good sample point. This method was
first developed by Raghavan and Spencer [57, 60, 61] to remove randomness from randomized
algorithms which used full independence, resulting in deterministic polynomial-time algorithms.
Luby [49] applied the technique to parallel algorithms using pairwise independence-the case
we will consider here. In Chapter 2, we will extend this technique to work on parallel algorithms
using logarithmic independence.
Consider for the moment the problem of searching a list. While exhaustive search can be
used with any list, the more efficient binary search only works on a special form of list-sorted
lists. When searching a distribution, as with when searching a list, to achieve a more efficient
searching algorithm, the problem must have some additional structure.
The structure required to apply the techniques of [49] is as follows. We require that there
be a function F, which Luby calls the benefit function, with the following properties:
* F is a function from sample points (settings of Xl,..., Xn) to real numbers;
* F measures the goodness of a sample point; specifically, it must be the case that if
F(X) > E[F(X)], then X is a good sample point.
e F can be written as a sum of terms depending on one or two of the Xi's each;
Note that the last two properties taken together imply that pairwise independence is sufficient to
obtain a good solution. This is because goodness is ensured by getting X with F(X) > E[F(X)]
and F(X) has the same expected value under any pairwise independent distribution as under
the fully independent distribution.
Let us restrict our attention to the case where Pr[Xi = 0] = Pr[Xi = 1] = 1/2. We now
show how to find an X with F(X) E[F(X)] for any function F which is a sum of terms
depending on one or two random variables each.
First we define a pairwise independent distribution for the Xi's. Let I = Rlog(n + 1)1. Pick
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w = wlw2 .. 'w+l at random from 0, 1}1+1, and let
Xi = W kik + wl+l mod 2,
k=I
where ii 2 ... it is the binary expansion of i. We claim that the Xi's are uniformly distributed
over { 0,1 } and pairwise (actually 3-wise) independent (for a proof, see [49] or Section 2.2.6).
To find a good X, we will set one bit of w at a time, thereby performing a binary search
on the sample space. This is done as follows. At the beginning of iteration t, assume we have
set Wl =sl,..., wt l = st-1. Then we compute E[F(X) wl = sl,...,Wt-l = st-, t = 0] and
E[ F(X) Il = 8l,...-, Wt-1 = st-l, Wt = 1]. We then set wt to the st E {O, 1} which maximizes
E[ F(X) w =l,..., = t-,l,twt =st].
Lemma 1.3.2 After step t of the above procedure, E[ F(X) I wl = sl,..., t= st ] > E[F(X)I.
Proof (by induction on t)
The case t = 0 is clearly true. Assume this lemma is true for t - 1; i.e. we have
E[ F(X) I W = sl,..., t- = st-, ] > E[F(X)]. Then
E[ F(X) wl = sl,..., wt = st ]
= max(E[F(X) jwl =sl,...,wti =st._l,Wt = ], E[F(X) Iwi =l,... ,wt-i =st-li,wt= 1])
> (E[F(X)Iwi =s,...,wt,_ =st,,wt=0] + E[F(X) wi =s,...,wt,_ =st,,wt= 1])/2
= E[F(X) I wi =sl,...,wt-i =st-i ]
> E[F(X)] (by inductive hypothesis). 
Corollary 1.3.3 The output of the above procedure is an X such that F(X) > E[F(X)].
It remains to show how to compute the conditional expectations called for in the above
algorithm. Assume
F(X)= Fi(xi) + Fij(Xi,Xj).
I<i<n i<i<j<n
Then, by linearity of expected value,
E[F(X)Iwl = sl...,Wt = st]
= E[Fi(Xi)Jwl = sj,...,wt = t] + E[Fj(Xi, Xj)lwo = s,..., Wt = st].
iSi<n 1<i<jn
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To compute a conditional expectation of the form E[F(Xi)JWI = sl,..., Wt = st] we consider
two cases. If t < 1, then Xi is equally likely to be 0 or 1, thus the conditional expectation is
(Fi(O) + Fi(1))/2. Otherwise, t = I + 1 and the value of Xi is determined; thus the conditional
expectation is Fi applied to that value.
To compute a conditional expectation of the form E[Fij(Xi,X)lwl = sl,...,wt = at] we
must consider four cases. If t = I + 1, then the values of Xi and Xj are determined; thus
the conditional expectation is Fj applied to those values. Let r be the index of the last
bit where i and j differ. If t < r, then Xi and Xj will take on all 4 possible combinations
with equal probability; thus the conditional expectation is (Fij(O,O) + Fij(O, 1) + Fij(l,O) +
Fij(1, 1))/4. If r < t < l, then Xi and Xj are individually unknown, but are correlated. Let
si = t=1 ikWvk mod 2 and s = a=l jkk mod 2. If si = sj, then Xi will equal Xj, so the
conditional expectation is (Fij(O,0) + Fij(l, 1))/2. If si sj, then Xi will not equal Xj, so the
conditional expectation is (Fii(O, 1) + fij(l, 0))/2.
To compute the conditional expectation of F, we need one processor for each non-zero term
in the expansion of F, 0(1) time to compute the conditional expectation of each term, and
O(logn) time to sum up all the conditional expectations. Thus to find an X with F(X) >
E[F(X)], we need O(log 2 n) time on m processors, where m is the number of non-zero terms
in the expansion of F.
If the Xi's are to be uniformly distributed from {0, 1}q, we can find an X with F(X) >
E[F(X)] by using q applications of the 1-bit procedure just described. More specifically, let Xi
be the th bit of Xi and let Xi be the collection of 3th bits. Then given X1,..., Xi- l , let
FJ(X') = E[F(X)lX',...,X].
We observe that E[F'(X')] = E[F(X)], E[Fi(Xi)] = F'-'(Xi-'), and Fq(Xq) = F(X).
Thus, to find an X such that F(X) > E[F(X)], we need only use the 1-bit procedure to find
for j = 1,2,...,q, an Xj such that Fj(Xi) > E[F(Xj)]. Thus we can find a good X in
O(qlog2 n) steps on m processors. More details of this approach appear in [49] as well as in
Section 2.4.2.
Now we show how to apply the above techniques to our RNC set cover algorithm. To see
that we can put our selection step in the necessary framework, observe that in the proof of
31
CHAPTER 1. PARALLEL ALGORITHMS FOR APPROXIMATE SET COVER
Lemma 1.2.4 we actually showed that the following four conditions imply that P is good:
(fi(X) - E[fi(X)]) 2 < 4Var(fi(X)),
f 2(X) < 4E[f 2(X)],
(f 3 (X)- E[f3(X)]) 2 < 8Var(f3(X)), and
f 4(X) < 4E[f 4(X)],
where
fi(X) = ]E Xk,
kEV,
f 2(X) = E E XkX,
eEEi k,lEe
f3(X) = E E X, and
eEE,, kEe
f4(X) = E E XXI.
eEE,, k,lEe
We can capture these four conditions in a benefit function as follows. Let F(X) be
1 (fi(X) - E[fi(X)]) 2 f 2(X) (f3 (X)- E[f3(X)]) 2 f 4(X)
4Var(fi(X)) 4E[f 2(X)] 8Var(f3(X)) 4E[f 4(X)]
Clearly, E[F(X)] = 1/8. It is also clear that if F(X) > O, then the four conditions above
are satisfied. Therefore we can apply the techniques of [49] to get a good P. The number of
processors used is O(ECEE, lel2+1VI12), which is at most n times the input size Of O(eEE lel+n).
The running time for one selection step is at most log2 nlog(nm). This gives us the following
theorem
Theorem 1.3.4 For 0 < < 1, there is an NC algorithm for weighted set cover which uses
O(CeEE el2 + n2) processors, runs in O(log' n log m log2(nm)/E6) time, and produces a cover
of weight at most (1 + E)(1 + In A)r*.
In the next section. we show how to obtain the same result using only a linear number of
processors.
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1.3.3 Achieving a Linear Number of Processors
In Section 1.2, we presented an RNC algorithm for set cover, which depend on only pairwise
independence. This algorithm uses only a linear number of processors. However, applying
Luby's method to make this algorithm deterministic causes an increase in the number of pro-
cessors, since we require one processor for each term of the benefit function F, expanded as a
sum of functions depending on one or two variables each. The reason the benefit function has
too many terms is that it includes sums of all pairs of a subset of the random variables. To
achieve a linear number of processors, we adapt a trick used by Luby [49] to obtain a linear-
processor maximal independent set algorithm. Instead of computing conditional expectations
on the terms of the expanded benefit function, we compute conditional expectations on terms of
the form Ei,js XiXj directly, using O(1IS) processors. (Note that we can rewrite terms of the
form (iEs Xi - E[EiEs Xi]) 2 as twice the sum of all pairs of S plus O([S[) other one-variable
terms.)
We will demonstrate how to compute the conditional expectations in the simple case where
the Xi's are unbiased 0-1 valued random variables. This easily generalizes to the case where
the Xi's are identically distributed but biased.
We provide a way to compute
E[ E XiXj I W =1, 2=2 *... Wt= t11
i,jES
in O(logn) time using O(ISI) processors. If t = + 1, then we know all the Xi's, and
EijEsXiXj = (i x' ). Otherwise, we partition S into sets S, = {i E S it+l ... ii = a).
We further partition each S into S,o = {i E S I = ijWj = 0 (mod 2)} and S,, 
Sa - S,O. Note that given w = l, . . ., t = st,
1. Pr[Xi = 0] = Pr[Xi = 1] = 1/2,
2. if i E So,j, and i' E Sa,j,, then Xi = Xi, iff j = j', and
3. if i E S and i' E Sa,, where a a', then Pr[Xi = Xi,] = Pr[Xi Xi,] = 1/2.
Therefore, conditioned on wo = sl, .. , t = st,
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E[ XiXjl = E[Z XiXj + Z 1 Z X iXj]
a i,jESo a,a'iESa jES,
= ZE[ E XiXj + XiX + XXj] + EISaIsalI
a ijESa,o i,jESa.i iES,o jESo.l oa,'
= + ) + olsaollsl] + IE SaI E ISa'I
= 1 E [(lSa. I) + (S. 2')] + I Sa(ISi - Sal).
Since there are at most SI non-empty So,'s, we can compute this using O([S[) processors. This
gives us the following theorem.
Theorem 1.3.5 For 0 < < 1, there is an NC algorithm for weighted set cover
which uses a linear number of processors (i.e. O(eEE e + n) processors), runs in
O(log4 n log m log2(nm)/e 6) time, and produces a cover of weight at most (1 + c)(1 + In A)r.
1.4 Application to Learning Theory
In this section, we apply the set cover algorithm of Section 1.3 to parallel learning, a field
first explored by Vitter and Lin [63]. In particular, we provide an NC algorithm for learning in
concept classes that are formed by taking either finite unions or finite intersections of a fixed base
class of finite VC dimension. For example, convex polygons are defined by finite intersections
of half-planes. We show that classes of this type are NC-learnable whenever there is an NC
algorithm for finding a consistent hypothesis in the base class (Theorem 1.4.10). In obtaining
this result, we employ our parallel set cover algorithm to find a sufficiently simple explanation
of the sample data. Blumer et al. [18] previously solved this problem in a polynomial-time
model.
The only previous parallel work on this subject is in [63]. They give an RNC algorithm for
learning s-fold unions of axis-parallel rectangles in the plane, by using a randomized set cover
algorithm which is heavily tied to their specific problem. Our general techniques apply directly
to this problem. In addition, while Vitter and Lin [63, 64] may produce a hypothesis with up to
s2 log m rectangles, we will always produce one with at most s log m rectangles, which is within
a logarithmic factor of optimal.
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The following definitions are adapted from [18, 63]:
Definition 1.4.1 Fix a domain X. A concept class is a nonempty set C C 2x of concepts. In
this chapter, it is assumed that X is a fixed set, either finite, countably infinite, [0, 1]n, or E n
for some n > 1. The length of a concept c, denoted Id, is the number of bits required to write
c in some standard encoding.
Definition 1.4.2 Given a nonempty concept class C C 2X and a set of points S C X, nc(S)
denotes the set of all subsets of S that can be obtained by intersecting S with a concept in C;
i.e., Hc(S) = {S n c I c E C}. For any integer m > 0, fHc(m) = max(1Ilc(S)I) over all S C X
of cardinality m. The Vapnik-Chervonenkis (VC) dimension of C is the largest integer d such
that iN(d) = 2d, or oo if there is no such d.
Definition 1.4.3 Let C be defined as above. We say that C is NC-learnable if there exists
an NC algorithm A that takes as input a sample of a concept in C, outputs a hypothesis
in C, and has the property that for all 0 < , 6 < 1, and s > 1 there exists a sample size
m(E, 6, s), polynomial in 1/e, 1/6, and s, such that for all target concepts c E C with Icl < s,
and all probability distributions P on X, given a random sample of c of size m(c, 6, s) drawn
independently according to P, the algorithm A produces, with probability at least 1 - 6, a
hypothesis h E C that has error at most , i.e. Prp[X E c @ hi < c, where is the symmetric
difference.
Definition 1.4.4 Let C C 2X be a concept class. By U(C) we denote the closure of C under
finite unions, i.e.,
U(C) = {cl U ... U c s > 1 and ci E C, 1 i s}.
Similarly, I(C) denotes the closure of C under finite intersections.
Definition 1.4.5 Let C be a concept class. An NC hypothesis finder for C is an NC algorithm
that, given a sample of a target concept C, returns a hypothesis in C that is consistent with
the sample. Note that we do not consider randomized hypothesis finders here. The consistency
problem for C is the problem of determining if there is a concept in C that is consistent with
a given sample over X. Note that the existence of an NC hypothesis finder for C implies that
the consistency problem for C is in NC.
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Definition 1.4.6 Let C be a concept class defined on domain X. Let A be an NC algorithm
that, given a sample of a concept in C, produces a consistent hypothesis in C. For every
s, m > 1, let Sc,s,m denote the set of all m-samples of concepts c E C such that Icl < s. Let
CAm C C denote the A-image of SC,s,, i.e., the set of all hypothesis produced by A when A
is given as input an m-sample of a concept c E C with Icl < s. We will call CAAm the effective
hypothesis space of A for target complexity s and sample size m. We say A is an NC-Occam
algorithm for C if there exists a polynomial p(s) and a constant a, 0 < a < 1, such that for all
a, m > 1 the VC dimension of CAm is at most p(s)m.
Theorem 1.4.7 ([18]) Let C be a concept class with a given concept complexity measure. If
there is an NC-Occam algorithm for C then C is NC-learnable.
Proposition 1.4.8 ([62, 59]) If the VC dimension of H is d > 0, then IIH(m) < md + 1.
We now use Theorem 1.4.7 to demonstrate the learnability of many concept classes of the
form U(C) and I(C) for C of finite VC dimension.
Lemma 1.4.9 If C has finite VC dimension d < oo and the consistency problem for C is in
NC, then for any finite set S C X, the sets of nc(S) can be listed in NC.
Proof Assume S = {l,..., z}. To produce a list L of IIc(S), we proceed as follows. If n = 1,
we check if 0 and {xl} are consistent and return T C S T is consistent}. If rn > 1, then
we recurse (in parallel) to get L1 = Hc({zl,...,xLm/2j}) and L2 = IIc({XLm/2j+l,...zm}).
Then in parallel for all pairs T E L1, T2 E L 2, we check the consistency of T1 U T2, and return
{T1 U T 2 I T1 EL 1, T2 E L2 , T1 U T 2 is consistent}. To check the consistency of T C 5, we run
the NC consistency algorithm for C on a sample consisting of positive examples T and negative
examples S - T. The depth of the recursion is log m; furthermore, since by Proposition 1.4.8
the size of Hc(S) is at most ISld + 1, we run the consistency algorithm at most O(n 2d) times
in parallel at each level of the recursion. Therefore, this algorithm is in NC. O
Theorem 1.4.10 Let C be a concept class with VC dimension d < oo such that there exists
an NC hypothesis finder for C. Then U(C) (resp. I(C)) is NC-learnable.
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Proof We consider only the case U(C), the other case being similar. Let S be the set of
points in an m-sample of a target concept c in U(C). Our strategy will be to find a hypothesis
consistent with S that is formed from the union of relatively few concepts in C; i.e. not many
more than s. This problem can be formulated as a set cover problem. The set to be covered is
the set of positive points of S and the sets allowed in the cover are the elements of nc(S) that
contain only positive points.
By Lemma 1.4.9, we can construct nIc(S) in NC. Then, in parallel, we can easily
compute A = {T E IIc(S) I T contains only positive points of S and P = { E
S I x is a positive example}. We can then apply the set cover algorithm of Section 1.3 to
obtain a cover of size O(s log m). For each set in the cover, we can label the other points
negative and run the NC hypothesis finder for C to produce a hypothesis in C that contains
only these points of the sample. Taking the union of these concepts, we obtain a hypothesis in
U(C). Call this algorithm A.
We have shown that A is in NC and that given any m-sample of a concept c in U(C) with
Icld < s, A produces a consistent hypothesis h for this sample with hl < O(slogm). Hence the
effective hypothesis space U(CA,,) of A for target complexity s and sample size m contains only
hypotheses such that Ihi < O(slogm). It follows from a lemma of Blumer, et al. that the VC
dimension of U(CA,,) is O(slog(nm)(logs + loglog m)). Hence, A is an NC-Occam algorithm
for U(C) and thus by Theorem 1.4.7, U(C) is NC-learnable. 
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Chapter 2
Removing Randomness from
Parallel Algorithms Using
Logarithmic Independence
2.1 Introduction
As we have seen, for many applications [61, 57, 43, 48, 2], the problem of removing randomness
from an algorithm can be solved by finding an X =< Xl,..., X,> such that F(X) > E[F(X)],
for some benefit function F and some sample space S over which the expectation is to be
computed. The problem is then how best to find a good sample point (e.g., an X such that
F(X) > E[F(X)]) in S. If the space of sample points is small (e.g., polynomial), then this
can be accomplished by brute force; namely, we could try all points until we get a good one,
for one must exist. We saw this in the previous chapter, where we constructed an RNC
algorithm for set cover which only depended on pairwise independence, and so we were able
to remove the randomness by this method and obtain an NC algorithm. However, many
applications seem to inherently require more than constant independence, and thus sample
spaces which are larger than polynomial, making brute force too expensive. In such situations,
the only general method available is the method of conditional probabilities, devised by Spencer
This chapter describes joint work with Bonnie Berger [14].
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[60, 61] and further developed by Raghavan [57]. This method works by setting the Xi's one
by one in such a way as to not decrease the conditional expectation (e.g., setting Xi+l so that
E[F(X) I Xi,...,Xi+l] > E[F(X) X,...,Xi]). The main difficulty with this approach is in
computing the conditional expectations - the ability to do so determines when the method
can and cannot be used.
Unfortunately, the metho_ of conditional probabilities is inherently sequential; hence, the
running time of the Spencer and Raghavan algorithms is at least n. Since the best time one could
hope for is logarithmic in the size of the sample space, for large sample spaces this is probably
as good as one can get; yet, for smaller spaces, n is far from optimal. The only improvement
to this approach was by Luby [49] (see also Section 1.3.2) who showed how to search in time
logarithmic in the size of the sample space for the special case of pairwise independence, thereby
improving the processor efficiency of several NC algorithms (A + 1 vertex coloring, MIS, and
maximal matching) from n2(n + m) to n + m.
In this chapter, we substantially increase the size of sample space we can derandomize in
general. We show how to search in time logarithmic in the size of the sample space for a wide
range of functions F and arbitrarily large sample spaces. As a result, we can prove substantially
stronger results than is possible with the Luby method. In particular, we are able to derive
NC algorithms for several problems that were not previously known to be in NC, and we can
search (logC n)-wise independent nl°0 '-size sample spaces in NC.
In Section 2.2, we demonstrate how our techniques apply to the problem of set discrepancy.
In this problem, we are given a set of n points and n subsets of at most A of these points, and
we want to color the points 0 and 1 so that the discrepancy, or maximum difference between
the number of O's and the number of l's in any subset, is small. The best known randomized
(parallel) algorithm achieves a discrepancy of O(A Iog n); Spencer [60] applied the method of
conditional probabilities to this algorithm to obtain a deterministic sequential algorithm with
the same bound. We show that the randomized algorithm requires -independence to give a
discrepancy bound of Al/ 2+eV4Tig for any fixed > 0; then we apply our techniques to convert
this to an NC algorithm which attains the same bound (using nl/C processors). This algorithm
has many applications. As an example, we give a deterministic version of the Karloff-Shmoys
parallel edge coloring algorithm [41], obtaining the same A + A1 /2+C bound on the number of
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colors used as their randomi, ed algorithm and beating the known deterministic bound of 2A-1
[49]. The results of Section 2.2 first appeared in [13]. Results similar to those in Section 2.2
were subsequently discovered by Motwani, Naor, and Naor [53], and further work along these
lines appears in [54].
In Section 2.3, we show how to apply our techniques to a large class of problems which
depend on (logC n)-wise independence. In particular, we describe an NC algorithm for obtaining
the expected value of any function which is the sum of a polynomial number of terms, each
depending on O(log n) binary random variables; e.g., a function of the form
na
F(X) = fi(Xijl, . .Xi,blogn)
i=1
Alternatively, we can allow the terms to be simple functions of logC n random variables; e.g.,
characteristic functions of affine subspaces, which by a reduction can be used to build any
function which is non-zero for only a polynomial number of points.
In Section 2.4, we give several methods for extending our technique to multivalued random
variables. As an illustration, we consider the hypergraph coloring problem: given a d-uniform
hypergraph (V, C), color the vertices with d colors so that at least d!ll/dd edges have one vertex
of each color. If d is a constant, this problem can be solved by trying 311 sample points in a
d-wise independent distribution [2]. Using our techniques for handling (log n)-wise independent
multivalued random variables, we give a deterministic NC algorithm which solves this problem
for all d. The particular technique used to handle the multivalued random variables in this
problem involves generating and solving a series of problems with binary random variables,
highlighting the importance of being able to solve a large class of these.
Finally, in Section 2.5, we provide improved algorithms and bounds for set discrepancy.
Among the results in this section is an NC algorithm for weighted discrepancy, which has
applications to other problems such as lattice approximation. Also included is an NC algorithm
which achieves an O(/Alog n) discrepancy bound for the case when A\ is polylogarithmic.
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2.2 An Example of the Method - Set Discrepancy
2.2.1 Definition of Problem
Spencer [61, p. 30] defines the set discrepancy problem as follows. Let A C 2r , AI = IrF = n,
be a family of finite sets. Let X: r --* {-1, +1} be a 2-coloring of the underlying points. Define
x(A) = E x(i)
iEA
disc(x) = max Ix(A)J.
AEA
We want to find a X such that disc(x) is small.
How small can we make disc(x)? Spencer [61, p. 73-77] shows that there exists a X with
disc(x) = O(V/in). He also shows that this is the best possible; i.e. that there exists an A such
that all X have disc(x) = (vi).
It is interesting to bound discrepancy in terms of maximum degree A = maxAEA IAI.
Spencer's lower bound can be easily modified to give, for any A, an A with cardinality n
and maximum degree A such that all X have disc(x) = 0(vV3). It is easily shown in Section
2.2.2 that if we pick X at random, with high probability disc(x) is at most 2V/Alogn. This
immediately gives an RNC algorithm achieving that bound. Spencer [60] shows how to convert
this into a deterministic poly-time algorithm. In the sections to follow, we develop an NC
algorithm which outputs a X with disc(x) < Al/ 2 +vlo.
An interesting special case of the set discrepancy problem is the graph discrepancy
problem. Given a graph G = (V, E), we want to find a 2-coloring of the vertices
X : V -- {-1, +1} such that maxvEv I uEN(v) X(u)I is small, where N(v) = {ul(v, u) E El. We
can reduce this problem to set discrepancy by letting r = V and A = N(v) I v E V}. Plugging
in our NC algorithm for discrepancy, we get a X with maxvv I uEN(v) X(U)I < A1/ 2 + ,
where A is the maximum degree of G.
A variation on the set discrepancy problem is the weighted discrepancy problem, where
each element of r is assigned a real weight between -1 and 1. Then x(A) becomes a weighted
sum of the X(i)'s. In Section 2.5.2 we give an NC algorithm for this problem.
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2.2.2 An RNC Algorithm
Consider the following algorithm for set discrepancy: randomly pick X until one is found such
that disc(x) < 2A In n. One iteration of this is clearly in RNC. We will show that the
expected number of iterations is less than two. The following will prove useful.
Proposition 2.2.1 [35, 61] Let XI,...,X be independent random variables each with mean
0 and taking on values in the range [-1, +1]. Let S = i Xi. Then Pr[S > A] < e- /2 ~ .
Lemma 2.2.2 Pr [disc(x) > 2VAInn] < 2/n.
Proof For each A E A, Proposition 2.2.1 shows
Pr [ x(A) > 2 ] < 2Pr [(A)> 2i/Alnn]
2e-(2NiiA 2/21AJ
= 2/n2 .
Thus,
Pr [disc(X) > 2v/i ] < I Pr [Ix(A)I > 2Alnn]
AEA
< 2/n. o
Thus, the expected number of iterations is at most 1/ (1 - ) < 2. So the above is clearly
an RNC algorithm. Also, one can easily show using Lemma 2.2.2 that E[disc(x)] < 2/A n.
2.2.3 The Overall Approach
Lemma 2.2.2 shows that the probability of disc(x) being larger than 2A In n is small. This
implies that there exists a X with disc(x) < 2v/ n n. We wish to find such a X determinis-
tically. Unfortunately, the random construction of Section 2.2.2 assumed a fully independent
distribution, which must have 2n sample points. Clearly, we cannot search this sample space
exhaustively. However, Spencer [61] developed a method to perform a binary search on the
sample space. While he achieves a polynomial time algorithm, it requires n decisions to be
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made. Since each decision depends on previous ones, it seems very unlikely that these decisions
could be made in parallel. To get an efficient parallel algorithm, we must work with a smaller
sample space. A natural choice would be to choose the vector <X(1),..., x(n)> from a k-wise
independent distribution, where k is small.
Ideally our goal is to find a X with small discrepancy by finding a X for which disc(x) 
E[disc(x)], where the expectation is taken over a k-wise independent distribution for some
small k. The choice of k is influenced by two factors:
1. if k is too small, then E[disc(x)] might be too large and
2. if k is too large, then finding a X which achieves the expectation takes too long.
As a compromise, we will eventually choose k = , > 0.
There are other problems with this approach, however. Most important, to find a good
X, we will need to compute expectations of disc(x) conditioned on some knowledge of the
distribution, in NC. This is hopelessly complicated by the max and absolute value in disc(x).
To get around these problems, we will use higher moments, using AEA IX(A)Ik as an upper
bound on disck(X). If k is even, this gets rid of both the max and the absolute value. In other
words, we will
1. show that E [/r'dAEA IX(A)Ik] is small for suitable k where the expectation is taken over a
k-wise independent distribution, and then
2. find a X such that AEA Ix(A)Ik < E [AEA Ix(A)Ik].
As a consequence, we will have found a X for which disck(X) is small, and thus for which disc(x)
is small. By choosing k = log, we will produce a X for which disc(x) < A 1 /2+c+-in. This
is not quite the /Al1gn bound we got with the RNC algorithm, but it is close.
2.2.4 k-wise Independence Inequalities
In this section we will bound the k th central moment of a sum of k-wise independent bounded
random variables. We will need the bounds we generate in this section throughout the the-
sis, including for the discrepancy bound in this chapter. We will resume discussion of lesser
independence and the set discrepancy problem in the next section.
44
2.2. AN EXAMPLE OF THE METHOD - SET DISCREPANCY
Let XI,..., X, be random variables such that Xi takes on real values between E[Xi]-1 and
E[Xi]+1 (e.g. Xi takes on values in the interval [0, 1] or Xi takes on values -1 and +1 each with
probability 1/2). Let X = C=l Xi and let p = E[X]. We will bound the kth central moment,
E[(x - p)k]. The following lemma implies that it is sufficient to compute this expectation under
the assumption that the Xi's are fully independent.
Lemma 2.2.3 Any function which can be represented as a sum of functions depending on at
most k random variables each has the same expected value taken over any distribution with
k-wise or greater independence.
Proof Follows directly from the definition of k-wise independence and linearity of expected
value. O
Given fully independent Xi's, we first calculate upper bounds on the probability that X has
large deviation from it. We will then proceed to use these bounds to derive bounds on the kth
moment. The following is a simple corollary of Proposition 2.2.1 which we give for convenience.
Lemma 2.2.4 Suppose Xl,...,X,, are independent random variables such that Xi takes on
real values between E[Xi]-1 and E[Xi]+1, X = n=, Xi, p = E[X], and A > O. Then,
Pr[IX - pI > A] < 2e-A 2 /2n
Proof Let Yi = Xi-E[Xi], let Y = I,= Yi = X-A, and apply Proposition 2.2.1. 0
Now we proceed to use the above lemma to obtain bounds on the kth central moment,
E[(X - p)k]. We will assume k is even, and thus (X - )k > 0. The following well-known
lemma will prove useful:
Lemma 2.2.5 Let Z be a non-negative real valued random variable. Then,
E[Z] = j Pr[Z > ]dx.
So it suffices to calculate an upper bound on
Pr(X - )k> x]dx = Pr[[(X- I > xl/k]dx
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The following integral will prove useful: if c is a non-negative integer, then
J zCe-xdz = c!.
The following form of Stirling's formula which gives an upper bound for all n rather than a
limit will also prove useful:
n! < e/12n2nne-n
We can now prove our upper bound on the kth central moment.
Lemma 2.2.6 Suppose k is a positive even integer, X1, ... , Xn are k-wise independent random
variables such that Xi takes on real values between E[Xi]-1 and E[Xi]+1, X = ~= Xi, and
= E[X]. Then,
E[(X - M)k] < 2e/6kV/ (nk) / 2
Proof As mentioned above, it is sufficient to prove the bound under the assumption that the
Xi's are fully independent.
E[(X - )] = r0 P [IX- > xl/k]dz
_• j ® 2e-. 2/k/2ndx.< 1x 2e~l/2nd
With the change of variables y = x2/k/2n, this integral becomes
2 (2n)k/2 X yk/2 le-1 dy
= 2 (2 n)k/2 ( k - 1)!
= 2 (k) !(2n)k/2
< 2V l/6k (2n)/
2e'f8ki~(~!)
We can use our bound on the kth moment to obtain an upper bound on the probability of
a large deviation of X from its mean, p.
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Lemma 2.2.7 Suppose k is a positive even integer, X1 ,..., Xn are k-wise independent random
variables such that Xi takes on real values between E[Xi]-1 and E[Xi]+ 1, X = 5=lXi,
= E[X], and A > O. Then,
Pr[IX - pl > A] < 2el/6 ( eAn k/2
Proof Using Markov's inequality, we see that
Pr[X-/l > A] = Pr[(X - )k> Ak]
< E[(X- p)k]/Ak
116/kV/r (k) k/2
,eA2 )
Remark If k > 4, then the above bound has a simpler form, namely
Pt[IX- I > A] A2
We now have fairly tight results on the behavior of the sum of n k-wise independent random
variables. However, if the random variables take on values in the range [0, 1], and p is small,
these bounds can be improved. The bounds given above were phrased in terms of k and n; they
can actually be stated in terms of k and A. To show this, we will give versions of Lemmas 2.2.4,
2.2.6, and 2.2.7, phrased in terms of p rather than n. Although we will not use these bounds
in this chapter, we will use them in Chapter 4.
We begin by proving a stronger version of Lemma 2.2.4. Although (stronger) versions of
this lemma appear in the literature [35], the form below is simpler and more convenient for our
purposes. Also, similar looking bounds which are, in fact, incorrect have also appeared [61].
Lemma 2.2.8 Suppose Xl,...,X, are independent random variables taking on values in the
range [0, , X 1] = Xi, = E[X], and A > O. Then,
Pr[IX - > A] < max(2e-3A 2/8', e- 2A/5)
< 2e-3A2 /8s + e2A/5
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Proof As in Lemma 2.2.4, let Yi = Xi-E[Xi] and let Y = =1 = X-s. Also, let Pi = E[Xi].
Then, for any t,
Pr[X-p>A] < etA
_Hn=l E[etYi]
etA
By the convexity of the exponential function, we get that
E[etY'] < (1 - pi)e-tPi + piet(-Pi).
By taking Taylor expansions and combining terms, we have
E[eIY'] < 1 +pi(1 -pi) t2! + ((1 pi)2 _ P2)+ ((1 - Pi)3 + ) + ( (1 - p i P +2t 3' 34 _ 4 t53! 4i I+
< +pi +3! -+ 4! 5! )
= 1+ pi(el t l -1-Itlt)
= 1 +pit (elt 1- - It
If we restrict to the case Itl < 4/5, we get that
E[etYi] < 1 + pi2t- < e2pit2/ 3
which implies that
E[etY ]< e2pt2/3
Therefore,
Pr[Y > A] < e2Mt2/3- tA
The optimal value for t in the above formula is 3A/4A. But we must have tl < 4/5, so we let
t = min(3A/4p, 4j5). For A < 16p/15, t = 3A/4p, so
Pr[Y > A] < e3A /3A 2/4P = e-3A 2 /8
For A > 16//15, t = 4/5, so
Pr[Y > A] < e32 /75- 4A /5 < e2A/5- 4A/5 eA/5 
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Similarly, we note that
Pr[Y < -A] < E[etYll/e-tA,
which we can optimize by letting t = -3A/4u, obtaining
Pr[Y < -A] < e- 3A2/8.
Note we do not have to consider the case A > 16p/15, since Pr[Y < -] = 0. Therefore we
have
Pr[IYI > A] < max(2e-3A 2/8S, e-2A/5),
thus proving the lemma. O
Now we proceed to use the above lemma to obtain bounds on the kth central moment,
E[(X - jA)k], for positive even integers k.
Lemma 2.2.9 Suppose k is a positive even integer, Xl,..., Xn are k-wise independent random
variables taking on values in the range [0, 1], X = =l Xi, and C1 = E[X]. Then,
E[(X - ,)k] < O ((k + k2)k/2)
Proof As in Lemma 2.2.6, by Lemma 2.2.3, it is sufficient to prove the bound under the as-
sumption that the Xi's are fully independent.
E[(X -)k ] = j Pr[X - I > Xl/k]dx
< |( 2e 21k/8. +e-21 k/S/)dx
= 2 e3- "/ pdx + e- "/dx.
With the changes of variables y = 3z2/k/8/A and z = 2xl/k/5, this integral becomes
2 (8)k/2 o yk/2-le-ydy + (5) k zk ledz
2 (88 (k _ 1)! + (5) k(k - 1)!
( 3 )k2 ()! + 
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< 2/7lrk( e) 3 } + fel/12k 5kk
O ((k)o /2+ (k2)k/2)
< O ((ki + k2)k/2) .a
Finally, we use our bound on the kth moment to obtain an upper bound on the probability
of a large deviation of X from its mean, /A.
Lemma 2.2.10 Suppose k is a positive even integer, XI,...,Xn are k-wise independent ran-
dom variables taking on values in the range [0,1], X = ,=l Xi, = E[X], and A > 0.
Then,
Pr[IX - , > A] < o (( k 2 ) / )
Proof Follows from Lemma 2.2.9 and Markov's inequality. 3
2.2.5 Bounding the Independence Needed
Recall that we want to bound disck(X) by ZAEA X*(A).
Lemma 2.2.11 Suppose k is a positive even integer. Then, for any k-wise independent distri-
bution,
E[, xk(A)] < nO((kA)k/2).
AEA
Proof For each A E A, x(A) is a sum of A random variables taking values -1 and +1 equally
likely. Thus, by Lemma 2.2.4, for any A E A,
E[Xk(A)] < O((kA)k/ 2 ).
The lemma follows from linearity of expectation. O
We can now give a lower bound on the value for k. We want E[EAEA4xk(A)]/k <
Al/ 2+ev#og-; this is roughly captured by having nI/k < A". This implies we need k =
2 loi. If k is thus, and we are able to find a X such that ZAEA Xk(A) is at most its
expectation, this implies that
disck(x) E Xk(A) E[ Xk(A)] < O(n(kA)k/2).
AEA AEA
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So,
disc(x) O(nlk/A)
< (A` dv')
< A1/2+c Jsn
It is worth pointing out that the preceding analysis is in some sense tight; i.e. that to get
disc(x) < Al/ 2+, any method based on independence alone requires at least (21)-wise
independence. This notion is captured by the following theorem.
Theorem 2.2.12 For any n and A, we can construct a (2o) -wise independent distribution
and a set system A of size n and maximum degree A such that E[disc(x)] =- I(A).
Proof Our distribution is as follows: first pick X(1),..., x(A) from a ( )-wise independent
distribution with at most n sample points (see [2] for construction). Then, to pad out the
distribution to n variables, pick x(A + 1),...,x(n), independently of X(1),...,x(A), from an
arbitrary (2T1)-wise independent distribution. Now we construct A such that for every
possible sample point in the distribution for the first A variables, there is some set with large
discrepancy. This implies that the expected discrepancy is large. A is constructed as follows:
for each sample point in the distribution for X(1),..., X(A), we include in A the larger of sets
{i _l < i < A, X(i) = -1) and i I1 < i < A, X(i) = +1}. This ensures that for each
sample point, we will have a corresponding set A E A (with A/2 < AI < A) whose elements
are assigned either all +1's or all -l's. Thus, disc(x) > A/2, which implies E[disc(x)] > A/2.
0
The next three sections will be devoted to finding a X such that ZAEA Xk(A) is at most
its expectation. Since it is more convenient to work with 0-1 variables, we let x(i) = (-1)X,
where Xi E 0, 1}. Let
F(X) = - xk(A)= - E E . .. E (_1)x + +xik.
AEA AEA il EA ikEA
Then finding a X such that EAEA Xk(A) is at most its expectation is the same as finding an X
such that F(X) > E[F(X)].
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2.2.6 Generating k-wise Independent Variables
It still remains to demonstrate a k-wise independent distribution on which we can perform a
binary search efficiently in parallel.
Luby [49] gave the following such distribution for the case k = 2. Let = [log(n + 1)] + 1
and w =<wl,..., ,w > be pi,:ked uniformly from Z2l. Define random variables Xl,..., X, such
that
Xij= ((ijwj) + w) mod 2,
where <il,.. ., i-l> is the binary expansion of i. Observe that Luby's distribution is not 4-wise
independent: in particular, X 4, X 5, X 6, and X7 are dependent since X7 = X 4 + Xs + Xe.
We extend Luby's distribution to be k-wise independent for all k as follows. We assign a
label ai E Z2 to each point i, where I is bounded by some polylogarithmic function of n. We
pick w E Z2 uniformly at random, and let
Xi = ai w.
Note that we can express Luby's distribution in this framework by letting ai =< il,..., ill, 1 >.
The main benefit of our distribution is that we can now give a necessary and sufficient
condition for the Xi's to be independent and unbiased. (By unbiased, we mean each Xi has
equal probability of being 0 or 1.) The following result is similar to others used in the literature
[2]. For completeness, we provide a proof in what follows.
Theorem 2.2.13 Xi,,. .. , Xi, are independent and unbiased if and only if ai, . .. , a,, are lin-
early independent as vectors over Z2.
Proof First, we will prove the only if direction. Suppose we have k a's which are not linearly
independent; i.e. we have Clj=  aai = 0, where some aj. t 0. Therefore,
k k
aixi, = (ai, w)
j=1 j=l1
=Lj=l
0.
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But consider the event, E, that Xj,. = 1 and Xi, = O for all j 6 j*. Then
k
EajXi, = aj # 0.
j-1
So E is not possible; i.e. Pr[E] = 0. But this implies that Xi,,. . ., Xi, are not independent, as
any distribution where they were would have Pr[E] = 2- k
Now for the proof of the if direction. Assume ail,..., aik are linearly independent. Let A
be the matrix containing ail,,...,ai, as row vectors. Then we have
ail Xil
ai2 Xi2Aw = a, | 
ai, Xik
Since ai,,...,ai,, are linearly independent, we can create a new non-singular matrix A by
augmenting A with 1-k new rows. Then A.w = a, where the first k entries of i are Xi,, ... , Xi,,.
A is invertible, so w = A-l .j; hence, there is a 1-1 correspondence between i's and w's implying
that the 's are uniformly distributed. But there are exactly 21-k 's for every assignment to
Xil,... , Xi,,. So every assignment to Xi,,..., Xi, has probability 2 1-k/21 = 2 -k of occurring.
Therefore, Xi,. .. ., X,k are independent and unbiased. 
To get Xl,..., X, which are k-wise independent, we need a set of labels al,..., an such that
every k of them are linearly independent. (By Theorem 2.2.13, this gives us k-wise independence
of the Xi's.) In fact, it suffices to get an n x r matrix over GF(2) with the property that any
log n rows are linearly independent. Letting ai be the ith row with each element a0 + alz +
- + as_-lz'- E GF(2') expanded out to < ao,..., a.- > gives length = rs labels such that
any log n are linearly independent over Z2. Several well-known ways of getting such matrices,
for I = O(k logn), are described in [2, 56]. Even randomly chosen labels of this length will
work.
Theorem 2.2.14 If I > klog(n/k)+ 2k + t, then a random set of labels {al,.. .,an} C Zt , are
k-wise linearly independent with probability at least 1 - 2- .
Proof Pick A =<al,...,a,>E (Z2)n at random.
Ptr[every k of al,..., an are linearly independent]
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> 1- Pr[{ai I i E S} is linearly dependent]
S C (1,.. ,n)
SI = k
= 1- ()Pr[3ai,..,al not all 0o s.t. ia = ]
1 (n) " Pr[E Zia = 0 1
i=l
al,... ak E Z2
not all 0
Consider the ai corresponding to the last non-zero ai. Only one value for this ai gives a 0 sum,
so Pr[,l ciai = 0] = 2 - l. Therefore, continuing the above sequence of relations, we have
that
E Pr[C iai = 01
i=1
al,...,ak E Z2
not all 0
= 1 - (:)(2k - 1)2-'
> 1- 2 k(ogn+1-logk)+k-1
> 1-2 - t .
Clearly, a random set of labels of length = k log(4n) almost certainly gives us k-wise indepen-
dence.
Since any k-wise independent distribution on n random variables must have a sample space
of size fl((n/k)Lk/2J) [2, 22], the labels al,...,an must be fl(klogn - klogk) bits long.
2.2.7 Zeroing in on a Good Sample Point
Now that we have a k-wise independent distribution, we will explain how to do a binary search
on it efficiently in parallel. We will employ the method of conditional probabilities, described
earlier, for zeroing in on a "good" sample point; i.e. an w such that F(X) > E[F(X)]. Even
though the method is inherently sequential, since w is only O(log2 n) bits long, our resulting
algorithm will be in NC.
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To zero in on a good w, one bit of w is determined at a time, thereby performing a binary
search on the w's. This is done as follows. At the beginning of iteration t, assume we have
set wl = s1,* .,w, t- = st-l. Then we compute E[ F(X) w1 = il,..., t- = st-l, wt = 0] and
E[ F(X) I wI = sl,...,w t- = t-,t = 1]. We then set Wt to the at E {0, 1} which maximizes
E[F(X) I W = sl,... ,wt-1 = st-l1,Wt = t]. We will show how to compute these conditional
expectations in Section 2.2.8.
Lemma 2.2.15 After step t of the above procedure, E[ F(X) I l =sl,..., wt = st] > E[F(X)].
Proof (by induction on Is1)
The case 1sl = 0 is clearly true. Assume this lemma is true for t - 1; i.e. we have
E[ F(X) I wI =s,..., wt- =t- ] > E[F(X)]. Then
E[ F(X) I w = s,..., wt = st]
= max(E[F(X) I al =sl,..., t- =t-l,t =0], E[F(X) Iw l =sl,..., t- =st-,t= 1])
> (E[F(X) I wl =sl,..., wt,l =t-l,wt=0] + E[F(X) Iwl =sl,...,wt-l =st-l,wt= 1])/2
= E[F(X) I w = s,...,t- =t- ]
> E[F(X)] (by inductive hypothesis). 
Corollary 2.2.16 The output of the above procedure is an X such that F(X) > E[F(X)].
2.2.8 Computing Conditional Expectations
In general, computing conditional expectations is hard to do and separates when one can
and cannot use the method of conditional probabilities to zero in on a a good sample point.
Fortunately, in the case of discrepancy, we have devised a simple and efficient approach for
computing conditional expectations. Recall that to solve discrepancy, we need to compute
conditional expectations E[ F(X) w1 =sl,... Wt =t ] where F(X) is of the special form
F(X)= - E E ... E ( )X-1i +"+Xi'
AEA ilEA ikEA
Using linearity of expected value, we can break this up into components
hi...i,(s) = E[(-1)E' X'i, I =l, -.. ,wt=St]
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= E[(-1)E-, m) ·W , WA = si . .., St = st]
E[(-l)'=w I wai =s =S,..., *t=st]
where a = jk=l ai,. Let r be the last position which contains a 1 in a. If t < r, then
a* w is unbiased, and therefore hi,...ik(s) = O. Otherwise, a w is the same for all w which
extend s, and hence h=...i,(s) = (-1)&'. Assuming we have precomputed a and r, we can
compute h, ...i,(s) in constant time by extending a partial sum =l j sj at each iteration and
outputting hi,...ik,(s) = 0 if t < r and hil...i,(s) = (-1),1 if t > r.
To compute E[ F(X) wl = sl, ... , wt = t ], we need one processor for each possible combi-
nation <A, il,..., ik>, that is, at most nAk total. Therefore, k must be O(). Letting k be
the minimum possible, 2 ro ,n implies that n3+1/' processors is sufficient.
Then we can compute all hi,...i,(s) terms in parallel in constant time and sum them to
get E[ F(X) I wl = s1,..., ,t = st ] in O(log n) time. Thus we spend 0(l log n) time in the 
iterations of our procedure. In addition, we can perform the precomputation required above in
0(1 log n) time as well. Since = O(log 2 n), this yields an O(log3 n) algorithm for discrepancy.
2.2.9 Application to Edge Coloring
An edge coloring of a graph G = (V, E) is an assignment of colors to all edges of the graph,
so that any two edges that share a common vertex are assigned different colors. Let A be the
maximum degree in G. Observe that any coloring requires at least A colors. In fact, Vizing [65]
implicitly gives a polynomial time algorithm to A + 1 color any graph. Karloff and Shmoys [41]
provide a parallel implementation of this algorithm to get a A + 1 coloring of any graph in time
o(A 0 (') logO(l) n) using a polynomial number of processors. Also of interest, there exist NC
algorithms for optimally coloring bipartite graphs with A colors [28, 45, 25, 4]. Furthermore,
there is a trivial NC algorithm to 2A - 1 color any graph by A + 1 vertex coloring [49] the line
graph. Berger and Shor [16] and Karloff and Naor [40] found NC algorithms to A + A/ logO(l) n
color any graph.
Of particular interest here, there is an RNC algorithm in [41] which A + A1/2+C colors any
graph. We will remove the randomness from this algorithm by using the techniques discussed
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above. The RNC algorithm, Algorithm A, is as follows:
1. If A < (logn) l /c , then use the Karloff-Shmoys A + 1 deterministic algorithm [41].
2. Run an RNC algorithm for graph discrepancy, randomly picking X until disc(x) < Al/2+e.
Let A = {v I x(v) = +1} and B = {v I x(v) = -1). This partition gives us two graphs,
both with vertex set V: bipartite graph GI, which has all the edges of G between A and
B; graph G2 which has all the other edges of G.
3. Color G1 using the A coloring algorithm for bipartite graphs.
4. Run Algorithm A recursively on G2, using a new set of colors.
This algorithm works because the above partition implies that both G1 and G2 have maximum
degree at most A/2 + A1/2+ C.
To make Algorithm A deterministic, we need only demonstrate a deterministic method for
graph discrepancy, which we said in Section 2.2.1 was a special case of the set discrepancy
problem. Plugging in the set discrepancy results with c' = /2, we get a X such that disc(x) <
A 1/ 2+'c"v'15. Note that A > (log n) l /C, since we handled the other case in Step 1 of Algorithm
A. Thus, V/oi < A/ 2. SO we have disc(x) < A1/ 2+ e, which iplies X(N(v)) < A1/ 2+ c for all
vE V.
2.3 Setting up a General Framework
For discrepancy-based problems, we considered a very specific class of functions, namely those of
the form E'n (- 1) 1-s xj, and showed how to achieve the expected value for these. What can
we do in general? In particular, for which functions can we compute conditional expectations
(the method of Section 2.2.7 will then apply to achieve the expected value)? In order to give
ourselves a fighting chance, we will restrict our attention to functions of the form
m
F(X) = E fi(Xi,l Xi,2 ,Xi,k)-
i=l
These are exactly the functions for which we can apply Lemma 2.2.3 to show that k-wise
independence gives the same expected value as full independence. Since we require at least one
processor for each fi term, we insist that m be polynomial in n. In Section 2.3.1, we will show
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how to compute conditional expectations for arbitrary fi when k = O(log n). In Section 2.3.2,
we will describe the fi's for which we can handle the case k = O(logC n).
2.3.1 Logarithmic Number of 0/1 Variables
In this section, we will present two different methods for computing conditional expectations
for functions of the form
n a
F(X) E f,(Xi,l.. . , Xi,blogn)
i-1
We present both methods because, depending on what problem we wish to solve, either of the
two methods may be more efficient.
The first method is to rewrite F to be of the form solved in Section 2.2.8. Let
g: 2{1 ... k) R be such that
0 if j O A
(i.e. g of a set is fi applied to its characteristic vector). The next proposition follows from the
theory of harmonic analysis on the cube.
Proposition 2.3.1 [39] g(A)= E as(-1)IsnA, where as=2 Ek g(B)(-1)Isn BI.
SC{1...,k} BC{)1 ... k}
Thus,
fi(Xi,l,.. .,Xi,k) = g(j I Xi,j = 1))
= as(-_){j lXi,=l )nS l (by Proposition 2.3.1)
S
= aS(- 1)EjES x 'J.
S
Since we have now written F as i l ai(-1) X,J, we can apply the technique of Section
2.2.8 to compute conditional expectations. This gives us the following theorem:
Theorem 2.3.2 There is an NC algorithm which given any F: Z2 --- R of the form
na
F(X) = fi(Xji,. , Xi,blogn)
i=l
outputs an X with F(X) > E[F(X)I.
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An alternative method for computing conditional expectations for F is as fol-
lows. First note that, by linearity of expectation, it suffices to compute the con-
ditional expectations of the individual fi and sum. Assume we wish to compute
E[fi(Xj,l,...,Xi,blosn) Il = sl,.. .,wt=st ]. Let z be the vector <Xi,l,..., Xiblosn,>, and let
A be the matrix whose rows are the corresponding labels ai,l,..., ai,blogn. Then z = Aw. So
E[i(Xi, . Xi,blogn) 1 =si,.. .,wt=sl = ] fi(x)Pr[ A = x I W =s,. . , t=st ]
If we let w' =< wl,.., t >, w =< wt+l,...,wl >, A' and A" be the first t and last 1 - t columns
of A respectively, and s =< sl,. ., st >, then
E[fi(z) Iwi=si,...,wt=st] = fi(z)Pr[A'' + A"w" = X I'= s]
fi(z)Pr[ A"wn = x - A's].
For each x, we can test if the linear system A"w" = - A's is solvable; if it is
Pr[ A"w" = x - A's] = 2- rank(A"), otherwise Pr[ A"w" = - A's] = 0. Since we can
compute the contribution of each of the x's in parallel, we can compute the desired conditional
expectation in NC, thus giving an alternate proof for Theorem 2.3.2.
2.3.2 Polylogarithmic Number of 0/1 Variables
Now we will consider the case of functions depending on a polylogarithmic number of variables.
A simple counting argument shows that in NC we cannot compute all functions of logCn
variables, when c > 1, let alone compute conditional expectations of them. In fact, both
techniques of Section 2.3.1 require evaluating fi at every point; if fi depends on more than a
logarithmic number of variables, there will be a superpolynomial number of points to evaluate.
However, there are some special cases for which we can compute conditional expectations.
The first special case we can handle is
fi(Xi,l .*Xik) = (-1 ) x ,.-
This function can be evaluated using the techniques of Section 2.2.8, even if k = logC n. In
Section 2.3.1, we showed how to transform any function into a linear combination of these; if
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this transformation is already known and provides only a polynomial number of non-zero a's,
we can use this technique.
The next special case is based on the second technique of Section 2.3.1. Recall, we had
E[ fi(Xi,l,..., Xi,k) wl = s1,. - -, Wt =t ] = fi (x)Pr[ A"w" = - A's ].
We can restrict our attention to those x for which fi(x) $ 0. If there are a polynomial number
of these, we can compute conditional expectations of fi for k = logc n. Some examples of this
are logical AND and NOR of a polylogarithmic number of variables (each has one non-zero
point).
A variant of the above, fi(Xi,l,...,Xi,k) = Xi,lXi,2 'Xi, (i.e. the special case of mono-
mials), was subsequently considered by Motwani et al. [54]. This is equivalent to the logical
AND just described. Note that handling monomials is strictly weaker than the case above
since, for example, it is impossible to write a poly-log variable NOR as a linear combination of
a polynomial number of monomials.
Finally, we give a type of fi which can simulate all the above and more. Consider functions
of the form
i(x)=it 1 if z = yi + Tiz for some z ZkI0 otherwise
for some yi E Z2k, Ti E Z k xk .
These are the characteristic functions of affine subspaces. Included are characteristic func-
tions of all single points; we can write any function with a polynomial number of non-zero
points as a linear combination of these. Functions (-1)' x,, can also be put in this form. To
compute conditional expectations, we use a variant of our linear algebra method:
E[ fi(z) J = s,...,wt=st] = Pr[Aw = yi + Tiz has a solution Iw' = s]
= Pr[A"w" + Tiz = yi" - A's has a solution],
which can be computed by performing Gaussian Elimination to determine how many bits of w"
are free to vary. This gives us the following theorem:
Theorem 2.3.3 There is an NC algorithm which given any F: Z - R of the form
F(X) = fi(Xi, 7 XiblogCn),
i=l
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where each f the charac is teristic function of some affine subspace of ln outputs an X
with F(X) 2 E[F(X)].
2.4 Handling Multivalues - the Hypergraph Coloring Prob-
lem
In the previous sections, we were only concerned with the case where the random variables
took on values 0 and 1 each with probability 1/2. Yet, for many problems, this model is too
restrictive. In this section, we expand our framework to consider random variables drawn from
a uniform distribution over a larger set of values. This can then be used to simulate non-uniform
distributions. We will demonstrate our techniques for handling multivalued random variables
on the following problem:
A hypergraph 'H = (V, C) is a system C of subsets of V called edges. ' is d-uniform if every
edge has d elements. Erd6s and Kleitman [27] and Alon, Babai, and Itai [2] define the large
d-partite subhypergraph problem as follows. Given a d-uniform hypergraph t = (V, £), find a
d-coloring of V such that the number of edges in C having precisely one vertex of each color is
at least I£Cd!/dd. Alon et al. [2] showed this problem is in NC for constant d. We will show
in this section that this problem is in NC for all d. Since the case of d > In 1£1 + fl(lglg C!E) is
trivially satisfied by any coloring that colors one hyperedge correctly, we will henceforth restrict
our attention to the case d < In £[J + O(lglg IEl).
2.4.1 Randomized Algorithm
In this section, we give a randomized parallel algorithm and prove that the expected number
of properly colored edges is as desired. The randomized algorithm is as follows. Randomly
assign to each vertex an I = log(2Cl£d!d2) = O(log II loglog 11) bit label. Designate these as
random variables Y = Y,..., Ylvl. Let p = [2'/d]. A vertex is mapped to color i if its label
is in C, = {(i - 1)p,..., ip - 1. Note that every color has p values associated with it. Vertices
with values in the range dp to 2 - 1 are uncolored. Note that fewer than d of the 2 possible
values yield an uncolored node.
Now for the analysis. We define a benefit function, G(Y), which is the sum of terms ge(Y),
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one for each e E £. Each ge(Y) is 1 if the vertices of edge e are assigned d different colors, and
O otherwise.
In calculating the expected value of g,(Y), we get
E[ge(Y)] > Pr[g(Y) = 1 all vertices on edge e properly colored]
x Pr[ all vertices on edge e properly colored]
1dd -- 2I
Therefore,
E[G(Y)] = 161 d! -Cdd 2dd dd2l
> ld! - 1 (since I > log(21Eld!d2)).dd
Then, since G(Y) is integral, G(Y) > E[G(Y)] implies that G(Y) > IEld!/dd, which is exactly
what is desired.
2.4.2 The Basic Approach
In this section, we discuss various approaches for determinizing algorithms which use multival-
ued random variables. These approaches have different advantages and disadvantages and may
all prove useful in applications.
The easiest approach to handling functions of multivalued random variables is to represent
each variable by a collection of boolean random variables. In particular, for the large d-partite
subhypergraph problem, if d is a power of 2, d = O(log [E/ loglog IEI), we can represent the
color of each vertex by lg d boolean random variables. Then each g, would become a function
of dlgd = O(log £) boolean variables, allowing us to apply the general framework of Section
2.3 to find a good coloring.
A second approach we might consider would be to replace Z2 in our distribution with some
other finite field GF(q). For the large d-partite subhypergraph problem, if d is any prime power,
d = O(logJ£j/logllogjl), we can replace Z2 with F(d). Theorem 2.2.13 will still hold and
all of the approaches to get labels can be easily modified to work, giving us a distribution with
(log n)-wise independent random variables uniformly distributed over GF(d). Since d is small
(we only require polynomial in n), we can try each possible value for the next element of w
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in parallel and pick the one with the best conditional expected benefit G. To evaluate the
conditional expectations, we can still use the linear algebra method of Section 2.3.1 to find the
probability a collection of d random variables take on some particular value. We can do this
for each possible value, since dd is polynomial in n. Thus we can still efficiently zero in on a
good sample point.
To find a good coloring for any d up to log 1j, we must use a more complicated approach,
one which is similar to the one used by Luby for A + 1 vertex coloring [49]. In essence, we
repeatedly use the 0/1 problem as a subroutine to set one bit of the random variables at a time.
We have multivalued random variables Y = Yl,..., Yjlv where Yi = Yily2 ... Y,. We compute
the Yi's bit by bit. At step t, we compute X(t) such that
E[G(Y)Yij = X (j ) for 1 <j<t] > E[G(Y)jYij = Xi( ) for 1<j<t- 1].
If we let
F(t)(X(t)) = E[G(Y)IYij = X ) for 1 < j < t],
then the above is equivalent to finding an X(t) with F(t)(X(t)) > E[F(t)(X( t ))]. Letting
f( t )(X(' )) = E[ge(Y)IYij = X,( ) for 1 < j <t]
allows us to write F(t)(X(t)) as a sum of I£1 functions, each depending on at most d < lglEl
random variables X!(t). Assuming that, given X('),..., X( t- 1), we can construct functions f(t)
(we will show how to do this in the next section) we can find a good X(t) using the general
framework of Section 2.3.1.
A simple inductive argument shows that for all t,
E[G(Y)IYij = Xi( j for 1 <j<t] > E[G(Y)].
It follows that letting Y be such that Yij = X ) for all i and j implies that G(Y) > E[G(Y)].
2.4.3 The Deterministic Algorithm
To apply the last multivalued approach described in the previous section, we must show how
to construct, for any t and for any settings of the first t - 1 bits X(l),..., X( t - l), functions
f(t)(X(t)) = E[g,(Y)IYji = Xi(i) for 1 < j <t].
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To do so, we show how to compute
E[ge(Y)lYij = Xi ) for 1 < j < t];
it then suffices to plug in the given X( 1),..., X(t- 1) and every possible setting of the variables
({X,(t)i E e} to construct f(t).
Given edge e and the first t bits of each label, f(t) is the probability that the edge is properly
colored. To calculate fe( t), we sort the vertices of edge e into groups having the same t-bit prefix.
For each t bit string a, we let S, be the set of vertices which have prefix a and let I,,, be the set
of 21-t values which have prefix a. We let T, be {1 + < IS$,, . .$ ISIa}. Observe that
edge e is properly colored if and only if for each a the vertices in S are assigned the colors in
To.
Now we can calculate f(t) as follows:
f(t)(X(t)) = J Pr[ vertices in S,, are assigned colors in T,]
lal=t
= ISa ! i Pr[vertex in S,, gets color i]
Ial=t iETO
= H IScOI! n I C n fI. /2-t.
IalI=t iET
Theorem 2.4.1 The large d-partite subhypergraph problem, finding a coloring of V which prop-
erly colors at least ICId!/dd edges, is in NC.
2.5 Improved Discrepancy Algorithms and Bounds
The techniques and results for discrepancy-related problems can be improved in several ways.
For example, in this section we show how, in NC, to bound the discrepancy of each set in terms
of its size (rather than the size of the largest set), solve weighted discrepancy, and match the
sequential discrepancy bound when A is polylogarithmic. These improvements have additional
applications such as lattice approximation.
2.5.1 Improved Discrepancy Bound for Variable-sized Sets
In Section 2.2, we bounded discrepancy in terms of A, the maximum cardinality of any set A E
A. Here, on the other hand, we will achieve, for each A E A, a similar bound on x(A) in terms
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of Al. To do so, it is more convenient to reformulate the discrepancy problem as follows: given
vectors v1,. .. ,vn E {0, 1}, find an x E {-1,+1} n such that for all i, Ivi xl < A/ 2+,e/Ijg,
where a = maxi llvlll. As this is equivalent to set discrepancy, the algorithm presented in
Section 2.2 can be easily recast to solve this problem. The existing algorithm will in fact work
even if we allow the vi's to be in {-1, 0, +1} n - the key observation being that Lemma 2.2.11
will still hold.
Whereas the discrepancy bound in Section 2.2 is achieved in terms of the maximum L1-norm,
here we will achieve the bound in terms of the L 1-norm of each vector.
Theorem 2.5.1 Given vectors v,..., vn E {-1,0, +1}n, there czists an NC algorithm to find
an z E {-1, +1}" such that for all i, Ivi. x l < II 11ill2+ .
Proof We modify our discrepancy algorithm as follows: we let
F(X)= =.(vi z 'x)ki
whE[(ri -- xl]'
where ki = 2r2olln 1h Then getting F(X) < E[F(X)] = n implies
(v, * x)k' < n E[(vi · z)k'] < n(kllvlll)k/ 2. This, in turn, implies Ivi xJ < llvilllo/2+C/1i. 0
2.5.2 Weighted Discrepancy
Still adhering to the notation introduced in the previous section, we will now consider the
weighted discrepancy problem, i.e. the case when the entries of the vi's are arbitrary real weights
between -1 and +1. Spencer [60, 61] provides a poly-time algorithm for this problem which
has the same performance as the poly-time unweighted case. To obtain an NC algorithm, we
will reduce weighted discrepancy to the unweighted case we considered above.
Theorem 2.5.2 Given vectors vl,..., vn E R", l]viloo < 1, there exists an NC algorithm to
find an x E {-1, +1}" such that for all i, vi . X1 < O(lIvil1/2+ v/[Td).
Proof Without loss of generality, we can assume the vi's are normalized so that llvilloo = 1
for all i. We can then round each entry to log n bits. This will induce a total error of at most
1, which is negligible since lvill > 1. Next, by taking the binary expansions, we replace each
vi with logn vectors vio,...,vilogn E {-1,0,+1} n such that vi = ,j'0 2-jvij and llvill =
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Ej0 2-jlvijl. Finally, we apply the discrepancy algorithm of Theorem 2.5.1 to the vij's
(with the n log n vectors padded out with zeroes to length n log n). The x returned is such that
for all i
vi XI = I 2-(vij xz)I
< E2-Jlvij xl
.i: :2-JiIll:1 2+c logn logn)O(og(2/ 2 '2),j(2j IVl11)/ 2+,)
= o(l=lvill/2+cv). 
An application of weighted discrepancy is lattice approzimation: given vectors vl,..., vn E
[-1, 1]n and E [0, 1]", find an E 0, 1}n such that for all i, vi . (z - !)I is small. Several
researchers provide poly-time algorithms for this problem. Beck and Fiala [7] and Raghavan
[57] use the method of conditional probabilities to construct algorithms that find an such
that every Ivi (z - i) is bounded by O(/nloign) and O(V/lvvi[ll logn) respectively. Beck and
Spencer [8] (see also [61, p. 40-42]) show how to reduce the lattice approximation problem
to the discrepancy problem, obtaining an algorithm which outputs an such that, for all i,
Ivi (z - 2)1 < O(vlog i). Motwani et al. [54] apply the Beck-Spencer reduction to get an NC
algorithm for the special case where vl,..., v E {0, 1}; their algorithm outputs an i such that
lvi ( - 2)1 < O(A 1 /2+cTo i), where A = max= 1 Ilvilli. Using the algorithm of Theorem
2.5.2 for the more general case of weighted discrepancy, the Beck-Spencer reduction can be
immediately applied to obtain NC lattice approximation in its most general form.
Corollary 2.5.3 Given vectors V1,..., v E [-1, 1]" and z E [0, 1]", there exists an NC algo-
rithm to find an i E {0, 1}" such that for all i, vi *, (z - i)l < O(llvill/ 2+ )l O
2.5.3 An O(V/lTogn) Discrepancy Algorithm for Small A
The discrepancy algorithm of Section 2.2 can be improved to yield a 2VAlogni bound in the
special case where A = log' n. The improved algorithm, besides achieving a better discrepancy
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bound, is a nice example of how to apply the techniques of this chapter.
Theorem 2.5.4 There exists a parallel algorithm using O(A 2 log 3 n) time on O(n2 logc n) pro-
cessors, which, given a set system A with maximum degree A, outputs a X with disc(x) 
Proof For each A E A, we let gA(X) be 0 if IX(A)@ < 2lnni, and 1 otherwise. Let
G(X) = ZAEA gA(X), i.e. G(X) is the number of unbalanced sets. We want to find an X such
that G(X) < E[G(X)] < 1. To do this we use an approach similar to the one in Section 2.4 for
multivalues. We first partition r into r = O(A2) subsets rl,..., 1, such that the intersection
of each rj with any A E A is less than log n/ log A (we will show how to do this below). Then
for each j in sequence, we can construct a function F(J)(X(J)), where X(j) are the random
variables corresponding to rj, which is the expected value of G(X) conditioned upon the values
of X(1),...,X(j- 1) set already and the given X(j). Each F(j) is a sum of functions depending
on at most log n/log A variables each, so we can apply our general framework to find a good
X(j). A simple inductive argument shows that when we are done, we have a good X.
It remains to show how to construct rl, ... , r, such that the intersection of each rj with
any A E A is less than log n/log A. We think of coloring the elements of r with O(A2) colors
such that no A E A has log n/ log A or more elements of any one color. Equivalently, we want
to color so that no (l-)-subset of any A E A is monochromatic.
To accomplish this, we let Y =< Yl,...,Yn >, where Yi is a random variable taking on
values 1,..., A2 uniformly. Let
(Y)- C hB(Y),
AEA
IBI = log n/log A
where hB(Y) is 1 if B is monochromatic, and 0 otherwise. Note that H(Y) represents the
number of monochromatic (r')-subsets, when coloring r according to Y.
We will first show how to get a setting of Y such that at most A2 of the subsets are
monochromatic, and then we will eliminate this entirely. We begin by computing E[H(Y)]. We
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note that, by linearity of expected value,
E[H(Y)] = E E E[hB(Y)
AEA B
IB = log n/log A
<< n2i
n2
A 2
Note that H(Y) is a sum of terms depending on log n/logA Y,'s each, and that each Y, can
be represented as 2 log A binary random variables. Thus, we can apply our general framework
to find a Y with H(Y) < A2. Alternatively, we can set the Y's one bit at a time calling the
general framework as a subroutine, as in Section 2.4.2. The latter approach is more processor
efficient.
Now we have a coloring such that at most A2 of the subsets are monochromatic. We will
take one element from each of the monochromatic ()-subsets and give each a new color.
This adds at most A2 additional colors, and leaves no monochromatic (-)-subsets.
This discrepancy algorithm makes A2 + 2 log A calls to our general framework (assuming one
call for each bit of the Yi's). Thus, the running time is O(A 2 log3 n). The number of processors
is dominated by the partitioning phase, which can be done using O(n 2 logc n) processors. O
Corollary 2.5.5 There exists an NC algorithm which, given a set system A with maximum
degree A < logc n, outputs a X with disc(x) < 2A In n.
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Chapter 3
Randomness in Interactive Proofs
3.1 Introduction
In this chapter, we consider the problem of sampling an arbitrary function. More specifically,
we consider randomized polynomial-time procedures which output samples xl,.. ., z, E (0, 1)},
with the property that for any function f, with high probability, the average of f applied to
the xi's is very close to the average value of f over all inputs. Our goal is to implement such a
procedure using as few random bits as possible.
Our solution involves a novel use of a property of lo-v-independence distributions; namely,
that it is inexpensive to produce a large (but somewhat "low quality") random sample. We
will use an iterated sampling procedure which exploits tradeoffs between the size of the space
sampled, the size of a sample, its independence, the quality of the sample, and the number
of random bits needed. Instead of taking a random sample of m zi's directly, we use a series
of samples. Our first sample will be very large, but coarse (i.e. it will be based on very low
independence). Then we take a smaller sample of this first sample. This second sample will
be about the square root of the size of the first sample, but will be less coarse, using twice as
much independence. We repeat, taking smaller but finer samples until we are left with just the
desired m points.
We begin by discussing this sampling primitive and related work. We then describe the
application which motivated its construction: randomness-efficient error-reduction for Arthur-
This chapter describes joint work with Mihir Bellare [12].
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Merlin games.
3.1.1 Universal (, (, 6)-Sampling and Our Result
A universal (1, e, 6)-sampler may be informally described as a randomized, polynomial-time
process which outputs a sequence of m sample points xl,...,z, E {O, 1)i such that: for any
function f: 0O, 1} -E [0, 1] it is the case that
Pr [ I = f(i)- E[f] <e ] 1 6
Notice that we place no restriction on the function f (we do not require f to be polynomial-time
computable, for example). Rather, we require that the sampler be able to approximate any
function with high probability. The sampler is, in fact, independent of the function f, f is not
even an input to the sampler, and in particular it does not even evaluate the function. This
will be important to our application.
The straightforward procedure for universal sampling is of course to just select m =
O( - 2log -1) independent and uniformly distributed sample points. This yields a universal
(1, E, 6)-sampler at the cost of O(ml) coin tosses.
We will be interested in designing universal samplers which use few random bits. (A related
concern is the number m of sample points which must remain polynomially bounded). Previous
randomness-efficient universal sampling techniques have suffered from one of two drawbacks:
either (1) they serve to approximate only a restricted class of functions (such as boolean func-
tions [1],[24],[37]), or (2) they generate a number of sample points proportional to 6- (rather
than log 6-') and thus cannot be used when the desired error probability is exponentially small.
We present a construction which suffers from neither of these drawbacks: our main result is
the construction of a universal (1, e, 6)-sampler which outputs poly(e- 1, log 6-1, 1) sample points
using 0(1 + log 6-I . log 1) coin tosses.
3.1.2 Previous and Related Work
In [21], Chor and Goldreich showed that dramatic savings in the number of coin tosses needed
to construct a variant of the universal (1, c, 6)-sampler can be achieved by selecting pairwise
independent sample points. This extends to a construction for a universal (1, c, 6)-sampler at
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the cost of 21 coin tosses, by selecting 0(c 26- 1 ) pairwise independent sample points. However,
the number of sample points here grows inversely proportional to the desired error probability 6,
and thus this method cannot be applied in polynomial time when the desired error probability
is exponentially small.
An alternative universal sampling method for the special case of boolean valued functions
(i.e. f takes on only the values 0 and 1) is based on selecting a random walk on a 21 node
explicitly constructed expander graph (cf. [11,[24],[37]). This method yields a universal (1, -, 6)
sampler of boolean functions which outputs O(log 6-1) sample points using I + O(log 6-1) coin
tosses 1.
A sampling primitive of a slightly different flavor was recently constructed by Goldreich
[29]. He outputs a collection of mz = 0(c-2 log6- ) sample points , I .. ., X,...,xz,..., z
grouped into z = O(logS- 1) blocks of m = O(c- 2) points each with the property that, with
probability > 1 - 6, the average value of f on block j (i.e. ET l f(xi)) differs from E[f] by at
most for a majority of the blocks j. His method uses only 0(1 + log 6-1) coin tosses.
Although weaker than universal (, , , )-sampling, Goldreich's primitive can be used to im-
plement the application to the randomness-efficient error reduction of Arthur-Merlin games
which we discuss in Section 3.3.
3.2 Universal Sampling Using k-wise Independence
In this section we describe how to implement the universal sampling primitive using few random
bits. We begin with a more precise specification of the primitive. Next we introduce the two
major tools we will use: k-universal hash functions and the k-wise independence tail inequality.
We first construct, as an illustration of our methods, a simple universal sampler which
nonetheless gives a non-trivial savings in coin tosses. We then present an iterated sampling
technique which significantly reduces the number of random bits used. Finally we specify the
sampler that results.
1 One can obtain a universal (, c, 6)-sampler of arbitrary functions by using the ideas of [37], but this will
require Q(C - 2 log 6-1 ) sample points generated using I + fl(C- 2 log 6 - ) coin tosses.
71
CHAPTER 3. RANDOMNESS IN INTERACTIVE PROOFS
3.2.1 Universal (, , 6)-Sampling
Definition 3.2.1 Let I : - N and ,6 : 1 - [0,1]. A universal (l,E,6)-sampler is
a randomized, polynomial time algorithm which on input 1 outputs a sequence of points
21,..., x E {O, 1)}(n) such that: for any collection of m functions fi,..., fm : {0, 1)}(n) -. [0, 1]
it is the case that
Pr [i - fif (xi)- E[f i] I < (n) > 1 - d(n)
(where E[fi] = 2-1( n) xEo,lyl(n) fi(z)).
Notice that this defilition is slightly more general than what we discussed in Section 3.1.1 since
we are talking about approximating a collection of functions rather than a single function. This
will be important for our application.
The points zl,...,x, are called the sample points, and we refer to the sequence of coin
tosses used by the sampler as the seed.
3.2.2 Universal Hash Functions
A k-universal family of hash functions [19] from m-bit strings to -bit strings is a collection {hi}
of polynomial-time computable functions from {0, 1} to {0, 1}1 such that
1. Pr[hi(xl) = Yl A . A hi(zk) = Yk = 2 - k l for any distinct Xl,...,xk E {C, 1}m and any
Y1,..., yk E {0, 1}1 (i.e. {h(z)}e({o,lm are k-wise independent and uniformly distributed
over {O, 1 }).
2. Given j < k and any xl,...,xz E {O,l} m and Y,..,yj E {0,1}), it is possible in
probabilistic polynomial-time to uniformly sample from the h such that hi(zl) = Y1 A
-A h(xj) = yj.
The standard construction of a k-universal family of hash functions from m-bit strings to
m-bit strings is as follows. Let F = GF(2m ). For ao,..., ak- 1 E F, we let
hao,...,al() = ao + ax + .. + ak-_lk- 1 .
The fact that this is a k-universal hash function follows from a simple interpolation argument.
Finally note that the case m < I can be handled by padding out the argument to the hash
function; the case m > I can be handled by stripping bits from the result of the hash function.
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We will use Hk t to denote the standard family of k-universal hash functions from m bits
to I bits. Note that the number of bits required to encode an element of H~kl is k max(m, I).
3.2.3 The k-wise Independence Tail Inequality
In this chapter we will make heavy usage of the simple form of Lemma 2.2.7 described in
Section 2.2.4, namely that if k > 4 is an even integer, {Xi},=l is a collection of k-wise indepen-
dent random variables in the range [0, 1], X = =l Xi,, = E[X], and A > 0, then
Pr]X-/pl>A] ( A2 k)
We will refer to this as the k-wise Independence Tail Inequality.
3.2.4 A Simple Universal Sampler
Using k-wise independent hash functions we can construct a very simple universal (1, , 6)-
sampler as follows. The sampler takes as input a randomly selected element h from Hk l, where
d > lg m, and outputs h(1),..., h(m) (identifying {O, 1}d with {1,2,..., 2d}). We use the k-wise
independence tail inequality to specify m and k.
Let YI = fi(h(i)) for 1 < i < m. It follows from the definition of k-wise independent hash
functions that {YI}=1 is a collection of k-wise independent random variables in the range [0, 1].
Thus the k-wise independence tail inequality will hola to bound Y = =l Yi. In particular,
assume k is an even integer > 4. Then we have
Pr [Y-E[Y]> em < ( mk ) /2 (k )2
But the left hand side is just
Pr [ JE"fi(xi) - ,m=E[f] > n ] = Pr [ | m fi(zi) E[fi]l _ ]
Since we want this probability to be less than 6, it suffices to have
6> k k/2
or equivalently,
k
2 62 /k
Restating the above, we have the following lemma.
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Lemma 3.2.2 Let k, m, d be integers such that k > 4 is even, m > kfr, and d > lg m. Then
for any collection of m functions fi,..., : f (0, 1 -t 0, 11, picking h at random from id,l
implies that
Pr [m '± = fi(h(i)) - Ef]lj < ] > 1-6 .
Next, observe that this sampler uses k max(d, 1) bits. This leads us to think that we just make
k as small as possible and m as large as necessary to minimize the number of bits. However, we
have another constraint: m must be bounded by a polynomial in the input size. Requiring that
rn be polynomial in n and optimizing, we get k = ! 1i- and thus use 0 ( + log6-1 )
random bits.
3.2.5 Iterated Sampling
In the previous section, we showed how to sample a collection of functions using k-wise inde-
pendent hash functions. The number of bits we used to (, e, 6)-sample, for fixed and 6, was
proportional to the logarithm of the domain size of the functions and roughly inversely propor-
tional to the logarithm of the size of the sample. Given a set of functions with a fixed domain
size, this suggested that we simply make our sample as large as is tolerable (i.e. polynomial).
In this section we will improve our bounds by iterating the universal sampling primitive of
the previous section in a novel manner. Roughly, the idea is to take a large sample and then
take a smaller sample of the first sample. Each of these samples will require many fewer bits
than our original method: the first because the sample is larger; the second because we are
sampling a smaller space. Our sampler becomes the composition of two randomly chosen hash
functions. This idea of taking multiple samples can be improved by taking a sequence of smaller
and smaller samples instead of just two.
It is important to note that we never actually compute all of the points of the samples
other than the last one-they are simply defined as the ranges of hash functions. This means
that these samples can be superpolynomial in size. Only the final sample is required to be
polynomial sized.
Except for the final sample, we will think of sampling just a single function, instead of the
mr functions used in Lemma 3.2.2. We will therefore need the following variant of Lemma 3.2.2.
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Lemma 3.2.3 Let k,d be integers such that k > 4 is even and 2 d > k, Then for any
function f: (0, 1) - [0, 1], picking h at random from HIl implies that
Pr[ E[foh]- E[f]l < ] 1 - .
Proof Let m = 2d, and let fi = f2 = " = fm = f. Then applying Lemma 3.2.2 gives the
desired result. O
Now we can combine Lemmas 3.2.2 and 3.2.3 to obtain a new sampling lemma. Our sampler
will be the composition of a sequence of length doubling hash functions. This represents a
sequence of samples in which the size of each sample is the square root of the size of the
preceding sample.
Lemma 3.2.4 Let r, m, d be integers and kl,..., k, even intcgers _ 4. Suppose d lIg m and
2 2'-d > 2/ (j 1,...,r-1) and m > 22
26b/lk, g22/kk,
Then for any collection of mn functions fi,..., f m : 0, 1}2 'd - [0, 1], picking hj at random
from H2_,2,_j+d implies that
Pr [j I l.(fiohl o.. oh,)(i) - E[ff]I < r] > 1 -r .
Proof Let f = l fi. We first claim by induction that for 0 < j < r - 1
Pr [ IE[(f o hi o... o hi)] - E[f] < j ] > 1 - jb.
The base case (j = 0) is immediate, and the induction step is just Lemma 3.2.3 (using f o hi o
· .o hjl as the function). The final step is to apply Lemma 3.2.2 (using {fio o h.. o .. oh,-l }
as the collection of functions). O
3.2.6 Our Universal Sampler
We now optimize the parameters of Lemma 3.2.4 to get a particular universal sampler. In this
optimization, there is a trade-off between the number of sample points the sampler outputs and
the number of random bits it uses to do this. It will be convenient to write our error in the
form 6162 where we assume 61 is < n ° (l). This is convenient because we can allow the number
of random bits to grow proportional to log 6l' by letting the number of sample points grow
proportional to 6-1 log 6-1.
75
CHAPTER 3. RANDOMNESS IN INTERACTIVE PROOFS
Theorem 3.2.5 Suppose l: N --+ is < nO(1) with logn = o(l), and e, 61, 62 -. [0, 1] are
> 0 with e-l, l'l,log 'l < n (1). Then we can construct a universal (, C,l6 2)-sampler which
outputs m = O(C-6 log6 1 + 6'1 log/ + log3 6-1) sample points using O(l + log 6-' · log/) coin
tosses.
Proof We apply Lemma 3.2.4. Let m = max(c-6 log6 1,6-1 log , [12(1 + logs'1)] 3 ) and r =
log(l/logm). Let the of Lemma 3.2.4 be e/r and the 6 be l2/r, and let
k 12 (2 -j+ l l og m + log6 (j =1, r)
2r-j+l log m 2
The conditions of Lemma 3.2.4 can now be verified. o
3.3 Randomness-Efficient Error-Reduction for Arthur-Merlin
Games
In this section, we apply the results of Section 3.2 to derive a randomness-efficient method
of reducing the error probability of Arthur-Merlin proof systems. We begin with a review
of Arthur-Merlin games and proof systems and the standard method of error-reduction. We
then discuss the ideas of our protocol and the particular values of 1, , and 6 it requires, and
conclude with a proof of our randomness-efficient error-reduction theorem. This section extends
techniques first appearing in [10].
3.3.1 Arthur-Merlin Games
An Arthur-Merlin game is a two-party protocol played by an all-powerful "prover", called
Merlin, and a polynomial-time "verifier", called Arthur. The game is played on a common
input, and its purpose is to convince Arthur that the input belongs to som: predetermined
language. Arthur's role in the process is restricted to tossing coins, sending their outcome to
Merlin, and finally evaluating a polynomial-time predicate applied to the common input and
the full transcript of the interaction. Arthur-Merlin games are a special form of interactive
proof systems [31], but their language recognition power has been shown to be equal to that of
interactive proof systems [33].
Let w denote the common input to the (Arthur-Merlin) game, n = Iw its length, (n)
the length of Arthur's messages, q(n) the length of Merlin's messages, and g(n) the number
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of rounds. We denote by p(w,C) E {0, 1) Arthur's decision on input w and conversation
C. The conversation C can be parsed uniquely into Arthur's and Merlin's messages: C =
rlyl ... rgy, where rt is Arthur's t-th message and yt is Merlin's response (we assume without
loss of generality that Arthur plays first and Merlin second in each round). A strategy for
Arthur, A = (p, g, l, q), consists of the decision predicate p, as well as (polynomially bounded)
functions specifying the number of rounds and the length of messages sent in each round by
each party. For sake of simplicity we assume that the length of the messages sent in each round
is independent of the round.
Let M be a strategy for Merlin (i.e. M determines the next message of Merlin based
on the common input and the messages received so far from Arthur). We denote by
Pr[ (A, M) accepts w ] the probability that p(w, C) = 1 when C is chosen at random (the
probability space is that of all possible choices of rl,..., rg(Iwl) taken with uniform distribution,
and the yt being set to M(x, rr2 ... rt)).
Definition 3.3.1 We say that the Arthur strategy A defines an Arthur-Merlin proof system
for L if the following conditions hold:
(1) Completeness: There exists a Merlin strategy M such that Pr[ (A, M) accepts w] > for
every w E L.
(2) Soundness: Pr[ (A, M) accepts w ] < for every Merlin strategy M and every w g L.
The strategy M in the soundness conditions is sometimes called a cheating Merlin, while the
strategy M in the completeness condition is called the honest Merlin. In fact, it suffices to
consider (in both conditions) an "optimal Merlin", MoptA, that chooses all its messages in a
way maximizing Arthur's accepting probability. Note that MoptA depends on A.
We define A's accepting probability function on partial conversations as follows (cf. [5],[6]):
* acc(w, r'ly...ryg) = p(w, rlyl... ry)
· acc(w, rlyl. .. rtytrt+l) = maxy acc(w, ry I ... rtytrt+l .y) for t = g(n)- 1,...,0
* acc(w, rlyl... rtyt) = Eacc(w, rlyl ... rtyt.r) for t = g(n)- 1,...,0.
The following
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subgame 1 subgam 2 ... subgame m
Arthur's message: rl r .
Merlin's response: y1 Y2 yl
A r . hurg rounds
Arthur's message: r r r
Merlin's response: Yi " Y y
Figure 3-1: Framework of the Standard Error-Reduction Protocol
Proposition 3.3.2 For any fixed history rlyl ... rtyt one has
acc(w ryl ... rt-lyt-l.rtyt ) acc(w, rlyl ... rt-lyt-l.r t )
with equality holding if yj = MoptA(r . . ri) for each j = 1,..., t.
(which we will use later) is just a restatement of the definition.
defA's accepting probability on input w is acc(w) = acc(w, A). The error probability of A on input
w (with respect to a language L) is defined as
errL(w) = { 1- acc(w) if E L
acc(w) otherwise.
The error probability of A (with respect to L) is eL : -- [0,1] defined by eL(n) =
suplwl= errL(w). (Thus an Arthur strategy A defines a proof system for L if eL < ).
3.3.2 Error-Reduction and its Standard Implementation
Error-reduction is the process of reducing the error probability of an Arthur-Merlin proof system
from to 2- Z for a given z = z(n) < nO(1). We review the standard method of error-reduction
[5],[6].
Given A = (p, g, l,q) defining an error < Arthur-Merlin proof system for L we want to
design A' defining an error < 2- Z Arthur-Merlin proof system for L. The solution is to play
in parallel m = (z) independent copies of the old game (the one defined by strategy A).
The independence of Arthur's moves in the various "subgames" is used to prove that the error
probability decreases exponentially with the number of subgames.
More concretely, A' will, in round t, send ml random bits to Merlin. These bits are regarded
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subgame 1 subgame 2 ... subgame m
Arthur's message s1 specifies: rl r . r
Merlin's response: yl1 2 Y m
.. f g rounds
Arthur's message so specifies: rg rg
Merlin's response: Y1 g 
Figure 3-2: Framework of Our Error-Reduction Protocol
as a sequence r ... rt of m different round t messages of A. Merlin then responds with strings
y . .. y , and y is regarded as the response of Merlin to in the i-th subgame (i = 1,. ., ).
This continues for g rounds (see Figure 3-1).
Finally, A* will accept in the new game iff a majority of the subgames were accepting for
the original A. That is, A' accepts iff { i : p(w, ryl ... rf(n) (n) ) = 1 }l > m(n)
The bound on the error probability of the new game follows from the fact that the coin
tosses used by Arthur in the different subgames are independent. However, the cost of this
argument is in the large number of coin tosses used by A*; namely O(lz) coin tosses per round
(to be contrasted with the I coin tosses used in each round of the original game).
3.3.3 Overview of Our Protocol
We will run m subgames in parallel (with m appropriately chosen). In ach round t Arthur
sends a random seed sa of a universal sampler G (whose parameters we will specify later). This
specifies a sequence r ... rl of messages that will play the role of A's t-th round messages.
Although the same pseudo-random process is used at each round t, it will be with a completely
new random seed at. At the end, A' will accept iff a majority of the subgames were accepting
(see Figure 3-2).
We emphasize that Arthur sends a seed sa and both parties then compute the sequence of
messages by running the sampler with st as coin tosses.
The difficulty now is that a cheating Merlin might be able to capitalize on the dependency
between the subgames. That is, although an honest Merlin would compute y based only
on r .. rt-l t- (like the honest Merlin for the original protocol) a cheating Merlin couldon ry5.. r yl
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compute the string Sy. .. y based on the entire submatrix above this string. Clearly we cannot
prevent Merlin from following such a strategy. Using the properties of the universal sampler
however, we can show that no such strategy would help.
We will guarantee that at each round the average accepting probability of the m sub-
games on the sequence specified by the seed approximates the average accepting probability
of a sequence of independently chosen messages. That is, assuming s,...,s t- specifying
r4 . .. r ,... r-.rt have been chosen, we guarantee that with high probability we have
mi ~  ~ t- t1 tt 1111 E acc(U ry r t!r) ;t E acc(w, ryi... Y .r.. . r)
for the random choice of st (where r . .. rt is the sequence specified by st). If all seeds selected
provide good approximations in this sense then the rate of accepting subgames (in the new
game) will approximate the accepting probability (in the original game). Hence, it all amounts
to selecting a universal sampler which guarantees that all g approximations are "good" with
very high probability.
3.3.4 The Universal Sampler for Error-Reduction
The sampler which we will use to generate the messages at each round is specified by the
following
Theorem 3.3.3 Let g, , z: N - N be < n ° ( ) with log n = o(l). Then we can construct a
universal (1, 1 2 -) -sampler which uses 0(1 + z log ) coin tosses.
Proof Apply Theorem 3.2.5 with c = , 61 = ~, and 2 = 2- z. O
3.3.S Randomness-Efficient Error-Reduction Theorem
Theorem 3.3.4 Suppose A = (p,g, I, q) is an Arthur strategy that has error probability < 
with respect to L. Then we can construct an Arthur strategy A* = (p*, g, 0(l + zlog 1), q*) which
has error probability < 2-' with respect to L.
We distinguish two cases. The first is when = O(log n) for which we may prove the statement
of Theorem 3.3.4 using just the simple universal sampler of Section 3.2.4. We omit that proof
and proceed to the more interesting case of log n = o(l).
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Let G be the universal (I,.L, 21)-sampler specified by Theorem 3.3.3. Let m be the number
of sample points that it outputs and = O(l + z log l) the number of random bits it uses. The
new Arthur strategy is A*' (p'*,g,s, mq) where p*(w, s iy l y() .. m. s (n) ..,, (n))
= 1 if I{i: p(w,Gi(91)yil ... Gj(s9(n))yi(n) )= 1 m(n)
10 otherwise
(n = luwI and Gi(s t) denotes the i-th coordinate of the output of G run with coin tosses
s E {, 1}j(n)).
For the analysis, let y ... yt be Merlin's response in round t.
Proposition 3.3.5 For each fized history si.y ... y t-l y tl ... yl we have
Pr [ 'm iacc(w, ryi ... rtlit-l rt) -acc(w, rlyi' . r ') < > 1 2`Mi=laCC(w, r-Yi. Y .r <
where r ... ri is the sequence specified by sj and the probability is over the random choice of
St.
Proof The sampler guarantees that
Pr [Ii l acc(w, r .... r) - Eracc(w, ..- 1yt-.r) < ] > 1 2
· " -- I " ri YI - g
But by definition of the accepting probability function (see Section 3.3.1) we know that
E, acc(w, ryl ... rt1yt'.r) = acc(wry...r )
and the Proposition follows. 
The proof is completed by considering separately the cases of w E L and w 4 L.
Claim 3.3.6 Suppose w E L. Then there exists a Merlin strategy for which A' accepts with
probability > 1 - 2-z.
Proof We choose the particular strategy of setting yt = MoptA (r ... r) where as usualr ... rJ
is the sequence specified by sj . By Proposition 3.3.2 we know that
acc(w, rly>... ryt .r) = acc(w, ry ... rt1yt-.rytt).
By t applications of Proposition 3.3.5 it follows that at the end of t rounds we have
Pr [ ETacc(w, r 1 il 
. . . ry ) > acc(w)- t ] > t2
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Thus at the conclusion of the game (t = g) we are guaranteed that
Pr [ E nl=aCC(, yi'.,rY) > acc(w)- l ] > 1 - 2s
But E= 1 acc(w, ry ... rqyi) is just the fraction of accepting subgames. Since acc(w) > 
we conclude that with probability > 1 - e a majority of the subgames accept. O
Claim 3.3.7 Suppose w ' L. Then A' accepts with probability < 2- .
Proof By Proposition 3.3.2 we know that
a(w ry r- y 1.ry) < acc(w, ry . t-1. t-
By t applications of Proposition 3.3.5 it follows that at the end of t rounds we have
Pr [ m a ...t = yl) < acc(w) + st 1 _ t2
Thus at the conclusion of the game (t = g) we are guaranteed that
Pr [ m Ti=laCC(w, rl Yi *' ..7yi) < acc(w)+ ] > 1 - 2-
and the conclusion follows from the fact that acc(w) < 1. o
Goldreich [29] has recently improved this protocol to use only 0(l + z) random bits per
round using his block sampling techniques mentioned in Section 3.1.2.
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Chapter 4
One-Way Functions are Necessary
and Sufficient for Secure Signatures
4.1 Introduction
In theoretical cryptography, we are concerned with encryption schemes, or other cryptographic
primitives such as digital signatures, which are provably secure under certain assumptions.
Diffie and Hellman first suggested in [26] that modern cryptography be based on the assump-
tion that one-way functions (which are easy to compute, but hard to invert) exist. Stronger
assumptions have been considered; for example, the existence of a trapdoor permutation (a
one-way permutation which is easy to invert given an associated secret) allows the construc-
tion of a public-key encryption scheme. Much research in theoretical cryptography has been
centered around finding the weakest possible cryptographic assumptions required to implement
major primitives. For example, pseudo-random generators at first could only be constructed
from a specific hard problem, such as discrete log [17]. Later it was shown how to construct
pseudo-random generators given any one-way permutation [66], and from other weak forms of
one-way functions [46, 30]. Finally it was proved in [36, 34] that the existence of any one-way
function was a necessary and sufficient condition for the existence of pseudo-random generators.
Similarly, the existence of trapdoor permutations can be shown to be necessary and sufficient
for secure encryption schemes.
Progress on characterizing the requirements for secure digital signatures has been slower in
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coming, however. We will be interested in signature schemes which are secure against existential
forgery under adaptive chosen message attacks. This notion of security, as well as the first
construction of digital signatures secure in this sense was provided by Goldwasser, Micali, and
Rivest in [32]. Their scheme was based on factoring, or more generally, the existence of claw-free
pairs. Bellare and Micali [11] showed how to construct secure signatures based on any trapdoor
permutation. This was recently extended by Naor and Yung [55] to only require a one-way
permutation. In this paper, we present a method for constructing secure digital signatures
given any one-way function. This is the best possible result, since a one-way function can be
constructed from any secure signature scheme.
Our method follows [55] in basing signatures on families of one-way hash functions: functions
which compress their input, but have the property that even given one pre-image, it is hard
to find a different one. The image of a message under one of these functions in itself provides
a weak form of signature; [55] shows how to build the stronger secure signatures from this
primitive. To complete their construction, they provide a simple method for constructing a
one-way hash function from any one-way permutation.
However, arbitrary one-way functions must be managed much more carefully. The bulk of
this paper is concerned with building a one-way hash function given any one-way function. First
we show how to build a function which has the property that given one pre-image, although
most other pre-images may be trivial to find, a small fraction must be hard. Then we show how
to amplify this into a full one-way hash function. Our proof makes heavy usage of universal hash
functions [19] (see Section 3.2.2) and the k-wise independence tail inequality (Lemma 2.2.10).
4.2 Preliminaries
4.2.1 Notation
Function f : {0,1})" -. {0,} m is one-way in the uniform (non-uniform) model if f is
polynomial-time computable, but there is not a probabilistic polynomial-time algorithm A
(polynomial-sized family of circuits A) such that
Pr[f(A(f(z), 1n)) = f(z)l > n- c
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for infinitely many n, where the probability is as is chosen uniformly from {O, 1}n. In this
paper, we will be assuming the uniform model of security unless stated otherwise. Our result
that one-way functions are necessary and sufficient for secure signatures holds in the non-
uniform model as well.
Given a function f, we define the siblings of z under f, Sf(z), to be the elements which f maps
to f(z), i.e.
S() = f-l(f()))= {z: f(') = f(z)).
It will be useful to partition the domain of f into subsets having approximately the same
number of siblings. For this purpose, we define the th segment of the domain of f to be,
Do(f) = {z 2' < ISf(2)l < 2+'}.
Corresponding to our partition of the domain of f, we partition the range of f according to the
number of pre-images, and define the sth segment of the range of f to be,
Ri(f) = f(Di(f)) = {y: 2 < f-l(y)l < 2i+1).
We will denote the concatenation of strings z and y by z y. We will denote the composition
of functions f and g by f o g, i.e. (f o g)(z) = f(g(z)). Given functions f : {0, 1}nl -{(0, 1}n2
and g: {0, 1}" 3 -- {, 1}4)", we define f .g : {0, 1}"'l+ " -. f0, 1}" 2+n4 to be the function which
maps z y to f(z) g(y).
Given families of functions F and G, we define F o G = {f o g : f E F,g E G}, F G =
{f .g9: f E F,g e G, and F" = F F ... -F (n times).
4.2.2 Signature Schemes
A signature scheme has the following components:
* A security parameter n, determining the security, running time, and lengths of messages.
* A message space, which we will assume to be strings in {0, 1)".
* A polynomial S called the signature bound
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* A probabilistic polynomial-time key generation algorithm KG, which on input i", outputs
a public key PK, and a matching secret key SK.
* A probabilistic polynomial-time signing algorithm SP, which given a message m and a
matching pair of keys <PK,SK>, outputs a signature of m with respect to PK.
* A polynomial-time verification algorithm V, which given S, m, and PK, tests whether or
not S is a valid signature of m with respect to PK.
The notion of security we are interested in is called security against existential forgery
under adaptive chosen message attack. This means we will allow our adversary, the forger,
to adaptively choose messages, and be supplied with valid signatures for these messages. We
will consider him successful if, on his own, he is able to produce a valid signature for any
message that we did not sign for him. We will be interested in signature schemes for which no
polynomial-sized forger has a 1/p(k) chance of producing a forged message, for any polynomial
p and for sufficiently large k. This is the strongest natural notion of security (see [32] or [11]
for a more complete discussion of the model).
We note that many of the signature schemes originally devised are not secure in this strong
manner. For example, the signature scheme proposed by Rivest, Shamir, and Adleman [58]
is based on the assumption that taking cube roots modulo a large composite number N is
hard without knowing the factorization of N. Their scheme has N as the public key and the
factorization of N as the private key. They then propose using ~Vi (mod N) as the signature
of message m (which is assumed to be an integer between 1 and N - 1). However, a forger can
make use of algebraic properties, such as miii2i = Y-mv/,ii (mod N), to break this scheme
under a chosen message attack. For example, to forge a signature for message m, the forger need
only obtain signatures for mr and r- 1, where r is an arbitrary element of the multiplicative
group modulo N, and then multiply the two signatures to obtain a valid signature for m. Other
schemes fail because of similar algebraic relations. The notion of security against existential
forgery under chosen message attack was, in fact, for some time considered paradoxical. The
first signature scheme achieving this notion of security was obtained by Goldwasser, Micali, and
Rivest [32].
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Before showing sufficient conditions for secure signature schemes to exist, we will first give
a necessary condition due to Bellare [9].
Lemma 4.2.1 The existence of a secure signature scheme implies the existence of a one-tway
function.
Proof Let f(l",z) run the KG algorithm on input 1" and using random tape x, and output
PK. Then f is a one-way function. Why? Assume we could invert f. Then given the public
key PK, we would be able to obtain a secret key SK' with the property that SK' could generate
signatures valid for PK. But this implies that the signature scheme is insecure, which is a
contradiction. O
The remainder of this chapter will be concerned with proving that the existence of a one-way
function is sufficient to implement secure signatures
The signature schemes of [11] and [55] both use the notion of a window, due to Diffie and
Lamport [26, 44]. In this limited signature scheme, the signer randomly picks some one-way
function f and 21 strings ac, a,..., al, al from the domain of f. Next, he computes o' = f(ai)
for 1 < i < and j E {O, 1). The signer then places in the public file f and , 3,...,/lOm, 
.
To sign a message m = mlm 2 ... mi E {O , 1}1, the signer reveals a', for 1 < i < 1. To verify a
signature, one need only verify that f(a" ) = am', for 1 < i < I. Assume that, after getting a
message m of his choice signed for him, a forger could sign a different message m'. For some i,
m' 6 mi; for that i, the forger must invert f on Bm", which is impossible, since f is one-way.
The limitation of the above scheme is that only I bits can be signed. Bellare and Micali
[111] devised a way to regenerate the public file, and thus sign an arbitrary polynomial number
of messages. The scheme in [11] is to have f be a randomly chosen trapdoor permutation. At
each stage, they sign a message and a description of a new f using the Diffie-Lamport scheme.
In this way, the same ,'s could be used over and over. The signature which is output includes
a complete history of all functions f used. To verify the signature, one uses the f in the public
file to verify the second f, then uses the second f to verify the third f, etc.; the last f is used
to verify the message. This can be improved by at each step signing a message and two new
f's. Then a binary tree of signatures can be formed, making the length of the signature grow
logarithmically in the number of messages rather than linearly in the number of messages.
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Naor and Yung [55] use a variant of this scheme, strongly resembling a practical scheme
proposed by Merkle [50, 51, 52]. The idea is, instead of signing new f's, they seek to sign a new
set of/3's. This cannot be done directly, since the Diffie-Lamport signature scheme increases the
length of the message by a polynomial factor. Instead, Merkle and Naor-Yung use the Diffie-
Lamport scheme to sign the hash value of a new {,3j } table. However this signature scheme
now allows two paths to forgery: inverting f on some p3 or finding a table {4d) with known
inverses and the same image under the hash function as the real {3i} table. Thus, to prevent
this second attack, the hash function must itself have cryptographic properties. Roughly what
is required is that given z and h(x), one cannot compute an ' z such that h(z') = h(z). We
call such an ' a non-trivial sibling of z under h.
To make this notion more formal, Naor and Yung define a family of one-way hash functions
to be a collection of polynomial-time computable functions G = {gi} from n bits to n' bits
(n > n') such that there is no non-trivial sibling finder, i.e. no probabilistic polynomial-time
algorithm which initially chooses z E {0, 1}n", then gets a random g E G, and outputs a non-
trivial sibling z' of x under g with probability at least n-C over its random coins and the choice
of g. They show that a secure signature scheme can be constructed from a family of one-way
hash functions together with any one-way function.
They then show how to construct a family of one-way hash functions given any one-way
permutation f: {0, 1}n - {0, 1})" as follows. Let H = {h,} be a 2-universal family of hash
functions from n bits to n - 1 bits. They then let gi = hi o f.
Lemma 4.2.2 ([56]) G = {gi),} is a family of one-way hash functions.
Proof For convenience we will assume that the hi map exactly 2-1 (this is not required, but
such families of hash functions do exist). Assume there exists a non-trivial sibling finder A for
G. We will use A to create a probabilistic polynomial-time algorithm B to invert f. Assume
B is given a random z E {0, 1}n. Algorithm B will begin by getting z from A. In the unlikely
event that f(x) = z then it will output z. Otherwise, it will then pick h E H at random subject
to the constraint that h(z) = h(f(z)) and give g = h o f to A. Finally, it will get z' from A
and output it.
Note that because H is 2-universal and exactly 2-1, picking a random z f(z) and a
random h E H such that h(z) = h(f(z)) is exactly the same as picking a random h E H. Thus
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algorithm A, with probability n- c, will output an z' z such that g(x') = g(z). But, since h
is 2-1 and h(z) = h(f(z)), z' = f-l(z). So B inverts f with probability at least n-C. O
Our proof that secure signatures can be constructed from any one-way function will actually
consist of showing that a family of one-way hash functions can be constructed from any one-way
function. We will then apply the reduction of [55] to obtain a secure signature scheme.
4.3 Constructing a One-way Hash Function
4.3.1 Overview
In this section we will show how to, given any one-way function, create a family of one-way hash
functions. This will imply, by our discussion in the previous section, that we can construct,
given any one-way function, a signature scheme secure against existential forgery under adaptive
chosen message attacks.
Starting with our original one-way function f, we construct a series of families of functions,
each one closer to our goal of a family of one-way hash functions. In Section 4.3.2, we construct
a family F with the property that, although most siblings under a random fi E F may be
easy to find, a non-negligible fraction are provably hard to find. Next, in Section 4.3.3, we
construct a family F2 such that most siblings under most f2 E F2 are provably hard to find.
Then, in Section 4.3.4, we construct a family F3 with the property that for almost all f3 E F3 ,
it is hard to find any sibling. This is a family of length-increasing functions , so in Section 4.3.5
we construct from it a family F4 of functions which are sibling-hard and length-decreasing.
Finally, in Section 4.3.6, we give a family of one-way hash functions.
4.3.2 Making Some Siblings Hard
The crucial cryptographic property of a family of one-way hash functions is that it is hard to
find a sibling of any domain element. Naor and Yung start with a one-way permutation, which
trivially has this property, and thus only had to show how to make the function compress as
well.
We are not so fortunate. Consider, for example, the function f(< z, y >) =< g(X), 1k >,
where z and y are k-bit strings, and g is some one-way permutation. It it easy to show that f
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is one-way, but that each element of the domain has an exponential number of siblings, all of
which are trivial to find. Nevertheless, in this section, we will show how to take any one-way
function and convert it into a family of functions F with the property that, for any input, a
non-negligible fraction of its siblings under a non-negligible fraction of the fi E F1 are provably
hard to find.
We begin by putting our one-way function into a normal form. Assume we are given a
function f : {0, l}m -. {0, 1}r which is one way. Let (m) = [log ml and k(m) = 21(m). Let
n = m + 4k(m) + (m) + 2.
We construct the function fo: (0,1)" - 0, 1)" such that for z E 0, 1)n, y E 0, 1}4k(m), and
i E {0, 1 1og4*(m)
fo(z. y i) = f(z) (y A (1' 04k(m)-i)) i,
where the A is bitwise AND. The reason for constructing fo is that its pre-image structure is
largely known.
Lemma 4.3.1 IDj(fo)l, as a function of j, is increasing in the range 0 to m, flat and equal to
2n /4k(m) in the range m to 4k(m), and decreasing in the range 4k(m) to m + 4k(m).
Proof
4k(m)-1
IDj(fo)l = 24k()Dji(f)I
i=O
min(m,j)
= 24k(m) IDi(f)l.
i=max(0,j-4k(m)+1 )
From this form, one can easily observe the monotone nature of IDj(fo)l for small and large j.
For m < j < 4k(m), we note that
m
oD (fo) = 24k(m) E ID,(f)
i=O
= 24k(m)+m
= 2n/4k(m).0
However, fo does not lose the "one-wayness" of f.
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Lemma 4.3.2 If f is a one-way function, then fo is a one-way function.
Now we can construct a family F such that a non-negligible fraction of the siblings are
hard to find. We let Fl = H(/2+ol,), o {fo) o Hn,(n/2 2log,), i.e. to obtain a random fi E Fi
we randomly choose hi from an n-universal family of hash functions mapping (n/2 + log n)-bit
strings to n-bit strings, randomly choose h2 from an n-universal family of hash functions map-
ping n-bit strings to (n/2 - 2 log n)-bit strings, and let fi = h2 o fo o hi (fi maps (0, 1)"/2+l°g n
to {O, 1}n/2-21lon).
Next we must define what we mean by a hard sibling. For any f = h2 o fo o h E F,
and for any z E {0, 1)n/2-2lon " , we define the hard sibling set H1 , (z) to be the set of y's in
{0, 1}n / 2- 2l° n such that
1. fi(y) = f(z)
2. fo(hl (y)) # fo(h (z))
3, h(y) E Dn/2(fo)-
The first condition states that y is a sibling of z. We will not be able to prove any hardness
results about elements which collide with z on hi or fo, so we will simply declare them to be
easy siblings. The second condition states that y is a sibling of z due to a collision on h2,
not on fo (or hi). We give for technical reasons which will become apparent below, the third
condition on a sibling being hard. For convenience, we also define the set of easy siblings,
Ef,(z) = S, (z) - Ha, (z).
Now we can give two lemmas which make precise the hardness of fl. The first is that finding
hard siblings is actually difficult. First let us define what it means for an algorithm to find hard
siblings.
Definition 4.3.3 A hard sibling finder for F is probabilistic polynomial-time algorithm A
which chooses an z E {O, l}" / 2+ °z , gets a random fi E F1, and with probability at least nC
over its random coins and the choice of fi outputs a y E HjA (z).
Lemma 4.3.4 If there ezists a hard sibling finder A for F1, then there exists a probabilistic
polynomial-time algorithm B which inverts fo with non-negligible probability.
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Proof Algorithm B, given z = fo(w) (where we assume w is picked uniformly from {0, 1}"),
gets from A, picks hi at random, picks r E {0, 1}n/2-2l °on at random, then picks h2 at
random subject to the constraint that h2(fo(h 1(z))) = h2(z) = r. Algorithm B then gives
fi = h2 o fo o hi to A. It then lets y be the output of A. Finally outputs h1(y).
We will, in fact, only try to invert strings in Rn/2(fo). So, for now, let us assume that w is
picked uniformly from Dn/2(fo). Also, assume z is chosen by A and that the probability that
A will subsequently output an element of Hf ( z ) assuming a random f is p,. Under these
assumptions, let us first consider the probability that A outputs an element of Hf, (z) when fi
is supplied by B. This probability can be written as
Z Pr[An outputs yEHf(z)hl,h 2] Pr[B picks hl,h 2].
hl,h2
The above summation would be p, if the probability that B selected h and h2 was exactly
equal to the probability of picking hi and h2 uniformly at random. What we will in fact show is
that, for almost all hi and h2, these two probabilities differ by at most a (1 + 0(1/vfni)) factor.
This implies that the summation above is at least p,(1 - O(1/vif)).
Fix any hi and r. Let G(h2) contain the elements of Dn/2(fo) which h2 o f maps to r, i.e.
G(h2) = f(h- 1 (r)) n Dn/2(fo).
The expected size of G(h 2) is n2 2n/2 /4k(m). We can also write IG(h 2) as
2n/2+1 E X,
EIR,./2(o)
where X, takes on value 2-n/ 2 -'Ifo-'(y)l if h2 (y) = r and 0 otherwise. Each X, takes on values
between 0 and 1, and since h2 is randomly chosen from an n-universal family of hash functions,
the X,'s are n-wise independent. Thus we can apply Lemma 2.2.10 with k = Vji to show that
Pr[EX, - E[EX,] > 2n3/4] < 2- v .
3I V
So for an overwhelming fraction of the h2's
4k(n _ n3 /4)2n/2 < IG(ha2) < (4k( ) + n3/4)2n/2.
This holds even if we first restrict to those h2 which map fo(hl(z)) to r, since even with that
restriction the Xi's are (n - 1)-wise independent (and we applied Lemma 2.2.10 assuming only
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V/-wise independence). Since for every w, the fraction of the h2's for which h2(fo(w))
h2(fo(hl(x))) = r is exactly 2 - "-4 °lo s n, we can think of B as uniformly picking a pair < w, h2 >
from the set {< w, h2 > 1h2(fo(w)) = h 2(fo(hl())) = r}. So clearly, the probability of picking
h2 is exactly proportional to the size of G(h2 )J, and is thus within a (1 + 0(1/V'n)) factor of
uniform for almost all h2.
Now let us assume that A does in fact output a hard sibling y. Then in particular, h1(y) E
G(h2) - S 0o(hl(z)). But given A's view of the computation (i.e. hl, h2, r, and x), w is just a
random element of G(h2) - Sl(hl(x)). So
Prffo(hl(y))= fo(w) = z]
S E(tw)I
lG(h2)l
> n(2 + (n3/4)
> /n.
So if w is picked uniformly from Dn/2(fo) then the probability B outputs a pre-image of z
is at least 1/n. Since D, 2/(fo) accounts for more than a 1/n fraction of {0, 1}', this implies
that the probability the B outputs a pre-image of z when w is picked uniformly from {0, 1}' is
at least l/n2, given that A succeeds in outputting a hard sibling. Thus we have,
Pr[B inverts z] > n- 2 Pr[A initially outputs xzip
> n-2(n-C(l - O(1/v'r)) - 0(2-V'))
_ > (n -o2) o
Lemma 4.3.4 says that we cannot find hard siblings in polynomial time. The next lemma
says that these hard siblings for a given w form a non-negligible fraction of the possible siblings
of w.
Lemma 4.3.5 Fiz w E {O, 1}n/2+1osn and let X be a random variable (dependent on the ran-
dom choice of fl) such that
X = log I (w)1Ir,(ww)l'
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i.e. X is the logarithm of the ratio between the number of siblings and the number of easy
siblings. Then the X takes on values in the range 0 to n and has expected value at least f)(1/n).
Proof Consider some w E {0,'1)n/2+lon" . We will show that with constant probability, w has
at most n3 siblings, and at least n 2 of them are hard. Pick z E {0, 1)} and z E {O, 1)"n/2 - 21o
at random. We will restrict our attention to hash functions hi which map w to z and h2 which
map y = fo(z) to z. Note that picking x at random and then hi at random subject to hi(w) = x
is the same as just picking h at random; similarly, picking z at random and then picking h2
at random subject to h2(y) = z is the same as just picking h2 at random.
To count the number of siblings w' of w under fi, we first count the number of siblings '
of z under h2 o fo, and then count the number of w' that h maps to such '.
Let y be in the range of fo. We let Xv take on value fol(y)l if h2 (y) = z, and 0 otherwise.
Then, the number of siblings x' of z under h2 o fo can be written as,
ISh20,,o() = E XV
vERange(fo)
< E E X + E E X +
i<q ER,(fo) s$i<: + -logn ,ER,(fo)
~[E x, + ISo(x)l
i> + logn ER,(fo)-{fo(x)}
We bound each of these four terms separately. Letting X.' = 2-"/ 2XY, we get
E E x,,=2-/2 E x.
i<f yEA(fo) i< YER, (o)
Each XX in the above sum takes on values between 0 and 1. Furthermore, by Lemma 4.3.1,
and the fact that, for any y, the probability that h2(y) = z is 2/2+ 2 °1 n,
E[> E X'] = 2-n+21 I(fo)l
i<f yER(fo) i< 
5 < n.
Thus, by Lemma 2.2.10 (using k = n),
Pr[E E X > n+ 2n7/ 4] < 2-
i<! yERi(fo)
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So,
Pr[E X > (n + O(n ))2"/ 2] < 2
i< vERi(fo)
By a similar argument, we obtain,
Pr[ E E X, > 4n7/4n "/2] < 2- '.
<< +I logn yER,(fo)
To bound the third term, we note that,
Pr[ E X, > 0] < 2-n/2+2 '0n E IR,(fo)
i> + logn YER,(fo)-{fo(z)} i> A+ I logn
< 4/vri.
Finally, we note, since z was picked at random,
Pr[lS/0(z)l > 2/2 ] < 5/8.
Putting the above bounds together, we find that with probability at least 3/8 - O(1//ih),
IShfo(z)l ( n + O(n7/4))2/ 2
Assume that the above inequality holds, and now consider the number of siblings w' of w under
fi. Note that,
S, (w) = hj'(Sh&oo()).
For w' E {0, 1}/2+i °os , let X, take on value 1 if hl(w') E Sho 0o(z), and 0 otherwise. Then,
ISf,(w) = 1 + E xw,
and thus by Lemma 2.2.10, we can show
Pr[IS (w)j> 23] < 2-n
under the assumption that the previous inequality holds. Thus, with probability at least 3/8 -
o(l/a),
23IS,(w) < n-
Now consider the number of hard siblings of w. The hard siblings are those w' which hi
maps to G(h2) - fol(y). With overwhelming probability, the size of this latter set is at least
1.1n2"n2, and thus with overwhelming probability, there are at least n2 hard siblings of w.
Therefore, with probability at least 1/3, X is at least 1/n, so E[X] 1/3n. 0
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4.3.3 Making Most Siblings Hard
In the previous section, we showed how to, given any one-way function, construct a family of
functions for which some of the siblings are hard to find. In this section we will construct a
family of functions for which almost all siblings are hard to find.
Let F2 = F2n s, i.e. a random f2 E F2 is constructed to run 2n5 different f's in parallel.
Let f2 = fl f . f 2ns
To define our set of hard siblings, we let
Ef(l . .2." ) == {yl . ... y2l y E Elf for 1 < i < 2n5},
and let H 2(z) = S 2(x) - Efl(z), i.e. a sibling is easy if and only if it is easy in each com-
ponent. We can define a notion of a hard sibling finder for F2 in a way completely analogous
Definition 4.3.3.
Again, we must show two facts, first that our notion of hardness is correct, and second that
most siblings are in fact hard.
Lemma 4.3.6 If there is a hard sibling finder A for F2, then there is a hard sibling finder B
for Fl.
Proof Given an algorithm for finding hard siblings under F2, we obtain an algorithm for finding
a hard siblings under F1 as follows. Algorithm B will run algorithm A to obtain z = zl ... 2ns
It will then select an i at random between 1 and 2nS, output Xi, and attempt to find a hard
sibling for i. Given f picked at random, we pick f for i j at random from F1 and run A
to get y = Yl ·...- - - Y2n5 , and cutput Yi. If y is a hard sibling of z under f2, then some yj must
be a hard sibling of zj under fl. Since i was chosen at random, there is a 1/2n5 chance that
i=j. Thus with probability at least 1/2n ¢+ S, we output a hard sibling for zi. 
Lemma 4.3.7 Fit z E {O, l}n+2 '5sl " n and let X be a random variable (dependent on the
random choice of f2) such that
X = log IS,(x)IE;,()I'
Then the probability the X < O(n4 ) is at most ee( n). In other words, with all but an ezpo-
nentially small probability, there is an exponential gap between the total number of siblings and
the number of easy siblings.
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Proof Because both easy siblings and all siblings of f2 are just cross products of the respective
sets from f, we get that X is the sum of Xl,..., X2,,s chosen independently according to the
distribution defined in Lemma 4.3.5. But by Lemma 4.3.5, each Xi is between 0 and n and has
expected value at least 1/3n. The lemma follows from applying Chernoff bounds. o
4.3.4 Making All Siblings Hard
From the previous section, we now have constructed a family of functions F2 where almost
all the siblings under most f2 E F2 are hard to find. Unfortunately, there still may be an
exponential number of easy siblings for any element of the domain. In this section, we show
how to use the exponential gap between easy and hard siblings to construct a family of functions
F3 for which, except for an exponentially small fraction of the functions f3 E F3, all non-trivial
siblings are hard.
Let us look more carefully at Lemma 4.3.7. We rewrite the random variable X as Y- Z,
where random variable Y = log S12(z)l and random variable Z = loglJE12(z). Assume for
now that we are told the values of E[Y] and E[Z] (we will remove this assumption in Section
4.3.6). Let I = (E[Y] + E[Z])/2. Then let F3 ,1 = F2 o H( +2logn-),(+2n5n) Consider
f3 = f2 o h3 E F3 ,1. We can define the hard sibling set of an element under f3 as
HR3(z) = y E Sf 3(z)- Sh3(z)lh3(y) E H 2(h3(x))}.
Lemma 4.3.8 Suppose I > n. If there ezists a hard sibling finder A for F3 ,l then there ezists
a hard sibling finder B for F2.
Proof Algorithm B will get z from A, and output h3 (z). It will then get a randomly chosen
f2 E F2, randomly choose h3 E H16+ 2 , logn-_),(n 6 +2, 5 log ) and give f3 = f2 o h3 to A.
It will get y from A and cutput h3(y). With probability 1 - 2-' I - 2- ' , Sh3 (z) = O .
Assuming this is the case, h3(y) E H13 (h3()) if and only if y E NH2(z). So the probability that
h3(y) E Hf (h3(i)) is at least n- c - 2-n. o
However, we will now show that under most f3 E F3, all non-trivial siblings are hard. The
intuition is that h3 selects a very small subset of the domain of f2. This subspace is so small
that it will not contain any easy siblings, although it will contain many hard siblings. This
intuition is captured more formally in the following lemma.
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Lemma 4.3.9 Suppose I > E[Z] + n4/4. Then for any z E {O, 1}n '+2n5 logn-I, with probability
at least 1 - e- e(n) (over the choice of f3). S3(x) = H1 3(z) U {z}.
Proof Assume z = xl · 2 ' ... x2n. Consider a randomly chosen f3 = f2 o h3, where
f2 = f'* f' *... *f"n. Define random variables Z1 ,..., Z2ns, where each Zi is the logarithm
of the number of easy siblings of zi under fi, and is between 0 and n. Also, define random
variable Z to be the logarithm of the number of easy siblings of z under f2. Then, Z = Ei Zi,
and thus, by Chernoff bounds,
Pr[IZ - E[Z]I > a] < e / 4"
In particular, plugging in a = ( - E[Z])/2 > n4/8, we get that the probability Z > (E[Z] + 1)/2
is at most e- n" 256
Now consider the probability that z has a non-trivial easy sibling under f3. The proba-
bility that h3 maps any element other than z to E12(z) is at most 2 6+2nl1osn- E2(z)l =
IEf2(z)/2', which assuming that Z < (E[Z] + 1)/2, is at most 2- '4/8. 0
Corollary 4.3.10 If 1 > E[Z] + n4/4, then any non-trivial sibling finder for F3,1 is a hard
sibling finder for F3,1.
4.3.5 Compressing
We have finally achieved a function with the hard-sibling property that we want. However, there
are still a couple of problems left to be solved. The most obvious is that, in our quest to get the
hard-sibling property, we have created a length-increasing function. In particular, the family
F3,l constructed in the previous section maps (n6 + 2ns log n - I)-bit strings to (n 6 - 4n5 log n)-
bit strings, Since one can show that I = e(n6), it is clear that f3 E F3,1 expands its input. In
fact, simply applying a randomly selected hash function h4 mapping (ne - 4n5 log n)-bit strings
to (n6 + 2n5 log n - 1 - n/100)-bit strings to the result of f3 will solve the problem. So let
F4,1 = H(n6 -4n log n),(n6+2n log n-l-n/100) F3 ,.
Then we have the following lemma.
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Lemma 4.3.11 Suppose I < E[Y] - n4 /3. Fix x E {0, }n6+2n 5 logn -. Then, for any E
{0, 1 } n6 + 2 n5 log n-i, with probability at least 1 - 2 -(n) for a randomly chosen f4 = h4 o f3 E F4,1,
h4 induces no collisions with x, i.e. Sf,(x) = Sf,3 (z).
Proof We will bound the size of the range of f3 by 2n6 +2"5 logn-l-n/80. Once we have established
this fact, the lemma follows trivially. In principle, we would like to bound the range of f3 by
n6+2n5 klg n-1
E 2-'lDi(f3)1.i=O
In fact, it will be more convenient to work with f2. We will consider 2 cases.
First, consider z E Ui>l Ri(f 2). We will conservatively assume that all such z are in the
range of f3, i.e. if we expect to have z in the range, then just assume it is. To bound the number
of such z, we note that
n6+2n5 log n
IU Ri(f2) = E IRi(f)1
i>l i=l
ne +2n5 log n
< E 2-'IDi(f2)1.
i=l
Now we must bound IDi(f 2). For all y, for random f2, log ISf2(y)l is just the random variable
Y we have already considered. In particular, by Chernoff bounds, we can show
Pr[IY - E[YI] > a] < e 2 /4n.
However, what we are interested in is closer to the case where the hash functions are fixed and
y is chosen at random. To get the bound we desire, consider pairs < y, f2 >. Using the bound
above, we can show, for any c, for all but an fraction of the f2's, the fraction of y's with
ISf2(y)J < 2E [Y ] - a is at most e- a2/4n /E. In particular, fix = 2 -n/10° . This gives that
n6 +2ns logn
2-ilDi(f2)1
i=l
n +2n5 log n7 2 n6 +2n 5 log n - i+n/ l OO e- (E[Y]- i) 2/4n 7
i=l
E 2 n6+2n5 log n-E(Y]+j+n/100e-j2/4n7
j=E[Y]-n 6 -2n 5 log n
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EM-I
2n
6+2n5 logn-E[Y]+n/100 E 2-j /4n7
j=E[Y]-n 6 -2n 5 logn
< 2n6+ 2n 5 logn-E[Y]+n/100+22 E[Y]-I-(E[Y]-1) 2 /4n7
< 2n6+2n 5 logn-l+n/100+2 2 -(n 4 /3)2 /4n7
< 2n+2n 5 logn-l-n/60
The second case we consider is z E Ui<l Ri(f 2). Here, we will bound the number of such z
in the range of f3 by the number of x in the domain of f3 which map to them. To do this, we
first note that
U I Di(f 2 )l < 2 n6 +2n 5 logn+n/lOOe-(E[Y]-i) 2/4n 7
i<l i=O
< 2n6+ 2n 5 logn+n/1OO+ l e - (E[Y]- l )2 /4n 7
< 2 n
6+2n5 logn+n/100e-(n/3)2/4n7
< 2 n6+2n5 logn-n/60
Now we can apply Lemma 2.2.10 to bound the number of x in the domain of 3 which map to
Z E Ui<l Ri(f 2) by 2 n6+2n5 logn-l-n/80-1 for almost all h3.
Adding these two parts together, we get the desired bound on the range of f3 for almost all
hash functions, so h4 is very unlikely to induce a collision. 
Lemma 4.3.12 Suppose < E[Y] - n4 /3. Then if there exists a non-trivial sibling finder A
for F4,1 then there exists a non-trivial sibling finder B for F3,1.
Proof First, B runs A to get x and outputs it. Next, given a random f3 E F3,1, B picks a
random h4 and gives f = h4 o fa to A. Finally, B gets y from A and outputs it. If A gives
a non-trivial sibling y of x under f4, by Lemma 4.3.11, with overwhelming probability, it is a
non-trivial sibling of z under f3. 
Lemma 4.3.13 If f is a one-way function and E[Z] + n4 /4 < I < E[Y] - n4/3 then F4,1 is a
family of one-way hash functions mapping {0, l}n6+2n5 logn- to {0, 1}n6+2n5 logn-l-n/100.
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4.3.6 Putting Things Together
In the previous section we showed that, given any one-way function, if we could choose I
properly, we could construct a family of one-way hash functions obtaining a slight compression.
In this section, we show how to obtain greater compression and also remove the need to choose
1.
We begin with a way to convert a family of one-way hash functions obtaining even one bit of
compression into a family of one-way hash functions obtaining an arbitrarily large compression
ratio. Our approach differs from that used by Naor and Yung [55]. They directly construct of a
sequence of small-compression families of one-way hash functions, each with different input and
output lengths. On the other hand, we require only a single family of one-way hash functions
in our construction. This is very important to us-otherwise we would not be able to remove
the dependence on 1.
First, we show that running a polynomial number of copies of a one-way hash function in
parallel yields a one-way hash function.
Lemma 4.3.14 Let F be a family of one-way hash functions mapping nl bits to n2 bits (nl >
n2). Then for any a, b E n0(1) , G = Fa .{ Ib), where lb is the identity function on {0, 1}b, is a
jamily of one-way hash functions mapping anl + b bits to an2 + b bits.
Proof Assume algorithm A is a non-trivial sibling finder for G succeeding with probability
n- C. Then we can construct a non-trivial sibling finder B for F as follows. Algorithm B will
run algorithm A to obtain z = xl ... .z, · x +l. It will then select an i at random between 1
and a, output i, and attempt to find a hard sibling for zi. Given fi E F picked at random,
we pick fj for i # j at random from F and run A to get y = Yl · ... y, · ya+l, and output i.
If y is a non-trivial sibling of x under f2, then for some j, 1 < j < a, yj must be a non-trivial
sibling of xj under f. Since i was chosen at random, there is an 1/a chance that i =j. Thus
with probability at least 1/anc, we output a hard sibling for xi. 
Next, we show taking the composition of a sequence of one-way hash functions yields a
one-way hash function.
Lemma 4.3.15 Let nl _ n2 < . .. * nm+l = no0( ) . Suppose {Gi}!)il is a collection of families
of one-way hash functions, where Gi maps ni+l bits to ni bits. Then G = G1 o G2 o ... o Gm is
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a family of one-way hash functions mapping nm+l bits to nl bits.
Proof Assume algorithm A is a non-trivial sibling finder for G succeeding with probability
n- c . Then we can construct a collection of probabilistic polynomial-time algorithms {Bi} such
that, for some i, Bi is a non-trivial sibling finder for Gi. Algorithm Bi will run algorithm A
to obtain x. It will then select gj E Gj at random for j i, and let 9' = gi+1 o gi+2 o... o m
and g" = g1 92 ... o ... ogi-1. Next, it will compute and output x' = g'(z). Getting a random
gi E Gi, it will give g" o gi o g' to A and get back y. Finally, it will output g'(y).
If y is a non-trivial sibling of x under gl o g2 o ... o g, then there is a unique j such that
(gj+1 o j+2 o ... o gm)(Y) is a non-trivial sibling of (gj+l o gj+2 ... o g9m)(x) under gj . Thus if
A finds a non-trivial sibling with probability n -C, then some Bi must find a non-trivial sibling
with probability 1/anc. 
The above two lemmas allow us virtually arbitrary compression given any one-way hash
function.
Lemma 4.3.16 Suppose F is a family of one-way hash functions mapping nl bits to n2 bits.
Then for any n 3 > n4 n - 1, n3 = n ° ( ) , there ezists a family of one-way hash functions
mapping n3 bits to n4 bits.
Proof Follows from Lemmas 4.3.14 and 4.3.15. 0
Corollary 4.3.17 Suppose 0 < I < 2n6. Then there exists a family of functions F5,l from
(0, 1)96n to {0, 12n6 such that if f is a one-way function and E[Z] + n4 /4 < I < E[Y] - n4 /3
then F5,1 is a family of one-way hash functions.
Now we can finally construct a family of one-way functions based only on the assumption
that f is one-way. Note that, since E[Y] - E[Z] > 2n4 /3, we only need I to be in a range of
size at least n4/12. Also, we know that I is between 0 and 2n6. Therefore, we know that one
of F5 ,n/ 12, F5,2n4/12, ... , F5, 2n6 is a family of one-way hash functions. We construct F6 as the
set of functions f6 mapping x to f 5,n4/12(x) f5 ,2n4/12(x) . . .- f5 ,2n,(z), where fs,i E Fs,i.
Lemma 4.3.18 If f is a one-way function then F is a family of one-way hash functions
mapping 96n9 bits to 48n8 bits.
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Proof Assume probabilistic polynomial-time algorithm A is a non-trivial sibling finder for F6.
Then we will construct a non-trivial sibling finder BI for Fs,1, where I is any multiple of n 4/12.
In particular, we will be interested in such an I which is between E[Z] + n4 /4 and E[Y]- n4/3,
which is guaranteed to exist. Algorithm B1 simply gets x from A and outputs it. Then given
a random f5,1 E F5,1, BI randomly chooses the other f5,i's and gives the resultant f6 to A. It
then gets y from A. If y is a non-trivial sibling of x under f6 then it is a non-trivial sibling of
x under each f5,i, and in particular under fs5,. 0
Summing up, we get the following theorems.
Theorem 4.3.19 Under the assumption that one-way functions exist, one-way hash functions
exist.
Theorem 4.3.20 Under the assumption that one-way functions exist, there exists a signature
scheme which is secure against existential forgery under adaptive chosen message attacks.
Finally, we note that, although this paper has been mostly phrased in terms of the uniform
model of security, our construction works equally well in the non-uniform model. Thus we get
the following theorem.
Theorem 4.3.21 Under the assumption that one-way functions in the non-uniform model ex-
ist, there exists a signature scheme which is secure against existential forgery under adaptive
chosen message attacks by polynomial-sized circuits.
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