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En diversos ámbitos de la ciencia con gran frecuencia los resultados suelen reflejarse por
medio de curvas (datos funcionales). Con este trabajo se pretende dar una solución al prob-
lema de la predicción espacial de datos funcionales cuando no se evidencia estacionariedad.
El predictor propuesto tiene la misma forma matemática de un predictor kriging clásico, pero
teniendo en cuenta curvas en lugar de datos univariados. Luego, a través de un procedimiento
similar al del kriging universal de la geoestad́ıstica en una dimensión se deducen los sistemas
matriciales que permiten determinar los pesos de cada una de las variables funcionales medi-
das en los sitios visitados. La metodoloǵıa propuesta se valida mediante el análisis conjunto
de datos reales de temperaturas tomadas en estaciones meteorológicas de Canadá.
Palabras clave: Variable funcional, validación cruzada, suavizado de curvas, traza-
varioagrama, kriging universal.
Abstract
In various fields of science very often the results of certain measurements are usually re-
flected by curves (functional data).In this paper we give a solution to the problem of spatial
prediction of functional data stationarity when there is no evidence. The predictor proposed
has the same mathematical expresion of a classic kriging predictor, but considering curves
instead of univariate data. Using a procedure similar to the universal kriging in geostatis-
tical one-dimensional a matrix system is derived for determining the weights of each of the
functional variables measured in the sites visited. The proposed methodology is validated by
analyzing a real data set corresponding to temperature curves obtained in several weather
stations of Canada.
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Okfd Kriging ordinario para datos funcionales
Okfd.cv Validación cruzada del kriging ordinario de datos funcionales
Ukfd Kriging universal para datos funcionales
Ukfd.cv Validación cruzada del kriging universal para datos funcionales
PEN Penalización a la rugosidad
RBF Función base radial
TDW Transformada discreta wavelets
TFF Transformada rápida de Fourier
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1. Introducción
En muchas áreas del conocimiento con gran frecuencia los resultados de ciertas mediciones
suelen reflejarse por medio de curvas (datos funcionales). Aśı, por ejemplo, en agronomı́a, es
común medir la resistencia a la penetración (curvas de resistencia a la penetración) en una
región antes de la siembra [Chan et al., 2006]. La resistencia a la penetración es una medida
emṕırica de la dureza del suelo que permite de manera rápida identificar áreas donde la pro-
fundidad o compactación del suelo puede limitar los rendimientos [Castrignano et al., 2002].
La resistencia mecánica del suelo a la penetración muestra gran influencia en el desarrollo
vegetal ya que el crecimiento de las ráıces y la productividad de los cultivos vaŕıan en forma
inversamente proporcional a su valor [Freddi et al., 2006]. En economı́a se hace referencia a
curvas intra-d́ıa de cotizaciones en la bolsa, en medio ambiente se dispone de mediciones con-
tinuas de redes de vigilancia atmosférica, fluvial o meteorológica, además del reconocimiento
de imágenes o de la información espacial, este último de gran auge en nuestro mundo actual
[Febrero, 2008].
Cabe resaltar en la utilización de datos funcionales ciertas particularidades que hacen que
los métodos tradicionales muestren cierto tipo de limitaciones, esto es debido a tres de sus
caracteŕısticas: la dimensión, la correlación y el trabajar en espacios funcionales.
La obtención de información se dificulta en gran medida con el problema de la dimension-
alidad ya que no es factible recopilar información de manera indefinida, ni mucho menos se
cuenta con un objeto matemático capaz guardarla. Es decir, el primer problema se encuentra
en la propia captura de los datos, ya que es imposible acceder a la curva completa. Sin em-
bargo, gracias al análisis funcional y a los avances informáticos se ha hecho viable, a partir
de un conjunto discreto de observaciones construir curvas mediante métodos de suavizado o
interpolación, donde debe quedar claro que la eficiencia de una técnica u otra dependerá de
la naturaleza de los datos.
En el caso de datos funcionales se preserva la correlación entre los distintos puntos de la
curva. Desde luego, que ésta correlación resulta ser consecuencia de la proximidad lo cual
conlleva al problema de la redundancia. Las nuevas propuestas del ADF necesitaran cambios
sustanciales de forma que sus métodos involucren este efecto.
Por otra parte, la naturaleza de los datos plantea otra dificultad. Dependiendo del espa-
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cio al cual pertenezcan las funciones pueda que no se tenga siquiera una métrica, pero aún
teniéndola no es trivial definir el concepto de cercańıa o de similitud entre dos funciones
de dicho espacio. Aśı las cosas, para el ADF resulta de suma importancia la elección de
una métrica o semi-métrica que se ajuste mucho a los intereses de la aplicación deseada
[Torrecilla, 2010].
Un problema importante en la mayoŕıa de las investigaciones cient́ıficas es la formulación de
modelos estad́ısticos que representen adecuadamente el fenómeno aleatorio en estudio. En
muchos casos, la utilización de modelos sencillos que supongan que las observaciones de dicho
fenómeno han sido tomadas bajo condiciones idénticas e independientes unas de otras no es
adecuado. La falta de homogeneidad en los datos suele ser modelada a través de la suposi-
ción de una tendencia no constante (ausencia de estacionariedad). Por otra parte, si existe
evidencia para pensar que los datos cercanos en el espacio o en el tiempo son más semejantes
que aquellos que están alejados, es decir, que los datos puedan presentar dependencia espa-
cial y/o temporal, resulta más conveniente emplear modelos que exploten adecuadamente
dicha componente espacial o espacio-temporal. Si bien en los últimos años estos modelos
han recibido mucha atención por parte de la comunidad estad́ıstica debido más que todo
a su interés práctico, resulta llamativo el escaso número de aportaciones donde el principal
objetivo sea la realización de inferencia estad́ıstica en dichos modelos cuando se supone la
existencia de una función media o tendencia [Reyes, 2010].
Con este trabajo se propone una solución al problema de la predicción espacial de datos
funcionales bajo la ausencia de estacionariedad, es decir, esto es lo que en el contexto de
la geoestad́ıstica clásica hace referencia a que la variable regionalizada se caracteriza por
mostrar algún tipo de tendencia. Ahora, se desea tener en cuenta dichos efectos en nuestra
variable funcional de tal manera que podamos construir un predictor espacial de datos fun-
cionales v́ıa kriging universal funcional.
De la misma manera que los métodos estad́ısticos estándar se han generalizado para ser
utilizados en el ADF, algunas técnicas de la geoestad́ısticas se han adaptado a este tipo de
datos con el fin de hacer la predicción espacial de curvas. Goulard y Voltz (1993) trataron
el problema de la predicción espacial de datos funcionales en sitios no muestreados bajo la
existencia del supuesto de estacionariedad. En ese trabajo las funciones son conocidas so-
lamente a partir de un conjunto finito de puntos y un modelo paramétrico los ajusta para
reconstruir la curva completa. En este contexto, el modelo paramétrico se supone conocido
y tanto el número de puntos conocidos para cada función como el número de parámetros en
el modelo paramétrico, se asumen pequeños [Goulard and Voltz, 1993]. Giraldo, Delicado y
Mateu (2010) retoman las contribuciones de Goulard y Voltz (1993), superando los supuestos
restrictivos en cuanto al modelo paramétrico y al número pequeño de puntos observados por
función. En particular, proponen aplicar un ajuste no-paramétrico al pre-proceso de las fun-
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ciones observadas (suavizado por bases de funciones) donde el parámetro de suavizado es
elegido mediante el proceso que llamaron validación cruzada funcional . Giraldo, Deli-
cado y Mateu (2010) proponen la metodoloǵıa del kriging ordinario para datos funcionales
donde la función a predecir en un sitio no muestreado es la combinación lineal de las curvas
observadas, lo cual también hab́ıa sido propuesto por Goulard y Voltz (1993), teniendo en
cuenta las restricciones antes mencionadas.
El trabajo se desarrolla con el siguiente orden: En la sección 2.1 se presenta una breve
descripción de la geoestad́ıstica univariada, multivariada y espacio-temporal. En la sección
2.2 se escriben los conceptos básicos asociados a la geoestad́ıstica de datos funcionales donde
se resalta la importancia de los métodos de suavizado y la regresión funcional. Las técnicas
habituales para la modelización de datos funcionales se centran en la independencia fun-
cional. Sin embargo, en múltiples áreas de las ciencias aplicadas, se muestra un significativo
interés en la modelización de datos funcionales correlacionados. Ya apropiado de los concep-
tos básicos asociados a la geoestad́ıstica de datos funcionales, en la sección 2.3 se muestra
una adaptación del kriging ordinario de la geoestad́ıstica clásica a los datos funcionales donde
la predicción funcional en un sitio no visitado suele ser una combinación lineal de las cur-
vas en los sitios muestreados, junto con su correspondiente condición de insesgamiento. En
la sección 3.1 se propone el fundamento estad́ıstico-matemático del kriging universal para
datos funcionales, motivación primaria de esta teśıs, la cual surge como una adaptación del
kriging universal de la geoestad́ıstica univariada. Finalmente en la sección 3.2 se validan
estos resultados con los datos de temperatura de Canadá, donde se han tomado los valores
promedios de temperatura d́ıa por d́ıa durante 30 años. Dichos datos satisfacen las condi-
ciones de no estacionariedad y se modelan mediante funciones continuas dada la naturaleza
de los sistemas atmosféricos. Se empleó el software R [Team, 2008] para crear un código que
permitiera hacer predicción espacial de las curvas de temperatura de Canadá usando kriging
universal funcional, dicho código se muestra en el anexo.
2. Marco Teórico
2.1. Elementos de geoestad́ıstica
La geoestad́ıstica aborda el problema de la predicción espacial en una región con continuidad
espacial. Los datos geoestad́ısticos pueden tener dependencia espacial, temporal o ambas. En
muchos casos, además, este tipo de datos suelen ser multivariantes [Reyes, 2010].
2.1.1. Procesos espaciales
Definición 1 Una variable aleatoria Z(s) medida en el espacio de tal manera que presente
una estructura de autocorrelación, se dice que es una variable regionalizada. De manera más
formal se puede definir como un proceso estocástico (Campo aleatorio) con dominio contenido
en un espacio euclidiano d-dimensional Rd [Cressie, 1993]. Esto es:{
Z(s) : s ∈ D ⊂ Rd
}
(2-1)
Dados s1, s2, · · · , sn, puntos de un cierto dominio D, el vector aleatorio
Z(s) = (Z(s1), Z(s2), ..., Z(sn))
t
está definido por su distribución conjunta
F (z1, ..., zn) = P (Z(s1) ≤ z1, ..., Z(sn) ≤ zn).
Definición 2 Se dice que un proceso estocástico como el definido en (2-1) es estacionario
fuerte si Z(s) = (Z(s1), Z(s2), ..., Z(sn))
t y Z(s+h) = (Z(s1+h), Z(s2+h), · · · , Z(sn+h))t
tienen la misma distribución conjunta, para todo h [Stein, 1999]. Esto significa que frente a
traslaciones su distribución conjunta resulta ser invariante.
El proceso es estacionario de segundo orden si se cumplen:
1. E(Z(s)) = m para todo s ∈ D ⊂ Rd.
2. Cov(Z(si), Z(sj)) = E [(Z(si)− µ)(Z(sj)− µ)] = C(h) <∞ para todo
si, sj ∈ D ⊂ Rd y h = ‖si − sj‖.
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El proceso es estacionario débil o intŕınseco si frente a la presencia de fenómenos
f́ısicos de varianza infinita se tiene que la diferencia entre dos sitios separados una distancia
h generan un proceso estacionario. Es decir, Z(s)− Z(s+ h) es estacionario, con lo que el
proceso cumple:
1. E(Z(si)− Z(sj)) = 0 para todo si, sj ∈ D ⊂ Rd.
2. V (Z(si)− Z(sj)) = E [Z(si)− Z(sj)]2 = 2γ(h) para todo si, sj ∈ D ⊂ Rd y
h = ‖si − sj‖ , donde la expresión 2γ(h) se denomina el variograma.
2.1.2. Función variograma
El variograma es una de las herramientas más importantes en la geoestad́ıstica, pues es la
base para caracterizar la estructura de dependencia espacial de algún proceso estocástico.
Dicha descripción espacial de Z(s) puede hacerse por medio de sus diferencias o incrementos.
En este sentido, puede decirse que el variograma teórico se define a partir de la condición de
estacionariedad intŕınseca.
De la definición del varioagrama se deducen que la función γ(h), la cual llamaremos semi-
variograma cumple las siguientes propiedades:
Es siempre positivo o cero, si es que se evalúa en el origen
γ(h) ≥ 0
Es una función par
γ(h) = γ(−h)






Resulta claro desde el punto de vista conceptual que los términos variograma y semi-
variograma no son sinónimos, aunque es común referirse al semivariograma como var-
iograma. La forma t́ıpica de un variograma acotado se muestra en la Figura (2-1).
Al valor que acota superiormente al variograma se le denomina sill o meseta. Si la vari-
able Z(s) es estacionaria de segundo orden, entonces la meseta coincide con V ar(Z(s)).
Al valor de ‖h‖ a partir del cual el valor del variograma es constante e igual a la
meseta, se le denomina rango. Para ‖h‖ mayores que el rango, Z(s) y Z(s + h) son
incorrelacionadas.
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Figura 2-1.: Semivariograma
Teóricamente, γ(0) = 0. Sin embargo, en la práctica suele ocurrir que ĺım
‖h‖→0
γ(h) 6= 0.
A esta desigualdad en el origen se le denomina efecto nugget o pepita. Su existencia
se debe a variaciones espaciales a distancias menores que el intervalo de muestreo más
pequeño.
A la diferencia entre la meseta y el nugget se le denomina sill parcial (psill) o meseta
parcial [Reyes, 2010].
2.1.3. Anisotroṕıa
Si la estructura espacial sólo depende de la norma de h y, por tanto, es independiente de
su dirección, se dice que Z(s) es isotrópica. Cuando no sólo depende de la norma de h,
sino que el variograma es diferente considerando diferentes direcciones, Z(s) es anisotrópica
[Reyes, 2010].
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2.1.4. Kriging
Puesto que uno de los objetivos de este trabajo se centra en la consecución de un predic-
tor espacial de datos funcionales en presencia de tendencia espacial, resulta indispensable
resaltar la metodoloǵıa kriging en la solución de éste problema. Supóngase que se tiene infor-
mación sobre cierto atributo f́ısico z en diferentes posiciones de un dominio D. Un problema
t́ıpico en esta situación es tratar de predecir el valor de z en aquellas posiciones donde no
hubo medición, teniendo en cuenta la estructura de covarianza de las variables aleatorias
Z(s) definidas en los sitios donde fue posible hacer mediciones. El método utilizado es muy
similar a una regresión lineal múltiple aplicada a un contexto espacial, en donde las variables
aleatorias Z(s) fungen como variables regresoras, y la variable aleatoria en el punto donde
interesa la predicción, Z(s0), funge como la variable dependiente. Al conjunto de algoritmos
de regresión lineal cuyo propósito es ese, se le conoce como kriging. Esta es una técnica
de estimación local que tiene la cualidad de ser el mejor estimador lineal insesgado de z
[Reyes, 2010].
El predictor kriging depende del modelo que se adopte para la función aleatoria Z(s). Por
lo general, Z(s) se suele descomponer en una componente de tendencia y una componente
residual, tal como lo expresa la ecuación
Z(s) = m(s) + ε(s) (2-2)
donde se supone conocido el variograma o el covariograma de ε(s).
El valor esperado de Z en la posición s representa el valor de la tendencia en dicha posición:
E [Z(s)] = m(s).
Las variantes de kriging dependen del modelo que se adopte para la tendencia m(s).
1. El kriging simple (KS) supone
m(s) = m,
es decir, que la media m(s) es conocida en todo el dominio D.
2. El kriging ordinario (KO) supone que la tendencia m(s) = m es constante pero de-
sconocida. Además, se ciñe a fluctuaciones locales de la media dentro de una vecindad
W (s), dentro del cual se pueda considerar la media estacionaria.
3. El kriging Universal (KU) considera que la media m(s) es una función que varia suave-
mente en todo el dominio D. La tendencia se suele modelar generalmente mediante
modelos de superficie los cuales resultan ser combinaciones lineales de las coordenadas
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donde los coeficientes ai se desconocen. Se considera que f0(s) = 1, de tal manera que
cuando K = 0, se tiene el caso particular del kriging ordinario [Dı́az, 2002].
Kriging ordinario (KO)
Suponga que se hacen mediciones de la variable de interés Z en los puntos si, i = 1, ..., n,
de la región de estudio, es decir, se tienen realizaciones de las variables Z(s1), ..., Z(sn), y
se desea predecir Z(s0), en el punto s0 donde no hubo medición. Bajo las consideraciones
anteriores, la metodoloǵıa kriging ordinario propone que el valor de la variable en el sitio
no muestreado puede predecirse como una combinación lineal de las n variables aleatorias,





en donde los λi representan los pesos o ponderaciones de los valores de las variables en
los sitios muestreados. Dichos pesos se calculan en función de la distancia entre los puntos
muestreados y el punto donde se va a llevar a cabo la correspondiente predicción. La suma
de los pesos debe ser igual a uno para que la esperanza del predictor sea igual a la esperanza
de la variable. Esto último se reconoce como el requisito de insesgamiento [Giraldo, 2009a].
Se dice que Z∗(s0) es el mejor predictor lineal en este caso, porque los pesos se obtiene de tal
manera que minimicen la varianza del error de predicción sujeto a que se cumpla el requisito
de insesgamiento, es decir, que se minimice la expresión:
V (Z∗(s0)− Z(s0)) sujeto a
n∑
i=1
λi = 1, (2-5)
y la aplicación del método de los multiplicadores de Lagrange como técnica de optimización
en conjunto con la determinación de la matriz de covarianzas a partir de la estructura de
autocorrelación espacial nos permite la determinación de los pesos λi óptimos.
Varianza de predicción del kriging ordinario





λiCi0 − µ, (2-6)
siendo σ2 = V [Z(s0)], Ci0 = Cov(Z(si), Z(s0)) y µ el multiplicador de Lagrange.
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Validación del kriging ordinario
Existen diversos métodos que permiten evaluar la bondad de ajuste del modelo de semivari-
ograma elegido con respecto a los datos muestrales y por ende de las predicciones hechas con
kriging. El más completo es el de la validación cruzada, que consiste en excluir la observación
de uno de los puntos muestrales y con los n − 1 valores restantes y el modelo de semivari-
ograma escogido, predecir v́ıa kriging el valor de la variable en estudio en la ubicación del
punto que se excluyó. Se piensa que si el modelo de semivarianza elegido describe bien la
estructura de autocorrelación espacial, entonces la diferencia entre el valor observado y el
valor predicho debe ser pequeña. Este procedimiento se realiza en forma secuencial con cada
uno de los puntos muestrales y aśı se obtiene un conjunto de n errores de predicción.
Lo usual es calcular medidas que involucren a estos errores de predicción como por ejemplo
el del mı́nimo error cuadrático medio (MECM). Una forma descriptiva de hacer val-
idación cruzada es mediante un gráfico de dispersión de los valores observados contra los
valores predichos. En la medida en que la nube de puntos se aproxime más a una recta que
pase por el origen, mejor será el modelo de semivariograma utilizado para realizar el kriging
[Giraldo, 2009a].
Kriging universal (KU)
Para el kriging ordinario planteado en (2-2), es indispensable que la variable además de ser
regionalizada cumpla con el supuesto de estacionariedad (al menos la estacionariedad débil).
En muchos casos la variable no satisface éstas condiciones y se caracteriza por exhibir algún
tipo de tendencia. Por ejemplo, en hidroloǵıa los niveles piezométricos de un acúıfero pueden
mostrar una pendiente global en la dirección del flujo [Samper and Carrera, 1990]. Aśı las
cosas, definase ahora Z(s) como en (2-2), es decir,
Z(s) = m(s) + ε(s),
siendo m(s) la función determińıstica que describe la tendencia, más una componente es-
tocástica estacionaria de media cero. Esto es:
E(ε(s)) = 0, V (ε(s)) = σ2,
y en consecuencia,
E(Z(s)) = m(s).
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donde las funciones fl(s) son conocidas y p es el número de términos empleados para ajustar





y este será insesgado si:
n∑
i=1
λifl(si) = fl(s0) para todo l = 1, · · · , p.
La obtención de los pesos en el kriging universal, análogo al método anterior, se determina
minimizando la varianza del error de predicción sujeta a la restricción de insesgamiento.
Nuevamente se aplica el método de los multiplicadores de Lagrange, y teniendo en cuenta la
estructura de autocorrelación espacial obtenemos los pesos óptimos.
Varianza de predicción del kriging universal








Nótese que si p = 1 y fl(s) = 1, la varianza de predicción del kriging universal coincide con
la del ordinario.
2.1.5. Geoestad́ıstica multivariable
Una generalización de la geoestad́ıstica univariante se tiene cuando en lugar de un proceso
estocástico se consideran m campos aleatorios distintos en una misma región espacial. A con-
tinuación se introducen los fundamentos del cokriging ([Myers, 1982]; [Bogaert, 1996]) y la
predicción espacial multivariable ([Ver Hoef and Cressie, 1993]; [Ver Hoef and Barry, 1998]).
Sea {Z(s) : s ∈ D} un vector espacial multivariable de m procesos aleatorios Z1(s), ...,Zm(s)
en una región espacial D ⊂ Rd y considérese el modelo
Z(s) = µ(s) + ε(s) (2-8)
donde µ(s) es un vector de medias y ε(s) es un vector aleatorio con E [ε(s)] = 0. Se asume
que los m procesos son estacionarios, es decir, el vector de medias se asume constante para
todo s ∈ D y las funciones de covarianza y variograma dependen sólo del vector de separación
h y no de la posición s. Luego, se considera la siguiente notación:
2γlq(si, sj) = V (Zl(si)− Zq(sj))
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γTlq = (γlq(s1, s0), · · · γlq(s1, sn))
Γlq =





γlq(sn, s1) · · · γlq(sn, sn)
















El predictor (2-9) es insesgado si
n∑
i=1
λik = 1 y
n∑
i=1
λij = 0 para todo j 6= k, j = 1, · · · ,m.






[Isaaks and Srivastava, 1987]. Usando el método de los multiplicadores de Lagrange para
minimizar el error cuadrático medio de predicción sujeto a las condiciones de insesgamiento,
se obtiene el sistema de ecuaciones cokriging expresado en notación matricial por:


























Γm1 · · · Γmk · · · Γmm 0 · · · 0 · · · 1

























































λj = (λ1j, · · · , λnj).
En la predicción espacial multivariante todas las m variables se predicen simultáneamente
en s0 ([Ver Hoef and Cressie, 1993]; [Ver Hoef and Barry, 1998]). En este caso, el predictor



































donde Γ y X están definidas como en (2-11), Λ es la matriz de parámetros, ∆ es una matriz
diagonal de multiplicadores de Lagrange, I es la matriz identidad y
G =

γ11 γ12 · · · γ1m





γm1 γm2 · · · γmm
 ,
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El cokriging podŕıa ser utilizado para predecir simultáneamente todas las m variables, por
cokriging cada variable, de una en una. La predicción cokriging para una variable de una en
una es identica a la predicción de la misma variable obtenida mediante la predicción espacial
multivariable[Ver Hoef and Cressie, 1993]. La diferencia entre estos dos enfoques se pone
de manifiesto a través de la varianza de predicción. Con el análisis cokriging de la varianza
obtenemos una predicción en cada momento. En la predicción espacial multivariable, además
de la predicción de las varianzas, es posible estimar una región de predicción multidimensional
con su eje longitudinal orientado hacia las regiones donde las variables predichas tienden a
covariar [Ver Hoef and Cressie, 1993].
2.1.6. Geoestad́ıstica del espacio-tiempo
La geoestad́ıstica espacio-temporal proporciona un marco de trabajo probabiĺıstico para el
análisis de datos y predicciones, que se basa en la dependencia conjunta espacial y tempo-
ral entre las observaciones [Kyriakidis and Journel, 1999]. El análisis se puede centrar en la
interpolación espacial en instantes de tiempo espećıficos. En este caso, el objetivo consiste
en comparar los diferentes mapas en el tiempo. Además, el análisis de igual forma se puede
centrar en el modelado de series de tiempo múltiples donde cada ubicación espacial está aso-
ciada con una serie de tiempos distintos. Ahora la teoŕıa centrada en la predicción geoes-
tad́ıstica muestra además la dimensión del tiempo. Si
{
Z(s, t) : s ∈ D ⊂ Rd, t ∈ [0, ∞)
}
denota un proceso estocástico espacio-temporal observado en N coordenadas espacio-tiempo
(s1, t1) , · · · (sN , tN). El objetivo fundamental radica en predecir de manera óptima (en espacio-
tiempo) el proceso en aquellos sitios no observados, basado en Z ≡ (Z (s1, t1) , · · ·Z (sN , tN))t
[Cressie and Huang, 1999]. Análogo a (2-4) y (2-9) el kriging espacio temporal está dado por:
Ẑ(s0, t0) = µ(s0, t0) +
n∑
i=1
λi (Z(si, ti)− µ(si, ti)), (2-13)
o en notación matricial
Ẑ(s0, t0) = µ(s0, t0) + cC
−1(Z− µ), (2-14)
donde C = cov(Z), c = cov (Z(s0, t0),Z) y µ = E [Z].
El proceso es estacionario si Cov (Z(si, tk), Z(sj, tl)) = C (si − sj, tk − tl) = C (h, u), h =
si − sj y u = tk − tl. El proceso se dice isotrópico si C (h, u) = c (‖h‖ , ‖u‖), esto es, la fun-
ción de covarianza depende de la separación de los vectores sólo a través de sus longitudes.
El predictor (2-14) será válido si la función C satisface la condición de ser definida posi-
tiva [Cressie and Huang, 1999], es decir, para cualquier (r1, q1), · · · (rm, qm), cualquier real





aiajC(ri − rj, qi − qj) ≥ 0. El campo aleato-
rio Z se dice que tiene covarianza separables si existen funciones de covarianza puramente
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espaciales y temporales Cs (Z(si), Z(sj)) y CT (Z(tk), Z(tl)) [Gneiting et al., 2005], respecti-
vamente, tal que
Cov(Z(si, tk), Z(sj, tl) = C(h, u)
= CS(Z(si), Z(sj)) · CT (Z(tk), Z(tl))
= CS(h) · CT (u)
Otro tipo de separabilidad involucra suma de covarianzas espaciales y temporales C(h, u) =
CS(h) +CT (u) [Rouhani and Hall, 1989]. Para este modelo C(h, u) puede ser singular
[Rouhani and Myers, 1990].
El proceso Z tiene covarianza totalmente simétrica si
Cov(Z(si, tk), Z(sj, tl)) = cov(Z(si, tl), Z(sj, tk))
para todo (si, tk), (sj, tl) ∈ D × T . Las estructuras de covarianza que no son totalmente
simétricos se dice que son no separables [Gneiting et al., 2005].
De manera creciente se han venido desarrollando métodos para la construcción de funciones





[Gneiting, 2002]. Otras referencias importantes sobre separabilidad, estacionaridad
y la simetria son tratadas [De Cesare et al., 1997], [Kyriakidis and Journel, 1999] y
[De Iaco et al., 2002]. Una vez establecida la estructura de covarianza (separable o no sep-
arable) es ajustado un modelo continuo bidimensional mediante el modelo experimental
espacio-temporal dado por





(Z(si, tk)− Z(sj, tl))2, (2-15)
Donde h = ‖si − sj‖, u = |tk − tl|, N(h, u) = {(si, tk), (sj, tl) : h = ‖si − sj‖ , u = |tk − tl|}
y |N(h, u)| es el número de elementos distintos enN(h, u). Se puede llevar a cabo la predicción
hallando los λi en (2-15) y resolviendo el sistema Cλ = c, donde
C =











 , c =

Ĉ(s0 − s1, t0 − t1)
...
Ĉ(s0 − sn, t0 − tn)

y Ĉ(si − sj, tk − tl) = Ĉ(h, u) = γ̂ (0, 0)− γ̂ (h, u).
2.2. Elementos de geoestad́ıstica funcional
Básicamente los problemas a los que se debe enfrentar la estad́ıstica con datos funcionales
responden a la misma necesidad que la estad́ıstica clásica. Estos se pueden categorizar de la
siguiente manera [Ramsay and Silverman, 2005]:
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1. Explorar y describir el conjunto de datos funcionales resaltando sus caracteŕısticas más
importantes.
2. Explicar y modelar la relación entre una variable dependiente y una independiente
(modelos de regresión).
3. Métodos de Clasificación Supervisada o no Supervisada de un conjunto de datos re-
specto a alguna caracteŕıstica.
4. Contraste, validación y predicción.
Definición 3 Una variable aleatoria χ se llama variable funcional (v.f) si toma valores en
un espacio funcional. Una observación χ de χ se llama un dato funcional
[Ferraty and Vieu, 2006].
Definición 4 Un conjunto de datos funcionales χ1, ..., χn es la observación de n variables
funcionales χ1, ...,χn con igual distribución que χ.
Sea T = [a, b] ⊂ R. Normalmente se asume que se tienen elementos de
L2(T ) =
{





donde L2(T ) con el producto interno usual 〈f, g〉 =
∫
T
f(t)g(t)dt es un espacio
Euclidiano [He et al., 2000].
Adicionalmente, para todo t0 ∈ T fijo,
{
χs(t0), s ∈ D ⊆ Rd
}
, es un proceso aleatorio de
valor escalar (es decir, campo aleatorio o función aleatoria) definido en Rd con valores en
R. Note que χt es un posible valor escalar de χt evaluado en un lugar particular s y en un
instante de tiempo t.
Se asume que
{
χ(s), s ∈ D ⊆ Rd
}
, es débilmente estacionario en el siguiente sentido:
Para todo t ∈ T, fijo, Eχs(t) = m(t).
Para todo t0, t
′
0 ∈ T, fijo y s, s′ ∈ D,
V ar (χs′ (t
′














se llama el variograma y usualmente se denota γt0(h).
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Para todo t0, t
′
0 ∈ T, fijo y s, s′ ∈ D, Cov (χs′ (t′0) , χs (t)) depende de s y s′ sólo a
través de su diferencia h = s′ − s. Luego, se puede definir la función
Ct′0,t0(h) = Cov (χs+h(t
′
0), χs (t0)) .
Se supone que C·,·(h) : T ×T −→ R es de cuadrado integrable. Esto asegura que la varianza
del proceso asociado C·,·(0) existe y es finita.
Por construcción, la función de covarianza definida bajo esta configuración es definida pos-
itiva [Berg and Forst, 1975] y el variograma correspondiente es condicionalmente definido
negativo. Generalmente se suelen considerar covarianza y modelos de variograma estándar
con la posibilidad de anisotroṕıas geométricas. Sin embargo, en algunos casos se suelen
suponer que las funciones de covarianza y variogramas son isotrópicas. Finalmente, se debe
observar que Z (s) =
∫
T
χs (t) dt define un campo aleatorio con valores escalares.
En la práctica, cada función particular procedente de una realización de χs sólo se conoce
o se observa en un conjunto finito de puntos en el tiempo, y aśı datos de la forma χs(t) con
t ∈ T se suele representar como un conjunto finito de pares (tj, yij), tj ∈ T, j = 1, ...,M
y yij = χsi(tj) (si no hay ruido blanco) o yij = χsi(tj) + εj (si hay ruido blanco), εj tiene
media cero. El conjunto de puntos {tj}Mj=1 ⊂ T puede ser considerado el mismo para to-
das las funciones en un conjunto de datos funcionales, y usualmente forman una red fini-
ta uniformemente espaciadas en T . Hoy en d́ıa, en muchos problemas basados en datos
reales el número M de valores observados para cada función está usualmente en el orden
de varios cientos o miles (ver, como ejemplo, [Friman et al., 2004] analizando datos fMRI, o
[Vandenberghe et al., 2005] monitoreo de calidad del agua en un ŕıo). En cada caso, métodos
de interpolación (si no hay ruido blanco) o métodos no paramétricos de suavización (en caso
contrario) son comúnmente usados para representar los conjuntos de datos discretos. Note
que las ecuaciones kriging pueden ser ligeramente modificadas para obtener un predictor
suavizado ([Cressie, 1990]; [Wahba, 1990]) y aśı se establece una estrecha relación entre la
varianza del kriging y el error suavizado obtenido usando splines [Giraldo et al., 2010].
Note que, actualmente, las funciones (completa) no se observan, en lugar solamente se ob-
servan puntos en los gráficos de las funciones. Sin embargo, cuando el número de puntos
datos en una función es de gran tamaño, por simplicidad se habla de ((Funciones medibles u
observadas)) [Giraldo et al., 2010].
2.2.1. Análisis exploratorio de datos y representación de funciones
Un análisis exploratorio previo de los datos capturados en forma discreta permite identificar
una manera optima de construcción de un dato funcional. A diferencia que en el caso mul-
tivariado en el que el gráfico de una nube de puntos en R2 aporta mucha información, en
el caso funcional un gráfico puede carecer de información relevante ya que los datos pueden
estar sujetos a métricas no usuales y esta representación sirve de elemento distractor. Es por
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esto que se requiere convertir ese conjunto de pares en funciones para posteriores manipula-
ciones, y dado que se sabe que los datos funcionales tienen dimensión infinita, esto permite
que sean manejables al menos teóricamente, pero presentan dificultad a la hora de cualquier
práctica computacional, motivo por el cual toca seleccionar un sistema de representación
funcional finito-dimensional optimo. Los sistemas de representación se pueden agrupar en
dos grandes familias: la discretización y la elección de una base reducida de funciones.
Discretización
Dado que los datos funcionales se toman en función de un continuo, supongase de que dicho
continuo es el tiempo t (o distancia), y que se tiene un dato funcional χ(t) que tiene valores
en el intervalo [tmı́n, tmáx] . La discretización más sencilla consiste en tomar una partición del
tiempo {ti}ni=0 tal que tmı́n ≤ t0 < t1 < · · · < tn ≤ tmáx y tomar como atributos los valores
{χ(ti)}ni=0. Sin embargo, en el caso más sencillo se deben tener en cuenta múltiples factores
[Torrecilla, 2010]:
Hay que elegir el número de elementos de la partición n, ya que si los subintervalos son
demasiado anchos quedará por fuera información discriminante. Por otra parte, una
partición muy fina generará variables muy redundantes lo cual eleva el costo computa-
cional.
Algunas veces resulta conveniente definir la separación entre los elementos de la parti-
ción. Es por estos que se puede asumir una partición equiespaciada sin tener en cuenta
la forma de la función. Esto hace que no sea una decisión óptima ni en términos de
eficacia (puede que no se tomen los puntos más representativos por caer entre medias)
ni de eficiencia (para mitigar el efecto anterior se pueden tomar más puntos de lo nece-
sario). Otra posibilidad consiste en efectuar una partición aleatoria, lo que incrementa
el primero de los riesgos y para remediarlo tocaŕıa promediar o utilizar técnicas de
Monte Carlo que disparan el costo computacional. Por ende lo ideal será estudiar el
problema y seleccionar la partición dependiendo de la estructura de los datos eligiendo
pocos puntos en las zonas con poca capacidad discriminante y haciendo una partición
más fina en las más discriminantes.
Adicionalmente es preciso decidir el criterio por el cual se seleccionan los valores para
los elementos de la partición. La opción más sencilla consiste en tomar el valor de
la función en el punto medio de cada intervalo de la rejilla correspondiente, pero de
nuevo, esto obvia parte de la información de la función (que puede ser útil).
Una posible solución para no perder información de la función con la discretización y poder
trabajar de manera eficiente con los datos resultantes seŕıa hacer una discretización muy
fina (manteniendose todos lo puntos) y después reducir este conjunto de variables mediante
algún algoritmo inteligente.
18 2 Marco Teórico
Representación mediante bases de funciones
La otra opción bastante utilizada para representar funciones consiste en dar las coordenadas
de su proyección en algún sub-espacio funcional de dimensión finita. Esto se hace consideran-
do su desarrollo en alguna base preestablecida y truncando dicha expansión para quedarnos
sólo con un número finito de términos [Ramsay and Silverman, 2005] . Bien sabemos que
una base de funciones está conformada por un conjunto linealmente independiente de fun-
ciones {φk}k∈N de tal manera que cualquier función puede aproximarse también como se
quiera mediante una combinación lineal de los elementos de la base, truncando la expan-





donde los ci resultan ser los coeficientes en la nueva base. Cabe anotar, que esta operación
está condicionada al espacio funcional al cual pertenezcan las funciones base. Es por esto que
un espacio de Hilbert genera un buen ambiente a la hora de construir expansiones ya que
bien se sabe en estos espacios existen bases ortonormales tales que χ(t) =
∑∞
k=1 〈χ, ei〉ei, y
junto con el producto interior se facilita el calculo de los coeficientes ci. Aqúı toca asumir uno
de los problemas más importantes que surgen en ésta metodoloǵıa, la elección del parámetro
K el cual mide el grado de interpolación/suavizado de la función. Generalmente este valor de
K se suele determinar a partir de algún mecanismo de validación. En general la selección de
una base u otra depende de la estructura natural de los datos. Las tres bases más utilizadas
se nombran a continuación:
Base de Fourier
Esta base es una de las más antiguas y conocidas junto con la de los polinomios. La
extensión de Fourier de χ(t) es de la forma
χ̂(t) = c0φ0(t) +
∑
k










forman una base periódica
de periodo T = 2π
ω
que será ortogonal si los {tj} se toman equiespaciados en [0, T ].
La base de Fourier ha sido tradicionalmente utilizada para series temporales largas
que muestran cierto tipo de periodicidad debido a que la transformada rápida de
Fourier permite calcular todos estos coeficientes de manera eficiente (en O(nlogn)
operaciones) cuando el número de puntos n es potencia de 2 y están equiespaciados.
Sin embargo, en la actualidad, las técnicas para B-splines y Wavelets igualan o su-
peran esta eficiencia computacional. Esta representación será especialmente útil para
funciones estables, sin grandes variaciones y con curvatura más o menos constante
[Ramsay and Silverman, 2005].
Base de B-Splines
Pueda que los splines sean la aproximación más utilizada en el caso de datos no periódi-
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Figura 2-2.: En la parte izquierda, la ĺınea continua representa la función spline de un cierto
orden y como se ajusta a la función seno marcada por la traza discontinua. En
la derecha se muestra el ajuste de la respectiva derivada del spline a la función
coseno. Las ĺıneas verticales punteadas indican los nodos
cos reemplazando de alguna manera a los polinomios que quedan contenidos en ellos.
Los splines combinan la eficiencia computacional de los polinomios con una mayor
flexibilidad, que muchas veces hace que la K necesaria para obtener buenos resultados
sea pequeña. Parte del éxito de estos métodos es que se han desarrollado sistemas para
funciones de splines con un costo computacional del orden n, lo que los hace intere-
santes para grandes cantidades de datos [Ramsay and Silverman, 2005].
El primer paso para definir un spline es dividir el intervalo T = [a, b] en L subinter-
valos separados por los puntos a = t0, t1, · · · , tL = b. En cada uno de estos intervalos,
el spline es un polinomio de un cierto orden m que trata de ajustar la curva. Se en-
tiende como el orden del polinomio m al número de coeficientes que hacen falta para
definirlo, es decir, uno más que el grado, la mayor potencia. Estos polinomios deben
coincidir en los nodos de la partición hasta la derivada de orden m−2, por lo que salvo
para polinomios de orden 2 (rectas) las uniones serán suaves en el sentido de difer-
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enciabilidad, como se puede apreciar en la figura(2-2). También existe la posibilidad
de reducir esta diferenciabilidad introduciendo más nodos en un mismo punto con el
objeto de ajustarse mejor a funciones con discontinuidades o ciertos puntos cŕıticos.
Con estás restricciones el número de grados de libertad del spline (los parámetros a
definir) será m+L− 1. Por tanto, un punto importante consiste en definir el orden de
los polinomios, el número de particiones y el punto en que se fijan los nodos. Normal-
mente, a mayor grado del polinomio y a particiones más finas, la función de spline se
ajusta mejor, pero el costo es mayor y no siempre se consigue un resultado optimo. En
el caso más simple, si no hay nodos interiores, el spline se convierte en un polinomio
con m grados de libertad. Las base B-splines se caracterizan por:
* Cada elemento de la base φk(t) será una función spline de orden m y partición τ .
* Cualquier combinación lineal de funciones spline es una función spline.
* Cualquier función spline de orden m sobre la partición τ se puede expresar como
combinación lineal de las funciones de la base.
Además, las bases de splines tienen la particularidad de que los elementos de un B-
spline cumplen la propiedad de soporte compacto, de modo que si la base es de orden
m sus funciones son distintas de cero (y positivas) en un máximo de m subintervalos
adyacentes. Generalmente, si se asume la notación usual Bk(t, τ) para representar el






Mediante lenguajes como Matlab [MATLAB, 2010] o R [Team, 2008] se encuentra
programado el algoritmo de Boor [Boor, 2001] el cual permite de manera sencilla y
estable calcular esta base.
Representación mediante Wavelets
La transformada wavelets, consistente en la representación de funciones mediante on-
das, es el más reciente de estos métodos de representación, ya que aunque los primeros
trabajos se iniciaron con Haar a comienzos del siglo XX, la transformada continua no
se formuló hasta 1975 (Zweig) y fueron bautizados con los trabajos de Morlet y Gross-
mann a principio de los 80. Los wavelets u ond́ıculas son un sistema de representación
muy aplicado en el manejo de señales, utilizándose la transformada discreta para la
codificación de señales y la continua en el análisis de señal, pero también a ganado
espacio en ámbitos como la comprensión de datos, la sismoloǵıa o la genética, y de
igual forma en la clasificación funcional [Ramsay and Silverman, 2005].
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Figura 2-3.: Diversos ejemplos de wavelets madres.
La trascendencia de estás transformaciones se debe a que combinan el análisis de fre-
cuencia de las series de Fourier con la información temporal (o espacial). Además, una
base de wavelets se puede adaptar fácilmente para trabajar con funciones discontinuas
o no diferenciables, al contrario que Fourier, y en el caso de la transformada discreta
(TDW) se pueden obtener los coeficientes en O(n), mejorando el O(nlogn) de TFF.
Fundamentalmente los wavelets aprovechan el hecho de que cualquier función de L2
puede representarse mediante una función ψ apropiada, llamada wavelets madre, y
posteriormente se consideran todas las traslaciones y dilataciones de la forma ψjk =
2j/2ψ(2jt − k), con j y k enteros [Ramsay and Silverman, 2005]. Con este resultado,
para generar la base de wavelets se toma un wavelet madre con soporte compacto (al-
gunos ejemplos de estos se muestran en la figura(2-3)) y el llamado wavelet padre, φ
ortogonal a la madre por traslación y cambio de escala . La expansión de una función
f , tiene soporte en el llamado análisis multiresolución, la observación de señales a dis-
tintas escalas de resolución, en el sentido de que el coeficiente ψjk aporta información
sobre f cerca de la posición 2−jk en una escala 2−j. Una vez elegida la base, es decir,










donde cJ,k es el coeficiente de aproximación o señal suave
cJ,k = 〈f, φJ,k(t)〉 =
∫
f(t)φJ,k(t)dt (2-19)
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y dj,k es el coeficiente de detalle
dj,k = 〈f, ψj,k(t)〉 =
∫
f(t)ψj,k(t)dt (2-20)
2.2.2. Estad́ısticas descriptivas en el análisis de datos funcionales
Las estad́ısticas descriptivas univariadas y bivariadas clásicas se aplican igualmente cuando
se tiene datos funcionales. Dado un conjunto de datos funcionales χ1, ..., χn, definidos en t ∈
T ⊂ R, las correspondientes funciones descriptivas están dadas por las siguientes expresiones
[Ramsay and Silverman, 2005]:




Varianza: V ar (χ (t)) = (n− 1)−1
n∑
i=1
(χi (t)− χ̄ (t))2.
Covarianza: Cov (χ (t1) , χ (t2)) = (n− 1)−1
n∑
i=1
(χi (t1)− χ̄ (t1)) (χi (t2)− χ̄ (t2)).





Teniendo en cuenta que dada una variable aleatoria dependiente Y (llamada variable re-
spuesta) y k variables linealmente independientes explicativas fijas X1, · · · , Xk, la regresión
lineal múltiple clásica consiste en estimar los parámetros α, β1, · · · , βk en el modelo:
Yi = α +
∑
j
βjXij + εi (2-21)
donde εi es un error aleatorio (generalmente se asume como ruido blanco), y los parámetros












Ahora bien, se sabe que para el caso k = 1 se tiene el modelo de regresión lineal simple cuyo
modelo básico equivalente funcional viene dado por la expresión,
Y = Tx+ e (2-23)
donde Y es la respuesta, y x es la variable regresora que, en este caso, es una función
x : [a, b] −→ R, e es el error aleatorio y T es un operador lineal que actúa sobre el ((input))
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x.
La respuesta Y puede ser escalar o funcional y el ((input)) x puede ser fijado de antemano
por el experimentador (modelo de diseño fijo) o corresponder a una observación aleatoria
(modelo de diseño aleatorio).
Si se considera el caso más general en el que Y = Y (t) resulta ser una función, se puede
suponer (bajo condiciones bastante generales) que el operador T tiene la forma t́ıpica de






donde β(s, t) es una función núcleo que, en cierto modo, hace aqúı el mismo papel que
el coeficiente de regresión β1 en el modelo clásico de regresión lineal simple, pero el cual no
suele estimarse por el método de mı́nimos cuadrados sino que usualmente se obtiene a partir
de algún método de regularización [Ramsay and Silverman, 2005].
El estudio de operadores de la forma (2-24) es un problema matemático de gran tradi-
ción y enorme importancia, tanto teórica como aplicada. Por ejemplo, en Farmacoloǵıa, la
función x(t) puede reflejar la dosis de un fármaco que se está administrando continuamente
e Y (t), la respuesta observada en el receptor.
Sin embargo, el planteamiento del problema bajo el punto de vista estad́ıstico de la re-
gresión funcional es claramente distinto: aqúı el objetivo seŕıa estimar el operador T (lo que
equivale a estimar el núcleo β(s, t)) a partir de la observación de una muestra que vendrá da-
da por n pares de observaciones ((input-output)) (xi, Yi), i = 1, · · · , n.
Una vez que se haya obtenido un estimador T̂ , puede utilizarse para dar una predicción
Ŷ = T̂ x0 de la respuesta correspondiente a un ((input)) x0 no incluido en la muestra
[Cuevas, 2004].
En general los modelos de regresión funcional permiten explorar que tanto de la variabilidad
de una variable funcional puede ser explicada por otras variables (covariables). El princi-
pal cambio sobre los modelos lineales convencionales radica en que ahora los coeficientes de
regresión resultan ser funciones. La tabla(2-1) muestra una clasificación de los modelos de
regresión funcional a partir de la estructura de las covariables.
1. Modelo lineal para respuesta escalar: Tipo I
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Modelo Funcional Variables independientes
Variable respuesta Y Escalar Funcional
Escalar Tipo I
Funcional Tipo II Tipo III
Tabla 2-1.: Tipos de modelos lineales funcionales
Aqúı se considera un modelo de regresión funcional con respuesta escalar y cuyos
valores deben ser predichos o aproximados en base a un conjunto de variables indepen-
dientes, y donde al menos una de ellas es de naturaleza funcional.
Si el vector de observaciones covariables xi = (xi1, · · · , xip) es ahora una función xi(t),
es posible discretizar cada una de las N funciones covariables xi(t) seleccionado un
conjunto de tiempos (o distancias) t1, · · · , tq y considerando el modelo de ajuste:
yi = α0 +
q∑
j=1
xi(tj)βj + εi (2-25)
siendo q < N.
Ahora si se considera una malla de tiempos condicionada al hecho de que la difer-
encia entre dos tiempos consecutivos se haga cada vez más pequeña, entonces la suma
en la expresión (2-25) se aproxima a la ecuación integral:
yi = α0 +
∫
xi(t)β(t)dt+ εi (2-26)
Por tanto, se tiene un número finito N de observaciones con los cuales determinar el
parámetro funcional infinito-dimensional β(t).
A continuación se muestran tres enfoques mediante los cuales se puede estimar el
parámetro β, aunque vale la pena tener en cuenta que la reducción de dimensión o
regularización es esencial cuando la dimensionalidad de la covariable excede la dimen-
sionalidad de la respuesta. Cada uno de los enfoques plantea una salida al problema
de la indeterminación. Las dos primeras propuestas redefinen el problema utilizando






y el tercer enfoque reemplaza las funciones covariables potencialmente de alta dimen-
sión por una aproximación de menor dimensión, utilizando el análisis de componentes
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principal funcional.
Regularización utilizando bases de funciones restringidas:
La estrategia más simple para estimar β es seleccionar la dimensionalidad K
de β menor en relación a N , es decir, utilizar bases de baja dimensión para β(t)
con t ∈ T .
Se asume que las funciones covariables se expanden en términos del vector base Ψ
de largo Kz: xi(s) =
Kz∑
k=1
cikψk(s) o en notación matricial x(s) = C
TΨ(s), siendo












Ψ(s)θT (s)ds. Ahora definiendo ζ = (α, b1, · · · , bKβ) y Z = [1 CJΨθ] ,
el modelo (2-26) se convierte en Ŷ = Zζ̂ , donde la estimación por mı́nimos cuadra-
dos del vector de parámetros ζ resulta ser la solución del sistema: ZTZζ̂ = ZTy.
Un método conveniente de regularización consiste en truncar las bases tal que
Kβ < Kz. Luego, es posible ajustar ζ por mı́nimos cuadrados, de tal forma que el
problema se reduce a una regresión múltiple estándar. Sin embargo, una aproxi-
mación más flexible consiste en utilizar el método de penalización a la rugosidad.
Regularización utilizando penalización a la rugosidad:
Es posible tener un control más directo sobre lo que entendemos como suave
utilizando la penalización a la rugosidad. La combinación de una base de alta
dimensión con una penalización de la rugosidad reduce la posibilidad de que tan-
to, se pierdan caracteŕısticas de importancia o que caracteristicas extrañas sean
forzadas en la imagen como resultado de la utilización de un conjunto de bases
que es demasiada pequeña para la aplicación. Con este procedimiento se eliminan
las perturbaciones locales excesivas en la función estimada. Se debe minimizar la
suma de los cuadrados residual penalizada:
PENSSEλ (α0, β) =
∑[







donde L es un operador lineal adecuado al problema, y nos permite disminuir la
variación en β tan cercana como se quiera a la solución de la ecuación diferencial
Lβ = 0 (si se trabaja con datos periódicos se puede utilizar como Lβ al operador
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de aceleración armónica).
* Estimación por mı́nimos cuadrados con más de una función covari-
able y covariables escalares:
Supongase que para cada yi se tienen medidas p covariables escalares zi =
(zi1, · · · , zip) y q funciones covariables xi1(t), · · · , xiq(t). El modelo lineal cor-
respondiente resulta ser:







Seguido se puede utilizar una penalización de suavizado separada para cada


















donde φk es la base utilizada en la representación de βk(t). Del mismo modo
se define la matriz de penalización:
R(λ)=

0 0 · · · 0





0 0 · · · λqRq

donde Rk es la matriz de penalización asociada con la penalización de suaviza-
do para βk, y λk es el parámetro de suavizado correspondiente. Teniendo en
cuenta las definiciones de Z y R(λ) se puede definir:
b̂ = (ZTZ + R(λ))−1ZTy (2-31)
para obtener el vector de coeficientes estimados α̂ junto con los coeficientes
que definen cada función coeficiente estimada β̂k(t) conseguida mediante mı́ni-
mos cuadrados penalizada:
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* Selección de los parámetros de suavizado: Validación cruzada
Sean α−iλ y β
−i
λ las estimaciones de α y β obtenidas minimizando la suma
de cuadrados residual penalizada basada en todos los datos excepto (xi, yi),
























Entonces, minimizando CV(λ) con respecto a λ resulta una elección au-
tomática de dicho parámetro.
* Intervalos de confianza:
Generalmente un intervalo de confianza puede ser un gran indicador acer-
ca del grado de precisión con el que se ha estimado cada β̂j(t). Suponiendo
que los εi son independientes y tienen distribución normal con media 0 y
varianza σ2ε , entonces, la covarianza de ε resulta ser Σ = σ
2
εI, con lo que










Por último un estimador para σ2ε puede obtenerse de los residuales para poder
construir un intervalo de confianza para β̂j(t).
Modelos de respuesta escalar mediante el uso de componentes princi-
pales funcionales:
Este tercer enfoque consiste en realizar la regresión de y con los scores de las
componentes principales para las funciones covariables. Es decir, la utilización de
ACP en regresión lineal múltiple consiste en:
- Realizar el ACP sobre la matriz covariable X y derivar los scores de las com-
ponentes principales fij de cada observación i en cada componente principal
j:
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- Realizar la regresión de la respuesta yi sobre el score del componente principal
cij, para obtener el modelo:
yi = β0 +
∑
cijβj + εi (2-36)
Llamando cij =
∫
ξj(t) [xi(t)− x̄(t)]dt, tenemos:
yi = β0 +
∫ ∑
βjξj(t) [xi(t)− x̄(t)] dt+ εi (2-37)
Que produce: β(t) =
∑
βjξj(t).
Estudiosos de la regresión lineal funcional mediante el método de compo-
nentes principal han sido [Yao et al., 2005].
2. Modelo Lineal con respuesta funcional a partir de covariables escalares:
Tipo II
Se considera ahora que la variable respuesta es de tipo funcional, y se tendrá en cuenta
en primera instancia el hecho de que las covariables sean escalares. Esto es, se busca
efectuar la regresión de una variable funcional a partir de covariables independientes
multivariantes o sobre una matriz de diseño, lo cual en cierto modo no difiere tanto
del análisis de regresión convencional. Algunas diferencias se pueden resaltar:
- Realización de inferencias puntuales y una estimación por intervalos.
- Capacidad de suavizar los parámetros funcionales estimados, teniendo en cuenta
que el número de funciones base que se utiliza no es un parámetro fijo.
Aqúı, la variación de una respuesta funcional se descompone en efectos funcionales a
través del uso de una matriz de diseño escalar Z (covariables escalares) de valores xij
(ceros y unos).
Estimación del modelo:
yi(t) = β0(t) +
q−1∑
j=1
xijβj(t) + εi(t) (2-38)
O en su forma matricial: y(t) = Zβ(t) + ε(t)
donde β = (µ, α1, · · · , αq−1)T y debe ser seleccionado minimizando las suma de
residuos cuadrados (criterio de mı́nimos cuadrados), y(t) es el vector de observa-
ciones N -dimensional, β(t) es el vector de funciones de regresión q-dimensional y
Z es la matriz de diseño Nxq.
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Ajuste del modelo: Mı́nimos cuadrados no-ponderados
Ahora y(t)− Zβ(t) es una función que permite calcular:
LMSSE(β) =
∫
[y(t)− Zβ(t)]T [y(t)− Zβ(t)] dt (2-39)
Con la restricción
∑




Se deben estimar y graficar los efectos individuales de la variable dependiente
para caracterizar el patrón de respuesta según los predictores.
* Importancia del efecto αj
Se debe comparar la función suma de cuadrados (SSE(t)) con la función
















- Funciones de error cuadrático medio para el error y la regresión:
MSE(t) = SSE(t)/df(error)
MSR(t) = [SSY (t)− SSE(t)] /df(modelo)
- Función F-RATIO:
F −RATIO = MSR(t)/MSE(t)
* Contraste Gráfico:
Se grafican RSQ(t) y F −RATIO vs t.
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Expansión de bases regularizadas(o penalización de la rugosidad)
Se desea una herramienta general para estimar los parámetros funcionales en
modelos lineales, por lo que se penalizará la rugosidad de cualquier parámetro βj.
Además, se estimarán intervalos de confianza para los parámetros y funcionales
ρ(βj) de los parámetros.
Se asume que las funciones observadas yi y las funciones de regresión βj se pueden
expresar como expansión de bases, ya sean de tipo Fourier, Spline o algún otro
sistema:
y(t) = Cφ(t) (2-40)
donde y es un N -vector, φ es un Ky-vector de bases linealmente independiente,
C es una matriz (NxKy) de coeficientes de la expansión de la función yi en su
i-ésima fila. Además:
β̂ = Bθ (2-41)
es decir, se expresa β̂ como expansión de la base θ (1xKβ) y la matriz B (qxKβ).
Regularización por penalización a la rugosidad para βj(t):
Si las funciones respuestas y(t) son rugosas, se hace necesario aplicar un proceso
de suavizado a los βj estimados. Sea L un operador lineal diferencial (L = D
2)
que define la variación Lβ(t) que se desea penalizar. Luego, la penalización de
rugosidad en βj(t) es:
PEN(β) =
∫
[Lβ(s)]T [Lβ(s)] ds (2-42)
Criterio de mı́nimos cuadrados penalizada
Si la función vectorial respuesta y(t) posee una expansión en términos de Ky








Tomando la matriz derivada respecto a B e igualando a cero, se tiene:
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(ZTZBJθθ + λBR) = Z
TCJφθ, siendo Jθθ =
∫
θθT y Jφθ =
∫
φθT .
Pruebas Funcionales o Contrates
El epicentro de análisis debe girar en torno a las caracteŕısticas locales o espećıfi-
cas de la curva βj(t). Un contraste funcional es de la forma: ρ(β) =
∫
ξ(s)βj(s)ds,
donde ξ(s) es la función peso elegida con el fin de concentrar la atención sobre la
región local, o para observar patrones espećıficos de la variación en βj(t). Cuan-
do βj(s) tiene expansión por medio de funciones base: βj(s) = Bjθ(s), donde




Selección de parámetros de suavizamiento
De la misma manera que en los modelos de respuesta escalar, se desea tener un
criterio de selección de los parámetros de suavizado que serán utilizados. Aqúı to-
ca utilizar el error cuadrático integrado por validación cruzada en vez de utilizar








donde y(−i)(t) es el valor predicho para yi(t) cuando este se omite de la predicción.
3. Respuesta funcional más covariables funcionales: Tipo III
Por último se mostrará el caso en el cual las covariables resultan ser funciones. Aqúı se
tiene dos posibles situaciones a presentarse cuando de modelos lineales funcionales se
trata. El caso más sencillo se denomina modelo concurrente, en el cual el valor de la
variable respuesta y(t) se predice sólo a partir de los valores de una o más covariables
funcionales en el mismo tiempo t. El otro caso queda determinado por el hecho de que
las variables funcionales contribuyen a la predicción de todos los tiempos posibles s.
Modelo concurrente
Se extiende el modelo anterior (ec : (2 − 38)) para permitir la incorporación
de covariables funcionales y construir el modelo concurrente:
yi(t) = β0(t) +
q−1∑
j=1
xij(t)βj(t) + εi(t) (2-45)
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donde xij(t) puede ser una observación funcional (también puede ser una obser-
vación funcional o un indicador categórico, y en tal caso se interpreta como una
función que es constante a lo largo del tiempo). Este modelo solo relaciona el valor
de yi con el valor xij(t) en los mismos puntos temporales t. La función intercep-
to β0(t) multiplica la covariable escalar cuyo valor es siempre uno, y captura la
variación en la respuesta que no depende de ninguna covariable.
* Estimación del modelo concurrente
Bien se sabe que la multicolinealidad conlleva grandes problemas entre los
que resaltamos: Falta de precisión en la estimaciones debido al error de re-
dondeo, dificultad en discernir cuales covariables juegan un papel significa-
tivo en la predicción de la variable dependiente, y la inestabilidad en los
coeficientes de regresión estimados debidos a los trade-offs entre covariables
a la hora de predecir la variación en las variables dependientes [Ferrero, 2008].
Si Z es la matriz funcional (Nxq) que contiene las q funciones covariables
xij, y dado el vector de función coeficiente β (1xq) que contiene cada función
coeficiente de regresión βj, la notación matricial del modelo lineal funcional
concurrente es:
y(t) = Z(t)β(t) + ε(t) (2-46)
donde y es un vector funcional (1xN) que contiene las funciones respuesta.
* Regularización por penalización a la rugosidad para βj(t):
Se estima la expansión por funciones base para cada función coeficiente de
regresión βj con penalización de rugosidad para controlar el suavizado de las





separadamente para cada función coeficiente de regresión. Cada penalización
se define eligiendo un operador diferencial lineal Lj que es apropiado para
cada parámetro funcional.
Modelos de respuesta funcional mediante componentes principales fun-
cionales (CPF)
Se considera la variable predictora funcional {Xw(t) : t ∈ T, x ∈ Ω} y la variable
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respuesta funcional {Yw(s) : s ∈ T, x ∈ Ω} con (Ω, A, P ) el espacio probabiĺısti-
co, T y S intervalos en R, donde ambos procesos tienen trayectorias cuadra-
do integrables. La muestra consiste en pares de trayectorias aleatorias:
{Xw(t), Yw(t) : w = 1, · · · , n} que pueden ser consideradas como realizaciones de
las variables predictora y respuesta, respectivamente.
El modelo de regresión lineal para estimar la respuesta funcional Y (s) a partir
del predictor funcional X(t), es:
yw(t) = α(s) +
∫
T
β(t, s)xw(t)dt+ εw(s) (2-48)
donde εw son los errores aleatorios independientes y centrados, β es la función de
regresión bivariada y de cuadrado integrable y donde se considera que la variable
predictora y respuesta son centradas.
2.3. Kriging ordinario para datos funcionales espaciales
A continuación se presenta una primera aproximación al problema de la predicción espacial
de datos funcionales. Se propone un procedimiento kriging funcional donde la curva a prede-
cir resulta ser una combinación lineal de las curvas observadas y en la que los coeficientes son
números reales [Giraldo, 2009b]. El objetivo primordial es la predicción de χs0(t) en un lugar
s0 donde no hay dato y para un conjunto de instantes de tiempo t. Es decir, se desea pre-
decir una función y no sólo un escalar. En este sentido, nuestro objetivo está estrechamente
relacionado con la predicción espacial multivariable [Ver Hoef and Cressie, 1993].
Goulard y Voltz (1993) también consideran el mismo problema de interpolación geoestad́ısti-
ca de curvas. Consideran que las curvas son conocidas solamente para un conjunto finito de
sus puntos: χsi(tj), j = 1, · · · ,M, i = 1, · · · , n.
En su estudio de caso, cada función se midió en M = 8 puntos (un valor mucho menor que
los valores usuales de M en muchas aplicaciones). Goulard y Voltz (1993) presentan tres
enfoques para predecir curvas en lugares donde no hay datos [Giraldo et al., 2010]:
Método multivariado 1 : Cokriging previo, ajuste posterior (CFP). El vector de valores
observados (χsi(t1), · · · , χsi(tM)) se considera como la observación de una variable
aleatoria M -dimensional en el sitio si. El Cokriging se utiliza para predecir los valores
de este vector aleatorio en el lugar donde no hay datos s0: (χ̂s0(t1), · · · , χ̂s0(tM)) . Los
valores previstos se interpolan para generar la función predicha.
Método multivariado 2 : Ajuste previo, Cokriging posterior (FCP). Primero, se ajusta
un modelo paramétrico a los valores observados: χsi(t; θ̂si), i = 1, · · · , n. Los valores de
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los parámetros θ̂s1 · · · , θ̂sn p-dimensionales se consideran como observaciones de vari-
ables aleatorias multivariadas. Luego el Cokriging se utiliza para predecir el valor del
parámetro θ en el sitio s0, es decir, θ̂
∗
s0
, y χsi(t; θ̂
∗
s0
) es el valor que resulta al predecir
en s0.
Método de una curva kriging (CKP): El mejor predictor lineal insesgado (BLUP) para




λiχsi , λ1, · · · , λn ∈ R, (2-49)












Dado que los valores de las funciones del proceso aleatorio χsi se conocen solamente en M
puntos en T , Goulard y Voltz (1993) ajustan un modelo paramétrico χ(·; θ), θ ∈ Rp, para










y las integrales sobre T involucradas en la estimación de los coeficientes λi se calculan us-
ando el modelo paramétrico ajustado en lugar de χsi (ver sección(2.4), Estimación de la
Traza-Variograma).
Se debe notar que el spline es un caso especial de una Función Base Radial (RBF) interpo-
lador, y a su vez, usar RBF es equivalente a kriging (a veces llamado kriging dual). Luego,
el suavizado spline es un caso especial de cokriging.
En la sección 2.5 (Un enfoque no paramétrico) se discuten tres métodos de Goulard y Voltz
(1993) cuando M es grande, o cuando un ajuste paramétrico no está disponible. Se presenta
una alternativa no-paramétrica para la predicción de curvas kriging (CKP). Se utiliza la
familia de predictores lineales para χs0 como en la ecuación (2-49). Note que tiene la misma
forma que el predictor kriging ordinario clásico, pero usando curvas en lugar de escalares. La
curva predicha es una combinación lineal de curvas datos. Los coeficientes kriging o pesos
λi en la ecuación (2-49) reflejan la influencia de las curvas datos. Las curvas en lugares más
cerca del punto de predicción, naturalmente, tendrá una mayor influencia que otras más
alejadas.
Usando la misma expresión (2-49) como Goulard y Voltz (1993) para el predictor kriging
de χs0 , el concepto de mejor predictor lineal insesgado se puede abordar de una manera
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diferente. En geoestad́ıstica multivariante el BLUP de p variables en un lugar
s0 donde no hay datos ([Myers, 1982];[Ver Hoef and Cressie, 1993];[Wackernagel, 1995];




Ẑj (s0)− Zj (s0)
)
, es decir,
minimizando la traza de la matriz del error de cuadrático medio de predicción [Myers, 1982].
De esta manera se adopta aqúı una extensión del criterio de minimización dado por Myers
(1982) para el contexto funcional, reemplazando la suma por una integral. En consecuencia,
con el fin de encontrar el BLUP, los n parámetros λi en el predictor kriging (2-49) de χ(s0)





V (χ̂s0(t)− χs0(t)) dt sujeto a
n∑
i=1




λi = 1 es la restricción de insesgadez. Observe que el insesgamiento y el teorema
de Fubini implican que∫
T














Por lo tanto, la función objetivo en (2-50) coincide con la propuesta por Goulard y Voltz
(1993) en la definición de CKP.
Resolviendo el problema de optimización en (2-50), y teniendo en cuenta que γt (h) =
Ct (0)−Ct (h) , como se ha indicado anteriormente, los pesos óptimos λi se puede encontrar
solucionando el sistema lineal
∫
T
γt (‖s1 − s1‖) dt · · ·
∫
T






γt (‖sn − s1‖) dt · · ·
∫
T
γt (‖sn − sn‖) dt 1











γt (‖s0 − s1‖) dt
...∫
T
γt (‖s0 − sn‖) dt
1
 (2-51)
Note que la función objetivo en la ecuación (2-50) involucra las varianzas de las diferencias
entre el predictor χ̂s0 y el objetivo χs0 evaluando siempre en el mismo valor t ∈ T.
Llamaremos a la función γ (h) =
∫
T
γt (h) dt la traza-variograma. Los detalles de su esti-
mación se puede encontrar en la Sección(2.4). Derivación de simple álgebra muestra que















λiγ (‖si − s0‖)− µ. (2-52)
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El parámetro definido en la ecuación (2-52) debe ser considerado como una medida de la
incertidumbre global, en el sentido de que es una versión integrada de la predicción de la
varianza clásica puntual de kriging ordinario. Bajo un modelo espećıfico de traza-variograma,
podemos utilizar estimaciones de este parámetro para identificar las zonas que presentan una
mayor incertidumbre en las predicciones.
2.4. Estimación de la traza-variograma
Para resolver el sistema en la expresión (2-51), se necesita un estimador de la traza-variograma.























para si, sj ∈ D con h = ‖si − sj‖












donde N (h) = {(si, sj) : ‖si − sj‖ = h} , y |N (h)| es el número de elementos distintos
en N (h) . Para datos irregularmente espaciados generalmente no hay suficientes observa-
ciones separadas por exactamente h. Entonces N (h) se modifica por
{(si, sj) : ‖si − sj‖ ∈ (h− ε, h+ ε)} , con ε > 0 un valor pequeño.
Una vez se ha estimado la traza-variograma para una secuencia de K valores hk, ajustamos
un modelo paramétrico γα (h) (cualquiera de los modelos clásicos y ampliamente utilizado
como esférico, Gaussiano, exponencial o Matern bien podŕıan ser utilizados) a los puntos
(hk, γ̂ (hk)) , k = 1, ..., K por mı́nimos cuadrados ordinarios (MCO) o mı́nimos cuadrados
ponderados (WLS) (véase, por ejemplo, Cressie 1993). El modelo de variograma ajustado
se usa para obtener los coeficientes de kriging y para calcular la traza-varianza usando la
ecuación (2-52).
2.5. Un enfoque no-paramétrico para la predicción
funcional
En esta sección se considera el caso donde cada dato curva es conocida en un gran número
de puntos, pero ajustar una función a cada uno no es satisfactorio. En este caso, el segundo
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método de Goulard y Voltz (1993), PAC, es computacionalmente costoso. Cuando la función
dato es ajustada con un modelo paramétrico, el método alternativo PCA de Goulard y Voltz
(1993) es factible, porque en este caso el paso cokriging involucra vectores p−dimensionales,
donde p es el número de parámetros en el modelo paramétrico. Sin embargo, ajustar una
función a una curva dato no siempre es satisfactorio, y un ajuste alternativo no paramétrico
puede considerarse como una salida de alta relevancia.
De acuerdo con lo anteriormente planteado resulta conveniente utilizar exclusivamente el pre-
dictor curva kriging (CKP) propuesto por Goulard y Voltz (1993),e introducido en la Sección






dt. Si un mod-


















por su contraparte no paramétrica. Se utiliza B−splines cúbi-
cos para suavizar, muy a pesar que otros métodos no paramétricos podŕıan utilizarse en
su lugar. Buenas referencias para estos métodos se puede encontrar en Green y Silverman
(1994), Ramsay y Silverman (2005) o Wasserman (2006).
Definición 5 Dado un conjunto de puntos interior L de T = [a, b], digamos a < τ1 < · · · <
τL < b (también definimos τ0 = a y τL+1 = b), un spline cúbicos S es una función definida en
T tal que S es un polinomio cúbico en [τl−1, τl] , l = 1, · · · , L+ 1 y S tiene derivada continua
de segundo orden en T (en particular, S, S ′ y S ′′ son continuas en todos los τl).
Los puntos τl, l = 0, · · · , L + 1, se llaman nudos. Se puede demostrar que el conjunto de
splines cúbicos con nudos τl, l = 0, · · · , L+1, es un espacio vectorial de dimensión L+4. Los
splines cúbicos son usados comúnmente para aproximar funciones desconocidas. De hecho,
cualquier conjunto de puntos (τl, fl) , l = 0, · · · , L + 1, se pueden interpolar con un spline
cúbico.
Un sistema útil de bases de funciones para el conjunto de splines cúbicos con nudos τl,
l = 0, · · · , L+ 1 es el conjunto de B−splines cúbicos Bk(t), k = 1, · · · , L+ 4. Los B−splines
cúbicos son distintos de cero en no más de 4 intervalos entre nudos, ver Ramsay y Silverman
(2005, Sección 3.5), para obtener detalles de la forma de los B−splines cúbicos y otras





ckBk (t) = c
TB (t) ,
donde c es el vector de coeficientes ck y B (t) es una función (L + 4)−dimensional con
componentes Bk (t) .
En el caso más general, se asume que la función f definida en un dominio temporal T se ha
observado en los puntos t1, · · · , tM ∈ T, posiblemente con errores. Los valores yj = f(tj)+εj,
donde εj son variables aleatorias independientes con media cero. Los coeficientes en el spline
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El parámetro η es un parámetro de suavizado que controla el equilibrio entre el ajuste a
los datos observados y la suavidad del spline cúbico aproximado. Si η tiende a infinito, la
solución spline de (2-54) se acerca al mı́nimo cuadrado de la regresión lineal. η también se
conoce como parámetro de penalización a la rugosidad. De acuerdo a este enfoque, hay otros
parámetros que afectan a las propiedades de suavizado de la aproximación spline cúbico: el
número y ubicación de los nudos interiores. En el presente trabajo siempre se utilizan nudos
interiores uniformemente espaciados en T. Por lo tanto, se trabaja con dos parámetros de
suavizado: η y L. El grado de suavizado es una función creciente de η y decreciente de L.
Note que cada uno de los estimadores de la función f depende de uno o más parámetros
de suavizado. De hecho, la elección del parámetro de suavizado es el paso más dif́ıcil, y la
validación cruzada (CV) es una posible manera de seleccionar el parámetro de suavizado.
En el caso de splines cúbicos con L nudos interior, CV se define de la siguiente manera.
Para j = 1, · · · ,M, sea S(j)L,η la solución del problema (2-54) cuando la observación (tj, yj)
está temporalmente suprimida, y los valores de los parámetros L y η son usados para ajustar
el resto de los datos. Definimos







Luego los parámetros suavizados (L, η) se seleccionan minimizando CV (L, η) .
Volviendo al contexto de los datos funcionales correlacionados espacialmente, el objetivo
cuando se ajusta un spline cúbico a una función observada χsi no es predecir nuevos valores de
esta función en particular, sino predecir una función completa χs0 en un lugar s0 no muestrea-
do. Por lo tanto, el método de validación cruzada funcional (FCV) [Giraldo et al., 2010]
resulta ser una novedosa propuesta que sirve para seleccionar los parámetros suavizado en
este contexto. Este método de validación cruzada 〈〈dejar fuera una〉〉 minimiza la función










para L ∈ [Lmin, Lmax] y η ∈ [ηmin, ηmax] , y donde χ̃si (tj)
(i) es la predicción en si evaluada en
tj para j = 1, · · · ,M, dejando el sitio si temporalmente fuera de la muestra. En particular,
el procedimiento de minimización es el siguiente:
1. Para i = 1, · · · , n, repita:
a) suprimir temporalmente el dato en el sitio si.
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b) Para i′ 6= i, fijar un spline cúbico para χsi′ usando la ecuación (2-54) y los parámet-
ros suavizado (L, η) . Sea χ̃si′ la función suavizada.
c) Utilice la ecuación (2-53) para estimar la traza-variograma emṕırica para el con-
junto de datos χ̃si′ , i = 1, · · · , n, i
′ 6= i, y luego ajustar un modelo para la
traza-variograma, como se describe en la Sección(2.4).
d) Resolver el sistema (2-51) con la traza-variograma estimada en el paso anterior y
el conjunto de datos χ̃si′ , i = 1, · · · , n, i
′ 6= i, para predecir la función en el sitio
s0 = si. Sea χ̃
(i)
si
, la función resultante.
e) Calcule una medida de la distancia entre χsi y χ̃
(i)
si









2. Definir FCV (L, η) =
∑n
i=1 SSE (i).
Luego, los valores óptimos (L?, η?) se utilizan con los B−splines cúbicos. Finalmente, ajustar
un modelo para la traza-variograma y usarlo para predecir las funciones en los lugares donde
no hay datos utilizando las ecuaciones kriging (2-51).
Algunos comentarios son en orden. Cuando tj, j = 1, · · · ,M, son equidistantes la canti-







La estimación de la traza-variograma emṕırica usando la ecuación (2-53) implica el cálculo
de integrales que, en el caso de splines cúbicos ajustado con una base común de B-splines,

















(ci − cj)T B (t)
)2
dt
= (ci − cj)T
(∫
T
B (t) BT (t) dt
)
(ci − cj)T
= (ci − cj)T W (ci − cj)T .
La matriz W solamente depende de los nudos, aśı que es común para todos los sitios si.
Un razonamiento similar permite escribir el término de penalización en la ecuación (2-54)
como ciDci







k (t) dt solamente depende
de los nudos.
Para minimizar los costos de cómputo se utiliza el mismo valor de L y η para todas las
localizaciones de los datos.
3. Predicción funcional en ausencia de
estacionariedad
3.1. Kriging universal para datos funcionales (UKFD)
En los supuestos hechos en la sección 2.3 se ha asumido que la variable funcional es esta-
cionaria (es decir, al menos cumple la hipótesis intŕınseca). En muchos casos, la variable
funcional no satisface estas condiciones y se caracteriza por exhibir un cierto tipo de tenden-
cia. Por ejemplo, en un conjunto de datos meteorológicos bien conocidos en ADF consistente
en mediciones diarias de la temperatura media registrada en 35 estaciones meteorológicas de
Canadá, en los cuales se mostrará en la sección 3.2 que en un d́ıa particular la temperatura
suele aumentar considerablemente en sentido sur-norte. Para tratar problemas de este tipo
se requiere descomponer la variable χs(t) como la suma de la tendencia ms(t) vista como
una función determińıstica, más una componente estocástica de media cero. Considérese a
χs(t) una variable funcional perteneciente a L2, con s ∈ D ⊂ Rd, usualmente d = 2 y
t ∈ (0,∝). Supongase que χs(t) = m(s, t) + εs(t) tal que m(s, t) =
p∑
l=1
βl(t)fl(s) donde p se
denomina parámetro de suavizado con las funciones fl(s) conocidas, además E [εs(t)] = 0,
V ar [εs(t)] = σ
2(t).
Luego, se tiene que E [χs(t)] = m(s, t), para todo t ∈ (0,∝) y s ∈ D.




λiχsi(t), λ1, · · · , λn ∈ R, (3-1)





= m(s0, t). (3-2)







= m(s0, t), con lo que
n∑
i=1
λim(si, t) = m(s0, t)


























βl(t)fl(s0), y puesto que esta igualdad es válida para cada
l = 1, · · · , p se deduce que
n∑
i=1
λifl(si) = fl(s0). (3-3)
Los pesos λi en el (UKFD) se calculan de manera similar como en el kriging universal de la
geoestad́ıstica clásica, minimizando la varianza del error de predicción. Lo que corresponde












λifl(si) = fl(s0) con l = 1, · · · , p. (3-4)







































































λiE [εsi(t)εs0(t)] + σ
2(t)






















, Csis0(t) = Cov (εsi(t), εs0(t))
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Aplicando ahora el método de los multiplicadores de Lagrange con el fin de obtener los pesos
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el cual resulta ser equivalente al sistema matricial
∫
T
Cs1s1(t)dt · · ·
∫
T
Cs1sn(t)dt f11 · · · fp1∫
T
Cs2s1(t)dt · · ·
∫
T








Csns1(t)dt · · ·
∫
T
Csnsn(t)dt f1n · · · fpn

































donde flj = fl(sj).
















































= σ2(t)− Csisj(t). (3-8)
Con lo que el sistema de ecuación (3-6) resulta ser equivalente al sistema matricial:
∫
T
γs1s1(t)dt · · ·
∫
T
γs1sn(t)dt f11 · · · fp1∫
T
γs2s1(t)dt · · ·
∫
T








γsns1(t)dt · · ·
∫
T
γsnsn(t)dt f1n · · · fpn
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A continuación y con el fin de determinar la varianza del error de predicción del kriging
universal funcional, multiplicamos las n primeras ecuaciones del sistema (3-6) por λi y




















Adicionalmente, si se sustituye (3-10) en (3-5), combinando con la expresión (3-8) y teniendo
















































































γsis0(t)dt. La expresión (3-11) debe ser considerada como una medida glob-
al de la incertidumbre , en el sentido de que es una versión integrada de la clásica varianza
de predicción puntual del kriging universal.
3.2. Análisis de datos: Temperaturas Canadienses
La predicción espacial de datos meteorológicos es un factor importante para muchos tipos de
modelos incluyendo hidrológicos o de regeneración, crecimiento y mortalidad de los ecosis-
temas forestales. En particular, el modelado de datos de temperatura espacialmente correla-
cionada es de interés para predecir las condiciones de microclima en terrenos montañosos,
la gestión de recursos, la calibración de sensores de los satélites o para estudiar el “efecto
invernadero”, entre otros. Muchos métodos han sido desarrollados y utilizados para hacer la
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predicción espacial de las temperaturas, aunque a lo mejor de nuestro conocimiento todos es-
tos ignoran su carácter funcional [Giraldo et al., 2010]. Aqúı se utiliza un conjunto de datos
meteorológicos bien conocidos en ADF consistente en mediciones diarias de la temperatura
media registrada en 35 estaciones meteorológicas de Canadá ([Ramsay and Dalzell, 1991];
[Ramsay and Silverman, 2005]). En particular se analiza información de la temperatura me-
dia diaria promedio durante los años 1960 a 1994 (29 de febrero junto con 28 de febrero)
(Figura (3-1), panel derecho). Los datos de cada estación fueron obtenidos de Ramsay y
Figura 3-1.: Promedios (más de 30 años) de las curvas diarias de la temperatura media (pan-
el derecho) observadas en 35 estaciones meteorológicas de Canadá (recuadro
izquierdo). Punto rojo corresponde Slave Lake, una estación no muestreada.
Silverman (http://www.functionaldata.org/). Las coordenadas geográficas de las estaciones
meteorológicas (Figura (3-1), panel izquierdo) se obtuvieron del Servicio Meteorológico de
Canadá (http://www.climate.weatheroffce.ec.gc.ca/climateData/).
Inicialmente se selecciona un número adecuado de funciones bases para suavizar al conjunto
de datos discretos en cada uno de los 35 sitios, luego, en segunda instancia, se efectuará una
predicción en un sitio no visitado usando el predictor propuesto (3-1) y se describen los
resultados desde un punto de vista práctico. Por último, con el fin de chequear la bondad de
nuestro predictor se comparará v́ıa validación cruzada funcional el resultado de la predicción
en diferentes sitios con el dato funcional asociado de manera correspondientes.
Dado que éste conjunto de datos fue analizado por Giraldo (2009), de tal forma que se encon-
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Figura 3-2.: Panel de la izquierda: Temperaturas suavizadas usando 65 funciones base de
Fourier. Panel de la derecha: Estimaciones de la temperatura obtenidas por un
modelo de regresión funcional múltiple con respuesta funcional (suavizado de
curvas de temperatura) y dos covariables
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Figura 3-3.: Aumento de la temperatura en la dirección sur-norte en el d́ıa 10 (panel izquier-
do) y en el d́ıa 365 (panel derecho)
tró mediante un análisis de validación cruzada no paramétrica que resulta optimo expandir
los 365 datos promedios diarios y discretos de temperaturas, en términos de 65 funciones
base de Fourier en cada uno de los sitios (panel izquierdo Figura(3-2)).
En el caso particular de estos datos, la Figura(3-3) muestra la existencia de tendencia debido
a que se observa un aumento de la temperatura en sentido sur-norte en dos d́ıas diferentes
(d́ıa 10 y 365). Este patrón se repite en general los otros d́ıas. De modo que, se hace nece-
sario realizar estimaciones de los datos funcionales de temperatura suavizados en cada una
de las estaciones mediante un modelo de regresión funcional con respuesta funcional y dos
covariables escalares (longitud(x) y latitud(y) en grados decimales). Es decir, se considera el
modelo de regresión funcional donde se asume que la tendencia varia en forma lineal






= β1(t) + β2(t)x+ β3(t)y (3-13)
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la tendencia, x e y las coordenadas geográficas de las estaciones meteorológicas y de manera
correspondiente f1(s) = 1, f2(s) = x y f3(s) = y. La Figura(3-4) muestra los parámetros
estimados β̂i(t) para el modelo determińıstico de tendencia lineal (3-13) los cuales son es-
timados teniendo en cuenta la regresión funcional para el caso de dos covariables escalares
(longitud y latitud) y respuesta funcional. Los parámetros estimados muestran claramente
que la temperatura es mucho más influenciada por las coordenadas en el invierno que en
verano. Aśı las cosas, conocidos los β̂i(t), los datos funcionales de temperatura estimados en
las 35 estaciones meteorológicas se obtienen mediante la expresión
χ̂si(t) = β̂1(t) + β̂2(t)x+ β̂3(t)y (3-14)
las cuales se muestran en el panel derecho de la Figura(3-2)). Ahora puesto que el obje-
tivo fundamental del trabajo resulta ser la predicción funcional bajo la ausencia de esta-
cionariedad se tiene que en nuestro caso particular el Predictor Kriging Universal Funcional
propuesto en (3-1) está determinado por el sistema matricial
∫
T
γs1s1(t)dt · · ·
∫
T
γs1s35(t)dt 1 xs1 ys1∫
T
γs2s1(t)dt · · ·
∫
T








γs35s1(t)dt · · ·
∫
T
γs35s35(t)dt 1 xs35 ys35
1 · · · 1 0 0 0
xs1 · · · xs35 0 0 0


























y el cual será insesgado si y sólo si
n∑
i=1
λifl(si) = fl(s0), para l = 1, 2 y 3.




















y los pesos λi, para i = 1, · · · , 35 se determinan a partir de la solución del sistema matricial
mostrado anteriormente.
Por otra parte, se estimarán los valores ̂∫
T
γsisj(t)dt a partir de los residuales, dado que
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Figura 3-4.: Se estimaron los parámetros funcionales β̂1(t) (arriba a la izquierda), β̂2(t)
(arriba a la derecha) y β̂3(t) (parte inferior) para la estimación de la tendencia
lineal
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Figura 3-5.: Residuos del modelo de regresión funcional de la temperatura en función de





= V ar (εsi(t)), donde εsi(t) = χsi(t)− χ̂si(t). Dichas curvas se muestran en la
Figura(3-5)
Adicionalmente la Figura(3-6) muestra la estructura de autocorrelación espacial a través de
la traza-semivariograma con su correspondiente modelo de ajuste (linea roja)
Por lo tanto, aplicando el Predictor Kriging Universal Funcional en el sitio de coordenadas
(−114,581, 55,73) con la estructura de autocorrelación inducida por los residuales se obtiene
la predicción funcional en dicho sitio como lo muestra la Figura(3-7) (linea oscura), donde
claramente se observa que dicha curva posee un comportamiento similar al de las demás.
Validación del predictor kriging universal de datos funcionales
A continuación se valida la bondad del predictor kriging universal de datos funcionales
a partir de la comparación de la suma de los cuadrados de los errores que surgen de la
aplicación de la validación cruzada funcional del OKFD (Anexo A.1) y el UKFD (Anexo
A.2) en cada una de las 35 estaciones meteorológicas. De la Tabla(3-1) se observa que en 24
de las 35 estaciones se producen disminuciones en la suma de los cuadrados de los errores,
donde sobresalen estaciones como Resolute (a 13111.4188), Inuvik (a 3340.1229), Iqaluit
(a 3580.5410) y Yellowknife (a 1120.1722) en las cuales la predicción mejora de manera
significativa. De la misma manera la Tabla(3-2) evidencia la mejoŕıa del predictor kriging
universal con respecto al kriging ordinario de datos funcionales.




















































































































































































































































































































































































































































Figura 3-6.: Traza-semivariograma(conjunto de puntos negros) y modelo de ajustado (linea
roja).


























Figura 3-7.: Predicción funcional de la temperatura en el sitio S0
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Adicionalmente y con el fin de verificar si existen diferencias significativas entre la sumas de
los cuadrados de los errores del OKFD y UKFD Tabla(3-1) se realiza la prueba no parámet-
rica de Friedman cuya hipótesis nula consiste en que no existen diferencias entre los rangos
sumados para cada columna. Dado que dichas columnas de datos son dependientes y además
no es posible garantizar normalidad, se tiene que el estad́ıstico sigue una distribución χ2 con
K − 1 grados de libertad, siendo K el número de tratamientos. Aplicando esta prueba con
el software estad́ıstico R (Anexo A.3) se obtienen los resultados
χ2 Friedman = 4.8286, gl = 1, valor p = 0.02799
con lo que, con una confianza del 95 % se rechaza la hipótesis nula, y por tanto, existen
diferencias significativas entre las sumas de los errores cuadráticos en las 35 estaciones me-
teorológicas. De acuerdo con la Tabla(3-1) puede concluirse que el método UKFD es más
apropiado en este caso.
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Pr. Albert* 211.8726 201.5644
Pr. George* 3550.3025 2452.0616






St. Johns* 5401.7940 3155.3021
Sydney* 418.4879 181.8570
The Pas 229.5252 413.2808
Thunderbay 543.2961 580.5611
Toronto* 267.3594 211.1309







*Se produjo disminución de la SSE en la estación
Tabla 3-1.: Comparación de las sumas de los errores cuadráticos por sitio a partir de
OKFD.CV y UKFD.CV
Tipo CV Mı́n. 1er Qu. Mediana Media 3er Qu. Máx.
OKFD 135.1 276.8 586.6 5004.0 3825.0 91810.0
UKFD 175.6 301.7 522.0 1761.0 2546.0 13110.0
Tabla 3-2.: Resumen estad́ıstico de las sumas de los errores cuadráticos a partir de
OKFD.CV y UKFD.CV
4. Conclusiones
En este trabajo se propone el predictor kriging universal para datos funcionales. Este permite
hacer predicción espacial de datos funcionales en ausencia de estacionariedad. Los resultados
de este predictor fueron comparados con los dados por el predictor kriging ordinario para
datos funcionales [Giraldo, 2009b] con base en datos reales de temperaturas promedios de
35 estaciones meteorológicas de Canadá, utilizando para ello validación cruzada funcional.
Con este conjunto de datos se observa una significativa mejoŕıa (24 de las 35 estaciones
meteorológicas) en la predicción cuando se usa UKFD, como se evidencia en las estaciones
de Resolute, Inuvik, Iqaluit y Yellowknife al compararse la sus sumas de los cuadrados de
los errores. Si bien es cierto existen métodos estad́ısticos más sencillos que permiten validar
el hecho de que la suma de los cuadrados de los errores del kriging ordinario y el universal
para datos funcionales son distintas, es preferible utilizar la prueba Friedman con el objeto
generalizar esta metodoloǵıa frente a la aparición de nuevas propuestas.
5. Trabajo futuro
1. En la aplicación se asumió tendencia lineal. Sin embargo, el predictor UKFD puede ser
adaptado a otros modelos, por ejemplo no paramétricos.
2. La metodoloǵıa puede extenderse al caso de covariables (el método llamado kriging
con deriva externa o trend surface en la literatura geoestad́ıstica).
3. La generalización al caso de varias variables funcionales por sitio podŕıa ser considerado
para obtener el predictor cokriging universal de datos funcionales.
A. Anexo: Funciones en R
El apéndice contiene el código R (incluyendo libreŕıas y funciones) utilizados en la tesis.
Puede acceder a todo el código efectuando la solicitud al e.mail wilcab2001@yahoo.com.
A.1. Código para modelar el conjunto de datos de
temperaturas de Canadá por OKFD.
###########################################################################








# Lectura de datos.
###########################################################################
# Distancia entre sitios muestreados
coord <-matrix(scan("Coordenadas.txt",0, dec="."), 35, 2, byrow=TRUE)
dista <- dist(coord, method="euclidean", diag=TRUE, upper=TRUE)
d <- as.matrix(dista)
# Distancia de los sitios observados al sitio de predicción
dista.cero<-read.table("coordcero.txt", header=FALSE)
d.cero <- as.matrix(dista.cero)
# Conjunto de datos
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temp <- matrix(scan("dailtemp.txt",0, dec=","), 365, 35,byrow=TRUE)
day <- matrix(scan("day.txt",0), 365, 35, byrow=TRUE)
place <- c(
"Arvida ", "Bagottville", "Calgary ", "Charlottvl ", "Churchill ", "Dawson ",
"Edmonton ", "Fredericton", "Halifax ", "Inuvik ", "Iqaluit ", "Kamloops ",
"London", "Montreal ", "Ottawa ", "Pr. Albert ", "Pr. George ", "Pr. Rupert",
"Quebec", "Regina ", "Resolute ", "Scheffervll", "Sherbrooke ", "St. Johns ",
"Sydney ", "The Pas ", "Thunderbay ", "Toronto ", "Uranium Cty", "Vancouver",
"Victoria ", "Whitehorse ", "Winnipeg ", "Yarmouth ", "Yellowknife ")
dimnames(temp) <- list(NULL,place)
###########################################################################
# Predicción OKFD en un sitio no visitado
###########################################################################






plot(okfd.res$datafd,lty=1,col=8, xlab="Day", ylab="Temperatura (Grados C)")
lines(okfd.res$krig.new.data,col=1,lwd=2)
###############################################################################






okfd.cv.res <- okfd.cv(coord=coord, data=temp, argvals=argvals,
array.nbasis=array.nbasis,
max.dist.variogram=NULL,nugget.fix=NULL)
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write.table(okfd.cv.res\$MSE.CV, file="MSE.CV.txt", row.names=FALSE,
quote=FALSE,append=TRUE)
MSE.CV<-matrix(scan("MSE.CV.txt"), 365, 1, byrow=TRUE)
###########################################################################





plot(array.nbasis,okfd.cv.res$MSE.CV,type="l",xlab="Número de funciones base",








A.2. Código para modelar el conjuntos de datos de
temperaturas de Canadá por UKFD.
###########################################################################










A.2 Código para modelar el conjuntos de datos de temperaturas de Canadá por UKFD.59
###########################################################################
# Lectura de datos.
###########################################################################
# Distancia entre sitos muestrales
coord <-matrix(scan("Coordenadas.txt",0, dec="."), 35, 2, byrow=TRUE)
plot(coord)
# identify(coord)
dista <- dist(coord, method="euclidean", diag=TRUE, upper=TRUE)
d <- as.matrix(dista)
# Distancia de los sitios observados al sitio de predicción
dista.cero<-read.table("coordcero.txt", header=FALSE)
d.cero <- as.matrix(dista.cero)
# Conjunto de datos
temp <- matrix(scan("dailtemp.txt",0, dec=","), 365, 35,byrow=TRUE)
day <- matrix(scan("day.txt",0), 365, 35, byrow=TRUE)
# Gráficos de verificación de la tendencia
par(mfrow=c(1,2))
scatterplot3d(coord[,2], coord[,1], t(temp[10,]),color="blue",
xlab="sur",ylab="norte") # Tendencia en el dı́a 10
scatterplot3d(coord[,2], coord[,1], t(temp[365,]),color="red",
xlab="sur",ylab="norte") # Tendencia en el dı́a 365
par(mfrow=c(1,1))
place <- c(
"Arvida ", "Bagottville", "Calgary ", "Charlottvl ", "Churchill ", "Dawson ",
"Edmonton ", "Fredericton", "Halifax ", "Inuvik ", "Iqaluit ", "Kamloops ",
"London", "Montreal ", "Ottawa ", "Pr. Albert ", "Pr. George ", "Pr. Rupert",
"Quebec", "Regina ", "Resolute ", "Scheffervll", "Sherbrooke ", "St. Johns ",
"Sydney ", "The Pas ", "Thunderbay ", "Toronto ", "Uranium Cty", "Vancouver",
"Victoria ", "Whitehorse ", "Winnipeg ", "Yarmouth ", "Yellowknife ")
dimnames(temp) <- list(NULL,place)





daybasis65 <- create.fourier.basis(dayrange, nbasis, dayperiod)
daytempfd <- data2fd(temp, daytime, daybasis65, argnames=list("Day", "Station",
"Temperature (degrees C)"))
# plotfit.fd(temp, daytime, daytempfd) #genera todas las funciones en los
sitios a partir de la interpolación de Fourier.
###########################################################################
# Modelo 1: Constante y dos variables (escalares) independientes.
###########################################################################
# Conjunto de variables independientes.





# Configurar el objeto para el parámetro funcional (Regresión funcional).
betalist <- vector("list",3)
# betabasis1 <- create.constant.basis(c(1, 365))
# betafd1 <- fd(0, betabasis1)
# betafdPar1 <- fdPar(betafd1)
# betalist[[1]] <- betafdPar1
nbetabasis <- 65
betabasis1 <- create.fourier.basis(c(0, 365), nbetabasis)
betafd1 <- fd(matrix(0,nbetabasis,1), betabasis1)
lambda <- 0
betafdPar1 <- fdPar(betafd1,Lfdobj=int2Lfd(0), lambda)
betalist[[1]] <- betafdPar1
nbetabasis <- 65
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betabasis2 <- create.fourier.basis(c(0, 365), nbetabasis)
betafd2 <- fd(matrix(0,nbetabasis,1), betabasis2)
lambda <- 0
betafdPar2 <- fdPar(betafd2,Lfdobj=int2Lfd(0), lambda)
betalist[[2]] <- betafdPar2
nbetabasis <- 65
betabasis3 <- create.fourier.basis(c(0, 365), nbetabasis)
betafd3 <- fd(matrix(0,nbetabasis,1), betabasis3)
lambda <- 0





for (j in 1:3) {
betaestParfdj <- betas[[j]]









plot(daytempfd, xlab="Dı́a",ylab="Temperatura suavizadas(grados C)")
plot(regression$yhatfdobj$fd,xlab="Dı́a",
ylab="Temperatura estimadas(grados C)")
yhatmat <- eval.fd(day, regression$yhatfdobj$fd)
ymat <- eval.fd(day, daytempfd)
tempres <- ymat[,1:35] - yhatmat[,1:35]
par(mfrow=c(1,1))
matplot(day,tempres, xlab="Dı́a", ylab="Residuales", type="l")
dimnames(tempres) <- list(NULL,place)
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summary(tempres)
###########################################################################
# Predicción UKFD de las curvas residuales en un sitio no visitado.
###########################################################################

























MSE.CV<-matrix(scan("MSE.CV.txt"), 365, 1, byrow=TRUE)
###########################################################################
A.3 Test no paramétrico de Friedman para comparar la SSE obtenidas por los dos
métodos (OKFD y UKFD). 63





plot(array.nbasis,ukfd.cv.res$MSE.CV,type="l",xlab="Number of basis functions",








A.3. Test no paramétrico de Friedman para comparar la






































4832.9711,1120.1722), nrow = 35,
byrow = TRUE,
dimnames = list(1 : 35,c("SSEOKFD", "SSEUKFD")))
friedman.test(SSEsitios)
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