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Quantum systems often exhibit fundamental incapability to entertain vortex. The Meissner effect,
a complete expulsion of the magnetic field (the electromagnetic vorticity), for instance, is taken to be
the defining attribute of the superconducting state. Superfluidity is another, close-parallel example;
fluid vorticity can reside only on topological defects with a limited (quantized) amount. Recent
developments in the Bose-Einstein condensates produced by particle traps further emphasize this
characteristic. We show that the challenge of imparting vorticity to a quantum fluid can be met
through a nonlinear mechanism operating in a hot fluid corresponding to a thermally modified Pauli-
Schro¨dinger spinor field. In a simple field-free model, we show that the thermal effect, represented by
a nonlinear, non-Hermitian Hamiltonian, in conjunction with spin vorticity, leads to new interesting
quantum states; a spiral solution is explicitly worked out.
PACS numbers: 03.75.Kk, 67.10.Hk, 52.35.We, 47.10.Df
INTRODUCTION
The magic of quantum correlations has been often in-
voked to explain the exotic and extraordinary phenom-
ena like the superfluidity, superconductivity, and Bose-
Einstein condensation, displayed by, what may be called,
the quantum fluids [1–8]. What links all these diverse sys-
tems is the absence of vorticity. The Meissner effect, a
complete expulsion of the magnetic field (the electromag-
netic vorticity), for instance, is taken to be the defining
attribute of the superconducting state [1, 3] (see also [9]
for a characterization of superconductivity as vanishing
of the total vorticity, a sum of the fluid and electromag-
netic vorticities).
Of course, these highly correlated quantum states are
accessible only under very special conditions, in particu-
lar at very low temperatures. It is, perhaps, legitimate
to infer that these quantum fluids, when they are not in
there super phase, may, in fact, entertain some sort of
vorticity. In this article, we explore how such a vorti-
cal state may emerge in a quantum system, whose basic
dynamical equations (like the Schro¨dinger equation) are
not fundamentally suitable for hosting a vortex.
The investigation of the quantum vortex states con-
stitutes a fundamental enquiry, because such states, like
their classical counterparts, aught to be ubiquitous. And
again as to their classical counterparts, the vorticity will
lend enormous diversity and complexity to the behavior
and properties of quantum fluids. Unveiling the mech-
anisms responsible for creating/sustaining vorticity will,
surely, advance our understanding of the dynamics of the
phase transition —from zero vorticity to finite vorticity
and vice versa.
We will carry out this deeper enquiry, aimed at bridg-
ing the vorticity gap, by exploring a quantum system
equivalent to a hot fluid/plasma [10]. We will show that
the thermodynamic forces induce two distinct fundamen-
tal changes in the dynamics: the Hamiltonian becomes 1)
nonlinear by the thermal energy, and 2) non-Hermitian
by the entropy. By these new effects, a finite vortic-
ity becomes accessible to the quantum fluid. Such a
vorticity-carrying hot quantum fluid could define a new
and interesting state of matter. Within the framework of
a hot Pauli-Schro¨dinger quantum fluid, we will demon-
strate the existence of one such state—the Quantum Spi-
ral. We believe that it marks the beginning of a new line
of research.
To highlight the new aspect of our construction, we
present a short overview of papers on the classical-
quantum interplay. The first set of investigations [11–23]
is devoted to deriving (and studying) the fluid-like sys-
tems from the standard equations of quantum mechanics,
while the second set [24–30] constructs a quantum me-
chanics equivalent to a given classical system. Building
from the energy momentum tensor for a perfect isotropic
hot fluid, Mahajan & Asenjo [10] have recently demon-
strated that the emergent quantum mechanics of an el-
ementary constituent of the Pauli-Schro¨dinger hot fluid
(called a fluidon) is nonlinear as distinct from the stan-
dard linear quantum mechanics; the thermal interactions
manifest as the fluidon self-interaction. Through a deeper
reexamination of this thermal interaction, we begin our
quest for the thermal mechanism of creating quantum
vorticity. In addition to being a source of nonlinearity,
the thermal interaction for the quantum fluid also endows
it with an entropy.
CIRCULATION LAW —THE VORTEX AND
HEAT
Theres exists a deep relationship between the vortex
and a heat cycle, which is mediated by an entropy. We
may consider a vortex in general space; by vortex we
mean finiteness of a circulation (or, non-exact differen-
2tial). A heat cycle
∮
TdS 6= 0 (T is the temperature and
S is the entropy) epitomizes such a circulation.
Upon the realization of the thermodynamic law on a
fluid, the heat cycle is related to the circulation of mo-
mentum, i.e., the mechanical vortex. For a fluid with
a density ρ, pressure P , and enthalpy H , obeying the
thermodynamic relation TdS = dH − ρ−1dP , a finite
heat cycle
∮
TdS 6= 0 is equivalent to the baroclinic ef-
fect
∮
ρ−1dP 6= 0 (the exact differential dH does not
contribute a circulation;
∮
dH ≡ 0). Notice that the en-
tropy, a deep independent attribute of thermodynamics,
is the source of the baroclinic effect; such an effect will be
encountered whenever a field has a similar internal degree
of freedom represented by some scalar like an entropy.
Kelvin’s circulation theorem says that, as far as the
specific pressure force ρ−1dP (or, the heat TdS) is an
exact differential, the fluid (so-called barotropic fluid)
conserves the circulation
∮
Γ ℘ of the momentum ℘ along
an arbitrary co-moving loop Γ. Therefore, a vorticity-
free flow remains so forever. As the antithesis, non-exact
thermodynamic force ρ−1dP (or, equivalently, a heat cy-
cle
∮
Γ
TdS 6= 0) violates the conservation of circulation
of momentum, leading to the vortex creation.
VORTEX IN SPINOR FIELDS
To formulate a quantum-mechanical baroclinic effect
by quantizing a classical fluid model, the correspon-
dence principle is best described by the Madelung rep-
resentation of wave functions [11, 12] (see Appendix A).
We must, however, remember that a scalar (zero-spin)
Schro¨dinger field falls short of describing a vortex, be-
cause the momentum field is the gradient of the eikonal
of the Schro¨dinger field (or, in the language of classi-
cal mechanics, the momentum is the gradient of the ac-
tion), which is evidently curl-free. This simple fact is,
indeed, what prevents a conventional Schro¨dinger quan-
tum regime from hosting vorticity.
In a set of classic papers [13–16], Takabayasi showed
that the differences in the phases of spinor components
could generate a spin vorticity in the ‘Madelung fluid’
equivalent of the Pauli-Schro¨dinger quantum field. In
this paper, we investigate an additional source of vor-
ticity provided by a baroclinic mechanism in a ther-
mally modified nonlinear Pauli-Schro¨dinger system, ob-
tained here, by adding a thermal energy U to the Pauli-
Schro¨dinger Hamiltonian.
In order to delineate the new effect in the simplest way,
we consider a minimum, field-free Hamiltonian
H =
∫ [
1
2m
(
~
i
∇Ψ
)∗
·
(
~
i
∇Ψ
)
+ UΨ∗ ·Ψ
]
dx, (1)
where Ψ = (ψ1, ψ2) is a two-component spinor field, and
U is a thermal energy. Notice that the conventional po-
tential energy is replaced by the thermal energy. The
formulation of U as a function of Ψ is the most essential
element of our construction. In classical thermo/fluid
dynamics, the thermal energy is generally expressed as
U = U(ρ, S) with the density ρ and the entropy S. Al-
though ρ is readily expressed as Ψ∗Ψ, finding an expres-
sion for S is more challenging. It is the right juncture
to inform the reader that for U = U(ρ), the sought after
baroclinic effect is absent; see [10].
The Madelung representation of the wave function
ψj(x, t) =
√
ρj(x, t)e
iSj(x,t)/~ (j = 1, 2). (2)
converts the two complex field variables (ψ1, ψ2) into four
real variables (ρ1,S1, ρ2,S2). It will be, however, more
convenient to work with an equivalent set:

ρ = ρ1 + ρ2,
µ = ρ1 − ρ2,
ϕ = (S1 + S2)/2,
σ = (S1 −S2)/2.
(3)
The 4-momentum becomes
pν =
1
ρ
ℜ (Ψ∗ · i~∂νΨ) = −
(
∂νϕ+
µ
ρ
∂νσ
)
, (4)
where (x0, x1, x2, x3) = (t,−x,−y,−z), and
(∂0, ∂1, ∂2, ∂3) = (∂t,−∇)). The spatial part of
(4),
p = ∇ϕ+ µ
ρ
∇σ (5)
reads as the Clebsch-parameterized momentum field [31–
34]. The second term of the right-hand side of (5) yields
a vorticity:
∇× p = ∇
(
µ
ρ
)
×∇σ. (6)
In (6), we have assumed that ϕ does not have a phase
singularity. If ϕ is an angular (multi-valued) field, as
in the example of quantum spirals given later, a circula-
tion, representing a point vortex, will be created by the
singularity of ∇× (∇ϕ) (mathematically, a cohomology).
We may regard σ as a Lagrangian label of scalar fields
co-moving with the fluid (see Appendix A). Hence, for an
isentropic process, we parameterize entropy as S = S(σ)
to put U = U(ρ, σ), completing the process of identifi-
cation of the thermal variables with the wave function.
The enthalpy and temperature are, respectively, given by
H =
∂(ρU)
∂ρ
, T =
∂U
∂S
. (7)
Denoting S′(σ) = dS(σ)/dσ, we may define an effective
temperature τ = ∂U/∂σ = S′(σ)T .
3THERMALLY-MODIFIED NONLINEAR
PAULI-SCHRO¨DINGER EQUATION
We are ready to derive the determining equation. In
terms of Ψ, the canonical 1-form reads Θ =
∫
p0ρ dx.
The variation of the action
∫
(Θ − H ) dt by Ψ yields
a thermally-modified nonlinear Pauli-Schro¨dinger equa-
tion:
i~∂tψj = − ~
2
2m
∇2ψj + (H − iGj)ψj (j = 1, 2), (8)
where
Gj = (−1)j~S
′(σ)Tρ
4ρj
(j = 1, 2). (9)
The following results can be readily derived by the new
equation (8):
(i) The terms −iGjψj (j = 1, 2) on the right-hand
side of (8) represent the baroclinic effect, by which the
generator of the system is non-Hermitian. However, the
the particle number (
∫
ρ dx) and the energy (H ) are
preserved as constants of motion.
(ii) When S′(σ) = 0 (i.e., the fluid is homentropic),
the baroclinic terms are zero. Then, (8) consists of two
coupled nonlinear Schro¨dinger equations (the nonlinear
coupling comes through H being a function of ρ). Of
course, we may put ψ2 ≡ 0, and then, the system re-
duces into the standard scalar-field nonlinear Schro¨dinger
equation governing ψ1. It is well known that, in a one-
dimensional space, we obtain solitons, when H = aρ
(a < 0). The nonlinear coupling of the two components
ψ1 and ψ2 induces chaotic behavior. Interestingly, how-
ever, ρ = |ψ1|2 + |ψ2|2 remains ordered. These features
are displayed in Fig. 1, where a representative solution in
the barotropic (Gj = 0) limit is plotted.
(iii) When the baroclinic terms are finite, there is no
one-dimensional (plane wave) solution. In fact, upon sub-
stitution of ψj = e
i(kyy+kzz−ωt)/~φj(x) (j = 1, 2) into (8),
we obtain an eigenvalue problem
~
2
2m
d2
dx2
φj = (λ +H − iGj)φj (j = 1, 2), (10)
where λ = (k2y + k
2
z)/2m− ω. Half of the (local, i.e., for
each ψj) eigenvalues for this operator, ±
√
λ+H − iGj ,
have positive real parts whenever Gj 6= 0, and thus, (10)
cannot have a bounded solution for any λ.
The nonexistence of a one-dimensional (plane-wave)
solution in a baroclinic system emphasizes the fact that
the baroclinic effect is absent in a one-dimensional sys-
tem. However, we do find interesting solutions in two-
dimensional space.
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FIG. 1: A typical nonlinear Pauli-Schro¨dinger field in one-
dimensional space (here the eigenvalue µ = 0). (a) The two
spinor components (here, real-valued functions) ψ1 (blue) and
ψ2 (red) are coupled though the nonlinear enthalpy coefficient
H = −2(|ψ1|
2+|ψ2|
2), exhibiting chaotic oscillations. (b) The
densities ρ1 = |ψ1|
2 (red) and ρ2 = |ψ2|
2 (yellow) oscillates
irregularly, while the total density ρ = ρ1+ ρ2 (blue) remains
ordered.
QUANTUM SPIRALS
Let us assume a solution of a spiral form:
Ψ =
(
ψ1
ψ2
)
=
(
ei(nθ+β1(r)−ωt)φ1(r)
ei(nθ+β2(r)−ωt)φ2(r)
)
. (11)
The azimuthal mode number n gives the number of arms.
The phase factor βj(r) determines their shape; for exam-
ple, when βj(r) is a linear function of r, we obtain a
Archimedean spiral. The factor φj(r) yields the radial
modulation of amplitudes. We find that the nonlinear
terms
ρ = φ∗1φ1 + φ
∗
2φ2, (12)
σ =
~
2
(β1 − β2 + argφ1 − argφ2) (13)
are functions only of r; the azimuthal mode number n,
therefore, is a good quantum number. Inserting (11) into
(8), we obtain (j = 1, 2, ˙=d/dr),
φ¨j +
(
1
r
+ iβ˙j
)
φ˙j =
[(
−ω + n
2
r2
+ β˙2j +H
)
−i
(
β¨j +
β˙j
r
−Gj
)]
φj . (14)
Bounded solutions are obtained when the non-Hermitian
term vanishes; one must, then, solve the system of simul-
4FIG. 2: Dual spirals created in a baroclinic Pauli-Schro¨dinger
field; the density plots of ℜψ1 (left) and ℜψ2 (right) show
opposite-sense spirals. Here ω = 4.5.
taneous equations
φ¨j +
(
1
r
+ iβ˙j
)
φ˙j =
(
−ω + n
2
r2
+ β˙2j +H
)
φj ,(15)
β¨j +
β˙j
r
−Gj = 0. (16)
By (16), the baroclinic term Gj generates βj(r) that de-
termines the shape of spiral. Evidently, in a barotropic
field (Gj = 0), spirals do not appear (βj(r) = 0).
To construct explicit examples, let us consider an ideal
gas that has an internal energy such that
U = cv(ρe
S−σ0)1/cv , (17)
where cv (specific heat normalized by Rydberg constant)
and σ0 are constants. For simplicity, we assume S = σ
(thus, T = τ) to evaluate
T = (ρeσ−σ0)1/cv , H = (cv + 1)T. (18)
Substituting (12) and (13), we may write the coefficients
H and Gj in terms of φj and βj (j = 1, 2).
As an example (cV = 1 and σ0 = 0) of the numerical
solutions of this system, we display in Fig. 2, a typical
n = 2 solution exhibiting twin spirals (opposite sense) of
the two components of the spinor Ψ. Figure 3 picks up
the phase factors βj(r) and the amplitude factors |φj(r)|2
from the spiral spinor fields of Fig. 2.
The baroclinic Pauli-Schro¨dinger equation has axisym-
metric (n = 0) solutions also (see Fig. 4-a).
Figure 4-b shows that when the baroclinic term is zero
(then, the generator is Hermitian), no spiral structures,
even with a finite n, are created. This is because the
phase factors βj(r) become zero when Gj = 0; see (16).
CONCLUSION
We have shown that the quantum fluid with inter-
nal thermal energy is capable of supporting entirely new
quantum states like the quantum spirals we have derived
in the present simplified model. The harnessing of the
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FIG. 3: (a) The phase factors β1(r) (blue) and β2(r) (red) of
the quantum spirals shown in Fig. 2. Except in the core region
(r < 3), βj(r) is an approximately linear function of r, hence
the arms are approximately Archimedean. The opposite signs
of β1(r) and β2(r) give opposite-sense spirals. (b) The am-
plitude factors |φ1(r)|
2 (= |φ2(r)|
2 by the assumption).
a b
FIG. 4: (a) Axisymmetric (n = 0) solution of the baroclinic
equation with ω = 4.5; plot of ℜψ1. (b) Barotropic (Gj = 0)
Pauli-Schro¨dinger field (n = 2) with ω = 4.5; plot of ℜψ1.
When Gj = 0, the phase factor βj(r) = 0, thus no arms are
created.
profound effect of entropy, in a thermal spin quantum
system, has led us to a new mechanism (whose classical
counterpart is the famous baroclinic effect generating,
for example, hurricanes) that substantially extends the
range of vortical states accessible to quantum systems.
We note that although the conventional spin forces (ei-
ther spin-magnetic field interactions or spin-spin interac-
tion; cf. Appendix A) may amplify or sustain vorticities,
they cannot generate it from zero. The baroclinic effect
is a creation mechanism that works without a seed. A
close analogy is the respective roles of dynamo amplifi-
cation of magnetic field [36] and the Biermann battery
mechanism [37] in a classical plasma; the former needs a
seed magnetic field.
5We also note that the baroclinic effect we have stud-
ied is an isentropic process, and differs from dissipa-
tion mechanisms like friction. For example, a finite-
temperature Bose gas is modeled by a modified Gross-
Pitaevskii equation including an effective friction term,
which is coupled with a quantum Boltzmann equation
describing a thermal cloud [38–40] (see also tutorial [41]).
The friction term introduces a non-Hermitian Hamilto-
nian which, in contrast to the presently formulated isen-
tropic model, destroys the conservation of the particle
number and the energy of the condensate component.
One expects to find a variety of new/interesting states
when this work is extended for more encompassing quan-
tum systems: the thermal Pauli-Schro¨dinger system and
the relativistic thermal Dirac (Feynman-Gellmann) equa-
tion coupled to the electromagnetic field. For both of
these systems, baroclinic terms can be readily incorpo-
rated in known formalisms [10, 22, 29]. Coriolis force,
a close cousin of the magnetic force, could also be in-
cluded as a gauge field [30]. When we consider higher-
order spinors (for example, spin-1 representation of SU(2)
fields may be applied for Bose gas in a trap [35]) the num-
ber of Clebsch parameters increases, and the field starts
to have a helicity [34].
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Appendix A. Correspondence principle
We explain the correspondence principle relating the
classical and quantized fields. In terms of the real vari-
ables (3), the Hamiltonian (1) reads H = Hc+Hq with
Hc =
∫ [ |∇ϕ+ µρ∇σ|2
2m
+ U(ρ, σ)
]
ρ dx, (19)
Hq =
∫
~
2
8m
(
|∇ρ|2
ρ2
+
∑
ℓ
|∇Sℓ|2
)
ρ dx. (20)
Here Hc is a classical Hamiltonian generating fluid dy-
namics [32]. With the canonical 1-form Θ =
∫
p0ρdx =
− ∫ (ρ∂tϕ + µ∂tσ) dx, the variation of the classical ac-
tion
∫
(Θ−Hc) dt with respect to the canonical variables
(ρ, ϕ, µ, σ) yields Hamilton’s equation:
∂tρ = ∂ϕHc = −∇ · (vρ), (21)
∂tϕ = −∂ρHc = −v · ∇ϕ+m|v|2/2−H, (22)
∂tµ = ∂σHc = −∇ · (vµ) + ρT, (23)
∂tσ = −∂µHc = −v · ∇σ, (24)
where v = p/m is the fluid velocity, (21) is the mass
conservation law, (24) is the entropy conservation law
(justifying the parameterization U(ρ, σ)), and the com-
bination of all equations with the thermodynamic rela-
tion ∇H − T∇σ = ρ−1dP (P is the pressure) yields the
momentum equation
∂tp+ (v · ∇)p = −ρ−1∇P. (25)
The system (21)-(24) is an infinite-dimensional Hamilto-
nian system endowed with a canonical Poisson bracket
such that
{ρ(x), ϕ(y)} = δ(x−y), {µ(x), σ(y)} = δ(x−y); (26)
all other brackets are zero. By (2) and (3), the Pois-
son algebra (26) is equivalent to the Lie algebra of the
second-quantized Pauli-Schro¨dinger field acting on the
Fock space of either Bosons or Fermions [33]:
[ψj(x), ψ
∗
k(y)]± = (i~)
−1δjkδ(x− y),
[ψj(x), ψk(y)]± = 0, [ψ
∗
j (x), ψ
∗
k(y)]± = 0.
(27)
Based on this correspondence principle, we can quan-
tize the classical field by adding Hq to Hc; the action
principle with respect to Ψ yields (8). The same action
principle with respect to the real variables (3) yields the
fluid representation: on the right-hand side of (25), Hq
adds quantum forces [13, 14]
Fq = ∇
(
~
2∇2
√
ρ
2m
√
ρ
)
−
∑
ℓ
~
2
4mρ
∇ · [ρ∇Sℓ ⊗∇Sℓ], (28)
where Sℓ = ρ
−1Ψ∗σℓΨ (σℓ are the Pauli matrices).
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