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Abstract
The temporal statistics exhibited by written correspondence appear to be media
dependent, with features which have so far proven difficult to characterize. We explain
the origin of these difficulties by disentangling the role of spontaneous activity from
decision-based prioritizing processes in human dynamics, clocking all waiting times
through each agent’s ‘proper time’ measured by activity. This unveils the same fun-
damental patterns in written communication across all media (letters, email, sms),
with response times displaying truncated power-law behavior and average exponents
near − 32 . When standard time is used, the response time probabilities are theoreti-
cally predicted to exhibit a bi-modal character, which is empirically borne out by our
new years-long data on email. These novel perspectives on the temporal dynamics of
human correspondence should aid in the analysis of interaction phenomena in general,
including resource management, optimal pricing and routing, information sharing,
emergency handling.
Keywords: complex systems | human dynamics | priority-queueing
1 Introduction
Remarkable statistical regularities observed in human and animal dynamics have attracted
much attention in recent years [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. A particularly
interesting and studied case is given by written communication, which, whether on paper
(‘letters’), or in electronic form (‘email’), is a most fundamental human activity, sustaining
and giving the tempo to much of our civilization’s advance [15, 10, 16, 17, 18, 19, 20, 21,
22, 23]. In recent times short-text messaging (‘sms’) has also been added to the repertoire
of media through which humans intensely communicate with each other in writing [24].
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A main feature of interactive processes such as written correspondence is that, regard-
less of medium, the behavior and temporal dynamics of any agent A are characterized by
two distinct waiting times, i.e. response times (RTs) and inter-event times (IETs), schemat-
ically represented in Fig. 1; see also the Supporting Information (SI) for precise definitions.
We denote the probability distributions of RTs and IETs respectively by PR(τ) and PI(τ),
where τ = ∆t ∈ N+ is the length of time intervals (with time t measured in days for letters,
and seconds for email and sms). A better understanding of the mechanisms at the basis
of written communication thus entails the analysis of these waiting times within large-
scale interaction networks whose overall dynamics is largely unknown. During the last
decade these and related questions have attracted the attention of a research community
going from mathematics, to physics to sociology, whose studies, grounded on a number of
databases which collect basic empirical information on communication events, have begun
to clarify some basic facts on the behavior of such networks and the agents in it. In the SI
we give details about the communication datasets used for the present work (denoted DL1,
DE1, etc., see Table 1), which include data previously available on written correspondence
(letters, email, sms), as well as two new long-term email datasets collected for the present
study.
2 State of the art on time distributions and controversy
The first notable observation derived from the analysis of the empirical data is that events
for all communication media occur in a highly intermittent fashion, with time fluctuations
producing heavy-tailed distributions for both PI(τ) and PR(τ). The characterization of
these statistics has been strongly debated, as they appear to depend on the medium (letters,
email, sms) and lack universal features [15, 10, 17, 18, 19, 24, 25, 20, 26, 22, 23], although
the investigation in Ref. [19] led to a form of universality for the IETs in letters and emails.
In spite of earlier indications of scaling for the empirical distributions PR(τ) with two
different exponents, −1 and −32 , respectively in email and letters [15, 10, 18, 25, 20, 22],
the scaling nature and general features of PR(τ) for email are still contrastingly judged [26].
Different priority queueing models have also been used to account for these controversial
observations, producing power-law behavior for PR(τ) with theoretical exponents −1 or
−32 (see Refs. [15, 10, 27, 28, 29]), as well as exponents varying in a range from −1 to
under −2 (Refs. [15, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39]).
3 Re-clocking the probability distributions through activity
To shed light on these poorly understood aspects of written communication, we disentangle
from the overall time dynamics of a given agent A the contributions due to A’s spontaneous
inter-event pauses. To do this we introduce the parameter s ∈ N+ which counts the number
of A’s outgoing communication events (a measures of A’s activity), so that each increase
by one unit for s corresponds to an IET for A, see Fig. 1. The probability densities for both
the RTs and IETs, which characterize A’s behavior, can be computed in terms of σ = ∆s
in place of τ = ∆t. In analogy to similar clocking alternatives arising for instance in special
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Figure 1: Two clocks for written correspondence. Representation of the communication activity along the
axis of time t for an agent A. Arrows pointing into the t axis mark incoming messages from the indicated
agents B, C, etc., arrows pointing out of the t axis mark response messages to the same agents. The
intervals between such arrows define the inter-event times (IETs) of agent A. The response times (RTs) of
A are defined as shown, either clocked through time t (all measured in seconds), or through the activity
parameter s which counts the number of outgoing messages from A (see also the Supporting Information).
The associated RT probability distributions are denoted by PR(τ) and P¯R(σ) when clocked respectively
through s or t (with τ = ∆t and σ = ∆s). The RT distributions in terms of t are non-universal, as they
depend on the communication medium and the agent, see the lower diagram (a), showing the t-clocked
RTs of representative agents communicating through letters (red) and email (blue). In contrast, we find
that the same RTs, when clocked through s, give distributions as in the upper diagram (b), which are
almost superposable power laws following eq. [4.1], with individual exponents α on average near − 3
2
for
all media (letters, email, sms).
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relativity, the parameter s can be interpreted, up to a suitable scale factor, as an agent’s
‘proper time’; the introduction of s bears also a relation to the ‘events per active interval’
considered for different purposes in [19]. We denote respectively by P¯R(σ) and P¯I(σ) the
s-clocked probability distributions, and notice that the s-clocked IET distribution P¯I(σ) is
trivially the same for all agents and media, being concentrated by definition at σ = 1. See
eq. [5.1] below and the SI for details on the mathematical relation among the probabilities
PR(τ), PI(τ), and P¯R(σ).
4 Power-law empirical probabilities after re-clocking
Remarkably, we find that in all databases, across all media, the RTs of active agents, when
clocked through activity s, are described by discrete exponentially-truncated power laws
of the form
P¯R(σ) ∼ σαe−σλ , (4.1)
where α is the scaling exponent, λ the cutoff parameter [40]. A number of empirical
distributions P¯R(σ) as in eq. [4.1], representative of the s-clocked RTs for each written
communication medium (letters, email, sms) are shown in Fig. 2 (see the SI for more
statistics). The individual exponents in the empirical RT distributions in eq. [4.1] have
average values close to −32 for all the three media, as detailed in Table 1. The truncated
scaling in eq. [4.1] of P¯R(σ) with exponents averaging near −32 can be clearly appreciated
also the most active sms agents, despite their having comparatively much scarcer statistics
than in email or letters. For email, these results on the scaling of P¯R(σ) and its exponents
are validated in agents across all the three independently-collected databases. We sampled
the long-term email data through three-, six-, twelve- and eighteen-month windows within
the total two-year period of dataset DE1, and for all window lengths we found great
consistency in the obtained distributions of individual exponents, both within and across
the three email datasets (see also Supporting Figs. 9-10(b)).
Summarizing, while the waiting time distributions may vary across agents and media
when expressed in terms of standard time t, all waiting times have quite the same medium-
independent form when computed through proper time s, with a definite convergence of the
exponents to average values near −32 in all media. This goes together with the universality
of the s-clocked IET distributions P¯I(σ), which are all concentrated at σ = 1 as mentioned
earlier. The introduction of the activity clocking thus emphasizes an intrinsic universal
component underlying all written communication, partly obfuscated by the interaction
with the spontaneous IETs, which are media- and agent-dependent. We discuss such
universality more in detail below.
5 Bi-modal empirical probabilities clocked through time
In the light of the above results on the s-clocked distributions P¯R(σ), we can now better
analyze the empirical t-clocked RT distributions PR(τ) of written correspondence. For the
same agents as in Fig. 2, and for each medium (letters, email, sms), the individual PR(τ)
are represented in Fig. 3, the insets showing the associated IET distributions PI(τ). We see
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Figure 2: Log-log plots of the response-time probability densities P¯R(σ) clocked through activity s, for three
typical agents for each different written-communication medium (logarithmic binning [52]). Red circles
indicate empirical data; blue crosses represent our model predictions. (a) Letters: data from database
DL1, on the correspondence of C. Darwin, A. Einstein, and S. Freud; (b) email: data from typical agents
in the long term databases DE1 and DE2 (the agent in DE2, with data spanning seven years, is marked by
an asterisk); (c) sms: data from typical agents in the database DS1 of Ref. [24]. The probability densities
for all media are very well fitted by the truncated power laws in eq. [4.1] with individual exponents α
as follows (going from top to bottom in each column): 1.493, 1.565, 1.886 (letters); 1.519, 1.604, 1.539
(email); 1.491, 1.215, 1.097 (sms). See Table 1 for information on the exponents in the various databases,
and the SI for more statistics. The straight dashed lines in the top diagrams are drawn to guide the eye,
with the indicated exponents.
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Table 1: On the left are indicated the databases analyzed in this work for the three written-communication
media (letters, email, sms); see the SI for details. On the right are reported the corresponding exponents
α computed for the empirical RT probabilities P¯R(σ) in eq. [4.1], clocked through activity s. Individual
values of α are given for databases DL1, DE2; the average α¯ and standard deviation σ of the distributions
of individual exponents are indicated for the databases DE1, DE3, DS1.
medium database exponents
letters DL1: agents CD, AE, SF
αCD = 1.493± 0.020
αAE = 1.565± 0.013
αSF = 1.886± 0.028
DE1: new two-year database α = 1.543
σ = 0.306
email DE2: new very long term
database, agents AL, AP, FC
αAL = 1.539± 0.024
αAP = 1.557± 0.011
αFC = 1.478± 0.008
DE3: three-month database
from Ref. [18]
α = 1.562
σ = 0.366
sms DS1: one-month database
from Ref. [24]
α = 1.447
σ = 0.444
from Fig. 3 that the t-clocked RT distributions PR(τ) do not scale, and exhibit complex,
media-dependent characteristics (more statistics are reported in the SI).
This behavior of PR(τ) can be understood by considering that the t-clocked distribu-
tion PR(τ) of any agent A can be retrieved in a natural way by compounding the IET
probabilities PI(τ), characterizing the spontaneous action of A, back into the s-clocked
RT power law P¯R(σ) in eq. [4.1], i.e. by separating any two consecutive activities of A
through random time intervals sampled from the IET distribution PI(τ) of A (representa-
tive examples of IET distributions in the different media are shown in the insets of Fig. 3).
Specifically, let N ∼ P¯R(σ) and ρI(h) ∼ PI(τ), h = 1, 2, . . . , be independently-sampled
random variables, with N giving the number of activities between a message reception by
A and the response to it; then, the t-clocked RTs for A are described by the compounding
process
ρR =
N∑
h=1
ρI(h) with law PR(τ) =
∑
σ≥1
Prob
(
σ∑
h=1
ρI(h) = τ
)
P¯R(σ). (5.1)
Numerical simulations confirm the above relation holds for the empirical distributions
PR(τ), PI(τ), P¯R(σ), indicating implicitly that correlations in the waiting times of human
correspondence, if any, do not significantly affect the compounding of probabilities in
eq. [5.1]. This agrees with the results in [41] indicating a lack of correlations within the
IET statistics from the email data in [18].
In the SI we show that the t-clocked RT distributions PR(τ) in eq. [5.1] result to
have a bi-modal character when the IET distribution PI(τ) is heavy tailed and P¯R(σ) is
6
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Figure 3: Log-log plots of empirical response-time probability densities PR(τ) clocked through standard
time t (in days for letters, and seconds for email and sms), relative to the same typical agents as in
Fig. 2, for all media (logarithmic binning [52]). Red circles indicate empirical data; blue crosses represent
computational predictions. See the SI for more statistics. As predicted (see the SI), PR(τ) is affected, for
small τ , by the specific features of PI(τ), while the tails of PR(τ) for large τ follow power laws with the
same exponents α as the associated s-clocked distributions P¯R(σ), shown in Fig. 2. The bi-modality in
these t-clocked RT probabilities PR(τ) is particularly evident in the RTs for email, in column (b). Also
following predictions (see the SI), the crossover in PR(τ) occurs for τ ∼ TI (green dashed vertical lines),
where TI is the characteristic time of the empirical IET distributions PI(τ) of each agent, shown in the
insets. Typical empirical values are TI ∼ 104-105 sec for email and sms, and TI ∼ 5-10 days for letters.
scaling as in eq. [4.1]. It results that, due to eq. [5.1], for large τ , PR(τ) has power-law
tails with the same exponent near −32 as P¯R(σ), while, for small τ , PR(τ) is affected by
the specific features of PI(τ), see Supporting Fig. 8. The crossover in PR(τ) occurs for
τ of the order of the characteristic time TI ∼ <τ2><τ> of the empirical IET distributions
PI(τ). In accordance to such prediction, we see in Fig. 3 that the empirical t-clocked RT
probabilities about PR(τ) do exhibit media-dependence with a complex, bi-modal behavior.
The latter is particularly evident in the PR(τ) distributions derived from the new long-
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term data on email, which span the largest number of decades in time, from seconds
to several years (databases DE1 and DE2). The bi-modality of PR(τ) likely led to the
controversial conclusions earlier reported in the literature about the time statistics in email
communication, which our analysis now contributes to clarify.
6 Modeling and universal mechanism
To establish a theoretical basis for the above observations on the time patterns of written
communication, we show that both the empirically reported s- and t-clocked statistics
(Figs. 2-3) can be interpreted through priority queueing. We build on previous work
about such modeling for human correspondence [15, 27, 20, 10, 42, 43, 28, 29, 30, 31],
and demonstrate that we can obtain both the scaling distributions P¯R(σ) in eq. [4.1], as
well as the bi-modal distributions PR(τ) derived from eq. [5.1], once the individual IETs
and the message arrival times of each agent are suitably accounted for within a universal
prioritization framework.
Let A be an agent with given IET empirical distribution PI(τ) (see the examples in
Fig. 3), and assume for A an initial list of L tasks, whose priorities y are sampled from
the uniform distribution on [0, 1] (consistent with the hypothesis that A is embedded in
a complex communication network producing largely independent stimuli to A). At each
time step, corresponding to a unit increment of A’s activity s, the highest priority task in
the list is executed (a message replied), andm new tasks are added to the list, each one with
priority y sampled as above. The number m is derived at each time step by considering
the empirical distribution of incoming messages to A between any two consecutive message
activities of A, the data typically giving m > 1. The numerical results for the s-clocked
steady-state RT distribution P¯R(σ) for this process are shown in Fig. 2. For all media
(letters, email, sms) the simulations follow extremely closely their empirically-observed
counterparts, tracing power laws with the correct individual exponents even for values
with large departures from the average near −32 (see the SI for details on the statistical
analysis of the compatibility between numerical results and empirical data, according to
[40, 44, 45, 46]).
The model also accounts for the bi-modality of the t-clocked RT statistics of human
correspondence, reported in Fig. 3. The distribution PR(τ) of each agent can again be
derived from the computed P¯R(σ) as in Fig. 2, by separating, as in eq. [5.1], the activity
events of A through random time intervals sampled from the empirical IET distribution
PI(τ) pertaining to A. The log-log plots of the distributions PR(τ) so obtained are shown
in Fig. 3. We see that the numerical predictions are virtually indistinguishable from the
empirical results for all media. This confirms that for active agents our approach consis-
tently reproduces very well the empirical data for both the s- and t-clocked RT distributions
across all media in a wide range of estimated exponents. See also Supporting Figs. 4-7.
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7 Conclusions
Our findings highlight the interplay between individual spontaneous activity (subsumed by
the IET distributions) and universal decision-based processes (subsumed by task-prioritization)
in the origin of the complex time patterns of written communication. We determine the
role of both these factors in the generation of scaling s-clocked RT distributions P¯R(σ)
with exponents α distributed near −32 , as well as (through the compounding in eq. [5.1]) in
producing bi-modal t-clocked RT distributions PR(τ), in very close accordance to empirical
data in all media. This gives a novel perspective on the nature and features of the temporal
inhomogeneities in human dynamics and their underlying mechanisms; in particular, our
results refute earlier views on the media-dependent power-law or log-norm character of
the t-clocked response functions for letters and email, bringing these two media within the
same setting, with text messaging as well.
Interestingly, we see that the power-law behavior in eq. [4.1] does not arise when written
communication occurs mostly in pairs, as analyzed in Ref. [24], because in this case the
t-clocked RTs and IETs are strongly correlated, i.e., the s-clocked RTs almost coincide with
the s-clocked IETs, being both concentrated near σ = 1. In contrast, human dynamics with
large fluctuations and scaling statistics arises from the operation of complex interaction
networks with rich-enough topologies. Prioritization processes then give average values
near −32 to the emerging exponents α, although the latter bear the signature of each
agent’s input from the network, as the individual deviations of α from −32 are shown by
the model to be affected by the specific arrival-time statistics. To a lesser degree, the
exponents may further be influenced by other factors, such as social structure, interest,
habit, as discussed in Refs. [47, 32, 33, 34, 35, 36, 37, 38, 39]. While in our approach the
IET distributions PI(τ) of agents are derived from the empirical data, various avenues for
a theoretical understanding of IETs can be considered, along the lines of Refs. [48, 10, 9,
17, 49, 50, 51]. The explicit IET fit proposed in Ref. [17] could also be used in eq. [5.1] to
obtain a fully numerical reproduction of the empirical data. This complements our insight
into the dynamics of written correspondence as representing the wider network of human
interactions, driven by distributed co-operative effects as well as deliberate vs. spontaneous
individual processes. The proposed methods may help uncover and analyze hidden patterns
also in other contexts for the interactive dynamics of human and non-human agents alike.
Acknowledgments: We thank Drs. J.-P. Eckmann, M. Gravino, R. D. Malmgrem,
J. Oliveira, A. Pellizzon, and three individual long-term email users, for providing us
part of the communication data analyzed in this study. AM acknowledges the Cariparo
Foundation for financial support.
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Supporting Information
8 Databases
The databases for written correspondence analyzed in this study concern the three com-
munication media: letters, email, text messages (sms). The collected data are in the form
{sender, receiver, timestamp}, where senders and receivers are conventionally num-
bered, and the timestamps are given in days for letters, and in seconds for emails and
sms.
8.1 Paper correspondence (letters)
We have considered for letters the following Database DL1, comprising the available
life-time correspondence data for three well-known writers (see also [20, 10]):
• C. Darwin, see http://www.darwinproject.ac.uk/
• A. Einstein, see http://www.alberteinstein.info/
• S. Freud, see http://www.freud.org.uk/
8.2 Email
We have considered the following three databases for email:
• Database DE1. This is a newly collected email database concerning the long-term
activity of all the accounts belonging to, and interacting with, a Department of a
large EU university, extending over a period of about two years. This dataset is
available as a separate file in this Supporting Information.
• Database DE2. This is a newly collected email database comprising the very long-
term email activity of three agents, extending over periods of five to nine years. This
dataset is available as a separate file in this Supporting Information.
• Database DE3. This is the short term email database from [18], comprising data
referring to a EU university, covering a period of about three months.
8.3 Text messages (sms)
We have considered for sms the Database DS1 available from [24], comprising data on
the accounts belonging to three Chinese companies, extending over a one-month period,
see adsabs.harvard.edu/abs/2010PNAS
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9 Definitions and probability densities of IETs and RTs
9.1 Inter-event times (IETs)
Referring to a communicating agent A in any of the above databases, the IETs are the time
intervals τ := ∆t (in seconds for email and sms, in days for letters) between two consecutive
activity events of A, i.e. the time intervals separating the acts of sending two consecutive
letters, emails, or sms by A. The probability distribution of IETs is denoted by PI(τ).
By introducing the parameter s ∈ N+ counting the number of outgoing communication
events (i.e. the activity) of A, we can compute the IETs of A also through s (see Fig. 1 in
the main text). For IETs by definition we have σ := ∆s ≡ 1, so that the corresponding
s-clocked IET probability distribution P¯I(σ) is concentrated at 1, P¯I(σ) ≡ δ1, where δ is
Dirac’s delta distribution.
9.2 Response times (RTs)
The RTs pertaining to agent A are the time intervals τ = ∆t (in seconds for email and
sms, in days for letters) separating the arrival of any message M from any agent B to
A, and the first ensuing messageM′ going from A to B, independently of the subject or
contents of M or M′ (a response time for A may thus refer to the time taken for the
actual reply of A to a message from B, or also to the time taken by A to renew a perhaps
interrupted correspondence interaction with B). The RTs of A can also be defined through
the activity parameter s of A by counting the values σ = ∆s pertaining to the intervals
between the same messages M and M′ as above, i.e. the number of outgoing messages
from A intervening betweenM andM′ (see Fig. 1 in the main text). The RT probability
density of A can then be computed in terms of either t or s, producing the distributions
PR(τ) and P¯R(σ) respectively. The relation among the distributions PR(τ), PI(τ), and
P¯R(σ) is discussed in Sect. 13.
10 Data selection
The databases above contain raw data on different communication technologies each ex-
hibiting specific usage styles and problems, with marked differences across media, and pre-
senting specific problems related to the length of the observation window in each database.
We followed the basic criteria below to select relevant data or users in each database.
10.1 Data selection in the letters database DL1
Two main concerns regard this dataset: the first problem are missing letters, which are a
virtual certainty for all the considered authors, especially in the first part of their lives.
This can be checked by considering the very large intervals in the tail of the empirical IET
distributions in the life-long data, which for all the three writers extend to the order of
years. The second question is that of non-stationarity, due to increased average activity in
roughly the second half of all the three writers’ lives, as compared with their earlier years
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(see also [20, 19]). For these reasons we selected only the correspondence data concerning
about the last thirty years in the life of each writer. This alleviates both the concerns
regarding non-stationarity and missing data. We notice that S. Freud’s correspondence
has the lowest number of RTs, and the longest IETs (possibly indicating a higher number
of missing letters) among all the three considered authors.
10.2 Data selection in the email database DE1
In this new long-term email database we have first considered the 500 agents with the
largest number of outgoing messages, and having a ratio r := #incoming#outgoing in a wide interval
as in the earlier analysis of dataset DE3 performed in [17]. From these, we have extracted
the 300 agents with the largest number of question-reply pairs (this gives a set of agents
with at least 390 RTs each, a large percentage of which have in the order of a few thousand
RTs).
10.3 Data selection in the email database DE2
All the data were used in this new very long-term email database, for all three agents.
10.4 Data selection in the email database DE3
In this short-term email dataset, taken from [18], we have first considered the 400 agents
with the largest number of outgoing messages, and ratio r as above. From this subset
of agents we have extracted those with at least 100 question-reply pairs each, in order
to obtain reliable statistics from the data. This results in a set of active agents typically
having a few hundred RTs each (i.e. about 10% of the RTs if compared to the agents in
the new email database DE1).
10.5 Data selection in the sms database DS1
In this short-term sms dataset, taken from [24], we have first considered the 500 agents
with the largest number of outgoing messages, and ratio r as above. Furthermore, we have
selected the sms accounts for which no more than 30% of total traffic is directed to the most
active correspondent (this percentage is about 10% for emails and letters).1 Finally, from
1 This further selection in the sms database DS1 is necessary in order to obtain a set of agents with a
significant variety of correspondents, comparable to those of letters and email. This is because in DS1 there
are a majority of active accounts which interact in isolated or almost isolated pairs, writing only, or almost
only, to each other. Indeed (see also [24]) a large fraction of the active users in DS1 have highly polarized
communications, writing prominently to one correspondent, and to few others: about 10% of users have a
single correspondent; about 50% of the accounts have 90% of total traffic directed to a single correspondent;
for about 80% of the accounts the majority (> 50%) of total traffic occurs with one given correspondent.
Thus, overall, a high focus in destination is observed for sms users in database DS1, unlike with the two
other communication media (typically, less than 20% of total traffic from letter or email writers is directed
to their most active correspondent). Since we are interested in the common features of all media for written
correspondence, typically occurring in communication networks with high connectivity, we have extracted
from dataset DS1 the active users whose traffic involves a sufficiently high number of correspondents. We
notice the set of sms users so selected lies at the opposite end of the polarization spectrum as compared
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this set we have extracted the agents with at least 100 question-reply pairs, resulting in
a set of sms agents typically having a few hundred RTs, comparable to the above dataset
DE3. As with the latter, due to the short-time window also these DS1 agents have in
general much scarcer statistics (about 10%) if compared to agents in the long-term email
databases DE1.
11 RT statistics clocked through activity s
Supporting Figs. 4-5 show the empirical RT probability distributions P¯R(σ) clocked through
activity s, for a number of representative agents communicating through email and sms.
See also Fig. 2 in the main text for the empirical RT distributions P¯R(σ) in letters. For the
large majority of the active agents analyzed in all the datasets, such empirical distributions
are best fitted by discrete exponentially-truncated power laws
P¯R(σ) ∼ σαe−σλ (11.1)
(see eq. (1) in the main text), in which we have estimated the exponent α and the cutoff
parameter λ through the maximum likelihood method [40, 44]. The log-likelihood ratio
test performed on a subset of randomly selected agents shows that other distributions, such
as the log-normal, do not reproduce the data with the same accuracy. Table 1 in the main
text summarizes the information on the exponents α in (11.1) obtained from the analysis of
the different datasets. We find that the distributions P¯R(σ) show a remarkable convergence
of their empirical exponents to average values close to −32 , across all agents, all databases,
and all media. The truncated power-law behavior of the s-clocked RT distributions P¯R(σ),
with average exponent close to −32 is detected also in the active sms agents, despite the
scarcer available statistics.
We have additionally performed systematic Kolmogorov-Smirnov tests for discrete dis-
tributions [40, 44, 45, 46] to check that the numerically-simulated s-clocked RTs obtained
from the queuing model by using the individual inter-arrival times of an agent (see the
main text) are compatible with the corresponding empirical data for the same agent. We
check compatibility to hold possibly with the exclusion of the durations σ smaller or equal
to a certain threshold σmin, according to the procedure suggested in [40], with values of
σmin which give compatibility ranges extending from about 2.5 to about 4 orders of mag-
nitude for the various agents. The results of this analysis are reported in Table 2. We find
excellent statistical validation of the compatibility between numerical simulations and em-
pirical data for all the six long-term writers in databases DE2 (long-term email) and DL1
(letters), with p-values higher than 0.5 for all six agents. Also, for database DE1 (two-year
email data), we find that more than 75% of the 300 active writers show p-values higher
to the set of sms users considered in [24], whose analysis and modeling specifically focus on the behavior
of highly polarized sms accounts. For these essentially pair-wise-interacting agents the t-clocked IET and
RT statistics (which show a form of bi-modality, see [24]) are strongly correlated, being almost identical to
each other in the limit of a single correspondent. Accordingly, the RT intervals σ = ∆s of such agents are
always small, with σ = ∆s ∼ 1 in the case of a single correspondent, their s-clocked RT distributions P¯R(σ)
being concentrated near σ = 1, i.e., very similar to the associated s-clocked IET distributions PI(σ) ≡ δ1.
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Response-time distributions of email clocked through activity s
(?) (?) (?)
Figure 4: Log-log plots of the response-time probability densities P¯R(σ) clocked through activity s, for a
number of typical agents in the long-term email databases DE1 and DE2. The three agents in DE2, whose
data extend over periods of five to nine years, are marked by asterisks. Red circles indicate empirical data;
blue crosses represent our model predictions. These probability densities are very well fitted by truncated
power laws as in eq. (11.1); the range of individual exponents α in the above distributions goes from 1.293
to 1.845 (see also Table 1 in the main text).
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Response-time distributions of sms clocked through activity s
Figure 5: Log-log plots of the response-time probability densities P¯R(σ) clocked through activity s, for
a number of active agents in the sms database DS1. Red circles indicate empirical data; blue crosses
represent our model predictions. These probability densities can be described by truncated power laws as
in eq. (11.1), with a range of individual exponents α going from 1.160 to 1.668 (see also Table 1 in the
main text).
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than 0.05, with more than 85% of them showing p-values higher than 0.01 (a common
σmin = 10 was chosen for simplicity for all agents in this set).
Table 2: Compatibility between numerical simulations and empirical data: p-values obtained from KS tests
for datasets DE1 (email, two years), DE2 (email, long term), DL1 (letters).
database σmin p > 0.05 p > 0.01
DE1 10 76.6 % 85.6%
database σmin p
DE2
AL 2 0.62
AP 3 0.61
FC 3 0.55
DL1
CD 2 0.50
AE 20 0.67
SF 3 0.92
12 RT statistics clocked through standard time t
Supporting Figs. 6-7 show the empirical RT probability distributions PR(τ) clocked through
t, relative to the same representative agents as in Supporting Figs. 4-5, for email and sms
(see Fig. 3 in the main text for the empirical distributions PR(τ) in letters).
Given the IET distribution PI(τ) of an agent A, the relation between the two RT
distributions PR(τ) and P¯R(σ) of A can be obtained in a natural way as follows. We
consider independent random variables N and ρI(h), h = 1, 2, . . . , where: (i) N represents
the number of activities between a message received and the response to it, sampled from
the RT distribution P¯R(σ); and (ii) the ρI(h) are all identically-distributed, sampled from
the IET distribution PI(τ). Then the corresponding time-clocked RT distribution, obtained
by separating any two consecutive activities of A by an inter-event time ρI(h), is described
by the compounding process:
ρR =
N∑
h=1
ρI(h) (12.1)
taking values in N+, whose probability density PR(τ), computed by conditioning, is given
by:
PR(τ) =
∑
σ≥1
Prob
(
σ∑
h=1
ρI(h) = τ
)
P¯R(σ). (12.2)
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Response-time distributions for email clocked through time t
(?) (?) (?)
Figure 6: Log-log plots of the response-time probability densities PR(τ) clocked through time t (in seconds),
for the same email agents as in Supporting Fig. 4 (agents in the very long term database DE2 are marked
by an asterisk). Red circles indicate empirical data; blue crosses represent our model predictions. The
insets show the IET distribution PI(τ) of each agent, used to obtain PR(τ) from the distribution P¯R(σ)
in Supporting Fig. 4, according to eqs. (12.1)-(12.2). These RT distributions for email exhibit bi-modal
behavior, with crossover at τ ∼ TI (see Sect. 13.2).
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Response-time distributions for sms clocked through time t for sms
Figure 7: Log-log plots of the response-time probability densities PR(τ) clocked through time t (in seconds),
for the same sms agents as in Supporting Fig. 5. Red circles indicate empirical data; blue crosses represent
our model predictions. The insets show the IET distribution PI(τ) of each agent, used to obtain PR(τ)
from the distribution P¯R(σ) in Supporting Fig. 5, according to eqs. (12.1)-(12.2). The bi-modal behavior
in these RT distributions, with crossover at τ ∼ TI (see Sect. 13.2), is discernible despite the short time
window of the sms database.
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Numerical simulations confirm the above relations hold for the empirical distributions
PR(τ), PI(τ), and P¯R(σ), in all media. Notice that the s- vs. t-clocked RT statistics
P¯R(σ) and PR(τ) of an agent can have significantly different number of filled bins, due
to the role of the IET statistics PI(τ) in each bin of P¯R(σ), according to (12.1)-(12.2);
this effect is particularly evident for instance in the RT statistics of the last sms agent in
Supporting Figs. 5 and 7.
We show in Sect. 13 that distributions PR(τ) satisfying (12.1)-(12.2) exhibit bi-modal
behavior with crossover at τ ∼ TI , where TI ∼ <τ2><τ> is the characteristic time of the IET
distribution PI(τ). The bi-modality in the empirical PR(τ) is particularly evident in the
email RT distributions in Supporting Fig. 6, which involve the highest number of decades
among all media, from seconds to several years (see the discussion in Sect. 13.2).
13 Bi-modality and crossover in the t-clocked RT distribu-
tions PR(τ)
13.1 An analysis of the bi-modality of the RT distribution PR(τ)
We study the main features of the t-clocked RT distributions PR(τ) obtained from (12.1)-
(12.2), assuming2 P¯R(σ) ∼ σα, with α near −32 , and PI(τ) ∼ τβexp(−τ/TI). From this,
the distribution PR(τ) in (12.1)-(12.2) has a bi-modal character, which can be understood
for instance by computing the Generating Function (GF) [53] of the random variable ρR
in (12.1), which is defined as
GρR(z) =
∑
τ≥1
PR(ρR = τ)z
τ , z ∈ [0, 1]; (13.1)
the GF encodes the law of ρR, as PR(ρR = τ) = 1τ !
dρGτR
dzτ (0).
A standard computation [53] shows that for the process (12.1) one obtains GρR =
GN ◦GρI . Considering for definiteness the case α = −32 and β = −1, we have:
GρR(z) =
1
ζ(3/2)
Li3/2
(
log(1− e−1/TIz)
log(1− e−1/TI )
)
, (13.2)
where Liw is the polylogarithm of complex order w, and ζ is the Riemann zeta function.
For any given TI , we can derive the asymptotic behavior of the probability PR(τ) for
large τ through a singularity analysis on the GF GρR (see [53]), because the behavior of the
GF near its lowest-norm singularity identifies how PR(τ) decays for large τ . In particular,
let ξ ≥ 1 be the GF’s lowest-norm singularity, and let (1 − z/ξ)−γ , γ ∈ R \ Z≤0, be the
2 These simplified forms for the s-clocked RT distribution P¯R(σ) and the IET distribution PI(τ) are
justified because there is in general a separation of scales in the cutoffs of PI(τ) vs. PR(τ), the latter being
much larger, which allows us to assume P¯R(σ) in (11.1) to have, for the present analysis, an effectively
infinite cutoff. Likewise, for our purposes the heavy-tailed empirical IET distribution PI(τ) can roughly
be approximated by an exponentially truncated power law with exponent β and characteristic time TI ,
i.e. PI(τ) ∼ τβexp(−τ/TI), where β ∼ −1 for email, see [18, 15, 10, 17], while the IET tails decrease much
faster for the other media.
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Figure 8: Log-log plot of the bi-modal t-clocked RT distribution PR(τ), computed through eqs. (12.1)-
(12.2), from the s-clocked RT distribution P¯R(σ) ∼ σ−3/2, and the IET distribution PI(τ) ∼ t−1exp(−t/TI)
shown in the inset. According to predictions, the tail of PR(τ) for large τ follows a power law with the
same exponent − 3
2
as P¯R(σ), while for small τ , PR(τ) follows the features of the IET distribution PI(τ)
(in this case PR(τ) initially follows a power law with exponent close to −1). The crossover (green dashed
vertical line) occurs for τ ∼ TI , where TI ∼ <τ2><τ> is the characteristic time of PI(τ), with value TI ∼ 105
in the present case. The straight dashed lines, drawn to guide the eye, have the indicated exponents − 3
2
and −1.
leading term in the expansion of the GF near ξ. This implies that the asymptotic behavior
of the GF is Cξ−ttγ−1. In our case, since Li3/2 is singular on the reals ≥ 1, and is analytic
with GρI (1) = 1, the GF GρR indeed has a lowest-norm singularity ξ = 1, whose type
is determined by the expansion of Li3/2 near 1, in which the leading exponent of (1 − z)
is −12 (see the definition of supercritical composition and Theorem VI.7 in [53]). Then
we conclude, as mentioned above, that asymptotically PR(τ) decays in the same way as
P¯R(σ), i.e. as a power law with exponent −32 .
On the other hand, to see the behavior for τ  TI , we consider TI large. In this case
dτGρR
dzτ
(0) ∼ 1− log(TI)ζ(3/2)
dτ log(1− z)
dzτ
(0), (13.3)
so that PR(τ) = τ−1 for TI → ∞. Thus, the larger TI , the closer the distribution PR(τ)
follows a power-law behavior with exponent β = −1, i.e. PR(τ) ∼ PI(τ), for τ  TI .
The two distinct regimes, for small τ vs. large τ , that characterize the distribution
PR(τ), are explicitly shown in Supporting Fig. 8, where the relations (12.1)-(12.2) are
simulated numerically for P¯R(σ) = σ−3/2, and PI(τ) = τ−1exp(−τ/TI), with TI ∼ 105.
Supporting Fig. 8 shows explicitly the bi-modality of the resulting distribution PR(τ),
indicating also that the scaling crossover indeed occurs for τ ∼ TI . Further mathematical
analysis and numerical simulations show that such bi-modality is a stable feature of the
compound distribution PR(τ) in (12.1)-(12.2), the two distinct regimes being identifiable
also for a range of exponents α ∼ −32 , and β ≤ −1. Precisely, we find that: (a) for large τ
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Figure 9: Average value of the individual exponents for the s-clocked RT probabilities P¯R(σ) in (11.1)
referred to all the sampled time windows, with durations of three, six, twelve, and eighteen months,
extracted from the two-year email database DE1 (L denotes the window length in months). The red dot
indicates the average value of the distribution of individual exponents for the three-months email database
DE3 from [18].
the distribution PR(τ) in (12.1)-(12.2) always shows tails with the same scaling exponent
as P¯R(σ) ∼ σα for α near −32 ; furthermore (b) for small τ  TI , PR(τ) is influenced by the
scaling features of PI(τ) when β grows smaller than −1, in which case the initial (i.e. small
τ) scaling exponent of PR(τ) tends to grow closer to the exponent α of the scaling tails of
PR(τ) (for instance, for fixed α = −32 , as β grows smaller than −1 in PI(τ), the scaling
exponent of PR(τ) for small τ decreases, going from −1 towards −32).
Even more relevant for the analysis of human correspondence, the simulations show that
the bi-modal behavior of PR(τ) (with PR(τ) reflecting the features PI(τ) for τ  TI , and
crossover for large τ to a scaling tail with the same exponent α as P¯R(σ)) is observed when
the IET distribution PI(τ) departs significantly from a truncated power law, but admits
heavy tails with a finite characteristic time TI ∼ <τ2><τ> , as is the case for the empirical IET
distributions PI(τ) for all media (letters, email, sms), see Supporting Figs. 6-7 and Fig. 3
in the main text. Typical empirical values of TI are given below.
13.2 Bi-modality in the empirical RT distributions PR(τ)
The above analysis of the bi-modality of the distribution PR(τ) in (12.1)-(12.2) indicates
the origin of the complex, media-dependent, features observed in the empirical RT proba-
bilities PR(τ). We see in Supporting Figs. 6-7, and Fig. 3 in the main text, that the tails
of the empirical PR(τ) scale with the same exponents exponents α as the corresponding
s-clocked distributions P¯I(σ), while for small τ the empirical PR(τ) are affected by the
features of the corresponding empirical IET distributions PI(τ), which are different in the
three media, reflecting specific ways and styles in which the three technologies are used in
written communication.
In detail, we observe that:
(i) The empirical distributions PR(τ) for email agents in the long-term databases DE1
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and DE2 show the clearest bi-modality, with a crossover at τ ∼ TI (where TI ∼ 105 sec is
the characteristic time of typical IET distributions PI(τ) for email). This is because (see
points (a)-(b) above) the crossover separates a scaling tail with exponent −32 for large τ ,
from a small-τ regime reflecting the features of PI(τ) (thus having an approximated scaling
exponent β ∼ −1, see [18, 17]). See Supporting Fig. 6 and Fig. 3 in the main text.
(ii) The bi-modality of PR(τ) is much less clear for sms, because the typical empirical
IET distributions PI(τ) have heavy tails decreasing much faster than email: this means
that the corresponding RT distributions PR(τ) behave, for small τ , rather similarly to
their own large-τ tails (see point (b) above). The crossover at τ ∼ TI is still somewhat
distinguishable in these bi-modal RT distributions, where TI ∼ 104 sec is a typical value of
the IET characteristic time for sms (see Supporting Figs. 7 and Fig. 3 in the main text).
(iii) The same discussion as in (ii) holds for the RT distribution PR(τ) of letters, but
in this case with a small TI ∼ 5 days (TI ∼ 10 days for S. Freud), so that the scaling tails
of PR(τ) are largely predominant, PR(τ) showing a barely discernible small-τ regime (see
panel (a) of Fig. 3 in the main text).
(iv) When the cutoffs in the observed the RTs and IETs are not well separated in
scale, the small-τ regime predominates in the RT distribution PR(τ); in this case the
scaling regime at the tail of the PR(τ) can be confused with the cutoff, and the small-τ
regime is predominant in PR(τ). The RTs thus result to be correlated to the IETs, with
PR(τ) showing a behavior qualitatively similar to PI(τ), possibly except for its extreme
tail. This happens for instance in the empirical distributions PR(τ) of agents in the earlier
email database DE3, as a consequence of the short (three-month) observation window. A
typical example of this effect in DE3 is shown in panel (b) of Supporting Fig. 10. The
correlation of RTs and IETs had also been discussed in [10], based on different reasons than
presently proposed.
These points clarify how the complex interplay of the distributions PI(τ) and P¯R(σ),
and of their cutoffs, generate the specific bi-modal features of the t-clocked RT probabilities
PR(τ) observed empirically in the different media. This contributes to explain the origin of
the earlier controversial judgements made in the literature regarding these time statistics
of written communication, especially in email [15, 10, 18, 25, 20, 22, 26], as the RTs have
neither power-law nor log-normal behavior.
14 Comparison of the new long-term
with the earlier short-term data for email
We check for the internal consistency of the results on the scaling exponents in the two-year
email database DE1, and for cross-validation of this from the data in the independently-
collected three-month email dataset DE3. We have computed the exponents α for the
s-clocked distributions P¯R(σ) in (11.1) obtained by sampling the two-year data in DE1
through consecutive three-, six-, twelve- and eighteen-month windows. Supporting Fig. 9
summarizes the average exponent values obtained in this way, which are all consistent with
each other, and close to −32 , across all windows lengths within database DE1, as well as
across the databases DE1 and DE3 for the three-month windows.
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Figure 10: (a) Log-log plot of the collective t-clocked RT distribution PR(τ) for 31 three-month windows
sampled from the seven-year email data of an user in database DE2 (blue symbols), compared to the
collective RT distribution PR(τ) computed by aggregating the email data of the agents in the three-
month database DE3 (red symbols). The two distributions are superposable. (b) Log-log plot of the RT
distribution PR(τ) (blue symbols) and the IET distribution PI(τ) (red symbols) for a typical email agent
in database DE3. Due to the short observation window in this dataset, the two distributions show a strong
correlation, see point (iv) in Sect. 13.2.
A further check on the compatibility of the new empirical data on long-term email use
with the earlier short-term email data DE3, is obtained by sampling a number of ran-
domly selected three-month windows from the seven-year data email belonging to an agent
in database DE2. Supporting Fig. 10, panel (a), shows that the collective RT distribution
PR(τ) obtained from the aggregate three-month window data is superposable to the collec-
tive RT distribution obtained from the aggregate agent data in the three-month database
DE3.
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