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Abstract
These lecture notes cover the basics of Quantum Field Theory (QFT) and pe-
culiarities in the construction of the Electroweak (EW) sector of the Standard
Model (SM). In addition, the present status, issues, and prospects of the SM
are discussed.
1 Introduction
The Standard Model (SM) [1–3] was established in the mid-1970s. Its success is incredible: even after
almost half a century, no significant deviations from the SM predictions have been found.
But what is the SM?
After the discovery [4,5] of the Higgs boson at the LHC, it is fair to give the following short answer [6]:
The Absolutely Amazing Theory of Almost Everything.
There are many excellent lectures (e.g., [7–10]) and textbooks (e.g., [11, 12]) that can provide a lot of
convincing arguments for such a fancy name. In this course we are not able to cover all the aspects of the
SM, but just review some basic facts and underlying principles of the model emphasizing salient features
of the latter.
Let us start with a brief overview of the SM particle content (see Fig. 1). One usually distinguishes
fermions (half-integer spin) from bosons (integer spin). Traditionally, fermions are associated with “mat-
ter”, while bosons take the role of “force carriers” that mediate interactions between spin-1/2 particles.
In the SM, there are three generations involving two types of fermions - quarks and leptons. In total, we
have
– 6 quarks of different flavour (q = u, d, c, s, t, b),
– 3 charged (l = e, µ, τ ) and 3 neutral (νl = νe, νµ, ντ ) leptons.
All of them participate in the weak interactions. Both quarks q and charged leptons l take part in the
electromagnetic interactions. In addition, quarks carry a colour charge and are influenced by the strong
force. In the SM the above-mentioned interactions are mediated by the exchange of spin-1 (or vector)
bosons:
– 8 gluons are responsible for the strong force between quarks;
– 4 electroweak bosons mediate the electromagnetic (photon - γ) and weak (Z,W±) interactions.
There is also a famous spin-0 Higgs boson h, which plays an important role in the construction of the
SM. It turns out that only gluons and photons (γ) are assumed to be massless.1 All other elementary
particles are massive due to the Higgs mechanism.
In the SM the properties of the particle interactions can be read off the SM Lagrangian LSM . One
can find its compact version on the famous CERN T-shirt. However, there is a lot of structure behind the
*Lectures given at the European School of High-Energy Physics (ESHEP), June 2018, Maratea, Italy
1Initially neutrinos νl were assumed to be massless in the SM but experiments show that it is not the case.
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Fig. 1: Particle content of the Standard Model. Courtesy to Wikipedia.
short expression and it is Quantum Field Theory or QFT (see, e.g., textbooks [12–16]) that allows us to
derive the full Lagrangian and understand why the T-shirt Lagrangian is unique in a sense.
The form of LSM is restricted by various kinds of (postulated) symmetries. Moreover, the SM
is a renormalizable model. The latter fact allows us to use perturbation theory (PT) to provide high-
precision predictions for thousands and thousands observables and verify the model experimentally. All
these peculiarities will be discussed during the lectures, which have the following structure.
We begin by introducing quantum fields in Sec. 2 as the key objects of the relativistic quantum
theory of particles. Then we discuss (global) symmetries in Sec. 3 and emphasize the relation between
symmetries and particle properties. We switch from free to interacting fields in Sec. 4 and give a brief
overview of techniques used to perform calculations in QFT models. We introduce gauge (or local)
symmetries in Sec. 5 and discuss how they are realized in the SM (Sec. 6). The experimental status of
the SM can be found in Sec. 7. Final remarks and conclusions are provided in Sec. 8.
2 From particles to quantum fields
Before we begin our discussion of quantum fields let us set up our notation. We work in natural units
with the speed of light c = 1 and the (reduced) Planck constant ~ = 1. In this way, all the quantities in
particle physics are expressed in powers of electron-Volts (eV). To recover ordinary units, the following
conversion constants can be used:  ~ ' 6.58 · 10−22 MeV · s, ~c ' 1.97 · 10−14 GeV · cm
  . (1)
2
In High-Energy Physics (HEP) we routinely deal with particles traveling at speed v . c. As a conse-
quence, we require that our theory should respect Lorentz symmetry that leaves a scalar product2
px ≡ pµxµ = gµνpµxν = p0x0 − p · x, gµν = diag(1,−1,−1,−1) (2)
of any four-vectors, e.g., space-time coordinates xµ and energy-momenta pµ
xµ = {x0,x}, with time t ≡ x0,
pµ = {p0,p}, with energy E ≡ p0,
invariant under rotations and boosts parametrized by Λµν :
xµ → x′µ = Λµνxν , xµxµ = x′µx′µ ⇒ ΛµαΛµβ = gαβ (3)
It is this requirement that forces us to use QFT as a theory of relativistic particles. Relativistic
quantum mechanics (RQM) describing a fixed number of particles turns out to be inconsistent. Indeed,
from the energy-momentum relation for a free relativistic particle
E2 = p2 +m2 (instead of E =
p2
2m
in the non-relativistic case),
and the correspondence principle
E → i ∂
∂t
, p→ −i∇
one obtains a relativistic analog of the Shrödinger equation - the Klein-Gordon (KG) equation
(
∂2t −∇2 +m2
)
φ(t,x) = 0 (instead of i∂tψ = −∇
2
2m
ψ) (4)
for a wave-function φ(t,x) ≡ 〈x|φ(t)〉. It has two plane-wave solutions for any three-dimensional p:
φp(t,x) = e
−iEt+px, with E = ±ωp, ωp = +
√
p2 +m2. (5)
One can see that the spectrum (5) is not bounded from below. Another manifestation of this problem is
the fact that for a general wave-packet solution
φ(t,x) =
1
(2pi)3/2
∫
dp√
2ωp
[
a(p)e−iωpt+ipx + b(p)e+iωpt−ipx
]
(6)
we are not able to introduce a positive-definite probability density ρ
ρ ≡ j0 = i (φ∗∂tφ− φ∂tφ∗)⇒ 2E for φ ∝ e−iEt, (7)
required to interpret φ as a wave-function of a single particle. Of course, one can try to impose the
positive-energy condition [b(p) ≡ 0] but it is not stable under interactions. A single-particle interpreta-
tion fails to account for the appearance of negative-energy modes and we need a new formalism to deal
with such situations. Moreover, in RQM space coordinates play a role of dynamical variables and are
represented by operators, while time is an evolution parameter. Obviously, a consistent relativistic theory
should treat space and time on equal footing.
In order to circumvent these difficulties, one can re-interpret φ(x, t) satisfying (4) as a quantum
field, i.e., an operator3 φˆ(x, t). The space coordinates x can be treated as a label for infinitely many
2Summation over repeated indices is implied.
3We use the Heisenberg picture, in which operators OH(t) depend on time, while in the Schrödinger picture it is the states
that evolve: 〈ψ(t)|OS |ψ(t)〉 = 〈ψ|OH(t)|ψ〉 with OS = OH(t = 0), |ψ〉 = |ψ(t = 0)〉.
3
dynamical variables and we are free to choose a system of reference, in which we evolve these variables.
As a consequence, a single field can account for an infinite number of particles, which are treated as field
excitations. In the QFT notation the solution of the KG equation(p0 = ωp) can be rewritten
φ(x) =
1
(2pi)3/2
∫
dp√
2ωp
[
a−p e
−ipx + b+p e
+ipx
]
(8)
as a linear combination of operators a±p and b±p obeying
a−pa
+
p′ − a+p′a−p ≡
[
a−p , a
+
p′
]
= δ3(p− p′),
[
b−p , b
+
p′
]
= δ3(p− p′). (9)
All other commutators are zero, e.g.,
[
a±p , a
±
p′
]
= 0. The operators satisfy a±p = (a∓p )† and b±p = (b∓p )†,
and for a±p ≡ b±p the field is hermitian φ†(x) = φ(x).
The operator (8) needs some space to act on and in QFT we consider the Fock space. It consists of
a vacuum |0〉, which is annihilated by a−p (and b−p ) for every p
〈0|0〉 = 1, a−p |0〉 = 0, 〈0|a+p = (a−p |0〉)† = 0,
and field excitations. The latter are created from the vacuum by acting with a+k (and/or b
+
k ) , e.g.,
|f1〉 =
∫
dk · f1(k)a+k |0〉, 1-particle state; (10)
|f2〉 =
∫
dk1dk2 · f2(k1,k2)a+k1a+k2 |0〉 2-particle state, (11)
. . .
where fi(k, . . .) are supposed to be square-integrable, so that, e.g., 〈f1|f1〉 =
∫ |f1(k)|2dk < ∞. In
spite of the fact that it is more appropriate to deal with such normalizable states, in QFT we usually
consider (basis) states that have definite momentum p, i.e., we assume that f1(k) = δ(k− p).
The two set of operators a± and b± correspond to particles and antiparticles. From the commuta-
tion relations we deduce that a+pa
+
k = a
+
k a
+
p , so particles are not distinguishable by construction.
The commutation relations (10) should remind us about a bunch of independent quantum harmonic
oscillators. Indeed, the corresponding Hamiltonian
Hˆosc =
∑
j
1
2
(pˆ2j + ω
2
j xˆ
2
j ) =
∑
j
ωj
2
(
a+j a
−
j + a
−
j a
+
j
)
=
∑
j
ωj
(
nˆj +
1
2
)
(12)
can be expressed in terms of ladder operators
√
2ωja
±
j = (ωj xˆj ∓ ipˆj) (no summation), which satisfy
[a−j , a
+
k ] = δjk similar to Eq.(10). For convenience we re-order operators entering into Hˆosc and intro-
duce nˆj = a+j a
−
j that counts energy quanta nˆj |nj〉 = nj |nj〉. A direct consequence of the re-ordering
is the fact that the lowest possible state (vacuum |0〉) has non-zero energy, which is equal to the sum of
zero-point energies
∑
j ωj/2 of all oscillators.
We can make the analogy between a (free) field and harmonic oscillators more pronounced if we
put our field in a box of size L. In this case, the energy ωp and momentum p are quantized
p→ pj = (2pi/L)j, ωp → ωj =
√
(2pi/L)2j2 +m2, j = (j1, j2, j3), ji ∈ Z.
The corresponding Hˆosc (12) can be used to deduce the (QFT) Hamiltonian (by taking the limit L→∞):
Hˆpart = lim
L→∞
(2pi
L
)3∑
j

︸ ︷︷ ︸∫
dp
ωj
[ (
L
2pi
) 3
2
a+j︸ ︷︷ ︸
a+p
(
L
2pi
) 3
2
a−j︸ ︷︷ ︸
a−p
+
1
2
(
L
2pi
)3
︸ ︷︷ ︸
δ(0)
]
.
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Since our field (8) involves two kinds of ladder operators, we have
Hˆ = Hˆpart + Hˆantipart =
∫
dpωp [np + n¯p] +
∫
dpωpδ(0) (13)
with n¯p ≡ b+p b−p and np ≡ a+pa−p . The interpretation of the first term is straightforward: (n¯p) np
counts (anti-)particles with definite momentum p and there is a sum over the corresponding energies.
The second term in Eq.(13) looks disturbing. It is associated with infinite vacuum (no particles) energy:
E0 = 〈0|Hˆ|0〉 =
∫
dpωpδ(0).
Actually, there are two kinds of infinities in E0:
– InfraRed (large distances, L→∞) due to L3 → (2pi)3δ(0);
– UltraViolet (small distances, p, ωp →∞).
One usually “solves” this problem by introducing normal-ordered Hamiltonians, e.g.,
:Hˆosc:= ωj
2
(
:a+j a
−
j + a
−
j a
+
j :
)
= ωj :a
+
j a
−
j := ωja
+
j a
−
j .
With :Hˆ: we measure all energies with respect to the vacuum Hˆ →:Hˆ:= Hˆ − 〈0|Hˆ|0〉 and ignore (non-
trivial) dynamics of the latter. In what follows we assume that operators are normal-ordered by default.
It is easy to check that [Hˆ, a±p ] = ±ωpa±p and [Hˆ, b±p ] = ±ωpb±p . As a consequence, single-
particle states with definite momentum p
|p〉 = a+p |0〉, Hˆ|p〉 = ωp|p〉, |p¯〉 = b+p |0〉, Hˆ|p¯〉 = ωp|p¯〉 (14)
are eigenvectors of the Hamiltonian with positive energies and we avoid introduction of negative energies
in our formalism from the very beginning. One can generalize Eq. (12) and “construct” the momentum
Pˆ and charge Qˆ operators4:
Pˆ =
∫
dpp [np + n¯p] , Pˆ|0〉 = 0|0〉, Pˆ|p〉 = p|p〉 Pˆ|p〉 = p|p¯〉, (15)
Qˆ =
∫
dp [np − n¯p] , Qˆ|0〉 = 0|0〉, Qˆ|p〉 = +|p〉 Qˆ|p¯〉 = −|p¯〉. (16)
The charge operator Qˆ distinguishes particles from anti-particles. One can show that the field φ† (φ)
increases (decreases) the charge of a state[
Qˆ, φ†(x)
]
= +φ†(x),
[
Qˆ, φ(x)
]
= −φ(x)
and consider the following amplitudes:
t2 > t1 : 〈0|φ(x2)︸ ︷︷ ︸
a−
φ†(x1)︸ ︷︷ ︸
a+
|0〉 t1 > t2 : 〈0|φ†(x1)︸ ︷︷ ︸
b−
φ(x2)︸ ︷︷ ︸
b+
|0〉
Particle (charge +1) Antiparticle (charge −1)
propagates from x1 to x2 propagates from x2 to x1
4It is worth pointing here that by construction both Qˆ and Pˆ do not depend on time and commute. In the next section, we
look at this fact from a different perspective and connect it to various symmetries.
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Both possibilities can be taken into account in one function:
〈0|T [φ(x2)φ†(x1)]|0〉︸ ︷︷ ︸
−iDc(x−y)
≡ θ(t2 − t1)〈0|φ(x2)φ†(x1)|0〉
+ θ(t1 − t2)〈0|φ†(x1)φ(x2)|0〉, (17)
with T being the time-ordering operation (θ(t) = 1 for t ≥ 0 and zero otherwise).
Equation (17) is nothing else but the famous Feynman propagator, which has the following mo-
mentum representation:
Dc(x− y) = −1
(2pi)4
∫
d4p
e−ip(x−y)
p2 −m2 + i . (18)
p0
𝜔p − i𝜖
−𝜔p + i𝜖
Fig. 2: Integration contours in p0 plane.
The i-prescription (→ 0) picks up certain poles
in the complex p0 plane (see Fig. 2) and gives rise
to the time-ordered expression (17). The propaga-
tor plays a key role in the construction of pertur-
bation theory for interacting fields (see Sec. 4.1).
For the moment, let us mention a couple of
facts about Dc(x). It is a Green-function for the
KG equation, i.e.,(
∂2x +m
2
)
Dc(x− y) = δ(x− y). (19)
This gives us an alternative way to find the ex-
pression (18). One can also see that Dc(x− y) is
a Lorentz and translational invariant function.
The propagator of particles can be con-
nected to the force between two classical static
sources Ji(x) = δ(x − xi) located at xi =
(x1,x2). The sources disturb the vacuum |0〉 →
|Ω〉, since the Hamiltonian of the system is modified H → H0 + J · φ. Assuming for simplicity that
φ = φ†, we can find the energy of the disturbed vacuum from
〈Ω|e−iHT |Ω〉 ≡ e−iE0(J)T ⇒ in the limit T →∞
= e
i2
2!
∫
dxdyJ(x)〈0|T (φ(x)φ(y))|0〉J(y) = e+
i
2
∫
dxdyJ(x)Dc(x−y)J(y)
Evaluating the integral for J(x) = J1(x) + J2(x) and neglecting “self-interactions“, we get the contri-
bution δE0 to E0(J) due to interactions between two sources
lim
T→∞
δE0T = −
∫
dxdyJ1(x)Dc(x− y)J2(y)
δE0 = −
∫
dp
(2pi)3
e+ip(x1−x2)
p2 +m2
= − 1
4pir
e−mr, r = |x1 − x2|
This is nothing else but the Yukawa potential. It is attractive and falls off exponentially over the distance
scale 1/m. Obviously, for m = 0 we get a Coulomb-like potential.
3 Symmetries and fields
Let us switch to the discussion of symmetries and their role in QFT. A convenient way to deal with
quantum fields and the symmetries of the corresponding physical systems is to consider the following
6
𝜑(x) 𝜑′(x)
x x + a
𝛿𝜑
Re 𝜑(x)
Im 𝜑(x)
𝜑(x)
𝜑′(x)
𝛼
φ′(x) = φ(x+ a) φ′(x) = eiαφ(x)
Fig. 3: Translations (left) and phase transformations (right).
Action functional5
A[φ(x)] =
∫
d4x L(φ(x), ∂µφ)︸ ︷︷ ︸
Lagrangian (density)
=
∫
d4x
(
∂µφ
†∂µφ−m2φ†φ
)
︸ ︷︷ ︸
φ†·K·φ
. (20)
To have an analogy with a mechanical system, one can rewrite A[φ] as
A[φ(x)] =
∫
dtL(t), L = T − U, H = T + U
T =
∫
dx|∂tφ|2, U =
∫
dx(|∂xφ|2 +m2|φ|2)
with T and U being kinetic and potential energy of a system of coupled oscillators (a “mattress”).
Given a Lagrangian L, one can derive the equations of motions (EOM) via the Action Principle.
For this we consider variation of the action
A[φ′(x)]−A[φ(x)]︸ ︷︷ ︸
δA[φ(x)]=0
=
∫
d4x
[(
∂µ
∂L
∂∂µφ
− ∂L
∂φ
)
︸ ︷︷ ︸
(∂2µ+m
2)φ=0
δφ+ ∂µ
(
∂L
∂∂µφ
δφ
)
︸ ︷︷ ︸
surface term=0
]
. (21)
due to tiny (infinitesimal) shifts in the field φ′(x) = φ(x) + δφ(x). If we require that δA[φ(x)] = 0 for
any variation δφ(x) of some φ(x), we will immediately deduce that this can be achieved only for specific
φ(x) that satisfy EOM. These particular fields are usually called “on-mass-shell”. From the Lagrangian
for our free scalar field (20) we derive the KG equation. It is related in a straightforward way to the
quadratic form K in Eq.(20). Having in mind Eq.(19), one can see that the (Feynman) propagator can
also be obtained by inverting K. This statement is easily generalized to the case of other fields.
The Action functional for a physical system allows one to study Symmetries. The latter are inti-
mately connected with transformations, which leave something invariant. The transformations can be
discrete, such as
Parity : φ′(x, t) = Pφ(x, t) = φ(−x, t),
Time-reversal : φ′(x, t) = Tφ(x, t) = φ(x,−t),
Charge-conjugation : φ′(x, t) = Cφ(x, t) = φ†(x, t),
5Contrary to ordinary functions that produce numbers from numbers, a functional takes a function and produces a number.
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or depend on continuous parameters. One distinguishes space-time from internal transformations. Lorentz
boosts, rotations, and translations are typical examples of the former, while phase transformations be-
long to the latter (see Fig. 3). At the moment, we only consider global symmetries with parameters
independent of space-time coordinates and postpone the discussion of x-dependent or local (gauge)
transformations to Sec. 5.
GivenA[φ], one can find its symmetries, which can be defined as particular infinitesimal variations
δφ(x) that for any φ(x) leave A[φ] invariant up to a surface term (cf. the Action Principle)
A[φ′(x)]−A[φ(x)] =
∫
d4x ∂µKµ, φ′(x) ≡ φ(x) + δφ(x).
If we compare this with the general expression
A[φ′(x)]−A[φ(x)] =
∫
d4x
[(
∂µ
∂L
∂∂µφ
− ∂L
∂φ
)
δφ+ ∂µ
(
∂L
∂∂µφ
δφ
)]
.
and require in addition that φ satisfy EOM6, we get a local conservation law
∂µJµ = 0, Jµ ≡ Kµ − ∂L
∂∂µφ
δφ. (22)
The integration of Eq. (22) over space leads to conserved charge:
d
dt
Q = 0, Q =
∫
dxJ0. (23)
If δφ = ρiδiφ depends on parameters ρi, we have a conservation law for every ρi. This is the essence of
the first Noether theorem [17].
A careful reader might notice that we somehow forgot about the quantum nature of our fields and
in our discussion of symmetries treat them as classical objects. Let us comment on this fact. In Classical
Physics symmetries allow one to find
– new solutions to EOM from the given one, keeping some features of the solutions (invariants)
intact;
– how a solution in one coordinate system (as seen by one observer) looks in other coordinates (as
seen by another observer).
In a quantum world a symmetry S guarantees that transition probabilitiesP between states do not change
upon transformation:
|Ai〉 S→ |A′i〉, P(Ai → Aj) = P(A′i → A′j), |〈Ai|Aj〉|2 = |〈A′i|A′j〉|2. (24)
One can see that symmetries can be represented by unitary7 operators U :
|A′i〉 = U |Aj〉, 〈A′i|A′j〉 = 〈Ai|U †U︸︷︷︸
1
|Aj〉. (25)
In QFT one usually reformulates a symmetry transformation of states as a change of operators Ok via
〈Ai|Ok(x)|Aj〉 S→ 〈A′i|Ok(x)|A′j〉 = 〈Ai|O′k(x)|Aj〉, O′k(x) ≡ U †Ok(x)U. (26)
6This requirement is crucial.
7or anti-unitary (e.g., in the case of time reversal).
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For example, translational invariance leads to a relation between matrix elements of quantum fields, e.g.,
〈Ai|φ(x)|Aj〉 = 〈Ai|φ′(x+ a)|Aj〉 = 〈Ai|U †(a)φ(x+ a)U(a)|Aj〉 (27)
for any states. As a consequence, any quantum field in a translational invariant theory should satisfy
φ(x+ a) = U(a)φ(x)U †(a). (28)
One can also find similar constraints on quantum operators due to other symmetries.
By means of the Noether theorem we can get almost at no cost the expressions for energy-
momentum Pµ = (H,P) and charge Q, which we used in Sec. 2. For example, Pµ is nothing else
but the conserved “charges”, which correspond to space-time translations. Indeed, the Noether current
in this case is just the energy-momentum tensor Tµν
φ′(x+ a) = φ(x), expand in a⇒ δφ(x) = −aν∂νφ(x), (29)
δL(φ(x), ∂µφ(x)) = ∂ν (−aνL)⇒ Jµ = −aµL+ aν ∂L
∂∂µφ
∂νφ = aνTµν . (30)
According to Eq. (23), for every aµ we have Pν =
∫
dxT0ν , i.e., conserved total energy-momentum. In
the same way, we can apply the Noether theorem to phase transformations of our complex field and get
φ′(x) = eiαφ(x), δφ(x) = iαφ(x), Jµ = i(φ†∂µφ− φ∂µφ†), Q =
∫
dxJ0. (31)
The corresponding quantum operators, i.e., Hˆ (12) or Qˆ (16), are obtained8 (modulo ordering
issues) from these (classical) expressions by plugging in quantum field φˆ from Eq.(8). It turns out that
the charges act as generators of symmetries, e.g., for space-time translations the unitary operator from
Eq.(28) is given by
U(a) = exp
(
iPˆµaµ
)
, φˆ(x+ a) = U(a)φˆ(x)U †(a). (32)
In addition, conserved quantities can be used to define a convenient basis of states, e.g., we characterize
our particle states by eigenvalues of Pµ, and Q:
|p〉 ≡ |p,+1〉, |p¯〉 ≡ |p,−1〉 ⇒ Qˆ|p, q〉 = q|p, q〉, Pˆ|p, q〉 = p|p, q〉. (33)
It is worth mentioning that some symmetries can mix fields, e.g.,
φ′i(x
′) = Sij(a)φj(x)⇒ φi(x′) = Sij(a)U(a)φj(x)U †(a), x′ = x′(x, a). (34)
Typical examples are fields with non-zero spin: they have several components, which also change un-
der coordinate rotations (more generally, under Lorentz transformations). Moreover, it is the Lorentz
symmetry that allows us to classify fields as different representations of the corresponding group.
Let us discuss this in more detail. We can describe fields involving several degrees of freedom
(per space point) by adding more (and more) indices φ(x) → Φiα(x). One can split the indices into
two groups: space-time (α) and internal (i). The former are associated with space-time transformations,
while the latter with transformations in the “internal” space:
Lorentz transform Λ : Φ
′i
α(Λx) = Sαβ(Λ)Φ
i
β(x), (35)
Internal transform a : Φ
′i
α(x) = U
ij(a)Φjα(x). (36)
8We leave this as an exercise.
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A quantum field in this case can be represented as
Φiα(x) =
1
(2pi)3/2
∑
s
∫
dp√
2ωp
[
usα(p) (a
−
p )
i
s e
−ipx + v∗sα (p)(b
+
p )
i
s e
+ipx
]
. (37)
Here the factors e±ipx with p0 = ωp (plane waves) guarantee that every component of Φiα satisfies the
KG equation. The sum in Eq.(37) is over all polarization states, which are characterized by polarization
“vectors” for particles usα(p) annihilated by (a
−
p )
i
s, and anti-particles v
∗s
α (p) created by (b
+
p )
i
s . The
conjugated field (Φiα)
† involves (conjugated) polarization vectors for (anti) particles that are (annihilated)
created. Let us give a couple of examples:
– Quarks are coloured fermions Ψiα and, e.g., (a
−
p )
b
s annihilates the “blue” quark in a spin state s.
The latter is characterized by a spinor usα(p);
– There are eight vector gluonsGaµ. So (a
−
p )
a
s annihilates a gluon a in spin state s having polarization
usα(p)→ sµ(p).
Since Lorentz symmetry plays a key role in QFT, we elaborate on some of its non-trivial representations
and consider vector and fermion fields in more detail.
3.1 Massive vector fields
A charged Vector Field (e.g., a W -boson) can be written as
Wµ(x) =
1
(2pi)3/2
3∑
λ=1
∫
dp√
2ωp
[(
λµ(p)a
−
λ (p)e
−ipx + ∗λµ (p)b
+
λ (p) e
+ipx
)]
. (38)
A massive spin-1 particle has 3 independent polarization vectors, which satisfy
pµ
λ
µ(p) = 0, 
λ
µ(p)
∗λ′
µ (p) = −δλλ
′
,
3∑
λ=1
λµ
∗λ
ν = −
(
gµν − pµpν
m2
)
[p0 = ωp].
The Feynman propagator can be found by considering time-ordered product of two fields
〈0|T (Wµ(x)W †ν (y))|0〉 =
1
(2pi)4
∫
d4pe−ip(x−y)
[
−i (gµν − pµpνm2 )
p2 −m2 + i
]
[p0 − arbitrary] (39)
or by inverting the quadratic form of the (free) Lagrangian
L = −1
2
W †µνWµν +m
2W †µWµ, Wµν ≡ ∂µWν − ∂νWµ.
One can show that one of the polarization vectors Lµ ' pµ/m+O(m) and diverges in the limit pµ →∞
(m→ 0). This indicates that one should be careful when constructing models with massive vector fields.
We will return to this issue later.
3.2 Massless vector fields
Massless (say photon) vectors are usually represented by
Aµ(x) =
1
(2pi)3/2
3∑
λ=0
∫
dp√
2ωp
[
λµ(p)a
−
λ (p)e
−ipx + h.c.
]
. (40)
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with
λµ(p)
∗λ′
µ (p) = g
λλ′ , λµ(p)
∗λ
ν (p) = gµν , [a
−
λ (p), a
+
λ′(p
′)] = −gλλ′δp,p′ .
The corresponding Feynman propagator can be given by
〈0|T (Aµ(x)Aν(y))|0〉 = 1
(2pi)4
∫
d4pe−ip(x−y)
[ −igµν
p2 + i
.
]
In spite of the fact that we sum over four polarizations in Eq.(40) only two of them are physical! This
reflects the fact that the vector-field Lagrangian in the massless case m = 0
L = −1
4
FµνFµν , Fµν ≡ ∂µAν − ∂νAµ
is invariant under Aµ → Aµ + ∂µα(x) for arbitrary α(x) (gauge symmetry). Additional conditions
(gauge-fixing) are needed to get rid of unphysical states.
3.3 Fermion fields
Spin-1/2 fermion fields (e.g., leptons) are given by9
ψα(x) =
1
(2pi)3/2
∫
dp√
2ωp
∑
s=1,2
[
uαs (p)a
−
s (p)e
−ipx + vαs (p)b
+
s (p)e
+ipx
]
,
where we explicitly write the spinor (Dirac) index α for us, vs and the quantum operator ψ. The former
satisfy the 4× 4 matrix (Dirac) equations
(pˆ−m)us(p) = 0, (pˆ+m)vs(p) = 0, pˆ ≡ γµpµ, p0 ≡ ωp (41)
and correspond to particles (us) or antiparticles (vs). In Eq.(41) we use gamma-matrices
γµγν + γνγµ ≡ [γµ, γν ]+ = 2gµν1 ⇒ γ20 = 1, γ21 = γ22 = γ23 = −1
to account for two spin states (s = 1, 2) of particles and antiparticles. Fermion fields transform under the
Lorentz group x′ = Λx as (cf. Eq.(35))
ψ′(x′) = SΛψ(x), ψ′(x′)† = ψ(x)S†Λ. (42)
It turns out that the 4× 4 matrix S†Λ 6= S−1Λ but S−1 = γ0S†γ0. Due to this, it is convenient to introduce
a Dirac-conjugated spinor ψ¯(x) ≡ ψ†γ0. The latter enters into
ψ¯′(x′)ψ′(x′) = ψ¯(x)ψ(x), Lorentz scalar;
ψ¯′(x′)γµψ′(x′) = Λµνψ¯(x)γνψ(x), Lorentz vector.
This allows us to convince ourselves that the Dirac Lagrangian
L = ψ¯
(
i∂ˆ −m
)
ψ
is also a Lorentz scalar, i.e., respects Lorentz symmetry. Dirac-conjugated spinors can be used to impose
Lorentz-invariant normalization on u and v:
u¯s(p)ur(p) = 2mδrs, v¯s(p)vr(p) = −2mδrs,
9There exists a charge-conjugation matrix C = iγ2, which relates spinors for particles u and antiparticles v, e.g., v = Cu∗.
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An important fact about quantum fermion fields it that, contrary to the case of scalar or vector
(boson) fields, the creation/annihilation operators for fermions a±s,p and antifermions b±s,p anticommute:[
a−r,p, a
+
s,p′
]
+
=
[
b−r,p, b
+
s,p′
]
+
= δsrδ(p− p′)[
a±r,p, a
±
s,p′
]
+
=
[
b±r,p, b
±
s,p′
]
+
=
[
a±r,p, b
±
s,p′
]
+
= 0.
Due to this, fermions obey the Pauli principle, e.g., a+r,pa
+
r,p = 0. Moreover, one can explicitly show
that quantization of bosons (integer spin) with anticommutators or fermions (half-integer spin) with
commutators leads to inconsistencies (violates the Spin-Statistics theorem).
Let us continue our discussion of free fermions by emphasizing the difference between the no-
tions of Chirality and Helicity. Two independent solutions for massive fermions (u1,2) can be chosen to
correspond to two different helicities — projections of spin vector s onto direction of p:
H = s · n, n = p/|p|.
Left-Handed Right-Handed
p
s
p
s
(43)
In free motion it is conserved and serves as a good quantum number. However, it is not a Lorentz-
invariant quantity. Indeed, we can flip the sign of particle momentum by moving with speed faster than
v = |p|/p0. As a consequence, n→ −n and H → −H. However, helicity for a massless particle is the
same for all inertial observers and coincides with chirality, which is a Lorentz-invariant concept.
By definition Left (ψL) and Right (ψR) chiral spinors are eigenvectors of
γ5 = iγ0γ1γ2γ3 ⇒ [γµ, γ5]+ = 0, γ25 = 1, γ†5 = γ5, (44)
where
γ5ψL = −ψL, γ5ψR = +ψR. (45)
Any spinor ψ can be decomposed as
ψ = ψL + ψR, ψL/R = PL/Rψ, PL/R =
1∓ γ5
2
. (46)
Rewriting the Dirac Lagrangian it terms of chiral components
L = i(ψ¯L∂ˆψL + ψ¯R∂ˆψR︸ ︷︷ ︸
conserve chirality
)−m(ψ¯LψR + ψ¯RψL︸ ︷︷ ︸
break chirality
), (47)
we see that, indeed, it is the mass term that mixes two chiralities. Due to this, it violates chiral symmetry
corresponding to the independent rotation of left and right components
ψ → eiγ5αψ. (48)
Consequently, if we drop the mass term, the symmetry of the Lagrangian is enhanced.
Up to now we were discussing the so-called Dirac mass term. For neutral fermions (e.g., neutrino)
there is another possibility — a Majorana mass. Since charge-conjugation applied to fermion fields,
ψ → ψc, flips chirality, we can use ψcL in place of ψR to write
L = 1
2
(iψ¯L∂ˆψL −mψ¯LψcL). (49)
As a consequence, to describe Majorana particles, we need only two components instead of four since
antiparticles coincide with particles in this case. At the moment, the nature of neutrinos is unclear and
we refer to [18] for more details.
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4 From free to interacting fields
Let us summarize what we have learned so far. If we have a Lagrangian L at hand, we can
– Derive EOM (via the Action Principle);
– Find the Symmetries of the Action A = ∫ d4xL;
– Find Conserved quantities (via the Noether Theorem).
However, we usually start building our models by postulating symmetries. Indeed, we assume that a
general QFT Lagrangian L is
– a Lorentz (Poincare) invariant (i.e., a sum of Lorentz scalars),
– Local (involves a finite number of partial derivatives),
– Real (hermitian) (respects unitarity=conservation of probability)
In addition, one can impose other symmetries and get further restrictions on the model. Having all this
in mind, we can proceed further and discuss particle interactions.
In HEP, a typical collision/scattering experiment deals with “free” initial and final states and
considers transitions between these states. To account for this in a quantum theory, one introduces the
S-matrix with matrix elements
M = 〈β|S|α〉, M = δαβ + (2pi)4δ4(pα − pβ)iMαβ (50)
giving amplitudes for possible transitions between in |α〉 and out |β〉 states:
|α〉 = a˜+p1 ...a˜+pr |0〉, |β〉 = a˜+k1 ...a˜+ks |0〉, a˜+p = (2pi)3/2
√
2ωpa
+
p , (51)
where for convenience10 (see also Eq.(62)) we rescale our creation/annihilation operators. Given the
matrix element Mαβ , one can calculate the differential probability (per unit volume per unit time) to
evolve from |α〉 to |β〉:
dw =
n1...nr
(2ωp1)...(2ωpr)
|Mαβ|2dΦs, (52)
where ni correspond to initial-state particle densities, and an element of phase space is given by
dΦs = (2pi)
4δ4 (pin − kout) dk1
(2pi)3(2ωk1)
...
dki
(2pi)3(2ωki)
(53)
with pin =
∑
pi and kout =
∑
ki. Since we are usually interested in processes involving one or two
particles in the initial state, it is more convenient to consider the differential decay width dΓ in the rest
frame of a particle with mass m, or cross-section dσ of a process 2→ s:
dΓ = ΦΓ|M1→s|2dΦs, ΦΓ = 1
2m
, (54)
dσ = Φσ|M |2dΦs, Φσ = 1
4
√
(p1p2)2 − p21p22
. (55)
In Eq.(55) the factor Φσ is Lorentz-invariant and is expressed in terms of four-momenta of initial particles
p1 and p2. The total width Γ and total cross-section σ can be obtained by integration over the momenta
of final particles restricted by energy-momentum conservation due to the four-dimensional δ-function in
Eq.(53).
In QFT, the S-matrix is given by the time-ordered exponent
S = Te−i
∫
d4xHI(x) = Tei
∫
d4xLI(x). (56)
10The states created by a˜+ are normalized in the relativistic-invariant way.
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x y
⇒
Fig. 4: The Wick theorem at work: one of the contributions.
involving the interaction HamiltonianHI (Lagrangian LI ).
The interaction Lagrangian LI = Lfull − L0 is a sum of Lorentz-invariant terms having more
than two fields and more ∂µ than in the quadratic part L0, which corresponds to free particles. It is
worth noting that in Eq.(56) we treat LI (HI ) as an operator built from free11 quantum fields (i.e., certain
combinations of a± and b±).
The time-ordering operation, which was used to define particle propagators, is generalized in
Eq.(56) to account for more than two fields originating from LI
TΦ1(x1)...Φn(xn) = (−1)kΦi1(xi1)...Φin(xin), x0i1 > ... > x0in . (57)
Here the factor (−1)k appears due to k possible permutations of fermion fields.
As it was mentioned earlier, (interaction) Lagrangians should be hermitian. Any scalar combina-
tion of quantum fields can, in principle, be included in LI , e.g.,
LI : gφ3(x), λφ4(x), yψ¯(x)ψ(x)φ(x)
eψ¯(x)γµψ(x)Aµ(x), G
[
(ψ¯1γµψ2) (ψ¯3γµψ4) + h.c.
]
The parameters (couplings) g, λ, e , y, and G set the strength of the interactions. An important charac-
teristic of any coupling in the QFT model is its dimension, which can be deduced from the fact that La-
grangian has dimension [L] = 4. One can notice that all the couplings (hidden) in the T-shirt Lagrangian
are dimensionless. This fact has crucial consequences for the self-consistency of the SM model.
4.1 Perturbation theory
In an interacting theory it is very hard, if not impossible, to calculate the S-matrix (56) exactly. Usually,
we assume that the couplings in LI are small allowing us to treat the terms in LI as perturbations to L0.
As a consequence, we expand the T-exponent and restrict ourselves to a finite number of terms. In the
simplest case of LI = −λφ4/4! we have at the nth order
in
n!
[
λ
4!
]n
〈0|a˜−k1 ...a˜−ks
∫
dx1...dxnT
[
φ(x1)
4...φ(xn)
4
]
a˜+p1 ...a˜
+
pr |0〉. (58)
To proceed, one uses the Wick theorem:
TΦ1...Φn =
∑
(−1)σ〈0|T (Φi1Φi2)|0〉...〈0|T (Φim−1Φim)|0〉 :Φim+1 ...Φin :, (59)
where the sum goes over all possible ways to pair the fields. The Wick theorem (59) expresses time-
ordered products of fields in terms of normal-ordered ones and propagators. The normal-ordered opera-
tion puts all annihilation operators originating from different Φs to the right. It also cares about fermions,
e.g.,
:a−1 a
+
2 a
−
3 a
−
4 a
+
5 a
−
6 := (−1)σa+2 a+5 a−1 a−3 a−4 a−6 , (60)
11More precisely, operators in the interaction picture.
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incoming scalar 1
p
incoming fermion us(p)
p
outgoing scalar 1
p
outgoing fermion u¯s(p)
p
incoming vector λµ(p)
𝜇
p
incoming antifermion v¯s(p)
p
outgoing vector ∗λµ (p)
𝜇
p
outgoing antifermion vs(p)
p
Table 1: Feynman rules for external states.
where σ correspond to the number of fermion permutations (cf. Eq.(57)). In Fig. 4 a cartoon, which
illustrates Eq.(59) for one of the contributions to T [LI(x)LI(y)], is provided.
After application of the Wick theorem we have to calculate
〈0|a˜−k1 ...a˜−ks :Φim+1 ...Φin : a˜+p1 ...a˜+pr |0〉. (61)
To get a non-zero matrix element, all a−(a+) in the normal product of fields from the Lagrangian have
to be “killed” by (commuted with) a+(a−) from the initial (final) states.
For our generalized field (37) we have[
Φiα(x), (a
+
p )
i
s
]
=
e−ipx
(2pi)3/2
√
2ωp︸ ︷︷ ︸
common to all fields
usα(p), initial state polarization (particle);
[
(b−p )
i
s,Φ
i
α(x)
]
=
e+ipx
(2pi)3/2
√
2ωp
v∗sα (p), final state polarization (antiparticle). (62)
and one clearly sees that the factors in the denominators Eq.(62) are avoided when the rescaled a˜± (or
b˜±) operators (51) are used.
All this machinery can be implemented in a set of Feynman rules, which are used to draw (and
evaluate) Feynman diagrams. Every Feynman diagram involves interaction vertices, external and in-
ternal lines. Internal lines connect two vertices and correspond to propagators. The expression for
propagators can be derived from L0, e.g.,
〈0|T (φ(x)φ†(y)|0〉
〈0|T (ψ(x)ψ¯(y)|0〉
〈0|T (Wµ(x)W †ν (y)|0〉

=
∫
d4p
(2pi)4
ie−ip(x−y)
p2 −m2 + i

1
p
φ;
pˆ+m
p
ψ;
−gµν + pµpν/m2
𝜇 𝜈
p
Wµ.
(63)
One can notice that all the dependence on xi of the integrand in Eq.(58) comes from either Eq.(62) or
Eq.(63). As a consequence, it is possible to carry out the integration for every xi∫
d4xie
−ixi(p1+...+pn) = (2pi)4δ4(p1 + ...+ pn) (64)
and obtain a δ-function reflecting energy-momentum conservation at the corresponding vertex.
Depending on the direction of momenta, the external lines represent incoming or outgoing parti-
cles (see Table 1). Again, the corresponding factors (=polarization vectors) are derived from L0. No-
tice that we explicitly write the Lorentz indices for vector particles and suppress the Dirac indices for
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fermions. To keep track of the index contractions in the latter case, one uses arrows on the fermion
lines.12
Let us turn to interaction vertices. The corresponding Feynman rules can be derived from AI =∫
d4LI . It is convenient to do this by carrying out a Fourier transform to “convert” coordinate derivatives
to momenta and considering variations of the action. In the case of LI = −λφ4/4! we have (all momenta
are assumed to be incoming)
i
δ4AI [φ]
δφ(p1)δφ(p2)δφ(p3)δφ(p4)
∣∣∣∣
φ=0
⇒ (2pi)4δ4(p1 + p2 + p3 + p4)︸ ︷︷ ︸
conservation of energy-momentum
×[−iλ]. (65)
In a typical diagram all (2pi)4δ(...) factors (but one13) reflecting the energy-momentum conservation at
each vertex, are removed by the momentum integration originating from propagators, Eq.(63). Due to
this, we also omit these factors (see, Table 2 for examples).
Given Feynman rules, we can draw all possible diagrams that contribute to a process and evaluate
the amplitude. We do not provide the precise prescription here (see textbooks [12–16] for details) but
just mention the fact that one should keep in mind various symmetry factors and relative signs that can
appear in real calculations.
In order to get probabilities, we have to square matrix elements, e.g.,
|M |2 = MM † ⇒ (66)
Sometimes we do not care about polarization states of initial or final particles, so we have to sum over
final polarization and average over initial ones. That is where spin-sum formulas,e.g.,∑
s
us(p1)u¯s(p1) = pˆ1 +m,
∑
s
vs(p2)v¯s(p2) = pˆ2 −m (67)
become handy
MM † →
∑
s,r
(u¯sAvr)(v¯rA
†us) = Tr
[
(pˆ1 +m)A(pˆ2 −m)A†
]
. (68)
As a consequence, one can utilize the well-known machinery for gamma-matrix traces to evaluate prob-
abilities in an efficient way.
Let us continue by mentioning that only in tree graphs, such as
p1
p2
p3
p5
p4
p6
q ⇒ (2pi)4δ4
(∑3
i=1 pi −
∑6
i=4 pi
)
[−iλ]2 i
q2−m2+i ,
all the integrations (due to propagators) are “killed” by vertex δ-functions. However, nothing forbids us
from forming loops. In this case, we have integrals over unconstrained momenta, e.g., in the φ4-theory
q
k − q
: I2(k) ≡
∫
d4q
[q2 + i][(k − q)2 + i] ∼
∫ ∞ |q|3d|q|
|q|4 ∼ ln∞,
12There are subtleties when interactions involve Majorana fermions.
13we factor it out in the definition of Mαβ , see Eq.(50).
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LI = −yψ¯ψφ LI = eψ¯γµψAµ LI = ieAµ
(
φ†∂µφ− φ∂µφ†
)
𝜓
𝜓
𝜑
𝜓
𝜓
A𝜇
𝜑†
𝜑
A𝜇
p1
p2
−iy ieγµ ie(p1 + p2)µ
Table 2: Vertex Feynman rules. Derivatives in LI correspond to particle momenta.
which can lead to divergent (meaningless?) results. This is again a manifestation of UV divergences due
to large momenta (“small distances”).
A natural question arises: Do we have to abandon QFT? Since we still use it, there are reasons not
to do this. Indeed, we actually do not know physics up to infinitely small scales and our extrapolation
can not be adequate in this case. To make sense of the integrals, we can regularize them, e.g., introduce
a “cut-off” |q| < Λ,
IΛ2 (k) = ipi
2
[
ln
Λ2
k2
+ 1
]
+O
(
k2
Λ2
)
= ipi2
[
ln
Λ2
µ2
− ln k
2
µ2
+ 1
]
+O
(
k2
Λ2
)
(69)
or use another convenient possibility — dimensional regularization, when d = 4 space-time is formally
continued to d = 4− 2ε dimensions:
I4−2ε2 (k) = µ
2ε
∫
d4−2εq
q2(k − q)2 = ipi
2
(
1
ε
− ln k
2
µ2
+ 2
)
+O(ε). (70)
Both the regularized integrals are now convergent14 and share the same logarithmic dependence
on external momentum k. One can also notice a (one-to-one) correspondence between a logarithmically
divergent contribution log Λ2/µ2 in Eq.(69) and the pole term 1/ε in Eq.(70). However, the constant
terms are different. How do we make sense of this ambiguity?
The crucial observation here is that the divergent pieces, which blow up when we try to remove
the regulators (Λ → ∞ or ε → 0), are local, i.e., depend polynomially on external kinematical param-
eters. This fact allows us to cancel them by the so-called counterterm (CT) vertices. The latter can be
interpreted as new terms in LI . Moreover, in a renormalizable QFT model additional (divergent) con-
tributions have the same form as the initial Lagrangian and thus can be “absorbed’ into redefinition of
fields and parameters.
One can revert the reasoning and assume that the initial Lagrangian is written in terms of the
so-called bare (unobservable) quantities. The predictions of the model are finite since the explicit depen-
dence of Feynman integrals on the cut-off Λ (or ε) is actually compensated by the implicit dependence
of bare fields and parameters. In some sense these quantities represent our ignorance of dynamics at tiny
scales. Physical fields and parameters are always “dressed” by clouds of virtual particles.
It is obvious that working with bare quantities is not very convenient. One usually makes the
dependence on Λ (or ε) explicit by introduction of divergent Z-factors for bare fields (φB), masses
(m2B), and couplings (λB), e.g.,
Lfull = 1
2
(∂φB)
2 − m
2
B
2
φ2B +
λBφ
4
B
4!
=
Z2
2
(∂φ)2 − Zmm
2
2
Z2φ
2 +
Zλλ
4!
(Z2φ
2)2 (71)
14We do not discuss the issue of possible IR divergences here.
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Fig. 5: Solutions of RGE for different boundary conditions.
=
(∂φ)2
2
− m
2φ2
2
+
λφ4
4!
+
(Z2 − 1)
2
(∂φ)2 − (ZmZ2 − 1)m
2
2
φ2 + (Z4Z
2
2 − 1)
λφ4
4!︸ ︷︷ ︸
counterterms
. (72)
Here φ, m and λ denote renormalized (finite) quantities. Since we can always subtract something finite
from infinity, there is a certain freedom15 in this procedure. So we have to impose additional conditions
on Zs, i.e., define a renormalization scheme. For example, in the minimal (MS) schemes we subtract
only the divergent terms, e.g., only poles in ε, while in the so-called momentum-subtraction (MOM)
schemes we require amplitudes (more generally Green functions) to have a certain value at some fixed
kinematics.
As an illustration, let us consider a scattering amplitude 2 → 2 in the φ4 model calculated in
perturbation theory:
= + + permutations + more loops (73)
= λB(Λ)− λB(Λ)
2
2(16pi2)
(
ln
Λ2
µ2
− ln k
2
µ2
+ . . .
)
+ . . . (74)
=
[
λ(µ) +
3
2
λ2(µ)
16pi2
ln
Λ2
µ2
]
− λ(µ)
2
2(16pi2)
(
ln
Λ2
µ2
− ln k
2
µ2
+ . . .
)
+ . . . (75)
= λ(µ) +
λ(µ)2
2(16pi2)
(
ln
k2
µ2
+ . . .
)
+ . . . . (76)
In Eq.(73) the tree-level and one-loop diagrams contributing to the matrix element are shown. The cor-
responding expression in terms of the bare coupling λB(Λ) that implicitly depends on the regularization
parameter Λ is given in Eq.(74). We introduce a renormalized16 coupling λ(µ) in Eq.(75) to make the
dependence explicit:
λB(Λ) = λ(µ)Zλ = λ(µ)
(
1 +
3
2
λ(µ)
16pi2
ln
Λ2
µ2
+ ...
)
. (77)
15Different constant terms in Eq.(69) and Eq.(70) are one manifestation of this fact.
16We use minimal subtractions here and the factor of three comes from the fact that all three one-loop graphs (s, t and u)
give rise to the same divergent term.
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Fig. 6: The scale dependence of the strong coupling αs.
The final result (76) is finite (when Λ→∞) and can be confronted with experiment. It seems to depend
on an auxiliary scale µ, which inevitably appears in any renormalization scheme. The crucial point here
is that observables (if all orders of PT are taken into account) actually do not depend on µ. Changing µ
corresponds to a certain reshuffling of the PT series: some terms from loop corrections are absorbed into
the rescaled (running) couplings. This allows one to improve the “convergence”17 of the series.
The scale-dependence of the running couplings is governed by renormalization-group equations
(RGE). In the considered case we have
λ(µ0)→ λ(µ), d
d lnµ
λ = βλ(λ), βλ =
3
2
λ2
16pi2
+ ... (78)
The beta-function βλ can be calculated order-by-order in PT. However, the (initial) value λ(µ0) needed
to solve Eq.(78) is not predicted and has to be extracted from experiment.
It is worth pointing out here that two different numerical values of the renormalized self-coupling,
λ1 and λ2, do not necessarily correspond to different Physics. Indeed, if they are fitted from measure-
ments at different scales, e.g., µ0 and µ, and are related by means of RGE, they represent the same
Physics (see Fig. 5). A prominent example is the running of the strong coupling in Quantum chromody-
namics (QCD) described by (see [19])
βαs = −
α2s
4pi
(
11− 2
3
nf
)
+ ...+O(α7s), nf − number of flavours. (79)
In Fig. 6 one can see a remarkable consistency between different measurements of αs(µ) and the scale
dependence predicted by perturbative QCD.
4.2 Renormalizable or non-renormalizable?
Let us stress again that the model is called renormalizable if all the divergences that appear in loop
integrals can be canceled by local counterterms due to renormalization of bare parameters and couplings
fromLfull. But what happens if there is a divergent amplitude but the structure of the required subtraction
does not have a counter-part in our initial Lagrangian, i.e., we do not have a coupling to absorb the
infinity? Obviously, we can modify Lfull and add the required term (and the coupling).
17Actually, the PT series are asymptotic (divergent) and we speak about the behavior of a limited number of first terms here.
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Fig. 7: One-loop correction to higgs self-interaction.
An example of such a situation can be found in the model with a scalar φ (e.g., Higgs) coupled to
a fermion ψ (e.g., top quark) via the Yukawa interaction characterized by the coupling y
LI 3 δLY = −y · ψ¯ψφ. (80)
Let us assume for the moment that we set the self-coupling to zero λ = 0 and want to calculate the
Higgs-scattering amplitude due to top quarks (see, Fig. 7). We immediately realize that the contribution
is divergent and without δL4 = −λφ4/4! we are not able to cancel it. Due to this, we are forced to
consider the φ4 term in a consistent theory.
Since we modified Lfull, we have to re-calculate all the amplitudes. In principle, new terms in
LI will generate new diagrams, which can require new interactions to be added to LI . Will this process
terminate? In the case of renormalizable models the answer is positive. We just need to make sure
that LI include all possible terms with dimensionless couplings18, or, equivalently, local dimension-4
operators built from quantum fields and their derivatives.
On the contrary, if one has to add more and more terms toLI , this is a signal of a non-renormalizable
model. It looks like that we have to abandon such models since we need to measure an infinite number of
couplings to predict something in this situation! However, it should be stressed that non-renormalizable
models, contrary to renormalizable ones, involve couplings Gi with negative mass dimension [Gi] < 0!
Due to this, not all of them are important at low energies, such as
GiE
−[Gi]  1. (81)
This explains the success of the Fermi model involving the dimension-6 four-fermion operator
− LI = GΨ¯pγρΨn · Ψ¯eγρΨν + h.c. (82)
in the description of the β-decay n → p + e− + ν¯e. Since the model turns out to be a harbinger of the
modern electroweak theory, let us consider it in more detail and discuss its features, which eventually
lead to the construction of the SM.
In 1957 R. Marshak and G.Sudarshan, R. Feynman and M. Gell-Mann modified the original Fermi
theory of beta-decay to incorporate 100 % violation of Parity discovered by C.S. Wu in 1956:
− LFermi = GF
2
√
2
(J+µ J
−
µ + h.c.). (83)
Here the current
J−ρ = (V −A)nucleonsρ + Ψeγρ (1− γ5) Ψνe + Ψµγρ (1− γ5) Ψνµ + ... (84)
18Remember the T-shirt Lagrangian?
20
e− 𝜈e
𝜈e e−
W+
Fig. 8: A contribution to νe-scattering due to charged W -boson
is the difference between Vector (V ) and Axial (A) parts. This kind of current-current interactions can
describe not only the proton beta-decay but also the muon decay µ → eνµν¯e or the process of νee -
scattering. Since the Fermi constant GF ' 10−5 GeV−1, from simple dimensional grounds we have
σ(νee→ νee) ∝ G2F s, s = (pe + pν)2. (85)
With such a dependence on energy we eventually violate unitarity. This is another manifestation of the
fact that non-renormalizable interactions are not self-consistent.
However, a modern view on the Fermi model treats it as an effective field theory [20] with certain
limits of applicability. It perfectly describes low-energy experiments and one can fit the value of GF
very precisely (see [21]). The magnitude of GF tells us something about a more fundamental theory (the
SM in our case): around G−1/2F ∼ 102 − 103 GeV there should be some “New Physics” (NP) to cure
the above-mentioned shortcomings. Indeed, by analogy with (renormalizable) QED we can introduce
mediators of the weak interactions – electrically charged vector fields W±µ (see, e.g., Fig. 8):
LFermi = − GF
2
√
2
(J+µ J
−
µ + h.c.)→ LI =
g
2
√
2
(W+µ J
−
µ + h.c.) (86)
with a dimensionless coupling g. Since we know that weak interactions are short-range, the W-bosons
should be massive. Given LI we can calculate the tree-level scattering amplitude due to the exchange of
W± between two fermionic currents:
T = i(2pi)4
g2
8
J+α
[
gαβ − pαpβ/M2W
p2 −M2W
]
J−β . (87)
In the limit |p|  MW , Eq.(87) reproduces the prediction of the effective theory (Fermi model) if we
identify (“match”)
(effective theory)
GF√
2
=
g2
8MW
2 (more fundamental theory). (88)
However, one can see that in the UV region (|p|  MW ) the amplitude (87) still has bad behavior,
leading to all the above-mentioned problems. To deal with the issue, we utilize gauge symmetry, which
will be discussed in the next section.
5 Gauge symmetries
We are seeking for a model of weak interactions that has good UV-properties. Let us revise how the
gauge principle is implemented in QED. First of all, consider
L0 = ψ¯
(
i∂ˆ −m
)
ψ (89)
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Fig. 9: U(1) transformations commute with each other.
and make the global U(1)-symmetry of L0
ψ → ψ′ = eieωψ (90)
local, i.e., ω → ω(x). In this case, the Lagrangian ceases to be invariant19:
δL0 = ∂µω · Jµ, Jµ = −eψ¯γµψ, (91)
To compensate this term, we add the interaction of the current Jµ with the photon field Aµ:
L0 → L = L0 +AµJµ = ψ¯
[
i(∂ˆ + ieAˆ)−m
]
ψ, Aµ → A′µ = Aµ−∂µω. (92)
The photon Aµ is an example of gauge field. To get the full QED Lagrangian, we should also add a
kinetic term for the photon:
LQED = ψ¯
(
iDˆ −m
)
ψ − 1
4
F 2µν (93)
Dµ = ∂µ + ieAµ, Fµν = ∂µAν − ∂νAµ. (94)
Here we introduce a covariant derivative Dµ and a field-strength tensor Fµν . One can check that Eq.(93)
is invariant under
ψ → ψ′ = eieω(x)ψ
Aµ → A′µ = Aµ − ∂µω
Dµψ → D′µψ′ = eieω(x)Dµψ.
The second Noether theorem [17] states that theories possessing gauge symmetries are redundant,
i.e., some degrees of freedom are not physical. This makes quantization non-trivial. To deal with this
problem in QED, one adds a gauge-fixing term to the free vector-field Lagrangian:
L0(A) = −1
4
F 2µν −
1
2ξ
(∂µAµ)
2 ≡ −1
2
AµKµνAν . (95)
This term allows one to obtain the photon propagator by inverting20 Kµν :
〈0|TAµ(x)Aν(y)|0〉 =
∫
d4p
(2pi)4
−i [gµν − (1− ξ)pµpν/p2]
p2 + i
e−ip(x−y) (96)
19Note that one can use this fact to get an expression for the Noether current Jµ.
20If we omit the gauge-fixing term, we will not be able to invert the quadratic form.
22
The propagator now involves an auxiliary parameter ξ. It controls the propagation of unphysical longi-
tudinal polarization Lµ ∝ pµ. The polarization turns out to be harmless in QED since the corresponding
terms drop out of physical quantities, e.g., due to current conservation
eLµJµ ∝ pµJµ = 0 [we have no source for unphysical γ]. (97)
One can see that the propagator has good UV behaviour and falls down as 1/p2 for large p. The gauge
symmetry of QED is U(1). It is Abelian since the order of two transformations is irrelevant (see Fig. 9).
However, if we want to apply the gauge principle to the case of EW interactions, we have to general-
ize U(1) to the Non-Abelian case. Let us consider the SU(n) group, i.e., unitary n × n matrices Uij
depending on n2 − 1 parameters ωa and having detU = 1:
ψi → ψ′i = Uij(ω)ψj , U(ω) = eigt
aωa . (98)
In general, different transformations do not commute in the non-Abelian case. This fact is reflected in
commutation relations for the group generators ta, which obey the su(n)-algebra:
[ta, tb] = ifabctc, fabc − structure constants . (99)
For constant ωa the transformation (98) is a symmetry of the Lagrangian
L0 = ψ¯i
(
i∂ˆ −m
)
ψi, i = 1, ..., n (100)
describing n free fermions in the fundamental representation of SU(n).
In order to make the symmetry local, we introduce a (matrix) covariant derivative depending on
n2 − 1 gauge fields W aµ :
(Dµ)ij = ∂µδij − igtaijW aµ . (101)
The transformation properties ofW aµ should guarantee that for space-time dependent ω
a(x) the covariant
derivative of ψ transforms in the same way as the field itself:
D′µψ
′ = U(ω)(Dµψ), U(ω) = eigt
aωa . (102)
One can find that
W aµ →W
′a
µ = W
a
µ + ∂µω
a + gfabcW bµω
c (103)
= W aµ + (Dµ)
abωb, (Dµ)
ab ≡ ∂µδab − ig(−ifabc)W cµ, (104)
where we introduce the covariant derivative (101) Dabµ with generators (t
c)ab = −if cab in the adjoint
representation. The field-strength tensor for each component of W aµ is given by the commutator
[Dµ, Dν ] = −igtaFaµν , Faµν = ∂µW aν − ∂µW aν + gfabcW aµW bν . (105)
Contrary to the U(1) case, Faµν contains an additional term quadratic in W aµ . Due to this, the gauge
symmetry predicts not only interactions between fermions ψ (or fields in the fundamental representation
of the gauge group) and W aµ but also self-interactions of the latter (the gauge fields are “charged” under
the group).
Combining all the ingredients, we can write down the following Lagrangian for an SU(n) gauge
(Yang-Mills) theory :
L = ψ¯
(
iDˆ −m
)
ψ − 1
4
FaµνFaµν = L0 + LI , (106)
L0 = ψ¯
(
i∂ˆ −m
)
− 1
4
F aµνF
a
µν , F
a
µν = ∂µW
a
ν − ∂νW aµ , (107)
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Fig. 10: Gauge symmetry at work: tree-level amplitudes with unphysical polarization (L) vanish.
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Fig. 11: Ghosts cancel contributions due to virtual unphysical states.
LI = gψ¯iαγµαβtaijψjβW aµ −
g
2
fabcW bµW
c
νF
a
µν −
g2
4
fabcfadeW aµW
b
νW
d
µW
e
ν . (108)
For illustration purposes we explicitly specify all the indices in the first term of interaction Lagrangian
LI : the Greek ones correspond to Dirac (α, β) and Lorentz (µ) indices, while the Latin ones belong to
different representations of SU(n): i, j – fundamental, a – adjoint. One can also see that the strength of
all interactions in LI is governed by the single dimensionless coupling g.
To quantize a Yang-Mills theory, we generalize the QED gauge-fixing term and write, e.g.,
Lgf = − 1
2ξ
(F a)2 , F a = ∂µW
a
µ (109)
with F a being a gauge-fixing function. This again introduces unphysical states in the W aµ propagator.
However, contrary to the case of QED, the fermionic current Jaµ = gψ¯t
aγµψ is not conserved and can
produce longitudinal W aµ . Nevertheless, the structure of vector-boson self-interactions guarantees that at
tree level amplitudes involving unphysical polarizations for external W aµ vanish (see, e.g., Fig. 10).
Unfortunately, this is not sufficient to get rid of unphysical states in loops. To deal with the problem
in a covariant way, one introduces the so-called Fadeev-Popov ghosts c¯a and ca. They are anticommuting
“scalars” and precisely cancel the annoying contribution. The Lagrangian for the fictitious particles is
related to the gauge-fixing function Fa(Wµ) = ∂µW aµ via
Lghosts = −c¯a∂Fa(W
ω)
∂ωb
cb = −c¯a∂µDabµ cb
= −c¯a∂2ca − gfabc(∂µc¯a)cbAbµ. (110)
The ghosts are charged under SU(n) and interact with gauge fields in the same way as the unphysical
modes. However, there is an additional minus sign for the loops involving anticommuting ghosts (see,
e.g., Fig. 11) that leads to the above-mentioned cancellations.
6 Gauge theory of electroweak interactions
6.1 Fermion couplings to gauge bosons
In the SM we use the gauge principle to introduce EW interactions. Indeed, we utilize
SU(2)L ⊗ U(1)Y (111)
gauge group that has four generators or, equivalently, four gauge bosons. Three of them, Wµ, belong to
weak-isospin SU(2)L, while the photon-like Bµ mediates weak-hypercharge U(1)Y interactions. The
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SM fermions are charged under the group (111). To account for the (V − A) pattern only left fermions
interact with Wµ and form SU(2)L doublets:
L =
(
νl
l−
)
L
, Q =
(
qu
qd
)
L
, qu = u, c, t; qd = d, s, b; l = e, µ, τ. (112)
Since the generators of SU(2) are just the Pauli matrices, we immediately write the following
expression for the corresponding covariant derivative
DLµ =
∂µ − i2 (gW 3µ + g′Y fLBµ) −i g√2W+µ
−i g√
2
W−µ ∂µ +
i
2
(
gW 3µ − g′Y fLBµ
) . (113)
The right fermions21 are SU(2)L singlets and do not couple to Wµ:
DRµ = ∂µ − ig′
Y fR
2
Bµ. (114)
The covariant derivatives involve two gauge couplings g, g′ corresponding to SU(2)L and U(1)Y , re-
spectively. Different Y fL/R denote weak hypercharges of the fermions and up to now the values are not
fixed. Let us put some constraints on Y fL/R. The first restriction comes from the SU(2)L symmetry, i.e.,
Y uL = Y
d
L ≡ Y QL , and Y νL = Y eL ≡ Y Ll .
One can see that the EW interaction Lagrangian
LW = LNC + LCC , (115)
in addition to the charged-current interactions of the form
LlCC =
g√
2
ν¯eLγµW
+
µ eL + h.c. =
g
2
√
2
ν¯eγµW
+
µ (1− γ5) e+ h.c. (116)
also involves neutral-current interactions
LlNC = ν¯eLγµ
(
1
2
gW 3µ +
Y lL
2
g′Bµ
)
νeL + e¯Lγµ
(
−1
2
gW 3µ +
Y lL
2
g′Bµ
)
eL + g
′e¯Rγµ
Y eR
2
BµeR. (117)
It is obvious that we have to account for QED in the SM and should predict a photon field that couples to
fermions with the correct values of the electric charges. Since both W 3µ and Bµ are electrically neutral,
they can mix
W 3µ = Zµ cos θW +Aµ sin θW
Bµ = −Zµ sin θW +Aµcos θW . (118)
Here we introduce the Weinberg angle θW . One can try to fix sin θW and various Y
f
L/R from the re-
quirement that, e.g., Aµ has the same interactions as the photon in QED. Indeed, given fermion electric
charges Qf (see Fig. 1) in the units of the elementary charge e , one can derive the following relations:
gsin θW = e(Qν −Qe) = e(Qu −Qd),
g′Y lLcos θW = e(Qν +Qe) = −e,
g′Y QL cos θW = e(Qu +Qd) =
1
3
e,
21In what follows we do not consider right-handed neutrino and refer again to Ref. [18].
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g′Y fR cos θW = 2eQf , f = e, u, d. (119)
As a consequence, e = g sin θW and, e.g., e = 3g′Y
Q
L cos θW , so that
Y lL = −3Y QL , Y eR = −6Y QL , Y uR = 4Y QL , Y dR = −2Y QL (120)
are fixed in terms of one (arbitrary chosen) Y QL . It is convenient to normalize the U(1)Y coupling g
′ so
that e = g′ cos θW , so Y
Q
L = 1/3. As a consequence, the photon field couples to the electric charge Qf
of a fermion f . The latter is related to the weak hypercharge and the third component of weak isospin
T f3 via the Gell-Mann–Nishijima formula:
LNC 3 f¯
[(
gT f3 sin θW + g
′Y
L
f
2
cos θW
)
PL +
(
g′
Y Rf
2
cos θW
)
PR
]
γµfAµ (121)
= ef¯
(
T3 +
Y
2
)
γµfAµ = eQf f¯γµfAµ, (122)
where in Eq.(122) we assume that T3 and Y are operators, which give T
f
3 and Y
f
L , when acting on left
components, and T3 = 0 and Y
f
R = 2Qf for right fermions.
The relations (120) allow one to rewrite the neutral-current Lagrangian as
LNC = eJAµ Aµ +
g
cos θW
JZµ Zµ, (123)
where the photon Aµ and a new Z-boson couple to the currents of the form
JAµ =
∑
f
Qf f¯γµf, J
Z
µ =
1
4
∑
f
f¯γµ (vf − afγ5) f, (124)
vf = 2T
f
3 − 4Qf sin2 θW , af = 2T f3 , (125)
where T f3 = ±12 for left up-type/down-type fermions. For example, in the case of u-quarks, Qu = 2/3,
T u3 = 1/2, so
vu = 1− 8
3
sin2 θW , au = 1. (126)
For completeness, let us give the expression for the charged-current interactions in the EW model
LCC = g√
2
(
J+µW
+µ + J−µW
−µ) , J+µ = 12 ∑
f
f¯uγµ (1− γ5) fd, (127)
where fu(fd) is the up-type (down-type) component of an SU(2)L doublet f . The corresponding in-
teraction vertices are given in Fig. 12. It is worth emphasizing that in the SM the couplings between
fermions and gauge bosons exhibit Universality.
It turns out that it was a prediction of the electroweak SM that there should be an additional neutral
gauge boson Zµ. Contrary to the photon, the Z-boson also interacts with neutrinos. This crucial property
was used in the experiment called Gargamelle at CERN, where in 1973 the discovery was presented
(Fig. 8). About ten years later both W and Z were directly produced at Super Proton Synchrotron (SPS)
at CERN. Finally, in the early 90s a comprehensive analysis of the e+e− → ff¯ process, which was
carried out at the Large Electron Proton (LEP) Collier (CERN) and at the Standford Linear Collider
(SLAC) confirmed the SM predictions for the Z couplings to fermions (125).
It is also worth mentioning the fact that the (hyper)-charge assignment (120) satisfies very non-
trivial constraints related to cancellation of gauge anomalies. Anomalies correspond to situations when
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Fig. 12: Gauge-boson–quark vertices. Leptons interact with the EW bosons in the same way.
Fig. 13: The chamber of Gargamelle at CERN (left), νµ scattering due to Z-boson (right). From Wikipedia.
a symmetry of the classical Lagrangian is violated at the quantum level. A well-known example is Axial
or Chiral or Adler–Bell–Jackiw(ABJ) anomaly when the classical conservation law for the axial current
JAµ is modified due to quantum effects:
JAµ = Ψ¯γµγ5Ψ, ∂µJ
A
µ = 2imΨγ5Ψ +
α
2pi
FµνF˜µν︸ ︷︷ ︸
anomaly
, F˜µν = 1/2µνρσFρσ. (128)
The FF˜ -term appears due to loop diagrams presented in Fig. 14.
a
b
c
a
b
c
Fig. 14: Diagrams contributing to the anomaly of an axial current (crossed vertex).
There is nothing wrong when the anomalous current JAµ corresponds to a global symmetry and
does not enter into L. It just implies that a classically forbidden processes may actually occur in the
quantum theory. For example, it is the anomaly in the global axial flavour symmetry that is responsible
for the decay pi → γγ. On the contrary, if an axial current couples to a gauge field, anomalies break
gauge invariance, thus rendering the corresponding QFT inconsistent. In the SM left and right fermions
(eigenvectors of γ5) have different SU(2)L × U(1)Y quantum numbers, leaving space for potential
anomalies. However, since we have to take into account all fermions which couple to a gauge field, there
is a possibility that contributions from different species cancel each other due to a special assignment of
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Fig. 15: Gauge-boson self-interaction vertices.
fermion charges. Indeed, in the case of chiral22 theories, anomalies are proportional to (γ5 = PR − PL)
Anom ∝ Tr[ta, {tb, tc}]L − Tr[ta, {tb, tc}]R, (129)
where ta are generators of the considered symmetries and the traces are over left (L) or right (R) fields.
In the SM the requirement that all anomalies should be zero imposes the following conditions on fermion
hypercharges:
0 = 2Y QL − Y uR − Y dR, U(1)Y − SU(3)c − SU(3)c, (130a)
0 = NcY
Q
L + Y
l
L, U(1)Y − SU(2)L − SU(2)L, (130b)
0 = Nc
[
2(Y QL )
3 − (Y uR )3 − (Y dR)3
]
+
[
2(Y lL)
3 − (Y eR)3
]
, U(1)Y − U(1)Y − U(1)Y , (130c)
0 = Nc
[
2Y QL − Y uR − Y dR
]
+
[
2Y lL − Y eR
]
, U(1)Y − grav.− grav., (130d)
where, in addition to the EW gauge group, we also consider strong interactions of quarks that haveNc =
3 colours23. While the first three conditions come from the SM interactions, the last one (130d) is due to
the coupling to gravity. Other anomalies are trivially zero. One can see that the hypercharges introduced
in Eq.(120) do satisfy the equations. It is interesting to note that contributions due to colour quarks
miraculously cancel those of leptons and the cancellation works within a single generation. This put a
rather strong restriction on possible new fermions that can couple to the SM gauge bosons: new particles
should appear in a complete generation (quarks + leptons) in order not to spoil anomaly cancellation
within the SM. Moreover, the anomaly cancellation condition can select viable models that go beyond
the SM (BSM).
6.2 Properties of the EW gauge bosons
Due to the non-Abelian nature of the SU(2)L group, the gauge fields Wi have triple and quartic self-
interactions (see Eq.(108)). Since W3 is a linear combination of the Z-boson and photon, the same is
true for Z and γ. In Fig. 15, self-interaction vertices for the EW gauge bosons are depicted.
The triple vertices WWγ and WWZ predicted by the SM were tested at LEP2 in the e+e− →
W+W− process (Fig. 16) and agreement with the SM predictions was found. Subsequent studies at
hadron colliders (Tevatron and LHC) aimed at both quartic and triple gauge couplings (QGC and TGC,
respectively) also show consistency with the SM and put limits on possible deviations (so-called anoma-
lous TGC and QGC).
Since we do not observe Z-bosons flying around like photons, Zµ should have a non-zero mass
MZ and similar to W± give rise to Fermi-like interactions between neutral currents J
µ
Z at low energies.
The relative strength of the charged and neutral current-current interactions (JZµ J
µ
Z)/(J
+µJ+µ ) can be
22that distinguish left and right fermions
23In the SM coloured quarks belong to the fundamental representation of the corresponding gauge group SU(3)c.
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measured by the parameter ρ:
ρ ≡ M
2
W
M2Z cos
2 θW
. (131)
Up to now, we do not specify any relations between MZ and MW . Due to this, the value of ρ can, in
principle, be arbitrary. However, it is a prediction of the full SM that ρ ' 1 (see below).
The fact that both W and Z should be massive poses a serious problem for theoretical description
of the EW interactions. First of all, the naive introduction of the corresponding mass terms breaks the
gauge symmetry (111). For example, m2WW
+
µ W
−
µ is forbidden due to Wµ → Wµ + ∂µω + .... One
can also mention an issue with unitarity, which arises in the scattering of longitudinal EW bosons due to
gauge self-interactions in Fig. 15.
In addition, the symmetry also forbids explicit mass terms for fermions, since e.g., mµ(µ¯LµR +
h.c.), which accounts for muon mass, mixes left and right fields that transform differently under the
electroweak group (111). In the next section, we discuss how these problems can be solved by coupling
the SM fermions and gauge bosons to the scalar (Higgs) sector (see also [22]).
6.3 Spontaneous symmetry breaking and gauge-boson masses
We need to generate masses for W±µ and Zµ (but not for Aµ) without explicit breaking of the gauge
symmetry. Let us consider for simplicity scalar electrodynamics:
L = ∂µφ†∂µφ− V (φ†φ)− 1
4
F 2µν + ie
(
φ†∂µφ− φ∂µφ†
)
Aµ + e
2AµAµφ
†φ ≡ L1, (132)
which is invariant under U(1)
φ→ eieω(x)φ, Aµ → Aµ + ∂µω. (133)
In Eq.(132) a complex scalar φ interacts with the photon Aµ. We can use polar coordinates to rewrite the
Lagrangian in terms of new variables
L = 1
2
(∂µρ)
2 +
e2ρ2
2
(
Aµ − 1
e
∂µθ
)(
Aµ − 1
e
∂µθ
)
− V (ρ2/2)− 1
4
F 2µν , (134)
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Fig. 17: A symmetric vacuum (left) and degenerate vacua (right).
=
1
2
(∂µρ)
2 +
e2ρ2
2
BµBµ − V (ρ2/2)− 1
4
F 2µν(B), (135)
where ρ is gauge invariant, while the U(1) transformation (133) gives rise to a shift in θ:
φ =
1√
2
ρ(x)eiθ(x), ρ→ ρ, θ → θ + eω. (136)
One can also notice that Bµ ≡ Aµ− 1e ∂µθ is also invariant! Moreover, since Fµν(A) = Fµν(B), we can
completely get rid of θ. As a consequence, the gauge symmetry becomes “hidden” when the system is
described by the variables Bµ(x) and ρ(x).
If in Eq.(132) we replace our dynamical field ρ(x) by a constant ρ→ v = const, we get the mass
term for Bµ. This can be achieved by considering the potential V (φ) of the form (written in terms of
initial variables)
V = µ2φ†φ+ λ(φ†φ)2. (137)
One can distinguish two different situations (see Fig. 17):
– µ2 > 0 — a single minimum with φ = 0;
– µ2 < 0 — a valley of degenerate minima with φ 6= 0.
In both cases we solve EOM for the homogeneous (in space and time) field. When µ2 > 0 the solution
is unique and symmetric, i.e., it does not transform under U(1). In the second case, in which we are
interested here, the potential has non-trivial minima
∂V
∂φ†
∣∣∣∣
φ=φ0
= 0⇒ φ†0φ0 = −
µ2
2λ
=
v2
2
> 0⇒ φ0 = v√
2
eiβ, (138)
which are related by global U(1) transformations (133) that change β → β+ eω. So, in spite of the fact
that we do not break the symmetry explicitly, it is spontaneously broken (SSB) due to a particular choice
of our solution (β).
In QFT we interpret φ0 as a characteristic of our vacuum state, i.e., as a vacuum expectation value
(vev) or condensate of the quantum field:
φ0 = 〈0|φ(x)|0〉 β=0= v√
2
. (139)
Since we want to introduce particles as excitations above the vacuum, we have to shift the field:
φ(x) =
v + h(x)√
2
eiζ(x)/v, 〈0|h(x)|0〉 = 0, 〈0|ζ(x)|0〉 = 0. (140)
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As a consequence, Eq.(135) can be rewritten as
L = 1
2
(∂µh)
2 +
e2v2
2
(
1 +
h
v
)2
BµBµ − V (h)− 1
4
F 2µν(B) ≡ L2, (141)
V (h) = −|µ|
2
2
(v + h)2 +
λ
4
(v + h)4 =
2λv2
2
h2 + λvh3 +
λ
4
h4 − λ
4
v4. (142)
One can see that the Lagrangian (142) describes a massive vector fieldBµ withm2B = e
2v2 and a massive
scalar h with m2h = 2λv
2. We do not break the symmetry explicitly. It is again hidden in the relations
between couplings and masses. This is the essence of the Brout-Englert-Higgs-Hagen-Guralnik-Kibble
mechanism [23–25].
The Lagrangians L1 (132) and L2 (142) describe the same Physics but written in terms of different
quantities (variables). Expression (132) involves a complex scalar φ with 2 (real) degrees of freedom
(DOFs) and a massless gauge field (Aµ) also having 2 DOFs. It is manifestly gauge invariant but not
suitable for perturbative expansion (φ has imaginary mass).
On the contrary, in L2 the gauge symmetry is hidden24 and it is written in terms of physical DOFs,
i.e., a real scalar h (1 DOF) and a massive vectorBµ (3 DOFs). In a sense, one scalar DOF (ζ) is “eaten”
by the gauge field to become massive. It is important to note that the postulated gauge symmetry allows
us to avoid the consequences of the Goldstone theorem, which states that if the vacuum breaks a global
continuous symmetry there is a massless boson (Nambu-Goldstone) in the spectrum25. This boson is
associated with ‘oscillations” along the valley, i.e., in the broken direction (see Fig. 17). However, due to
the local character of symmetry, χ is not physical anymore, its disappearance (or appearance, see below)
reflects the redundancy, which was mentioned above.
In Sec. 4.2, we demonstrated that the massive-vector propagator has rather bad UV behavior and is
not very convenient for doing calculations in PT. It looks like we gain nothing from the gauge principle.
But it is not true. We can write the model Lagrangian in the Cartesian coordinates φ = 1√
2
(v + η + iχ):
L3 = −1
4
FµνFµν +
e2v2
2
AµAµ +
1
2
∂µχ∂µχ− evAµ∂µχ+ 1
2
∂µη ∂µη − 2v
2λ
2
η2 +
v4λ
4
(143)
+ eAµχ∂µη − eAµη∂µχ− vλη(η2 + χ2)− λ
4
(η2 + χ2)2 +
e2
2
AµAµ(2vη + η
2 + χ2). (144)
The “free” part (143) of L3 seems to describe 5 real DOFs: a massive scalar η, a massless (would-be
Nambu-Goldstone) boson χ and a massive Aµ. However, there is a mixing between the longitudinal
component of Aµ and χ that spoils this naive counting (unphysical χ is “partially eaten” by Aµ) .
In spite of this subtlety, L3 is more convenient for calculations in PT. To quantize the model, one
can utilize the gauge-fixing freedom and add the following expression to L3
δLg.f. = − 1
2ξ
(∂µAµ + evξχ)
2 = − 1
2ξ
(∂µAµ)
2 − evχ∂µAµ − e
2v2ξ
2
χ2. (145)
It removes the mixing from Eq.(143) and introduces a mass for χ, m2χ = (e
2v2)ξ. In addition, the
vector-boson propagator in this case looks like
〈0|TAµ(x)Aν(y)|0〉 =
∫
d4p
(2pi)4
−i
[
gµν − (1− ξ) pµpνp2−ξm2A
]
p2 −m2A + i
e−ip(x−y), mA = ev. (146)
One can see that for ξ → ∞ we reproduce Eq.(39), while for finite ξ the propagator behaves like 1/p2
as p→∞, thus making it convenient for PT calculations.
24One can also say that L2 corresponds to the unitary gauge, i.e., no unphysical “states” in the particle spectrum.
25any non-derivative interactions violate the shift symmetry ζ → ζ + evω for ω = const
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It should be mentioned that contrary to L2 the full Lagrangian corresponding to L3 involves also
unphysical ghosts, which do not decouple in the considered case. Nevertheless, it is a relatively small
price to pay for the ability to perform high-order calculations required to obtain high-precision predic-
tions.
Let us switch back to the SM. We have three gauge bosons that should become massive. As a
consequence, three symmetries should be broken by the SM vacuum to feed hungry W±µ and Zµ with
(would-be) Goldstone bosons
SU(2)L × U(1)Y → U(1)em. (147)
The photon should remain massless and correspond to the unbroken electromagnetic U(1)em. This can
be achieved by considering an SU(2)L doublet of scalar fields:
Φ =
1√
2
exp
(
i
ζj(x)σ
j
2v
)(
0
v + h(x)
)
, Φ0 ≡ 〈0|Φ|0〉 = 1√
2
(
0
v
)
, (148)
where we decompose Φ(x) in terms of three (would-be) Goldstone bosons ζj and a Higgs h. The Pauli
matrices σj represent broken generators of SU(2)L. Let Φ also be charged under U(1)Y :
Φ→ exp
(
ig
σi
2
ωa + ig
′YH
2
ω′
)
Φ. (149)
We do not want to break U(1)em spontaneously so the vacuum characterized by the vev Φ0 should be
invariant under U(1)em, i.e., has no electric charge Q
eieQθΦ0 = Φ0 → QΦ0 = 0. (150)
The operatorQ is a linear combination of diagonal generators of SU(2)L×U(1)Y , T3 = σ3/2 and Y/2:
QΦ0 =
(
T3 +
Y
2
)
Φ0 =
1
2
(
1 + YH 0
0 −1 + YH
)(
0
v√
2
)
?
= 0. (151)
As a consequence, to keep U(1)em unbroken, we should set YH = 1. Since Φ transforms under the EW
group, we have to introduce gauge interactions for the Higgs doublet to make sure that the scalar sector
respects the corresponding local symmetry:
LΦ = (DµΦ)†(DµΦ)− V (Φ), with V (Φ) = m2ΦΦ†Φ + λ(Φ†Φ)2. (152)
For m2Φ < 0 the symmetry is spontaneously broken. In the unitary gauge (Goldstone bosons are gauged
away: in Eq.(148) we put ζj = 0) the first term in Eq.(152) can be cast into
|DµΦ|2 = 1
2
(∂µh)
2 +
g2
8
(v + h)2|W 1µ + iW 2µ |2 +
1
8
(v + h)2(gW 3µ − g′YHBµ)2 (153)
=
1
2
(∂µh)
2 +
g2
4
(v + h)2W+W−
[√
2W± = W 1µ ∓ iW 2µ
]
+
1
8
(v + h)2
[
Zµ(g cos θW + g
′ sin θW ) +Aµ(g sin θW − g′ cos θW )
]2 (154)
=
1
2
(∂µh)
2 +M2W
(
1 +
h
v
)2
W+W− +
M2Z
2
(
1 +
h
v
)2
ZµZµ, (155)
where we require the photon to be massless after SSB, i.e.,
gsin θW − g′cos θW = 0 ⇒ sin θW = g
′√
g2 + g′2
, cos θW =
g√
g2 + g′2
(156)
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Fig. 18: Gauge-boson–Higgs interactions.
and, consequently,
g cos θW + g
′ sin θW =
√
g2 + g′2, e = g sin θW = g′ cos θW =
gg′√
g2 + g′2
. (157)
The masses of the Z and W -bosons are proportional to the EW gauge couplings
M2W =
g2v2
4
, M2Z =
(g2 + g′2)v2
4
. (158)
One can see that the Higgs-gauge boson vertices (Fig. 18) are related to the masses MW and MZ .
An important consequence of the SM gauge symmetry and the existence of the Higgs boson is the
unitarization of massive vector-boson scattering. By means of simple power counting, one can easily
convince oneself that the amplitude for (longitudinal) W -boson scattering originating from the quartic
vertex in Fig. 15 scales with energy asE4/M4W . This kind of dependence will eventually violate unitarity
for E  MW . However, in the SM, thanks to gauge symmetry, QGC and TGC are related. This results
inE2/M2W behavior whenZ/γ exchange is taken into account. Moreover, since the gauge bosons couple
also to Higgs, we need to include the corresponding contribution to the total amplitude. It turns out that it
is this contribution that cancels the E2 terms and saves unitarity in the WW -scattering. Obviously, this
pattern is a consequence of the EW symmetry breaking in the SM and can be modified by the presence of
New Physics. Due to this, experimental studies of vector boson scattering (VBS) play a role in proving
overall consistency of the SM.
Z 0, 𝛾
Z 0, 𝛾 M∝ g2 E
2
M2W
,
h
h M∝ −g2 E
2
M2W
Fig. 19: WW-scattering and Unitarity.
Having in mind Eq.(88), one can derive the relation
GF =
1√
2v2
⇒ v ' 246 GeV, (159)
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which gives a numerical estimate of v. One can also see that due to (158) we have (at the tree level)
ρ =
M2W
M2Z cos
2 θW
= 1. (160)
Let us emphasize that it is a consequence of the fact that the SM Higgs is a weak doublet with unit
hypercharge. Due to this, ρ ' 1 imposes important constraints on possible extensions of the SM Higgs
sector. For example, we can generalize expression (160) to account for n scalar (2Ii + 1)-plets (i =
1, ..., n) that transform under SU(2)L and have hypercharges Yi. In case they acquire vevs vi, which
break the EW group, we have
ρ =
∑
i(Ii(Ii + 1)− Y 2i )v2i∑
i 2Y
2
i v
2
i
. (161)
Consequently, any non-doublet (with total weak isospin Ii 6= 1/2) vev leads to a deviation from ρ = 1.
6.4 Fermion-higgs interactions and masses of quarks and leptons
Since we fixed all the gauge quantum numbers of the SM fields, it is possible to construct the following
gauge-invariant Lagrangian:
LY = −ye( L¯
+1
Φ
+1
) eR
−2
− yd( Q¯
− 1
3
Φ
+1
) dR
− 2
3
− yu( Q¯
− 1
3
Φc
−1
) uR
4
3
+ h.c., (162)
which involves dimensionless Yukawa couplings yf . It describes interactions between the Higgs field
Φ, left fermion doublets (112) and right singlets. In Eq.(162) we also indicate weak hypercharges of
the corresponding fields. One can see that combinations of two doublets, (Q¯Φ) etc., are invariant under
SUL(2) but have a non-zero charge under U(1)Y . The latter is compensated by hypercharges of right
fermions. In addition, U(1)Y symmetry forces us to use a charge-conjugated Higgs doublet Φc = iσ2Φ∗
with Y = −1 to account for Yukawa interactions involving uR.
In the spontaneously broken phase with non-zero Higgs vev, the Lagrangian LY can be written in
the following simple form:
−LY =
∑
f
yfv√
2
(
1 +
h
v
)
f¯f =
∑
f
mf
(
1 +
h
v
)
f¯f, f = u, d, e, (163)
where unitary gauge is utilized. One can see that SSB generates fermion masses mf and, similarly to
Eq.(155), relates them to the corresponding couplings of the Higgs boson h (see Fig.20a).
h
ui , di , li
ui , di , li
(a) (b)
Fig. 20: Higgs–fermion couplings (a) and self-interactions of the Higgs boson (b).
It is worth noting that Eq.(162) is not the most general renormalizable Lagrangian involving the
SM scalars and fermions. One can introduce flavour indices and non-diagonal complex Yukawa matrices
yijf to account for a possible mixing between the SM fermions, i.e.,
LYukawa = −yijl (L¯iΦ)ljR − yijd (Q¯iΦ)djR − yiju (Q¯iΦc)ujR + h.c.. (164)
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Substituting Φ → Φ0 we derive the expression for fermion mass matrices mijf = yijf v√2 , which can
be diagonalized by suitable unitary rotations of left and right fields. In the SM the Yukawa matri-
ces (164) are also diagonalized by the same transformations. This leads again (in the unitary gauge)
to Eq.(163) but with the fields corresponding to the mass eigenstates. The latter do not coincide with
weak states, which enter into LW (115). However, one can rewrite LW in terms of mass eigenstates. Due
to large flavour symmetry of weak interactions26 , this introduces a single mixing matrix (the Cabibbo–
Kobayashi–Maskawa matrix, or CKM), which manifests itself in the charged-current interactions LCC .
A remarkable fact is that three generations are required to have CP violation in the quark sector. More-
over, a single CKM with only four physical parameters (angles and one phase) proves to be very success-
ful in accounting for plethora of phenomena involving transitions between different flavours. We will
not discuss further details but refer to the dedicated lectures on Flavor Physics [26].
7 The SM: theory vs. experiment
Let us summarize and write down the full SM Lagrangian as
LSM = LGauge(gs, g, g′) + LYukawa(yu, yd, yl) + LHiggs(λ,m2Φ) + LGauge-fixing + LGhosts. (165)
The Yukawa part LYukawa is given in Eq.(164), while LHiggs = −V (Φ) is the Higgs potential from
Eq.(152). After SSB the corresponding terms give rise to the Higgs couplings to the SM fermions
(Fig.20a) and Higgs self-interactions (Fig.20b). The former are diagonal in the mass basis. The kinetic
term for the Higgs field is included in
LGauge = −1
4
GaµνG
a
µν︸ ︷︷ ︸
SU(3)c
−1
4
W iµνW
i
µν︸ ︷︷ ︸
SU(2)L
−1
4
BµνBµν︸ ︷︷ ︸
U(1)Y
+(DµΦ)
†(DµΦ) (166)
+ L¯i iDˆ Li + Q¯i iDˆ Qi︸ ︷︷ ︸
SU(2)L doublets
+ l¯Ri iDˆ lRi + u¯Ri iDˆuRi + d¯Ri iDˆ dRi︸ ︷︷ ︸
SU(2)L singlets
, (167)
where for completeness we also add the colour group SU(3)c responsible for the strong force. The first
three terms in Eq.(166) introduce gauge bosons for the SM gauge groups and in the non-Abelian case
account for self-interactions of the latter (Fig. 15). The fourth term in (166) written in the form (155)
accounts for gauge interactions of the Higgs field (Fig. 18). Finally, Eq.(167) gives rise to interactions
between gauge bosons and the SM fermions (see, e.g., Fig. 12).
The SM Lagrangian Eq.(165) depends on 18 physical27 parameters — 17 dimensionless couplings
(gauge, Yukawa, and scalar self-interactions) and only 1 mass parameter m2Φ (see Table. 3). It is worth
emphasizing here that there is certain freedom in the definition of input parameters. In principle, one
can write down the SM predictions for a set of 18 observables (e.g., physical particle masses or cross-
sections at fixed kinematics) that can be measured in experiments. With the account of loop corrections
the predictions become non-trivial functions of all the Lagrangian parameters. By means of PT it is
possible to invert these relations and express these primary parameters in terms of the chosen measured
quantities. This allows us to predict other observables in terms of a finite set of measured observables28.
However, it is not always practical to strictly follow this procedure. For example, due to confine-
ment we are not able to directly probe the strong coupling gs and usually treat it as a scale-dependent
parameter (4pi)αs = g2s defined in the modified minimal-subtraction (MS) scheme. It is customary to
use the value of α(5)s (MZ) = 0.1181± 0.011 at the Z-mass scale as an input for theoretical predictions.
A convenient choice of other input parameters is presented in Table.3. It is mostly dictated by the fact
26In the SM the symmetry is U(3)5 and corresponds to flavour rotations of left doublets, Q and L, and right singlets, uR, dR
and lR. Neutrinos are assumed to be massless.
27We do not count unphysical gauge-fixing parameters entering into LGauge-fixing and LGhosts.
28One can even avoid the introduction of renormalizable parameters and use bare quantities at the intermediate step.
35
Table 3: Parameters of the SM.
18= 1 1 1 1 1 9 4
primary: gs g g′ λ m2Φ yf yij
practical: αs M2Z α M
2
H GF mf VCKM
that the parameters from the “practical” set are measured with better precision than the others.
At the tree level one can write
αs =
g2s
4pi , (4pi)α = g
2g′2/(g2 + g′2), M2Z =
(g2+g′2)v2
4 ,
GF =
1√
2v2
, M2h = 2λv
2 = 2|mΦ|2, mf = yfv/
√
2.
(168)
The relations are modified at higher orders in PT and perturbative corrections turn out to be mandatory
if one wants to confront theory predictions [27–29] with high-precision experiments. A simple example
to demonstrate this fact comes from the tree-level “prediction” for the W -mass MW . From Eq.(158) and
Eq.(168) we can derive
GF√
2
=
piα
2M2W (1−M2W /M2Z)
. (169)
Plugging recent PDG [21] values
α−1 = 137.035999139(31), MZ = 91.1876(21) GeV, GF = 1.1663787(6)× 10−5 GeV−2, (170)
in Eq.(169), one can predict
M treeW = 80.9387(25) GeV, (171)
where only uncertainties due to the input parameters (170) are taken into account. Comparing M treeW
𝜇−
𝜈𝜇
𝜈e
e−
W− b
t
Fig. 21: An example of loop corrections to the muon decay, which give rise to the modification of the tree-level
relation in Eq.(169).
with the measured value M expW = 80.379(12) GeV, one can see that our naive prediction is off by about
47σ! Of course, this is not the reason to abandon the SM. We just need to take radiative corrections into
account (see, e.g., Fig.21). Among other things the latter allows one to connect phenomena at different
scales in the context of a single model.
A modern way to obtain the values of the SM parameters is to perform a global fit to confront
state-of-the-art SM predictions with high-precision experimental data. Due to quantum effects, we can
even probe New Physics that can contribute to the SM processes at low energies via virtual states. In-
deed, LEP precision measurements interpreted in the context of the SM were used in a multidimensional
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Fig. 22: The dependence of ∆χ2min(M2H) = χ2min(M2H)−χ2min on the value ofMH . The width of the shaded band
around the curve shows the theoretical uncertainty. Exclusion regions due to LEP and LHC are also presented.
parameter fits to predict the mass of the top quarkMt (”New Physics”), prior to its discovery at the Teva-
tron. After Mt was measured it was included in the fit as an additional constraint, and the same approach
led to the prediction of a light Higgs boson. In Fig.22, the famous blue-band plot by the LEP Elec-
troweak Working Group (LEPEWWG [30]) is presented. It was prepared a couple of months before the
official announcement of the Higgs-boson discovery. One can see that the best-fit value corresponding
to ∆χ2min = 0 lies just about 1σ below the region not excluded by LEP and LHC.
Obviously, at the moment the global EW fit is overconstrained and can be used to test over-
all consistency of the SM. In Fig. 23 we present the comparison between measurements of different
(pseudo)observables Omeas and the SM predictions Ofit corresponding to the best-fit values of fitted
parameters. Although there are several quantities where pulls, i.e., deviations between the theory and
experiment, reach more than two standard deviations, the average situation should be considered as ex-
tremely good. A similar conclusion can be drawn from the recent Figs. 24 and 25, in which experimental
results for various cross-sections measured by ATLAS and CMS are compared with the SM predictions.
In case one is interested in the behavior of the SM at ultra-high energies, it is more convenient to get back
to the primary parameters and use the renormalization group to estimate how they change with scale. In
Fig. 26, the scale dependence of the SM parameters is presented. One can see that the gauge couplings
tend to converge to a single value at about 1013−15 GeV, thus providing a hint for Grand Unification.
Another important consequence of this kind of studies is related to the EW vacuum (meta)stability (see,
e.g., [33]). In Fig. 26, it manifests itself at the scale µ ' 1010 GeV, at which the self-coupling λ becomes
negative, making the tree-level potential unbounded from below.
8 Conclusions
Let us summarize and discuss briefly the pros and cons of the SM. The Standard Model has many nice
features:
– it is based on Symmetry principles: Lorentz + SU(3)C × SU(2)L × U(1)Y gauge symmetry;
– it is renormalizable and unitary;
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Measurement Fit |Omeas−Ofit|/σmeas
0 1 2 3
0 1 2 3
∆αhad(mZ)(5) 0.02750 ± 0.00033 0.02759
mZ [GeV] 91.1875 ± 0.0021 91.1874
ΓZ [GeV] 2.4952 ± 0.0023 2.4959
σhad [nb]
0 41.540 ± 0.037 41.478
Rl 20.767 ± 0.025 20.742
Afb
0,l 0.01714 ± 0.00095 0.01645
Al(Pτ) 0.1465 ± 0.0032 0.1481
Rb 0.21629 ± 0.00066 0.21579
Rc 0.1721 ± 0.0030 0.1723
Afb
0,b 0.0992 ± 0.0016 0.1038
Afb
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Ab 0.923 ± 0.020 0.935
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Al(SLD) 0.1513 ± 0.0021 0.1481
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mW [GeV] 80.385 ± 0.015 80.377
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Fig. 23: Pulls of various (pseudo)observables due to (a) LEPEWWG [30] and (b) Gfitter [31].
– the structure of all interactions is fixed (but not all couplings are tested experimentally);
– it is an anomaly-free theory;
– it can account for rich Flavour Physics (see [26]);
– three generations allow CP-violation (see [26]);
– it can be extended to incorporate neutrino masses and mixing (see [18]);
– it allows making systematic predictions for a wide range of phenomena at different scales;
– all predicted particles have been discovered experimentally;
– it survives stringent experimental tests.
Due to this, the SM is enormously successful (Absolutely Amazing Theory of Almost Everything). Since
it works so well, any New Physics should reproduce it in the low-energy limit. Unfortunately, contrary
to the Fermi-like non-renormalizable theories, the values of the SM parameters do not give us obvious
hints for a New Physics scale. But why do we need New Physics if the model is so perfect? It turns out
that we do not understand, why the SM works so well. For example, one needs to clarify the following:
– What explains the pattern behind Flavour Physics (hierarchy in masses and mixing, 3 generations)?
– Is there a symmetry behind the SM (electric) charge assignment?
– What is the origin of the Higgs potential?
– What is the origin of accidental Baryon and Lepton number symmetries?
– Why is there no CP-violation in the strong interactions (strong CP problem)29?
– Why is the Higgs-boson mass so low? (Hierarchy/Naturalness problem, see [22])
– Is it possible to unify all the interactions, including gravity?
In addition, there are phenomenological problems that are waiting for solutions and probably require
introduction of some New Physics:
29The SM Gauge group allows such a term in the SM Lagrangian, L 3 θCP 116pi2F aµν F˜ aµν . But it turns out that θCP = 0.
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Fig. 24: ATLAS results of the SM cross-section measurements.
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Fig. 25: SM processes at CMS.
– Origin of neutrino masses (see [18]);
– Baryon asymmetry (see [34]);
– Dark matter, Dark energy, Inflation (see [34]);
– Tension in (g − 2)µ, b→ sµµ, b→ clν;
– Possible problems with Lepton Universality of EW interactions (see [26, 35]).
In view of the above-mentioned issues we believe that the SM is not an ultimate theory (see [35])
and enormous work is ongoing to prove the existence of some New Physics. In the absence of a direct
signal a key role is played by precision measurements, which can reveal tiny, yet significant, deviations
from the SM predictions. The latter should be accurate enough (see, e.g., Ref. [36]) to compete with
modern and future experimental precision [37].
39
Fig. 26: Scale dependence of the SM parameters obtained by means of mr package [32].
To conclude, one of the most important tasks in modern high-energy physics is to find the scale at
which the SM breaks down. There is a big chance that some new physical phenomena will eventually
manifest themselves in the ongoing or future experiments, thus allowing us to single out viable model(s)
in the enormous pool of existing NP scenarios.
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