We introduce a weighted reproducing kernel Hilbert space which is based on Walsh functions. The worst-case error for integration in this space is studied, especially with regard to (t, m, s)-nets. It is found that there exists a digital (t, m, s)-net, which achieves a strong tractability worst-case error bound under certain condition on the weights.
Introduction
We are interested in the study of multivariate integration, more precisely, we want to approximate the s-dimensional integral [0,1) s f (x) dx by a quadrature rule. In quasi-Monte Carlo algorithms this is done by calculating the average of the values f (x h ), where the points x 1 , . . . , x n are chosen deterministically.
There are two main ways to choose those point sets. The first one we discuss here are lattice rules. Those rules originated independently by Hlawka [16] and Korobov [17] and has been studied extensively in recent years by Sloan and his collaborators (see for example [12, 37, 38, 41] ). An integer vector z, the generating vector of the lattice rule, is used to generate the n points by {hz/n} for h = 0, . . . , n − 1. The braces indicate that we take the fractional part of each component. In a series of papers the worst-case error of multivariate integration in Korobov and Sobolev spaces has been analyzed, see for example [20, 38, 41] . The Korobov space is a Hilbert space of periodic functions with absolutely convergent Fourier series. The worst-case error here means the supremum of the integration error over all functions in the unit ball of this function space. Lattice rules have long been known to perform well for integrating periodic functions. The theory which has been developed (see [37] ) exploits properties of lattice rules and Fourier series. This combination yielded many valuable results. Construction methods for good generating vectors have been studied based on the worst-case error of certain function classes and spaces. It was found that lattice rules also yield good results for integration in non-periodic function spaces, so-called Sobolev spaces (see [20, 38, 39] ). In this case one uses shifted lattice rules, that is, the point set is given by {hz/n + }, with the shift ∈ [0, 1) s . The mean square worst-case error, that is, the average of the worst-case error of a shifted point set over all shifts, for integration in Sobolev spaces is similar to the worst-case error for integration in Korobov spaces. This relationship was exploited to get many results for the integration problem in Sobolev spaces. In randomized quasi-Monte Carlo algorithms the shift is chosen randomly. This also allows us to obtain a probabilistic estimation of the error. On the other hand, the bounds on the mean square worst-case error are only in a probabilistic sense.
The second main class of quadrature points are (t, m, s)-nets in base b. First examples of (t, m, s)-nets were given by Sobol' [43] and later by Faure [9] . Niederreiter [28] has given a detailed introduction and investigation of the general concept, and in a series of papers he established several powerful construction methods (see [29] for a survey of this theory). The quality measure for these point sets is based on geometrical properties, especially the socalled star discrepancy (for the definition of the star discrepancy see for example [6, 19, 29] ). A construction method introduced by Niederreiter [28] , so-called digital (t, m, s)-nets, is based on algebraical ideas. A survey of recent constructions based on algebraic geometry can be found in [30] . The worst-case error for integration is obtained via the so-called Koksma-Hlawka inequality, see for example [6, 19, 29] . This inequality states that the error of integration of a function f, with bounded variation in the sense of Hardy and Krause, is bounded by the product of the variation and the star discrepancy. As in practice the function whose integral one wants to approximate is normally given by the task at hand, the analysis of these type of point sets focused mainly on the star discrepancy and related concepts.
But there are also other developments, where function classes were introduced and the worst-case error in these function classes was analyzed, notably function classes based on Walsh functions and Haar functions (see for example [7, 8] ). Such functions appear for example in image and signal processing, see for example [27] . In [43, 44] , Sobol' gave first results for the numerical integration of Haar series. Further, Owen [31] (see also [32] ) introduced a sophisticated randomization method for (t, m, s)-nets and analyzed the mean square worst-case error of integration using Haar functions. This approach was further developed in many articles, see for example [10, 11, 15] .
In our investigations here we use Walsh functions. As it turns out, Walsh functions can be used in a similar fashion for our analysis as Fourier functions are used for the analysis of lattice rules. The idea of using Walsh functions stems from Larcher [21] , see also Larcher and Traunfellner [25] and the survey [24] . Larcher [22] referred to quasi-Monte Carlo rules using (t, m, s)-nets as digital lattice rules. We are able to use some ideas used for the analysis of lattice rules for our approach here, as often those two lines of research are very similar. (It appears that the name 'digital lattice rules' is indeed very appropriate.) We introduce the Hilbert space H wal,s, (see Section 2.2), which is based on Walsh functions. As formerly done for Korobov and Sobolev spaces, we introduce a sequence = ( 1 , 2 , . . .) of weights j , which are assumed to be positive and non-increasing. The idea of using weights stems from Sloan and Woźniakowski [40] . According to their argumentation, it may be useful to order the coordinates x 1 , . . . , x s in such a way that x 1 is the most important one, x 2 the next, and so on; and to quantify this by associating non-increasing weights 1 , . . . , s to the successive coordinate directions. Such a function space is commonly called a weighted function space. We analyze the worst-case error for integration in H wal,s, . Those readers familiar with lattice rules and the theory behind them, will discover many similarities between those ideas and our concepts here. In fact, both approaches are based on the fact that the weighted Korobov space as well as H wal,s, are reproducing kernel Hilbert spaces (for more information about reproducing kernels see [1] ). Reproducing kernel Hilbert spaces were used in many papers studying numerical integration and many results have been established based on the reproducing kernel (see for example [14, 40] ). This way allows us to develop an elegant theory of the integration problem, as it is already known for the integration problem using lattice rules for integration of functions from weighted Korobov spaces.
Our theory here and the theory for lattice rules meet when we analyze randomized quasiMonte Carlo rules for the integration problem in weighted Sobolev spaces. Our randomization method uses a 'digital shift' in base b 2. More precisely, let . This randomization method is much simpler than the scrambling introduced by Owen [31] , nevertheless, as shown here, it proves to be as effective in terms of the worst-case error for numerical integration in weighted Sobolev spaces. (Scrambled nets have been shown though to yield an improved rate of convergence if one assumes more smoothness of the integrand, see for example [13, 15] . This seems not to hold for a random digital shift, see [33] for a discussion of different randomization methods for nets and sequences.) Similar to Hickernell [12] , we introduce a digital shift invariant kernel associated to the reproducing kernel. We are able to show that the mean square worst-case error using a digitally shifted point set in a reproducing kernel Hilbert space is the same as the worst-case error of the previous (unshifted) point set in a reproducing kernel Hilbert space with the kernel given by the associated digital shift invariant kernel. (For the shift used for lattice rules as explained above, this result was shown by Hickernell [12] .) This result is the starting point of our analysis of the mean square worst-case error of integration in the weighted Sobolev space. We calculate the digital shift invariant kernel of our weighted Sobolev space. Surprisingly enough, this digital shift invariant kernel is of a very simple form. On the other hand, the representation of the digital shift invariant kernel in terms of Walsh functions is very similar to the reproducing kernel of H wal,s, . This allows us to obtain the results previously shown for H wal,s, also for the weighted Sobolev space. It is hoped that these ideas prove to be fruitful for further studies.
The results for the integration problem in weighted Sobolev spaces using randomly digitally shifted digital (t, m, s)-nets are, apart from a minor difference in the constant, the same as those for randomly shifted lattice rules. Results for scrambled (t, m, s)-nets and sequences for the integration problem in the weighted Sobolev space (see [15] ) are of a similar form. The big advantage here is the simplicity of our randomization method.
The outline of the paper is as follows: In the next section, we introduce Walsh functions and the weighted Hilbert space H wal,s, . In Section 3, we recall the definition of (digital) (t, m, s)-nets and prove some useful properties and in Section 4 we analyze the worst-case error of integration in H wal,s, . Tractability error bounds of Monte-Carlo are studied in Section 5. In Section 6, we introduce the digital shift invariant kernel and extend our results to the integration problem in weighted Sobolev spaces. The calculation of the digital shift invariant kernel is deferred to the appendix.
Walsh functions and the Hilbert space H wal,s,
In this section, we first recall the definition of Walsh functions and we state some of their basic properties used throughout the paper. Subsequently, we introduce the weighted Hilbert space H wal,s, and show that this is a reproducing kernel Hilbert space.
Walsh functions
In the following we define Walsh functions in base b. These functions are piecewise constant as can be seen from the definition below. For more information on Walsh functions see for example [2, 35, 36, 46] . Let N 0 denote the set of non-negative integers. 
Again, if it is clear which base we mean we simply write wal k (x).
We introduce some notation. By ⊕ we denote the digit-wise addition modulo b, i.e., for and by we denote the digit-wise subtraction modulo b, i.e.,
In the following proposition we summarize some basic properties of Walsh functions.
Proposition 1.
Let b 2 be an integer.
1.
For all k, l ∈ N 0 and all x, y ∈ [0, 1) we have
and
We have
3. For all k, l ∈ N s 0 we have the following orthogonality properties:
For any integer s 1 the system
Proof. The proofs of 1-3 are straightforward, or see [35] . In the following we define the weighted Hilbert space H wal,s, in base b 2. This space is based on Walsh functions. First we consider the one-dimensional case. The s-dimensional space will then be defined as the tensor product of those one-dimensional spaces (see also [15, 41] ).
For a natural number
We define the inner product of two functions f and g as
The norm is given by ||f || wal, := f, f
The weighted Hilbert space H wal, is now given by all functions with finite norm, that is, H wal, := {f : ||f || wal, < ∞}.
In the following we consider a fixed base b 2 and therefore we write wal and r instead of b wal and r b for short if appropriate. We now proceed to show that the function K wal, defined by
is the reproducing kernel of H wal, . Note that we need to have K(x, y) = K(y, x), see [1] . In fact our kernel here is a real function as r( , , k) = r( , , k), where k = 0k. It can easily be checked that K wal, (x, y) = K wal, (y, x). For > 1 we have
Again we will write instead of b if it is clear which base b is meant. Observe that
We have K wal, (·, y) ∈ H wal, as
Further we have
Therefore K wal, is the reproducing kernel of the space H wal, .
A very useful property of this kernel is that it can be simplified further. In the following we will derive a closed form for the reproducing kernel. Observe that
hence we need to find a closed form for the infinite sum. We have and if x a+1 = y a+1 we have
The above shows that
Using this result we obtain for x = y that
and if x = y, more precisely, if x i = y i for i = 1, . . . , i 0 − 1 and
We define
where is given by (1) . Hence 
where r( , , k) = s j =1 r( , j , k j ) and the inner product is given by
Again, from (3) we see that K wal,s, can be calculated computationally. The definition of the space H wal,s, is very much the same as the definition of the Korobov space. The definition of r b ( , , k) is slightly different from the corresponding definition for the Korobov space. For the Korobov space we use the wavelets e 2 ikx . In this case a larger k yields a wavelet with higher frequency, whereas the frequency of the function b wal k changes only when b (k) changes. Hence the definition of r b in our case only depends on k through b (k), as opposed to the definition of r for the Korobov space (see for example [41] ). In addition this allows us to find a closed form for the reproducing kernel.
(t, m, s)-nets in base b
In this section we recall the definition of (digital) (t, m, s)-nets in base b and we prove some very useful properties of such point sets.
A detailed theory of (t, m, s)-nets was developed in Niederreiter [28] (see also [29, Chapter 4] If for some integer t with 0 t m the point set consisting of the points
Concerning the determination of the quality parameter t of digital nets we refer to Niederreiter [29, Theorem 4.28] .
Though many of the following results are true for arbitrary commutative rings with identity, for simplicity we restrict R in the following to the finite field Z b , the least residue ring modulo b where b is a prime (a generalization to arbitrary finite fields or arbitrary commutative rings with identity also requires a generalization of the Walsh function system, see [35] ). Moreover, if there is no risk of confusion and if it is clear whether the digit or the corresponding element of the field is used, we always omit the bar over elements of Z b .
Let 
The subsequent lemma follows easily from the construction of digital nets:
Now we have
and hence b wal k 1 ,...,k s is a character on (Z ms b , ⊕). Together with Lemma 1 we get
For more information see [23, 26] . 
Proof. We have wal
This means by the definition of the net that
and this is satisfied iff
, where x i , i ∈ {0, . . . , b − 1}. As in Proposition 1, we define the digital b-adic shifted point y by
We note that if Walsh functions, digital shifts or (t, m, s)-nets are used in conjunction with each other they are always in the same base b. Therefore, if it is clear with respect to which base b a point is shifted we may omit b-adic. 
Thus the Lebesgue measure of this set is 0 and the probability that this case occurs is 0 as well.
In the following we assume that infinitely many of the y h,j,1 , y h,j,2 , . . . are different from b − 1. As shown above this occurs with probability 1. Let
Then the point y h is contained in J if and only if
and this is true iff
Let now B j,k ∈ {0, . . . , b − 1} such that
and let
Then (4) is equivalent to We may note that together with Proposition 1, Lemma 1, Lemma 2 and the definition of the weighted Hilbert space H wal,s, we are provided with a set of tools similar to those used for the investigation of the worst-case error in weighted Korobov spaces using lattice rules.
Thus we are ready to analyze the integration problem in H wal,s, .
Multivariate integration in H wal,s,
We are interested in approximating the integrals of functions f from H wal,s, ,
thus the representer of the functional I s (f ) in the reproducing kernel Hilbert space H wal,s, is the function 1.
Here we approximate the integral I s (f ) by so-called quasi-Monte Carlo (QMC) algorithms. A QMC algorithm is an equal weight quadrature rule of the form 
The initial error is defined as
From I s (f ) = f, 1 wal,s, it follows immediately that the initial error is given by e 0,s = ||1|| wal,s, = 1.
We would like to reduce the initial error by a factor of ε, where ε ∈ (0, 1). Let 
Now we proceed as in [41] and find that for H wal,s, the worst-case error for integration with a point set P = {x 1 , . . . , x n } is given by
wal,s,
Remark 1.
As noted earlier, the reproducing kernel K wal,s, coincides with the Owenscramble invariant kernel and hence also the worst-case error for integration in H wal,s, using the point set P coincides with the root mean square discrepancy of the Owen-scrambled point set P, see [49] . Thus, the following results obtained for the integration problem in H wal,s, also hold for the root mean square discrepancy error using Owen-scrambled point sets.
We see from (7) that the worst-case error can be computed with a cost of O(n 2 s) operations. Later on we will see that this cost can be reduced for digital nets.
First we show a result which is a direct analogue to a result of Hickernell [12] 
where is given by (1).
This result can be shown in the same way as Hickernell did in [12] (see also [41] ) for the weighted Korobov space but for completeness and as a warm-up in working with Walsh functions we provide the proof.
Proof of Theorem 1. From equality (6) we get
Now we have
by Proposition 1, and
where we used Proposition 1 again. Therefore we obtaiñ
Remark 2. It follows from Theorem 1 that there exists a point set {x 1 , . . . , x n } such that
Therefore, if
∞ j =1 j < ∞ then the integration problem in the weighted Hilbert space H wal,s, is strongly QMC-tractable with an ε-exponent of at most 2. 
where
where wal, is given by (2). 
The set L is called the dual lattice (see [37] ), accordingly we call D the dual digital net.
2. We note that it follows from item 2 of the above theorem that the worst-case error of a digital net can be calculated in O(b m s) = O(ns) operations, compared to O(n 2 s) operations for the general case.
Proof of Theorem 2. From (6) we get
Due to the group structure of a digital net, see Lemma 1, each term in the sum over i has the same value. Therefore 
We have the following lemma.
Lemma 4.
Let be given by (1).
Further we have
Proof. For the first part, we obtain from Theorem 2 that 
Let C j,i denote the ith row vector, 1 i m, of the matrix C j , 1 j s. Then condition (9) becomes
Since at least one k * j = 0 it follows that there is an * j,i = 0. First assume that * 1,0 = 0. Then for any choice of  C 1,2 , . . . , C 1,m , C 2,1 , . . . , C 2,m , . . . , C s,1 , . . . , C s,m we can find exactly one vector C 1, 1 such that condition (10) 
where we used the fact that r( , , 0) = 1. The sums in the expression above can be simplified as follows:
The formula for the average follows. The inequality in the second part can be derived by using
The above lemma shows that the root mean square average A b m ,s ( ) achieves a convergence of O(b −m/2 ), which is the same convergence as for a simple Monte Carlo sample, see Theorem 1. In the following we will use the lemma above to show the existence of generating matrices achieving a convergence of the worst-case error of O(b − m+ ) for any > 0. (10, ) and therefore satisfy a strong tractability error bound if (11) 
The first part of the theorem follows. (Note that ( ) is only defined for > 1/ , see (1).)
For the second part of the theorem we have (1 ( , , (C 1 , . . . , C s )) for the worst-case error of integration in the weighted Hilbert space H wal,s, with parameter and weights using a digital net with generating matrices C 1 , . . . , C s . From Chebyshev's inequality applied to (8) (where the parameter is now and the weights are j ), it follows that the set (where c > 1)
From (13) Therefore C b (c) ⊆ C b (c, ) and the result follows.
In the following we will also obtain a lower bound. We have
with the function wal, given by (see (2)), 
We summarize the result in the following theorem. In the following we consider the case where the parameter approaches 1. In [4] it has been shown that the worst-case error for integration in the weighted Korobov space tends to infinity as goes to 1. We show an analogues result for the space H wal,s, . In the following we write H wal, ,s, instead of H wal,s, to stress the dependency on . 1 + min( j , 1) ( ) .
Theorem 4. For any QMC algorithm Q n,s for the worst-case error for integration in the weighted

Theorem 5. Let e(Q n,s , H wal, ,s, ) be the worst-case error of integration in the space
As lim →1 + ( ) = ∞ the result follows.
Tractability error bounds of Monte Carlo
A Monte Carlo (MC) algorithm is of the form
where the sample points x 1 , . . . , x n are independent, uniformly on 
By Parseval's identity we have
Further we have I s (f ) =f wal (0), and hence we obtain 
Now it is easy to check that for our special choice for f inequality (15) becomes an equality. This leads to
that is, the right-hand side is just the product of the j which are greater than 1, except 1 is always included. Therefore
So the randomized error of MC algorithms in the weighted Hilbert space H wal,s, is the same as in the weighted Korobov space, see [41, Section 5] .
Let n mc (s, ε) denote the minimal number of function evaluations needed to guarantee that e mc n,s ε. As before, we say that integration in the space H wal,s, is strongly MC-tractable if n mc (s, ε) is bounded by a polynomial in ε −1 for all s 1 and ε ∈ (0, 1), and MC-tractable if n mc (s, ε) is bounded by a polynomial in s and ε −1 for all s 1 and ε ∈ (0, 1). Now we can proceed as in [41, Section 5 ] to obtain the following theorem. As pointed out before, our analysis follows closely along the lines of the analysis of lattice rules in weighted Korobov spaces. An interesting point of our theory is that the reproducing kernel defined here coincides with the scramble invariant kernel (see [49] ). This appears to be a promising area for further exploration.
Multivariate integration in weighted Sobolev spaces
In this section we consider the integration problem in weighted Sobolev spaces. We will establish a connection between the worst-case error of integration in weighted Hilbert spaces H wal,s, and in weighted Sobolev spaces. This will allow us to use results from Section 4.
Digital shift invariant kernels
In this section we introduce 'digital b-adic shift invariant kernels'. Consider the reproducing kernel of the weighted Hilbert space H wal,s, . Let = ( 1 , . . . , s ) ∈ [0, 1) s and
This means that the reproducing kernel of the weighted Hilbert space H wal,s, stays unchanged under applying the same digital b-adic shift to both coordinates. We call a reproducing kernel with this property 'digital b-adic shift invariant'. Again, if it is clear with respect to which base b the kernel is digital b-adic shift invariant we just write 'digital shift invariant' kernel.
For an arbitrary reproducing kernel we associate a digital shift invariant kernel. This association is given in the following definition.
Definition 6.
For an arbitrary reproducing kernel K we define the associated digital shift invariant kernel by
The kernel K ds is indeed digital shift invariant as
Recall that for a reproducing kernel , x) . Therefore, in order to obtain a simple notation, we define, for a reproducing kernel
and so the reproducing kernel can be written as
This is also consistent with the definition of K wal,s, . In the following lemma we show how the digital shift invariant kernel can easily be found from (16) .
reproducing kernel. Then the digital shift invariant kernel K ds is given by
Proof. Using the definition of the digital shift invariant kernel we have
Due to the orthogonality properties of the Walsh functions we have
as claimed.
For a point set P n = {x 1 , . . . , x n } and a ∈ [0, 1) s , let P n, = {x 1 ⊕ , . . . , x n ⊕ } be the digitally shifted point set. Let, for a reproducing kernel Hilbert space H with reproducing kernel K and a point set P n , the worst-case error e(P n , K) be defined as
Further let the mean square worst-case errorê 2 (P n , K) be given bŷ
We have the following theorem.
Theorem 7. For any reproducing kernel
) and point set P n we have
Proof. It is known that (see for example [40] )
Therefore we have
and the result follows.
Weighted Sobolev spaces
In this section we introduce the weighted Sobolev space H sob,s, with the reproducing kernel given by (see [5, 42] )
where B 2 (x) = x 2 − x + 1 6 is the second Bernoulli polynomial and {x} = x − x . The inner product in H sob,s, is given by
where for x = (x 1 , . . . , x s ) we use the notation x u = (x j ) j ∈u and x −u = (x j ) j ∈{1,...,s}\u . It is shown in Appendix A that the digital shift invariant kernel in base b 2 of H sob,s, is given by 
Again, we consider a fixed base b 2. Therefore we will write K ds, ,r and ds instead of K ds,b, ,r b and ds,b . It is shown in Appendix B that we can write the digital shift invariant kernel as
(The authors of [3, 20, 38, 39] and other papers considered a weighted Sobolev space H sob,s,w, with reproducing kernel given by 
where for x = (x 1 , . . . , x s ) we use the notation x u = (x j ) j ∈u and (x u , w −u ) denotes the s-dimensional vector whose jth component is x j if j ∈ u and w j if j / ∈ u. The digital shift invariant kernel associated to the reproducing kernel of H sob,s,w, is very similar, in fact, using the calculations from Appendix A, it can easily be verified that the associated digital shift invariant kernel K ds,b,w, (x, y) is given by
Using the ideas of Appendix B or otherwise, it can be checked that
In the following we will state the results only for the space H sob,s, , but results for the space H sob,s,w, can easily be obtained by using (22) and (23) . See [5] for more information on those Sobolev spaces.)
The following results on the mean square worst-case error given by (17) translate from our analysis of the weighted Hilbert space H wal,s, by using (19) . The next theorem is a consequence of (18), Theorem 7, (19) and (21).
Theorem 8.
The mean square worst-case errorê 2 (P n , H sob,s, ) for multivariate integration in the weighted Sobolev space H sob,s, by using a random digital shift in base b 2 on the point set P n = {x 1 , . . . , x n }, with x h = (x h,1 , . . . , x h,s ) , is given bŷ
where the function ds,b is given by (20) .
As shown in Theorem 2 for H wal,s, , we also obtain an error bound forê 2 (P , H sob,s, ), where P is a randomly digitally shifted digital (t, m, s) 
where ds,b given by (20) .
Before we state bounds on the worst-case error using digitally shifted digital nets, we calculate the sum ofr b ( , k) and calculate (for b = 2, 3) and give a bound (for b > 3) on the sum of (r b ( , k)) over all k 1. This is done in the following.
For any b 2 we have
We have
where the second equality is shown in Appendix C. Thus we obtain
Further we haver 2 ( , k) = 3·2 2a for k > 0 and therefore
2b and therefore
Using this estimation we get
for any 1/2 < 1. We note that the inequality becomes an equality for b = 3. We are ready to give upper bounds on the worst-case error.
We define the average of the mean square worst-case error over all generating matrices for digital nets. 
In the following lemma we give a formula and an upper bound for this average (compare Lemma 4). 
Further we havê
As above (see Theorem 3) we obtain the following theorem. 
In item 1 of the theorem above we showed that the average over all possible shifts obtains a certain error bound. From this result we can also follow that there exists a shift such that this error bound is satisfied. We have the following corollary. ∈ [0, 1) s and a digital (t, m, s)-net over Z b , with  generating matrices C 1 , . . . , C s , such that the worst-case error e b m ,s ((C 1 , . . . , C s ) ((C 1 , . . . , C s ) 
Corollary 2. There exists a digital shift
for any 1/2 < 1.
Concluding remarks
There are various randomization methods known for (t, m, s)-nets which preserve the net structure. Probably the simplest one is a random digital shift, which was used in this paper. The scrambling of nets was first introduced by Owen [31] . Subsequently many simplifications of this method have been introduced (see for example [11, 13, 15, 33, 49] ). Many of those methods contain the digital shift, but are more general. In some cases this yields favourable results, for example when one assumes more smoothness of the integrand. For integration in Sobolev spaces, though, scrambling does not show any significant improvement over random digital shifts. (Note that in item 1 of Theorem 10 and in Corollary 2 upper bounds of O((log n) s n −1 ) can be obtained by using ideas of [3] . The upper bound of the worst-case error for shifted lattice rules is of the same convergence order (see [3] ) and it is optimal up to a power of log n as the best possible rate of convergence is O(n −1 ) even for s = 1 (see [41] ). Scrambled (t, m, s)-nets on the other hand achieve a convergence order of O((log n) (s−1)/2 n −1 ) (see for example [11, 13, 15, 34] ), which yields a slight improvement in the log n factor).
The advantage of a simpler randomization method is not only the easier implementation, but also a derandomization (see for example [45] ) of randomly digitally shifted digital nets appears to be easier (see [18] ).
The conditions for tractability and strong tractability in item 2 and 3 in Theorem 10 are the same as for the worst-case error of integration in weighted Sobolev spaces using shifted lattice rules (see [41] ). In [41] it was also shown that there exists a lattice rule which achieves a strong tractability worst-case error bound (and in [3, 20] it was shown that such lattice rules can be constructed with the component-by-component algorithm). Here we showed that similar results can also be achieved using digitally shifted digital (t, m, s)-nets.
Indeed, the upper bound in [41] and the upper bound presented in item 1 of Theorem 10 and in Corollary 2 are almost the same. The constant for the upper bounds on the worst-case error in the weighted Sobolev space H sob,s, using shifted lattice rules is of the form
for 1/2 < 1. The rest of the error bound is the same. (We note that for lattice rules with 2 m points the constant (27) has to be multiplied with 2 1/ , see [3] .) For example, if one takes a lattice rule with 2 m points and chooses = 1, then the constant shown here for b = 2 and the constant in the error bound for lattice rules is exactly the same.
In [47, 48] , Wang showed that Halton-, Sobol-and Niederreiter sequences achieve strong tractability error bounds under a stronger condition on the weights than presented here. The convergence order for those sequences is shown to be n −1+ , for any > 0. Thus, those results give a constructive approach to strong tractability with the optimal rate of convergence. On the other hand, Corollary 2 shows the existence of a (t, m, s)-net which achieves a strong tractability worst-case error bound with the optimal rate of convergence under a far weaker condition on the weights. Unfortunately, it is not known how to find such a (t, m, s)-net. It remains an open question whether known nets and sequences satisfy this existence result.
where the digital shift is in base b. The digital shift invariant kernel of the s-dimensional space will then again just be the product of K ds,b, j . It is convenient for our analysis to represent this kernel in terms of Walsh functions in base b.
We need to find the Walsh coefficientsK b (k, k) of the kernel K . It proves to be convenient to find the Walsh representation of the function x − . . .
where we used the facts that 
,
Therefore we obtain from (29) Thus, for x ∈ [0, 1), we have
2 . Using these equalities we get for all x, y ∈ [0, 1) that
Note that Lemma 5 is true for any function in
We have B 2 (x) = x 2 − x + 1 6 and it can be shown that B 2 ({x}) = B 2 (|x|) for all x ∈ (−1, 1). For our investigations here we use B 2 (|x − y|) instead of B 2 ({x − y}). By using (30) we obtain
By using Lemma 5 again we obtain
where the last equality follows from 
For k 0 we have Thus
In the following we will determine the values of b (k) for any k > 0. Let
In order to find the value of the double sum in the expression for 
The sum over all remaining (u 0 , v 0 ) can be calculated using geometric series. By doing that we obtain 
Combining (35), (37) , (38) and (39) . Therefore we obtain from (28), (31) , (32) , (34) and (40) 
Appendix B. Simplification of the digital shift invariant kernel
Here we will show that the digital shift invariant kernel can be simplified further. 
From ( 
