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SHARP ASYMPTOTICS IN A FRACTIONAL STURM-LIOUVILLE
PROBLEM
P. CHIGANSKY AND M. KLEPTSYNA
ABSTRACT. Current research of fractional Sturm-Liouville boundary value prob-
lems focuses on the qualitative theory and numerical methods, and much progress
has been recently achieved in both directions. The objective of this paper is to
explore a different route, namely, construction of explicit asymptotic approxi-
mations to the solutions. As a study case, we consider a problem with left and
right Riemann-Liouville derivatives, for which our analysis yields asymptoti-
cally sharp estimates for the sequence of eigenvalues and eigenfunctions.
1. INTRODUCTION
Theory of boundary value problems of the Sturm-Liouville type is a current
subject of research in fractional calculus and its applications. A number of formu-
lations have been considered, corresponding to nonequivalent types of fractional
derivatives and motivated by different applications. Beyond a few special cases,
such as e.g. [26], these problems do not have explicit solutions, which leaves much
space for qualitative theory [13], [15], [16], [19], [17], [20], numerical methods,
[2], [3], [4], [18] and asymptotic analysis. While these references are only a very
partial list of contributions to the first two research themes, the latter direction re-
mains essentially unexplored.
Asymptotic approximation of solutions to eigenproblems is a classical theme in
functional analysis and mathematical physics with numerous applications. Often
it is the asymptotic behaviour of the eigenvalues, which determines properties of
various physical quantities, see e.g. [9], [21], [5]. Approximations such as those
obtained in this paper can be a decent alternative to numerical methods, which
typically remain efficient only for a few dozens of the first eigenvalues and eigen-
functions. Our numerical experiments indicate that even in this range they may
provide a very reasonable accuracy, see Figures 1-2 below.
Our objective is to draw attention to a technique, which can be useful for deriv-
ing sharp asymptotic estimates of the eigenvalues and eigenfunctions in fractional
Sturm-Liouville problems on a finite interval. As in the analysis of the fractional
ODEs on the whole semi-axis, see e.g. [11], it is based on the Laplace trans-
form, however in a completely different way. The crucial property which makes
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the Laplace transform work on unbounded domains is that it converts the action
of fractional operators into multiplication by power functions. This feature is no
longer available, when the domain of functions in question is bounded, and instead,
the method of this paper makes use of the analytic structure, as detailed in Section
3 below.
Our approach is capable of producing uniform approximations for various spec-
tral problems, but the detailed analysis and the ultimate results are quite sensitive to
peculiarities of the concrete problem at hand. As our study case, we will consider
a basic, yet nontrivial fractional boundary value problem
Dα1−D
α
0+ f (x) = λ f (x), x ∈ [0,1],
f (0) = f (1) = 0,
(P)
with the left and right Riemann-Liouville derivatives of order α ∈ (1
2
,1),
Dα0+ f (x) =
1
Γ(1−α)
d
dx
∫ x
0
(x− t)−α f (t)dt,
Dα1− f (x) =
1
Γ(1−α)
d
dx
∫ 1
x
(t− x)−α f (t)dt.
These and other standard definitions and formulas from fractional calculus can be
found in, e.g., [11].
Problem (P) was studied in [10] within the functional analytic framework. The
authors prove that the inverse operator is self-adjoint and compact with respect to
suitable spaces. Consequently its spectrum is discrete and thus the problem has
countably many solutions (λn, fn)n∈N. The eigenvalues λn are real and nonnegative
and, accumulate at infinity, and the corresponding eigenfunctions fn are continuous
and form an orthogonal basis in the relevant Hilbert space. Alternatively these
results can be obtained by means of reduction to the spectral problem for a compact
self adjoint integral operator with a certain symmetric continuous kernel, see [14],
[17].
2. MAIN RESULT
Our main result is the following theorem, which details asymptotic structure of
solutions to the eigenproblem formulated in the previous section.
Theorem 2.1. Let (λn, fn)n∈N be the solutions to (P) with α ∈ (12 ,1), ordered so
that the eigenvalues λn form a nondecreasing sequence.
(a) The sequence of frequencies ρn = λ
1/(2α)
n has the asymptotics
ρn = pin+
pi
2
(
1− 1
α
)
+O(n−1), n→ ∞. (2.1)
(b) The corresponding eigenfunctions with the unit L2-norm satisfy
fn(x) =
√
2sin
(
ρnx+
pi
4
(1−α)
)
(2.2)
+
∫ ∞
0
ϒ0(t)e
−ρntxdt+(−1)n
∫ ∞
0
ϒ1(t)e
−ρnt(1−x)dt+ rn(x)n−1, x ∈ [0,1],
SHARP ASYMPTOTICS IN FRACTIONAL STURM-LIOUVILLE PROBLEM 3
with the uniformly bounded residual supn ‖rn‖∞ < ∞, where ϒ0(t) and ϒ1(t) are
explicit functions (see (3.38) below).
Several comments are in order.
a) Asymptotic approximation of the eigenvalues, implied by this result, is exact
up to the second term with a sharp estimate for the residual,
λn = (pin)
2α +pi(α −1)(pin)2α−1+O(n2α−2), n→ ∞.
The first term of this asymptotics can also be derived through reduction to the
eigenproblem for an integral operator [14] and the general results in spectral the-
ory [1]. Our approach does not appeal to such a reduction and is based on direct
analysis of the fractional operators.
Formula (2.2) implies that, for large n, the eigenfunctions behave as pure har-
monics, away from the boundary points {0,1}. The two integral terms form the
boundary layer, as their contribution is negligible in the interior of the interval and
they force the eigenfunctions to vanish at its endpoints. It should be emphasised
that the boundary layer terms are asymptotically negligible with respect to approx-
imation in the L2([0,1]) norm, but not in the uniform norm. The second order
term in the frequencies ρn is non-negligible for the purpose of approximating the
eigenfunctions in L2([0,1]) norm.
For α = 1 problem (P) reduces to the classical problem
− d
2
dx2
f (x) = λ f (x),
f (0) = f (1) = 0,
for which elementary calculations give
λn = (pin)
2 and fn(x) =
√
2sin(pinx), n= 1,2, ... (2.3)
It can be seen that ϒ1(·) and ϒ2(·) in (2.2) vanish as α → 1 and hence these formu-
las coincide formally with (2.3).
b) Numerical approximations to solutions of fractional Sturm-Liouville prob-
lems, even as basic as problem (P), typically provide good accuracy for a few first
eigenvalues and eigenfunctions, but become unstable already for n ≥ 30. The ap-
proximation provided by Theorem 2.1 can thus be a reasonable alternative. Our
numerical experiments indicate that formulas (2.1)-(2.2) with residuals being trun-
cated, turn out to be quite accurate, at least beyond several first eigenpairs, see
Figures 1-2. They also demonstrate significant improvement due to the second
order term in (2.1).
c) Problem (P) is closely related to a slightly different problem
cDα1−
cDα0+u(x) = λu(x), x ∈ [0,1],
u(0) = 0, cDα0+u(1) = 0,
(P’)
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FIGURE 1. The relative error λ̂n/λ˜
(i)
n − 1 versus n for α = 3/4,
where λ̂n is a high precision numerical approximation of the eigen-
values λn and
λ˜
(1)
n = (pin)
2α and λ˜
(2)
n =
(
pin+ pi
2
(1− 1α )
)2α
are the first and second order asymptotic approximations.
with the left and right Caputo derivatives
cDα0+ f (x) :=D
α
0+
(
f (x)− f (0)),
cDα1− f (x) :=D
α
1−
(
f (x)− f (1)).
Reduction to the integral operators as in [14], [17] reveals that (P’) with α ∈ (0,1)
is equivalent to the problem∫ 1
0
K(x,y) f (y)dy = λ−1 f (x), x ∈ [0,1],
with the kernel
K(x,y) =
1
Γ(α)2
∫ x∧y
0
(x− y)α−1(y− t)α−1dt, (2.4)
while problem (P) is equivalent to∫ 1
0
(
K(x,y)− K(x,1)K(1,y)
K(1,1)
)
f (y)dy= λ−1 f (x), x ∈ [0,1], (2.5)
with K(x,y) as in (2.4).
Our approach applies to problem (P’) with minor adjustments and it can be seen
that the assertion of Theorem 2.1 remains valid, this time for α ∈ (0,1), with
ρn = pin− pi
2
+O(n−1),
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FIGURE 2. The error f̂n(x)− f˜ (i)n (x) versus x ∈ [0,1] for α = 3/4
and n= 10, where f̂n is a high precision numerical approximation
of the eigenfunction fn and
f˜
(i)
n =
√
2sin
(
ρ̂
(i)
n x+
pi
4
(1−α)), i= 1,2,
with ρ̂
(i)
n = (λ̂ (i))1/(2α), are the first and second order approxima-
tions for the oscillating part of the eigenfunctions. The effect of
truncated boundary layer terms is clearly visible for the second
order approximation.
and different but still explicit functions ϒ j(t). Curiously, in this case the solutions
can be shown to have very particular value at the right endpoint,∣∣ fn(1)∣∣ =√2α ,
at least for all sufficiently large n.
In the theory of stochastic processes, kernel (2.4) with α ∈ (1
2
,1) is the covari-
ance function of the so called Riemann-Liouville process, one of the two most
common fractional generalisations of the standard Brownian motion. The kernel
in (2.5) with α ∈ (1
2
,1) is the covariance function of the corresponding bridge,
obtained by conditioning the Riemann-Liouville process to vanish at x= 1.
For α ∈ (0, 1
2
] the covariance function (2.4) is still well defined, but it remains
continuous only off diagonal, where it has a weak singularity. Such covariance
function does not correspond to a stochastic process in the usual sense, as it cannot
have continuous paths. Instead it can be interpreted as covariance of the frac-
tional noise process, a formal derivative of the Riemann-Liouville process. This
can be made precise by e.g., considering stochastic integrals, see [7]. Obviously,
the bridge kernel as in (2.5) can no longer be defined in this case. In fact, our anal-
ysis implies that problem (P) with α ∈ (0, 1
2
) cannot have more than finitely many
continuous solutions.
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3. PROOF OF THEOREM 2.1
The proof is based on the approach to analysis of integral equations with weakly
singular kernels, introduced in [25]. In its original form this method applies to
operators with difference kernels, see also [23], [24]. Recently it was extended to
various forms of integrated difference kernels, which allowed to compute the exact
spectral asymptotics of covariance operators for a number of stochastic processes,
including the fractional Brownian motion, [7], [6], [12], [22].
While inversion of the fractional derivatives in problem (P) still yields an inte-
gral operator, its kernel does not seem to have any simple difference structure. The
principal contribution of this paper is generalisation of the method to the integro-
differential operators of the fractional types, which makes it potentially applicable
to corresponding Sturm-Liouville problems. To avoid repetitions and focus only
on the new elements of the proof, we will omit calculations, which can be found
elsewhere and provide with the exact references.
3.1. Conventions and notations. The proof uses some standard notations and
classical tools from complex analysis. Unless stated otherwise, we will use the
conventional principal branches for multivalued functions. Often we will encounter
functions, which are holomorphic on the complex plane, cut along the real (semi-)
axis with a finite jump discontinuity across the cut. For such a sectionally holo-
morphic function Ψ(z), we will use the limit notations
Ψ+(t) = lim
Im(z)>0,z→t
Ψ(z) and Ψ−(t) = lim
Im(z)<0,z→t
Ψ(z), t ∈R.
Finding a function Ψ(z), sectionally holomorphic on C \R+ and satisfying the
boundary condition
Ψ+(t)−Ψ−(t) = g(t), t ∈ R+,
where g(·) is a given Ho¨lder function on R+∪{∞}, is known as the Hilbert bound-
ary value problem. The solution is given by the Sokhotski-Plemelj formula
Ψ(z) =
1
2pii
∫ ∞
0
g(t)
t− zdt+P(z), z ∈ C\R+,
where P(·) is a polynomial, which matches the growth of Ψ(·) at infinity. A com-
prehensive account of the related theory can be found in [8].
3.2. A brief preview. In a nutshell the main idea of the method is to reduce eigen-
problem (P) to an equivalent integro-algebraic system of equations, more tractable
for asymptotic analysis. In Lemma 3.1 below we show that the Laplace transform
f̂ (z) =
∫ 1
0
e−zx f (x)dx, z ∈ C. (3.1)
of a solution f to problem (P) satisfies the representation
f̂ (z) =−c f
λ
e−z− Φ0(z)+ e
−zΦ1(−z)
Λ(z)
, z ∈ C, (3.2)
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where functions Φ0(z) and Φ1(z) are sectionally holomorphic on C \R+ and c f
is a functional of f , constant in z. The function Λ(z) is defined by a closed form
expression, which vanishes only at a pair of purely imaginary conjugate zeros and
is sectionally holomorphic on the cut plane C\R.
Since the Laplace transform f̂ (z) is an entire function, all singularities in (3.2)
must be removable. Removing discontinuity along the real line yields representa-
tions of Φ0(z) and Φ1(z) in terms of solutions to an auxiliary system of integral
equations on R+, see Lemma 3.4. Removal of the poles produces an algebraic
condition, which binds together values of these functions at certain points in the
complex plane. This integro-algebraic system of equations, described in Lemma
3.5, can be argued to have countably many solutions, whose asymptotic analysis
leads to the expressions claimed in Theorem 2.1.
Thereby problem (P) reduces to finding a pair of functions, sectionally holomor-
phic on C \R+ with a given jump discontinuity on R+ and specific growth near
the origin and at infinity. Remarkably, this seemingly more complicated problem
turns out to be more amenable to asymptotic analysis.
3.3. The Laplace transform. Our starting point is the following representation
for the Laplace transform.
Lemma 3.1. Let (λ , f ) be a solution to (P). The Laplace transform (3.1) of f
satisfies the representation
f̂ (z) =−c f
λ
e−z− Φ0(z)+ e
−zΦ1(−z)
Λ(z)
, z ∈ C, (3.3)
where c f = limx→1 I1−α1− D
α
0+ f (x),
Λ(z) =
pi
sin(αpi)
(
zα −λ (−z)−α), (3.4)
and functions Φ0(z) and Φ1(z), defined in (3.12) below, are sectionally holomor-
phic on C\R+ and satisfy the growth estimates
Φ0(z) = O(z
−α) and Φ1(z) = O(zα), z→ ∞, (3.5)
and
Φ0(z) = O(z
−α) and Φ1(z) = O(1), z→ 0. (3.6)
Proof. Applying the left Riemann-Liouville integral(
Iα1− f
)
(x) =
1
Γ(α)
∫ 1
x
(t− x)α−1 f (t)dt
to both sides of the equation in (P) and using the composition rule [11, Lemma
2.6], we can write
Dα0+ f (x)−
c f
Γ(α)
(1− x)α−1 = λ Iα1− f (x).
Following [22], define the function
ψ(x) =
∫ 1
x
f (y)dy+
c f
λ
, (3.7)
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then
λ Iα1− f (x)+
c f
Γ(α)
(1− x)α−1 =
− λ
Γ(α)
∫ 1
x
ψ ′(y)(y− x)α−1dy+ c f
Γ(α)
(1− x)α−1 =
λ
Γ(α)
1
α
d
dx
∫ 1
x
ψ ′(y)(y− x)αdy+ c f
Γ(α)
(1− x)α−1 =
λ
Γ(α)
1
α
d
dx
ψ(1)(1− x)α − λ
Γ(α)
d
dx
∫ 1
x
ψ(y)(y− x)α−1dy+ c f
Γ(α)
(1− x)α−1 =
− λ
Γ(α)
d
dx
∫ 1
x
ψ(y)(y− x)α−1dy.
Thus problem (P) takes the equivalent form
1
Γ(1−α)
d
dx
∫ x
0
ψ ′(y)(x− y)−αdy= λ
Γ(α)
d
dx
∫ 1
x
ψ(y)(y− x)α−1dy,
ψ ′(0) = ψ ′(1) = 0.
(3.8)
Using the identity
s−r =
1
Γ(r)
∫ ∞
0
tr−1e−stdt, r > 0, s> 0,
the equation in (3.8) can be written as
v′0(x) = λu
′
0(x), (3.9)
where we defined
u0(x) =
∫ ∞
0
t−αu(x, t)dt, u(x, t) =
∫ 1
x
ψ(y)e−t(y−x)dy,
and
v0(x) =
∫ ∞
0
tα−1v(x, t)dt, v(x, t) =
∫ x
0
ψ ′(y)e−t(x−y)dy.
Taking the derivative in x shows that u(x, t) solves the differential equation
u′(x, t) = tu(x, t)−ψ(x),
u(1, t) = 0.
Applying the Laplace transform we get
û′(z, t) = tû(z, t)− ψ̂(z).
On the other hand, û′(z, t) =−u(0, t)+ zû(z, t), and therefore
û(z, t) =
ψ̂(z)−u(0, t)
t− z .
It follows that
û0(z) = ψ̂(z)Mu(z)−
∫ ∞
0
t−α
t− zu(0, t)dt, (3.10)
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where we defined
Mu(z) :=
∫ ∞
0
t−α
t− zdt =
pi
sin(αpi)
(−z)−α .
The last equality holds due to the identity∫ ∞
0
t−β
t+ z
dt =
pi
sin(piβ )
z−β , β ∈ (0,1), arg(z) ∈ [−pi,pi).
Similarly,
v′(x, t) =− tv(x, t)+ψ ′(x),
v(0, t) =0,
and, since v̂′(z, t) = v(1, t)e−z+ zv̂(z, t), we get
v̂(z, t) =
ψ̂ ′(z)− v(1, t)e−z
t+ z
=
ψ(1)− v(1, t)
t+ z
e−z+
zψ̂(z)−ψ(0)
t+ z
,
and consequently,
v̂0(z) =e
−zψ(1)Mv(−z)− e−z
∫ ∞
0
tα−1
t+ z
v(1, t)dt
+
(
zψ̂(z)−ψ(0))Mv(−z), (3.11)
where we defined
Mv(z) =
∫ ∞
0
tα−1
t− zdt =
pi
sin(αpi)
(−z)α−1.
In the Laplace domain, the equation (3.9) is equivalent to
z
(
v̂0(z)−λ û0(z)
)
= c
(
1− e−z),
where c := v0(1) = −λu0(0). Plugging (3.10) and (3.11) into this equation and
rearranging we arrive at
zψ̂(z)−ψ(0) = Φ0(z)+ e
−zΦ1(−z)
Λ(z)
, (3.12)
where we defined the functions
Φ0(z) =ψ(0)λMu(z)−λ
∫ ∞
0
t1−α
t− zu(0, t)dt,
Φ1(z) =ψ(1)zMv(z)−
∫ ∞
0
tα
t− zv(1, t)dt,
(3.13)
and
Λ(z) = zMv(−z)−λMu(z) = pi
sin(αpi)
(
zα −λ (−z)−α).
Representation (3.3) follows from (3.12) since zψ̂(z)−ψ(0) = − f̂ (z)− e−zψ(1).
The growth estimates (3.6) and (3.5) are verified by standard calculations. 
The function Λ(z) largely determines the structure of the problem. The follow-
ing lemma summarises some of its properties, relevant to further analysis.
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Lemma 3.2.
a) The function Λ(z) defined in (3.4) is sectionally holomorphic on C\R and dis-
continuous across the real line with the limits
Λ±(t) =
pi
sin(αpi)
{
tα −λe±αpiit−α , t > 0,
e±αpii|t|α −λ |t|−α , t < 0,
which satisfy the symmetries
Λ+(t) = Λ−(t),
Λ+(t) = eαpiiΛ−(−t),
Λ+(t)
Λ−(t)
= e2αpii
Λ−(−t)
Λ+(−t) .
(3.14)
b) As t varies from 0 to ∞, the angle θ(t) = arg{Λ+(t)} increases continuously
from θ(0+) = (α −1)pi < 0 to θ(∞) = 0 and
|θ(t)| = O(t−2α), as → ∞.
c) Λ(z) vanishes only at simple zeros ±z0 =±iρ with
ρ = λ 1/(2α),
and the function θ0(t) := θ(ρt) does not depend on ρ .
Proof. All the properties are verified by direct calculations. 
3.4. Removal of singularities. Since integration in (3.1) is over a finite interval,
f̂ (z) is an entire function and therefore all singularities in (3.3) must be removable.
The discontinuity is removed by equating the limits in the upper and lower half
planes,
1
Λ+(t)
(
e−tΦ1(−t)+Φ+0 (t)
)
=
1
Λ−(t)
(
e−tΦ1(−t)+Φ−0 (t)
)
, t ∈ R+,
1
Λ+(t)
(
e−tΦ−1 (−t)+Φ0(t)
)
=
1
Λ−(t)
(
e−tΦ+1 (−t)+Φ0(t)
)
, t ∈ R−,
which, in view of (3.14), can be written as
Φ+0 (t)−
Λ+(t)
Λ−(t)
Φ−0 (t) = e
−tΦ1(−t)
(Λ+(t)
Λ−(t)
−1
)
,
Φ+1 (t)− e−2αpii
Λ+(t)
Λ−(t)
Φ−1 (t) = e
−tΦ0(−t)
(
1− e−2αpiiΛ
+(t)
Λ−(t)
)
,
t ∈R+. (3.15)
Removal of the poles in (3.3) implies
Φ0(z0)+Φ1(−z0)e−z0 = 0, (3.16)
since the zeros of Λ(z) are purely imaginary and conjugate, and Φ j(z) = Φ j(z) by
definition (3.13).
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3.5. Auxiliary integro-algebraic system. The next step is to show that any pair
of functions Φ0(z) and Φ1(z), which are sectionally holomorphic on the cut plane
C\R+, satisfy boundary conditions (3.15) and growth estimates (3.6)-(3.5), solve
a certain auxiliary system of integral equations. Along with condition (3.16) these
equations form an integro-algebraic system, whose solutions correspond to solu-
tions of the spectral problem (P) under consideration.
To this end we will use the classical technique for solving the Hilbert boundary
value problems, see e.g. [8]. Consider the function
Xc(z) = exp
(
1
pi
∫ ∞
0
θ(t)
t− zdt
)
, z ∈ C\R+, (3.17)
where θ(t) is defined in Lemma 3.2. By the Sokhotski-Plemelj theorem, Xc(z) is
sectionally holomorphic on C\R+ and its limits satisfy
X+c (t)
X−c (t)
= e2iθ (t) =
Λ+(t)
Λ−(t)
, t ∈ R+, (3.18)
where the last equality holds by (3.14). Some useful properties of this function are
gathered in the following lemma.
Lemma 3.3. The function Xc0(z) := Xc(ρz) does not depend on ρ , satisfies the
growth estimates
Xc0(z) =
{
O(z1−α), as z→ 0,
1−bαz−1+O(z−2α), as z→ ∞,
(3.19)
with bα = cot
(
pi
2α
)
, and has the following explicit value at z= i,
Xc0(i) =
√
α exp
(
−pi
4
(1−α)i
)
. (3.20)
Proof. Evaluating (3.17) at ρz and changing integration variable accordingly gives
Xc0(z) = exp
(
1
pi
∫ ∞
0
θ0(t)
t− z dt
)
,
where θ0(t) does not depend on ρ , see Lemma 3.2 (c). The estimate near the origin
in (3.19) is obtained by means of integration by parts,
Xc0(z) = (−z)−θ0(0+)/pi exp
(
1
pi
∫ ∞
0
θ ′0(t) log(t− z)dt
)
= O(z1−α), z→ 0,
since θ0(0+) = (α −1)pi , see Lemma 3.2 (b). The estimate at infinity holds since
Xc0(z) =exp
(
−z−1 1
pi
∫ ∞
0
θ0(t)dt+ z
−1 1
pi
∫ ∞
0
tθ0(t)
t− z dt
)
=
1− z−1bα +O(z−2α), z→ ∞,
where we defined
bα :=
1
pi
∫ ∞
0
θ0(t)dt.
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The exact value of the latter integral and the constant in (3.20) are found by di-
rect calculation, which use the explicit expressions for Λ±(t) from Lemma 3.2,
similarly to [7, Lemma 5.5 ]. 
Define X(z) := z−1Xc(z) and Y (z) := (−z)α−1Xc(z). These functions are sec-
tionally holomorphic on C\R+ and, in view of (3.18), satisfy boundary conditions
X+(t)
X−(t)
=
Λ+(t)
Λ−(t)
,
Y+(t)
Y−(t)
=e−2αpii
Λ+(t)
Λ−(t)
,
t ∈ R+.
Plugging these formulas into equations (3.15) and rearranging gives
Φ+0 (t)
X+(t)
− Φ
−
0 (t)
X−(t)
= e−tY (−t)
( 1
X−(t)
− 1
X+(t)
)Φ1(−t)
Y (−t) ,
Φ+1 (t)
Y+(t)
− Φ
−
1 (t)
Y−(t)
= e−tX(−t)
( 1
Y+(t)
− 1
Y−(t)
)Φ0(−t)
X(−t) ,
t ∈ R+.
This shows that the functions
Ψ0(z) =
Φ0(z)
X(z)
and Ψ1(z) =
Φ1(z)
Y (z)
, (3.21)
are sectionally holomorphic on C\R+ with the boundary conditions
Ψ+0 (t)−Ψ−0 (t) = 2ie−tg(t)Ψ1(−t),
Ψ+1 (t)−Ψ−1 (t) = 2ie−th(t)Ψ0(−t),
t ∈ R+,
where we defined
g(t) :=
1
2i
Y (−t)
( 1
X−(t)
− 1
X+(t)
)
,
h(t) :=
1
2i
X(−t)
( 1
Y+(t)
− 1
Y−(t)
)
.
These two functions turn out to be real valued and satisfy the scaling properties,
g(ρt) =ραtα sin(θ0(t))exp
(
−2t
pi
−
∫ ∞
0
θ0(τ)
τ2− t2 dτ
)
=: ραg0(t),
h(ρt) = −ρ−αt−α sin(θ0(t)−αpi)exp(−2t
pi
−
∫ ∞
0
θ0(τ)
τ2− t2 dτ
)
=: ρ−αh0(t),
where the integral is in the sense of principal value and g0(·) and h0(·) do not
depend on ρ .
In view of estimates (3.6) and (3.19), both Ψ0(z) and Ψ1(z) are bounded in the
vicinity of zero and therefore, due to the Sokhotski-Plemelj theorem, satisfy
Ψ0(z) =
1
pi
∫ ∞
0
e−τg(τ)
τ − z Ψ1(−τ)dτ +P0(z),
Ψ1(z) =
1
pi
∫ ∞
0
e−τh(τ)
τ − z Ψ0(−τ)dτ +P1(z),
z ∈ C\R+, (3.22)
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where Pj(z)’s are polynomials, whose growth at infinity matches that of Ψ j(z)’s.
Let us estimate the growth of Ψ1(z) as z→ ∞. To this end note that the integral
term of Φ1(z) in (3.13) satisfies
z1−α
∫ ∞
0
tα
t− zv(1, t)dt = z
1−α |z|α
∫ ∞
0
tα
t− z/|z|v(1, t|z|)dt =
(z/|z|)1−α
∫ ∞
0
tα−1
t− z/|z|
∫ 1
0
ψ ′(y)|z|te−|z|t(1−y)dydt |z|→∞−−−→ 0,
where the limit holds, since the inner integral converges to ψ ′(1) = 0. Conse-
quently, as z→ ∞,
Ψ1(z) =
Φ1(z)
Y (z)
= ψ(1)
pi
sin(αpi)
z
Xc(z)
(
1+o(1)
)
=
ψ(1)
pi
sin(αpi)
(
ρbα + z
)(
1+o(1)
)
, z→ ∞.
Similar calculations show that Ψ0(z) = O(1) as z→ ∞. In view of these estimates
(3.22) takes the form
Ψ0(z) =
1
pi
∫ ∞
0
e−τg(τ)
τ − z Ψ1(−τ)dτ + c0,
Ψ1(z) =
1
pi
∫ ∞
0
e−τh(τ)
τ − z Ψ0(−τ)dτ + c1(ρbα + z),
z ∈ C\R+,
where c0 and c1 are real constants,
c1 = ψ(1)
pi
sin(αpi)
=
c f
λ
pi
sin(αpi)
. (3.23)
In particular, for z=−t we obtain the system of integral equations for Ψ0(−t) and
Ψ1(−t),
Ψ0(−t) = 1
pi
∫ ∞
0
e−τg(τ)
τ + t
Ψ1(−τ)dτ + c0,
Ψ1(−t) = 1
pi
∫ ∞
0
e−τh(τ)
τ + t
Ψ0(−τ)dτ + c1(ρbα − t),
t ∈ R+. (3.24)
In view of the growth estimates for Ψ0(z) and Ψ1(z), the integrals in the right hand
side define functions in L2(R+,R). Finally, condition (3.16) reads
Ψ0(iρ)X(iρ)+Ψ1(−iρ)Y (−iρ)e−iρ = 0. (3.25)
Thus we arrive at the following result.
Lemma 3.4. Let (λ , f ) be a solution to (P) and define Φ0(z) and Φ1(z) by (3.13).
Then the functions Ψ0(z) and Ψ1(z), defined in (3.21), satisfy (3.25) and solve
the integral equations (3.24), where ρ = λ 1/(2α) and coefficients c0 and c1 are
determined by (3.23) and c0 = limz→∞ Ψ0(z).
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3.6. Structure of the auxiliary system. Define the operator
A f (t) :=
1
pi
∫ ∞
0
e−ρτ
τ + t
(
0 g0(τ)
h0(τ) 0
)
f (τ)dτ , (3.26)
which acts on functions f : R+ 7→ R2, and consider the systems of integral equa-
tions
p(t) =Ap(t)+
(
1
0
)
,
q(t) =Aq(t)+
(
0
1
)
,
r(t) =Ar(t)+
(
0
t
)
,
t ∈ R+. (3.27)
By changing variables, equations (3.24) can be written as
Ψ0(−ρt) = ρα 1
pi
∫ ∞
0
e−ρτg0(τ)
τ + t
Ψ1(−ρτ)dτ + c0,
Ψ1(−ρt) = ρ−α 1
pi
∫ ∞
0
e−ρτh0(τ)
τ + t
Ψ0(−ρτ)dτ + c1(ρbα −ρt),
t ∈ R+,
and therefore, by linearity,(
ρ−αΨ0(ρz)
Ψ1(ρz)
)
= ρ−αc0p(−z)+ c1ρbαq(−z)− c1ρr(−z), (3.28)
where solutions to (3.27) are extended to C \R− by analyticity. Plugging these
expressions into (3.25) gives
c0ξ (ρ)+ c1η(ρ) = 0, (3.29)
where we defined
ξ (ρ) :=X(ρ i)p1(−i)+ρ−αe−ρiY (−ρ i)p2(i),
η(ρ) :=X(ρ i)ρα
(
ρbαq1(−i)−ρr1(−i)
)
+ e−ρiY (−ρ i)
(
ρbαq2(i)−ρr2(i)
)
.
Equation (3.29) has a nontrivial solution (c0,c1) if and only if
Im
(
ξ (ρ)η(ρ)
)
= 0. (3.30)
Thus we obtained the following converse to Lemma 3.4.
Lemma 3.5. Let (p,q,r,ρ) be a solution to the system, which consists of integral
equations (3.27) and algebraic equation (3.30), such that ρ > 0 and
A{p,q,r} ∈ L2(R+;R2). (3.31)
Define Ψ0(z) and Ψ1(z) by (3.28), where c0 is an arbitrary real constant and c1 is
determined by (3.29). Let Φ0(z) and Φ1(z) be defined by equations (3.21) and f
be the inverse Laplace transform of f̂ , defined in (3.3) with λ = ρ2α and c f as in
(3.23). Then the pair (λ , f ) is a solution to (P).
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3.7. Inversion of the Laplace transform. Inversion of the Laplace transform,
mentioned in Lemma 3.5, can be carried out by integrating over the imaginary
axis. In view of (3.3),
f (x) =− 1
2pii
∫ i∞
−i∞
(
f0(z)+ f1(z)
)
dz, (3.32)
where we defined
f0(z) :=
Φ0(z)
Λ(z)
ezx and f1(z) :=
(Φ1(−z)
Λ(z)
+ψ(1)
)
ez(x−1).
Integrating over suitable contours as in [7, Lemma 5.8] gives
1
2pii
∫ i∞
−i∞
(
f0(z)+ f1(z)
)
dz= Res( f0,z0)+Res( f0,−z0)+
1
2pii
∫ ∞
0
(
f+1 (t)− f−1 1(t)
)
dt+
1
2pii
∫ ∞
0
(
f−0 (−t)− f+0 (−t)
)
dt.
In view of symemtries (3.14),
f−0 (−t)− f+0 (−t) =− e−txΦ0(−t)
2isin
(
θ(t)−αpi)∣∣Λ+(t)∣∣ ,
f+1 (t)− f−1 (t) =− e−t(1−x)Φ1(−t)
2isinθ(t)
|Λ+(t)| .
The residues are complex conjugates, Res( f0,−z0) = Res( f0,z0), and
Res( f0,z0) =
Φ0(z0)
Λ′(z0)
ez0x =− 1
2i
ρ1−αe−
pi
2
α i sin(αpi)
αpi
Φ0(z0)e
z0x.
Plugging these expressions into (3.32) we obtain
f (x) =Re
(1
i
ρ1−αe−
pi
2
α i sin(αpi)
αpi
Φ0(z0)e
z0x
)
+ (3.33)
1
pi
∫ ∞
0
e−t(1−x)Φ1(−t)sinθ(t)|Λ+(t)| dt+
1
pi
∫ ∞
0
e−txΦ0(−t)
sin
(
θ(t)−αpi)∣∣Λ+(t)∣∣ dt.
3.8. Asymptotic analysis. Similarly to [7, Lemma 5.6], the integral operator in
(3.26) can be proved to be a contraction on L2(R+;R
2) for all sufficiently large
values of ρ and therefore equations (3.27) have unique solutions with the property
(3.31). As in [7, Lemma 5.7], these solutions can be seen to satisfy the estimates∥∥∥∥p(z)−(10
)∥∥∥∥∨∥∥∥∥q(z)−(01
)∥∥∥∥∨∥∥∥∥r(z)−(0z
)∥∥∥∥≤C|z|−1ρ−1 (3.34)
with a constant C.
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3.8.1. Eigenvalues. In view of (3.30) and estimates (3.34),
ξ (ρ)η(ρ) = (ρ i)−1Xc0(i)ρα(−i)α−1eρiXc0(i)
(
bα + i
)(
1+R(ρ)
)
,
where R(ρ) can be shown to satisfy |R(ρ)|∨ |R′(ρ)| ≤Cρ−1 for some constant C.
Consequently (3.30) is equivalent to the equations
ρ = pin+
pi
2
α −2arg{Xc0(i)}− arg{bα + i}− atan Im(R(ρ))
1+Re(R(ρ))
, n ∈ Z. (3.35)
For each sufficiently large n the derivative of the expression in the right hand side
with respect to ρ is less than unity. Hence if n is taken large enough, so that, in
addition, the operator (3.26) is a contraction, the integro-algebraic system from
Lemma 3.5 has the unique solution, obtained by fixed-point iterations. This, in
turn, implies that the system (3.24)-(3.25) has the unique solution for all ρ > 0 large
enough, defined by (3.28). But then since (P) has only finitely many eigenvalues on
any bounded interval, in view of Lemma 3.4, all but a finite number of eigenvalues
correspond to solutions of the system of Lemma 3.5.
In view of (3.35), the algebraic part of these solutions ρn satisfies
ρn = pin+
pi
2
α −2arg{Xc0(i)}− arg{bα + i}+O(n−1).
Here the last two quantities have explicit values, see Lemma 3.3,
arg
(
Xc0(i)
)
=−pi
4
(1−α) and arg(bα + i)= pi
2α
,
and consequently,
ρn = pin+
pi
2
(1−1/α)+O(n−1), n→ ∞. (3.36)
Equations (3.35) fix a particular enumeration of solutions to the integro-algebraic
system and, therefore, as argued above, of all sufficiently large eigenvalues λn =
ρ2αn . Since any bounded interval contains only finitely many eigenvalues, the enu-
meration that puts all the eigenvalues into the nondecreasing order may differ only
by a finite shift. This shift can be identified by comparing (3.36) at α = 1 to the
classical problem (2.3), which shows that, in fact, the two enumerations coincide,
that is, (2.1) holds. The technical details of this calibration procedure are the same
as in [7, Subsection 5.1.7].
3.8.2. Eigenfunctions. When condition (3.30) is satisfied, the equation (3.29) de-
termines the ratio
c1/c0 =−Re(ξ η)|η |2 =−Re
(
ξ
η
)
=
−ρ−1−αn
1√
b2α +1
cos
(
ρn− pi
2
α +2arg{Xc0(i)}− arg(bα − i)
)(
1+O(ρ−1n )
)
=
−ρ−1−αn
1√
b2α +1
cos(pin+O(n−1))
(
1+O(n−1)
)
=
−ρ−1−αn
1√
b2α +1
(−1)n(1+O(n−1)),
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where we used estimates (3.34). Thus, in view of equation (3.28),
Ψ0(iρn) = c0p1(−i)+ c1ρ1+αn bαq1(−i)− c1ρ1+αn r1(−i) = c0
(
1+O(n−1)
)
,
and consequently
Φ0(z0)=Ψ0(iρn)X(iρn)=Ψ0(iρn)(iρn)
−1Xc,0(i)= c0ρ−1n e
− pi
2
iXc0(i)
(
1+O(n−1)
)
.
The oscillating term in (3.33) can be now simplified to
2Re
( 1
2i
ρ1−αe−
pi
2
α i sin(αpi)
αpi
Φ0(z0)e
z0x
)
=
ρ1−αn
sin(αpi)
αpi
Re
(
eiρnx−
pi
2
(α+1)iΦ0(iρn)
)
=
ρ−αn c0|Xc0(i)|
sin(αpi)
αpi
cos
(
ρnx− pi
2
(α +1)− pi
2
+ arg(Xc0(i))
)(
1+O(n−1)
)
=
ρ−αn c0|Xc0(i)|
sin(αpi)
αpi
cos
(
ρnx− pi
4
α − 5pi
4
)(
1+O(n−1)
)
=
−ρ−αn c0
√
α
sin(αpi)
αpi
sin
(
ρnx+
pi
4
(1−α)
)(
1+O(n−1)
)
,
where we used (3.20). The boundary layer terms are treated similarly,
1
pi
∫ ∞
0
e−t(1−x)Φ1(−t)sinθ(t)|Λ+(t)| dt =
ρ1−αn
sin(αpi)
αpi
α
pi
∫ ∞
0
Φ1(−τρn)sinθ0(τ)
γ0(τ)
e−ρn(1−x)τdτ =
(−1)n c0
ραn
sin(αpi)
αpi
α
pi
∫ ∞
0
τα(τ −bα)√
b2α +1
Xc0(−τ)
τ
sinθ0(τ)
γ0(τ)
e−ρn(1−x)τdτ
(
1+O(n−1)
)
,
where γ0(τ) is defined by the equation
|Λ+(τρn)|= ραn
pi
sin(αpi)
∣∣∣τα − eαpiiτ−α∣∣∣=: ραn pisin(αpi)γ0(τ), (3.37)
and we used the uniform approximation due to (3.34),
Φ1(−τρn) = Y (−τρn)Ψ1(−τρn) =
(τρn)
α−1Xc(−τρn)
(
ρ−αn c0p2(τ)+ c1ρnbαq2(τ)− c1ρnr2(τ)
)
=
− c0ρ−1n (−1)n
1√
b2α +1
τα−1Xc0(−τ)(bα − τ)
(
1+O(n−1)
)
.
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Similarly,
1
pi
∫ ∞
0
e−txΦ0(−t)
sin
(
θ(t)−αpi)∣∣Λ+(t)∣∣ dt =
ρn
1
pi
∫ ∞
0
e−ρnxτ Φ0(−ρnτ)
sin
(
θ(ρnτ)−αpi
)∣∣Λ+(ρnτ)∣∣ dτ =
ρ1−αn
sin(αpi)
piα
α
pi
∫ ∞
0
e−ρnxτ Φ0(−ρnτ)
sin
(
θ0(τ)−αpi
)
γ0(τ)
dτ =
− c0ρ−αn
sin(αpi)
piα
α
pi
∫ ∞
0
Xc0(−τ)
τ
sin
(
θ0(τ)−αpi
)
γ0(τ)
e−ρnxτdτ(1+O(n−1)),
where we used the approximation
Φ0(−ρnτ) =X(−ρnτ)Ψ0(−ρnτ) =
X(−ρnτ)
(
c0p1(τ)+ c1ρ
1+α
n bαq1(τ)− c1ρ1+αn r1(τ)
)
=
− c0ρ−1n τ−1Xc0(−τ)(1+O(n−1)).
Assembling all parts in (3.33) together and normalising up to the unit norm, we
arrive at (2.2) with
ϒ0(τ) =
√
2α
pi
Xc0(−τ)
τ
sin
(
θ0(τ)−αpi
)
γ0(τ)
,
ϒ1(τ) =
√
2α
pi
τα(bα − τ)√
b2α +1
Xc0(−τ)
τ
sinθ0(τ)
γ0(τ)
,
(3.38)
where, cf. (3.37) and Lemma 3.2 (c),
γ0(τ) =
(
τ2α −2cos(αpi)+ τ−2α
)1/2
and θ0(τ) =−atan sin(αpi)
τ2α − cos(αpi) ,
and, cf. Lemma 3.3, bα = cot
(
pi
2α
)
and
Xc0(−τ) = exp
(
1
pi
∫ ∞
0
θ0(t)
t+ τ
dt
)
.
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