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Abstract
In these lecture notes, an introduction to topological concepts and methods in studies of
gauge field theories is presented. The three paradigms of topological objects, the Nielsen-
Olesen vortex of the abelian Higgs model, the ’t Hooft-Polyakov monopole of the non-
abelian Higgs model and the instanton of Yang-Mills theory, are discussed. The common
formal elements in their construction are emphasized and their different dynamical roles
are exposed. The discussion of applications of topological methods to Quantum Chromo-
dynamics focuses on confinement. An account is given of various attempts to relate this
phenomenon to topological properties of Yang-Mills theory. The lecture notes also include
an introduction to the underlying concept of homotopy with applications from various areas
of physics.
∗Lectures given at the Autumn School “Topology and Geometry in Physics”, of the Graduiertenkolleg “Physical systems
with many degrees of freedom”, University of Heidelberg, Rot an der Rot, September 24-28, 2001
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1 Introduction
In a fragment [1] written in the year 1833, C. F. Gauß describes a profound topological result which
he derived from the analysis of a physical problem. He considers the work Wm done by transporting
a magnetic monopole (ein Element des “positiven no¨rdlichen magnetischen Fluidums”) with magnetic
charge g along a closed path C1 in the magnetic field B generated by a current I flowing along a closed
loop C2. According to the law of Biot-Savart, Wm is given by
Wm = g
∮
C1
B(s1) ds1 =
4πg
c
I lk{C1, C2}.
Gauß recognized that Wm neither depends on the geometrical details of the current carrying loop C2 nor
on those of the closed path C1.
lk{C1, C2} = 1
4π
∮
C1
∮
C2
(ds1 × ds2) · s12
|s12|3 (1.1)
s12 = s2 − s1
Figure 1.1: Transport of a magnetic charge along C1 in the magnetic field generated by a current flowing
along C2
Under continuous deformations of these curves, the value of lk{C1, C2}, the Linking Number (“Anzahl
der Umschlingungen”), remains unchanged. This quantity is a topological invariant. It is an integer
which counts the (signed) number of intersections of the loop C1 with an arbitrary (oriented) surface in
R
3 whose boundary is the loop C2 (cf. [2, 3]). In the same note, Gauß deplores the little progress in
topology (“Geometria Situs”) since Leibniz’s times who in 1679 postulated “another analysis, purely
geometric or linear which also defines the position (situs), as algebra defines magnitude”. Leibniz also
had in mind applications of this new branch of mathematics to physics. His attempt to interest a physi-
cist (Christiaan Huygens) in his ideas about topology however was unsuccessful. Topological arguments
made their entrance in physics with the formulation of the Helmholtz laws of vortex motion (1858) and
the circulation theorem by Kelvin (1869) and until today hydrodynamics continues to be a fertile field
for the development and applications of topological methods in physics. The success of the topological
arguments led Kelvin to seek for a description of the constituents of matter, the atoms at that time in
terms of vortices and thereby explain topologically their stability. Although this attempt of a topological
explanation of the laws of fundamental physics, the first of many to come, had to fail, a classification of
knots and links by P. Tait derived from these efforts [4].
Today, the use of topological methods in the analysis of properties of systems is widespread in physics.
Quantum mechanical phenomena such as the Aharonov-Bohm effect or Berry’s phase are of topological
origin, as is the stability of defects in condensed matter system, quantum liquids or in cosmology. By
their very nature, topological methods are insensitive to details of the systems in question. Their ap-
plication therefore often reveals unexpected links between seemingly very different phenomena. This
common basis in the theoretical description not only refers to obvious topological objects like vortices,
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which are encountered on almost all scales in physics, it applies also to more abstract concepts. “Helic-
ity”, for instance, a topological invariant in inviscid fluids, discovered in 1969 [5], is closely related to
the topological charge in gauge theories. Defects in nematic liquid crystals are close relatives to defects
in certain gauge theories. Dirac’s work on magnetic monopoles [6] heralded in 1931 the relevance of
topology for field theoretic studies in physics, but it was not until the formulation of non-abelian gauge
theories [7] with their wealth of non-perturbative phenomena that topological methods became a com-
mon tool in field theoretic investigations.
In these lecture notes, I will give an introduction to topological methods in gauge theories. I will de-
scribe excitations with non-trivial topological properties in the abelian and non-abelian Higgs model and
in Yang-Mills theory. The topological objects to be discussed are instantons, monopoles, and vortices
which in space-time are respectively singular on a point, a world-line, or a world-sheet. They are solu-
tions to classical non-linear field equations. I will emphasize both their common formal properties and
their relevance in physics. The topological investigations of these field theoretic models is based on the
mathematical concept of homotopy. These lecture notes include an introductory section on homotopy
with emphasis on applications. In general, proofs are omitted or replaced by plausibility arguments or
illustrative examples from physics or geometry. To emphasize the universal character in the topological
analysis of physical systems, I will at various instances display the often amazing connections between
very different physical phenomena which emerge from such analyses. Beyond the description of the
paradigms of topological objects in gauge theories, these lecture notes contain an introduction to recent
applications of topological methods to Quantum Chromodynamics with emphasis on the confinement
issue. Confinement of the elementary degrees of freedom is the trademark of Yang-Mills theories. It is
a non-perturbative phenomenon, i.e. the non-linearity of the theory is as crucial here as in the formation
of topologically non-trivial excitations. I will describe various ideas and ongoing attempts towards a
topological characterization of this peculiar property.
2 Nielsen-Olesen Vortex
The Nielsen-Olesen vortex [8] is a topological excitation in the abelian Higgs model. With topological
excitation I will denote in the following a solution to the field equations with non-trivial topological
properties. As in all the subsequent examples, the Nielsen-Olesen vortex owes its existence to vacuum
degeneracy, i.e. to the presence of multiple, energetically degenerate solutions of minimal energy. I will
start with a brief discussion of the abelian Higgs model and its (classical) “ground states”, i.e. the field
configurations with minimal energy.
2.1 Abelian Higgs Model
The abelian Higgs Model is a field theoretic model with important applications in particle and condensed
matter physics. It constitutes an appropriate field theoretic framework for the description of phenomena
related to superconductivity (cf. [9, 10]) (“Ginzburg-Landau Model”) and its topological excitations
(“Abrikosov-Vortices”). At the same time, it provides the simplest setting for the mechanism of mass
generation operative in the electro-weak interaction.
The abelian Higgs model is a gauge theory. Besides the electromagnetic field it contains a self-interacting
scalar field (Higgs field) minimally coupled to electromagnetism. From the conceptual point of view, it is
advantageous to consider this field theory in 2 + 1 dimensional space-time and to extend it subsequently
to 3 + 1 dimensions for applications.
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Figure 2.1: Higgs Potential V (φ)
The abelian Higgs model Lagrangian
L = −1
4
FµνF
µν + (Dµφ)
∗(Dµφ)− V (φ) (2.1)
contains the complex (charged), self-interacting scalar field φ. The Higgs potential
V (φ) =
1
4
λ(|φ|2 − a2)2. (2.2)
as a function of the real and imaginary part of the Higgs field is shown in Fig. 2.1. By construction, this
Higgs potential is minimal along a circle |φ| = a in the complex φ plane. The constant λ controls the
strength of the self-interaction of the Higgs field and, for stability reasons, is assumed to be positive
λ ≥ 0 . (2.3)
The Higgs field is minimally coupled to the radiation field Aµ, i.e. the partial derivative ∂µ is replaced
by the covariant derivative
Dµ = ∂µ + ieAµ. (2.4)
Gauge fields and field strengths are related by
Fµν = ∂µAν − ∂νAµ = 1
ie
[Dµ,Dν ] .
Equations of motion
• The (inhomogeneous) Maxwell equations are obtained from the principle of least action,
δS = δ
∫
d4xL = 0 ,
by variation of S with respect to the gauge fields. With
δL
δ∂µAν
= −Fµν , δL
δAν
= −jν ,
we obtain
∂µF
µν = jν , jν = ie(φ
⋆∂νφ− φ∂νφ⋆)− 2e2φ∗φAν .
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• The homogeneous Maxwell equations are not dynamical equations of motion - they are integrabil-
ity conditions and guarantee that the field strength can be expressed in terms of the gauge fields.
The homogeneous equations follow from the Jacobi identity of the covariant derivative
[Dµ, [Dν ,Dσ]] + [Dσ, [Dµ,Dν ]] + [Dν , [Dσ,Dµ]] = 0.
Multiplication with the totally antisymmetric tensor, ǫµνρσ, yields the homogeneous equations for
the dual field strength F˜µν
[
Dµ, F˜
µν
]
= 0 , F˜µν =
1
2
ǫµνρσFρσ.
The transition
F → F˜
corresponds to the following duality relation of electric and magnetic fields
E → B , B → −E.
• Variation with respect to the charged matter field yields the equation of motion
DµD
µφ+
δV
δφ∗
= 0.
Gauge theories contain redundant variables. This redundancy manifests itself in the presence of local
symmetry transformations; these “gauge transformations”
U(x) = eieα(x) (2.5)
rotate the phase of the matter field and shift the value of the gauge field in a space-time dependent manner
φ→ φ [U ] = U(x)φ(x) , Aµ → A [U ]µ = Aµ + U(x)
1
ie
∂µ U
†(x) . (2.6)
The covariant derivative Dµ has been defined such that Dµφ transforms covariantly, i.e. like the matter
field φ itself.
Dµφ(x)→ U(x)Dµφ(x).
This transformation property together with the invariance of Fµν guarantees invariance of L and of
the equations of motion. A gauge field which is gauge equivalent to Aµ = 0 is called a pure gauge.
According to (2.6) a pure gauge satisfies
Apgµ (x) = U(x)
1
ie
∂µ U
†(x) = −∂µ α(x) , (2.7)
and the corresponding field strength vanishes.
Canonical Formalism
In the canonical formalism, electric and magnetic fields play distinctive dynamical roles. They are
given in terms of the field strength tensor by
Ei = −F 0i , Bi = −1
2
ǫijkFjk = (rotA)i.
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Accordingly,
−1
4
FµνF
µν =
1
2
(
E2 −B2) .
The presence of redundant variables complicates the formulation of the canonical formalism and the
quantization. Only for independent dynamical degrees of freedom canonically conjugate variables may
be defined and corresponding commutation relations may be associated. In a first step, one has to choose
by a “gauge condition” a set of variables which are independent. For the development of the canonical
formalism there is a particularly suited gauge, the ”Weyl”- or ”temporal” gauge
A0 = 0. (2.8)
We observe, that the time derivative of A0 does not appear in L, a property which follows from the
antisymmetry of the field strength tensor and is shared by all gauge theories. Therefore in the canonical
formalism A0 is a constrained variable and its elimination greatly simplifies the formulation. It is easily
seen that (2.8) is a legitimate gauge condition, i.e. that for an arbitrary gauge field a gauge transformation
(2.6) with gauge function
∂0α(x) = A0(x)
indeed eliminates A0. With this gauge choice one proceeds straightforwardly with the definition of the
canonically conjugate momenta
δL
δ∂0Ai
= −Ei , δL
δ∂0φ
= π ,
and constructs via Legendre transformation the Hamiltonian density
H = 1
2
(E2 +B2) + π∗π + (Dφ)∗(Dφ) + V (φ) , H =
∫
d3xH(x) . (2.9)
With the Hamiltonian density given by a sum of positive definite terms (cf.(2.3)), the energy density of
the fields of lowest energy must vanish identically. Therefore, such fields are static
E = 0 , π = 0 , (2.10)
with vanishing magnetic field
B = 0 . (2.11)
The following choice of the Higgs field
|φ| = a, i.e. φ = aeiβ (2.12)
renders the potential energy minimal. The ground state is not unique. Rather the system exhibits a “vac-
uum degeneracy”, i.e. it possesses a continuum of field configurations of minimal energy. It is important
to characterize the degree of this degeneracy. We read off from (2.12) that the manifold of field configu-
rations of minimal energy is given by the manifold of zeroes of the potential energy. It is characterized
by β and thus this manifold has the topological properties of a circle S1. As in other examples to be
discussed, this vacuum degeneracy is the source of the non-trivial topological properties of the abelian
Higgs model.
To exhibit the physical properties of the system and to study the consequences of the vacuum degeneracy,
we simplify the description by performing a time independent gauge transformation. Time independent
gauge transformations do not alter the gauge condition (2.8). In the Hamiltonian formalism, these gauge
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transformations are implemented as canonical (unitary) transformations which can be regarded as sym-
metry transformations. We introduce the modulus and phase of the static Higgs field
φ(x) = ρ(x)eiθ(x) ,
and choose the gauge function
α(x) = −θ(x) (2.13)
so that in the transformation (2.6) to the “unitary gauge” the phase of the matter field vanishes
φ[U ](x) = ρ(x) , A[U ] = A− 1
e
∇θ(x) , (Dφ)[U ] =∇ρ(x)− ieA[U ]ρ(x) .
This results in the following expression for the energy density of the static fields
ǫ(x) = (∇ρ)2 +
1
2
B2 + e2ρ2A′2 +
1
4
λ(ρ2 − a2)2 . (2.14)
In this unitary gauge, the residual gauge freedom in the vector potential has disappeared together with
the phase of the matter field. In addition to condition (2.10), fields of vanishing energy must satisfy
A = 0 , ρ = a. (2.15)
In small oscillations of the gauge field around the ground state configurations (2.15) a restoring force
appears as a consequence of the non-vanishing value a of the Higgs field ρ. Comparison with the energy
density of a massive non-interacting scalar field ϕ
ǫϕ(x) =
1
2
(∇ϕ)2 +
1
2
M2ϕ2
shows that the term quadratic in the gauge field A in (2.14) has to be interpreted as a mass term of the
vector field A. In this Higgs mechanism, the photon has acquired the mass
Mγ =
√
2ea , (2.16)
which is determined by the value of the Higgs field. For non-vanishing Higgs field, the zero energy
configuration and the associated small amplitude oscillations describe electrodynamics in the so called
Higgs phase, which differs significantly from the familiar Coulomb phase of electrodynamics. In partic-
ular, with photons becoming massive, the system does not exhibit long range forces. This is most directly
illustrated by application of the abelian Higgs model to the phenomenon of superconductivity.
Meissner Effect
In this application to condensed matter physics, one identifies the energy density (2.14) with the free-
energy density of a superconductor. This is called the Ginzburg-Landau model. In this model |φ|2 is
identified with the density of the superconducting Cooper pairs (also the electric charge should be re-
placed e→ e⋆ = 2e) and serves as the order parameter to distinguish normal a = 0 and superconducting
a 6= 0 phases.
Static solutions (Eq. (2.10)) satisfy the Hamilton equation (cf. Eqs. (2.9), (2.14))
δH
δA(x)
= 0 ,
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which for a spatially constant scalar field becomes the Maxwell-London equation
rot B = rot rot A = j = 2e2a2A .
The solution to this equation for a magnetic field in the normal conducting phase (a = 0 for x < 0)
B(x) = B0e
−x/λL (2.17)
decays when penetrating into the superconducting region (a 6= 0 for x > 0) within the penetration or
London depth
λL =
1
Mγ
(2.18)
determined by the photon mass. The expulsion of the magnetic field from the superconducting region is
called Meissner effect.
Application of the gauge transformation (Eqs. (2.6,2.13)) has been essential for displaying the physics
content of the abelian Higgs model. Its definition requires a well defined phase θ(x) of the matter field
which in turn requires φ(x) 6= 0. At points where the matter field vanishes, the transformed gauge fields
A′ are singular. When approaching the Coulomb-phase (a → 0), the Higgs field oscillates around
φ = 0. In the unitary gauge, the transition from the Higgs to the Coulomb phase is therefore expected to
be accompanied by the appearance of singular field configurations or equivalently by a “condensation”
of singular points.
2.2 Topological excitations
In the abelian Higgs model, the manifold of field configurations is a circle S1 parameterized by the
angle β in Eq. (2.12). The non-trivial topology of the manifold of vacuum field configurations is the
origin of the topological excitations in the abelian Higgs model as well as in the other field theoretic
models to be discussed later. We proceed as in the discussion of the ground state configurations and
consider static fields ( Eq. (2.10)) but allow for energy densities which do not vanish everywhere. As
follows immediately from the expression (2.9) for the energy density, finite energy can result only if
asymptotically (|x| → ∞)
φ(x) → aeiθ(x)
B(x) → 0
Dφ(x) = (∇ − ieA(x))φ(x) → 0. (2.19)
For these requirements to be satisfied, scalar and gauge fields have to be correlated asymptotically. Ac-
cording to the last equation, the gauge field is asymptotically given by the phase of the scalar field
A(x) =
1
ie
∇ lnφ(x) =
1
e
∇θ(x) . (2.20)
The vector potential is by construction asymptotically a “pure gauge” (Eq. (2.7)) and no magnetic field
strength is associated with A(x).
Quantization of magnetic flux
The structure (2.20) of the asymptotic gauge field implies that the magnetic flux of field configura-
tions with finite energy is quantized. Applying Stokes’ theorem to a surface Σ which is bounded by an
asymptotic curve C yields
ΦnB =
∫
Σ
B d2x =
∮
C
A · ds = 1
e
∮
C
∇θ(x) · ds = n 2π
e
. (2.21)
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Being an integer multiple of the fundamental unit of magnetic flux, ΦnB cannot change as a function of
time, it is a conserved quantity. The appearance of this conserved quantity does not have its origin in an
underlying symmetry, rather it is of topological origin. ΦnB is also considered as a topological invariant
since it cannot be changed in a continuous deformation of the asymptotic curve C. In order to illustrate
the topological meaning of this result, we assume the asymptotic curve C to be a circle. On this circle,
|φ| = a (cf. Eq. (2.12)). Thus the scalar field φ(x) provides a mapping of the asymptotic circle C to the
circle of zeroes of the Higgs potential (V (a) = 0). To study this mapping in detail, it is convenient to
introduce polar coordinates
φ(x) = φ(r, ϕ) −→
r→∞
aeiθ(ϕ) , eiθ(ϕ+2π) = eiθ(ϕ).
The phase of the scalar field defines a non-trivial mapping of the asymptotic circle
θ : S1 → S1 , θ(ϕ+ 2π) = θ(ϕ) + 2nπ (2.22)
to the circle |φ| = a in the complex plane. These mappings are naturally divided into (equivalence)
classes which are characterized by their winding number n. This winding number counts how often the
phase θ winds around the circle when the asymptotic circle (ϕ) is traversed once. A formal definition of
the winding number is obtained by decomposing a continuous but otherwise arbitrary θ(ϕ) into a strictly
periodic and a linear function
θn(ϕ) = θ
period(ϕ) + nϕ n = 0,±1, . . .
where
θperiod(ϕ+ 2π) = θperiod(ϕ).
The linear functions can serve as representatives of the equivalence classes. Elements of an equivalence
class can be obtained from each other by continuous deformations. The magnetic flux is according to Eq.
(2.21) given by the phase of the Higgs field and is therefore quantized by the winding number n of the
mapping (2.22). For instance, for field configurations carrying one unit of magnetic flux, the phase of the
Higgs field belongs to the equivalence class θ1. Fig. 2.2 illustrates the complete turn in the phase when
moving around the asymptotic circle. For n = 1, the phase θ(x) follows, up to continuous deformations,
the polar angle ϕ, i.e. θ(ϕ) = ϕ. Note that by continuous deformations the radial vector field can
be turned into the velocity field of a vortex θ(ϕ) = ϕ + π/4. Because of their shape, the n = −1
singularities, θ(ϕ) = π − ϕ, are sometimes referred to as “hyperbolic” (right-hand side of Fig.2.2).
Field configurations A(x), φ(x) with n 6= 0 are called vortices and possess indeed properties familiar
from hydrodynamics. The energy density of vortices cannot be zero everywhere with the magnetic flux
ΦnB 6= 0. Therefore in a finite region of space B 6= 0. Furthermore, the scalar field must at least have
one zero, otherwise a singularity arises when contracting the asymptotic circle to a point. Around a zero
of |φ|, the Higgs field displays a rapidly varying phase θ(x) similar to the rapid change in direction of
the velocity field close to the center of a vortex in a fluid. However, with the modulus of the Higgs field
approaching zero, no infinite energy density is associated with this infinite variation in the phase. In the
Ginzburg-Landau theory, the core of the vortex contains no Cooper pairs (φ = 0), the system is locally
in the ordinary conducting phase containing a magnetic field.
The Structure of Vortices
The structure of the vortices can be studied in detail by solving the Euler-Lagrange equations of the
abelian Higgs model (Eq. (2.1)). To this end, it is convenient to change to dimensionless variables (note
that in 2+1 dimensions φ,Aµ, and e are of dimension length−1/2)
x→ 1
ea
x, A → 1
a
A, φ→ 1
a
φ, β =
λ
2e2
. (2.23)
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Figure 2.2: Phase of a matter field with winding number n = 1 (left) and n = −1 (right)
Accordingly, the energy of the static solutions becomes
E
a2
=
∫
d2x
{
|(∇− iA)φ|2 + 1
2
(∇×A)2 + β
2
(φφ∗ − 1)2
}
. (2.24)
The static spherically symmetric Ansatz
φ = |φ(r)|einϕ, A = nα(r)
r
eϕ ,
converts the equations of motion into a system of (ordinary) differential equations coupling gauge and
Higgs fields (
− d
2
dr2
− 1
r
d
dr
)
|φ|+ n
2
r2
(1− α)2 |φ|+ β(|φ|2 − 1)|φ| = 0 , (2.25)
d2α
dr2
− 1
r
dα
dr
− 2(α− 1)|φ|2 = 0 . (2.26)
The requirement of finite energy asymptotically and in the core of the vortex leads to the following
boundary conditions
r →∞ : α→ 1 , |φ| → 1 , α(0) = |φ(0)| = 0. (2.27)
From the boundary conditions and the differential equations, the behavior of Higgs and gauge fields is
obtained in the core of the vortex
α ∼ −2r2 , |φ| ∼ rn ,
and asymptotically
α− 1 ∼ √re−
√
2r, |φ| − 1 ∼ √re−
√
2βr.
The transition from the core of the vortex to the asymptotics occurs on different scales for gauge and
Higgs fields. The scale of the variations in the gauge field is the penetration depth λL determined by the
photon mass (cf. Eqs. (2.17) and (2.18)). It controls the exponential decay of the magnetic field when
reaching into the superconducting phase. The coherence length
ξ =
1
ea
√
2β
=
1
a
√
λ
(2.28)
controls the size of the region of the “false” Higgs vacuum (φ = 0). In superconductivity, ξ sets the scale
for the change in the density of Cooper pairs. The Ginzburg-Landau parameter
κ =
λL
ξ
=
√
β (2.29)
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varies with the substance and distinguishes Type I (κ < 1) from Type II (κ > 1) superconductors.
When applying the abelian Higgs model to superconductivity, one simply reinterprets the vortices in 2
dimensional space as 3 dimensional objects by assuming independence of the third coordinate. Often the
experimental setting singles out one of the 3 space dimensions. In such a 3 dimensional interpretation,
the requirement of finite vortex energy is replaced by the requirement of finite energy/length, i.e. finite
tension. In Type II superconductors, if the strength of an applied external magnetic field exceeds a
certain critical value, magnetic flux is not completely excluded from the superconducting region. It
penetrates the superconducting region by exciting one or more vortices each of which carrying a single
quantum of magnetic flux Φ1B (Eq. (2.21)). In Type I superconductors, the large coherence length ξ
prevents a sufficiently fast rise of the Cooper pair density. In turn the associated shielding currents
are not sufficiently strong to contain the flux within the penetration length λL and therefore no vortex
can form. Depending on the applied magnetic field and the temperature, the Type II superconductors
exhibit a variety of phenomena related to the intricate dynamics of the vortex lines and display various
phases such as vortex lattices, liquid or amorphous phases (cf. [11, 12]). The formation of magnetic
flux lines inside Type II superconductors by excitation of vortices can be viewed as mechanism for
confining magnetic monopoles. In a Gedankenexperiment we may imagine to introduce a north and
south magnetic monopole inside a type II superconductor separated by a distance d. Since the magnetic
field will be concentrated in the core of the vortices and will not extend into the superconducting region,
the field energy of this system becomes
V =
1
2
∫
d3xB2 ∝ 4πd
e2λ2L
. (2.30)
Thus, the interaction energy of the magnetic monopoles grows linearly with their separation. In Quantum
Chromodynamics (QCD) one is looking for mechanisms of confinement of (chromo-) electric charges.
Thus one attempts to transfer this mechanism by some “duality transformation” which interchanges the
role of electric and magnetic fields and charges. In view of such applications to QCD, it should be
emphasized that formation of vortices does not happen spontaneously. It requires a minimal value of the
applied field which depends on the microscopic structure of the material and varies over three orders of
magnitude [13].
The point κ = β = 1 in the parameter space of the abelian Higgs model is very special. It separates
Type I from Type II superconductors. I will now show that at this point the energy of a vortex is deter-
mined by its charge. To this end, I first derive a bound on the energy of the topological excitations, the
“Bogomol’nyi bound” [14]. Via an integration by parts, the energy (2.24) can be written in the following
form
E
a2
=
∫
d2x |[(∂x − iAx)± i(∂y − iAy)]φ|2 + 1
2
∫
d2x [B ± (φφ∗ − 1)]2
±
∫
d2xB +
1
2
(β − 1)
∫
d2x [φ∗φ− 1]2
with the sign chosen according to the sign of the winding number n (cf. Eq. (2.21)). For “critical cou-
pling” β = 1 (cf. Eq. (2.23)), the energy is bounded by the third term on the right-hand side, which in
turn is given by the winding number (2.21)
E ≥ 2π|n| .
The Bogomol’nyi bound is saturated if the vortex satisfies the following first order differential equations
[(∂x − iAx)± i(∂y − iAy)]φ = 0
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B = ±(φφ∗ − 1) .
It can be shown that for β = 1 this coupled system of first order differential equations is equivalent to
the Euler-Lagrange equations. The energy of these particular solutions to the classical field equations is
given in terms of the magnetic charge. Neither the existence of solutions whose energy is determined by
topological properties, nor the reduction of the equations of motion to a first order system of differential
equations is a peculiar property of the Nielsen-Olesen vortices. We will encounter again the Bogomol’nyi
bound and its saturation in our discussion of the ’t Hooft monopole and of the instantons. Similar
solutions with the energy determined by some charge play also an important role in supersymmetric
theories and in string theory.
A wealth of further results concerning the topological excitations in the abelian Higgs model has been
obtained. Multi-vortex solutions, fluctuations around spherically symmetric solutions, supersymmetric
extensions, or extensions to non-commutative spaces have been studied. Finally, one can introduce
fermions by a Yukawa coupling
δL ∼ gφψ¯ψ + eψ¯A/ψ
to the scalar and a minimal coupling to the Higgs field. Again one finds what will turn out to be a quite
general property. Vortices induce fermionic zero modes [15, 16]. We will discuss this phenomenon in
the context of instantons.
3 Homotopy
3.1 The Fundamental Group
In this section I will describe extensions and generalizations of the rather intuitive concepts which have
been used in the analysis of the abelian Higgs model. From the physics point of view, the vacuum degen-
eracy is the essential property of the abelian Higgs model which ultimately gives rise to the quantization
of the magnetic flux and the emergence of topological excitations. More formally, one views fields like
the Higgs field as providing a mapping of the asymptotic circle in configuration space to the space of
zeroes of the Higgs potential. In this way, the quantization is a consequence of the presence of integer
valued topological invariants associated with this mapping. While in the abelian Higgs model these prop-
erties are almost self-evident, in the forthcoming applications the structure of the spaces to be mapped
are more complicated. In the non-abelian Higgs model, for instance, the space of zeroes of the Higgs
potential will be a subset of a non-abelian group. In such situations, more advanced mathematical tools
have proven to be helpful for carrying out the analysis. In our discussion and for later applications, the
concept of homotopy will be central (cf. [17, 18]). It is a concept which is relevant for the character-
ization of global rather than local properties of spaces and maps (i.e. fields). In the following we will
assume that the spaces are “topological spaces”, i.e. sets in which open subsets with certain properties are
defined and thereby the concept of continuity (“smooth maps”) can be introduced (cf. [19]). In physics,
one often requires differentiability of functions. In this case, the topological spaces must possess addi-
tional properties (differentiable manifolds). We start with the formal definition of homotopy.
Definition: Let X,Y be smooth manifolds and f : X → Y a smooth map between them. A homotopy
or deformation of the map f is a smooth map
F : X × I → Y (I = [0, 1])
with the property
F (x, 0) = f (x)
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Figure 3.1: Phase of matter field with winding number n = 0
Each of the maps ft (x) = F (x, t) is said to be homotopic to the initial map f0 = f and the map of the
whole cylinder X × I is called a homotopy. The relation of homotopy between maps is an equivalence
relation and therefore allows to divide the set of smooth mapsX → Y into equivalence classes, homotopy
classes.
Definition: Two maps f, g are called homotopic, f ∼ g, if they can be deformed continuously into each
other.
The mappings
R
n → Rn : f(x) = x, g(x) = x0 = const.
are homotopic with the homotopy given by
F (x, t) = (1− t)x+ tx0. (3.1)
Spaces X in which the identity mapping 1X and the constant mapping are homotopic, are homotopically
equivalent to a point. They are called contractible.
Definition: Spaces X and Y are defined to be homotopically equivalent if continuous mappings exist
f : X → Y , g : Y → X
such that
g ◦ f ∼ 1X , f ◦ g ∼ 1Y
An important example is the equivalence of the n−sphere and the punctured Rn+1 (one point removed)
Sn = {x ∈ Rn+1|x21 + x22 + . . .+ x2n+1 = 1} ∼ Rn+1\{0}. (3.2)
which can be proved by stereographic projection. It shows that with regard to homotopy, the essential
property of a circle is the hole inside. Topologically identical (homeomorphic) spaces, i.e. spaces which
can be mapped continuously and bijectively onto each other, possess the same connectedness properties
and are therefore homotopically equivalent. The converse is not true.
In physics, we often can identify the parameter t as time. Classical fields, evolving continuously
in time are examples of homotopies. Here the restriction to continuous functions follows from energy
considerations. Discontinuous changes of fields are in general connected with infinite energies or energy
densities. For instance, a homotopy of the “spin system” shown in Fig. 3.1 is provided by a spin wave
connecting some initial F (x, 0) with some final configuration F (x, 1). Homotopy theory classifies the
different sectors (equivalence classes) of field configurations. Fields of a given sector can evolve into
each other as a function of time. One might be interested, whether the configuration of spins in Fig. 2.2
can evolve with time from the ground state configuration shown in Fig. 3.1.
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The Fundamental Group
The fundamental group characterizes connectedness properties of spaces related to properties of
loops in these spaces. The basic idea is to detect defects- like a hole in the plane - by letting loops shrink
to a point. Certain defects will provide a topological obstruction to such attempts. Here one considers
arcwise (or path) connected spaces, i.e. spaces where any pair of points can be connected by some path.
A loop (closed path) through x0 in M is formally defined as a map
α : [0, 1]→M with α(0) = α(1) = x0 .
A product of two loops is defined by
γ = α ∗ β, γ(t) =


α(2t) , 0 ≤ t ≤ 1
2
β(2t− 1) , 1
2
≤ t ≤ 1

 ,
and corresponds to traversing the loops consecutively. Inverse and constant loops are given by
α−1(t) = α(1− t), 0 ≤ t ≤ 1
and
c(t) = x0
respectively. The inverse corresponds to traversing a given loop in the opposite direction.
Definition: Two loops through x0 ∈ M are said to be homotopic, α ∼ β, if they can be continuously
deformed into each other, i.e. if a mapping H exists,
H : [0, 1] × [0, 1] →M ,
with the properties
H(s, 0) = α(s), 0 ≤ s ≤ 1 ; H(s, 1) = β(s)
H(0, t) = H(1, t) = x0, 0 ≤ t ≤ 1. (3.3)
Once more, we may interpret t as time and the homotopy H as a time-dependent evolution of loops into
each other.
Definition: π1(M,x0) denotes the set of equivalence classes (homotopy classes) of loops through x0 ∈
M .
The product of equivalence classes is defined by the product of their representatives. It can be easily
seen that this definition does not depend on the loop chosen to represent a certain class. In this way,
π1(M,x0) acquires a group structure with the constant loop representing the neutral element. Finally, in
an arcwise connected space M , the equivalence classes π1(M,x0) are independent of the base point x0
and one therefore denotes with π1(M) the fundamental group of M .
For applications, it is important that the fundamental group (or more generally the homotopy groups) of
homotopically equivalent spaces X,Y are identical
π1(X) = π1(Y ).
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Examples and Applications
Trivial topological spaces as far as their connectedness is concerned are simply connected spaces.
Definition: A topological space X is said to be simply connected if any loop in X can be continuously
shrunk to a point.
The set of equivalence classes consists of one element, represented by the constant loop and one writes
π1 = 0.
Obvious examples are the spaces Rn.
Non-trivial connectedness properties are the source of the peculiar properties of the abelian Higgs model.
The phase of the Higgs field θ defined on a loop at infinity, which can continuously be deformed into a
circle at infinity, defines a mapping
θ : S1 → S1.
An arbitrary phase χ defined on S1 has the properties
χ(0) = 0 , χ(2π) = 2πm . (3.4)
It can be continuously deformed into the linear function mϕ. The mapping
H(ϕ, t) = (1− t)χ(ϕ) + t ϕ χ(2π)
2π
with the properties
H(0, t) = χ(0) = 0 , H(2π, t) = χ(2π) ,
is a homotopy and thus
χ(ϕ) ∼ mϕ.
The equivalence classes are therefore characterized by integers m and since these winding numbers are
additive when traversing two loops
π1(S
1) ∼ Z. (3.5)
Vortices are defined on R2\{0} since the center of the vortex, where θ(x) is ill-defined, has to be re-
moved. The homotopic equivalence of this space to S1 (Eq. (3.2)) implies that a vortex with winding
number N 6= 0 is stable; it cannot evolve with time into the homotopy class of the ground-state configu-
ration where up to continuous deformations, the phase points everywhere into the same direction.
This argument also shows that the (abelian) vortex is not topologically stable in higher dimensions. In
R
n\{0} with n ≥ 3, by continuous deformation, a loop can always avoid the origin and can therefore be
shrunk to a point. Thus
π1(S
n) = 0 , n ≥ 2 , (3.6)
i.e. n−spheres with n > 1 are simply connected. In particular, in 3 dimensions a “point defect” cannot be
detected by the fundamental group. On the other hand, if we remove a line from the R3, the fundamental
group is again characterized by the winding number and we have
π1(R
3\R) ∼ Z . (3.7)
This result can also be seen as a consequence of the general homotopic equivalence
R
n+1\R ∼ Sn−1 . (3.8)
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The result (3.6) implies that stringlike objects in 3-dimensional spaces can be detected by loops and that
their topological stability is determined by the non-triviality of the fundamental group. For constructing
pointlike objects in higher dimensions, the fields must assume values in spaces with different connected-
ness properties.
The fundamental group of a product of spaces X,Y is isomorphic to the product of their fundamental
groups
π1(X ⊗ Y ) ∼ π1(X) ⊗ π1(Y ) . (3.9)
For a torus T and a cylinder C we thus have
π1(T ) ∼ Z⊗ Z, π1(C) = Z⊗ {0} . (3.10)
3.2 Higher Homotopy Groups
The fundamental group displays the properties of loops under continuous deformations and thereby
characterizes topological properties of the space in which the loops are defined. With this tool only
a certain class of non-trivial topological properties can be detected. We have already seen above that
a point defect cannot be detected by loops in dimensions higher than two and therefore the concept of
homotopy groups must be generalized to higher dimensions. Although in R3 a circle cannot enclose a
pointlike defect, a 2-sphere can. The higher homotopy groups are obtained by suitably defining higher
dimensional analogs of the (one dimensional) loops. For technical reasons, one does not choose directly
spheres and starts with n−cubes which are defined as
In = {(s1, . . . , sn) | 0 ≤ si ≤ 1 all i}
whose boundary is given by
∂In = {(s1, . . . , sn) ∈ In | si = 0 or si = 1 for at least one i}.
Loops are curves with the initial and final points identified. Correspondingly, one considers continuous
maps from the n−cube to the topological space X
α : In → X
with the properties that the image of the boundary is one point in X
α : In → X , α(s) = x0 for s ∈ ∂In.
α(In) is called an n−loop in X. Due to the identification of the points on the boundary these n−loops
are topologically equivalent to n−spheres. One now proceeds as above and introduces a homotopy,
i.e. continuous deformations of n−loops
F : In × I → X
and requires
F (s1, s2, . . . , 0) = α(s1, . . . , sn)
F (s1, s2, . . . , 1) = β(s1, . . . , sn)
F (s1, s2, . . . , t) = x0 , for (s1, . . . , sn) ∈ ∂In ⇒ α ∼ β
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The homotopy establishes an equivalence relation between the n−loops. The space of n−loops is
thereby partitioned into disjoint classes. The set of equivalence classes is, for arcwise connected spaces
(independence of x0), denoted by
πn(X) = {α|α : In → X, α(s ∈ ∂In) = x0} .
As π1, also πn can be equipped with an algebraic structure. To this end one defines a product of maps
α, β by connecting them along a common part of the boundary, e.g. along the part given by s1=1
α ◦ β(s1, s2, . . . , sn) =


α(2s1, s2, . . . , sn) , 0 ≤ s1 ≤ 1
2
β(2s1 − 1, s2, . . . , sn) , 1
2
≤ s1 ≤ 1
α−1(s1, s2, . . . , sn) = α(1− s1, s2, . . . , sn) .
After definition of the unit element and the inverse respectively
e(s1, s2...sn) = x0 , α
−1(s1, s2...sn) = α(1 − s1, s2...sn)
πn is seen to be a group. The algebraic structure of the higher homotopy groups is simple
πn(X) is abelian for n > 1 . (3.11)
The fundamental group, on the other hand, may be non-abelian, although most of the applications in
physics deal with abelian fundamental groups. An example of a non-abelian fundamental group will be
discussed below (cf. Eq. (3.44)).
The mapping between spheres is of relevance for many applications of homotopy theory. The following
result holds
πn(S
n) ∼ Z. (3.12)
In this case the integer n characterizing the mapping generalizes the winding number of mappings be-
tween circles. By introducing polar coordinates θ, ϕ and θ′, ϕ′ on two spheres, under the mapping
θ′ = θ, ϕ′ = ϕ,
the sphere S2′ is covered once if θ and ϕ wrap the sphere S2 once. This 2-loop belongs to the class
k = 1 ∈ π2(S2). Under the mapping
θ′ = θ, ϕ′ = 2ϕ
S2 ′ is covered twice and the 2-loop belongs to the class k = 2 ∈ π2(S2) . Another important result is
πm(S
n) = 0 m < n, (3.13)
a special case of which (π1(S2)) has been discussed above. There are no simple intuitive arguments
concerning the homotopy groups πn(Sm) for n > m, which in general are non-trivial. A famous example
(cf. [2]) is
π3(S
2) ∼ Z , (3.14)
a result which is useful in the study of Yang-Mills theories in a certain class of gauges (cf. [20]). The
integer k labeling the equivalence classes has a geometric interpretation. Consider two points y1, y2 ∈
S2, which are regular points in the (differentiable) mapping
f : S3 → S2
i.e. the differential df is 2-dimensional in y1 and y2. The pre images of these points M1,2 = f−1(y1,2)
are curves C1, C2 on S3; the integer k is the linking number lk{C1, C2} of these curves, cf. Eq. (1.1). It is
called the Hopf invariant.
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3.3 Quotient Spaces
Topological spaces arise in very different fields of physics and are frequently of complex structure. Most
commonly, such non-trivial topological spaces are obtained by identification of certain points which are
elements of simple topological spaces. The mathematical concept behind such identifications is that of a
quotient space. The identification of points is formulated as an equivalence relation between them.
Definition Let X be a topological space and ∼ an equivalence relation on X. Denote by
[x] = {y ∈ X|y ∼ x}
the equivalence class of x and with X/∼ the set of equivalence classes; the projection taking each
x ∈ X to its equivalence class be denoted by
π (x) = [x] .
X/∼ is then called quotient space of X relative to the relation ∼. The quotient space is a topological
space with subsets V ⊂ X/∼ defined to be open if π−1(V ) is an open subset of X.
• An elementary example of a quotient space is a circle. It is obtained by an equivalence relation of
points in R and therefore owes its non-trivial topological properties to this identification. Let the
equivalence relation be defined by :
X = R, x, y ∈ R, x ∼ y if x− y ∈ Z.
R/∼ can be identified with
S1 = {z ∈ C||z| = 1} ,
the unit circle in the complex plane and the projection is given by
π (x) = e2iπx.
The circle is the topological space in which the phase of the Higgs field or of the wave function of
a superconductor lives. Also the orientation of the spins of magnetic substances with restricted to
a plane can be specified by points on a circle. In field theory such models are called O(2) models.
If the spins can have an arbitrary direction in 3-dimensions (O(3) models), the relevant manifold
representing such spins is the surface of a sphere, i.e. S2.
• Let us consider
X = Rn+1\ {0} ,
i.e. the set of all (n+1) tuples x = (x1, x2, ..., xn+1) except (0, 0, ..., 0), and define
x ∼ y if for real t 6= 0 (y1, y2, ..., yn+1) = (tx1, tx2, ..., txn+1) .
The equivalence classes [x] may be visualized as lines through the origin. The resulting quotient
space is called the real projective space and denoted by RPn; it is a differentiable manifold of
dimension n. Alternatively, the projective spaces can be viewed as spheres with antipodal points
identified
RPn = {x|x ∈ Sn, x ∼ −x}. (3.15)
These topological spaces are important in condensed matter physics. These are the topological
spaces of the degrees of freedom of (nematic) liquid crystals. Nematic liquid crystals consist
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D2
D2
Figure 3.2: Compactification of a disc D2 to S2 can be achieved by deforming the disc and finally
adding a point, the north-pole
of long rod-shaped molecules which spontaneously orient themselves like spins of a magnetic
substances. Unlike spins, there is no distinction between head and tail. Thus, after identification of
head and tail, the n−spheres relevant for the degrees of freedom of magnetic substances, the spins,
turn into the projective spaces relevant for the degrees of freedom of liquid crystals, the directors.
• The n−spheres are the central objects of homotopy; physical systems in general are defined in the
R
n
. In order to apply homotopy arguments, often the space Rn has to be replaced by Sn. Formally
this is possible by adjoining the point {∞} to Rn
R
n ∪ {∞} = Sn . (3.16)
This procedure is called the one-point (or Alexandroff) compactification of Rn ([21]). Geomet-
rically this is achieved by the stereographic projection with the infinitely remote points being
mapped to the north-pole of the sphere. For this to make sense, the fields which are defined in Rn
have to approach a constant with |x| → ∞. Similarly the process of compactification of a disc
D2 or equivalently a square to S2 as shown in Fig. 3.2 requires the field (phase and modulus of a
complex field) to be constant along the boundary.
3.4 Degree of Maps
For mappings between closed oriented manifolds X and Y of equal dimension (n), a homotopy invariant,
the degree can be introduced [2, 3]. Unlike many other topological invariants, the degree possesses
an integral representation, which is extremely useful for actually calculating the value of topological
invariants. If y0 ∈ Y is a regular value of f , the set f−1 (y0) consists of only a finite number of points
x1, ...xm . Denoting with xβi , yα0 the local coordinates, the Jacobian defined by
Ji = det
(
∂yα0
∂xβi
)
6= 0
is non-zero.
Definition: The degree of f with respect to y0 ∈ Y is defined as
degf =
∑
xi∈f−1(y0)
sgn (Ji) . (3.17)
The degree has the important property of being independent of the choice of the regular value y0 and to
be invariant under homotopies, i.e. the degree can be used to classify homotopic classes. In particular,
it can be proven that a pair of smooth maps from a closed oriented n-dimensional manifold Xn to the
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n-sphere Sn, f, g : Xn → Sn, are homotopic iff their degrees coincide.
For illustration, return to our introductory example and consider maps from the unit circle to the unit
circle S1 → S1. As we have seen above, we can picture the unit circle as arising from R1 by identification
of the points x+ 2nπ and y + 2nπ respectively. We consider a map with the property
f (x+ 2π) = f (x) + 2kπ ,
i.e. if x moves around once the unit circle, its image y = f (x) has turned around k times. In this case,
every y0 has at least k pre images with slopes (i.e. values of the Jacobian) of the same sign. For the
representative of the k-th homotopy class, for instance,
fk (x) = k · x
and with the choice y0 = π we have f−1(y0) = { 1kπ, 2kπ, ...π}. Since ∂y0/∂x
∣∣
x=l/(kπ)
= 1, the degree
is k. Any continuous deformation can only add pairs of pre-images with slopes of opposite signs which
do not change the degree. The degree can be rewritten in the following integral form:
degf = k = 1
2π
∫ 2π
0
dx
(
df
dx
)
.
Many of the homotopy invariants appearing in our discussion can actually be calculated after identifica-
tion with the degree of an appropriate map and its evaluation by the integral representation of the degree.
In the Introduction we have seen that the work of transporting a magnetic monopole around a closed
curve in the magnetic field generated by circular current is given by the linking number lk (1.1) of these
two curves. The topological invariant lk can be identified with the degree of the following map [22]
T 2 → S2 : (t1, t2)→ sˆ12 = s1(t1)− s2(t2)|s1(t1)− s2(t2)| .
The generalization of the above integral representation of the degree is usually formulated in terms of
differential forms as ∫
X
f∗ω = degf
∫
Y
ω (3.18)
where f∗ is the induced map (pull back) of differential forms of degree n defined on Y . In the Rn this
reduces to the formula for changing the variables of integrations over some function χ
∫
f−1(Ui)
χ(y(x)) det
(
∂yα0
∂xβi
)
dx1...dxn = sgn det
(
∂yα0
∂xβi
)∫
Ui
χ(y)dy1...dyn
where the space is represented as a union of disjoint neighborhoods Ui with y0 ∈ Ui and with non-
vanishing Jacobian determinant.
3.5 Topological Groups
In many application of topological methods to physical systems, the relevant degrees of freedom are
described by fields which take values in topological groups like the Higgs field in the abelian or non-
abelian Higgs model or link variables and Wilson loops in gauge theories. In condensed matter physics
an important example is the order parameter in superfluid 3He in the “A-phase” in which the pairing of
the Helium atoms occurs in p-states with the spins coupled to 1. This pairing mechanism is the source of
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a variety of different phenomena and gives rise to the rather complicated manifold of the order parameter
SO(3)⊗ S2/Z2 (cf. [23]).
SU(2) as topological space
The group SU(2) of unitary transformations is of fundamental importance for many applications in
physics. It can be generated by the Pauli-matrices
τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1 .
)
(3.19)
Every element of SU(2) can be parameterized in the following way
U = eiφ·τ = cosφ+ iτ · φˆ sinφ = a+ iτ · b. (3.20)
Here φ denotes an arbitrary vector in internal (e.g. isospin or color) space and we do not explicitly write
the neutral element e. This vector is parameterized by the 4 (real) parameters a,b subject to the unitarity
constraint
UU † = (a+ ib · τ )(a− ib · τ ) = a2 + b2 = 1 .
This parameterization establishes the topological equivalence (homeomorphism) of SU(2) and S3
SU(2) ∼ S3. (3.21)
This homeomorphism together with the results (3.12) and (3.13) shows
π1,2
(
SU(2)
)
= 0, π3
(
SU(2)
)
= Z. (3.22)
One can show more generally the following properties of homotopy groups
πk
(
SU(n)
)
= 0 k < n .
The triviality of the fundamental group of SU(2) (Eq. (3.22)) can be verified by constructing an explicit
homotopy between the loop
u2n(s) = exp{i2nπsτ3} (3.23)
and the constant map
uc(s) = 1 . (3.24)
The mapping
H(s, t) = exp
{
− iπ
2
tτ1
}
exp
{
i
π
2
t(τ1 cos 2πns+ τ2 sin 2πns)
}
has the desired properties (cf. Eq. (3.3))
H(s, 0) = 1, H(s, 1) = u2n(s), H(0, t) = H(1, t) = 1 ,
as can be verified with the help of the identity (3.20). After continuous deformations and proper choice
of the coordinates on the group manifold, any loop can be parameterized in the form 3.23.
Not only Lie groups but also quotient spaces formed from them appear in important physical applica-
tions. The presence of the group structure suggests the following construction of quotient spaces. Given
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any subgroup H of a group G, one defines an equivalence between two arbitrary elements g1, g2 ∈ G if
they are identical up to multiplication by elements of H
g1 ∼ g2 iff g−11 g2 ∈ H . (3.25)
The set of elements in G which are equivalent to g ∈ G is called the left coset (modulo H) associated
with g and is denoted by
g H = {gh |h ∈ H} . (3.26)
The space of cosets is called the coset space and denoted by
G/H = {gH |g ∈ G} . (3.27)
If N is an invariant or normal subgroup, i.e. if gNg−1 = N for all g ∈ G, the coset space is actually a
group with the product defined by (g1N) · (g2N) = g1g2N . It is called the quotient or factor group of
G by N .
As an example we consider the group of translations in R3. Since this is an abelian group, each subgroup
is normal and can therefore be used to define factor groups. Consider N = Tx the subgroup of transla-
tions in the x−direction. The cosets are translations in the y-z plane followed by an arbitrary translation
in the x−direction. The factor group consists therefore of translations with unspecified parameter for the
translation in the x−direction. As a further example consider rotations R (ϕ) around a point in the x− y
plane. The two elements
e = R (0) , r = R (π)
form a normal subgroup N with the factor group given by
G/N = {R (ϕ)N |0 ≤ ϕ < π} .
Homotopy groups of coset spaces can be calculated with the help of the following two identities for
connected and simply connected Lie-groups such as SU(n). With H0 we denote the component of H
which is connected to the neutral element e. This component of H is an invariant subgroup of H . To
verify this, denote with γ(t) the continuous curve which connects the unity e at t = 0 with an arbitrary
element h0 of H0. With γ(t) also hγ(t)h−1 is part of H0 for arbitrary h ∈ H . Thus H0 is a normal
subgroup of H and the coset space H/H0 is a group. One extends the definition of the homotopy groups
and defines
π0(H) = H/H0 . (3.28)
The following identities hold (cf. [24], [25])
π1(G/H) = π0(H) , (3.29)
and
π2(G/H) = π1(H0) . (3.30)
Applications of these identities to coset spaces of SU(2) will be important in the following. We first
observe that, according to the parameterization (3.20), together with the neutral element e also −e is an
element of SU(2)
(
φ = 0, π in Eq. (3.20)). These 2 elements commute with all elements of SU(2) and
form a subgroup , the center of SU(2)
Z
(
SU(2)
)
= { e,−e } ∼ Z2 . (3.31)
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According to the identity (3.29) the fundamental group of the factor group is non-trivial
π1
(
SU(2)/Z(SU(2))
)
= Z2 . (3.32)
As one can see from the following argument, this result implies that the group of rotations in 3 dimensions
SO(3) is not simply connected. Every rotation matrix Rij ∈ SO(3) can be represented in terms of
SU(2) matrices (3.20)
Rij [U ] =
1
4
tr
{
Uτ iU †τ j
}
.
The SU(2) matrices U and −U represent the same SO(3) matrix. Therefore,
SO(3) ∼ SU(2)/Z2 (3.33)
and thus
π1
(
SO(3)
)
= Z2 , (3.34)
i.e. SO(3) is not simply connected.
We have verified above that the loops u2n(s) (3.23) can be shrunk in SU(2) to a point. They also can be
shrunk to a point on SU(2)/Z2. The loop
u1(s) = exp{iπsτ3} (3.35)
connecting antipodal points however is topologically stable on SU(2)/Z2, i.e. it cannot be deformed
continuously to a point, while its square, u21(s) = u2(s) can be.
The identity (3.30) is important for the spontaneous symmetry breakdown with a remaining U(1) gauge
symmetry. Since the groups SU(n) are simply connected, one obtains
π2
(
SU(n)/U(1)
)
= Z. (3.36)
3.6 Transformation Groups
Historically, groups arose as collections of permutations or one-to-one transformations of a set X onto
itself with composition of mappings as the group product. If X contains just n elements, the collection
S (X) of all its permutations is the symmetric group with n! elements. In F. Klein’s approach, to each
geometry is associated a group of transformations of the underlying space of the geometry. For example,
the group E(2) of Euclidean plane geometry is the subgroup of S
(
E2
)
which leaves the distance d (x, y)
between two arbitrary points in the plane (E2) invariant, i.e. a transformation
T : E2 → E2
is in the group iff
d (Tx, Ty) = d (x, y) .
The group E(2) is also called the group of rigid motions. It is generated by translations, rotations,
and reflections. Similarly, the general Lorentz group is the group of Poincare´ transformations which
leave the (relativistic) distance between two space-time points invariant. The interpretation of groups as
transformation groups is very important in physics. Mathematically, transformation groups are defined
in the following way (cf.[26]):
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Definition : A Lie group G is represented as a group of transformations of a manifold X (left action on
X) if there is associated with each g ∈ G a diffeomorphism of X to itself
x→ Tg (x) , x ∈ X with Tg1g2 = Tg1Tg2
(”right action” Tg1g2 = Tg2Tg1) and if Tg (x) depends smoothly on the arguments g, x.
If G is any of the Lie groups GL (n,R) , O (n,R) , GL (n,C) , U (n) then G acts in the obvious way
on the manifold Rn or Cn.
The orbit of x ∈ X is the set
Gx = {Tg (x) |g ∈ G} ⊂ X (3.37)
The action of a group G on a manifold X is said to be transitive if for every two points x, y ∈ X there
exists g ∈ G such that Tg (x) = y, i.e. if the orbits satisfy Gx = X for every x ∈ X . Such a manifold is
called a homogeneous space of the Lie group. The prime example of a homogeneous space is R3 under
translations; every two points can be connected by translations. Similarly, the group of translations acts
transitively on the n−dimensional torus T n = (S1)n in the following way:
Ty (z) =
(
e2iπ(ϕ1+t1), ..., e2iπ(ϕn+tn)
)
with
y = (t1, ..., tn) ∈ Rn, z =
(
e2iπ(ϕ1), ..., e2iπ(ϕn)
)
∈ T n .
If the translations are given in terms of integers, ti = ni, we have Tn (z) = z. This is a subgroup of the
translations and is defined more generally:
Definition : The isotropy group Hx of the point x ∈ X is the subgroup of all elements of G leaving x
fixed and is defined by
Hx = {g ∈ G|Tg (x) = x} . (3.38)
The group O (n+ 1) acts transitively on the sphere Sn and thus Sn is a homogeneous space for
the Lie group O (n+ 1) of orthogonal transformations of Rn+1. The isotropy group of the point x =
(1, 0, ...0) ∈ Sn is comprised by all matrices of the form(
1 0
0 A
)
, A ∈ O (n)
describing rotations around the x1 axis.
Given a transformation group G acting on a manifold X, we define orbits as the equivalence classes, i.e.
x ∼ y if for some g ∈ G y = g x.
For X = Rn and G = O(n) the orbits are concentric spheres and thus in one to one correspondence with
real numbers r ≥ 0. This is a homeomorphism of Rn/O (n) on the ray 0 ≤ r ≤ ∞ (which is almost a
manifold).
If one defines points on S2 to be equivalent if they are connected by a rotation around a fixed axis, the
z axis, the resulting quotient space S2/O(2) consists of all the points on S2 with fixed azimuthal angle,
i.e. the quotient space is a segment
S2/O(2) = {θ | 0 ≤ θ ≤ π} . (3.39)
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Note that in the integration over the coset spaces Rn/O(n) and S2/O(2) the radial volume element rn−1
and the volume element of the polar angle sin θ appear respectively.
The quotient space X/G needs not be a manifold, it is then called an orbifold. If G is a discrete group,
the fixed points in X under the action of G become singular points on X/G . For instance, by identifying
the points x and −x of a plane, the fixed point 0 ∈ R2 becomes the tip of the cone R2/Z2.
Similar concepts are used for a proper description of the topological space of the degrees of freedom
in gauge theories. Gauge theories contain redundant variables, i.e. variables which are related to each
other by gauge transformations. This suggests to define an equivalence relation in the space of gauge
fields
(
cf.Eqs. (2.6) and (4.15))
Aµ ∼ A˜µ if A˜µ = A[U ]µ for some U , (3.40)
i.e. elements of an equivalence class can be transformed into each other by gauge transformations U ,
they are gauge copies of a chosen representative. The equivalence classes
O =
{
A[U ]|U ∈ G
}
(3.41)
with A fixed and U running over the set of gauge transformations are called the gauge orbits. Their
elements describe the same physics. Denoting with A the space of gauge configurations and with G
the space of gauge transformations, the coset space of gauge orbits is denoted with A/G. It is this space
rather than A which defines the physical configuration space of the gauge theory. As we will see later,
under suitable assumptions concerning the asymptotic behavior of gauge fields, in Yang-Mills theories,
each gauge orbit is labeled by a topological invariant, the topological charge.
3.7 Defects in Ordered Media
In condensed matter physics, topological methods find important applications in the investigations of
properties of defects occurring in ordered media [27]. For applying topological arguments, one has to
specify the topological space X in which the fields describing the degrees of freedom are defined and the
topological space M (target space) of the values of the fields. In condensed matter physics the (classical)
fields ψ(x) are called the order parameter and M correspondingly the order parameter space. A system
of spins or directors may be defined on lines, planes or in the whole space, i.e. X = Rn with n = 1, 2
or 3. The fields or order parameters describing spins are spatially varying unit vectors with arbitrary
orientations: M = S2 or if restricted to a plane M = S1. The target spaces of directors are the corre-
sponding projective spaces RPn. A defect is a point, a line or a surface on which the order parameter
is ill-defined. The defects are defined accordingly as point defects (monopoles), line defects (vortices,
disclinations), or surface defects (domain walls). Such defects are topologically stable if they cannot
be removed by a continuous change in the order parameter. Discontinuous changes require in physical
systems of e.g. spin degrees of freedom substantial changes in a large number of the degrees of freedom
and therefore large energies. The existence of singularities alter the topology of the space X. Point and
line defects induce respectively the following changes in the topology: X = R3 → R3\{0} ∼ S2 and
X = R3 → R3\R1 ∼ S1. Homotopy provides the appropriate tools to study the stability of defects.
To this end, we proceed as in the abelian Higgs model and investigate the order parameter on a circle
or a 2-sphere sufficiently far away from the defect. In this way, the order parameter defines a mapping
ψ : Sn → M and the stability of the defects is guaranteed if the homotopy group πn(M) is non-trivial.
Alternatively one may study the defects by removing from the space X the manifold on which the or-
der parameter becomes singular. The structure of the homotopy group has important implications for
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Figure 3.3: The left figure shows loops a, b which on RP 2 can (b) and cannot (a) be shrunk to a point.
The two figures on the right demonstrate how two loops of the type a can be shrunk to one point. By
moving the point P1 together with its antipodal point Q1 two shrinkable loops of the type b are generated
the dynamics of the defects. If the asymptotic circle encloses two defects, and if the homotopy group is
abelian, than in a merger of the two defects the resulting defect is specified by the sum of the two integers
characterizing the individual defects. In particular, winding numbers
(
π1(S
1)
)
and monopole charges(
π2(S
2)
) (
cf. Eq. (3.12)) are additive.
I conclude this discussion by illustrating some of the results using the examples of magnetic systems
represented by spins and nematic liquid crystals represented by directors, i.e. spins with indistinguish-
able heads and tails (cf. Eq. (3.15) and the following discussion). If 2-dimensional spins (M = S1) or
directors (M = RP 1) live on a plane (X = R2), a defect is topologically stable. The punctured plane
obtained by the removal of the defect is homotopically equivalent to a circle (3.2) and the topological
stability follows from the non-trivial homotopy group π1(S1) for magnetic substances. The argument
applies to nematic substances as well since identification of antipodal points of a circle yields again a
circle
RP 1 ∼ S1 .
On the other hand, a point defect in a system of 3-dimensional spins M = S2 defined on a plane X = R2
- or equivalently a line defect in X = R3 - is not stable. Removal of the defect manifold generates once
more a circle. The triviality of π1(S2) (cf. Eq. (3.6)) shows that the defect can be continuously deformed
into a configuration where all the spins point into the same direction. On S2 a loop can always be shrunk
to a point (cf. Eq. (3.6)). In nematic substances, there are stable point and line defects for X = R2 and
X = R3, respectively, since
π1(RP
2) = Z2.
Non-shrinkable loops on RP 2 are obtained by connecting a given point on S2 with its antipodal one.
Because of the identification of antipodal points, the line connecting the two points cannot be contracted
to a point. In the identification, this line on S2 becomes a non-contractible loop on RP 2. Contractible
and non-contractible loops on RP 2 are shown in Fig. 3.3 . This Figure also demonstrates that connecting
two antipodal points with two different lines produces a contractible loop. Therefore the space of loops
contains only two inequivalent classes. More generally, one can show (cf. [19])
π1(RP
n) = Z2 , n ≥ 2 , (3.42)
and (cf. [18])
πn(RP
m) = πn(S
m) , n ≥ 2 . (3.43)
Thus, in 3-dimensional nematic substances point defects (monopoles), also present in magnetic sub-
stances, and line defects (disclinations), absent in magnetic substances, exist. In Fig. 3.4 the topologi-
cally stable line defect is shown. The circles around the defect are mapped by θ(ϕ) = ϕ2 into RP
2
. Only
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Figure 3.4: Line defect in RP 2. In addition to the directors also the integral curves are shown
Figure 3.5: Nematic drops (A) containing 1 (C) or more water droplets (B) (the Figure is taken from
[31]). The distance between the defects is about 5 µm
due to the identification of the directions θ ∼ θ+π this mapping is continuous. For magnetic substances,
it would be discontinuous along the ϕ = 0 axis.
Liquid crystals can be considered with regard to their underlying dynamics as close relatives to some
of the fields of particle physics. They exhibit spontaneous orientations, i.e. form ordered media with
respect to ’internal’ degrees of freedom not joined by formation of a crystalline structure. Their topo-
logically stable defects are also encountered in gauge theories as we will see later. Unlike the fields in
particle physics, nematic substances can be manipulated and, by their birefringence property, allow for a
beautiful visualization of the structure and dynamics of defects (for a thorough discussion of the physics
of liquid crystals and their defects (cf. [29, 30]). These substances offer the opportunity to study on
a macroscopic level, emergence of monopoles and their dynamics. For instance, by enclosing a water
droplet in a nematic liquid drop, the boundary conditions on the surface of the water droplet and on the
surface of the nematic drop cooperate to generate a monopole (hedgehog) structure which, as Fig. 3.5C
demonstrates, can be observed via its peculiar birefringence properties, as a four armed star of alternating
bright and dark regions. If more water droplets are dispersed in a nematic drop, they form chains (Fig.
3.5A) which consist of the water droplets alternating with hyperbolic defects of the nematic liquid (Fig.
3.5B). The non-trivial topological properties stabilize these objects for as long as a couple of weeks [31].
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In all the examples considered so far, the relevant fundamental groups were abelian. In nematic
substances the “biaxial nematic phase” has been identified (cf. [29]) which is characterized by a non-
abelian fundamental group. The elementary constituents of this phase can be thought of as rectangular
boxes rather than rods which, in this phase are aligned. Up to 180 ◦ rotations around the 3 mutually
perpendicular axes (Rπi ), the orientation of such a box is specified by an element of the rotation group
SO(3). The order parameter space of such a system is therefore given by
M = SO(3)/D2, D2 = {1, Rπ1 , Rπ2 , Rπ3}.
By representing the rotations by elements of SU(2) (cf. Eq. (3.33)), the group D2 is extended to the
group of 8 elements, containing the Pauli matrices (3.19),
Q = {±1,±τ1,±τ2,±τ3} ,
the group of quaternions. With the help of the identities (3.28) and (3.29), we derive
π1(SO(3)/D2) ∼ π1(SU(2)/Q) ∼ Q . (3.44)
In the last step it has been used that in a discrete group the connected component of the identity contains
the identity only.
The non-abelian nature of the fundamental group has been predicted to have important physical
consequences for the behavior of defects in the nematic biaxial phase. This concerns in particular the
coalescence of defects and the possibility of entanglement of disclination lines [29].
4 Yang-Mills Theory
In this introductory section I review concepts, definitions, and basic properties of gauge theories.
Gauge fields
In non-abelian gauge theories, gauge fields are matrix-valued functions of space-time. In SU(N) gauge
theories they can be represented by the generators of the corresponding Lie algebra, i.e. gauge fields and
their color components are related by
Aµ(x) = A
a
µ(x)
λa
2
, (4.1)
where the color sum runs over the N2 − 1 generators. The generators are hermitian, traceless N × N
matrices whose commutation relations are specified by the structure constants fabc[
λa
2
,
λb
2
]
= ifabc
λc
2
.
The normalization is chosen as
tr
(
λa
2
· λ
b
2
)
=
1
2
δab.
Most of our applications will be concerned with SU(2) gauge theories; in this case the generators are
the Pauli matrices (3.19)
λa = τa ,
with structure constants
fabc = ǫabc.
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Covariant derivative, field strength tensor, and its color components are respectively defined by
Dµ = ∂µ + igAµ, (4.2)
Fµν =
1
ig
[Dµ,Dν ], F
a
µν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν . (4.3)
The definition of electric and magnetic fields in terms of the field strength tensor is the same as in
electrodynamics
Eia (x) = −F 0ia (x) , Bia (x) = −1
2
ǫijkF jka (x) . (4.4)
The dimensions of gauge field and field strength in 4 dimensional space-time are
[A] = ℓ−1, [F ] = ℓ−2
and therefore in absence of a scale
Aaµ ∼Maµν
xν
x2
,
with arbitrary constants Maµν . In general, the action associated with these fields exhibits infrared and
ultraviolet logarithmic divergencies. In the following we will discuss
• Yang-Mills Theories
Only gauge fields are present. The Yang-Mills Lagrangian is
LYM = −1
4
FµνaF aµν = −
1
2
tr {FµνFµν} = 1
2
(E2 −B2). (4.5)
• Quantum Chromodynamics
QCD contains besides the gauge fields (gluons), fermion fields (quarks). Quarks are in the funda-
mental representation, i.e. in SU(2) they are represented by 2-component color spinors. The QCD
Lagrangian is (flavor dependences suppressed)
LQCD = LYM + Lm, Lm = ψ¯ (iγµDµ −m)ψ, (4.6)
with the action of the covariant derivative on the quarks given by
(Dµψ)
i = (∂µδ
ij + igAijµ )ψ
j i, j = 1 . . . N .
• Georgi-Glashow Model
In the Georgi-Glashow model [32] (non-abelian Higgs model), the gluons are coupled to a scalar,
self-interacting (V (φ)) (Higgs) field in the adjoint representation. The Higgs field has the same
representation in terms of the generators as the gauge field (4.1) and can be thought of as a 3-
component color vector in SU(2). Lagrangian and action of the covariant derivative are respec-
tively
LGG = LYM + Lm, Lm = 1
2
DµφD
µφ− V (φ) , (4.7)
(Dµφ)
a = [Dµ, φ ]
a = (∂µδ
ac − gfabcAbµ)φc . (4.8)
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Equations of Motion
The principle of least action
δS = 0, S =
∫
d4xL
yields when varying the gauge fields
δSYM = −
∫
d4x tr {FµνδFµν} = −
∫
d4x tr
{
Fµν
2
ig
[Dµ, δAν ]
}
= 2
∫
d4x tr {δAν [Dµ, Fµν ]}
the inhomogeneous field equations
[Dµ, F
µν ] = jν , (4.9)
with jν the color current associated with the matter fields
jaν =
δLm
δAaν
. (4.10)
For QCD and the Georgi-Glashow model, these currents are given respectively by
jaν = gψ¯γν
τa
2
ψ , jaν = gfabcφb(Dνφ)c . (4.11)
As in electrodynamics, the homogeneous field equations for the Yang-Mills field strength[
Dµ, F˜
µν
]
= 0 ,
with the dual field strength tensor
F˜µν =
1
2
ǫµνσρFσρ , (4.12)
are obtained as the Jacobi identities of the covariant derivative
[Dµ, [Dν ,Dρ]] + [Dν , [Dρ,Dµ]] + [Dρ, [Dν ,Dµ]] = 0 ,
i.e. they follow from the mere fact that the field strength is represented in terms of gauge potentials.
Gauge Transformations
Gauge transformations change the color orientation of the matter fields locally, i.e. in a space-time de-
pendent manner, and are defined as
U (x) = exp {igα (x)} = exp
{
igαa (x)
τa
2
}
, (4.13)
with the arbitrary gauge function αa (x). Matter fields transform covariantly with U
ψ → Uψ , φ→ UφU †. (4.14)
The transformation property of A is chosen such that the covariant derivatives of the matter fields Dµψ
and Dµφ transform as the matter fields ψ and φ respectively. As in electrodynamics, this requirement
makes the gauge fields transform inhomogeneously
Aµ (x)→ U (x)
(
Aµ (x) +
1
ig
∂µ
)
U † (x) = A [U ]µ (x) (4.15)
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resulting in a covariant transformation law for the field strength
Fµν → UFµνU †. (4.16)
Under infinitesimal gauge transformations (|gαa (x) | ≪ 1)
Aaµ (x)→ Aaµ (x)− ∂µαa (x)− gfabcαb (x)Acµ (x) . (4.17)
As in electrodynamics, gauge fields which are gauge transforms of Aµ = 0 are called pure gauges (cf.
Eq. (2.7)) and are, according to (4.15), given by
Apgµ (x) = U (x)
1
ig
∂µ U
† (x) . (4.18)
Physical observables must be independent of the choice of gauge (coordinate system in color space).
Local quantities such as the Yang-Mills action density trFµν(x)Fµν(x) or matter field bilinears like
ψ¯(x)ψ(x), φa(x)φa(x) are gauge invariant, i.e. their value does not change under local gauge transfor-
mations. One also introduces non-local quantities which, in generalization of the transformation law
(4.16) for the field strength, change homogeneously under gauge transformations. In this construction a
basic building block is the path ordered integral
Ω (x, y, C) = P exp
{
−ig
∫ s
s0
dσ
dxµ
dσ
Aµ
(
x(σ)
)}
= P exp
{
−ig
∫
C
dxµAµ
}
.
(4.19)
It describes a gauge string between the space-time points x = x(s0) and y = x(s). Ω satisfies the
differential equation
dΩ
ds
= −igdx
µ
ds
AµΩ. (4.20)
Gauge transforming this differential equation yields the transformation property of Ω
Ω (x, y, C)→ U (x)Ω (x, y, C)U † (y) . (4.21)
With the help of Ω, non-local, gauge invariant quantities like
trFµν(x)Ω (x, y, C)Fµν(y) , ψ¯(x)Ω (x, y, C)ψ(y),
or closed gauge strings -
(
SU(N)) Wilson loops
WC =
1
N
trΩ (x, x, C) (4.22)
can be constructed. For pure gauges (4.18), the differential equation (4.20) is solved by
Ωpg (x, y, C) = U(x)U †(y). (4.23)
While ψ¯(x)Ω (x, y, C)ψ(y) is an operator which connects the vacuum with meson states for SU(2)
and SU(3), fermionic baryons appear only in SU(3) in which gauge invariant states containing an odd
number of fermions can be constructed. In SU(3) a point-like gauge invariant baryonic state is obtained
by creating three quarks in a color antisymmetric state at the same space-time point
ψ(x) ∼ ǫabcψa(x)ψb(x)ψc(x).
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Under gauge transformations,
ψ(x) → ǫabcUaα(x)ψα(x)Ubβ(x)ψβ(x)Ucγ(x)ψγ(x)
= det
(
U(x)
)
ǫabcψa(x)ψb(x)ψc(x) .
Operators that create finite size baryonic states must contain appropriate gauge strings as given by the
following expression
ψ(x, y, z) ∼ ǫabc[Ω(u, x, C1)ψ(x)]a [Ω(u, y, C2)ψ(y)]b [Ω(u, z, C3)ψ(z)]c .
The presence of these gauge strings makes ψ gauge invariant as is easily verified with the help of the
transformation property (4.21). Thus, gauge invariance is enforced by color exchange processes taking
place between the quarks.
Canonical Formalism
The canonical formalism is developed in the same way as in electrodynamics. Due to the antisym-
metry of Fµν , the Lagrangian (4.5) does not contain the time derivative of A0 which, in the canonical
formalism, has to be treated as a constrained variable. In the Weyl gauge [33, 34]
Aa0 = 0, a = 1....N
2 − 1, (4.24)
these constrained variables are eliminated and the standard procedure of canonical quantization can be
employed. In a first step, the canonical momenta of gauge and matter fields (quarks and Higgs fields) are
identified
δLYM
∂0Aai
= −Ea i , δLmq
∂0ψα
= iψα † ,
δLmH
∂0φa
= πa .
By Legendre transformation, one obtains the Hamiltonian density of the gauge fields
HYM = 1
2
(E2 +B2), (4.25)
and of the matter fields
QCD : Hm = ψ†
(
1
i
γ0γiDi + γ
0m
)
ψ, (4.26)
Georgi-Glashow model : Hm = 1
2
π2 +
1
2
(Dφ)2 + V (φ) . (4.27)
The gauge condition (4.24) does not fix the gauge uniquely, it still allows for time-independent gauge
transformations U(x), i.e. gauge transformations which are generated by time-independent gauge func-
tions α(x) (4.13). As a consequence the Hamiltonian exhibits a local symmetry
H = U(x)H U(x)† (4.28)
This residual gauge symmetry is taken into account by requiring physical states |Φ〉 to satisfy the Gauß
law, i.e. the 0-component of the equation of motion (cf. Eq. (4.9))(
[Di, E
i] + j0
)|Φ〉 = 0.
In general, the non-abelian Gauß law cannot be implemented in closed form which severely limits the
applicability of the canonical formalism. A complete canonical formulation has been given in axial gauge
[35] as will be discussed below. The connection of canonical to path-integral quantization is discussed
in detail in [36].
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5 ‘t Hooft-Polyakov Monopole
The t’Hooft-Polyakov monopole [37, 38] is a topological excitation in the non-abelian Higgs or Georgi-
Glashow model (SU(2) color). We start with a brief discussion of the properties of this model with
emphasis on ground state configurations and their topological properties.
5.1 Non-Abelian Higgs Model
The Lagrangian (4.7) and the equations of motion (4.9) and (4.10) of the non-abelian Higgs model have
been discussed in the previous section. For the following discussion we specify the self-interaction,
which as in the abelian Higgs model is assumed to be a fourth order polynomial in the fields with the
normalization chosen such that its minimal value is zero
V (φ) =
1
4
λ(φ2 − a2)2, λ > 0 . (5.1)
Since φ is a vector in color space and gauge transformations rotate the color direction of the Higgs field
(4.14), V is gauge invariant
V (gφ) = V (φ) . (5.2)
We have used the notation
gφ = UφU † , g ∈ G = SU(2).
The analysis of this model parallels that of the abelian Higgs model. Starting point is the energy density
of static solutions, which in the Weyl gauge is given by
(
Eqs. (4.25, 4.27))
ǫ(x) =
1
2
B2 +
1
2
(Dφ)2 + V (φ). (5.3)
The choice
A = 0, φ = φ0 = const. , V (φ0) = 0 (5.4)
minimizes the energy density. Due to the presence of the local symmetry of the Hamiltonian
(
cf. Eq.
(4.28)), this choice is not unique. Any field configuration connected to (5.4) by a time-independent gauge
transformation will also have vanishing energy density. Gauge fixing conditions by which the Gauß law
constraint is implemented remove these gauge ambiguities; in general a global gauge symmetry remains
(cf.[39, 35]). Under a space-time independent gauge transformation
g = exp
{
igαa
τa
2
}
, α = const , (5.5)
applied to a configuration (5.4), the gauge field is unchanged as is the modulus of the Higgs field. The
transformation rotates the spatially constant φ0. In such a ground-state configuration, the Higgs field
exhibits a spontaneous orientation analogous to the spontaneous magnetization of a ferromagnet,
φ = φ0 , |φ0| = a .
This appearance of a phase with spontaneous orientation of the Higgs field is a consequence of a vacuum
degeneracy completely analogous to the vacuum degeneracy of the abelian Higgs model with its sponta-
neous orientation of the phase of the Higgs field.
Related to the difference in the topological spaces of the abelian and non-abelian Higgs fields, signif-
icantly different phenomena occur in the spontaneous symmetry breakdown. In the Georgi-Glashow
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model, the loss of rotational symmetry in color space is not complete. While the configuration (5.4)
changes under the (global) color rotations (5.5) and does therefore not reflect the invariance of the La-
grangian or Hamiltonian of the system, it remains invariant under rotations around the axis in the direc-
tion of the Higgs field α ∼ φ0. These transformations form a subgroup of the group of rotations (5.5), it
is the isotropy group (little group, stability group) (for the definition cf. (3.38)) of transformations which
leave φ0 invariant
Hφ0 = {h ∈ SU(2)|hφ0 = φ0} . (5.6)
The space of the zeroes of V , i.e. the space of vectors φ of fixed length a, is S2 which is a homogeneous
space
(
cf. the discussion after Eq. (3.37)) with all elements being generated by application of arbitrary
transformations g ∈ G to a (fixed) φ0. The space of zeroes of V and the coset space G/Hφ0 are mapped
onto each other by
Fφ0 : G/Hφ0 → {φ|V (φ) = 0} , Fφ0(g˜) = gφ0 = φ
with g denoting a representative of the coset g˜. This mapping is bijective. The space of zeroes is homo-
geneous and therefore all zeroes of V appear as an image of some g˜ ∈ G/Hφ0 . This mapping is injective
since g˜1φ0 = g˜2φ0 implies g−11 φ0g2 ∈ Hφ0 with g1,2 denoting representatives of the corresponding
cosets g˜1,2 and therefore the two group elements belong to the same equivalence class
(
cf. Eq. (3.25))
i.e. g˜1 = g˜2. Thus, these two spaces are homeomorphic
G/Hφ0 ∼ S2 . (5.7)
It is instructive to compare the topological properties of the abelian and non-abelian Higgs model.
• In the abelian Higgs model, the gauge group is
G = U(1)
and by the requirement of gauge invariance, the self-interaction is of the form
V (φ) = V (φ∗φ).
The vanishing of V determines the modulus of φ and leaves the phase undetermined
V = 0 ⇒ |φ0| = aeiβ.
After choosing the phase β, no residual symmetry is left, only multiplication with 1 leaves φ0
invariant, i.e.
H = {e} , (5.8)
and thus
G/H = G ∼ S1. (5.9)
• In the non-abelian Higgs model, the gauge group is
G = SU(2),
and by the requirement of gauge invariance, the self-interaction is of the form
V (φ) = V (φ2) , φ2 =
∑
a=1,3
φa 2.
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The vanishing of V determines the modulus of φ and leaves the orientation undetermined
V = 0 ⇒ φ0 = aφˆ0.
After choosing the orientation φˆ0, a residual symmetry persists, the invariance of φ0 under (true)
rotations around the φ0 axis and under multiplication with an element of the center of SU(2)
(
cf.
Eq. (3.31))
H = U(1)⊗ Z2 , (5.10)
and thus
G/H = SU(2)/
(
U(1) ⊗ Z2
) ∼ S2. (5.11)
5.2 The Higgs Phase
To display the physical content of the Georgi-Glashow model we consider small oscillations around the
ground-state configurations (5.4) - the normal modes of the classical system and the particles of the
quantized system. The analysis of the normal modes simplifies greatly if the gauge theory is represented
in the unitary gauge, the gauge which makes the particle content manifest. In this gauge, components of
the Higgs field rather than those of the gauge field (like the longitudinal gauge field in Coulomb gauge)
are eliminated as redundant variables. The Higgs field is used to define the coordinate system in internal
space
φ(x) = φa(x)
τa
2
= ρ(x)
τ3
2
. (5.12)
Since this gauge condition does not affect the gauge fields, the Yang-Mills part of the Lagrangian (4.5)
remains unchanged and the contribution of the Higgs field (4.7) simplifies
L = −1
4
F aµνF aµν +
1
2
∂µρ∂
µρ+ g2ρ 2A−µA
+µ − V (|ρ|) , (5.13)
with the ”charged” components of the gauge fields defined by
A±µ =
1√
2
(A1µ ∓ iA2µ). (5.14)
For small oscillations we expand the Higgs field ρ(x) around the value in the zero-energy configuration
(5.4)
ρ(x) = a+ σ(x), |σ| ≪ a . (5.15)
To leading order, the interaction with the Higgs field makes the charged components (5.14) of the gauge
fields massive with the value of the mass given by the value of ρ(x) in the zero-energy configuration
M2 = g2a2 . (5.16)
The fluctuating Higgs field σ(x) acquires its mass through the self-interaction
m2σ = V
′′
ρ=a = 2 a
2 . (5.17)
The neutral vector particles A3µ, i.e. the color component of the gauge field along the Higgs field, remains
massless. This is a consequence of the survival of the non-trivial isotropy group Hφ0 ∼ U(1)
(
cf. Eq.
(5.6)) in the symmetry breakdown of the gauge group SU(2). By coupling to a second Higgs field, with
expectation value pointing in a color direction different from φ0, a further symmetry breakdown can be
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achieved which is complete up to the discrete Z2 symmetry
(
cf.Eq. (5.11)). In such a system no massless
vector particles can be present [8, 40].
Superficially it may appear that the emergence of massive vector particles in the Georgi-Glashow model
happens almost with necessity. The subtleties of the procedure are connected to the gauge choice (5.12).
Definition of a coordinate system in the internal color space via the Higgs field requires
φ 6= 0.
This requirement can be enforced by the choice of form (controlled by a) and strength λ of the Higgs
potential V (5.1). Under appropriate circumstances, quantum or thermal fluctuations will only rarely
give rise to configurations where φ(x) vanishes at certain points and singular gauge fields (monopoles)
are present. On the other hand, one expects at fixed a and λ with increasing temperature the occurrence
of a phase transition to a gluon-Higgs field plasma. Similarly, at T = 0 a “quantum phase transition”
(T = 0 phase transition induced by variation of external parameters, cf. [41]) to a confinement phase
is expected to happen when decreasing a, λ . In the unitary gauge, these phase transitions should be
accompanied by a condensation of singular fields. When approaching either the plasma or the confined
phase, the dominance of the equilibrium positions φ = 0 prohibits a proper definition of a coordinate
system in color space based on the the color direction of the Higgs field.
The fate of the discrete Z2 symmetry is not understood in detail. As will be seen, realization of the
center symmetry indicates confinement. Thus, the Z2 factor should not be part of the isotropy group
(5.10) in the Higgs phase. The gauge choice (5.12) does not break this symmetry. Its breaking is a
dynamical property of the symmetry. It must occur spontaneously. This Z2 symmetry must be restored
in the quantum phase transition to the confinement phase and will remain broken in the transition to the
high temperature plasma phase.
5.3 Topological Excitations
As in the abelian Higgs model, the non-trivial topology (S2) of the manifold of vacuum field configura-
tions of the Georgi-Glashow model is the origin of the topological excitations. We proceed as above and
discuss field configurations of finite energy which differ in their topological properties from the ground-
state configurations. As follows from the expression (5.3) for the energy density, finite energy can result
only if asymptotically, |x| → ∞
φ(x)→ aφ0(x)
B→ 0
[Diφ((x))]
a = [∂iδ
ac − gǫabcAbi(x)]φc(x)→ 0 , (5.18)
where φ0(x) is a unit vector specifying the color direction of the Higgs field. The last equation correlates
asymptotically the gauge and the Higgs field. In terms of the scalar field, the asymptotic gauge field is
given by
Aai →
1
ga2
ǫabcφb∂iφ
c +
1
a
φaAi, (5.19)
where A denotes the component of the gauge field along the Higgs field. It is arbitrary since Eq. (5.18)
determines only the components perpendicular to φ. The asymptotic field strength associated with this
gauge field
(
cf. Eq. (4.3)) has only a color component parallel to the Higgs field - the “neutral direction”
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(
cf. the definition of the charged gauge fields in Eq. (5.14)) and we can write
F aij =
1
a
φaF ij, with F ij = 1
ga3
ǫabcφa∂iφb∂jφc + ∂iAj − ∂jAi . (5.20)
One easily verifies that the Maxwell equations
∂iF
ij = 0 (5.21)
are satisfied. These results confirm the interpretation of Fµν as a legitimate field strength related to
the unbroken U(1) part of the gauge symmetry. As the magnetic flux in the abelian Higgs model, the
magnetic charge in the non-abelian Higgs model is quantized. Integrating over the asymptotic surface
S2 which encloses the system and using the integral form of the degree (3.18) of the map defined by the
scalar field (cf. [42]) yields
m =
∫
S2
B · dσ = − 1
2ga3
∫
S2
ǫijkǫabcφa∂jφb∂kφcdσi = −4πN
g
. (5.22)
No contribution to the magnetic charge arises from ∇ × A when integrated over a surface without
boundary. The existence of a winding number associated with the Higgs field is a direct consequence of
the topological properties discussed above. The Higgs field φ maps the asymptotic S2 onto the space of
zeroes of V which topologically is S2 and has been shown
(
Eq. (5.7)) to be homeomorph to the coset
space G/Hφ0 . Thus, asymptotically, the map
φ : S2 → S2 ∼ G/Hφ0 (5.23)
is characterized by the homotopy group π2(G/Hφ0) ∼ Z. Our discussion provides an illustration of the
general relation (3.30)
π2 (SU(2)/U(1) ⊗ Z2) = π1 (U(1)) ∼ Z .
The non-triviality of the homotopy group guarantees the stability of topological excitations of finite
energy.
An important example is the spherically symmetric hedgehog configuration
φa(r) −→
r→∞
φa0(r) = a ·
xa
r
which on the asymptotic sphere covers the space of zeroes of V exactly once. Therefore, it describes
a monopole with the asymptotic field strength (apart from the A contribution) given, according to Eq.
(5.20), by
F ij = ǫijk
xk
gr3
, B = − r
g r3
. (5.24)
Monopole Solutions
The asymptotics of Higgs and gauge fields suggest the following spherically symmetric Ansatz for
monopole solutions
φa = a
xa
r
H(agr) , Aai = ǫ
aij x
j
gr2
[1−K(agr)] (5.25)
with the boundary conditions at infinity
H(r) −→
r→∞
1, K(r) −→
r→∞
0 .
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As in the abelian Higgs model, topology forces the Higgs field to have a zero. Since the winding of the
Higgs field φ cannot be removed by continuous deformations, φ has to have a zero. This defines the
center of the monopole. The boundary condition
H(0) = 0 , K(0) = 1
in the core of the monopole guarantees continuity of the solution. As in the abelian Higgs model, the
changes in the Higgs and gauge field are occurring on two different length scales. Unlike at asymptotic
distances, in the core of the monopole also charged vector fields are present. The core of the monopole
represents the perturbative phase of the Georgi-Glashow model, as the core of the vortex is made of
normal conducting material and ordinary gauge fields.
With the Ansatz (5.25) the equations of motion are converted into a coupled system of ordinary differen-
tial equations for the unknown functions H and K which allows for analytical solutions only in certain
limits. Such a limiting case is obtained by saturation of the Bogomol’nyi bound. As for the abelian Higgs
model, this bound is obtained by rewriting the total energy of the static solutions
E =
∫
d3x
[
1
2
B2 +
1
2
(Dφ)2 + V (φ)
]
=
∫
d3x
[
1
2
(B±Dφ)2 + V (φ)∓BDφ
]
,
and by expressing the last term via an integration by parts
(
applicable for covariant derivatives due to
antisymmetry of the structure constants in the definition of D in (4.8)) and with the help of the equation
of motion DB = 0 by the magnetic charge
(
Eq. (5.22))∫
d3xBDφ = a
∫
S2
B dσ = am.
The energy satisfies the Bogomol’nyi bound
E ≥ |m| a.
For this bound to be saturated, the strength of the Higgs potential has to approach zero
V = 0, i.e. λ = 0,
and the fields have to satisfy the first order equation
Ba ± (Dφ)a = 0.
In the approach to vanishing λ, the asymptotics of the Higgs field |φ| −→
r→∞
a must remain unchanged. The
solution to this system of first order differential equations is known as the Prasad-Sommerfield monopole
H(agr) = coth agr − 1
agr
, K(agr) =
sinh agr
agr
.
In this limiting case of saturation of the Bogomol’nyi bound, only one length scale exists
(
(ag)−1
)
. The
energy of the excitation, i.e. the mass of the monopole is given in terms of the mass of the charged vector
particles
(
Eq. (5.16)) by
E = M
4π
g2
.
As for the Nielsen-Olesen vortices, a wealth of further results have been obtained concerning properties
and generalizations of the ’t Hooft-Polyakov monopole solution. Among them I mention the “Julia-Zee”
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dyons [43]. These solutions of the field equations are obtained using the Ansatz (5.25) for the Higgs field
and the spatial components of the gauge field but admitting a non-vanishing time component of the form
Aa0 =
xa
r2
J(agr).
This time component reflects the presence of a source of electric charge q. Classically the electric charge
of the dyon can assume any value, semiclassical arguments suggest quantization of the charge in units of
g [44].
As the vortices of the Abelian Higgs model, ’t Hooft-Polyakov monopoles induce zero modes if massless
fermions are coupled to the gauge and Higgs fields of the monopole
Lψ = iψ¯γµDµψ − gφaψ¯ τ
a
2
ψ . (5.26)
The number of zero modes is given by the magnetic charge |m| (5.22) [45]. Furthermore, the coupled
system of a t’Hooft-Polyakov monopole and a fermionic zero mode behaves as a boson if the fermions
belong to the fundamental representation of SU(2)
(
as assumed in (5.26)) while for isovector fermions
the coupled system behaves as a fermion. Even more puzzling, fermions can be generated by coupling
bosons in the fundamental representation to the ’t Hooft-Polyakov monopole. The origin of this con-
version of isospin into spin [46, 47, 48] is the correlation between angular and isospin dependence of
Higgs and gauge fields in solutions of the form (5.25). Such solutions do not transform covariantly under
spatial rotations generated by J. Under combined spatial and isospin rotations (generated by I)
K = J + I , (5.27)
monopoles of the type (5.25) are invariant. K has to be identified with the angular momentum operator. If
added to this invariant monopole, matter fields determine by their spin and isospin the angular momentum
K of the coupled system.
Formation of monopoles is not restricted to the particular model. The Georgi-Glashow model is the
simplest model in which this phenomenon occurs. With the topological arguments at hand, one can
easily see the general condition for the existence of monopoles. If we assume electrodynamics to appear
in the process of symmetry breakdown from a simply connected topological group G, the isotropy group
H (3.38) must contain a U(1) factor. According to the identities (3.30) and (3.9), the resulting non trivial
second homotopy group of the coset space
π2(G/[H˜ ⊗ U(1)]) = π1(H˜)⊗ Z (5.28)
guarantees the existence of monopoles. This prediction is independent of the group G, the details of the
particular model, or of the process of the symmetry breakdown. It applies to Grand Unified Theories
in which the structure of the standard model (SU(3) ⊗ SU(2) ⊗ U(1)) is assumed to originate from
symmetry breakdown. The fact that monopoles cannot be avoided has posed a serious problem to the
standard model of cosmology. The predicted abundance of monopoles created in the symmetry break-
down occurring in the early universe is in striking conflict with observations. Resolution of this problem
is offered by the inflationary model of cosmology [49, 50].
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6 Quantization of Yang-Mills Theory
Gauge copies
Gauge theories are formulated in terms of redundant variables. Only in this way, a covariant, local
representation of the dynamics of gauge degrees of freedom is possible. For quantization of the theory
both canonically or in the path integral, redundant variables have to be eliminated. This procedure is
called gauge fixing. It is not unique and the implications of a particular choice are generally not well
understood. In the path integral one performs a sum over all field configurations. In gauge theories
this procedure has to be modified by making use of the decomposition of the space of gauge fields into
equivalence classes, the gauge orbits
(
Eq. (3.41)). Instead of summing in the path integral over formally
different but physically equivalent fields, the integration is performed over the equivalence classes of
such fields, i.e. over the corresponding gauge orbits. The value of the action is gauge invariant, i.e. the
same for all members of a given gauge orbit,
S
[
A[U ]
]
= S [A] .
Therefore, the action is seen to be a functional defined on classes (gauge orbits). Also the integration
measure
d
[
A[U ]
]
= d [A] , d [A] =
∏
x,µ,a
dAaµ (x) .
is gauge invariant since shifts and rotations of an integration variable do not change the value of an
integral. Therefore, in the naive path integral
Z˜ =
∫
d [A] eiS[A] ∝
∫ ∏
x
dU (x) .
a “volume” associated with the gauge transformations
∏
x dU (x) can be factorized and thereby the
integration be performed over the gauge orbits. To turn this property into a working algorithm, redundant
variables are eliminated by imposing a gauge condition
f [A] = 0, (6.1)
which is supposed to eliminate all gauge copies of a certain field configuration A. In other words, the
functional f has to be chosen such that for arbitrary field configurations the equation
f [A [U ] ] = 0
determines uniquely the gauge transformation U . If successful, the set of all gauge equivalent fields, the
gauge orbit, is represented by exactly one representative. In order to write down an integral over gauge
orbits, we insert into the integral the gauge-fixing δ-functional
δ [f (A)] =
∏
x
N2−1∏
a=1
δ [fa (A (x))] .
This modification of the integral however changes the value depending on the representative chosen, as
the following elementary identity shows
δ (g (x)) =
δ (x− a)
|g′ (a) | , g (a) = 0. (6.2)
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This difficulty is circumvented with the help of the Faddeev-Popov determinant ∆f [A] defined implic-
itly by
∆f [A]
∫
d [U ] δ
[
f
(
A[U ]
)]
= 1.
Multiplication of the path integral Z˜ with the above “1” and taking into account the gauge invariance of
the various factors yields
Z˜ =
∫
d [U ]
∫
d [A] eiS[A]∆f [A] δ
[
f
(
A[U ]
)]
=
∫
d [U ]
∫
d [A] eiS[A
[U]]∆f
[
A[U ]
]
δ
[
f
(
A[U ]
)]
=
∫
d [U ] Z.
The gauge volume has been factorized and, being independent of the dynamics, can be dropped. In
summary, the final definition of the generating functional for gauge theories
Z [J ] =
∫
d [A] ∆f [A] δ (f [A] ) e
iS[A]+i
∫
d4xJµAµ (6.3)
is given in terms of a sum over gauge orbits.
Faddeev-Popov determinant
For the calculation of ∆f [A], we first consider the change of the gauge condition fa [A] under
infinitesimal gauge transformations . Taylor expansion
fax
[
A[U ]
]
≈ fax [A] +
∫
d4y
∑
b,µ
δfax [A]
δAbµ (y)
δAbµ (y)
= fax [A] +
∫
d4y
∑
b
M (x, y; a, b)αb (y)
with δAaµ given by infinitesimal gauge transformations (4.17), yields
M (x, y; a, b) =
(
∂µδ
b,c + gf bcdAdµ (y)
) δfax [A]
δAcµ (y)
. (6.4)
In the second step, we compute the integral
∆−1f [A] =
∫
d [U ] δ
[
f
(
A[U ]
)]
by expressing the integration d [U ] as an integration over the gauge functions α. We finally change to the
variables β = Mα
∆−1f [A] = |detM |−1
∫
d [β] δ [f (A)− β]
and arrive at the final expression for the Faddeev-Popov determinant
∆f [A] = |detM | . (6.5)
Examples
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• Lorentz gauge
fax (A) = ∂
µAaµ (x)− χa (x)
M (x, y; a, b) = −
(
δab− gfabcAcµ (y) ∂µy
)
δ(4) (x− y) (6.6)
• Coulomb gauge
fax (A) = divAa (x)− χa (x)
M (x, y; a, b) =
(
δab∆+ gfabcAc (y)∇y
)
δ(4) (x− y) (6.7)
• Axial gauge
fax (A) = n
µAaµ (x)− χa (x)
M (x, y; a, b) = −δabnµ∂µy δ(4) (x− y) (6.8)
We note that in axial gauge, the Faddeev-Popov determinant does not depend on the gauge fields and
therefore changes the generating functional only by an irrelevant factor.
Gribov-Horizons
As the elementary example (6.2) shows, a vanishing Faddeev-Popov determinant (g′(a) = 0) indi-
cates the gauge condition to exhibit a quadratic or higher order zero. This implies that at this point in
function space, the gauge condition is satisfied by at least two gauge equivalent configurations, i.e. van-
ishing of ∆f [A] implies the existence of zero modes associated with M (Eq. (6.4))
Mχ0 = 0
and therefore the gauge choice is ambiguous. The (connected) spaces of gauge fields which make the
gauge choice ambiguous
MH =
{
A
∣∣ detM = 0}
are called Gribov horizons [51]. Around Gribov horizons, pairs of infinitesimally close gauge equivalent
fields exist which satisfy the gauge condition. If on the other hand two gauge fields satisfy the gauge
condition and are separated by an infinitesimal gauge transformation, these two fields are separated by a
Gribov horizon. The region beyond the horizon thus contains gauge copies of fields inside the horizon. In
general, one therefore needs additional conditions to select exactly one representative of the gauge orbits.
The structure of Gribov horizons and of the space of fields which contain no Gribov copies depends on the
choice of the gauge. Without specifying further the procedure, we associate an infinite potential energy
V[A] with every gauge copy of a configuration which already has been taken into account, i.e. after gauge
fixing, the action is supposed to contain implicitly this potential energy
S[A]→ S[A]−
∫
d4xV[A]. (6.9)
With the above expression, and given a reasonable gauge choice, the generating functional is written as
an integral over gauge orbits and can serve as starting point for further formal developments such as the
canonical formalism [36] or applications e.g. perturbation theory.
The occurrence of Gribov horizons points to a more general problem in the gauge fixing procedure.
Unlike in electrodynamics, global gauge conditions may not exist in non-abelian gauge theories [52].
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In other words, it may not be possible to formulate a condition which in the whole space of gauge
fields selects exactly one representative. This difficulty of imposing a global gauge condition is similar
to the problem of a global coordinate choice on e.g. S2. In this case, one either has to resort to some
patching procedure and use more than one set of coordinates (like for the Wu-Yang treatment of the Dirac
Monopole [53]) or deal with singular fields arising from these gauge ambiguities (Dirac Monopole).
Gauge singularities are analogous to the coordinate singularities on non-trivial manifolds (azimuthal
angle on north pole).
The appearance of Gribov-horizons poses severe technical problems in analytical studies of non-abelian
gauge theories. Elimination of redundant variables is necessary for proper definition of the path-integral
of infinitely many variables. In the gauge fixing procedure it must be ascertained that every gauge orbit
is represented by exactly one field-configuration. Gribov horizons may make this task impossible. On
the other hand, one may regard the existence of global gauge conditions in QED and its non-existence in
QCD as an expression of a fundamental difference in the structure of these two theories which ultimately
could be responsible for their vastly different physical properties.
7 Instantons
7.1 Vacuum Degeneracy
Instantons are solutions of the classical Yang-Mills field equations with distinguished topological prop-
erties [54]. Our discussion of instantons follows the pattern of that of the Nielsen-Olesen vortex or
the ’t Hooft-Polyakov monopole and starts with a discussion of configurations of vanishing energy (cf.
[55, 34, 57]). As follows from the Yang-Mills Hamiltonian (4.25) in the Weyl gauge (4.24), static zero-
energy solutions of the equations of motion (4.9) satisfy
E = 0 , B = 0,
and therefore are pure gauges (4.18)
A =
1
ig
U(x)∇U †(x). (7.1)
In the Weyl gauge, pure gauges in electrodynamics are gradients of time-independent scalar functions.
In SU(2) Yang-Mills theory, the manifold of zero-energy solutions is according to (7.1) given by the set
of all U(x) ∈ SU(2). Since topologically SU(2) ∼ S3 (cf. Eq. (3.21)), each U(x) defines a mapping
from the base space R3 to S3. We impose the requirement that at infinity, U(x) approaches a unique
value independent of the direction of x
U(x)→ const. for |x| → ∞. (7.2)
Thereby, the configuration space becomes compact R3 → S3 (cf. Eq. (3.16)) and pure gauges define a
map
U(x) : S3 −→ S3 (7.3)
to which, according to Eq. (3.12), a winding number can be assigned. This winding number counts
how many times the 3-sphere of gauge transformations U(x) is covered if x covers once the 3-sphere of
the compactified configuration space. Via the degree of the map (3.18) defined by U(x), this winding
number can be calculated [42, 56] and expressed in terms of the gauge fields
nw =
g2
16π2
∫
d3 x ǫijk
(
Aai ∂j A
a
k −
g
3
ǫabc Aai A
b
j A
c
k
)
. (7.4)
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Figure 7.1: Schematic plot of the potential energy V [A] =
∫
d3 xB[A]2 as a function of the winding
number (7.4)
The expression on the right hand side yields an integer only if A is a pure gauge. Examples of gauge
transformations giving rise to non-trivial winding (hedgehog solution for n = 1) are
Un(x) = exp{iπn xτ√
x2 + p2
} (7.5)
with winding number nw = n
(
cf. Eq. (3.20) for verifying the asymptotic behavior (7.2)). Gauge
transformation which change the winding number nw are called large gauge transformations. Unlike
small gauge transformations, they cannot be deformed continuously to U = 1.
These topological considerations show that Yang-Mills theory considered as a classical system possesses
an infinity of different lowest energy (E = 0) solutions which can be labeled by an integer n. They
are connected to each other by gauge fields which cannot be pure gauges and which therefore produce a
finite value of the magnetic field, i.e. of the potential energy. The schematic plot of the potential energy
in Fig. 7.1 shows that the ground state of QCD can be expected to exhibit similar properties as that of
a particle moving in a periodic potential. In the quantum mechanical case too, an infinite degeneracy is
present with the winding number in gauge theories replaced by the integer characterizing the equilibrium
positions of the particle.
7.2 Tunneling
“Classical vacua” are states with values of the coordinate of a mechanical system x = n given by the
equilibrium positions. Correspondingly, in gauge theories the classical vacua, the “n - vacua” are given
by the pure gauges
(
Eqs. (7.1) and (7.5)). To proceed from here to a description of the quantum mechan-
ical ground state, tunneling processes have to be included which, in such a semi-classical approximation,
connect classical vacua with each other. Thereby the quantum mechanical ground state becomes a lin-
ear superposition of classical vacua. Such tunneling solutions are most easily obtained by changing to
imaginary time with a concomitant change in the time component of the gauge potential
t→ −it ; A0 → −iA0 . (7.6)
The metric becomes Euclidean and there is no distinction between covariant and contravariant indices.
Tunneling solutions are solutions of the classical field equations derived from the Euclidean action SE ,
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i.e. the Yang-Mills action
(
cf. Eq. (4.5)) modified by the substitution (7.6). We proceed in a by now
familiar way and derive the Bogomol’nyi bound for topological excitations in Yang-Mills theories. To
this end we rewrite the action
(
cf.Eq. (4.12))
SE =
1
4
∫
d4x F aµν F
a
µν =
1
4
∫
d4x
(
±F aµν F˜ aµν +
1
2
(F aµν ∓ F˜ aµν)2
)
(7.7)
≥ ±1
4
∫
d4x F aµν F˜
a
µν (7.8)
This bound for SE (Bogomol’nyi bound) is determined by the topological charge ν , i.e. it can be rewrit-
ten as a surface term
ν =
g2
32π2
∫
d4xF aµν F˜
a
µν =
∫
dσµK
µ (7.9)
of the topological current
Kµ =
g2
16π2
ǫµαβγ
(
Aaα ∂β A
a
γ −
g
3
ǫabcAaαA
b
β A
c
γ
)
. (7.10)
Furthermore, if we assume K to vanish at spatial infinity so that
ν =
∫ +∞
−∞
dt
d
dt
∫
K0 d3 x = nw (t =∞)− nw(t = −∞) , (7.11)
the charge ν is seen to be quantized as a difference of two winding numbers.
I first discuss the formal implications of this result. The topological charge has been obtained as a
difference of winding numbers of pure (time-independent) gauges (7.1) satisfying the condition (7.2).
With the winding numbers, also ν is a topological invariant. It characterizes the space-time dependent
gauge fields Aµ(x). Another and more direct approach to the topological charge (7.9) is provided by the
study of cohomology groups. Cohomology groups characterize connectedness properties of topological
spaces by properties of differential forms and their integration via Stokes’ theorem (cf. Chapt. 12 of [58]
for an introduction).
Continuous deformations of gauge fields cannot change the topological charge. This implies that ν
remains unchanged under continuous gauge transformations. In particular, the ν = 0 equivalence class
of gauge fields containing Aµ = 0 as an element cannot be connected to gauge fields with non-vanishing
topological charge. Therefore, the gauge orbits can be labeled by ν. Field configurations with ν 6= 0
connect vacua (zero-energy field configurations) with different winding number (Eqs. (7.11) and (7.4)).
Therefore, the solutions to the classical Euclidean field equations with non-vanishing topological charge
are the tunneling solutions needed for the construction of the semi-classical Yang-Mills ground state.
Like in the examples discussed in the previous sections, the field equations simplify if the Bogomol’nyi
bound is saturated. In the case of Yang-Mills theory, the equations of motion can then be solved in closed
form. Solutions with topological charge ν = 1 (ν = −1) are called instantons (anti-instantons). Their
action is given by
SE =
8π2
g2
.
By construction, the action of any other field configuration with |ν| = 1 is larger. Solutions with action
SE = 8π
2|ν|/g2 for |ν| > 1 are called multi-instantons. According to Eq. (7.7), instantons satisfy
Fµν = ±F˜µν . (7.12)
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The interchange Fµν ↔ F˜µν corresponding in Minkowski space to the interchange E → B, B → −E
is a duality transformation and fields satisfying (7.12) are said to be selfdual (+) or anti-selfdual (−)
respectively. A spherical Ansatz yields the solutions
Aaµ = −
2
g
ηaµνxν
x2 + ρ2
F 2µν =
1
g2
192ρ4
(x2 + ρ2)4
, (7.13)
with the ’t Hooft symbol [59]
ηaµν =


ǫaµν µ, ν = 1, 2, 3
δaµ ν = 0
−δaν µ = 0 .
The size of the instanton ρ can be chosen freely. Asymptotically, gauge potential and field strength
behave as
A −→
|x|→∞
1
x
F −→
|x|→∞
1
x4
.
The unexpectedly strong decrease in the field strength is the result of a partial cancellation of abelian and
non-abelian contributions to Fµν
(
Eq. (4.3)). For instantons, the asymptotics of the gauge potential is
actually gauge dependent. By a gauge transformation, the asymptotics can be changed to x−3. Thereby
the gauge fields develop a singularity at x = 0, i.e. in the center of the instanton. In this “singular” gauge,
the gauge potential is given by
Aaµ = −
2ρ2
gx2
η¯aµνxν
x2 + ρ2
, η¯aµν = ηaµν(1− 2δµ,0)(1− 2δν,0) . (7.14)
7.3 Fermions in Topologically Non-Trivial Gauge Fields
Fermions are severely affected by the presence of gauge fields with non-trivial topological properties.
A dynamically very important phenomenon is the appearance of fermionic zero modes in certain gauge
field configurations. For a variety of low energy hadronic properties, the existence of such zero modes
appears to be fundamental. Here I will not enter a detailed discussion of non-trivial fermionic properties
induced by topologically non-trivial gauge fields (cf. [60]). Rather I will try to indicate the origin of
the induced topological fermionic properties in the context of a simple system. I will consider massless
fermions in 1+1 dimensions moving in an external (abelian) gauge field. The Lagrangian of this system
is
(
cf. Eq. (4.6))
LYM = −1
4
FµνFµν + ψ¯iγ
µDµψ, (7.15)
with the covariant derivative Dµ given in (2.4) and ψ denoting a 2-component spinor. The Dirac algebra
of the γ matrices
{γµ, γν} = gµν
can be satisfied by the following choice in terms of Pauli-matrices
(
cf. (3.19))
γ0 = τ1, γ1 = iτ2, γ5 = −γ0γ1 = τ3.
In Weyl gauge, A0 = 0, the Hamiltonian density
(
cf. Eq. (4.26)) is given by
H = 1
2
E2 + ψ†Hfψ , (7.16)
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with
Hf = (i∂1 − eA1) γ5 . (7.17)
The application of topological arguments is greatly simplified if the spectrum of the fermionic states is
discrete. We assume the fields to be defined on a circle and impose antiperiodic boundary conditions for
the fermions
ψ(x+ L) = −ψ(x) .
The (residual) time-independent gauge transformations are given by Eqs. (2.5) and (2.6) with the Higgs
field φ replaced by the fermion field ψ. On a circle, the gauge functions α(x) have to satisfy
(
cf. Eq.
(2.5))
α(x+ L) = α(x) +
2nπ
e
.
The winding number nw of the mapping
U : S1 → S1
partitions gauge transformations into equivalence classes with representatives given by the gauge func-
tions
αn(x) = dnx, dn =
2πn
eL
. (7.18)
Large gauge transformations define pure gauges
A1 = U(x)
1
ie
∂1 U
†(x) , (7.19)
which inherit the winding number
(
cf. Eq. (7.4)). For 1+1 dimensional electrodynamics the winding
number of a pure gauge is given by
nw = − e
2π
∫ L
0
dxA1(x) . (7.20)
As is easily verified, eigenfunctions and eigenvalues of Hf are given by
ψn(x) = e
−ie ∫ x0 A1dx−iEn(a)xu± , En(a) = ±2π
L
(n +
1
2
− a) , (7.21)
with the positive and negative chirality eigenspinors u± of τ3 and the zero mode of the gauge field
a =
e
2π
∫ L
0
dxA1(x) .
We now consider a change of the external gauge field A1(x) from A1(x) = 0 to a pure gauge of winding
number nw. The change is supposed to be adiabatic, such that the fermions can adjust at each instance
to the changed value of the external field. In the course of this change, a changes continuously from 0 to
nw. Note that adiabatic changes of A1 generate finite field strengths and therefore do not correspond to
gauge transformations. As a consequence we have
En(nw) = En−nw(0). (7.22)
As expected, no net change of the spectrum results from this adiabatic changes between two gauge
equivalent fields A1. However, in the course of these changes the labeling of the eigenstates has changed.
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nw negative eigenenergies of a certain chirality have become positive and nw positive eigenenergies
of the opposite chirality have become negative. This is called the spectral flow associated with this
family of Dirac operators. The spectral flow is determined by the winding number of pure gauges and
therefore a topological invariant. The presence of pure gauges with non-trivial winding number implies
the occurrence of zero modes in the process of adiabatically changing the gauge field. In mathematics, the
existence of zero modes of Dirac operators has become an important tool in topological investigations
of manifolds ([61]). In physics, the spectral flow of the Dirac operator and the appearance of zero
modes induced by topologically non-trivial gauge fields is at the origin of important phenomena like the
formation of condensates or the existence of chiral anomalies.
7.4 Instanton Gas
In the semi-classical approximation, as sketched above, the non-perturbative QCD ground state is as-
sumed to be given by topologically distinguished pure gauges and the instantons connecting the different
classical vacuum configurations. In the instanton model for the description of low-energy strong interac-
tion physics, one replaces the QCD partition function (Eq. (6.3)), i.e. the weighted sum over all gauge
fields by a sum over (singular gauge) instanton fields (7.14)
Aµ =
N∑
i=1
U(i) Aµ(i) U
+ (i) , (7.23)
with
Aµ(i) = −η¯aµν 2ρ
2
g[x− z(i)]2
xν − zν(i)
[x− z(i)]2 + ρ2 τ
a .
The gauge field is composed of N instantons with their centers located at the positions z(i) and color
orientations specified by the SU(2) matrices U(i). The instanton ensemble for calculation of n−point
functions is obtained by summing over these positions and color orientations
Z[J ] =
∫ N∏
i=1
[dU(i)dz(i)] e−SE [A]+i
∫
d4x J ·A .
Starting point of hadronic phenomenology in terms of instantons are the fermionic zero modes induced by
the non-trivial topology of instantons. The zero modes are concentrated around each individual instanton
and can be constructed in closed form
D/ψ0 = 0,
ψ0 =
ρ
π
√
x2
γx
(x2 + ρ2)
3
2
1 + γ5
2
ϕ0,
where ϕ0 is an appropriately chosen constant spinor. In the instanton model, the functional integration
over quarks is truncated as well and replaced by a sum over the zero modes in a given configuration
of non-overlapping instantons. A successful description of low-energy hadronic properties has been
achieved [62] although a dilute gas of instantons does not confine quarks and gluons. It appears that
the low energy-spectrum of QCD is dominated by the chiral properties of QCD which in turn seem to
be properly accounted for by the instanton induced fermionic zero modes. The failure of the instanton
model in generating confinement will be analyzed later and related to a deficit of the model in properly
accounting for the ’center symmetry’ in the confining phase.
To describe confinement, merons have been proposed [63] as the relevant field configurations. Merons
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are singular solutions of the classical equations of motion [64]. They are literally half-instantons, i.e. up
to a factor of 1/2 the meron gauge fields are identical to the instanton fields in the “regular gauge”
(
Eq.
(7.13))
AaMµ (x) =
1
2
Aa Iµ (x) = −
1
g
ηaµνxν
x2
,
and carry half a unit of topological charge. By this change of normalization, the cancellation between
abelian and non-abelian contributions to the field strength is upset and therefore, asymptotically
A ∼ 1
x
, F ∼ 1
x2
.
The action
S ∼
∫
d4x
1
x4
exhibits a logarithmic infrared divergence in addition to the ultraviolet divergence. Unlike instantons in
singular gauge (A ∼ x−3), merons always overlap. A dilute gas limit of an ensemble of merons does not
exist, i.e. merons are strongly interacting. The absence of a dilute gas limit has prevented development of
a quantitative meron model of QCD. Recent investigations [65] in which this strongly interacting system
of merons is treated numerically indeed suggest that merons are appropriate effective degrees of freedom
for describing the confining phase.
7.5 Topological Charge and Link Invariants
Because of its wide use in the topological analysis of physical systems, I will discuss the topological
charge and related topological invariants in the concluding paragraph on instantons.
The quantization of the topological charge ν is a characteristic property of the Yang-Mills theory in 4
dimensions and has its origin in the non-triviality of the mapping (7.3). Quantities closely related to ν
are of topological relevance in other fields of physics. In electrodynamics topologically non-trivial gauge
transformations in 3 space dimensions do not exist
(
π3(S
1) = 0
)
and therefore the topological charge is
not quantized. Nevertheless, with
K˜0 = ǫ0ijkAi∂jAk
the charge
hB =
∫
d3xK˜0 =
∫
d3xA ·B (7.24)
describes topological properties of fields. For illustration we consider two linked magnetic flux tubes
(Fig. 7.2) with the axes of the flux tubes forming closed curves C1,2. Since hB is gauge invariant
(the integrand is not, but the integral over the scalar product of the transverse magnetic field and the
(longitudinal) change in the gauge field vanishes), we may assume the vector potential to satisfy the
Coulomb gauge condition
divA = 0 ,
which allows us to invert the curl operator
(∇× )−1 = −∇× 1
∆
(7.25)
and to express K˜0 uniquely in terms of the magnetic field
K˜0 = −(∇× 1
∆
B
) ·B = 1
4π
∫
d3x
∫
d3x′
(
B(x) ×B(x′)) · x′ − x|x′ − x|3 .
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C2
C1
Figure 7.2: Linked magnetic flux tubes
For single field lines,
B(x) = b1
ds1
dt
δ(x− s1(t)) + b2ds2
dt
δ(x − s2(t))
the above integral is given by the linking number of the curves C1,2
(
cf.Eq. (1.1)). Integrating finally
over the field lines, the result becomes proportional to the magnetic fluxes φ1,2
hB = 2φ1φ2 lk{C1, C2} . (7.26)
This result indicates that the charge hB, the “magnetic helicity”, is a topological invariant. For an
arbitrary magnetic field, the helicity hB can be interpreted as an average linking number of the magnetic
field lines [22]. The helicity hω of vector fields has actually been introduced in hydrodynamics [5] with
the vector potential replaced by the velocity field u of a fluid and the magnetic field by the vorticity
ω =∇× u. The helicity measures the alignment of velocity and vorticity. The prototype of a “helical”
flow [66] is
u = u0 +
1
2
ω0 × x.
The helicity density is constant for constant velocity u0 and vorticity ω0. For parallel velocity and
vorticity, the streamlines of the fluid are-right handed helices. In magnetohydrodynamics, besides hB
and hω, a further topological invariant the “crossed” helicity can be defined. It characterizes the linkage
of ω and B [67].
Finally, I would like to mention the role of the topological charge in the connection between gauge
theories and topological invariants [68, 69]. The starting point is the expression (7.24) for the helicity,
which we use as action of the 3-dimensional abelian gauge theory [70], the abelian “Chern-Simons”
action
SCS =
k
8π
∫
M
d3xA ·B ,
where M is a 3-dimensional manifold and k an integer. One calculates the expectation value of a product
of circular Wilson loops
WN =
N∏
i=1
exp
{
i
∫
Ci
A ds
}
.
The Gaussian path integral
〈WN 〉 =
∫
D[A]eiSCS WN
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can be performed after inversion of the curl operator (7.25) in the space of transverse gauge fields. The
calculation proceeds along the line of the calculation of hB (7.24) and one finds
〈WN 〉 ∝ exp
{2iπ
k
N∑
i6=j=1
lk{Ci, Cj}
}
.
The path integral for the Chern-Simons theory leads to a representation of a topological invariant. The
key property of the Chern-Simons action is its invariance under general coordinate transformations. SCS
is itself a topological invariant. As in other evaluations of expectation values of Wilson loops, deter-
mination of the proportionality constant in the expression for 〈WN 〉 requires regularization of the path
integral due to the linking of each curve with itself (self linking number). In the extension to non-abelian
(3-dimensional) Chern-Simons theory, the very involved analysis starts with K0 (Eq. (7.10)) as the
non-abelian Chern-Simons Lagrangian. The final result is the Jones-Witten invariant associated with the
product of circular Wilson loops [68].
8 Center Symmetry and Confinement
Gauge theories exhibit, as we have seen, a variety of non-perturbative phenomena which are naturally
analyzed by topological methods. The common origin of all the topological excitations which I have
discussed is vacuum degeneracy, i.e. the existence of a continuum or a discrete set of classical fields of
minimal energy. The phenomenon of confinement, the trademark of non-abelian gauge theories, on the
other hand, still remains mysterious in spite of large efforts undertaken to confirm or disprove the many
proposals for its explanation. In particular, it remains unclear whether confinement is related to the vac-
uum degeneracy associated with the existence of large gauge transformations or more generally whether
classical or semiclassical arguments are at all appropriate for its explanation. In the absence of quarks,
i.e. of matter in the fundamental representation, SU(N) gauge theories exhibit a residual gauge symme-
try, the center symmetry, which is supposed to distinguish between confined and deconfined phases [71].
Irrespective of the details of the dynamics which give rise to confinement, this symmetry must be realized
in the confining phase and spontaneously broken in the “plasma” phase. Existence of a residual gauge
symmetry implies certain non-trivial topological properties akin to the non-trivial topological properties
emerging in the incomplete spontaneous breakdown of gauge symmetries discussed above. In this and
the following chapter I will describe formal considerations and discuss physical consequences related
to the center symmetry properties of SU(2) gauge theory. To properly formulate the center symmetry
and to construct explicitly the corresponding symmetry transformations and the order parameter associ-
ated with the symmetry, the gauge theory has to be formulated on space-time with (at least) one of the
space-time directions being compact, i.e. one has to study gauge theories at finite temperature or finite
extension.
8.1 Gauge Fields at Finite Temperature and Finite Extension
When heating a system described by a field theory or enclosing it by making a spatial direction compact
new phenomena occur which to some extent can be analyzed by topological methods. In relativistic
field theories systems at finite temperature and systems at finite extensions with an appropriate choice of
boundary conditions are copies of each other. In order to display the physical consequences of this equiv-
alence we consider the Stefan-Boltzmann law for the energy density and pressure for a non-interacting
scalar field with the corresponding quantities appearing in the Casimir effect, i.e. the energy density of
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the system if it is enclosed in one spatial direction by walls. I assume the scalar field to satisfy periodic
boundary conditions on the enclosing walls. The comparison
Stefan-Boltzmann Casimir
ǫ =
π2
15
T 4 p = −π
2
15
L−4
p =
π2
45
T 4 ǫ = −π
2
45
L−4 . (8.1)
expresses a quite general relation between thermal and quantum fluctuations in relativistic field theories
[72, 73]. This connection is easily established by considering the partition function given in terms of the
Euclidean form
(
cf. Eq. (7.6)) of the Lagrangian
Z =
∫
period.
D[...]e−
∫ β
0
dx0
∫
dx1dx2dx3LE [...]
which describes a system of infinite extension at temperature T = β−1.
The partition function
Z =
∫
period.
D[...]e−
∫ L
0 dx3
∫
dx0dx1dx2LE [...]
describes the same dynamical system in its ground state (T = 0) at finite extension L in 3-direction. As
a consequence, by interchanging the coordinate labels in the Euclidean, one easily derives allowing for
both finite temperature and finite extension
Z(β,L) = Z(L, β)
ǫ(β,L) = −p(L, β). (8.2)
These relations hold irrespective of the dynamics of the system. They apply to non-interacting systems(
Eq.(8.1)) and, more interestingly, they imply that any phase transition taking place when heating up an
interacting system has as counterpart a phase transition occurring when compressing the system (Quan-
tum phase transition [41] by variation of the size parameter L). Critical temperature and critical length
are related by
Tc =
1
Lc
.
For QCD with its supposed phase transition at about 150 MeV, this relation predicts the existence of a
phase transition when compressing the system beyond 1.3 fm.
Thermodynamic quantities can be calculated as ground state properties of the same system at the cor-
responding finite extension. This enables us to apply the canonical formalism and with it the standard
tools of analyzing the system by symmetry considerations and topological methods. Therefore, in the
following a spatial direction, the 3-direction, is chosen to be compact and of extension L
0 ≤ x3 ≤ L x = (x⊥, x3),
with
x⊥ = (x0, x1, x2).
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x3
x⊥
Figure 8.1: Polyakov loop (along the compact x3 direction) and Wilson loop (on the surface of the
cylinder) in S1 ⊗ R3
Periodic boundary conditions for gauge and bosonic matter fields
Aµ(x⊥, x3 + L) = Aµ(x⊥, x3) , φ(x⊥, x3 + L) = φ(x⊥, x3) (8.3)
are imposed, while fermion fields are subject to antiperiodic boundary conditions
ψ(x⊥, x3 + L) = −ψ(x⊥, x3). (8.4)
In finite temperature field theory, i.e. for T = 1/L, only this choice of boundary conditions defines the
correct partition functions [74]. The difference in sign of fermionic and bosonic boundary conditions
reflect the difference in the quantization of the two fields by commutators and anticommutators respec-
tively. The negative sign, appearing when going around the compact direction is akin to the change of
sign in a 2π rotation of a spin 1/2 particle.
At finite extension or finite temperature, the fields are defined on S1⊗R3 rather than on R4 if no other
compactification is assumed. Non-trivial topological properties therefore emerge in connection with the
S1 component. R3 can be contracted to a point
(
cf. Eq. (3.1)) and therefore the cylinder is homotopically
equivalent to a circle
S1 ⊗ Rn ∼ S1 . (8.5)
Homotopy properties of fields defined on a cylinder (mappings from S1 to some target space) are there-
fore given by the fundamental group of the target space. This is illustrated in Fig. 8.1 which shows two
topologically distinct loops. The loop on the surface of the cylinder can be shrunk to a point, while the
loop winding around the cylinder cannot.
8.2 Residual Gauge Symmetries in QED
I start with a brief discussion of electrodynamics with the gauge fields coupled to a charged scalar field as
described by the Higgs model Lagrangian (2.1) (cf. [39, 75]). Due to the homotopic equivalence (8.5), we
can proceed as in our discussion of 1+1 dimensional electrodynamics and classify gauge transformations
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according to their winding number and separate the gauge transformations into small and large ones
with representative gauge functions given by Eq. (7.18) (with x replaced by x3). If we strictly follow
the Faddeev-Popov procedure, gauge fixing has to be carried out by allowing for both type of gauge
transformations. Most of the gauge conditions employed do not lead to such a complete gauge fixing.
Consider for instance within the canonical formalism with A0 = 0 the Coulomb-gauge condition
divA = 0, (8.6)
and perform a large gauge transformation associated with the representative gauge function (7.18)
A(x)→ A(x) + e3dn φ(x)→ eiex3dnφ(x) . (8.7)
The transformed gauge field
(
cf. Eq. (2.6)) is shifted by a constant and therfore satisfies the Coulomb-
gauge condition as well. Thus, each gauge orbit O (cf. Eq. (3.41)) is represented by infinitely many
configurations each one representing a suborbit On. The suborbits are connected to each other by large
gauge transformations, while elements within a suborbit are connected by small gauge transformations.
The multiple representation of a gauge orbit implies that the Hamiltonian in Coulomb gauge contains a
residual symmetry due to the presence of a residual redundancy. Indeed, the Hamiltonian in Coulomb
gauge containing only the transverse gauge fields Atr and their conjugate momenta Etr
(
cf. Eq. (2.9))
H = 1
2
(E2tr +B
2) + π∗π + (Dtrφ)∗(Dtrφ) + V (φ) , H =
∫
d3xH(x) (8.8)
is easily seen to be invariant under the discrete shifts of the gauge fields joined by discrete rotations of
the Higgs field
[H, eiD3dn ] = 0. (8.9)
These transformations are generated by the 3-component of Maxwell’s displacement vector
D =
∫
d3x(E+ x j 0 ) ,
with the discrete set of parameters dn given in Eq. (7.18). At this point, the analysis of the system via
symmetry properties is more or less standard and one can characterize the different phases of the abelian
Higgs model by their realization of the displacement symmetry. It turns out that the presence of the
residual gauge symmetry is necessary to account for the different phases. It thus appears that complete
gauge fixing involving also large gauge transformations is not a physically viable option.
Like in the symmetry breakdown occurring in the non-abelian Higgs model, in this procedure of incom-
plete gauge fixing, the U(1) gauge symmetry has not completely disappeared but the isotropy group Hlgt(
Eq. (3.38)) of the large gauge transformations (8.7) generated by D3 remains. Denoting with G1 the
(simply connected) group of gauge transformations in (the covering space) R1 we deduce from Eq. (3.29)
the topological relation
π1(G1/Hlgt) ∼ Z , (8.10)
which expresses the topological stability of the large gauge transformations. Equation (8.10) does not
translate directly into a topological stability of gauge and matter field configurations. An appropriate
Higgs potential is necessary to force the scalar field to assume a non-vanishing value. In this case the
topologically non-trivial configurations are strings of constant gauge fields winding around the cylinder
with the winding number specifying both the winding of the phase of the matter field and the strength
of the gauge field. If, on the other hand, V (ϕ) has just one minimum at ϕ = 0 nothing prevents a
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continuous deformation of a configuration to A = ϕ = 0. In such a case, only quantum fluctuations
could possibly induce stability.
Consequences of the symmetry can be investigated without such additional assumptions. In the Coulomb
phase for instance with the Higgs potential given by the mass term V (φ) = m2φφ⋆, the periodic potential
for the gauge field zero-mode
a03 =
1
V
∫
d3xA3(x) (8.11)
can be evaluated [76]
Veff(a
0
3) = −
m2
π2L2
∞∑
n=1
1
n2
cos(neLa03)K2(nmL) . (8.12)
The effective potential accounts for the effect of the thermal fluctuations on the gauge field zero-mode. It
vanishes at zero temperature (L→∞). The periodicity of Veff reflects the residual gauge symmetry. For
small amplitude oscillations eLa03 ≪ 2π, Veff can be approximated by the quadratic term, which in the
small extension or high temperature limit, mL = m/T ≪ 1, defines the Debye screening mass [74, 77]
m2D =
1
3
e2T 2 . (8.13)
This result can be obtained by standard perturbation theory. We note that this perturbative evaluation of
Veff violates the periodicity, i.e. it does not respect the residual gauge symmetry.
8.3 Center Symmetry in SU(2) Yang-Mills Theory
To analyze topological and symmetry properties of gauge fixed SU(2) Yang-Mills theory, we pro-
ceed as above, although abelian and non-abelian gauge theories differ in an essential property. Since
π1
(
SU(2)
)
= 0, gauge transformations defined on S1 ⊗ R3 are topologically trivial. Nevertheless,
non-trivial topological properties emerge in the course of an incomplete gauge fixing enforced by the
presence of a non-trivial center
(
Eq. (3.31)) of SU(2). We will see later that this is actually the correct
physical choice for accounting of both the confined and deconfined phases. Before implementing a gauge
condition, it is useful to decompose the gauge transformations according to their periodicity properties.
Although the gauge fields have been required to be periodic, gauge transformations may not. Gauge
transformations preserve periodicity of gauge fields and of matter fields in the adjoint representation (cf.
Eqs. (4.14) and (4.15)) if they are periodic up to an element of the center of the gauge group
U (x⊥, L) = cU · U (x⊥, 0) . (8.14)
If fields in the fundamental representation are present with their linear dependence on U
(
Eq. (4.14)),
their boundary conditions require the gauge transformations U to be strictly periodic cU = 1. In the
absence of such fields, gauge transformations can be classified according to the value of cU
(±1 in
SU(2)). An important example of an SU(2) (cf. Eq. (3.35)) gauge transformation u− with c = −1 is
u− = eiπψˆτx3/L = cos πx3/L+ iψˆτ sinπx3/L. (8.15)
Here ψˆ(x⊥) is a unit vector in color space. For constant ψˆ, it is easy to verify that the transformed gauge
fields
A [u−]µ = e
iπψˆτx3/LAµe
−iπψˆτx3/L − π
gL
ψˆτδµ3
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indeed remain periodic and continuous. Locally, cU = ±1 gauge transformations U cannot be distin-
guished. Global changes induced by gauge transformations like (8.15) are detected by loop variables
winding around the compact x3 direction. The Polyakov loop,
P (x⊥) = P exp
{
ig
∫ L
0
dx3A3(x)
}
, (8.16)
is the simplest of such variables and of importance in finite temperature field theory. The coordinate x⊥
denotes the position of the Polyakov loop in the space transverse to x3. Under gauge transformations(
cf. Eqs. (4.19) and (4.21))
P (x⊥)→ U (x⊥, L)P (x⊥)U † (x⊥, 0) .
With x = (x⊥, 0) and x = (x⊥, L) labeling identical points, the Polyakov loop is seen to distinguish
cU = ±1 gauge transformations. In particular, we have
tr{P (x⊥)} → tr{cUP (x⊥)} SU(2)= ±tr{P (x⊥)}.
With this result, we now can transfer the classification of gauge transformations to a classification of
gauge fields. In SU(2), the gauge orbits O (cf. Eq. (3.41)) are decomposed according to c = ±1 into
suborbits O± . Thus these suborbits are characterized by the sign of the Polyakov loop at some fixed
reference point x0⊥
A(x) ∈ O± , if ± tr{P (x0⊥)} ≥ 0. (8.17)
Strictly speaking, it is not the trace of the Polyakov loop rather only its modulus |tr{P (x⊥)}| which is
invariant under all gauge transformations. Complete gauge fixing, i.e. a representation of gauge orbits O
by exactly one representative, is only possible if the gauge fixing transformations are not strictly periodic.
In turn, if gauge fixing is carried out with strictly periodic gauge fixing transformations (U, cU = 1) the
resulting ensemble of gauge fields contains one representative Af± for each of the suborbits (8.17). The
label f marks the dependence of the representative on the gauge condition
(
Eq. (6.1)). The (large)
cU = −1 gauge transformation mapping the representatives of two gauge equivalent suborbits onto each
other are called center reflections
Z : Af+ ↔ Af−. (8.18)
Under center reflections
Z : trP (x⊥)→ −trP (x⊥). (8.19)
The center symmetry is a standard symmetry within the canonical formalism. Center reflections com-
mute with the Hamiltonian
[H,Z] = 0 . (8.20)
Stationary states in SU(2) Yang-Mills theory can therefore be classified according to their Z-Parity
H|n±〉 = En± |n±〉 , Z|n±〉 = ±|n±〉 . (8.21)
The dynamics of the Polyakov loop is intimately connected to confinement. The Polyakov loop is
associated with the free energy of a single heavy charge. In electrodynamics, the coupling of a heavy
pointlike charge to an electromagnetic field is given by
δL =
∫
d4xjµAµ = e
∫
d4xδ(x− y)A0(x) = e
∫ L
0
dx0A0(x0,y) ,
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which, in the Euclidean and after interchange of coordinate labels 0 and 3, reduces to the logarithm of
the Polyakov loop. The property of the system to confine can be formulated as a symmetry property.
The expected infinite free energy of a static color charge results in a vanishing ground state expectation
value of the Polyakov loop
〈0|trP (x⊥)|0〉 = 0 (8.22)
in the confined phase. This property is guaranteed if the vacuum is center symmetric. The interaction
energy V (x⊥) of two static charges separated in a transverse direction is, up to an additive constant,
given by the Polyakov-loop correlator
〈0|trP (x⊥)trP (0)|0〉 = e−LV (x⊥). (8.23)
Thus, vanishing of the Polyakov-loop expectation values in the center symmetric phase indicates an infi-
nite free energy of static color charges, i.e. confinement. For non-zero Polyakov-loop expectation values,
the free energy of a static color charge is finite and the system is deconfined. A non-vanishing expecta-
tion value is possible only if the center symmetry is broken. Thus, in the transition from the confined to
the plasma phase, the center symmetry, i.e. a discrete part of the underlying gauge symmetry, must be
spontaneously broken. As in the abelian case, a complete gauge fixing, i.e. a definition of gauge orbits
including large gauge transformations may not be desirable or even possible. It will prevent a character-
ization of different phases by their symmetry properties.
As in QED, non-trivial residual gauge symmetry transformations do not necessarily give rise to topolog-
ically non-trivial gauge fields. For instance, the pure gauge obtained from the non-trivial gauge transfor-
mation (8.15), with constant ψˆ, Aµ = − πgLψˆτ δµ3 is deformed trivially, along a path of vanishing action,
into Aµ = 0. In this deformation, the value of the Polyakov loop (8.16) changes continuously from −1
to 1. Thus a vacuum degeneracy exists with the value of the Polyakov loop labeling the gauge fields of
vanishing action. A mechanism, like the Higgs mechanism, which gives rise to the topological stability
of excitations built upon the degenerate classical vacuum has not been identified.
8.4 Center Vortices
Here, we again view the (incomplete) gauge fixing process as a symmetry breakdown which is induced
by the elimination of redundant variables. If we require the center symmetry to be present after gauge
fixing, the isotropy group formed by the center reflections must survive the “symmetry breakdown”. In
this way, we effectively change the gauge group
SU(2)→ SU(2)/Z(2). (8.24)
Since π1
(
SU(2)/Z2
)
= Z2, as we have seen (Eq. (3.32)), this space of gauge transformations contains
topologically stable defects, line singularities in R3 or singular sheets in R4. Associated with such a
singular gauge transformation U
Z2(x) are pure gauges (with the singular line or sheet removed)
Aµ
Z2
(x) =
1
ig
U
Z2(x) ∂
µ U †
Z2
(x).
The following gauge transformation written in cylindrical coordinates ρ, ϕ, z, t
U
Z2(ϕ) = exp i
ϕ
2
τ3
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exhibits the essential properties of singular gauge transformations, the center vortices, and their associ-
ated singular gauge fields . U
Z2 is singular on the sheet ρ = 0 ( for all z, t). It has the property
U
Z2(2π) = −UZ2(0),
i.e. the gauge transformation is continuous in SU(2)/Z2 but discontinuous as an element of SU(2). The
Wilson loop detects the defect. According to Eqs. (4.22) and (4.23), the Wilson loop, for an arbitrary
path C enclosing the vortex, is given by
WC,Z2 =
1
2
tr
{
U
Z2(2π)U
†
Z2
(0)
}
= −1 . (8.25)
The corresponding pure gauge field has only one non-vanishing space-time component
Aϕ
Z2
(x) = − 1
2gρ
τ3 , (8.26)
which displays the singularity. For calculation of the field strength, we can, with only one color com-
ponent non-vanishing, apply Stokes theorem. We obtain for the flux through an area of arbitrary size Σ
located in the x− y plane ∫
Σ
F12ρdρdϕ = −π
g
τ3 ,
and conclude
F12 = −π
g
τ3δ(2)(x).
This divergence in the field strength makes these fields irrelevant in the summation over all configura-
tions. However, minor changes, like replacing the 1/ρ in Aϕ
Z2
by a function interpolating between a
constant at ρ = 0 and 1/ρ at large ρ eliminate this singularity. The modified gauge field is no longer a
pure gauge. Furthermore, a divergence in the action from the infinite extension can be avoided by form-
ing closed finite sheets. All these modifications can be carried out without destroying the property (8.25)
that the Wilson loop is −1 if enclosing the vortex. This crucial property together with the assumption
of a random distribution of center vortices yields an area law for the Wilson loop. This can be seen (cf.
[78]) by considering a large area A in a certain plane containing a loop of much smaller areaAW . Given
a fixed number N of intersection points of vortices with A, the number of intersection points with AW
will fluctuate and therefore the value W of the Wilson loop. For a random distribution of intersection
points, the probability to find n intersection points in AW is given by
pn =
(
N
n
)(AW
A
)n(
1− AWA
)N−n
.
Since, as we have seen, each intersection point contributes a factor −1, one obtains in the limit of infinite
A with the density ν of intersection points, i.e. vortices per area kept fixed,
〈W 〉 =
N∑
n=1
(−1)npn → exp
(− 2νAW ).
As exemplified by this simple model, center vortices, if sufficiently abundant and sufficiently disordered,
could be responsible for confinement (cf. [79]).
It should be noticed that, unlike the gauge transformation U
Z2 , the associated pure gauge A
µ
Z2
is not
topologically stable. It can be deformed into Aµ = 0 by a continuous change of its strength. This
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deformation, changing the magnetic flux, is not a gauge transformation and therefore the stability of
U
Z2 is compatible with the instability of AZ2 . In comparison to nematic substances with their stable Z2
defects (cf. Fig. 3.4), the degrees of freedom of Yang-Mills theories are elements of the Lie algebra and
not group-elements and it is not unlikely that the stability of Z2 vortices pertains only to formulations
of Yang-Mills theories like lattice gauge theories where the elementary degrees of freedom are group
elements.
It is instructive to compare this unstable defect in the gauge field with a topologically stable vortex. In
a simple generalization [8] of the non-abelian Higgs model (4.7) such vortices appear. One considers a
system containing two instead of one Higgs field with self-interactions of the type (5.1)
Lm =
∑
k=1,2
{1
2
DµφkD
µφk − λk
4
(φ2k − a2k)2
}
− V12(φ1φ2) , λk > 0 . (8.27)
By a choice of the interaction between the two scalar fields which favors the Higgs fields to be orthogonal
to each other in color space, a complete spontaneous symmetry breakdown up to multiplication of the
Higgs fields with elements of the center of SU(2) can be achieved. The static, cylindrically symmetric
Ansatz for such a “Z2-vortex” solution [80]
φ1 =
a1
2
τ3, φ2 =
a2
2
f(ρ)
(
cosϕτ1 + sinϕτ2
)
, Aϕ = − 1
2g
α(ρ)τ3 (8.28)
leads with V12 ∝ (φ1φ2)2 to a system of equations for the functions f(ρ) and α(ρ) which is almost
identical to the coupled system of equations (2.25) and(2.26) for the abelian vortex. As for the Nielsen-
Olesen vortex or the ’t Hooft-Polyakov monopole, the topological stability of this vortex is ultimately
guaranteed by the non-vanishing values of the Higgs fields, enforced by the self-interactions and the
asymptotic alignment of gauge and Higgs fields. This stability manifests itself in the quantization of the
magnetic flux
(
cf.(5.22))
m =
∫
S2
B · dσ = −2π
g
. (8.29)
In this generalized Higgs model, fields can be classified according to their magnetic flux, which either
vanishes as for the zero energy configurations or takes on the value (8.29). With this classification,
one can associate a Z2 symmetry similar to the center symmetry with singular gauge transformations
connecting the two classes. Unlike center reflections (8.15), singular gauge transformations change
the value of the action. It has been argued [81] that, within the 2+1 dimensional Higgs model, this
“topological symmetry” is spontaneously broken with the vacuum developing a domain structure giving
rise to confinement. Whether this happens is a dynamical issue as complicated as the formation of flux
tubes in Type II superconductors discussed on p.12. This spontaneous symmetry breakdown requires
the center vortices to condense as a result of an attractive vortex-vortex interaction which makes the
square of the vortex mass zero or negative. Extensions of such a scenario to pure gauge theories in 3+1
dimensions have been suggested [82, 83].
8.5 The Spectrum of the SU(2) Yang-Mills Theory
Based on the results of Section 8.3 concerning the symmetry and topology of Yang-Mills theories at
finite extension, I will deduce properties of the spectrum of the SU(2) Yang-Mills theory in the confined,
center-symmetric phase.
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• In the center-symmetric phase,
Z|0〉 = |0〉 ,
the vacuum expectation value of the Polyakov loop vanishes (Eq. (8.22)).
• The correlation function of Polyakov loops yields the interaction energy V of static color charges
(in the fundamental representation)
exp {−LV (r)} = 〈0|T [trP (xE⊥) trP (0)] |0〉 , r2 = (xE⊥)2 . (8.30)
• Due to the rotational invariance in Euclidean space, xE⊥ can be chosen to point in the time direction.
After insertion of a complete set of excited states
exp {−LV (r)} =
∑
n−
|〈n−|trP (0) |0〉|2 e−En−r . (8.31)
In the confined phase, the ground state does not contribute
(
Eq. (8.22)). Since P (xE⊥) is odd
under reflections only odd excited states,
Z|n−〉 = −|n−〉 ,
contribute to the above sum. If the spectrum exhibits a gap,
En− ≥ E1− > 0,
the potential energy V increases linearly with r for large separations,
V (r) ≈ E1
L
r for r→∞ and L > Lc . (8.32)
• The linear rise with the separation, r, of two static charges (cf. Eq. (8.23)) is a consequence of
covariance and the presence of a gap in the states excited by the Polyakov-loop operator. The slope
of the confining potential is the string tension σ. Thus, in Yang-Mills theory at finite extension,
the phenomenon of confinement is connected to the presence of a gap in the spectrum of Z−odd
states,
E− ≥ σL , (8.33)
which increases linearly with the extension of the compact direction. When applied to the vacuum,
the Polyakov-loop operator generates states which contain a gauge string winding around the com-
pact direction. The lower limit (8.33) is nothing else than the minimal energy necessary to create
such a gauge string in the confining phase. Two such gauge strings, unlike one, are not protected
topologically from decaying into the ground state or Z = 1 excited states. We conclude that the
states in the Z = −1 sector contain Z2- stringlike excitations with excitation energies given by
σL. As we have seen, at the classical level, gauge fields with vanishing action exist which wind
around the compact direction. Quantum mechanics lifts the vacuum degeneracy and assigns to the
corresponding states the energy (8.33).
• Z−even operators in general will have non-vanishing vacuum expectation values and such oper-
ators are expected to generate the hadronic states with the gap determined by the lowest glueball
mass E+ = mgb for sufficiently large extension mgbL≫ 1 .
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• SU(2) Yang-Mills theory contains two sectors of excitations which, in the confined phase, are not
connected by any physical process.
– The hadronic sector, the sector of Z−even states with a mass gap (obtained from lattice
calculations) E+ = mgb ≈ 1.5GeV
– The gluonic sector, the sector of Z−odd states with mass gap E− = σL.
• When compressing the system, the gap in the Z = −1 sector decreases to about 650 MeV at
Lc ≈ 0.75fm, (Tc ≈ 270 MeV). According to SU(3) lattice gauge calculations, when approaching
the critical temperature Tc ≈ 220 MeV, the lowest glueball mass decreases. The extent of this
decrease is controversial. The value mgb(Tc) = 770 MeV has been determined in [84, 85] while
in a more recent calculation [86] the significantly higher value of 1250 MeV is obtained for the
glueball mass at Tc.
• In the deconfined or plasma phase, the center symmetry is broken. The expectation value of
the Polyakov loop does not vanish. Debye screening of the fundamental charges takes place and
formation of flux tubes is suppressed. Although the deconfined phase has been subject of numerous
numerical investigations, some conceptual issues remain to be clarified. In particular, the origin
of the exceptional realization of the center symmetry is not understood. Unlike symmetries of
nearly all other systems in physics, the center symmetry is realized in the low temperature phase
and broken in the high temperature phase. The confinement-deconfinement transition shares this
exceptional behavior with the “inverse melting” process which has been observed in a polymeric
system [87] and in a vortex lattice in high-Tc superconductors [88]. In the vortex lattice, the
(inverse) melting into a crystalline state happens as a consequence of the increase in free energy
with increasing disorder which, in turn, under special conditions, may favor formation of a vortex
lattice. Since nature does not seem to offer a variety of possibilities for inverse melting, one might
guess that a similar mechanism is at work in the confinement-deconfinement transition. A solution
of this type would be provided if the model of broken topological Z2 symmetry discussed in section
8.4 could be substantiated. In this model the confinement-deconfinement transition is driven by
the dynamics of the “disorder parameter” [81] which exhibits the standard pattern of spontaneous
symmetry breakdown.
The mechanism driving the confinement-deconfinement transition must also be responsible for
the disparity in the energies involved. As we have seen, glueball masses are of the order of 1.5
GeV. On the other hand, the maximum in the spectrum of the black-body radiation increases with
temperature and reaches according to Planck’s law at T = 220 MeV a value of 620 MeV. A priori
one would not expect a dissociation of the glueballs at such low temperatures. According to the
above results concerning the Z = ±1 sectors, the phase transition may be initiated by the gain in
entropy through coupling of the two sectors which results in a breakdown of the center symmetry.
In this case the relevant energy scale is not the glueball mass but the mass gap of the Z = −1
states which, at the extension corresponding to 220 MeV, coincides with the peak in the energy
density of the blackbody-radiation.
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9 QCD in Axial Gauge
In close analogy to the discussion of the various field theoretical models which exhibit topologically
non-trivial excitations, I have described so far SU(2) Yang-Mills theory from a rather general point of
view. The combination of symmetry and topological considerations and the assumption of a confining
phase has led to intriguing conclusions about the spectrum of this theory. To prepare for more detailed
investigations, the process of elimination of redundant variables has to be carried out. In order to make
the residual gauge symmetry (the center symmetry) manifest, the gauge condition has to be chosen
appropriately. In most of the standard gauges, the center symmetry is hidden and will become apparent
in the spectrum only after a complete solution. It is very unlikely that approximations will preserve the
center symmetry as we have noticed in the context of the perturbative evaluation of the effective potential
in QED (cf. Eqs. (8.12) and (8.13)). Here I will describe SU(2) Yang-Mills theory in the framework of
axial gauge, in which the center reflections can be explicitly constructed and approximation schemes can
be developed which preserve the center symmetry.
9.1 Gauge Fixing
We now carry out the elimination of redundant variables and attempt to eliminate the 3-component of
the gauge field A3(x). Formally this can be achieved by applying the gauge transformation
Ω(x) = P exp ig
∫ x3
0
dz A3 (x⊥, z) .
It is straightforward to verify that the gauge transformed 3-component of the gauge field indeed vanishes(
cf. Eq. (4.15))
A3 (x) → Ω (x)
(
A3 (x) +
1
ig
∂3
)
Ω† (x) = 0.
However, this gauge transformation to axial gauge is not quite legitimate. The gauge transformation is
not periodic
Ω(x⊥, x3 + L) 6= Ω(x⊥, x3).
In general, gauge fields then do not remain periodic either under transformation with Ω. Furthermore,
with A3 also the gauge invariant trace of the Polyakov loop (8.16) is incorrectly eliminated by Ω. These
shortcomings can be cured, i.e. periodicity can be preserved and the loop variables trP (x⊥) can be
restored with the following modified gauge transformation
Ωag(x) = ΩD (x⊥)
[
P †(x⊥)
]x3/L Ω(x) . (9.1)
The gauge fixing to axial gauge thus proceeds in three steps
• Elimination of the 3-component of the gauge field A3(x)
• Restoration of the Polyakov loops P (x⊥)
• Elimination of the gauge variant components of the Polyakov loops P (x⊥) by diagonalization
ΩD (x⊥)P (x⊥)Ω
†
D (x⊥) = e
igLa3(x⊥) τ
3/2 . (9.2)
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Generating Functional
With the above explicit construction of the appropriate gauge transformations, we have established
that the 3-component of the gauge field indeed can be eliminated in favor of a diagonal x3-independent
field a3(x⊥). In the language of the Faddeev-Popov procedure, the axial gauge condition
(
cf. Eq. (6.1))
therefore reads
f [A] = A3 −
(
a3 +
π
gL
)τ3
2
. (9.3)
The field a3(x⊥) is compact,
a3 = a3(x⊥), − π
gL
≤ a3(x⊥) ≤ π
gL
.
It is interesting to compare QED and QCD in axial gauge in order to identify already at this level prop-
erties which are related to the non-abelian character of QCD. In QED the same procedure can be carried
out with omission of the third step. Once more, a lower dimensional field has to be kept for periodicity
and gauge invariance. However, in QED the integer part of a3(x⊥) cannot be gauged away; as winding
number of the mapping S1 → S1 it is protected topologically. In QCD, the appearance of the compact
variable is ultimately due to the elimination of the gauge field A3, an element of the Lie algebra, in favor
of P (x⊥), an element of the compact Lie group.
With the help of the auxiliary field a3(x⊥), the generating functional for QCD in axial gauge is written
as
Z [J ] =
∫
d[a3]d [A] ∆f [A] δ
{
A3 −
(
a3 +
π
gL
)τ3
2
}
eiS[A]+i
∫
d4xJµAµ . (9.4)
This generating functional contains as dynamical variables the fields a3(x⊥), A⊥(x) with
A⊥(x) = {A0(x), A1(x), A2(x)}.
It is one of the unique features of axial gauge QCD that the Faddeev-Popov determinant (cf. Eqs. (6.5)
and 6.4))
∆f [A] = |detD3|
can be evaluated in closed form
detD3
(det ∂3)3
=
∏
x⊥
1
L2
cos2 gLa3(x⊥)/2 ,
and absorbed into the measure
Z [J ] =
∫
D[a3]d [A⊥] e
iS
[
A⊥,a3− pigL
]
+i
∫
d4xJA
.
The measure
D [a3] =
∏
x⊥
cos2 (gLa3(x⊥)/2) Θ
[
a3(x⊥)2 − (π/gL)2
]
da3 (x⊥) (9.5)
is nothing else than the Haar measure of the gauge group. It reflects the presence of variables (a3)
which are built from elements of the Lie group and not of the Lie algebra. Because of the topological
equivalence of SU(2) and S3
(
cf. Eq. (3.21)) the Haar measure is the volume element of S3
dΩ3 = cos
2 θ1 cos θ2 dθ
1dθ2dϕ ,
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with the polar angles defined in the interval [−π/2, π/2]. In the diagonalization of the Polyakov loop
(9.2) gauge equivalent fields corresponding to different values of θ2 and ϕ for fixed θ1 are eliminated
as in the example discussed above
(
cf. Eq. (3.39)). The presence of the Haar measure has far reaching
consequences.
Center Reflections
Center reflections Z have been formally defined in (8.18). They are residual gauge transformations
which change the sign of the Polyakov loop (8.19). These residual gauge transformations are loops in
SU(2)/Z2
(
cf. Eq. (3.35)) and, in axial gauge, are given by
Z = ieiπτ
1/2eiπτ
3x3/L.
They transform the gauge fields, and leave the action invariant
Z : a3 → −a3, A3µ → −A3µ, Φµ → Φ†µ, S[A⊥a3]→ S[A⊥a3] . (9.6)
The off-diagonal gluon fields have been represented in a spherical basis by the antiperiodic fields
Φµ(x) =
1√
2
[A1µ(x) + iA
2
µ(x)]e
−iπx3/L . (9.7)
We emphasize that, according to the rules of finite temperature field theory, the bosonic gauge fields
Aaµ(x) are periodic in the compact variable x3. For convenience, we have introduced in the definition of
Φ an x3-dependent phase factor which makes these field antiperiodic. With this definition, the action of
center reflections simplify, Z becomes a (abelian) charge conjugation with the charged fields Φµ(x) and
the “photons” described by the neutral fields A3µ(x), a3(x⊥). Under center reflections, the trace of the
Polyakov loop changes sign,
1
2
trP (x⊥) = − sin 1
2
gLa3(x⊥) . (9.8)
Explicit representations of center reflections are not known in other gauges.
9.2 Perturbation Theory in the Center-Symmetric Phase
The center symmetry protects the Z−odd states with their large excitation energies (8.33) from mixing
with the Z−even ground or excited states. Any approximation compatible with confinement has there-
fore to respect the center symmetry. I will describe some first attempts towards the development of a per-
turbative but center-symmetry preserving scheme. In order to display the peculiarities of the dynamics
of the Polyakov-loop variables a3(x⊥) we disregard in a first step their couplings to the charged gluons
Φµ
(
Eq. (9.7)). The system of decoupled Polyakov-loop variables is described by the Hamiltonian
h =
∫
d2x⊥
[
− 1
2L
δ2
δa3(x⊥)2
+
L
2
[∇a3(x⊥)]
2
]
(9.9)
and by the boundary conditions at a3 = ± πgL for the “radial” wave function
ψˆ[a3]
∣∣boundary = 0 . (9.10)
This system has a simple mechanical analogy. The Hamiltonian describes a 2 dimensional array of
degrees of freedom interacting harmonically with their nearest neighbors (magnetic field energy of the
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a3
V[a3]
Figure 9.1: System of harmonically coupled Polyakov-loop variables (9.9) trapped by the boundary
condition (9.10) in infinite square wells
Polyakov-loop variables). If we disregard for a moment the boundary condition, the elementary exci-
tations are “sound waves” which run through the lattice. This is actually the model we would obtain
in electrodynamics, with the sound waves representing the massless photons. Mechanically we can in-
terpret the boundary condition as a result of an infinite square well in which each mechanical degree
of freedom is trapped, as is illustrated in Figure 9.1. This infinite potential is of the same origin as the
one introduced in Eq. (6.9) to suppress contributions of fields beyond the Gribov horizon. Considered
classically, waves with sufficiently small amplitude and thus with sufficiently small energy can propa-
gate through the system without being affected by the presence of the walls of the potential. Quantum
mechanically this may not be the case. Already the zero point oscillations may be changed substantially
by the infinite square well. With discretized space (lattice spacing ℓ) and rescaled dynamical variables
a˜3(x⊥) = gLa3(x⊥)/2 ,
it is seen that for ℓ ≪ L the electric field (kinetic) energy dominates. Dropping the nearest neighbor
interaction, the ground state wavefunctional is given by
Ψˆ0 [ a˜3] =
∏
x⊥
[(
2
π
)1/2
cos
[
a˜3(x
⊥)
]]
.
In the absence of the nearest neighbor interaction, the system does not support waves and the excitations
remain localized. The states of lowest excitation energy are obtained by exciting a single degree of
freedom at one site x˜⊥ into its first excited state
cos
[
a˜3(x˜⊥)
]
→ sin
[
2a˜3(x˜⊥)
]
with excitation energy
∆E =
3
8
g2L
ℓ2
. (9.11)
Thus, this perturbative calculation is in agreement with our general considerations and yields excitation
energies rising with the extension L. From comparison with Eq. (8.33), the string tension
σ =
3
8
g2
ℓ2
is obtained. This value coincides with the strong coupling limit of lattice gauge theory. However, unlike
lattice gauge theory in the strong coupling limit, here no confinement-like behavior is obtained in QED.
Only in QCD the Polyakov-loop variables a3 are compact and thereby give rise to localized excitations
rather than waves. It is important to realize that in this description of the Polyakov loops and their
confinement-like properties we have left completely the familiar framework of classical fields with their
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well-understood topological properties. Classically the fields a3 = const. have zero energy. The quantum
mechanical zero point motion raises this energy insignificantly in electrodynamics and dramatically for
chromodynamics. The confinement-like properties are purely quantum mechanical in origin. Within
quantum mechanics, they are derived from the “geometry” (the Haar measure) of the kinetic energy of
the momenta conjugate to the Polyakov loop variables, the chromo-electric fluxes around the compact
direction.
Perturbative coupling of gluonic variables
In the next step, one may include coupling of the Polyakov-loop variables to each other via the
nearest neighbor interactions. As a result of this coupling, the spectrum contains bands of excited states
centered around the excited states in absence of the magnetic coupling [89]. The width of these bands is
suppressed by a factor ℓ2/L2 as compared to the excitation energies (9.11) and can therefore be neglected
in the continuum limit. Significant changes occur by the coupling of the Polyakov-loop variables to
the charged gluons Φµ. We continue to neglect the magnetic coupling (∂µa3)2. The Polyakov-loop
variables a3 appearing at most quadratically in the action can be integrated out in this limit and the
following effective action is obtained
Seff [A⊥] = S [A⊥] +
1
2
M2
∑
a=1,2
∫
d4xAaµ (x)A
a,µ (x) . (9.12)
The antiperiodic boundary conditions of the charged gluons, which have arisen in the change of field
variables
(
Eq. (9.7)) reflect the mean value of A3 in the center-symmetric phase
A3 = a3 +
π
gL
,
while the geometrical (g−independent) mass
M2 =
(
π2
3
− 2
)
1
L2
(9.13)
arises from their fluctuations. Antiperiodic boundary conditions describe the appearance of Aharonov-
Bohm fluxes in the elimination of the Polyakov-loop variables. The original periodic charged gluon
fields may be continued to be used if the partial derivative ∂3 is replaced by the covariant one
∂3 → ∂3 + iπ
2L
[τ3 , .
Such a change of boundary conditions is a phenomenon well known in quantum mechanics. It occurs for
a point particle moving on a circle (with circumference L) in the presence of a magnetic flux generated
by a constant vector potential along the compact direction. With the transformation of the wave function
ψ(x)→ eieAxψ(x),
the covariant derivative
(
d
dx
− ieA)ψ(x) → d
dx
ψ(x)
becomes an ordinary derivative at the expense of a change in boundary conditions at x = L. Similarly,
the charged massive gluons move in a constant color neutral gauge field of strength πgL pointing in the
spatial 3 direction. With x3 compact, a color-magnetic flux is associated with this gauge field,
Φmag =
π
g
, (9.14)
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Figure 9.2: One loop contribution from charged gluons to the propagator of Polyakov loops (external
lines)
corresponding to a magnetic field of strength
B =
1
gL2
.
Also quark boundary conditions are changed under the influence of the color-magnetic fluxes
ψ (x)→ exp
[
−ix3 π
2L
τ3
]
ψ (x) . (9.15)
Depending on their color they acquire a phase of ±i when transported around the compact direction.
Within the effective theory, the Polyakov-loop correlator can be calculated perturbatively. As is indicated
in the diagram of Fig. 9.2, Polyakov loops propagate only through their coupling to the charged gluons.
Confinement-like properties are preserved when coupling to the Polyakov loops to the charged glu-
ons. The linear rise of the interaction energy of fundamental charges obtained in leading order persist.
As a consequence of the coupling of the Polyakov loops to the charged gluons, the value of the string
constant is now determined by the threshold for charged gluon pair production
σpt =
2
L2
√
4π2
3
− 2 , (9.16)
i.e. the perturbative string tension vanishes in limit L→∞. This deficiency results from the perturbative
treatment of the charged gluons. A realistic string constant will arise only if the threshold of a Z−odd
pair of charged gluons increases linearly with the extension L
(
Eq. (8.33)).
Within this approximation, also the effect of dynamical quarks on the Polyakov-loop variables can be
calculated by including quark loops besides the charged gluon loop in the calculation of the Polyakov-
loop propagator (cf. Fig. 9.2). As a result of this coupling, the interaction energy of static charges ceases
to rise linearly; it saturates for asymptotic distances at a value of
V (r) ≈ 2m .
Thus, string breaking by dynamical quarks is obtained. This is a remarkable and rather unexpected result.
Even though perturbation theory has been employed, the asymptotic value of the interaction energy is
independent of the coupling constant g in contradistinction to the e4 dependence of the Uehling potential
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in QED which accounts e.g. for the screening of the proton charge in the hydrogen atom by vacuum
polarization [90]. Furthermore, the quark loop contribution vanishes if calculated with anti-periodic or
periodic boundary conditions. A finite result only arises with the boundary conditions (9.15) modified
by the Aharonov-Bohm fluxes. The 1/g dependence of the strength of these fluxes
(
Eq. (9.14)) is
responsible for the coupling constant independence of the asymptotic value of V (r).
9.3 Polyakov Loops in the Plasma Phase
If the center-symmetric phase would persist at high temperatures or small extensions, charged gluons
with their increasing geometrical mass (9.13) and the increasing strength of the interaction (9.7) with the
Aharonov-Bohm fluxes, would decouple
∆E ≈ π
L
→∞.
Only neutral gluon fields are periodic in the compact x3 direction and therefore possess zero modes. Thus
at small extension or high temperature L → 0, only neutral gluons would contribute to thermodynamic
quantities. This is in conflict with results of lattice gauge calculations [91] and we therefore will assume
that the center symmetry is spontaneously broken for L ≤ Lc = 1/Tc. In the high-temperature phase,
Aharonov-Bohm fluxes must be screened and the geometrical mass must be reduced. Furthermore, with
the string tension vanishing in the plasma phase, the effects of the Haar measure must be effectively
suppressed and the Polyakov-loop variables may be treated as classical fields. On the basis of this
assumption, I now describe the development of a phenomenological treatment of the plasma phase [92].
For technical simplicity, I will neglect the space time dependence of a3 and describe the results for
vanishing geometrical mass M . For the description of the high-temperature phase it is more appropriate
to use the variables
χ = gLa3 + π
with vanishing average Aharonov-Bohm flux. Charged gluons satisfy quasi-periodic boundary condi-
tions
A1,2µ (x⊥, x3 + L) = e
iχA1,2µ (x⊥, x3). (9.17)
Furthermore, we will calculate the thermodynamic properties by evaluation of the energy density in the
Casimir effect
(
cf. Eqs. (8.1) and (8.2)). In the Casimir effect, the central quantity to be calculated is the
ground state energy of gluons between plates on which the fields have to satisfy appropriate boundary
conditions. In accordance with our choice of boundary conditions
(
Eq. (8.3)), we assume the enclosing
plates to extend in the x1 and x2 directions and to be separated in the x3 direction. The essential obser-
vation for the following phenomenological description is the dependence of the Casimir energy on the
boundary conditions and therefore on the presence of Aharonov-Bohm fluxes. The Casimir energy of
the charged gluons is obtained by summing, after regularization, the zero point energies
ε(L,χ) =
1
2
∞∑
n=−∞
∫
d2k⊥
(2π)2
[
k2⊥ + (2πn + χ)
2
L2
]1/2
=
4π2
3L4
B4
( χ
2π
)
(9.18)
with
B4(x) = − 1
30
+ x2(1− x)2.
Thermodynamic stability requires positive pressure at finite temperature and thus, according to Eq. (8.2),
a negative value for the Casimir energy density. This requirement is satisfied if
χ ≤ 1.51.
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For complete screening ( χ = 0 ) of the Aharonov-Bohm fluxes, the expression for the pressure in black-
body radiation is obtained (the factor of two difference between Eqs. (8.1) and (9.18) accounts for the
two charged gluonic states). Unlike QED, QCD is not stable for vanishing Aharonov-Bohm fluxes. In
QCD the perturbative ground state energy can be lowered by spontaneous formation of magnetic fields.
Magnetic stability can be reached if the strength of the Aharonov-Bohm fluxes does not decrease beyond
a certain minimal value. By calculating the Casimir effect in the presence of an external, homogeneous
color-magnetic field
Bai = δ
a3δi3B ,
this minimal value can be determined. The energy of a single quantum state is given in terms of the
oscillator quantum number m for the Landau orbits, in terms of the momentum quantum number n for
the motion in the (compact) direction of the magnetic field, and by a magnetic moment contribution
(s = ±1)
Emns =
[
2gH(m+ 1/2) +
(2πn + χ)2
L2
+ 2sgH
]1/2
.
This expression shows that the destabilizing magnetic moment contribution 2sgH in the state with
s = −1,m = 0, n = 0
can be compensated by a non-vanishing Aharonov-Bohm flux χ of sufficient strength. For determination
of the actual value of χ, the sum over these energies has to be performed. After regularizing the expres-
sion, the Casimir energy density can be computed numerically. The requirement of magnetic stability
yields a lower limit on χ. As Figure 9.3 shows, the Stefan-Boltzmann limit χ = 0 is not compatible with
magnetic stability for any value of the temperature. Identification of the Aharonov-Bohm flux with the
minimal allowed values sets upper limits to energy density and pressure which are shown in Figure 9.3.
These results are reminiscent of lattice data [93] in the slow logarithmic approach of energy density and
pressure
χ(T ) ≥ 11
12
g2(T ), T →∞
to the Stefan-Boltzmann limit.
It appears that the finite value of the Aharonov-Bohm flux accounts for interactions present in the
deconfined phase fairly well; qualitative agreement with lattice calculations is also obtained for the “in-
teraction measure” ǫ− 3P . Furthermore, these limits on χ also yield a realistic estimate for the change
in energy density −∆ǫ across the phase transition. The phase transition is accompanied by a change in
strength of the Aharonov-Bohm flux from the center symmetric value π to a value in the stability region.
The lower bound is determined by thermodynamic stability
−∆ǫ ≥ ǫ(Lc, χ = π)− ǫ(Lc, χ = 1.51) = 7π
2
180
1
L4c
.
For establishing an upper bound, the critical temperature must be specified. For Tc ≈ 270 MeV,
0.38
1
L4c
≤ −∆ǫ ≤ 0.53 1
L4c
.
These limits are compatible with the lattice result [94]
∆ǫ = −0.45 1
L4c
.
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Figure 9.3: Left: Regions of stability and instability in the (L,χ) plane. To the right of the circles,
thermodynamic instability; above the solid line, magnetic instability. Right: Energy density and pressure
normalized to Stefan-Boltzmann values vs. temperature in units of ΛMS
The picture of increasing screening of the Aharonov-Bohm fluxes with increasing temperature seems to
catch the essential physics of the thermodynamic quantities. It is remarkable that the requirement of mag-
netic stability, which prohibits complete screening, seems to determine the temperature dependence of
the Aharonov-Bohm fluxes and thereby to simulate the non-perturbative dynamics in a semiquantitative
way.
9.4 Monopoles
The discussion of the dynamics of the Polyakov loops has demonstrated that significant changes occur if
compact variables are present. The results discussed strongly suggest that confinement arises naturally
in a setting where the dynamics is dominated by such compact variables. The Polyakov-loop variables
a3(x⊥) constitute only a small set of degrees of freedom in gauge theories. In axial gauge, the remain-
ing degrees of freedom A⊥(x) are standard fields which, with interactions neglected, describe freely
propagating particles. As a consequence, the coupling of the compact variables to the other degrees of
freedom almost destroys the confinement present in the system of uncoupled Polyakov-loop variables.
This can be prevented to happen only if mechanisms are operative by which all the gluon fields acquire
infrared properties similar to those of the Polyakov-loop variables. In the axial gauge representation it is
tempting to connect such mechanisms to the presence of monopoles whose existence is intimately linked
to the compactness of the Polyakov-loop variables. In analogy to the abelian Higgs model, condensa-
tion of magnetic monopoles could be be a first and crucial element of a mechanism for confinement.
It would correspond to the formation of the charged Higgs condensate |φ| = a (2.12) enforced by the
Higgs self-interaction (2.2). Furthermore, this magnetically charged medium should display excitations
which behave as chromo-electric vortices. Concentration of the electric field lines to these vortices fi-
nally would give rise to a linear increase in the interaction energy of two chromo-electric charges with
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their separation as in Eq. (2.30). These phenomena actually happen in the Seiberg-Witten theory [95].
The Seiberg-Witten theory is a supersymmetric generalization of the non-abelian Higgs model. Besides
gauge and Higgs fields it contains fermions in the adjoint representation. It exhibits vacuum degener-
acy enlarged by supersymmetry and contains topologically non-trivial excitations, both monopoles and
instantons. The monopoles can become massless and when partially breaking the supersymmetry, con-
densation of monopoles occurs that induces confinement of the gauge degrees of freedom.
In this section I will sketch the emergence of monopoles in axial gauge and discuss some elements
of their dynamics. Singular field arise in the last step of the gauge fixing procedure (9.1), where the
variables characterizing the orientation of the Polyakov loops in color space are eliminated as redundant
variables by diagonalization of the Polyakov loops. The diagonalization of group elements is achieved
by the unitary matrix
ΩD = e
iωτ = cosω + iτ ωˆ sinω ,
with ω(x⊥) depending on the Polyakov loop P (x⊥) to be diagonalized. This diagonalization is ill defined
if
P (x⊥) = ±1 , (9.19)
i.e. if the Polyakov loop is an element of the center of the group
(
cf. Eq. (3.31)). Diagonalization of an
element in the neighborhood of the center of the group is akin to the definition of the azimuthal angle on
the sphere close to the north or south pole. With ΩD ill defined, the transformed fields
A′µ (x) = ΩD (x⊥)
[
Aµ (x) +
1
ig
∂µ
]
Ω†D (x⊥)
develop singularities. The most singular piece arises from the inhomogeneous term in the gauge trans-
formation
sµ (x⊥) = ΩD (x⊥)
1
ig
∂µΩ
†
D (x⊥) .
For a given a3(x⊥) with orientation described by polar θ(x⊥) and azimuthal angles ϕ(x⊥) in color
space, the matrix diagonalizing a3(x⊥) can be represented as
ΩD =
(
eiϕ cos(θ/2) sin(θ/2)
− sin(θ/2) e−iϕ cos(θ/2)
)
and therefore the nature of the singularities can be investigated in detail. The condition for the Polyakov
loop to be in the center of the group, i.e. at a definite point onS3
(
Eq. (9.19)), determines in gen-
eral uniquely the corresponding position in R3 and therefore the singularities form world-lines in 4-
dimensional space-time. The singularities are “monopoles” with topologically quantized charges. ΩD
is determined only up to a gauge transformation
ΩD(x⊥)→ eiτ3ψ(x⊥)ΩD(x⊥)
and is therefore an element of SU(2)/U(1). The mapping of a sphereS2 around the monopole in x⊥
space to SU(2)/U(1) is topologically non-trivial π2[SU(2)/U(1)] = Z
(
Eq. (3.36)). This argument
is familiar to us from the discussion of the ’t Hooft-Polyakov monopole
(
cf. Eqs. (5.22) and (5.23)).
Also here we identify the winding number associated with this mapping as the magnetic charge of the
monopole.
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Properties of Singular Fields
• Dirac monopoles, extended to include color, constitute the simplest examples of singular fields
(Euclidean x⊥ = x)
A ∼ m
2gr
{
1 + cos θ
sin θ
ϕˆτ3 + [(ϕˆ+ iθˆ)e−iϕ(τ1 − iτ2) + h.c.]
}
. (9.20)
In addition to the pole at r = 0, the fields contain a string in 3-space (here chosen along θ = 0)
and therefore a sheet-like singularity in 4-space which emanates from the monopole word-line.
• Monopoles are characterized by two charges, the “north-south” charge for the two center elements
of SU(2) (Eq. (9.19)),
z = ±1 , (9.21)
and the quantized strength of the singularity
m = ±1,±2, .... . (9.22)
• The topological charge (7.9) is determined by the two charges of the monopoles present in a given
configuration [96, 97, 98]
ν =
1
2
∑
i
mizi. (9.23)
Thus, after elimination of the redundant variables, the topological charge resides exclusively in
singular field configurations.
• The action of singular fields is in general finite and can be arbitrarily small for ν = 0. The
singularities in the abelian and non-abelian contributions to the field strength cancel since by gauge
transformations singularities in gauge covariant quantities cannot be generated.
9.5 Monopoles and Instantons
By the gauge choice, i.e. by the diagonalization of the Polyakov loop by ΩD in (9.1), monopoles appear;
instantons, which in (singular) Lorentz gauge have a point singularity (Eq. (7.14)) at the center of the
instanton, must possess according to the relation (9.23) at least two monopoles with associated strings(
cf. (9.20)). Thus, in axial gauge, an instanton field becomes singular on world lines and world sheets.
To illustrate the connection between topological charges and monopole charges (9.23), we consider the
singularity content of instantons in axial gauge [65] and calculate the Polyakov loop of instantons. To
this end, the generalization of the instantons (7.14) to finite temperature (or extension) is needed. The
so-called “calorons” are known explicitly [99]
Aµ =
1
g
η¯µν∇ν ln
{
1 + γ
(sinhu)/u
coshu− cos v
}
(9.24)
where
u = 2π|x⊥ − x0⊥|/L , v = 2πx3/L , γ = 2(πρ/L)2.
The topological charge and the action are independent of the extension,
ν = 1, S =
8π2
g2
.
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Figure 9.4: Polyakov loop (9.25) of an instanton (9.24) of “size” γ = 1 as a function of time t = 2πx0/L
for minimal distance to the center 2πx1/L = 0 (solid line), L = 1 (dashed line), L = 2 (dotted line),
x2 = 0
The Polyakov loops can be evaluated in closed form
P (x) = exp
{
iπ
(
x⊥ − x0⊥
)
τ
|x⊥ − x0⊥|
χ(u)
}
, (9.25)
with
χ(u) = 1− (1− γ/u
2) sinhu+ γ/u cosh(u)√
(cosh u+ γ/u sinhu)2 − 1 .
As Figure 9.4 illustrates, instantons contain a z = −1 monopole at the center and a z = 1 monopole
at infinity; these monopoles carry the topological charge of the instanton. Furthermore, tunneling pro-
cesses represented by instantons connect field configurations of different winding number
(
cf. Eq. (7.11))
but with the same value for the Polyakov loop. In the course of the tunneling, the Polyakov loop of the
instanton may pass through or get close to the center element z = −1, it however always returns to its
original value z = +1. Thus, instanton ensembles in the dilute gas limit are not center symmetric and
therefore cannot give rise to confinement. One cannot rule out that the z = −1 values of the Polyakov
loop are encountered more and more frequently with increasing instanton density. In this way, a center-
symmetric ensemble may finally be reached in the high-density limit. This however seems to require a
fine tuning of instanton size and the average distance between instantons.
9.6 Elements of Monopole Dynamics
In axial gauge, instantons are composed of two monopoles. An instanton gas
(
Eq. (7.23)) of finite
density nI therefore contains field configurations with infinitely many monopoles. The instanton density
in 4-space can be converted approximately to a monopole density in 3-space [98]
nM ∼ (LnIρ)3/2 , ρ≪ L,
nM ∼ LnI , ρ ≥ L .
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With increasing extension or equivalently decreasing temperature, the monopole density diverges for
constant instanton density. Nevertheless, the action density of an instanton gas remains finite. This is
in accordance with our expectation that production of monopoles is not necessarily suppressed by large
values of the action. Furthermore, a finite or possibly even divergent density of monopoles as in the case
of the dilute instanton gas does not imply confinement.
Beyond the generation of monopoles via instantons, the system has the additional option of producing
one type (z = +1 or z = −1) of poles and corresponding antipoles only. No topological charge is
associated with such singular fields and their occurrence is not limited by the instanton bound
(
Eqs.
(7.7) and (7.12)) on the action as is the case for a pair of monopoles of opposite z-charge. Thus, entropy
favors the production of such configurations. The entropy argument also applies in the plasma phase. For
purely kinematical reasons, a decrease in the monopole density must be expected as the above estimates
within the instanton model show. This decrease is counteracted by the enhanced probability to produce
monopoles when, with decreasing L, the Polyakov loop approaches more and more the center of the
group, as has been discussed above (cf. left part of Fig. 9.3). A finite density of singular fields is likely to
be present also in the deconfined phase. In order for this to be compatible with the partially perturbative
nature of the plasma phase and with dimensional reduction to QCD2+1, poles and antipoles may have to
be strongly correlated with each other and to form effectively a gas of dipoles.
Since entropy favors proliferate production of monopoles and monopoles may be produced with only
a small increase in the total action, the coupling of the monopoles to the quantum fluctuations must
ultimately prevent unlimited increase in the number of monopoles. A systematic study of the relevant
dynamics has not been carried out. Monopoles are not solutions to classical field equations. Therefore,
singular fields are mixed with quantum fluctuations even on the level of bilinear terms in the action.
Nevertheless, two mechanisms can be identified which might limit the production of monopoles.
• The 4-gluon vertex couples pairs of monopoles to charged and neutral gluons and can generate
masses for all the color components of the gauge fields. A simple estimate yields
δm2 = − π
V
N∑
i,j=1
i<j
mimj|x⊥i − x⊥j |
with the monopole charges mi and positions x⊥ i. If operative also in the deconfined phase, this
mechanism would give rise to a magnetic gluon mass.
• In general, fluctuations around singular fields generate an infinite action. Finite values of the action
result only if the fluctuations δφ, δA3 satisfy the boundary conditions,
δφ(x) e2iϕ(x⊥) continuous along the strings ,
δφ(x)
∣∣∣∣∣
at pole
= δA3
∣∣∣∣∣
at pole
= 0 .
For a finite monopole density, long wave-length fluctuations cannot simultaneously satisfy bound-
ary conditions related to monopoles or strings which are close to each other. One therefore might
suspect quantum fluctuations with wavelengths
λ ≥ λmax = n−1/3M
to be suppressed.
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We note that both mechanisms would also suppress the propagators of the quantum fluctuations in the
infrared. Thereby, the decrease in the string constant by coupling Polyakov loops to charged gluons
could be alleviated if not cured.
9.7 Monopoles in Diagonalization Gauges
In axial gauge, monopoles appear in the gauge fixing procedure
(
Eq. (9.1)) as defects in the diago-
nalization of the Polyakov loops. Although the choice was motivated by the distinguished role of the
Polyakov-loop variables as order parameters, formally one may choose any quantity φ which, if local,
transforms under gauge transformations U as
φ→ UφU † ,
where φ could be either an element of the algebra or of the group. In analogy to (9.3), the gauge condition
can be written as
f [φ] = φ− ϕτ
3
2
, (9.26)
with arbitrary ϕ to be integrated in the generating functional. A simple illustrative example is [100]
φ = F12. (9.27)
The analysis of the defects and the resulting properties of the monopoles can be taken over with minor
modifications from the procedure described above. Defects occur if
φ = 0
(or φ = ±1 for group elements). The condition for the defect is gauge invariant. Generically, the three
defect conditions determine for a given gauge field the world-lines of the monopoles generated by the
gauge condition (9.26). The quantization of the monopole charge is once more derived from the topo-
logical identity (3.36) which characterizes the mapping of a (small) sphere in the space transverse to
the monopole world-line and enclosing the defect. The coset space, appears as above since the gauge
condition leaves a U(1) gauge symmetry related to the rotations around the direction of φ unspecified.
With φ being an element of the Lie algebra, only one sort of monopoles appears. The characterization as
z = ±1 monopoles requires φ to be an element of the group. As a consequence, the generalization of the
connection between monopoles and topological charges is not straightforward. It has been established
[20] with the help of the Hopf-invariant (cf. Eq. (3.14)) and its generalization.
It will not have escaped the attention of the reader that the description of Yang-Mills theories in diag-
onalization gauges is almost in one to one correspondence to the description of the non-abelian Higgs
model in the unitary gauge. In particular, the gauge condition (9.26) is essentially identical to the uni-
tary gauge condition (5.12). However, the physics content of these gauge choices is very different. The
unitary gauge is appropriate if the Higgs potential forces the Higgs field to assume (classically) a value
different from zero. In the classical limit, no monopoles related to the vanishing of the Higgs field ap-
pear in unitary gauge and one might expect that quantum fluctuations will not change this qualitatively.
Associated with the unspecified U(1) are the photons in the Georgi-Glashow model. In pure Yang-Mills
theory, gauge conditions like (9.27) are totally inappropriate in the classical limit, where vanishing action
produces defects filling the whole space. Therefore, in such gauges a physically meaningful condensate
of magnetic monopoles signaling confinement can arise only if quantum fluctuations change the situ-
ation radically. Furthermore, the unspecified U(1) does not indicate the presence of massless vector
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particles, it rather reflects an incomplete gauge fixing. Other diagonalization gauges may be less singular
in the classical limit, like the axial gauge. However, independent of the gauge choice, defects in the
gauge condition have not been related convincingly to physical properties of the system. They exist as
as coordinate singularities and their physical significance remains enigmatic.
10 Conclusions
In these lecture notes I have described the instanton, the ’t Hooft-Polyakov monopole, and the Nielsen-
Olesen vortex which are the three paradigms of topological objects appearing in gauge theories. They
differ from each other in the dimensionality of the core of these objects, i.e. in the dimension of the
submanifold of space-time on which gauge and/or matter fields are singular. This dimension is deter-
mined by the topological properties of the spaces in which these fields take their values and dictates to a
large extent the dynamical role these objects can play. ’t Hooft-Polyakov monopoles are singular along
a world-line and therefore describe particles. I have presented the strong theoretical evidence based on
topological arguments that these particles have been produced most likely in phase transitions of the
early universe. These relics of the big bang have not been and most likely cannot be observed. Their
abundance has been diluted in the inflationary phase. Nielsen-Olesen vortices are singular on lines in
space or equivalently on world-sheets in space-time. Under suitable conditions such objects occur in
Type II superconductors. They give rise to various phases and a wealth of phenomena in superconduct-
ing materials. Instantons become singular on a point in Euclidean 4-space and they therefore represent
tunneling processes. In comparison to monopoles and vortices, the manifestation of these objects is only
indirect. They cannot be observed but are supposed to give rise to non-perturbative properties of the
corresponding quantum mechanical ground state.
Despite their difference in dimensionality, these topological objects have many properties in com-
mon. They are all solutions of the non-linear field equations of gauge theories. They owe their existence
and topological stability to vacuum degeneracy, i.e. the presence of a continuous or discrete set of distinct
solutions with minimal energy. They can be classified according to a charge, which is quantized as a con-
sequence of the non-trivial topology. Their non-trivial properties leave a topological imprint on fermionic
or bosonic degrees of freedom when coupled to these objects. Among the topological excitations of a
given type, a certain class is singled out by their energy determined by the quantized charge.
In these lecture notes I also have described efforts in the topological analysis of QCD. A complete
picture about the role of topologically non-trivial field configurations has not yet emerged from such
studies. With regard to the breakdown of chiral symmetry, the formation of quark condensates and other
chiral properties, these efforts have met with success. The relation between the topological charge and
fermionic properties appears to be at the origin of these phenomena. The instanton model incorporates
this connection explicitly by reducing the quark and gluon degrees of freedom to instantons and quark
zero modes generated by the topological charge of the instantons. However, a generally accepted topo-
logical explanation of confinement has not been achieved nor have field configurations been identified
which are relevant for confinement. The negative outcome of such investigations may imply that, unlike
mass generation by the Higgs mechanism, confinement does not have an explanation within the context
of classical field theory. Such a conclusion is supported by the simple explanation of confinement in the
strong coupling limit of lattice gauge theory. In this limit, confinement results from the kinetic energy
[101] of the compact link variables. The potential energy generated by the magnetic field, which has
been the crucial ingredient in the construction of the Nielsen-Olesen Vortex and the ’t Hooft-Polyakov
monopole, is negligible in this limit. It is no accident that, as we have seen, Polyakov-loop variables,
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which as group elements are compact, also exhibit confinement-like behavior.
Apart from instantons as the genuine topological objects, Yang-Mills theories exhibit non-trivial topo-
logical properties related to the center of the gauge group. The center symmetry as a residual gauge
symmetry offers the possibility to formulate confinement as a symmetry property and to characterize
confined and deconfined phases. The role of the center vortices (gauge transformations which are sin-
gular on a two dimensional space-time sheet) remains to be clarified. The existence of obstructions in
imposing gauge conditions is another non-trivial property of non-abelian gauge theories which might be
related to confinement. I have described the appearance of monopoles as the results of such obstructions
in so-called diagonalization or abelian gauges. These singular fields can be characterized by topologi-
cal methods and, on a formal level, are akin to the ’t-Hooft Polyakov monopole. I have described the
difficulties in developing a viable framework for formulating their dynamics which is supposed to yield
confinement via a dual Meissner effect.
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