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This thesis proposes a new convolutional long short-term memory network with a
feature-dimension attention model for predicting the occurence of stock price jumps
by studying several popular neural network types for time series prediction and
examining stock price jumps with data from NASDAQ limit order books for ﬁve
diﬀerent stocks. The proposed convolutional long short-term memory attention
model network (CNN-LSTM-Attention) is further compared to a convolutional and
a long-short term memory network from existing stock price prediction literature as
well as a multi-layer perceptron. Normalized limit order book data with additional
features is used as training data for giving a classiﬁcation of the following minute
either containing or not containing a jump.
F1 score is chosen as the main metric for evaluating the performance of the network
due to its adaptability to cases where accuracy is not a suﬃcient indicator, which
in this case is due to the imbalance in sample sizes for the two classes. Testing
the models yields very promising results for the predictability of jumps, which is
especially signiﬁcant as there is very little existing research on predicting stock price
jumps with machine learning methods. Additionally, the proposed CNN-LSTM-
Attention method is found the best from the tested ones, with the average F1
of 0.72. Furthermore, predicting existing jumps is found signiﬁcantly easier than
their size or direction, supporting the existence of a jump counting process which is
separate from both the regular stock price process and the jump sizes, and which is
not fully unpredictable.
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Tämä diplomityö esittää osakekurssihyppyjen ennustamiseksi uuden konvolutionaa-
lisen pitkän lyhytaikaisen muistin neuroverkon, johon on liitetty eri tarjouskirjapiir-
teitä painottava huomiomalli. Työ tarkastelee viiden eri osakkeen hinnan hyppyjä
NASDAQ:n tarjouskirjadatan avulla, sekä esittää muutamia aikasarjojen ennustami-
selle tyypillisiä neuroverkkotyyppejä. Esitettyä konvoluutionaalista pitkän lyhytai-
kaisen muistin huomiomallineuroverkkoa (CNN-LSTM-Attention) verrataan kirjalli-
suudessa osakekurssien ennustamiseen käytettyihin konvoluutionaaliseen sekä pitkän
lyhytaikaisen muistin verkkoon ja monikerroksiseen perseptroniverkkoon. Neurover-
kot koulutetaan normalisoidun tarjouskirjadatan sekä siihen liittyvien lisäindikaat-
toreiden avulla, ja sen tarkoituksena on luokitella dataa kahteen luokkaan; hyppy
tai ei hyppyä seuraavan minuutin aikana.
Testattujen neuroverkkojen arvioimiseksi käytetään F1-arvoa, sillä testidatassa on
selvästi vähemmän hyppyjä negatiivisiin otoksiin verrattuna. Näin ollen normaali
tarkkuusarvo ei anna oikeaa kuvaa luokittelutuloksesta, mutta F1 soveltuu tällaisiin
tilanteisiin hyvin. Käytetyt mallit antavat lupaavia tuloksia hyppyjen ennustetta-
vuudesta, mikä on erityisen merkittävää, sillä hyppyjen ennustamisesta koneoppi-
misen keinoin on olemassa hyvin vähän kirjallisuutta. Arvioiduista neuroverkois-
ta työssä esitetyllä CNN-LSTM-Attention -mallilla on paras F1-arvo, keskimäärin
0.72. Huomataan myös, että vaikka hyppyjen olemassaolo voidaan ennustaa, on nii-
den koon tai suunnan ennustaminen huomattavasti vaikeampaa. Tämä tukee teori-
aa hyppytermin ainakin osittaisesta ennustettavuudesta sekä sen erillisyydestä se-
kä osakekurssin normaaliin hintaprosessiin että hypyn kokoon liittyvään prosessiin
nähden.
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11. INTRODUCTION
For the past decade, limit order books (LOBs) have gained increasing popularity
as the market structure of major exchanges around the world. Nowadays many
exchanges, such as New York Stock Exchange (NYSE), the London Stock Exchange
(LSE), and various NASDAQ exchanges, are using systems driven by limit order
submissions. Limit orders are submissions to the system which contain a price and
the desired quantity to trade. These limit orders can be on the ask side, signaling
the price for which the trader is willing to sell the security, or bid side, indicating
an accepted price to buy the number of securities. In addition to limit orders, the
markets include so called market orders. These orders will be executed immediately
and automatically against either the best ask or bid order depending on the side.
(Cont 2011)
The limit order book markets operate in very high frequencies, where delays gener-
ally range from milliseconds to several nanoseconds for machines located near the
exchange. This, along with the possibility to obtain event level data from exchanges
can yield huge amounts of data which has created completely new opportunities for
data processing. This enables the analysis of markets on a completely new level
which has also brought unique challenges for both theory and computational meth-
ods. (Cont 2011) As the best ask and bid orders make up the price of the security,
the price movements can be assessed both on event level and through constructing
the limit order book by summing quantities ordered by active orders at best prices
at a given moment. A common measurement of the limit order book is the mid
price, deﬁned to be the average of the best ask and bid prices (Cont et al. 2010).
Stock prices, deﬁned as either transaction prices or mid prices, have been tradi-
tionally modeled as a random walk process with a normally distributed random
movement as well as a set, usually upwards, drift (Joshi 2003). However, this model
cannot explain the prevalence of large price movements which, although possible, are
largely unexplainable with the regular price model due to the very small occurence
probabilities when drawn from the random normal distribution. These movements
are often called jumps, and can be explained by including an additional random
"jump" term which has a nonzero value in the time of a jump. (Merton 1976).
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Thus the deﬁnition of a jump is a price movement with an existing jump term: a
movement which is unlikely to come from the randomly varying normal price pro-
cess. The deﬁnition can also be used to detect jumps as long as the variance without
jumps can be calculated (Lee & Mykland 2008).
Even though the deﬁnition of a jump is exact, measuring whether they occur is not,
since although a very large movement is practically impossible to draw from the
normal distribution, there exists no set limit for the magnitude of such a number.
Often, the signiﬁcance level is set to 1% or 5% to allow for capturing majority of
the jumps without too many false positives (Lee & Mykland 2008). Jumps can also
be related to external events such as news even if the knowledge of some newspiece
arriving is known in advance (Lee & Mykland 2008).
Much research has been done on stock price process modeling but also prediction of
future prices. These tasks have been done with both statistical (Cont 2011, Ariyo
et al. 2014) and machine learning methods (for example Kercheval & Zhang (2015),
Sirignano (2016), Tsantekidis et al. (2017a), Tran et al. (2017), Passalis et al. (2017)).
Statistical methods are the traditional way of time series analysis, where much em-
phasis is often put in choosing the correct parameters of the model (Lütkepohl &
Kratzig 2004). Machine learning, on the other hand, is a group of methods charac-
terized by the learning property which allows the system to adjust its parameters
by itself. Diﬀerent machine learing methods, especially neural networks, the ﬁrst
of which introduced as early as the 50s (Rosenblatt 1957), have been becoming in-
creasingly popular within the last decade. Neural networks have shown to be one
of the few methods broadly successful in time series prediction (Graves 2012), al-
though ﬁnancial time series are generally regarded as very diﬃcult to predict (Kara
et al. 2011).
Traditionally, prediction and analysis of stock movements has only considered stock
prices with possible extra indicator values such price derivatives (Kara et al. 2011).
Some research has also been conducted on the price eﬀects of limit order books
(Cont 2011), as well as price movement prediction with such data, with which the
direction of price movements seem to be at least partly predictable (Sirignano 2016,
Tsantekidis et al. 2017b).
Even though both the mechanics of jumps and predicting prices are quite well stud-
ied, not much research exists on the relation of these two. This work aims to
research the occurence of jumps by attempting to predict them with several neural
networks: a convolutional neural network (CNN) and a long-short term memory
(LSTM) network, which have both been especially successful in predicting stock
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price movements (Tsantekidis et al. 2017a, Tsantekidis et al. 2017b), and a multi-
layer perceptron network (MLP). Additionally, a new network is developed by com-
bining convolutional and LSTM layers as well as the attention model proposed by
Zhou et al. (2016). The proposed convolutional long short-term memory attention
model network (CNN-LSTM-Attention) aims to utilize both LSTM for time series
memory and CNN and the attention model for reducing the input size, increasing
locality, and focusing on the most important features to improve prediction results.
The main research questions which this work aims to answer can be formulated as
follows:
1. Can the arrival of jumps be predicted from NASDAQ LOB data?
2. Which method (CNN, LSTM, CNN-LSTM-Attention) can best predict this type
of events from LOB data?
Additionally, the performance of the proposed CNN-LSTM-Attention network is of
particular interest, as it oﬀers a new combination of methods which is optimized es-
pecially for jump prediction. Thus an additional research question can be formulated
as
3. How does the proposed CNN-LSTM-Attention neural network perform in pre-
dicting jumps?
First, theory on jump processes and limit order books is brieﬂy discussed. The sec-
ond part of the work describes the experimental protocol for the data used as well
as analyzes its characteristics especially in regards to jumps. The third part con-
tains a brief analysis on general time series classiﬁcation and introduces the chosen
methods. After this, experimental results are presented and their implications are
discussed.
To analyze the predictability and the performance of the selected networks, a dataset
of high frequency limit order book data from several top NASDAQ stocks is employed
for both training and testing the proposed methods. The used stocks are GOOG
(Google), MSFT (Microsoft), AAPL (Apple), INTC (Intel) and FB (Facebook).
42. LIMIT ORDER BOOKS AND STOCK
PRICES
Many exchanges, such as NYSE, NASDAQ, and the London Stock Exchange, are
using an order-driven market system utilizing limit order books. The systems work
in a way such that investors may place either ask or bid orders of their desired price,
and the system will match eligible orders to create a trade. Orders may be either
limit or market orders. Limit orders get placed in the list of orders at a speciﬁed
price. Market orders get immediately executed with the limit order of the best price
if such exists. In a way, this resembles a queue system, especially when orders of
identical prices are submitted - limit orders wait in a queue to be executed against
market orders, often in the order in which the orders arrived to the system if the
prices are identical. A limit order that has not been executed can also be cancelled
at any time. Both trades and cancels can also be partial, meaning that a part of
the limit order will be left in the book after execution. (Cont et al. 2010)
A sample graph of orders, trades and cancels is presented in Figure 2.1. It can be
seen that both ask and bid limit orders are most commonly placed a certain distance
away from the current trade price, possibly waiting for a price movement or to get
a place in the order queue. However, a majority of these orders are also cancelled
almost immediately after submission. There are also several orders on both sides
which are far enough from the current market price to be almost guaranteed to
never be executed, often also cancelled quickly after submission. It can also be seen
that trading and order submission are very rapid for the stock. In the presented
ﬁve-minute window, there are a total of 5290 orders divided into 3242 ask and 2048
bid orders, 1172 full trades and 7345 full cancels as well as several partially executed
trades and cancels. A large amount of limit orders submitted near the beginning of
the day also remain from the earlier minutes, explaining the large number of cancels.
The orders also seem to be distributed in a way such that both the beginning and
the end of the trading day have larger number of trades than midday. A sample of
such distribution from the used data is presented in Figure 2.2.
2.1. Constructing order books 5
15 16 17 18 19 20
Time (minutes)
520
521
522
523
524
Pr
ic
e 
(d
ol
la
rs
)
Orders, cancels and trades
Figure 2.1 An excerpt of the limit order ﬂow for 15 minutes from AAPL (Apple), 8th of
April, 2014. Time is counted from the beginning of the trading day. Blue dots are ask and
red dots bid orders. Executed trades are marked with purple circles, and cancels are black
for both ask and bid orders.
2.1 Constructing order books
Limit orders which have been submitted into the system and not yet executed can
be visualized as an order book with limit order prices and quantities displayed on
each side of the book for a certain number of price levels. The price levels displayed
depend on the best available price at the construction time of the book. That is, an
order book of n levels contains 4n diﬀerent values: n lowest ask prices, n highest bid
prices, and the total quantity across diﬀerent orders for those prices. A new order
can come either on a already existing level or a completely new one. If the order
price is between two existing levels or the new best on either side, the levels of the
lesser orders will be shifted. If, for example, ask 1 price is 100 dollars, and ask 2
price is 100.05, a new order coming at 100.02 would deﬁne the new level 2, whereas
the old level 2 would now be level 3. The construction of the limit order book is
shown in Figure 2.3.
A sample limit order book is presented in Figure 2.4, displaying 50 non-empty levels
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Figure 2.2 A sample of order counts of AAPL, 8th of April, 2014, divided in 10 minute
segments. The count during the ﬁrst 10 minute period is around 29000.
on both sides. Prices are displayed as 100ths of cents - the mid price is 525.26
dollars. The line's length represents the total quantity ordered at that level, which
is diﬀerent from the number of orders submitted. For example, a total of 1000
stocks ordered could come from two orders of 500 each. It can be seen that the
vast majority of orders quantity-wise are not located right next to the mid-price,
bearing a very small possibility of execution. This may be due to wanting to place
orders which are not to be executed to be quickly changed into a market price when
required, keeping the place in line. This is also notable, since these quantities tend to
get lost when assessing only the top levels, although the bigger changes in them also
mean the high level data is more diﬃcult to analyze. An interesting feature is also
the very large number of orders placed exactly at 520 dollars, possibly anticipating
a movement to that direction or being only a matter of choosing a suitable round
number.
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Step Time Price Side Type Quantity
…
65685 35399811 5202000 BID ORDER 1000
65686 35399866 5212800 ASK ORDER 100
65687 35399916 5206200 ASK CANCEL -100
65688 35399916 5205200 ASK ORDER 100
65689 35399916 5208500 ASK CANCEL -81
65690 35399916 5208100 ASK ORDER 81
65691 35399929 5203500 BID TRADE -25
65692 35399929 5203500 BID TRADE -75
...
Step Ask 1 price Ask 1 qty Ask 2 price Ask 2 qty Bid 1 price Bid 1 qty Bid 2 price Bid 2 qty
...
65685 5206200 200 5206500 100 5203500 125 5203000 25
65686 5206200 200 5206500 100 5203500 125 5203000 25
65687 5206200 100 5206500 100 5203500 125 5203000 25
65688 5205200 100 5206200 100 5203500 125 5203000 25
65689 5205200 100 5206200 100 5203500 125 5203000 25
65690 5205200 100 5206200 100 5203500 125 5203000 25
65691 5205200 100 5206200 100 5203500 100 5203000 25
65692 5205200 100 5206200 100 5203500 25 5203000 25
...
Figure 2.3 A sample of order ﬂow and top two levels of the constructed limit order book
for the same events. One step equals one event, time is in milliseconds since the beginning
of the day, and prices are in 100th of a cent. Links between the order ﬂow and changes
in the order book are shown in orange, green, and yellow for cancels, orders, and trades
respectively. Events with no visible eﬀects are limit orders and cancels on deeper levels.
The order on step 65688 is shown to aﬀect both (and consequently, all) LOB levels due to
introducing a new top price and thus pushing the existing levels back.
2.2 Order book dynamics
Order book dynamics modelling can be generally divided into three categories, prob-
abilistic modeling, statistical modeling and machine learning based methods. Prob-
abilistic modeling aims to compute conditional probabilities of diﬀerent events based
on the current state of the book. In statistical modeling, statistical properties of the
limit order book are analyzed, from which conditional quantities can be derived and
modeled. Machine learning methods, on the other hand, generalize the data with
learning methods so that unseen data can be recognized and classiﬁed. (Kercheval
& Zhang 2015, Cont et al. 2010)
One popular statistical modeling method is to model the limit orders as a queue
waiting for execution. A limit order of size n increases the size of the queue by
n whereas a market order decreases the queue by the same size. Cancellations
naturally also decrease the queue by the amount of cancelled orders. The priority
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Figure 2.4 A limit order book constructed at the end of the 15 minute period presented
in Figure 2.1. X-axis represents the total quantity of orders, with bid order quantities
marked as negative, and Y-axis represents the price where 1 unit = 0.0001 dollars. Dashed
line shows the current mid price. Green represents the orders which eventually got traded,
whereas purple and orange did not, showing that the price fell afterwards. The diﬀerent
shades of purple represents diﬀerent orders - one continuous block is a single order. The
full amount of orders at 520 dollars is not shown to preserve the details at other levels; it
totals 16296 shares.
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of a order may be determined by for example ﬁrst come ﬁrst serve basis or by the
order size, giving priority to larger orders. (Cont et al. 2013)
One diﬃculty of modelling limit book order ﬂow is the changing intervals of arriving
orders. The orders come at discrete times, often timestamped either with millisec-
onds or nanoseconds. Still, they do not come uniformly over time. In small scale,
the order intensity is ﬂuctuating but not independent of other observations. The
orders also come diﬀerently seasonally - for example, in a single trading day the
intensity is much greater both at the start and the end of the day and the slowest
around noon. (Cont et al. 2013) Thus statistical models often model order ﬂow as
continuous (Cont et al. 2013), whereas in machine learning data may be observed
step-by-step while skipping the steps with no observations, or by subsampling for
example every second or every minute (Sirignano 2016, Kercheval & Zhang 2015).
Various models have been proposed to model the price impact of orders, but there is
little agreement on good models. It has been described as linear, nonlinear, square
root, temporary, instantaneous, permanent, and transient. Still, it does seem that
the orders submitted have a relation with future price movements. One way to
model limit order books is a queue system model which may consider only the best
bid and ask prices as well as quantities at these prices. (Cont 2011) This is explained
by Cont (2011) with the fact that evolutions on deeper price levels of the order book
are already reﬂected on the level-1 prices. If the ﬁrst level is fully traded, all of the
following levels move one level up in the book. This model is further supported by
several partial models of order book mechanics, and allows for a simple but versatile
modeling. (Cont 2011)
Obizhaeva (2009) shows that prices are aﬀected asymmetrically by buy and sell
orders. Buy orders create a permanent growth in price, whereas the price dip caused
by sell orders is temporary. These movements are further aﬀected by the degree of
information asymmetry for the stock. Cont et al. (2013) analyzes market movements
on order book level and ﬁnds so called order ﬂow imbalance to be the main driving
factor of price movements. Order ﬂow imbalance cumulates the sizes of order book
events, treating all event types equally. It is a linear model robust across stocks
which has a coeﬃcient inversely proportional to market depth, suggesting that price
movements occur due to responding to changes in best quotes for both ask and
bid sides. The market changes caused by trades can also be seen as a part of this
imbalance, suggesting a connection with existing models. Additionally, the price
impact of trades is seen to have a strong intraday seasonality, mostly due to changes
in volatility during the day. (Cont et al. 2013)
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Machine learning methods with limit order books have, on the other hand, mainly
focused on prediction problems either by purely forecasting the movement direction
of the trade or mid prices, or by constructing diﬀerent trading systems evaluated
by the returns of its trades. These have been evaluated with a variety of methods,
including support vector machines for price direction prediction (Kercheval & Zhang
2015, Fletcher et al. 2010), deep neural networks for probability distribution of future
orders (Sirignano 2016), and reinforcement learning for trade execution (Nevmyvaka
et al. 2006).
2.3 Modeling stock price with jumps
Modeling stock prices as accurately as possible is an integral part of tasks such as
pricing diﬀerent options and ensuring a suﬃciently hedged position. Stock prices
follow stochastic processes, systems with a time dependent random variable, in dis-
crete time, as there is a minimum time step between orders and their executions
(Joshi 2003). Additionally, stock prices can be seen to generally follow a so called
Markov process: the result of the stochastic process depends only on the most re-
cent value. That is, the probability of a new value is dependent only of the previous
value; knowledge of prices before that should not aﬀect the probability of a price in
the future. (Gardiner 1985)
Stock prices are traditionally modeled as a process dependent on the previous price,
St = S0e
(  1
2
2t )t+t
p
t; (2.1)
where St is the new stock price, S0 is the stock price at time 0, and  and t
are the mean and standard deviation of a normally distributed random variable ,
  N(0; 1), respectively. (Hull 2014)
In normal circumstances, the stock price process seems to be fairly accurately mod-
eled with the formula presented in Equation 2.1. However, sometimes the stock
prices change very rapidly in a very short time. Due to the normal distribution of
the random process term in the stochastic model, these so called jumps should be
near impossible. (Hull 2014) Yet, they are not such a rare occurence, and can be
found to happen multiple times a week in a single stock, often even multiple times
a day, as can be seen from the analyzed data in Table 4.2.
To explain such occurences, Merton (1976) presented the jump diﬀusion model.
The model consists of two parts: the "normal" stock price process, and the jump
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component of Poisson frequency. The jump component consists of the chance of
a jump occuring as well as the jump size, which is independent from the stock's
normal random price variation present in Equation 2.1. As the jump component
is separate from the normal price variation, Merton's jump model is equal to the
normal stock price process when the chance of a jump occuring is zero.
The model proposed by Merton (1976) was further developed by Bates (1996) by
combining it with the stochastic volatility model, proposed by Heston (1993). The
Heston stochastic volatility model (Heston 1993) assumes the spot price of the asset
to be determined by a stochastic process, in which the volatility is dynamic and
follows a square root process introduced by Cox et al. (1985). The volatility includes
randomness which is correlated with the random term of the stock process with some
. (Cox et al. 1985, Heston 1993)
The Bates model (Bates 1996) takes the Merton geometric jump diﬀusion, adding a
instantaneous conditional variance from the stochastic volatility model. This allows
the modeling of security prices with varying volatility levels as well as diﬀerently
sized jumps, more accurately representing the observed price processes. Overall, the
combined stochastic volatility stock price process with jumps can be represented
simply as the sum of three components; the drift term, standard Wiener variation
and the jump term:
d log St = (t   1
2
2t )dt+ tdWt + YtdJt; (2.2)
where t is the drift, t is the volatile standard deviation, Wt is the standard Wiener
process, Yt is the jump size and Jt is the jump counting process independent from
Wt. Jump sizes are independent and identically distributed, and Jt may be a non-
homogenous Poisson-type process which may be aﬀected by scheduled events such as
news or earnings annoncements. (Lee & Mykland 2008) For more information about
diﬀerent ﬁnite and inﬁnite active jump counting processes, see Yang & Kanniainen
(2017).
2.4 Detecting jumps
For training the classiﬁer, jumps had to be detected from the data. Stock jump
detection is a well researched problem in ﬁnance, with solutions for diﬀerent time
scales and jump deﬁnitions. Multiple diﬀerent types of methods have been employed,
such as wavelet transformations (Wang 1995, Xue et al. 2014), polynomial ﬁtting
(Qiu & Yandell 1998) and diﬀerent nonparametric tests derived from the jump
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models (Lee & Mykland 2008, Lee & Hannig 2010).
For the purposes of this research, the model proposed by Lee & Mykland (2008) is
chosen, as it is suitable for the time precision needed in the jump detection, while
still being relatively simple in essence. Additionally, it is computationally eﬃcient
which suits the large amounts of data used.
The model used (Lee & Mykland 2008) is based on the Poisson deﬁnition of a jump
process. It states that a sudden change in price can be either due to the volatility
of the stock, or it can be caused by the separate jump components. That is, smaller
jump-like price movements are likely to not be jumps, as they are still within the
variation of a random walk stock process with no jump component. Thus it is
necessary to inspect pre-jump volatility to deﬁne a test value which can then be
used to determine whether a jump was present at the assessed time point. The
model uses realized bipower variation as the estimator for instantaneous volatility,
deﬁned as
lim
n!1
nX
i=3
j log(Sti)  log(Sti 1)j j log(Sti 1)  log(Sti 2)j; (2.3)
where Sti is stock price at time ti. Realized bipower variation can be considered to be
a consistent estimator for integrated volatility even with the presence of jumps; with
stochastic volatility, the diﬀerence of realized variance and realized bipower variation
estimates the quadratic variation of the jump component (Barndorﬀ-Nielsen 2004).
This variation estimate is integrated in the model. The jump detection statistic
L(i), which tests jumps between ti 1 and ti itself is deﬁned as
L(i)  log(Sti=Sti 1)cti ; (2.4)
where cti2 is deﬁned using averaged realized bipower variation
cti2  1K   2
i 1X
j=i K+2
j log(Sti)  log(Sti 1)j j log(Sti 1)  log(Sti 2)j: (2.5)
K is the window size: K previous observations are considered to calculate the
instantaneous volatility. Additionally, K is deﬁned such that the eﬀective range of
possible values is
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p
252 nobs  K  252 nobs; (2.6)
where nobs is the number of observations per day, with no signiﬁcant beneﬁt from
choosing values from the higher end. The following values for K are recommended
by Lee & Mykland (2008), depending on the data sampling frequency: 7 for one-
week, 16 for one-day, 78 for one-hour, 110 for 30-minute, 156 for 15-minute and 270
for ﬁve-minute data.
High values of L(i) indicate the presence of a jump at time i. To deﬁne a threshold
for L(i), the case of no jumps is considered. When there is no jump at any interval
(ti 1; ti] for i 2 An,
maxi2An jL(i)j   Cn
Sn
! ; (2.7)
where  has a cumulative distribution function P ( < x) = e e
 x
,
Cn =
(2 log(n))
1
2
c
  log() + log(log(n))
2c(2 log(n))
1
2
and Sn =
1
c(2 log(n))
1
2
; (2.8)
where n is the number of observations with no observed jump and c =
p
2= . Thus
if our test statistic is not even in the usual region of maximums deﬁned by Equation
2.7, it is unlikely to come from the continuous part of the diﬀusion model and so is
very likely to be a jump. Thus we can inspect the statistic
jL(i)j   Cn
Sn
(2.9)
against a threshold  with a signiﬁcance level  such that P ( < ) = . If the
statistic exceeds our threshold, we deﬁne it to be a jump. The full jump detection
algorithm is presented in Program 2.1.
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1: function test_for_jump(S, i, K, 2)
2:  := realized_bipower_var(S, i K, i)
3: cti2 := 1=(K   2)  
4: Li := log(Si=Si 1)=
pcti2
5: return jLij >= 2
6: end function
7:
8: function find_all_jumps(S, K, , n)
9: 1 :=   log(  log(1  )) . Threshold based on signiﬁcance level
10: c :=
p
2=
11: Cn := (
p
2 log(n))=c  (log() + log(log(n)))=(2cp2 log(n))
12: Sn := 1=(c  (
p
2  log(n)))
13: 2 := 1  Sn + Cn . Comparison threshold for all movements
14: J := [ ] . Initialize empty list of jumps
15: for i from K to length(S) do . Skip ﬁrst K observations
16: if test_for_jump(S, i, K, 2) then
17: add observation i to J
18: end if
19: end for
20: return J . Return discovered jumps
21: end function
Program 2.1 Jump detection algorithm. S is a series of stock prices, K is the window
size,  is the signiﬁcance level and n is the number of observations in a day.
The jump can also be inspected with the calculated indicator to get a view of its
direction and relative strength. Positive jumps will have a large positive indica-
tor, whereas down jumps will have a signiﬁcantly negative indicator value. (Lee &
Mykland 2008) Thus the jump indicator statistics can be stored even after detecting
the jump to evaluate the jump.
2.5 The occurence of jumps
Even though the presented jump models contain jumps as random events, they are
not necessarily fully unpredictable. Jumps may correlate with real time events: for
example, it seems that releasing breaking news may cause a price jump shortly after.
However, this does not mean that the direction or size of the jump are necessarily
predictable: even if we can predict that a jump will occur, we might not be able to
see which direction the price moves or by how much.
There is evidence for the correlation of outside events and jumps on multiple levels.
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For example, it seems that political news releases may be connectable with occured
jumps (Kim &Mei 2001). However, this seems to be related to the volatility and per-
ceived unstability of the market: political risks which cause legitimate uncertainty
about the survival of the market may be a signiﬁcant factor (Kim & Mei 2001).
Maheu & McCurdy (2004) divides newspieces into two categories, "normal" and
"unusual" news. Normal news contribute to the changes in conditional variance
of the returns, whereas unusual news cause infrequent large price movements. The
deﬁning factor seems to be whether the news are surprising or not, as surprising rev-
elations seem to cause price jumps (Maheu & McCurdy 2004). However, the news
themselves may be scheduled or unscheduled, as scheduled events may still contain
surprising contents (Lee & Mykland 2008). Jump dynamics may diﬀer between dif-
ferent types of news events, as for example scheduled news may cause deterministic
increases in volatility (Maheu & McCurdy 2004). Naturally, unpredictable news
can still be seen to follow a random process before observing them, as the arrival of
the news or at least their signiﬁcance is not known beforehand. Similarly, Siikanen
et al. (2017a) ﬁnds that both scheduled and unscheduled annoucements aﬀect stock
liquidity, although in a slightly diﬀerent manner. Scheduled news generally increase
liquidity some tens of minutes before the announcement, which may be due to the
reduced information asymmetry. On the other hand, non-scheduled announcements
cause asymmetry in the order book, making one side abnormally illiquid and driving
price movements.
Jump eﬀects also diﬀer for the scale with which they aﬀect the stock prices. As
would be predictable, political as well as macroeconomic news events cause jumps
in whole stock indices while company-speciﬁc news create jumps in single stocks.
However, a large amount of jumps are also left unexplained by news alone; this may
be because of changes in local liquidity. (Joulin et al. 2008) Diminishing liquidity
has also been accounted as being a possible cause for very large, sudden downward
movements in the stock indices, called ﬂash crashes, suggesting liquidity changes
may indeed be able to cause extremely rapid price movements (Easley et al. 2011).
However, not all studies ﬁnd jumps' relation to news equally strong. For example,
Joulin et al. (2008) ﬁnds that news are not enough to explain the frequency and
amplitude of stock price jumps. In fact, volatility patterns around the analyzed
news releases and the jumps present as opposites: jumps are followed by increased
volatility, and news are followed by generally lower volatility levels. However, these
ﬁndings only consider the after-jump and after-news volatilities - the cause for jumps
is presented to be the ﬂuctuations of the order ﬂow.
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2.6 Market eﬃciency
Market eﬃciency is a theory which concerns market prices versus available informa-
tion about the markets. According to the eﬃcient market hypothesis, markets are
eﬃcient: available information is directly and instantly reﬂected in the prices of the
market. This means that stock prices directly correspond to the information avail-
able about them and thus one cannot gain proﬁts with public information, as that
information is already present in the stock price and thus will not aﬀect any future
price movements. The hypothesis is presented in three forms of diﬀerent levels of
eﬃciency, weak, semi-strong, and strong. (Malkiel & Fama 1970)
Even in weak form the hypothesis states that with previous stock prices, the future
cannot be predicted, as they are already reﬂected in the prices at that point. In
semi-strong markets, public information will not bring any beneﬁt, either, and with
strongly eﬃcient markets, even inside information is reﬂected on the price at all
times. (Malkiel & Fama 1970) It is clear that especially the strongest form of
eﬃciency cannot stand in normal conditions, as asymmetric information has been
established to be beneﬁcial to its holders in both theory and practice (Jaﬀe 1974,
Healy & Palepu 2001). However, in the weaker forms, there is no clear consensus
on the real eﬃciency of the markets.
Market eﬃciency is especially relevant to predicting price movements, as the hy-
pothesis states in all of its forms that it is not possible using the past prices, and the
semi-strong market states that no extra public information will help. Instead, the
prices are said to follow a type of random walk, also seen in the modeling functions
with the Wiener process component. That is, the stock price models presented in
Equation 2.1 and Equation 2.2 fulﬁll the requirements of eﬃcient markets as the
new price depends only on the previous observation.
Still, there is no full agreement on whether the hypothesis stands, as evidence has
been presented both for and against the hypothesis. For example, Basu (1977) and
Lee & Hannig (2010) ﬁnd that an advantage can be gained through analyzing past
price processes. Research has gotten promising results in predicting stock prices
through past price processes, for example Sirignano (2016) and Kercheval & Zhang
(2015). This would also imply that the prices do not fully follow a random walk
process, as the prediction results should have only been correct with the accuracy of
a random guess. Malkiel (2005) still supports the hypothesis of eﬃcient markets by
demonstrating that the proﬁts generated by index funds do not signiﬁcantly diﬀer
depending on whether they are human managed or not. The eﬃciency of markets
may also depend on both the market and the time and place of the price observation:
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for example, Narayan et al. (2015) presents that the stock price processes would be
eﬃcient depending on the day of the week.
The eﬃciency of the markets is naturally also relevant in predicting price jumps, as
they are part of the random process and should thus be unpredictable. However,
some evidence is presented that they correlate with news and other political or
economical events at least in certain markets (Hagenau et al. 2013, Schumaker &
Chen 2009, Kim & Mei 2001). Still, it is unknown to what extent the released
information was known beforehand - it does seem that "surprising" news or events
emit at least much greater a response in prices. In addition, even if the presence
of jumps itself is predictable, the size and direction may not be. For example,
with earnings announcements, the time is known beforehand, and thus the arrival
of a jump can be predicted with good conﬁdence. However, the contents of the
announcement are not fully known beforehand, making the size and the direction of
the jump unpredictable. Thus it could be argued that even with predictable jump
arrivals, the markets can still be considered eﬃcient.
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3. USED METHODS
Stock price movement prediction is in essence a time series forecasting problem, for
which a large amount of methods, both in statistical estimation and machine learn-
ing, have been proposed. Although it is generally regarded as one of the most diﬃcult
prediction problems due to the eﬃciency of the market, many popular methods for
time series prediction can be utilized to achieve better results. Additionally, limit
order books as input data can be formulated as a multidimensional evenly sampled
time series matrix, utilizable by many methods adapted for time series processing.
Methodwise, price jump prediction can be seen as a similar problem to LOB stock
price prediction, although it has its own problems due to the proportion of time
samples containing jumps being so small and the role of randomness in the deﬁnition
of the jump. The methods used in this work are the standard multi-layer perceptron,
long short-term memory, and convolutional networks as well as an adaptation of the
attention model proposed by Zhou et al. (2016), chosen by their success in the
prediction and classiﬁcation of other similar time series as very little research on the
prediction of jump-type movements was found.
3.1 Time series prediction and classiﬁcation
Time series classiﬁcation and prediction often pose a challenging task due to several
properties: they tend to have a lot of noise and a high dimensionality, while explicitly
depending on the time variable. Thus it is not guaranteed that two identical states
at diﬀerent time points would lead to the same outcome. In many time series, stock
prices withstanding, the incompleteness of the provided information also tends to
be a problem - the information provided may simply not be enough to accurately
classify the data. The lack of stationarity in time series poses another problem, as
changing mean or variance may require extra steps to normalize the data. (Längkvist
et al. 2014)
The distinction between classiﬁcation and prediction is often small, as prediction
can often be seen as an instance of classiﬁcation. In the case of stock prices, this
could be "the price is going to move up" or "the price is going to move down" (Kara
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et al. 2011) - in the case of jumps, the classes in the simplest case are jump or
no-jump samples. With prediction involved, these become pre-jump and "normal"
samples.
Due to the diﬃculty of time series prediction, it is also a much researched topic. In
the recent years, many methods especially in the realm of machine learning have
been implemented to tackle the problems associated with statistical methods. Still,
many time series classiﬁcation problems are far from solved. In addition to stock
prices, such areas include video and audio processing. (Längkvist et al. 2014)
The model of choice depends much also on the type of time series to be predicted.
Important qualities are the stationarity of the series as well as whether it is a single
or multivariate problem. In case of stocks, the volatility is volatile, as well, and
the price models tend to include drift which slowly shifts the mean of the price
(Heston 1993). In the simplest cases, the stock price process can be inspected
purely through the price history; for example, Kazem et al. (2013) and Guresen
et al. (2011) aim to predict the stock price with only the price history.
Often, the price history is used to turn the prediction a multivariate problem through
calculating diﬀerent statistics of the price at any given time, which may involve both
time-sensitive values such as the derivatives of the price movement, or for example
moving averages over a certain time (Chang et al. 2016, Kercheval & Zhang 2015).
However, other data can also be used to improve the prediction results, such as
relevant news (Hagenau et al. 2013, Schumaker & Chen 2009). The order book
also contains more detailed information of what makes up the price, making a good
candidate for source of prediction information (Kercheval & Zhang 2015, Sirignano
2016).
Models to predict time series include statistical autoregressive models such as ARIMA
(Autoregressive integrated moving average) and GARCH (Generalized autoregres-
sive conditional heteroscedasticity) (Lütkepohl & Kratzig 2004), hidden Markov
model (HMM) based systems (Rabiner & Juang 1986) and diﬀerent machine learning
methods. The autoregressive models presume predictability based on price history,
and create the model through a regression of the past prices. They can model simple
time series well, but often fail to represent more dynamic sequences (Lütkepohl &
Kratzig 2004).
The hidden Markov model describes a probability distribution over an inﬁnite num-
ber of possibile sequences through non-observable, "hidden" states connected through
a Markov process. These states change according to the probability distribution,
emitting observable information which can be used to model the underlying hidden
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process. (Eddy 1996) These estimated parameters can then be used as features for
classiﬁcation. Still, the model does not perform too well with complex data, having
problems especially with high dimensionalities, although extensions have been made
to account for greater complexity (Pieczynski 2007).
Of machine learning, diﬀerent types of neural networks have been especially popu-
lar methods of predicting and classifying time series. Neural networks used in time
series classiﬁcation include recurrent neural networks, which use feedback meth-
ods in transfering the signals (Connor et al. 1994), convolutional neural networks,
which subsample the data locally (Yang et al. 2015) and deep networks consisting
of multiple hidden layers (Sirignano 2016).
Another popular method is the support vector machine, which provides a simpler
classiﬁcation framework capable of handling multidimensional data (Sapankevych
& Sankar 2009). Machine learning methods can also be combined with traditional
methods such as ARIMA (Connor et al. 1994) or hidden Markov models (Abdel-
hamid et al. 2012), or multiple types of learning systems can be combined, as for
example neural networks naturally allow for multiple types of consequent layers (Shi
et al. 2015).
3.2 Neural networks
Neural networks are learning systems which were modeled based on the structure
of the human brain: large amounts of individual units, called neurons, process the
information fed through the network. They then adjust their inner weights based
on the information provided, making the system "learn". Neural network consist
of layers of neurons, feeding data either directly through the system or through
diﬀerent recursive patterns. (Jeﬀerson et al. 1995, pp. 23-25)
3.2.1 Multi-layer perceptron
Perhaps the most common type of neural network is the multi-layer perceptron
(MLP). Multi-layer perceptron is a neural network consisting of consecutive layers
of neurons where each layer gets input from the previous layer and outputs to the
following layer, that is, the neurons do not give their output to the layers before
them or to other neurons in the same layer. The MLP consists of an input layer,
which receives data vectors, hidden layers, which the values received at input go
through, and an output layer producing output values which will be interpreted as
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class identiﬁers or probabilities. A simple MLP with a single hidden layer and two
outputs is shown in Figure 3.1. (Graves 2012, pp. 15-20)
The MLP neuron is a single processing unit which collects data from its input
synapses, calculates their weighted sum, and applies an activation function to it.
The sum function can be represented as
ah =
IX
i=1
wihxi; (3.1)
where I is the number of input units, x is the input vector and wij is the weight
from unit i to unit j. From the sum, the activation of the neuron can be calculated
with
bh = h(ah); (3.2)
where h is the neuron's activation function which squashes the neuron's output
value to a ﬁnite output range, often [0; 1]. The activation can be just a linear
function h(ah) = ah, but nonlinear activations give the network the ability to also
work on nonlinear boundaries. In most cases, the activation function has to be
diﬀerentiable for training of the network, for example with the gradient descent
algorithm. The output neuron works exactly as the hidden layer neurons, although
they may use a diﬀerent activation. The optimal size of the hidden layer is deﬁned
by the data used, whereas the output layer size is related to the number of output
classes. (Graves 2012, Jeﬀerson et al. 1995) With binary classiﬁcation problem, a
single output neuron may be used to output the class value rounded to 0 or 1, and
multiple categories can be conveyed with a number of output neurons equal to the
number of classes. With this, the neuron with the highest activation is the output
class value. (Chollet & Others 2015) A MLP neuron is shown in Figure 3.2.
The training of a network consists of two phases, forward pass and backward pass. In
forward pass, the activation values for the network are calculated according to Equa-
tion 3.2. This also yields a classiﬁcation result from the output layer activations. In
backward pass, the network attempts to minimize the value of a loss function. This
can be done with an optimization algorithm. An example of such is gradient descent,
which calculates the derivative of the loss function regards to the network weights
and then adjusts those weights in the direction of the negative slope. (Graves 2012)
Another optimization function is Adam, introduced by Kingma & Ba (2014).
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Figure 3.1 A standard MLP neuron, consisting of input weights, a constant bias added to
the sum, the sum function and an activation function producing its output, further passed
to the neurons of the next layer or interpreted as the output of the network. (Haykin 2004,
p. 35)
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Figure 3.2 A simple MLP network with four inputs, a single hidden layer with four
neurons and a two-neuron output. In forward pass, the signal travels in the direction of
the arrows, and in backward pass this is reversed. (Haykin 2004, pp. 43-44)
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Adam is an algorithm which computes individual adaptive learning rates for the pa-
rameterse by estimating the ﬁrst and second moments fo the gradients. It is aimed to
combine the advantages of two other optimization methods, AdaGrad, an adaptive
gradient algorithm which works well with sparse gradients (Duchi et al. 2011), and
RMSProp, an algorithm optimized especially for recurrent networks which divides
the calculated gradient by its recent magnitude (Tieleman & Hinton 2012). Adam
calculates gradients, updates bias and computes moment estimates with which it up-
dates the parameters until the resulting parameters have converged to a result using
the loss function. Pseudocode for Adam is presented in Program 3.1. The function
takes six arguments, where  is the step size, 1; 2 2 [0; 1) are the exponential
decay rates for moment estimates, f is the stochastic objective (loss) function and
0 is the initial parameter vector. (Kingma & Ba 2014)
1: function Adam(, 1, 2, f , 0)
2: m0 := 0 . Initial ﬁrst moment vector
3: v0 := 0 . Initial second moment vector
4: t := 1 . Initial time step
5: while t is not converged do
6: gt := rft(t 1) . Gradients regarding the objective at time
7: mt := 1 mt 1 + (1  1)  gt . Biased 1st moment estimate
8: vt := 2 mt 1 + (1  2)  g2t . Biased 2nd moment estimate
9: m^t := mt=(1  t1) . Bias-corrected 1st moment estimate
10: v^t := vt=(1  t2) . Bias-corrected 2nd moment estimate
11: t := t 1     m^t=(
p
v^t + ) . Updated parameters
12: t++
13: end while
14: return t . Optimized parameters
15: end function
Program 3.1 Adam optimization algorithm. Aims to minimize loss of f by calculating the
gradient and moment estimates. Kingma and Ba (2014) proposes values  = 0:001; 1 =
0:9; 2 = 0:999;  = 10
 8. g2t is the elementwise square of the matrix.
The loss function is a function which portrays the classiﬁcation error of the net-
work. Thus minimizing the loss function should improve the classiﬁcation results.
Some common loss functions include mean absolute error, mean squared error, and
crossentropy. Crossentropy measures the entropy between sets by measuring the
average number of bits needed to identify an event drawn from a set. For discrete
sets p and q, where pi is the true label, and qi is the current predicted value, binary
crossentropy can be deﬁned as
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H(p; q) =  
X
i
pilog(qi): (3.3)
It can be shown that when choosing between distributions q which estimate the
true distribution p, minimizing cross-entropy leads to choosing the best estimate by
maximizing the overall entropy. (Shore & Johnson 1980) Thus it is a suitable as a
loss function to be minimized, and often portrays the true loss better than simple
error measures.
3.2.2 Recurrent neural networks and long short-term memory
Recurrent neural networks (RNN) are neural networks where the connections be-
tween neurons allow directedly cyclical connections. In a basic recurrent network,
neurons form connections inside the same layer, creating a net of one way con-
nections. In the simplest form, this means a standard neural network but with a
feedback loop. The connections in the basic RNN are weighted as in a standard
multi-layer perceptron. Recurrent neural networks address the temporal relation-
ships in their inputs by maintaining an internal state, due to the recursive property,
a quality especially suitable for time series data. (Giles et al. 2001)
An extension of recurrent neural networks is long short-term memory (LSTM), ﬁrst
proposed by Hochreiter & Schmidhuber (1997). LSTM was developed to combat
the problem of keeping error signals in proportion when ﬂowing backward in time
by making use of both short-term memory, based on the recurrent connections, and
the long-term memory, represented by the slowly changing weights. A constant
error signal ﬂow is ensured by connecting the neurons to themselves. (Hochreiter &
Schmidhuber 1997)
LSTM introduced the concept of a memory cell to control the memory ﬂow of a
network. A memory cell is a singular neural unit with the addition of multiplicative
input and multiplicative output gates. These are created to protect the neuron from
changes triggered by irrelevant inputs, and to protect other units from the irrelevant
information currently stored within the neuron. Each memory cell has a ﬁxed self-
connection, and processes input from multiple input sources to create the output
signals. Memory cells which share the same input and output gates form memory
cell blocks. (Hochreiter & Schmidhuber 1997)
Training an LSTM network happens in steps, where a single step involves the update
of all units, called forward pass, and the computation of error signals for all weights
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passed backwards in the network (backward pass). The activation of the input gate
yin and output gate yout are deﬁned as
netoutj(t) =
X
m
woutjmy
m(t  1); youtj(t) = foutj(netoutj(t)); (3.4)
netinj(t) =
X
m
winjmy
m(t  1); yinj(t) = finj(netinj(t)); (3.5)
where j is the memory block index, v is a cell inside the memory block j, so that cvj
marks the v-th cell of the j-th memory block and wlm is the weight for the connection
between units m and l. Input gates are deﬁned as in and output gates out. The loop
sums over all source units deﬁned by the network. The function f is a diﬀerentiable
function for the gates, such as the logistic sigmoid,
f(x) =
1
1 + e x
; (3.6)
where x 2 [0; 1]. The input is further squashed by a diﬀerentiable function g. (Gers
et al. 2000)
Gers et al. (2000) further adds to the LSTM model by including additional gate, the
"forget gate". The forget gate serves to allow for the LSTM cell to reset itself at
appropriate times, releasing resources to use. The LSTM block model with a single
cell and included forget gates is presented in Figure 3.3. The LSTM layer outputs
either a one-dimensional vector of activations for each feature, or a two dimensional
structure with a value for each feature at each processed time step. With an LSTM
layer connected to a dense layer, the former is needed, as the dense layer expects one
dimensional input. However, some models such as the Attention model proposed
by Zhou et al. (2016) require multi-dimensional LSTM output when applied to the
LSTM layer, as its purpose is to calculate a value for each time step.
3.2.3 Convolutional neural networks
Convolutional neural networks (CNN) mimic the way brain processes visual data.
Speciﬁc neurons are only concerned with speciﬁc parts of the input, at the same
time making the position of speciﬁc features less relevant, as long as they are in a
certain relation to the other features. Even though they were originally proposed
for image recognition tasks, they have found uses in speech classiﬁcation and time
series prediction tasks. The convolutional network combines the principles of the
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Figure 3.3 An LSTM block with a single cell. The model includes three activation gates
with the function f , which use multiplications portrayed as black cells, as well as the regular
input and output gates with activations g and h. The connections between the cell and the
gates are unweighted for solid lines, and weighted for dashed lines. Adapted from Graves
(2012) and Gers et al. (2000)
importance of locality in data points, shared weights between points and possible
subsampling. (LeCun & Bengio 1995)
Convolutional neural networks have been especially successful in the domain of im-
age processing; providing for example a winning best entry in the popular ImageNet
image classiﬁcation challenge (Krizhevsky et al. 2012) and the ImageNet feature
localization challenge (Sermanet et al. 2013). The images are ﬁrst normalized, re-
sized and approximately centered. After the input layer, each unit in a single layer
receives inputs from a certain set of inputs in its neighborhood from the previous
layer, making the perceptive ﬁelds localized. This allows the extraction of certain
local features, which can then be combined. (LeCun & Bengio 1995)
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Figure 3.4 A single 2d CNN layer, taking the convolution neighborhood, applying the
convolution kernel and reducing dimensionality with max pooling. (Adapted from Sermanet
et al. (2013))
Each convolutional layer is followed by an additional, "pooling", layer to perform
local averaging and subsampling. This reduces the resolution of the input every
step, and reduces the network's sensitivity to shifts and distortions (LeCun & Bengio
1995). A simple CNN-pooling combination is shown in Figure 3.4. Pooling can also
be done with the the maximums of the input window it applies, drawing attention to
more pronounced features while reducing the resolution. This is called max pooling,
and is also often done between convolutions (Scherer et al. 2010). Convolutional
and pooling layers are often repeated until the feature maps convolute to a singular
output for all possible classiﬁcation results (LeCun & Bengio 1995), or they may
be connected to regular dense (MLP) network layers to produce the ﬁnal output
(Krizhevsky et al. 2012).
Time series analysis with convolutional neural networks works much the same as
images, although the dimensionality of the inputs are naturally diﬀerent. Locality
of the ﬁelds works well with time series, as the observations are dependent on time:
the same observation can be followed by diﬀerent results at diﬀerent times, and the
surroundings of the observation can be used to generate a better estimate (Längkvist
et al. 2014). Convolutions can be also applied to one-dimensional time series data,
allowing the convolution for both single- and multi-parameter problems. (Di Per-
sio & Honchar 2016). An example of feature-dimension time series convolution is
presented in Figure 3.5.
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Figure 3.5 A single 1d CNN layer, convoluting in feature dimension, applying the convo-
lution kernel and reducing dimensionality with unspeciﬁed pooling. (Adapted from Hu et al.
(2014))
3.2.4 Dropout
Dropout layers, ﬁrst proposed by Hinton et al. (2012), improve classiﬁcation results
by preventing complex co-adaptations of the training data. On each presentation of
every training case, there is a probability that the hidden unit is randomly omitted
from the network, thus "dropping" the unit activations from the information ﬂow.
As they may not be present, this means hidden units cannot rely on the presence of
any other hidden unit at any time, making it more robust as it cannot depend on
any single passed value.
The probability for dropping out any one unit is predeﬁned; Hinton et al. (2012)
proposes a dropout chance of 0.5. (Hinton et al. 2012) This means that generally
only half of the units are present with any iteration of the training, and thus even if
they fully (over)ﬁt into a given training sample, the whole network will not. Dropout
can be introduced with any connection, for example between layers, or inside the
recurrent connections of an LSTM layer.
3.2.5 Attention model
Attention is a mechanism recently used especially in sentence classiﬁcation, transla-
tion (Bahdanau et al. 2014) and generation (Graves 2013). An attention mechanism
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generates output by focusing on relevant elements of the input. That is, the atten-
tion model gives weights to the elements of the input sequence based on both the
location and the contents of the sequence, supporting the possibility that observa-
tions at speciﬁc spots could have a greater importance in determining the results.
Thus attention model could be used for example to weight diﬀerent words in a sen-
tence to ﬁnd relations from them (Zhou et al. 2016) or to weigh diﬀerent time steps
in a time series, for example in speech recognition (Chorowski et al. 2015).
The attention layer proposed by Zhou et al. (2016) for sentence relation classiﬁcation
is used, where the steps are the timesteps of the LOB observations processed by the
recurrent layer. In this model, the output representation r is formed by a weighted
sum of several output vectors:
M = tanh(H) (3.7)
 = softmax(wTM) (3.8)
r = HT ; (3.9)
where H is the attention layer input matrix consisting of the recurrent layer's output
vectors [h1; h2; :::; hT ], and H 2 RdwL, where dw is the dimension of the observation
vectors, w is a trained parameter vector and wT its transpose, and L is the length of
the sequence. (Zhou et al. 2016) The softmax is a normalized exponential function
which squashes the inputs to output in range [0; 1] such that it totals 1:
softmax(zi) =
eziP
j e
zj
; (3.10)
where the activation is calculated for all elements of the input (Mikolov et al. 2015).
The ﬁnal output of the attention layer is calculated from the representations with
h = tanh(r): (3.11)
Zhou et al. (2016) also includes a softmax dense layer which takes the attention
output h to calculate the ﬁnal classiﬁcation result. (Zhou et al. 2016)
In this work, the attention layer is connected directly into the unconvoluted input,
followed by the convolution and LSTM layers. Additionally, in place of time steps,
the attention model is applied on the feature dimension. That is, all features are
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weighted, and the same weight for a single feature is repeated and thus applied to
all of the time steps within the sample. This allows for choosing the features which
are the most relevant in any given sample.
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4. DATA USED
The research was conducted using NASDAQ's "TotalView-ITCH" data. This data
contains tick-by tick information of the limit order book orders, cancels and trades
executed through NASDAQ's system. The data contains prices and quantities of
orders as well as their linked partial and full trades and cancels. (NASDAQ 2015)
This data was further transformed to calculate relevant metrics to give a full view
of the order book at any given time.
4.1 Selected data
To reduce the computational complexity and ensure a continuous order ﬂow, several
well known stocks are selected for the study. These are GOOG (Google), MSFT
(Microsoft), AAPL (Apple), INTC (Intel) and FB (Facebook). All of the selected
stocks have large amounts of orders and trades each day, ensuring that the data
presented by the order book gives a realistic view of the state of the stock.
The price data for AAPL was adjusted slightly. On June 6th 2014, 5pm, Apple
issued 10 800 000 000 new shares, eﬀectively splitting each existing common share
into seven separate parts (Apple Inc. 2014). As this was in the middle of the observed
period and caused no diﬀerence in individual investors' wealth in owned stock by
itself, all stock prices prior to the split are divided by seven to make the true value
of the owned stock continuous.
The data is divided into two parts: training data and test data. The training data
is the data used to learn the problem, that is, the data fed to the networks in
the training phase to adjust the weights through the optimization algorithm. The
training data consists of series of observations in ﬁfty-days periods which are each
classiﬁed as either jumps or non-jumps depending on the value of the jump statistic
at that time. Additionally, validation data is selected from the training datasets
in time-based selection. In all datasets, observations are picked every minute, but
the amount of jump samples is increased by shifting the beginning of the sample by
several seconds. Thus validation data is selected in a way such that observations
around the same time will get in the same set to avoid including observations from
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the same minute in both training and validation data.
Validation data and test data are data intended to evaluate the performance of the
system. This cannot be done with the training data itself, as the model will easily
learn all features of the training data to be perfectly able to classify the samples.
This is rarely desirable due to the fact that the training data is inevitably only a
sample from a larger population and cannot represent it fully. Thus it is possible
to learn the training data too well by also learning the noise of the samples, which
is irrelevant to its real class. This is called overlearning, and it sharply reduces the
performance outside the training dataset as it is no longer generalizable to data
outside of it. (Webb & Copsey 2011)
The diﬀerence between test and validation data is that validation data is constantly
used in model selection and adjustment, and test data is used to evaluate the selected
model. Thus validation data is kept separately from test data to ensure that the
model is not developed solely to be able to classify the test data, either, and it can
provide an objective view on the performance of the system. (Webb & Copsey 2011)
The data is divided into into training sets based on the day of the observation. A
total of 360 days, spanning about one and half years, are selected from 2014-2015.
The data is divided in a way such that ﬁrst there are 50 days of training data,
followed by 10 days of test data. The next set contains the ﬁrst 50 days as well as
the following 50, and is tested on the following 10 days after both sets. This pattern
is followed through the whole dataset so that the seventh test set trains on 350 days
and tests with the last 10 of 360. Additionally, the training data is presented in a
window such that the model is trained on the newest 50 samples at a time starting
from the start of the observation period but not resetted between sets. The training
sets are presented in Table 4.1. From the training data, 15 percent is picked as
validation data before starting the training of a model.
Set Training days Test days
1. 1-50 51-60
2. 1-100 101-110
3. 1-150 151-160
4. 1-200 201-210
5. 1-250 251-260
6. 1-300 301-310
7. 1-350 351-360
Table 4.1 Division of data into sets used in training in 50 day long sequences.
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4.2 Jump detection
The algorithm proposed by Lee & Mykland (2008) allows the use of multiple diﬀerent
time scales for jump detection. As jumps are predicted short term, samples are
collected every minute for the duration of the observation period. This gives a one
minute window in which a jump occurs, allowing these samples to be classiﬁed to
either have or not have a jump in the following 1 minute period. The jump detection
algorithm is based directly on the ﬁndings of Lee & Mykland (2008), and is ran for
the whole sampling period, allowing the collection of necessary amounts of jump
samples. The algorithm is ran for collected trade price data within the observed
windows. The pseudocode for the jump algorithm is presented in Program 2.1.
Lee & Mykland (2008) oﬀers a nonparametric test which only leaves the window size
K to be deﬁned beforehand. However, the optimal value for K seems to only depend
on the time scale of the data used. Lee & Mykland (2008) only proposes window
sizes for data frequencies upwards from ﬁve minutes, but as the candidates for K
are deﬁned in Equation 2.6, the bounds for suitable values of K can be calculated.
Data outside the trading hours (9.30 - 16.00) is discarded due to diﬀerent trading
mechanisms, leaving 390 observations per day. Thus nobs = 390, which can be
applied to Equation 2.6, yielding 314  K  98280. From these bounds the value
K = 600 is chosen. This subsequently means that the jump test cannot be used
for the ﬁrst 600 observations as there is not enough preceding data to estimate the
instantaneous volatility at that point.
Jumps are found in the data with frequencies presented in Table 4.2. Jumps at
the very ﬁrst observation of the day (9.30) were not taken into account due to the
almost inevitable price changes since the last considered observation at the end of
the previous day. Additionally, jumps from the ﬁrst two days were not detected
due to the insuﬃcient amount of previous observations to satisfy the window size
requirement of the jump detection algorithm. This also means that the training
sets presented in Table 4.1 skip the ﬁrst two days of the sequence to avoid labeling
possible jump samples as non-jumps due to the undetectability of jumps during the
beginning of the price sequence. Thus the day 1 of the table is really the day 3 of
the price observation period.
The data from the stocks are used to construct training and test sets by time and
stock as presented in Table 4.2. On average, there is around 3 jumps a day per stock.
However, jumps are not evenly divided between days. Instead, the days which have
jumps tend to have a larger amount of jumps on average. A sample distribution of
jumps per day counts are shown in Figure 4.1. Additionally, the beginning of the
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training AAPL FB GOOG MSFT INTC Average
1-50 164 182 155 160 149 162
51-100 200 177 131 161 150 164
101-150 172 192 102 152 165 157
151-200 161 171 125 132 170 152
201-250 178 181 136 149 155 160
251-300 172 186 111 128 155 150
301-350 184 182 109 122 139 147
Average 176 182 124 143 155 156
test AAPL FB GOOG MSFT INTC Average
51-60 37 35 42 37 38 38
101-110 54 55 37 27 17 38
151-160 49 38 38 26 27 36
201-210 32 41 26 28 18 29
251-260 39 32 33 26 27 31
301-310 35 35 12 24 18 25
351-360 26 19 16 5 13 16
Average 39 36 29 25 23 30
Table 4.2 The frequencies of jumps in the training and test datasets by stock and set. A
total of 5537 jumps across 362  2 days observed.
350 day period seems to generally have a slightly larger amount of jumps on average.
The total frequency of jumps across the sample period is presented in Figure 4.2,
where colors mark the ﬁfty-day periods in the training sets. It can be noted that not
all days have any jumps, and two days observed have a total of more than twenty
jumps. Thus pre-jump samples may include already occured jumps.
During a single trading day, jumps tend to be heavily skewed towards morning hours
as observed for example by Lee & Mykland (2008). The vast majority of detected
jumps occured within the ﬁrst half an hour of the trading day, with only occasional
jumps after the ﬁrst 1.5 hours for all stocks. Additionally, all stocks had a slight
raise in quantity at 2pm, where the time period between 14.00 and 14.05 contained
around four times as many jumps as 13.55-14.00. The jumps at this time occur
during multiple days thorough the whole observation period. The distribution of
jumps according to the time of the day counted for the whole observation period is
presented in Figure 4.3.
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Figure 4.1 Jumps per day counts for AAPL. Around 12% of days had no jumps, and
around 19% of days had more than ﬁve jumps, with the median being three jumps.
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Figure 4.2 Jumps per day by day across training sets for all stocks.
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Figure 4.3 Total amount of jumps at times of the day in 10 minute periods starting from
the beginning of the trading day at 9.30 am. All stocks are distributed similarly, shown by
the diﬀerent colors.
4.3 Data processing
The inputs use limit order book data, which is extracted from the order ﬂow event
based data. The LOB contains both ask and bid prices as well as their quantities for
the ten best levels on both sides of the book. This is done simply by checking active
orders at a certain time, which can be then ordered by price to obtain the ten best
levels so that the lowest ask and the highest bid are on the ﬁrst level, and subsequent
levels are ﬁlled by existing prices next in the order. For any price, the quantity is
the sum of quantities for orders of that price. The method of constructing the
book also means that empty levels cannot exist between two deﬁned prices. Instead
completely empty ticks are left oﬀ unless there simply are not enough orders to
ﬁll the ten levels, in which case the levels last in order are ﬁlled with prices and
quantities of 0. Quantities at levels with multiple orders are the sum of all active
orders at that level.
To get the best view of the state of the order book, several indicators are calculated
4.3. Data processing 37
in addition to the order book levels derived from the data. Some of the features
from the feature vector set proposed by Kercheval & Zhang (2015) are used to create
potential features for the classiﬁcation set. The Kercheval & Zhang (2015) feature set
is divided into three categories: basic set, time-insensitive set, and time-sensitive set.
The basic set contains direct information about the price and volume on both sides.
The time-insensitive set contains further information about the spreads, diﬀerences
and means. The time-sensitive set contains features which indicate changes in the
data in time, such as derivatives, accelerations and intensities. The full feature set
used is presented in Table 4.3.
Basic Set Description (i = level index)
v1 = fP aski ; V aski ; P bidi ; V bidi gni=1, price and volume (10 levels)
Time-insensitive Set Description (i = level index)
v2 = f(P aski   P bidi ); (P aski + P bidi )=2gni=1; bid-ask spreads and midprices
v3 = fjP aski+1   P aski j; jP bidi+1   P bidi jgn 1i=1 ; price diﬀerences
v4 = f 1n
Pn
i=1 P
ask
i ;
1
n
Pn
i=1 P
bid
i ;
1
n
Pn
i=1 V
ask
i ;
1
n
Pn
i=1 V
bid
i g; mean prices and volumes
v5 = f 1n
Pn
i=1(P
ask
i   P bidi ); 1n
Pn
i=1(V
ask
i   V bidi )g; accumulated diﬀerences
Time-sensitive Set Description (i = level index)
v6 = fdP aski =dt; dP bidi =dt; dV aski =dt; dV bidi =dtgni=1; price and volume derivatives
v7 = flat; lbt; mat mbt ; cat; cbtg, average intensity of each type
v8 = f1lat>laT ; 1lbt>lbT ; 1mat >maT ; 1mbt>mbT g, relative intensity indicators
v9 = fdma=dt; dlb=dt; dmb=dt; dla=dtg, accelerations (market/limit)
Extra Set Description
v10 = fb t60cg, time, rounded to hours
Table 4.3 Used features, adapted from Kercheval & Zhang (2015), except the extra set.
Pi indicates a price at level i, and Vi total volume (quantity) at level i. The message types
displayed are market orders ma and mb, limit orders la and lb and cancels ca and cb. The
arrival rates are marked with t for short t = 1s and long t = 900s timespans. The
relative intensity indicators in v8 are boolean values which depend on the intensities at the
compared times.
In addition to the LOB data, some of the time-sensitive features presented in
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Kercheval & Zhang (2015) require calculating intensities, that is, the number of
arriving orders or cancellations of a certain type, which cannot be directly calcu-
lated from the constructed book and instead have to be counted from the original
event data. The intensities are separated into ask and bid, and the orders are cat-
egorized based on whether they are limit or market orders. The intensities at each
step are calculated directly from the order ﬂow data, and attached to the corre-
sponding order book data of the step. Within market hours, both the limit order
book state and the intensities are calculated every second, yielding a total of 23400
observations per day. Data from non-trading hours is discarded due to diﬀerent
trading mechanisms, and the used data over multiple days is treated as a continu-
ous sequence. In addition to some of the suggested features, approximate times of
the observations are included to account for the diﬀerences in stock behaviour at
diﬀerent points during the day. The timestamps are rounded to the nearest hour to
avoid converging to the local minima of purely time-based classiﬁcation.
The calculated features are divided to sets as speciﬁed in Table 4.1. From these sets,
samples are extracted by a one-minute moving window thorough the training set,
creating one sample a minute for a total of 390 samples a day. Positive samples are
deﬁned as samples with a jump right after the last observation, that is, during the
next minute which is not included in the window. Negative samples are only collected
from the moving window; for positive samples, the window is shifted slightly multiple
times to generate more positive samples due to the big diﬀerence in the sample
sizes. As the data is collected every second, it is possible to shift the window small
enough amounts to not include the jump while creating slightly diﬀerent data for
the samples to increase variety and to preserve the original classiﬁcation of an jump
existing within the next minute. To ensure that possible periodical changes in the
order books will not aﬀect classiﬁcation results due to only positive samples being
shifted, negative samples are also shifted randomly.
All collected samples contain 120 steps sampled at a minute interval. These samples
are then normalized with z-score to eliminate the irrelevant noise due to for example
diﬀerent starting prices:
xnormalized =
x  x
x
; (4.1)
where x is the feature vector to be normalized, x is its mean and x the standard
deviation. (Cheadle et al. 2003) The features are normalized samplewise one feature
at a time: x is then a vector of length 120 containing all observations of a single
feature in a sample, for example all of the ask level 5 volumes. Separate normal-
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ization for diﬀerent features is necessary due to the vastly diﬀerent behaviours and
scales between both diﬀerent levels and volumes as well as their indicators. In-
cluding diﬀerent indicators calculated from the limit order book, such as the price
diﬀerences, allows for the preservation of information about the relations between
diﬀerent values even after normalization.
The data is normalized sample-by sample due to the changes in price behaviour
even during a single day. A relatively short normalization window is also needed to
avoid larger scale price dependence. If, for example, the data was normalized over
the full time period, the main diﬀerences between prices in observations would come
from the long time drift instead of the price changes in the near past. As long-term
changes are unlikely to be the main determining factor of jump occurence in minute
level data, the normalization period should be short enough to avoid learning from
them.
Additionally, from the used data, the most important factors seem to be changes
which occur in the hours right before the jump. Changes within this timespan have
been also noted for bigger jumps associated with company announcements, where
changes in liquidity often start from over an hour before the price jump (Siikanen
et al. 2017a, Siikanen et al. 2017b). The normalization done within the sample also
poses some requirements for a suﬃciently big observation window, as it needs to be
big enough to capture the element of change. There is also a fairly big chance that a
jump has already occured on the same day at the time another prediction is made,
lessening the impact of price changes compared to the previous data. Additionally,
since all samples are of equal length, for the ﬁrst two hours of the day, the window
must include samples collected from the previous day.
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5. RESULTS
The neural networks were built using several Python libraries. The main library
used was Keras, a high level, open-source framework for building multilayer net-
works focused on enabling fast experimentation (Chollet & Others 2015). Keras,
however, does not provide the network structure but an interface for building it.
Thus TensorFlow, a implementation for executing diﬀerent machine learning algo-
rithms, was used as Keras backend. Tensorﬂow is a ﬂexible system, allowing the
utilization of graphics processing units in speeding up the computation. (Abadi
et al. 2015)
The networks were built using Keras' Model framework. The Model provides a
simple framework to which layers can be added in a straightforward manner, and
their connections to other layers can be speciﬁed. This allows the building of both
simple sequential networks as well as more branching approaches. As Keras provides
premade deﬁnitions for many diﬀerent layer types, experimenting with diﬀerent
conﬁgurations is fairly simple.
Early experimentation proved that recurrent neural network's capabilities of han-
dling the provided LOB time series data exceeded the one of networks which did
not have recurrent connections. Additionally, convolutional layers seemed to im-
prove the overall result by reducing the data to more easily handled sizes. However,
too big convolutions or multiple consecutive convolutions tended to reduce the data
too much for the following recurrent layers. Furthermore, if minute-level time data
was included, even simple networks performed better due to the time speciﬁcity of
the jumps in the training data periods. However, this also caused the networks to
vastly overlearn the time dimension, creating a performance limit. Giving only the
hour, on the other hand, improved performance but allowed the network to also
focus on other input parameters. Other network parameters, including optimiz-
ers, loss functions, layer sizes, activations and layer-speciﬁc parameters were chosen
with cross-validation using preselected time spans from within the training data.
The validation data was not chosen randomly due to shifting in the positive sam-
ples, meaning that the same sample, albeit slightly shifted, could then be found in
both training and validation data.
5.1. Measuring the results 41
The network was also tested with diﬀerent types of input data. Using extra features
calculated from the limit order book data further improved the network's perfor-
mance on average by about 3%. Two hour window size oﬀered the best performance,
with smaller windows and smaller step sizes generally oﬀering performance much
closer to random selection.
The CNN-LSTM-Attention network is constructed as follows. The ﬁrst layer con-
nected after the input is the attention layer, composed of multiple Keras components:
A regular dense layer with tanh activation is created with a weight for each time
step, ﬂattened to one dimension, to which softmax activation is further applied.
This layer is repeated once for each step to apply the attention to full timesteps.
The dimensions are then switched to match the original input shape and merged
together by multiplying the activations from the attention model and the input val-
ues from the original input layer. This gives each feature its own weight such that
the same feature is weighted the same across all given time steps within a sample.
The resulting attention mechanism output is a matrix of the original input size,
which is passed forward to a one-dimensional convolutional layer with 32 ﬁlters of
size 5. The convolution output is further processed with a max pool of size 2, and
the max pooled activations are passed to LSTM layer with 40 relu neurons. The
LSTM also includes dropout of 0.5 both inside regular and recurrent connections.
After the LSTM, there is a regular dense fully connected layer of the same size
and ﬁnally the singular output neuron with sigmoid activation. This means that
the output is a single value in range [0; 1], which is then rounded to obtain class
prediction. The proposed network structure is illustrated in Figure 5.1.
5.1 Measuring the results
The network performance was assessed with several metrics. The main target is F1
score, which is deﬁned as the harmonic mean of precision and recall:
F1 =
2
1
recall
+ 1
precision
: (5.1)
Recall is deﬁned as
recall =
tp
tp+ fn
: (5.2)
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Figure 5.1 Layer structure of the CNN-LSTM-Attention network. Additionally, the
attention layer consists of repeated single neuron layers to apply activations on time-step
basis.
and precision as
precision =
tp
tp+ fp
; (5.3)
where tp is true positives, the number of jump samples correctly classiﬁed as jumps,
fn is false negatives, jumps incorrectly classiﬁed as negative samples and fp is false
positives, negative samples incorrectly classiﬁed as jumps. Thus recall is the portion
of jumps classiﬁed as jumps, and precision is the portion of real jump samples in
samples classiﬁed as jumps. (Lipton et al. 2014) High recall implies that a majority
of jumps can be detected, whereas high precision means that jumps can be detected
without also classifying many non-jump samples as jumps.
It should be noted that neither precision or recall take into account the number of
true negatives. This also makes F1 independent on the ratio of accurately classiﬁed
negatives, and instead focuses heavily on getting the positives correctly classiﬁed.
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Thus F1 gives a measure which is both non-linear and non-symmetric - F1 is com-
monly used in cases where the positive class is rare compared to the negatives.
(Lipton et al. 2014) As the portion of jumps in the data is very small, F1 is a suit-
able metric. Successfully predicting no jump is also a less informative result than
successfully predicting one given a relatively small amount of false positives, as very
good accuracy in it could be achieved by just always predicting that there will be no
jump. Measuring the results with F1 also avoids this scenario, as correct negatives
do not aﬀect the score. The F1 of diﬀerent stock by fold is presented in Table 5.1.
Another used metric is Cohen's Kappa. It measures the proportion of agreement
between two observers compared to the chance of a random agreement. It relies
on two metrics, po, which is the proportion of units in which the judges agreed,
and pc, the proportion of units for which agreement is expected by chance. In
case of a learning system, po reﬂects the relative agreement of the classiﬁer and the
ground truth, that is, the ratio of correctly classiﬁed samples. The random chance
agreement pc is dependent on the number of samples classiﬁed to either category by
the raters, so the number of samples classiﬁed in each category as well as the total
amount of samples truly in each category. (Cohen 1960)
The Kappa is deﬁned as
 =
po   pc
1  pc ; (5.4)
for which po and pc can be calculated from the confusion matrix. (Cohen 1960)
As the Kappa takes into account also the agreement by chance, it can be seen as
a more robust measurement for agreement. There is no single intrepretation for
what can be considered a good Kappa value, and thus it depends also on the type
of the problem analyzed. Fleiss et al. (2003, p. 604) presents intervals such that
values greater than 0.75 signify excellent agreement, values above 0.40 a fair or good
agreement, and values under 0.40 a poor agreement. On the other hand, Landis &
Koch (1977) suggest that values of 0.21-0.40 are already fair, 0.41-0.60 moderate,
0.61-0.80 substantial and above that almost perfect.
The average F1 for all CNN-LSTM-Attention model sets was 0.71, with some varia-
tion both between diﬀerent time periods and diﬀerent stocks. This is most likely due
to variations in both stock behavior and the varying number of jumps in diﬀerent
sets. As true negatives are not accounted in the calculation of F1, and having less
jumps to detect directly lowers precision if the ratio of detected jumps stays the
same, less jumps to detect tend to cause a lower score unless the amount of jumps
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Set/stock AAPL FB GOOG MSFT INTC Average
Set 1 0.76 0.63 0.68 0.68 0.74 0.70
Set 2 0.70 0.67 0.47 0.72 0.84 0.68
Set 3 0.66 0.72 0.69 0.68 0.74 0.70
Set 4 0.65 0.85 0.69 0.68 0.81 0.73
Set 5 0.75 0.81 0.78 0.66 0.79 0.76
Set 6 0.72 0.75 0.77 0.76 0.74 0.75
Set 7 0.70 0.69 0.74 0.53 0.77 0.68
Average 0.70 0.73 0.69 0.67 0.78 0.71
Table 5.1 F1 scores by set and by stock for CNN-LSTM-Attention model network. The
averaged set score is 0.71.
which are easily predictable stays the same. Intel (INTC) jumps were predicted the
best, with 0.78 F1, with Microsoft having the worst score with a diﬀerence of around
ten percentage points.
The used model was also compared to several other models popular in stock price
prediction: the convolutional model proposed in Tsantekidis et al. (2017a), the
LSTM model proposed in Tsantekidis et al. (2017b), and a regular two-layer MLP
network.
The convolutional network model for predicting stock price movements proposed by
Tsantekidis et al. (2017a) is illustrated in Figure 5.2. It consists of eight layers. The
ﬁrst layer is a 2-dimensional convolution with 16 ﬁlters of size (4,40), followed by
an 1D convolution with 16 4-long ﬁlters and a max pool of 2. This is followed by
two more 1D convolutions with 32 ﬁlters with size 3, and one more max pooling
layer of size 2. Furthermore, there are two fully connected dense layers, the ﬁrst one
with 32 neurons, and the following with 3 neurons. This network is intended to be
used for stock price prediction with three output classes: upwards, downwards, and
stationary movement. The output layer is modiﬁed to only contain a single output
neuron to act as a two-class classiﬁer. Additionally, the network was designed to
use only the 40 pure limit order book data features, but was modiﬁed in size to test
it with the extra features used in this research. However, the original 40-feature
one was selected for further analysis due to better results. The diﬀerences may have
been due to the 2D convolution, which mixes features in both time and feature axes.
The F1 for the convolutional network is presented in Table 2 in Appendix A.
Another network is the LSTM network for stock price prediction presented in Tsan-
tekidis et al. (2017a). The LSTM network structure is shown in Figure 5.3. This
network is likewise designed to predict price movement in three directions from the
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Figure 5.2 Layer structure of the convolutional network used.
10 levels of ask and bid prices and quantities. The network consists of a LSTM layer
with 40 hidden neurons followed by a fully connected Leaky ReLu unit deﬁned in
Maas et al. (2013). The LSTM network was also tested with both with and without
the extra features, and performed better with the extra set of features from Table
4.3. The F1 for the tested LSTM network is presented in Table 1 in Appendix A.
The MLP network tested consisted of two leaky ReLu layers of 40 neurons each.
The MLP network structure is presented in Figure 5.4, and the f1 score for the
MLP network is presented in Table 3 in Appendix A.
It can be seen that from all the tested networks the CNN-LSTM-Attention model
network achieves the highest average F1 for all samples of around 0.72. The second
best network is the pure LSTM with 0.69, and after that, the CNN with 0.66 and
ﬁnally the MLP with 0.53. Additionally, when average comparing average F1s by
stock, the CNN-LSTM-Attention model network still performs the best in all. Still,
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Figure 5.3 Layer structure of the LSTM network used.
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Figure 5.4 Layer structure of the MLP network used.
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Precision Recall F1 Cohen's Kappa
AAPL CNN-LSTM-A 0.67 0.74 0.71 0.61
LSTM 0.70 0.54 0.61 0.50
CNN 0.62 0.57 0.59 0.47
MLP 0.73 0.35 0.47 0.37
random 0.24 0.50 0.33 0.00
FB CNN-LSTM-A 0.67 0.81 0.73 0.63
LSTM 0.73 0.67 0.70 0.60
CNN 0.69 0.70 0.69 0.59
MLP 0.80 0.41 0.54 0.45
random 0.25 0.50 0.33 0.00
GOOG CNN-LSTM-A 0.60 0.83 0.69 0.59
LSTM 0.69 0.64 0.66 0.58
CNN 0.62 0.77 0.69 0.59
MLP 0.75 0.36 0.48 0.40
random 0.21 0.50 0.30 0.00
MSFT CNN-LSTM-A 0.62 0.77 0.69 0.59
LSTM 0.72 0.65 0.68 0.60
CNN 0.66 0.66 0.66 0.56
MLP 0.76 0.42 0.54 0.46
random 0.22 0.50 0.30 0.00
INTC CNN-LSTM-A 0.72 0.85 0.78 0.69
LSTM 0.77 0.77 0.77 0.69
CNN 0.71 0.63 0.67 0.56
MLP 0.84 0.48 0.61 0.52
random 0.26 0.50 0.34 0.00
Table 5.2 Overall precision, recall, F1 and Cohen's Kappa scores by network and stock for
all 4 networks tested. The CNN-LSTM-Attention network has the best total average Recall,
F1, and Kappa scores. The MLP has a higher precision with the cost of greatly reduced recall
- the given class labels are skewed towards negative. Random is a fully random classiﬁer
included as a benchmark. Random recall is 0.50 and Kappa 0 by deﬁnition.
with all of the tested advanced networks the resulting F1 is above 0.65, substantially
better than the 0.32 F1 of a random classiﬁer. MLP is somewhat worse possibly
due to being unable to deal with fairly large time series input data without over-
learning, but still clearly better than random choice. The scores imply that at least
a part of the jumps in the data are predictable with reasonable level of conﬁdence.
Additionally, with interpreting the Kappa scores, scores of both LSTM models can
be seen as at least good if not very good. Performance of networks used is presented
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Precision Recall F1 Cohen's Kappa
CNN-LSTM-A 0.66 0.80 0.72 0.62
LSTM 0.73 0.66 0.69 0.60
CNN 0.66 0.66 0.66 0.55
MLP 0.78 0.41 0.53 0.44
random 0.24 0.50 0.32 0.00
Table 5.3 Overall precision, recall, F1 and Cohen's Kappa scores for all 4 networks and
a random classiﬁer.
by stock in Table 5.2 and averaged across all stocks and sets in Table 5.3.
When comparing the F1 scores individually set by set it can be noted that even
though in some sets performance varies greatly between the networks, some sets
seem to be diﬃcult to predict for multiple networks. Interestingly, Google's test set
100-110 seems to be worse than average for all classiﬁers, but especially so for the
Attention model. Still, other Google sets are predicted with such an accuracy that
the overall Google score is still above the comparison networks. A similar set is Set
6 of Microsoft, getting a F1 just above 0.5 for both LSTM classiﬁers. However, the
pure CNN seems to handle this set signiﬁcantly better, even though it has trouble
in all other Microsoft sets compared to the LSTM networks.
Another interesting aspect is the similarity of the jump processes for the tested
stocks. This can be noted when using test data from stocks other than the one the
classiﬁer was trained with. For example, a classiﬁer trained with all 7 Apple sets
can still quite accurately predict jumps for other stocks. Using the Set 7 test data
from the four other stocks, the F1 performance was on average under two percentage
points less than the correct classiﬁer.
5.2 Attention layer
Even though the attention model proposed by Zhou et al. (2016) is intended to be
used in time dimension, experimental results indicated that the attention is better
given in the feature dimension. That is, instead of focusing on time steps where
interesting things happen, the network focuses on features which are particularly
interesting at that time point. This was suitable due to the large amount of features
used.
Four samples were selected for further attention analysis through the activations of
the layer created for a given sample: one true positive and true negative, as well as
5.3. Prediction of more exact statistics 49
one false positive and false negative. All of these samples put some importance to
the time feature v10, as expected as its feasibility had already been studied while
developing the network. The attention was checked by comparing the attention
activations from the unmerged layer. Other than that, the attention was given to
quite diﬀerent features between the four samples.
True and false positives both included some volumes from the top levels of the order
book from the basic set (v1) of Table 4.3. Still, neither included any book prices
in the attention, even though the quantities were regarded as important. Both also
included several derivatives from Set v6; the true positive had only quantities from
both sides, whereas the false positive also included ask prices. Interestingly, the real
positive sample also focused on a single, level 4 ask price diﬀerence from Set v3,
none other of which were featured in any other inspected samples.
The negative samples were fairly diﬀerent from the positives, although both had
focused on the time feature as well as some derivative from Set v6. However, the
derivatives on the negative samples are purely quantity derivatives for ask or bid
volumes. The false negative and true negative were also fairly similar to each other
in regards of attention, which makes sense as the end classiﬁcation result was the
same. Both focused on the basic set for both ask and bid as well as quantity and
price. They focused also on several mid prices, which was not the case with either
positive sample. Interestingly, in addition to these, the true negative sample had
also selected cancel intensities for both ask and bid.
For all of the inspected samples, the focus was clearly on several speciﬁc feature
sets, with some features not included in the attentions at all. However, ask and bid
values were fairly equally present, as well as values from across the 10 levels of the
order books. Quantity-dependent values were regarded as especially important in
multiple feature sets, which supports the theories of the relation between liquidity
and jumps. Still, the full test set was not inspected, so even though this implies some
relevance for the values to which attention was paid, the remaining ones would need
to be inspected further to draw conclusions of their usefulness in jump prediction.
5.3 Prediction of more exact statistics
This study focused on a two-class prediction problem where the only class informa-
tion was for whether the jump statistic would exceed a certain threshold within the
next minute or not. However, the problem was also formulated as a three-class clas-
siﬁcation problem with c0 is no jump, c1 is an upwards jump and c2 is a downwards
jump. This was done with the same model and same input data, but the output
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layer was changed to a 3-neuron block. Still, this formulation proved much more
challenging than only predicting the existence of a jump, and the results did not sig-
niﬁcantly diﬀer from random selection in regards to the jump direction. Results for
diﬀerentiating between the jump classes c1 and c2 with the CNN-LSTM-Attention
network are presented in Table 4 in Appendix B.
The better predictability of jumps is consistent with the deﬁnition of the stock price
model in Equation 2.2: the jump term consists of two separate parts, the counting
process of the occurence of a jump and the jump size, which is iid. Thus it is possible
that the counting process is predictable, while the size and thus the direction of the
jump is not. Still, this study did not focus on such a prediction case, and thus
it may be possible to also predict the direction of the jump with some accuracy,
albeit likely much lower than the occurence of the jump which may even be known
beforehand due to prescheduled release of information regarding the stock.
Another possible direction for jump prediction is to not only predict jumps but to
predict the jump statistic for each time step. This means that the prediction would
be a regression problem in which the jumps are only implied by the statistics which
are above the threshold by interpreting the output of the network. However, this
method requires more accurate predictions on price movements also considering the
non-jump price process (t)dW (t), and thus requires also the prediction of the stock
price process. Of course, the task can be made easier by using only the absolute
value of the jump statistic, disregarding the direction of the movement. Still, this
task was also much more diﬃcult than simple jump prediction at least with the
tested methods. This is most likely due to the combination of more exact prediction
requirements of a regression task, the limitations of the chosen methods, and the
need to also predict the magnitude of the normal stock price process to get the
correct statistic also in the samples without jumps.
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6. CONCLUSIONS
In this work, a new CNN-LSTM-Attention model was developed to predict jumps
from limit order book data. The problem was also tested on several existing neural
network models for stock price prediction. The networks were both trained and
tested for ﬁve separate stocks for a total of 360 days. The developed CNN-LSTM-
Attention model performed the best in regards of F1 for all stocks, and on average
also the best for Cohen's Kappa.
Overall, the F1 scores achieved with also the other tested networks imply that the
price jumps are indeed predictable with the presented order book data. At the
same time, certain jumps seem to be much more diﬃcult to detect with all of the
tested networks. This would support the hypothesis that jumps exist with both
expected an unexpected changes, for example with news, when it may be known
that a company has an upcoming press release. However, predicting the direction of
such jumps is much more diﬃcult, as well as the jump statistic in general, staying
in line with the eﬃcient market hypothesis.
This research focused mainly on predicting the existence of a jump in the near future.
Thus, even though it was not successful in this study, predicting both the direction of
the jumps and the jump statistic in general should be researched further. Predicting
the following jump statistic would be especially interesting even outside the context
of the jumps, as it is in essence a statistic of future returns of the stock. Thus it could
also be of use in those contexts, even if the absolute value is used and thus the stock
price direction is not considered. Additionally, the deﬁnition of jump itself includes
some randomness due to the unbounded nature of the normal distribution, which
would be eliminated from the learning process if it only considered the jump statistic
which is directly based on the stock price and thus does not include uncertainty in
its interpretation. This study also focused on several known network types, LSTM
and CNN, for the basis of the model, and thus it might be beneﬁcial to also apply
other types of classiﬁers to this type of a problem.
Another area of interest is the feature attention model used in this study, as they
can be used also as indicators to which types of measures can be used to predict
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price jumps in general and which features of the book aﬀect to the forming of the
jump. However, the attentions were only studied based on several sample series, and
thus more in-depth research on these features would be particularly interesting. The
results of the attention study could also be used to further develop the input data of
the network by expanding on the features which the network considers as relevant
to classiﬁcation. At the same time, it may improve performance in both results and
computational complexity to leave out features which do not get signiﬁcant weights
for any correctly classiﬁed sample.
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APPENDIX A. NETWORK F1 SCORES
Set/stock AAPL FB GOOG MSFT INTC Average
Set 1 0.71 0.59 0.61 0.71 0.77 0.68
Set 2 0.36 0.63 0.56 0.82 0.83 0.64
Set 3 0.64 0.74 0.61 0.73 0.72 0.69
Set 4 0.59 0.72 0.68 0.64 0.81 0.69
Set 5 0.69 0.77 0.74 0.56 0.75 0.70
Set 6 0.67 0.71 0.74 0.65 0.79 0.71
Set 7 0.60 0.70 0.72 0.52 0.75 0.66
Average 0.61 0.70 0.67 0.66 0.77 0.68
Table 1 F1 scores by set and by stock for the LSTM network. The average across all sets
is 0.68.
Set/stock AAPL FB GOOG MSFT INTC Average
Set 1 0.57 0.65 0.69 0.68 0.74 0.67
Set 2 0.48 0.57 0.56 0.78 0.76 0.63
Set 3 0.60 0.69 0.62 0.69 0.68 0.66
Set 4 0.60 0.82 0.68 0.70 0.38 0.64
Set 5 0.59 0.77 0.77 0.55 0.62 0.66
Set 6 0.73 0.72 0.78 0.46 0.74 0.69
Set 7 0.63 0.47 0.69 0.62 0.61 0.60
Average 0.60 0.67 0.68 0.64 0.64 0.65
Table 2 F1 scores by set and by stock for the CNN network. The average across all sets
is 0.65.
Set/stock AAPL FB GOOG MSFT INTC Average
Set 1 0.50 0.51 0.50 0.23 0.47 0.44
Set 2 0.21 0.19 0.46 0.79 0.69 0.47
Set 3 0.43 0.36 0.49 0.72 0.60 0.52
Set 4 0.45 0.63 0.63 0.40 0.65 0.55
Set 5 0.56 0.78 0.47 0.45 0.59 0.57
Set 6 0.63 0.65 0.18 0.43 0.69 0.52
Set 7 0.57 0.66 0.54 0.57 0.62 0.59
Average 0.48 0.54 0.47 0.51 0.62 0.52
Table 3 F1 scores by set and by stock for the MLP network. The average across all sets
is 0.52.
62
APPENDIX B. PREDICTING JUMP DIRECTION
Set Method Precision Recall Cohen's Kappa F1
AAPL CNN-LSTM-Att 0.45 0.49 0.08 0.47
random 0.41 0.50 0.00 0.45
FB CNN-LSTM-Att 0.58 0.64 0.08 0.61
random 0.55 0.50 0.00 0.52
GOOG CNN-LSTM-Att 0.45 0.59 0.00 0.51
random 0.45 0.50 0.00 0.47
MSFT CNN-LSTM-Att 0.54 0.50 0.07 0.52
random 0.50 0.50 0.00 0.50
INTC CNN-LSTM-Att 0.50 0.51 -0.01 0.51
random 0.51 0.50 0.00 0.50
Average CNN-LSTM-Att 0.51 0.55 0.05 0.53
random 0.48 0.50 0.00 0.49
Table 4 Results of the CNN-LSTM-Attention model for separated jump direction predic-
tion with upwards jumps as positive samples and downwards jumps as negative samples.
The amount of samples in the two classes is not equal, but the dominant direction depends
on the set. The network is slightly better than a random classiﬁer on average, although not
consistently, and the results vary due to changing proportions of jump directions between
diﬀerent stocks. It should be noted that in some sets the amount of upward jumps is big
enough to make always choosing positive by far the best choice even according to F1, as
the changing imbalance between class sizes means this option cannot be eliminated with the
choice of positive and negative labels.
