This paper addresses aggregation in integer autoregressive moving average (INARMA) models. Although aggregation in continuous-valued time series has been widely discussed, the same is not true for integer-valued time series. Forecast horizon aggregation is addressed in this paper. It is shown that the overlapping forecast horizon aggregation of an INARMA process results in an INARMA process. The conditional expected value of the aggregated process is also derived, for use in forecasting. A simulation experiment is conducted to assess the accuracy of the forecasts produced by the aggregation method and to compare it to the accuracy of cumulative h-step ahead forecasts over the forecasting horizon. The results of an empirical analysis are also provided.
INTRODUCTION
Time series aggregation is a widely discussed subject for continuous-valued time series. It goes back over 50 years [1] and since then many papers have considered different aspects of 1 Corresponding author. E-mail addresses: mohammadipour@bucks.ac.uk (M. Mohammadipour), john.boylan@bucks.ac.uk (J.E. Boylan).
aggregation for continuous-valued time series (see for example: [2] [3] [4] [5] [6] [7] [8] [9] ). Three types of aggregation have been identified in the literature which can be classified as: cross-sectional aggregation, temporal aggregation, and forecast horizon aggregation. The first class of aggregation produces forecasts based on aggregated data series and the other two produce forecasts based on aggregated periods.
Cross-sectional or contemporaneous aggregation is conducted across individual series rather than time. For example, in demand forecasting of many products with a short demand history, similar products are grouped in a product family and the demand forecast is built for the family rather than individuals, which may produce more reliable forecasts than the forecasts for individual items.
Temporal aggregation, also called flow scheme, refers to aggregation in which a low frequency time series (e.g. annual) is derived from a high frequency time series (e.g. quarterly or monthly). The low frequency variable is the sum of consecutive periods of the high frequency variable. For example, the annual observations are the sum of the monthly observations every twelve periods ( = 12).
Finally, forecast horizon aggregation refers to the case in which there is requirement for a forecast of the total value over a number of time periods ahead. For example, in demand forecasting in a supply chain, when there is a lead time between ordering by a manufacturer and receiving the order from a supplier, the demand over that lead time has to be forecasted in order to prevent shortage during the lead time period (see for example: [10] ).
With respect to temporal/forecast horizon aggregation, we must distinguish between overlapping and non-overlapping cases. In non-overlapping aggregation, the demand series are divided into consecutive non-overlapping blocks of equal length. In overlapping aggregation, the blocks are of equal lengths but, at each period, the oldest observation is dropped and the newest is included. This paper focuses on the case of overlapping aggregation.
Although many papers examine continuous-valued time series, issues related to their application [11, 12] and different types of aggregation in them [2] [3] [4] [5] [6] [7] [8] [9] , the same is not true for time series of counts. Brännäs, Hellström and Nordström [13] first studied temporal and cross-sectional aggregation of an Integer Auto-Regressive process of order one, INAR(1).
To our knowledge, forecast horizon aggregation in more general Integer Auto-Regressive Moving Average (INARMA) models has not been studied before. This is the motivation for this study, to begin to address this issue and present some new results. The paper is structured as follows. The forecast horizon aggregation of INARMA(p,q) processes is discussed in detail in section 2. A simulation experiment is designed and performed in section 3 to assess the accuracy of the aggregated forecasts of section 2. An empirical analysis, based on two datasets, is performed in section 4. The conclusions are provided in the final section of the paper.
FORECAST HORIZON AGGREGATION AND FORECASTING
In this section, aggregation and forecasting over a forecast horizon is discussed. This has applications in many areas. Some application areas require forecasts of the whole distribution ( [14, 15] ). However, other application areas need forecasts of the conditional mean ( [13, 16] ).
This study concentrates on estimation of the conditional mean, while further research will focus on forecasting the whole distribution. This research examines whether there is any benefit to be leveraged from INARMA models in forecasting the conditional mean. It is shown that there is such a benefit in certain circumstances. The most common forecasting procedure discussed in the time series literature is using the conditional expectation. The main advantage of this method, apart from being simple, is that it produces forecasts with minimum mean square error (MMSE). This forecasting procedure is adopted in this paper.
INAR(1) Models
A Poisson INAR(1) process, PoINAR(1) is defined by:
where ∈ (0,1] and { } is a sequence of i.i.d. non-negative integer-valued Poisson distributed random variables, with mean and finite variance . and −1 are assumed to be stochastically independent for all points in time. The thinning operation " " of Sueutel and van
Harn [17] is defined by ∘ = ∑ =1 where { } is a sequence of i.i.d. Bernoulli random variables with ( = 1) = for = 1, … , .
It follows from [14] that the conditional mean of the aggregated process is:
As shown in Appendix A, the conditional variance of the aggregated process is as follows:
For an INAR(1) process of (1), the cumulative value over horizon is given by:
Bearing in mind that ∘ + ∘ ≠ ( + ) ∘ (the LHS is the sum of two Binomial random variables with the same number of trials and different success probabilities), the above equation can be written in the following form:
where 1 is the number of terms in each of { + } =1 in (4), 1 is the corresponding coefficient for each , 2 is the number of + terms in each of { + } =1 in (4), and 2 is the corresponding coefficient for each + . Further details about the coefficients are given by [18] .
It can be seen that, based on (5), the conditional expected value of the aggregated PoINAR (1) process is:
The above equation is the same as (2) . At time , when is observed, the aggregated forecast can be obtained from:
INMA(1) Models
For an INMA(1) process of = ∘ −1 + , where ∈ (0,1] and { } is as before, the cumulative value over horizon is given by:
The above equation can be written in the following form:
where is the number of + terms in each of { + } =1 +1 and is the corresponding coefficient for each + . Further details about the coefficients are given by [18] .
Based on (9), the conditional expected value of the aggregated INMA(1) process is:
INARMA(p,q) Models
This paper examines aggregation and forecasting of a general INARMA process over a forecast horizon. The INARMA(p,q) process is given by: The stationarity conditions of this process are the same as those of an INAR(p) process. Neal and Rao [21] suggest that the invertibility conditions for this process are the same as the those of an MA(q) process (∑ =1 < 1).
The MMSE one-step-ahead forecast for an INARMA(p,q) process of (11) is:
The h-step ahead forecast when ℎ ≤ is:
where the values on the RHS of (14) may be either actual or forecast values. When ℎ > , the h-step ahead forecast becomes:
where again the values on the RHS of the above equation may be either actual or forecast values and 0 = 1.
We next present two propositions regarding the aggregation and forecasting of an 
Proof.
For an INARMA(p,q) process of (11), the aggregated process over a forecast horizon can be written as: (16) Now, if we assume that ∑ (18) with the parameters as shown in Table 1 (see Appendix B for the proof).
The conditional expected value of the aggregated process given the p-previous observations can then be obtained from:
The above equation is then used to forecast the aggregated process. In the next section, the accuracy of such aggregated forecasts will be assessed for INAR(1), INMA(1) and INARMA(1,1) processes. , where ̂+ is the -step ahead forecast. It should be emphasized that there are two approaches in the literature regarding -step ahead forecasting. The first approach used by Brännäs and Hellström [22] , is based on repeated substitution of the INARMA process. For example, the -step ahead forecast of an INAR (1) process can be obtained from:
It can be easily shown that aggregation of (20) over a horizon results in (7). Therefore, this approach results in the same aggregated forecast as that proposed by this study.
In the second approach, the value on the right hand side of the equation
, is a forecast [19, 23] . The -step ahead forecasts in this section are calculated based on this approach. For simulation purposes, it is assumed that the innovations, { }, have a Poisson distribution with parameter . Although this assumption is restrictive, a large number of data series of the empirical datasets used in this study met the above condition (see section 4). This is consistent with the larger empirical study by Eaves [24] discussed in section 4. The theoretical findings in this paper, however, are not based on any distributional assumptions and can be used as a framework for future studies based on other marginal distributions.
Three INARMA process are considered in the simulation experiment: INAR(1), INMA(1) and INARMA(1,1). The aggregated forecasts for these models can be derived from section 2. For an INAR(1) process the aggregated forecast is provided by (2) . For the INMA(1) and INARMA(1,1) processes, these are given by:
The control parameters to be varied are , , and (number of historical observations). The range of these parameters is given in Table 2 . Different lengths of series are considered in the Monte Carlo simulations to test the sensitivity of the results to the length of history. In real cases, we are often restricted by short lengths of history (as will be seen in the empirical analysis). Hence, we use = 24, 36, 48, 96, 500 to encompass short data histories as well as long. The forecast horizons considered are three, six and nine periods. The number of replications is set to 1000. This is consistent with other studies of INARMA processes which used the same or fewer replications (eg. [22, [25] [26] [27] ) and have been found to give reliable results when compared with findings known from theory.
The data series are divided into two periods: estimation period and performance period.
Initialization and estimation of parameters are conducted in the estimation period and the forecasting accuracy is assessed in the performance period. If at least two non-zero values are observed in the estimation period, the first half of the observations is assigned for the estimation period and the other half for the performance period. However, if fewer than two non-zero values are observed in the estimation period, this period will be extended until the second nonzero value is observed.
As an example consider the case of = 24 and = 3. Under this experimental scenario the length of the estimation period is 12 (if at least two non-zero values are observed, else it is extended until two such values are available). The forecast errors are then calculated in the performance block of periods from period = 13 (for periods 13, 14 and 15) to period = 22
(for periods 22, 23 and 24) . Table 2 The range of control parameters The results of Table 3 show that for an INAR (1) 
The larger the value of , the more variable the data, which makes this convergence less desirable. Some authors have suggested using different models for different horizons to improve forecast accuracy [29] [30] [31] .
Next, the INARMA-Agg and INARMA-h methods are compared for an INMA(1) process when = 3 (See Appendix C for the cases of = 6, 9). It can be seen from Table 4 that for an INMA(1) process, INARMA-Agg method has very slightly better forecasts in terms of MSE than the INARMA-h method. The former is based on (21) and the latter has the following expression:
Comparing (21) and (23) It can also be seen from Table 4 that with an increase in , the MSE of the INARMA-Agg method slightly improves compared to that of an INARMA-h method. This could also be attributed to the fact that, for large values of , the INARMA-h forecasts converge to the unconditional mean of the INMA(1) process (1 + ). Again, larger values of produce more variable data; therefore, this convergence would result in less accurate forecasts.
Finally, Table 5 
EMPIRICAL ANALYSIS
In this section, an empirical analysis is conducted to validate the findings on real data. The real demand data series for this research consists of the Royal Air Force (RAF) individual demand histories of 16,000 Stock Keeping Units (SKUs) over a period of 6 years (monthly observations). We have also used another dataset which consists of 3,000 real intermittent demand data series from the automotive industry 1 (from [32] ) which, unlike the previous one, has more occurrences of positive demand than zeros. This data series consists of demand histories of 3,000 SKUs over a period of 2 years (24 months). These two datasets are called 
In order to remove the data series with highly variable demands, a Poisson dispersion test (also called the variance test) is needed for all processes except INARMA(1,1). Under the null hypothesis that 1 , … , are Poisson distributed, the test statistic:
has a chi-square distribution with ( − 1) degrees of freedom. Therefore, 0 is rejected if
where is the significance level. A revised statistic is used to allow for the difference between the mean and variance of an INARMA (1,1) process. The new test statistic is given by:
The new statistic also has a chi-square distribution with ( − 1) degrees of freedom.
The above filtering, with = 0.05, results in the exclusion of some data series. Out of the 16,000 series, 12,800 series remained and out the 3,000 series, 1,943 series remained. As mentioned in section 3, a high percentage of series used in this study can be modelled using the Poisson assumption. This is consistent with the study by Eaves [24] , in which over 80% of series had lead-time demand fitting the Poisson distribution at the 5% significance level.
Further filtering of data was performed for series with fewer than two nonzero demands. Out of the 16,000 series, 5,168 series met the above criteria and therefore are used for empirical analysis. The filtering of the 3,000 series results in 1,943 series. It can be seen that although a substantial number of series has the potential to benefit from PoINARMA models, for a large number of series these models are not appropriate. Other distributional assumptions would obviously result in different number of filtered series, which can be pursued as a further study.
Relevant characteristics of the filtered datasets are summarized in Table 6 . The design of the empirical analysis follows the detailed simulation design of section 3. The
Yule-Walker estimation method has been used to estimate the parameters of the INARMA models. Two values for forecast horizon have been considered: = 3, 6.
The appropriate INARMA model needs to be identified among the four possible candidates.
This is done using a two-stage identification procedure [18] . The first stage distinguishes between the INARMA(0,0) and the other INARMA models. The Ljung-Box statistic of: * = ( + 2) ∑̂2 − =1 (27) is used for this reason. This is a standard test used for conventional ARMA models that is included in most software packages (including MATLAB which is used in this paper) and, based on the argument by Latour [33] , it can be used for INARMA models as well. The AIC, as calculated by the formula AIC ≈ loĝ2 + 2 is then used for identification among the other INARMA models. This is again based on the argument of Latour [33] to use the standard programmes for ARMA models for INARMA models. It should also be mentioned that the AIC of ARMA models has been used in the INARMA literature (e.g. [16] ).
This identification procedure is applied on our empirical data and the results in terms of the percentage of each of four INARMA models for each dataset are presented in Table 7 . INARMA(1,1) ). The MSE results are compared in Table 8 and Table 9 for = 3 and = 6, respectively. The bias, in terms of Mean Error, has been checked and found to be low (see [18] ). In order to compare the results with simulation results, the range of estimated parameters for each of the INARMA models are provided in Table 10 . ̂ is between 2 and 3 (the average is 2.7357 and 43.55 percent are between 2 and 3)
̂ is close to zero (the average is 0.0773 and 57.14 percent are between 0.01 and 0.1) ̂ is around 2 (the average is 2.1996 and 67.14 percent are between 1 and 2.5)
It can be seen that the results for the INAR(1) and INMA(1) processes are in agreement with the simulation results. For the INAR(1) series, the results are comparable to the simulation results of Table 3 and Table C-1. For the INMA(1) series, this is comparable to the simulation results of Table 4 and Table C are comparable to the simulation results of Table 5 and Table C The performance of these forecasts is also tested on empirical data of two real demand data series and the results generally confirm the simulation results.
CONCLUSIONS
As previously mentioned, this paper has focused on INARMA processes with Poisson innovations. Other discrete self-decomposable distributions such as generalized Poisson and negative binomial distributions could be used as marginal distributions. Also, the findings of this paper are based on MSE. Other performance measures could be used to examine the accuracy of forecasts. In an inventory management context, this can be done by looking at inventory implication metrics such as service level and inventory level [34] .
Finally, aggregated forecasts are becoming increasingly important for Decision Support Systems (DSS) in the area of production planning [35] . Further research into issues related to the application of aggregated forecasts in such a context should be very important both from academic and practitioner perspectives.
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APPENDIX A-HORIZON FORECASTING FOR AN INAR(1) MODEL
In this appendix, it is shown how to derive the conditional second moment of a forecast horizon aggregated PoINAR (1) 
The above result can be summarized to: The other subscripts of innovation terms in each of { + } =1 simply are the subscripts of the innovation terms of previous observations.
As a result, the aggregated process can be expressed as (18) with the associated parameters as defined in Table 1 . 
