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Abstrakt
Detekce rohových bodů je jednou z mnoha činností, v rámci počítačového vidění, použitelných pro 
určování pohybu, sledování objektů, porovnávání obrazů, atd. Většina algoritmů je však komplexních 
a výpočetně náročných. Zde vstupuje platforma CUDA. Funkce běžící paralelně na grafických 
akcelerátorech mohou výrazně snížit čas nutný pro výpočet. Takto je umožněno detekovat rohové 
body v real-time nebo rychleji. Práce se zabývá algoritmy Moravec a Harris a jejich efektivní 
implementací na CUDA. Důležitý je i průzkum možností a výkonu platformy CUDA.
Abstract
Corner point detection is one of many functions used in computer vision for tasks such as tracking, 
detecting objects, comparing images and much more. Many of the algorithms are complex and require 
a lot of CPU time. This is where the CUDA platform comes in. CUDA kernels run parallely on 
graphic accelerators can rapidly decrease time needed for execution, allowing even these complex 
calculations to work in real time or even better. Text focuces on Moravec and Harris corner detection 
algorithms and their effective implementation on CUDA. Examination of potetntial and performance 
of CUDA platform is also importatnt.
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1 Úvod
Mnoho dnešních aplikací vyžaduje znalost souvislosti mezi dvěma a více obrazy, aby z nich bylo 
možno extrahovat informace.  Často se jedná o určování pohybu objektů či kamery v rámci jedné 
videosekvence. Při zjišťování souvislostí ve dvou obrazech se nám nabízí využít možnosti porovnávat 
všechny pixely v  obrazech,  to  je  však  velmi  výpočetně  náročné  řešení,  a  tedy nevyhovující  pro 
většinu aplikací.  Z tohoto důvodu je lepší porovnávat jen určité oblasti  nebo body,  těmto bodům 
říkáme zájmové body.  Do kategorie zájmových bodů se řadí  rohové body, jsou specifické tím, že 
určují hranice objektů nebo částí objektů. Na roh se můžeme dívat jako na bod, kde v obraze nastává 
významná změna. K hledání souvislostí  v obrazech se mohou použít  právě rohové body.  Obecně 
zájmové  body  bývají  velmi  stabilní  místa  v  obraze,  kterých  se  může  využít  při  spojování 
panoramatických fotografií,  rozeznávání objektů, detekci pohybu,  atd.  Detekce rohových bodů je 
však stále poměrně výpočetně náročná, což je popudem k  hledání výpočetně efektivnější algoritmů 
nebo výpočetně výkonnějších zařízení pro nasazení v časově kritických aplikacích nebo pro účely 
hromadného zpracování.
V dnešní době můžeme sledovat rychlý vývoj výpočetní výkonosti  grafických akcelerátorů. 
Jejich výpočetní  výkonnost  předčí  dnešní  procesory hlavně v oblasti  výpočtů s  plovoucí  řádovou 
čárkou. Pro využití výpočetního výkonu grafických akcelerátorů za účelem obecných výpočtů vznikla 
CUDA  (Compute  Unified  Device  Architecture),  umožnující  využívat  širokou  škálu  grafických 
akcelerátorů  společnosti  nVidia.  CUDA  nachází  své  uplatnění  hlavně  v  oblasti  náročných 
výpočetních aplikací a hromadného zpracování. Využití je možné všude, kde se dají výpočty značně 
paralelizovat. Přes svůj výpočetní výkon jsou grafické akcelerátory stále cenově dostupné. V různých 
pracovních stanicích, mohou být již instalovány ale jejich výpočetní výkon se nemusí využívat.
Úvodní část (2) je věnována vysvětlení základních pojmů digitálního obrazu a jeho zpracování. 
Podrobně je rozebrána problematika rohových bodů, jejich význam, definice požadavků na ideální 
detektor,  základní  popis průběhu detekce rohových bodů vlastního mnohým detektorům.  Popsány 
jsou některé známe metody pro detekci rohových bodů Moravec a Harris/Stephens operátor. 
V následující části (3) je popsána architektura CUDA, její význam, spouštění programů, použití 
a význam různých paměťový prvků a základní možnosti optimalizace. 
Hlavní  část  práce  (4)  je  tvořena  popisem  průběhu  vývoje  a  výsledků  experimentů  při 
implementaci  Moravec operátoru na CUDA.  Součástí  je  i  popis  a výsledky implementace  Harris 
operátoru  na CUDA s použitím poznatků z implementace operátoru Moravec na CUDA. Na základě 
těchto experimentů jsou zhodnoceny výsledky použití detekce rohových bodů na CUDA a využití 
CUDA pro účely jiných výpočetních aplikací.
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2 Detekce rohových bodů v obraze
2.1 Digitální obraz
Rastrové obrazy (dále jen obrazy) jsou využívány pro ukládání obrazů reálného světa např.: fotografie 
a video, i počítačem generovaných obrazových výstupů. Obraz je uspořádaná posloupnost bodů, které 
jsou rozmístěny na pevných pozicích kartézského souřadného systému nazývaného rastr, mřížka či 
bitmapa.  Jednotkou  obrazu  je  pixel  (zkrácení  anglických  slov  picture  element,  obrazový  prvek), 
někdy také označován jako bod či element. Obraz lze tedy chápat jako diskrétní funkci  I(x,y) dvou 
proměnných, které nazýváme souřadnice. Funkční hodnota (hodnota pixelu) může mít jednu či více 
složek (kanálů). Pokud má jen jednu složku, jedná se o reprezentaci jasu. Při více složkách dostáváme 
z jejich kombinace informaci o barvě.  Obrazy můžeme takto dělit na:
• monochromatické – obsahující jen jednu položku (kanál) na pixel, nejčastěji jas
• barevné – obsahující více položek na pixel k reprezentaci barvy
Obr. 2.1: Rastrový obraz.
Počet  bodů  v  rastru  určuje  rozměry  obrazu,  jedná  se  o  faktor  zásadně  ovlivňující  dobu 
zpracování obrazu většinou algoritmů. Rozměrům obrazu obecně říkáme rozlišení.
2.2 Rohové body
Tato  sekce  pojednává  o  rohových  bodech  nejprve  teoreticky.  Poté  následuje  popis  vlastních 
algoritmů. Některé z textů a obrázků v této sekci byli převzaty z [1] a [7].
2.2.1 Formální význam rohových bodů
Roh je možno definovat jako průnik dvou hran nebo také jako bod v jehož blízkém okolí se projevují 
dva dominantní směry hran. Další možnou definicí je významná změna v obraze v okolí bodu ve 
dvou dominantních směrech. Každý rohový detektor však používá svou vlastní  definici  rohového 
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bodu. Bod se stává bodem zájmu, pokud má pevně danou pozici ve scéně, a lze jej dobře detekovat. 
To však znamená , že bodem zájmu nemusí být jen rohový bod, ale také například izolovaný bod 
lokálního maxima či minima, zakončení čáry nebo bod na křivce, jejíž zakřivení dosahuje lokálního 
maxima. V praxi většina tzv. rohových detektorů detekuje zpravidla obecné zájmové body. Z toho 
vyplývá,  že  pokud  chceme  detekovat  pouze  rohové  body,  je  nutné  provádět  lokální  analýzu 
nalezených zájmových bodů pro určení, které body jsou rohovými body a které jimi nejsou.
2.2.2 Využití rohových bodů
Rohové body (obecně zájmové body) mají využití v hledání souvislostí v množině obrazů. Jedná se 
o klíčovou operaci  v  rámci  zpracování  obrazu pro účely počítačového vidění.  Nejčastější  využití 
nalézají v následujících úlohách:
• stereo matching
• motion tracking
• spojování panoramatických fotografií
• detekce a rozeznávání objektů
• navigace robota
Obr. 2.2[15]: Ilustrace nalezení korespondujících bodů ve dvou obrazech.
stereo matching – metoda pro nalezení korespondujících bodů v různých obrazech
motion tracking – proces nalezení pohybu objektů či kamery ve scéně, hledá správnou relaci 
mezi pohybem zájmových bodů a reálných objektů ve scéně. Tímto 
způsobem lze dosáhnout i vložení cizího objektu do scény, který je plně 
integrován do pohybu kompletní scény.
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2.2.3 Požadavky na rohový detektor
Na rohové detektory jsou kladeny následující požadavky:
• místa rohů by měla být přesně lokalizována
• detektor by měl najít všechny správné rohy
• neměl by najít žádné nesprávné rohy
• detektor by měl být stabilní
• detektor by měl být robustní s ohledem na šum
• detektor by měl být výpočetně efektivní
Detekce všech  správných rohových bodů a  žádných nesprávných je  problematická,  jelikož 
pojem rohu v šedotónovém obrázku není přesně definován. Intuitivně však cítíme místa, kde by se 
takový bod měl vyskytovat. A jak již bylo zmíněno každý rohový detektor používá jinou definici pro 
pojem  rohového  bodu.  Od  každého  rohového  detektoru  tedy  můžeme  očekávat  odlišnosti 
ve výsledku detekce.
Obr 2.3[7]: Ukázka správné a nesprávné lokalizace rohového bodu.
Velké nároky na rohové detektory klade požadavek stability.  Je to schopnost nalézt na více 
snímcích  téže  scény co  největší  společnou podmnožinu  rohových bodů.  Někdy se  tato  vlastnost 
nazývá  míra opakovatelnosti.  Tato je mimořádně důležitá,  protože podmínky ve scéně se mohou 
lehce měnit. Jedná se o natočení kamery, změnu osvětlení ve scéně a další podobné změny.                
Obr 2.4[7]: Ukázka nestability, kdy při rotaci nebyl detekován jeden z rohů.
5
V obrazech z reálného prostředí se často nevyhneme šumu, proto by rohové detektory neměli 
označovat šum za rohový bod, a také by šum neměl ovlivňovat přesnost lokalizace rohových bodů.
V mnohých aplikacích potřebujeme, aby rohový detektor byl výpočetně co nejefektivnější pro 
snížení času potřebného k detekci. Proto se vyvíjejí nové méně náročné rohové detektory, nebo se 
výpočetní náročnost snižuje zjednodušováním, což vede ke snižování robustnosti takového detektoru. 
Jako u všech výpočetních aplikací  je  možností  snížení  doby detekce použití  lepších výpočetních 
jednotek nebo technologií.
2.2.4 Výběr rohového detektoru
Každý z detektorů má své silné a slabé stránky z hlediska již popsaných požadavků. Proto můžeme 
říci,  že  účel  aplikace  detektoru  přímo  určuje,  který  z  detektorů  použít.  Kdy například  potřebuje 
u detektoru vysokou míru opakovatelnosti a nezáleží nám na výpočetní náročnosti. Problém může 
nastat, pokud požadujeme nasazení detektoru v real-time aplikacích. Způsobu, jak se vyhnout tomuto 
problému s použitím grafických akcelerátorů, je věnována hlavní část(4) této práce.
Důležitým aspektem je  i  výběr  typu  rohů,  které  chceme  detekovat.  Obrázek  2.5  ilustruje 
několik typů rohů ve tvaru písmene L, Y, T, šipky a X, vyskytujících se v reálném prostředí. Míru 
reakce na tyto typy rohů můžeme použít i pro hodnocení schopností rohového detektoru.
Obr. 2.5[7]: Ukázka různých typů rohů.
2.2.5 Historie a rozdělení metod
V průběhu posledních třiceti  let  vzniklo velké množství  metod  pro detekci  rohových bodů,  které 
pracují na různých principech ohodnocení rohovitosti a jakým způsobem je roh definován.
Obr. 2.6[7]: Chronologický vývoj metod detekce zájmových bodů.
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Principy detekování lze uměle rozdělit do několika kategorií:
• hranové  metody  –  fungují  na  principu  sledování  změn  zakřivení  hran,  jedná  se  např.  o 
metodu Wang & Brady[12]
• topologické metody – hlavními zástupci jsou Beaudet a Deriche
• autokorelační  metody – výpočet rohových bodů je prováděn na základě posouvání matice 
v  obrázu  různým  směrem.  Zástupci  tohoto  přístupu  jsou 
Moravec[9] a Harris/Plessey[8].
• alternativní metody – nezapadají do žádné z kategorií popsaných výše. Bývají založeny na 
heuristickém přístupu k problému. Například princip porovnávání jasu 
v  kruhovém  okolí.  Patří  sem  například  SUSAN  [10],  Trajovic  & 
Hedley[11] a CSS.
2.2.6 Algoritmus detekce rohů
Několik  výše  zmíněných  algoritmů,  konkrétně  Moravec,  Harris/Plessey  a  Trajkovic  &  Hedley 
používá k hledání rohových bodů tři  základní kroky,  které si  nyní  popíšeme obecným způsobem. 
Obrázek 3.6 zobrazuje tyto základní kroky a jejich výsledky diagramem.
Aplikace  rohového  operátoru  –  na  každý  pixel  vstupního  obrazu  se  aplikuje  vlastní 
algoritmus detekce rohových bodů. Výsledkem je mapa rohovitosti,  která má stejné rozměry jako 
vstupní obraz. Každému pixelu obrazu je přiřazena hodnota určující míru rohovitosti daného bodu.
Prahování mapy rohovitosti – má za úkol odstranit body s příliš malou hodnotou rohovitosti. 
Je to způsob oddělení  méně  významných nebo falešných rohových bodů,  a také způsob regulace 
počtu detekovaných bodů.
Obr. 2.7[1]: Diagram se zobrazením průběžných výsledků algoritmu pro detekci rohových bodů.
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Potlačení nemaximálních hodnot – pro nalezení rohových bodů je potřebné nalézt lokální 
maxima.  Dosáhneme  toho  potlačením  lokálně  nemaximálních  hodnot  (angl.  non-maximum 
suppression). Zbylé body lokálního maxima jsou pak rohovými body.
2.3 Moravec detektor
Tento operátor vyvinul Hans Peter Moravec v roce 1977 pro svůj výzkum zahrnující navigaci robota. 
Moravec definoval pojetí „bodů zájmu“ jako body, které uzavírají zřetelně odlišné regiony v obrazech 
a které by mohly být použity k nalezení sobě si rovných oblastí v po sobě jdoucích snímcích.
Moravec operátor je považovaný za rohový detektor od té doby, kdy definoval význačné body 
jako body,  kde jsou velké změny jasu v každém směru  a přesně to  platí  v případě rohů.  Mnozí 
doporučili tuto „definici“ toho, co vlastně roh je, protože do té doby nebyl pojem rohu pro šedotónové 
obrazy přesně stanovený.
Jaká je intenzita změny V naměřená v jednotlivých pozicích P v obraze? Moravec navrhoval 
měření  změny intenzity umístěním malého čtvercového okna (typicky,  3x3,  5x5,  nebo 7x7 bodů) 
centrovaného v  P a poté posouvání tohoto okna o jeden pixel v každém z osmi základních směrů 
(vodorovně, svisle a úhlopříčně). Intenzita změny pro daný posun je vypočtena jako součet druhých 
mocnin z rozdílů intenzit odpovídajících si pixelů v těchto dvou oknech. Obrázek 3.8 ukazuje tento 
výpočet  pro úhlopříčný posun na izolovaném černém pixelu (intenzita  rovna 0)  na  bílém pozadí 
(intenzita rovna 255) a na ideálním rohu. Červený čtverec představuje původní okno a modrá barva 
ukazuje posun tohoto okna. Změna intenzity v  P je pak „minimální“ změnou intenzity, která byla 
vypočtena v osmi hlavních směrech.
Obr. 3.8[7]: Výpočet změny intenzity pro okno 3x3 v pravém horním diagonálním směru.
Abychom lépe pochopili, proč je Moravcův operátor rohovým detektorem, poslouží Obrázek 
3.9. Ten ukazuje čtvercová okna ve čtyřech různých typech pozic. Pozice A  je uvnitř objektu (nebo 
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na pozadí), kde se předpokládá, že intenzita obrazových bodů je v rámci okna relativně konstantní. 
Posun okna v kterémkoli směru vrací pouze nepatrnou změnu intenzity. Pro okno umístěné na hraně, 
jako je tomu v pozici  B, platí, že jeho posouváním kolmo k hraně získáme vysoké změny jasu, ale 
jeho posouváním po hraně získáme naopak malé změny jasu, jelikož výslednou hodnotou je nejmenší 
ze změn jasu, tak i výsledná hodnota bude malá. Pozice C a D, které odpovídají rohu a izolovanému 
pixelu, nám dávají velké změny jasu pro všechny směry posunu. Tímto jsme ukázali, že Moravcův 
operátor je skutečně rohovým detektorem, avšak s tím, že bude detekovat také izolované body jako 
rohy.  Poznamenejme,  že pokud máme  velké změny jasu v každém směru,  je  to totéž,  jako když 
řekneme, že minimální změna jasu ve všech směrech je velká hodnota.
Obr. 3.9[1]: Různé typy pozic okna
Moravcův  operátor  může  být  použit  pro  změření  „rohovitosti“  každého  pixelu  obrazu. 
Aplikací  Moravcova detektoru na každý pixel  obrazu dostaneme mapu rohovitosti.  Obrázek 3.10 
ukazuje mapu rohovitosti pro jednoduchý obrázek při použití okna velikosti 3x3. Tato mapa ilustruje 
několik důležitých bodů Moravcova operátoru (Všechny hodnoty v mapě rohovitosti v Obrázku 3.9 
byly poděleny hodnotou 2552, hodnota 2 pak ve skutečnosti reprezentuje hodnotu 2552):
• roh je lokálním maximem
• hodnota rohovitosti izolovaného pixelu je stejná jako hodnota rohovitosti rohu
• existuje oblast v blízkosti hranic obrazu, kde nemůže být Moravcův operátor přímo aplikován
Obr 3.10[7]: Mapa rohovitosti na jednoduchém malém obrazu.
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První z bodů říká, že rohy jsou lokálními maximy mapy rohovitosti. Lokální maximy mapy 
rohovitosti. Lokální maxima lze nalézt použitím potlačení odezev mimo maxima. Protože je každému 
pixelu  obrazu  přidělena  hodnota  rohovitosti,  je  snadné  si  představit,  že  v  běžném šedotónovém 
snímku se objeví spousty lokálních maxim, které nekorespondují se skutečnými rohy. Tento problém 
lze částečně překonat nastavením všech hodnot rohovitosti pod určitým prahem na nulovou hodnotu. 
Určení  takového prahu je obtížné, musí  být  nastaven dostatečně vysoko,  aby se vyhnul  falešným 
rohům a dostatečně nízko, aby udržel co nejvíce opravdových rohů. Body blízké okraji snímku se 
typicky ignorují, nebo se nastaví hodnota jejich rohovitosti na hodnotu 0. V lepším případě se upraví 
metoda, která zjišťuje hodnotu pixelu tak, aby hodnoty bodů mimo obraz byly stejné jako nejbližší 
hodnoty na okraji obrazu.
Algoritmus detektoru:
Funkci pro získání intenzity pixelu označíme I(x,y).
Vstupem je šedotónový obraz, výstupem mapa rohovitosti
1. Pro každý pixel (x,y) v obraze vypočteme změny intenzity v posuvech (u,v)
            
V u , v x , y= ∑
všechny a , b v okně
 I xua , yvb− I xa , yb2
kde posuvy u , v  jsou :
1,1 ;1,0 ;1,−1 ; 0,1 ; 0,−1 ;−1,1 ; −1,0 ;−1,−1
             (3.1)
2. Vytvořit mapu rohovitosti výpočtem míry rohovitosti C(x,y) pro každý pixel (x,y).
                                               C x , y =min V u ,v  x , y                                               (3.2)
3. Provedeme prahování mapy rohovitosti nastavením všech C(x,y) menších než hodnota prahu 
na 0.
4. Konečnou fází je potlačení nemaximálních hodnot pro nalezení rohových bodů.
Moravcův rohový detektor je poměrně jednoduchý algoritmus, který je v dnešní době většinou 
nevyhovující  a  je  považovaný  za  zastaralý.  Není  rotačně  invariantní,  což  je  častý  požadavek 
na moderní rohové detektory. Jeho velkou nevýhodou je vysoká citlivost na šum. Patří však mezi 
detektory, které jsou výpočetně efektivní, díky výpočtům s čísly v pevné řádové čárce.
2.4 Harris/Plessey detektor
Tento operátor vyvinuli Chris Harris a Mike Stephens v roce 1988 jako krok ve zpracování obrazu, 
aby napomohli výzkumům, které se pokoušely interpretovat robotovo prostředí. Stejně jako Moravec 
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potřebovali metodu, která by našla korespondující body v po sobě jdoucích snímcích. Na rozdíl od 
něj se však kromě sledování rohů mezi snímky zajímali i o hrany.
Harris a Stephens vyvinuli tento kombinovaný rohový a hranový detektor kvůli nedostatkům 
Moravcova  operátoru.  Výsledkem  je  mnohem  vhodnější  detektor  ve  smyslu  lepší  detekce 
a opakovatelnosti (stability) za cenu výrazně vyšších výpočetních nároků. I přes tyto vyšší požadavky 
je tento algoritmus v praxi široce používaný a dočkal se mnoha modifikací.
Literatura  se  odkazuje  na  tento  detektor  jako  na  Harris  rohový  detektor  i  Plessey  rohový 
detektor.
Operátor Harris  se liší  od Moravec operátoru v tom,  jakým způsobem je odhadována míra 
lokální  autokorelace.  Tato  míra  umožňuje  získat  odchylku  autokorelace  nad  všemi  různými 
orientacemi.
Moravcův operátor má anizotropní odezvu, která je způsobena výpočtem změn intenzit v okolí 
bodu pouze danou množinou směrů.  Abychom odstranili  toto omezení,  potřebujeme funkci,  která 
umožní  vypočítat  změnu  intenzity  v  kterémkoli  směru.  Harris  a  Stephen  vymysleli  analytickou 
podobu  rozložení  Moravcova  operátoru.  Jedná  se  o  derivaci,  která  není  složitá,  ale  vyžaduje 
proniknutí do podstaty derivace operátoru Harris. Zde si ukážeme mnohem intuitivnější přístup, který 
není tak matematicky rigorózní, ale dojdeme s ním k požadované funkci.
Prewittové operátor se obvykle používá k aproximaci gradientu obrazu. V mnoha aplikacích je 
gradient prvního řádu aproximován jednoduchými formulacemi, viz Obrázek 3.11. S ohledem na tyto 
vzorce je vhodné navrhnout výpočet součtu rozdílů mezi korespondujícími pixely ve dvou oknech 
dostupnou aproximací gradientu. Jak je ukázáno na Obrázku 3.12, změny jasu pro Moravcův operátor 
lze nyní aproximovat použitím gradientu obrazu.
Obr. 3.11[1]: Jednoduché diskrétní aproximace gradientu
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Výše uvedená analýza je vyjádřením, že změna jasu může být zapsána jako funkce gradientu 
obrazu. Pro libovolný posun (u,v) můžeme vyjádřit změnu intenzity jako: 
                       C u , vx , y = ∑
∀i vokně centrovanémn a x , y 
u ∂ I i∂ x ∂ I i∂ y 
2
,                          (3.3)
kde hodnoty u
∂ I i
∂ x
  a u
∂ I i
∂ y
 jsou vypočteny tak, jak je ukázáno na Obrázku 3.12.
Pro posun ve vodorovném směru nebo ve svislém směru dostáváme přesnou aproximaci změny 
intenzity odvozenou v Obrázku 3.12. Výsledky získané aplikací analytického odvození Moravcova 
operátoru jsou ukázány v rovnici 3.3.
Výhodou  tohoto  nového  přístupu  je,  že  lze  spočítat  změnu  intenzity  v  jakémkoli  směru 
příslušným výběrem hodnot  u a  v.  Kritici  operátoru Harris  poukazují  na  to,  že  ačkoli  umožňuje 
odhadovat  změnu  intenzity  v  každém směru,  je  stále  anizotropní  kvůli  odhadům  založeným na 
horizontálním  a  vertikálním  gradientu.  Navzdory  této  nežádoucí  vlastnosti  se  Harrisův  rohový 
detektor široce používá.
Obr. 3.12[1]: Moravcův operátor aproximovaný použitím gradientu obrazu
Jak zvolit hodnoty u a v pro daný směr? Obrázek 3.13 ukazuje, že u a v jsou jednoduše x a  y 
vzdálenosti potřebné k sestrojení čáry uvnitř trojúhelníku, která je v požadovaném směru. 
Použití  čtvercového okna představuje v Euklidovském prostoru různé vzdálenosti  od středu 
okna k jeho okraji  různými směry.  Toto lze jednoduše řešit  použitím kruhového okna. Také není 
vhodné klást stejnou váhu pixelům bez ohledu na jejich vzdálenost od středu okna. Větší váhu by 
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měly mít pixely ležící blíže středu. Oba tyto nedostatky Moravcova operátoru lze vyřešit použitím 
Gaussova okna. Velikost změny intenzity je nyní ukázána na Obrázku 3.15 při horizontálním posunu 
a velikosti Gaussova okna 3x3.
Obr. 3.13[1]: Volba hodnoty u a v pro libovolný směr.
Změna intenzity může být vyjádřena jako:
                         V u , v x , y= ∑
∀i v okně centrovanémna x , y
wiu ∂ I i∂ x v ∂ I i∂ y 
2
,                        (3.4)
kde wi je váha Gaussova okna na pozici i.
Obr. 3.14[1]: Výpočet horizontálního posunu při použití Gaussova okna.
Rovnici 3.4 můžeme upravit následovně:
              V u , v x , y= ∑
∀i v okně centrovanémna x , y
u2 ∂ I i2∂ x 2uv ∂ I i∂ x ∂ I i∂ yv2 ∂ I i
2
∂ y 
2
              V u , v x , y=Au
22CuvBv2 ,                                                                        (3.5)
kde 
A=u ∂ I i∂ x 
2
∗w ,B=u ∂ I i∂ y 
2
∗w ,C=∂ I i∂ x ∂ I i∂ y ∗w .                      (3.6)
Kde * je operátor konvoluce a w je Gaussovo okno
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Harris a Stephen si všimli, že rovnici 3.5 je možné zapsat maticovým způsobem:
V u , v x , y =Au
22CuvBv2
V u , v x , y=[u v ] M [uv] ,
kde
M=[A CC B ].                                                          (3.7)
Matice  M obsahuje pouze diferenciální složky a popisuje geometrii  povrchu obrazu v bodě 
(x,y). Vlastní hodnoty matice M budou úměrné zakřivení povrchu obrazu.
Obr. 3.15[1]: Rozložení vlastních čísel matice M do odlišných regionů.
Označme vlastní hodnoty matice M jako λ1 a λ2. Rovinu popsanou hodnotami  λ1 a λ2 můžeme 
rozdělit do tří odlišných regionů tak, jak je ukázáno na Obrázku 3.16.
Pro úplnost dodejme, jak vypočítáme vlastní hodnoty matice M:
1,2=
AB∓AB24C2
2
.                                          (3.8)
Harris a Stephens navrhli následující výpočet rohovitosti:
C x , y =det M −k trace M 2 ,
det M =12=AB−C
2 ,
trace M =12=AB ,
k=konstanta.
                                     (3.9)
Empiricky bylo zjištěno, že nejlepších výsledků se dosahuje s k∈〈0,04 ;0,06〉 .
Algoritmus výpočtu mapy rohovitosti je následující:
1. Pro každý pixel (x,y) v obraze vypočítáme autokorelační matici M (vzorec 3.7) s koeficienty 
podle vzorců 3.6.
2. Vypočítáme mapu rohovitosti C(x,y) pro každý pixel (x,y) podle vzorce 3.9.
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3 CUDA
CUDA  je  zkratkou  pro Copute  Unified  Device  Architecture. Jedná  se  o  novou  hardwarovou  a 
softwarovou architekturu pro vykonávání a správu výpočtů na grafických akcelerátorech bez nutnosti 
programovat výpočty grafickými API. CUDA je dostupná pro širokou škálu grafických akcelerátorů 
od firmy nVidia a také pro řadu operačních systémů jako Windows, Linux a Mac OS.
Grafickým  akcelerátorem  rozumíme  kompletní  hardwarovou  sestavu  GPU  (Graphic  
Processing Unit, neboli grafický procesor ) a RAM integrovanou na desku grafického akcelerátoru.
Tato kapitola vychází z oficiální dokomentace [3] a [6] 
3.1 Motivace
V  průběhu  několika  let  se  programovatelné  grafické  akcelerátory  vyvinuly  ve  velmi  výpočetně 
výkonné  jednotky,  jak  je  ilustrováno  na  Obrázku  3.1,  poskytující  velké  možnosti  pro  grafické 
a negrafické operace.
Obr. 3.1[3]: Poměr počtu operací v plovoucí řádové čárce na GPU a CPU.
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Hlavním důvodem takové evoluce je, že GPU je specializováno pro náročné a vysoce paralelní 
výpočty, jako je vykreslování 3D grafky. Více tranzistorů na čipu je věnováno na výpočetní jednotky, 
než na cache (rychlá vyrovnávací paměť) a řízení, jak je vidět na Obrázku 3.2. 
Obr. 3.2[3]: Ilustrace přidělení více prostoru na čipu výpočetním jednotkám.
GPU je dobře vybaveno pro řešení problémů specifikovatelných jako datově-paralelní výpočty 
s  vysokou  výpočetní  intenzitou  (vysokým  poměrem  datových  operací  k  paměťovým  operacím). 
Stejný program může  být  prováděn na  jednotlivých datových elementech  současně,  jsou sníženy 
nároky na řízení. Díky paralelnímu provádění s vysokou výpočetní intenzitou se může zpoždění při 
provádění paměťových operací překrývat s časem provádění aritmetických operací. Vyhneme se tak 
použití velkých cache.
Dá se říci, že v této architektuře může být budoucnost „supercomputingu“. Společnost nVidia 
vyrábí i grafické akcelerátory značené TESLA, určené výhradně pro účely obecných výpočtů. Jak 
bylo proneseno na jedné z přednášek společnosti nVidia: „Vize budoucnosti je taková, že CPU bude 
využíváno spíše pro řízení celého systému, a hlavní výpočetní síla bude v grafických akcelerátorech“.
Hlavním účelem CUDA je  dát  uživateli  možnost  využívat  vysoce  paralelní  výpočetní  síly 
a  přitom  klást  menší  nároky  na  učeni  se  nových  věcí  u  programátorů  využívajících  standardní 
programovací jazyky jako je C/C++.
3.1.1 Úspěšné projekty
Jak lze vidět, vzniklo velké množství úspěšných projektů pro CUDA, dosahujících obvykle zrychlení 
v řádu desítek, v některých případech i v řádu stovek, ve srovnání s CPU. Nejedná se výhradně o 
grafické aplikace, ale i  aplikace řešící různé fyzikální  problémy,  jako například výpočet fluidních 
systémů.
Implementace  detektorů  rohových  bodů nebo  detektorů  význačných  bodů  na  grafických 
akcelerátorech již existují  například implementace  SIFT on GPU [4] nebo projekt  OpenVIDIA[5], 
neuvádějí však srovnání s CPU.
16
3.2 Model zařízení CUDA
CUDA se odkazuje na hardware PC jako host (tj. CPU a paměť RAM) a hardware grafické karty jako 
device (tj. GPU a paměť RAM na grafické kartě).
3.2.1 Spuštění a organizace vláken
CUDA v programovacím jazyce C používá pro spuštění funkcí na GPU tzv.  kernels (není zaveden 
ustálený český výraz a označení není snadno přeložitelné). Kernel zprostředkovává vykonání dané 
funkce na GPU. K jeho spuštění je nutné definovat organizaci a počty vláken.
Obr. 3.3[3]: Ukázka možnosti dvou rozměrné organizace bloků a vláken v nich
Blok vláken (angl. thread block, dále jen blok) je organizovaná skupina samostatných vláken 
(angl. threads), které spolu mohou spolupracovat skrze efektivní a rychlou sdílenou paměť (angl.  
shared memory) a mohou synchronizovat provádění kódu pro koordinovaný přístup k datům.
Každé vlákno je definováno vlastním indexem (thread ID), který specifikuje unikátní číslo v 
rámci bloku. Každý blok má unikátní index (block ID) v rámci mřížky (angl. grid) nebo kernelu, 
který je přístupný všem vláknům v bloku. Účelem je pomoc při komplexnějším adresování. Možností 
je  také specifikace více dimenzionálního rozměru mřížky na dvě (jak je ukázáno na Obrázku 3.3) 
nebo tři dimenze.
Počet vláken v jednom bloku je omezen. Ovšem počet odpovídajících si bloků v jedné mřížce 
nebo  kernelu  může  být  mnohem  vyšší.  Tento  model  umožňuje  efektivní  provádění  kernelů  na 
různých  zařízeních  s  různými  schopnostmi  paralelizace  bez  nutnosti  rekompilace  kódu.  Počet 
současně běžících bloků se jednoduše přizpůsobí možnostem konkrétního GPU.
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3.2.2 Paměťový model
CUDA rozlišuje  paměť  na  základní  dva  paměťové  prostory  host  memory,  odpovídající  operační 
paměti v PC a  device memory  reprezentující  paměťový prostor grafického akcelerátoru. Tyto dva 
prostory jsou fyzicky odděleny, je tedy nutné provádět operace pro přenos dat z jednoho paměťového 
prostoru do druhého.
Popíšeme si typy pamětí, které může CUDA využívat:
• Sada registrů (angl. registers) pro čtení a zápis s velmi rychlým přístupem příslušná každému 
vláknu.
• Lokální paměť (angl. local memory) pro čtení a zápis  příslušná každému vláknu.
• Sdílená paměť (angl. shared memory) pro čtení a zápis o velikosti 16kB příslušná každému 
bloku  vláken.  Při  zarovnaném  přístupu  dosahuje  vysoké  propustnosti.  Díky  této  paměti 
mohou vlákna v rámci jednoho bloku efektivně sdílet data.
• Globální paměť (angl.  global memory)  pro čtení a zápis s  pomalým přístupem příslušná 
všem blokům vláken. Fyzicky se jedná o paměť RAM na grafické kartě. Pouze s touto pamětí 
je možné uskutečňovat přenosy dat z a do host memory.
• Paměť konstant (angl. constatnt memory) pouze pro čtení příslušná všem blokům vláken. Je 
definována nad globální pamětí. Značnou výhodou je využití lokální cache při čtení z tohoto 
paměťového prostoru.
• Paměť textury (angl. texture memory) pouze pro čtení příslušná všem blokům vláken. Má 
stejné  vlastnosti  jako  paměť  konstant.  Navíc  nabízí  několik  možností  adresování,  a  také 
filtraci dat pro některé specifické formáty dat.
Globální paměť, paměť konstant a paměť textury představují paměť RAM grafického akcelerátoru, a 
mohou být čteny a přepisovány operacemi z  host,  uložená data jsou perzistentní napříč spuštěními 
kernelů stejnou aplikací.
Obsáhlejší popis a způsob práce s těmito typy pamětí je v sekci 3.3
3.2.3 Model běhu
Device je  složeno ze  sady  multiprocesorů  viz  Obrázek  3.4  Každý multiprocesor  je  postaven  na 
architektuře „jedna instrukce, vícenásobná vlákna“ (pod zkratkou SIMT – single instruction, multiple 
threads).  Multiprocesor  mapuje  jedno  vlákno  na  jeden  skalární  procesor,  všechny  procesory  v 
multiprocesoru posléze vykonávají stejnou instrukci, ale obecně nad různými daty. Multiprocesorová 
SIMT  jednotka  vytváří,  spravuje  a  provádí  vlákna  ve  skupinách  po  32  vláknech  zvané  warps 
(half-warp je první nebo druhá polovina warpu). Jednotlivá vlákna sestavená do SIMT warpu začínají 
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společnou adresou programu, posléze mohou nezávisle provádět skoky a různé instrukce, za cenu 
nutnosti serializace. 
Obr. 3.4[3]: Model hardwaru
Každému multiprocesoru je dáno provedení jednoho nebo více bloků. Bloky jsou rozděleny 
na warpy,  takto rozděleny zůstávají  jednotlivé  bloky přiděleny jednotlivým multiprocesorům,  pro 
zachování obsahu registrů a sdílené paměti.
Plánovač může přepínat vykonávání jednotlivých warpů, pro maximální využití výpočetní síly 
multiprocesoru, například při čekání na paměťové operace. Plného výkonu multiprocesoru je využito, 
když všech 32 vláken warpu jde společnou cestou v kódu. Při divergenci cest v kódu vláken v rámci 
jednoho warpu je nutno vykonávání  kódu serializovat.  Když  je vystavena instrukce,  jsou některá 
vlákna  jsou  pozastavena.  Toto  trvá  dokud  všechna  vlákna  ve  warpu  opět  nevykonávají  stejné 
instrukce.  V  rámci  jednoho  bloku  můžeme  specifikovat  body  v  kódu  pomocí  funkce 
__syncthreads(),  kde se čeká něž všechna vlákna z bloku dosáhnou tohoto bodu, dále pokračují 
ve své činnosti. Samotné bloky vláken však není možné mezi sebou tímto způsobem synchronizovat.
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3.3 Možnosti optimalizace a využití pamětí
3.3.1 Optimalizace instrukcí
Pro vykonání instrukce ve warpu musí multiprocesor učinit následující kroky:
• Načtení operandů instrukce pro všechna vlákna z warpu.
• vykonání instrukce.
• Zápis výsledků všech vláken z warpu.
Efektivní zpracování instrukcí závisí na době zpracování určité instrukce, zpoždění pamětí a datové 
propustností pamětí. Efektivitu maximalizujeme díky následujícím bodům:
• Minimálním využíváním instrukcí s delší dobou zpracování
• Maximální využití datové propustnosti každé z pamětí.
• Umožnit  plánovači  vyplňovat  čas  pro  paměťové  transakce  matematickými  výpočty 
vyžadující  program s  vysokou  aritmetickou  intenzitou  a  velkým počtem vláken  na  blok 
vláken (potažmo na multiprocesor)
Většina  aritmetických  instrukcí  zabírá  4  hodinové  cykly,  ale  instrukce  typu:  32-bitové 
násobení, dělení a zbytek po dělní v pevné řádové čárce;  log;  sin;  cos; atd. zabírají 16 hodinových 
cyklů. Je výhodnější se jim vyhnout nebo je nahradit. Nahradit je můžeme například odpovídajícími 
instrukcemi se sníženou přesností na 24 bitů u operacích v pevné řádové čárce, a nebo operacemi v 
plovoucí řádové čárce.
Instrukce  řízení  toku  (if, switch, do, for, while)  mohou  mít  při  nesprávném 
použití značný vliv na efektivitu zapříčiněním divergence mezi vlákny ve warpech, což jak již bylo 
popsáno způsobuje serializaci provádění vláken. Při používání instrukcí řízení toku je nutné myslet na 
minimalizaci možných cest pro divergenci. 
Instrukce pro operace s pamětí zahrnující čtení nebo zápis zabírají multiprocesoru 4 hodinové 
cykly při operacích se sdílenou pamětí. U operací s globální a lokální pamětí musíme připočítat 400 
až 600 hodinových cyklů zpoždění. Značná část zpoždění se může ukrýt při aritmetických operacích 
jak již bylo zmíněno.
3.3.2 Globální paměť
Pro  globální  paměť  neexistuje  cache,  je  tak  nutné  dodržovat  jisté  zásady  přístupu.  Hlavní  je 
dodržování  zarovnaného přístupu při  zarovnávání  paměti  na 4,  8 nebo 16 bytů.  Takto je vhodné 
postupně  jdoucími  vlákny  operovat  s  postupně  jdoucími  adresami.  Přičemž  počáteční  adresa  je 
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zarovnána  na  určité  místo.  Ve  vyšší  architekturách  s  compute  capability  (viz.  [3])  1.2  a  vyšší 
postačuje číst data z velkých zarovnaných bloků pro dosažení maximální paměťové propustnosti.
3.3.3 Paměť konstant
Využívá  lokální  cache  pro  všechna  vlákna  v  half-warp  je  přístup  rychlý  jako  u  registru,  pokud 
současně přistupují k jedné adrese.
3.3.4 Paměť textury
Paměťový prostor textury využívá lokální cache paměť o velikosti 6-8kB na multiprocesor. Čtení z 
paměti  textury stojí  jedno čtení  z  globální  paměti  pouze  v  případě  cache miss  (patřičná data  se 
nenacházejí v cache), v opačném případě stojí pouze jedno čtení z paměti cache. Paměť cache textury 
je specializována na dvou rozměrný souřadný systém. Warp kde jsou žádáná data v těsné blízkosti 
dosáhne nejlepších výsledků. Používání paměti textury tak může být velmi výhodné ve srovnání se 
čtením čistě z globální paměti.
3.3.5 Sdílená paměť
Z důvodu instalace sdílené paměti „na čipu GPU“ je mnohem rychlejší než lokální, či globální paměť. 
V případě současného přístupu všech vláken warpu ke sdílené paměti je přístup rychlý jako u registrů, 
ovšem pouze při dodržení zarovnaného přístupu bez konfliktů bank, jak je popsáno níže.
Sdílená  paměť  je  rozdělena do paměťových  modulů  o stejné  velikosti  zvané  banky (angl.  
banks),  které mohou pracovat  současně.  Pokud máme  paměťové  operace,  založeny na  n různých 
adresách, které spadají do n různých bank, tak mohou být operace provedeny současně s n násobně 
vyšší  paměťovou  propustností  než  je  paměťová  propustnost  jednoho modulu.  V případě,  že  dvě 
adresy spadají  do jedné banky vzniká konflikt  bank a přístup musí  být  serializován,  což výrazně 
snižuje  celkovou paměťovou propustnost.  Je nutné snažit  se mapovat  současně žádané adresy na 
různé banky. 
Ve sdílené paměti  jsou banky organizovány jako postupná 32-bitová slova. V případě, kdy 
postupně jdoucí vlákna požadují data se zarovnaných postupně jdoucích adres vzdálených 32-bitů 
nevznikají žádné konflikty bank, jak je ilustrováno na Obrázku 3.5. Postupně jdoucí vlákna nemusí 
pracovat jen s postupně jdoucími adresami, je však důležité vyhnout se konfliktům, jak také ukazuje 
Obrázek 3.5.
Sdílenou paměť lze chápat i jako cache plně kontrolovanou programátorem, přinášející data 
blíže k výpočetním jednotkám, jak znázorňuje Obrázek 3.6.
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Obr 3.5[3]: ukázky zarovnaných přístupů bez konfliktů bank ve sdílené paměti.
Obr 3.6[3]: Znázornění sdílené paměti přinášející data blíže k výpočetním jednotkám.
22
3.3.6 Registry
 Obecně přístup k registru nevyžaduje žádný přístupový čas navíc, zpoždění mohou nastat díky 
„read-after-write“  závislostem a konfliktům bank registrů.  Zpoždění  způsobeno „read-after-write“ 
závislostmi může být multiprocesorem úspěšně maskováno při použití nejméně 192 vláken na blok. 
Překladač a plánovač pracují na minimalizaci konfliktů bank u registrů, nejlepší výsledky vykazují 
když je počet vláken na blok násobkem 64. Doporučení je používat co nejméně registrů na vlákno, 
multiprocesor tak může obsluhovat více bloků vláken, což přispívá ke zrychlení.
3.3.7 Počet vláken v bloku vláken a počet bloků vláken
Počet  vláken v bloku a počet bloků se volí pro maximální využití výpočetních možností GPU. Bloků 
má být nejméně tolik jako multiprocesorů. 
Při  běhu jen jednoho bloku na multiprocesoru se  nevyhneme  zpoždění  při  synchronizaci  a 
paměťových  operacích,  pokud  není  dostatečný  počet  vláken  na  blok  pro  zakrytí  zpoždění.  Je 
efektivnější aby pro jeden multiprocesor byl vyšší počet aktivních bloků, pro přepínání mezi bloky při 
zpožděních. Z toho vyplývá doporučení použít nejméně dvakrát více bloků než je multiprocesorů. 
Důležité je například využití sdílené paměti. Množství využívané paměti jedním blokem by nemělo 
být větší než polovina celkové sdílené paměti, která je k dispozici pro jeden multiprocesor, aby druhá 
polovina  mohla  být  současně  využívána  jiným blokem.  Shodným způsobem ovlivňuje  rychlost  i 
počet využívaných registrů.
64 vláken na blok je minimální rozumný počet vláken na blok, vhodný ovšem jen při velkém 
množství bloků na multiprocesor, přičemž bloky musí být minimálně náročné na sdílenou paměť a 
počet registrů. Doporučený počet vláken na blok je 192 a vyšší, pro rozumné využití výkonu. 
3.3.8 Přenosy dat mezi host a device
Datové přenosy mezi paměťmi na device jsou značně rychlejší než přenosy host-device a device-host. 
Pro minimalizaci přenosů dat mezi host a device se doporučuje přesunout více výpočtů na device i za 
cenu nižší paralelizace.
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4 Vývoj a průběh provedených 
experimentů
V této části jsou rozebrány a popsány provedené experimenty a jejich výsledky. Snahou je průzkum 
architektury CUDA a vytvořit co nejrychlejší Moravec operátor na CUDA, díky získaným poznatkům 
vytvořit i rychlý Harris operátor na CUDA. 
Experimenty jsou prováděny, pokud není řečeno jinak, na hardwarové sestavě: CPU – AMD 
Althon X2 5000+ 2,66Ghz; GPU - Asus GF9800TOP(GT), obrazu o rozměrech 640x480 pixelů a 
CUDA v2.1. Měření jsou prováděna následujícím způsobem. Kernel je spuštěn 100x bezprostředně 
za  sebou (započítávány jsou  i  časy přenosů dat  mezi  host  a  device,  pokud není  řečeno jinak)  a 
následně  je celkový čas sta spuštění vydělen hodnotou 100. Uvedené hodnoty času nejsou absolutně 
přesné, v průběhu různých spuštění se objevují odchylky v řádu 0,1 ms. Časy odkazující se na CUDA 
platí pouze pro operace související s CUDA, tj. přenosy dat a vykonání kernelů, čas vlastní detekce 
rohových bodů není započítán jen v případě, že probíhá až na host. Časy pro PC zahrnují vykonání 
vlastního operátoru, prahování a potlačení nemaximálních hodnot.
4.1 Základní implementace na CUDA
Prvotní implementace Moravec operátoru na PC je pouze základní, bez větších snah o optimalizace. 
Na  prvotní  porovnaní  bude  ovšem  postačovat.  Výhodou  operátoru  Moravec  na  PC  je  použití 
výhradně operací v pevné řádové čárce. CUDA nejlépe pracuje s výpočty v plovoucí řádové čárce. 
Pro srovnání můžeme taktéž použít i verzi pro PC pracující v plovoucí řádové čárce. Detekce rohů na 
CUDA probíhá následovně:
• kopírování  obrazu na grafickou kartu – obraz je pouze monochromatický,  každý pixel  je 
o  datové  velikosti  1B,  přenos  obrazu  není  tak 
datově a časově náročný
• výpočet  mapy  rohovitosti  na  CUDA  –  výsledkem  je  mapa  rohovitosti  jejíž  rozměry 
odpovídají původnímu obrazu, jen každý element 
má datovou velikost 4B
• kopírování mapy rohovitosti na PC – přenos mapy rohovitosti je tak náročnější než přenos 
původního obrazu vzhledem k větší datové náročnosti
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• potlačení nemaximálních hodnot na PC – vlastní detekce rohových bodů z mapy rohovitosti 
není  provedena  na  CUDA  ale  na  PC  pro 
zjednodušení
Tento  stav  se  od  sekce  4.7  částečně  změní.  Každá  z  popsaných  částí  potřebuje  určitý  čas  na 
zpracování  a žádné z částí se v čase nepřekrývají.
Na zarovnaný přístupu do globální paměti nebyl v tomto ani v následujících případech brán 
větší  zřetel,  z  důvodu velmi  obtížného návrhu  takového přístupu pro  náš  případ.  Důležité  je,  že 
všechna postupně indexovaná vlákna z half-warp současně přistupují k postupně jdoucím adresám s 
různou  počáteční  adresou.  Uspořádání  tohoto  typu  je  vhodné  pro  novější  architektury,  kde  je 
doporučeno pro half-warp přistupovat k datům z jediného 32, 64 respektive 128 bytového segmentu. 
Zarovnávání počtu datových buněk na řádku obrazu je v režii funkcí z knihovny OpenCV[13].
Vlákna jsou mapována na výslednou mapu rohovitosti následujícím způsobem. Každé vlákno 
počítá  míru  rohovitosti  jednoho  bodu  výsledné  mapy  odpovídající  jednomu  pixelu  v  původním 
obraze. Indexace vláken v bloku je jednorozměrná, stejně jako indexace bloků. Označíme-li index 
vlákna v bloku  Ti a index bloku  Bi, pozici v mapě rohovitosti  (x,y) respektive obrazu vypočítáme 
následujícím způsobem:
x=T i∗Bimod S
y=T i∗Bi/ S
 kde S je šířka obrazu, mod je operace zbytek po dělení a / operace 
celočíselné dělení
Počet bloků nutných k pokrytí obrazu vypočítáme následovně:
B=V∗S /T
kde B je počet potřebných bloků, V je výška obrazu v pixelech, S je 
šířka obrazu v pixelech a T odpovídá zvolenému počtu vláken v bloku 
V případe, že V*S mod T vyjde větší než 1, je nutno zvýšit počet bloků B o 1.
Tento návrh nám dovoluje volně měnit rozměry obrázku a počet vláken v bloku. Vlákna jsou 
tak v těsném sledu za sebou na řádcích obrazu, tudíž i adresy dat odpovídajících pixelů jsou řazeny 
těsně za sebou. Návrh se částečně změní od sekce 4.6, kdy přejdeme na dvourozměrnou indexaci 
vláken a bloků. Vlákna, jejichž pozice je mimo obraz respektive v oblasti okraje, kde není možné 
rohovitost počítat, jsou ukončena co nejdříve po začátku svého provádění.
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4.2 Základní test
Moravcův operátor v tomto testu pracuje pouze s globální pamětí. Přístupů k paměti je 144 pro 
každé  vlákno.  Počet  vláken  v  bloku  je  nastaven  na  20  a  naměřená  rychlost  operátoru  na 
CUDA je 7,44 ms.
Další snahou bylo toto řešení optimalizovat a to redukcí výpočtů adres a počtu přístupů do 
globální paměti, díky uložení základní matice 3x3 pixelů kolem bodu do lokálních registrů. Počet 
přístupů do globální paměti je tak redukován na 81 pro každé vlákno. Výsledkem je pouze minimální 
zrychlení  na  7,39  ms.  Vysvětlení  je  jednoduché.  Jelikož při  čekání  na  prvek  z paměti  je  možno 
provádět výpočty, tak výpočty adres a další výpočty byly vsunuty do těchto míst, kdy by se jen čekalo 
na  data.  Optimalizace  počtu  přístupů  do  globální  paměti  nepomohla,  jelikož  architektura  vyčítá 
z globální paměti bloky o velikosti 4B ,ale vyžadované prvky jsou o velikosti 1B. Zbylé bajty se tedy 
uchovají pro další přístup, a nebo se distribuují ostatním vláknům, která přistupovala ke stejnému 4B 
bloku.
4.3 Optimalizace instrukcí řízení toku
V naší implementace se nachází jistá míra větvení programu, vyskytuje se náhodně a nezávisí  na 
tom , o které vlákno se jedná. Malé větvení může nastat v případech, kdy se v Moravec algoritmu 
porovnává, zda je změna gradientu v určitém posunu menší než předchozí změna gradientu. Tato část 
je řešena větvením podmínkou if. Jako řešení toho problému je zvoleno použití instrukce fmin() 
zaručující výběr menší ze dvou hodnot, a jednotné provedení ve všech vláknech. Výsledkem tohoto 
testu však je pouze neznatelná změna. Můžeme tak předpokládat, že takto malé větvení nemá téměř 
žádný vliv na celkový čas vykonávání kernelu.
4.4 Využití paměti textury
Využití paměti textury nevyžaduje větší úpravy algoritmu a je snadno aplikovatelnou modifikací na 
předchozí případ. Oblast dat v globální paměti pro využití jako paměť textury je nutno definovat již 
před  spuštěním  kerlnelu.  Čtení  dat  je  prováděno  pomocí  speciální  funkce  vyžadující  souřadnice 
datové  buňky (pixelu).  Skrze  tuto  modifikaci  jsme  dosáhli  zrychlení  na  4,59  ms  běhu Moravec 
operátoru na CUDA Uvedená rychlost platí pouze v případě uložení základní matice kolem pixelu 
do registrů jako v předchozím případě. Bez této modifikace se operátor zpomalí na 5,1 ms. Řešení 
pomocí využití paměti textury je na základě experimentů výhodné i po stránce implementační. Pro 
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následující vývoj, jako například přenos více výpočtu na CUDA, paměť textury nedostačuje a bylo by 
ji nutno kombinovat se sdílenou pamětí, nebo operovat s pomalou globální pamětí.
4.5 Optimalizace počtu vláken v bloku
Správná volba počtu vláken je důležitým krokem k úspěchu, jak je vidět z následujícího experimentu. 
Původní verze pracovala s dvaceti vlákny na blok a časem 4,59 ms.  Při  experimentování s cílem 
nalezení optimálního počtu vláken na blok vyšlo číslo 256 a čas 3,16ms. Zde vidíme příklad zdánlivě 
jednoduché úpravy znamenající významný skok v rychlosti zpracování. Zrychlení je dáno důvody 
popsanými v sekci 3.3.7, jedná se o nejvýhodnější nastavení pro optimální vytížení multiprocesorů.
4.6 Základní využití sdílené paměti
V této sekci jsou popsány dva základní možné přístupy k práci se sdílenou pamětí. První bude obecně 
používaný přístup, kdy jedno vlákno počítá rohovitost jednoho bodu. V druhém přístupu jedno vlákno 
počítá rohovitost více bodů.
4.6.1 Možnost počítání hodnoty jednoho bodu jedním vláknem
Organizace indexace vláken a bloků je změněna na dvourozměrnou způsobem, jako je naznačeno na 
Obrázku 3.3. Konkrétně je použita matice vláken o rozměrech 16x16 tj. 256 vláken v bloku. Počty 
bloků se odvíjí od rozměrů obrazu. Sdílená paměť slouží k načtení části obrazu a rychlému přístupu k 
datům. Při mapovaní bloků vláken na obraz musíme myslet na to, že blok vláken potřebuje data z 
matice 20x20 pixelů. Pro výpočet míry rohovitosti bodu se vyžadují data z okolí 4x4 pixelů kolem 
počítaného bodu. Popsaný stav je ilustrován Obrázkem 4.1, kde černá barva ohraničuje blok vláken, 
a červená barva ohraničuje  oblast  dat.  Tento stav vede k překrývání  oblastí  dat  v obraze,  jak je 
naznačeno na Obrázku 4.2. Data z matice 20x20 pixelů jsou uložena ve sdílené paměti  pro blok 
16x16 vláken.
Obr. 4.1: Znázornění okolí dat načítaného do sdílené paměti pro blok vláken 16x16.
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Obr 4.2: Znázornění mapování bloků vláken na obraz a překrývání čtených dat.
Vlastní běh každého bloku vláken je rozdělen na dvě fáze. V první fázi vlákna načítají data do 
sdílené paměti  a je provedena synchronizace vláken,  aby se zajistilo,  že pro následující fázi  jsou 
všechny data již uložena ve sdílené paměti. Následuje vlastní výpočet mapy rohovitosti a její uložení 
do globální paměti. V první fázi vniká problém, která vlákna budou načítat která data. Každé vlákno 
načte data z pixelu, na který je mapováno. Data z okrajů přesahující oblast vláken mají za úkol načíst 
okrajová vlákna, jak je znázorněno na Obrázku 4.3. Z toho vyplývá, že okrajová vlákna budou v první 
fázi nejvíce zatížena. Tento způsob řešení má za následek jistou míru divergence mezi vlákny, která 
je potlačena synchronizací vláken v bloku na konci první fáze.
Obr 4.3: Znázornění, která vlákna z bloku mají za úkol načítat data z částí přesahující oblast vláken.
Výpočet mapování,  které vlákno odpovídá pixelu v obraze, je dáno indexy bloku  Bx   ,  By a 
indexy vlákna v bloku Tx , Ty. Hodnota 16 je výška a šířka bloku vláken. K výsledné pozici je nutno 
přičíst  hodnotu  2  pro  odsazení  vypočtených  hodnot  od  okraje  obrazu.  Výpočet  tak  vypadá 
následovně:
x=B x∗16T x
y=B y∗16T y
Nejdůležitější  částí  návrhu je zařídit  zarovnaný přístup k bankám sdílené paměti.  Postupně 
jdoucí vlákna,  dle vlastních indexů,  při  výpočtu vždy přistupují  k postupně jdoucím buňkám dat. 
V našem případě je vstupní obraz sestaven z buněk o datové velikosti 1B. Banky sdílené paměti jsou 
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však organizovány do úseků o datové velikosti 4B. V tomto případě by spadaly 4 buňky do jedné 
banky  a  při  současném  přístupu  4  vláken  k  těmto  buňkám  by  bylo  nutno  přístup  serializovat. 
Jednoduchým řešením je tak použít ve sdílené paměti převod dat na typ float, vytvářející buňky o 
datové velikosti 4B. Každá buňka tímto způsobem spadá do jediné banky a při současném přístupu k 
postupně jdoucím buňkám nevznikají konflikty bank.
 Toto řešení dosáhlo na CUDA rychlosti  2,96 ms.
4.6.2 Možnost počítání hodnoty více bodů jedním vláknem
Tento případ, podobně jako předchozí, vyžaduje nahrání dat do sdílené paměti z většího okolí, než 
jsou mapována vlákna. Základní odlišností je mapování jednoho vlákna na výpočet rohovitosti více 
pixelů.  Indexace bloků zůstává  dvourozměrná,  indexy vláken  v bloku zůstávají  jednorozměrné  a 
druhý rozměr tvoří právě několik další bodů, které vlákno počítá, jak je znázorněno na Obrázku 4.4. 
Stejně jako v předchozím případě se při mapování bloků na obraz oblasti načítaných dat překrývají.
Obr. 4.4: Znázornění načítané oblasti dat v poměru k oblasti počítaných hodnot rohovitosti pro jeden 
blok vláken.
Výhodou  oproti  předchozímu  řešení   jsou  menší  překrývající  se  oblasti  a  vyšší  vytížení 
jednotlivých vláken. Nevýhodou může být menší počet bloků vláken, u menších obrazů i příliš malý 
a náročnost návrhu.
Hlavním problémem je dosažení  zarovnaného přístupu.  Vlákno v bloku odpovídá jednomu 
řádku. Při současném přístupu více vláken do paměti není zachován systém přístupu k následujícím 
buňkám. Buňky určené pro po sobě jdoucí vlákna jsou navzájem vzdáleny o šířku pole pro načítaná 
data. Šířku sloupce, potažmo počet počítaných bodů na vlákno, je nutno zvolit tak, aby po sobě jdoucí 
vlákna přistupovala do různých bank. Nemusí to být po sobě jdoucí banky, ale obecně různé, jak je 
znázorněno na Obrázku 3.5.  Pro minimalizaci  využité paměti  budou hodnoty z obrazu načteny v 
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původní datové velikosti 1B a ne jako v sekci 4.7.1. Adekvátní počet vláken a počet bodů počítaných 
vláknem je nutno zvolit s ohledem na přístup po sobě jdoucích vláken k adresám v různých bankách. 
Je zohledněno využití sdílené paměti o maximální velikosti 16kB, přičemž je do budoucna počítáno s 
ukládáním výsledných hodnot do sdílené paměti. Rozumný počet vláken je násobkem 64. Z těchto 
podmínek nám vychází nejvýhodnější počet vláken 320 a počet počítaných bodů na vlákno 8.  
Načtení  dat  z globální paměti  je řešeno jinak než vlastní výpočet.  Data nejsou načítána po 
řádcích, kde by každé vlákno načítalo jeden řádek. Je docíleno stavu, kdy po sobě jdoucí vlákna 
načítají po sobě jdoucí adresy. 
Toto řešení dosáhlo na CUDA rychlosti 3,03 ms.
4.7 Přesun více výpočtů na GPU
Snahou je omezení množství přenášených dat mezi host a device. Značnou motivací je fakt, že čas 
nutný k přenášení dat je 2,2 ms z celkového času 2,96 ms. U přenosu obrazu na device si nemůžeme 
dovolit snižovat množství přenášených dat, jelikož nutně potřebujeme veškerá vstupní obrazová data. 
Přenos vstupních dat je méně náročný, buňky mají velikost 1B a výstupní buňky mají velikost 4B.
Pozornost tak padá na přenos výstupních dat tj. mapy rohovitosti. Výsledné rohové body jsou 
detekovány až na CPU. Pokud nás zajímají jen pozice rohových bodů, můžeme je přímo vypočítávat 
na GPU skrze CUDA a zpět přenášet pouze pole souřadnic detekovaných bodů. Těchto dat bude 
značně méně než dat kompletní mapy rohovitosti. Detekovaných rohů bývají desítky až tisíce, kdežto 
počty bodů v mapě rohovitosti se pohybují v řádech statisíců až milionů. 
Fyzická  realizace vypadá  následovně.  Před spuštěním kernelu je  nutno alokovat  dostatečné 
množství paměti  pro ukládání souřadnic rohových bodů, jelikož nevíme přesný počet bodů, který 
bude detekován. Paralelně běžící vlákna potřebují  určitý systém,  dodávající vláknům unikátní,  po 
sobě jdoucí hodnoty, určující pozici souřadnic rohu v celkovém poli. K tomuto je využito atomických 
instrukcí,  konkrétně atomické  inkrementace.  Tato instrukce inkrementuje  v případě nalezení  rohu 
jedinou buňku v globální paměti a získává tak po sobě jdoucí čísla pro různá vlákna i ve shodném 
čase  operace.  Zjistí  se  tak  i  počet  detekovaných  bodů  a  nemusí  se  na  host  kopírovat  veškerá 
alokovaná paměť, ale jen potřebná část s daty.
Test byl proveden nad nezměněnou podobou kernelu popsaného v sekci 4.6.1. S modifikací, 
kdy  výsledná  mapa  rohovitosti  zůstává  v  globální  paměti,  a  následně  je  spuštěn  další  kernel 
vykonávající operace popsané v předchozím odstavci. Zpět na host je posléze přenášeno pouze pole 
souřadnic detekovaných rohových bodů a jejich počet. Tímto je dosaženo významného zrychlení na 
2,26 ms. Řešení zdaleka není dokonalé z důvodu ukládání dat mapy rohovitosti do pomalé globální 
paměti a druhý kernel opět pracuje pouze nad globální pamětí. Řešením je detekovat rohové body již 
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v  prvním kernelu,  bez  nutnosti  ukládat  mapu  rohovitosti  do  globální  paměti.  Pro  uložení  mapy 
rohovitosti respektive její části v každém bloku vláken je dále využívána sdílená paměť. Nad těmito 
daty ve sdílené paměti je možno provádět přímo detekci rohových bodů. Je navrženo a vyhodnoceno 
adekvátní řešení pro oba způsoby popsané v sekci 4.6.
Touto modifikací se mění základní struktura běhu celého programu popsaná v sekci 4.1. Mizí 
poslední fáze tj. potlačení nemaximálních hodnot na CPU. Tato činnost je přesunuta na GPU a na 
host jsou kopírována data souřadnic detekovaných bodů a ne kompletní mapa rohovitosti.
4.7.1 Možnost počítání hodnoty jednoho bodu jedním vláknem
Výchozím bodem je návrh popsaný v sekci 4.6.1 a výše popsané modifikace. Hlavním problémem 
při potlačování nemaximálních hodnot v mapě rohovitosti je nutnost znát nejbližší okolí zkoumaného 
bodu. V případě, že máme vypočtenu mapu rohovitosti  v oblasti  16x16 bodů, můžeme detekovat 
rohové body pouze pro oblast 14x14 bodů. Situaci pro jeden blok vláken znázorňuje Obrázek 3.5, 
oblast  vyžadovaných  dat  z  obrazu je  ohraničena červeně.  Oblast  vláken  a  vypočtené  části  mapy 
rohovitosti jsou zobrazeny černě. Oblast, kde je možno detekovat rohové body je vyznačena zeleně.
Obr. 4.5: Znázornění oblastí vláken, vypočtené mapy rohovitosti, potřebných dat z 
obrazu a možnosti detekce rohů pro blok vláken. 
Podobně jako ve výchozím případě, dochází k překrývání čtených dat mezi bloky vláken, avšak 
ve větším měřítku. Překrývají se i vlákna a vypočítávané části mapy rohovitosti. Některé hodnoty je 
tak nutno počítat  vícenásobně v různých blocích vláken,  díky nemožnosti  sdílení  dat  mezi  bloky 
vláken. Současně počítaných hodnot je však minimální množství. Předpoklad je, že tento způsob je 
výhodnější než nahrávání kompletní mapy rohovitosti do globální paměti. Způsob mapování vláken 
na obraz je zobrazen na Obrázku 4.6. Výpočet mapovaní vláken na pixely v obraze je dáno indexy 
bloku  Bx   ,  By a indexy vlákna v bloku  Tx ,  Ty.  K výsledné pozici je nutno přičíst  hodnotu 2 pro 
odsazení vypočtených hodnot rohovitosti od okraje obrazu. 
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Výpočet tak vypadá následovně:
x=B x∗16T x−2∗Bx2
y=B y∗16T y−2∗B y2
Obr. 4.6: Zobrazení překrývání bloků vláken při mapování na obraz.
Pro ukládání vypočtené části  mapy rohovitosti  vyčleníme v lokální paměti  pole o velikosti 
16x16.  Buňky pole  mají  datovou velikost  4B za účelem docílení  zarovnaného přístupu shodně s 
polem pro načtená vstupní data.
Použití  vypočtených  dat  mapy  rohovitosti  v  konečném kroku  lokalizace  rohových  bodů  a 
uložení  jejich  souřadnic  vyžaduje  synchronizaci  vláken  v  bloku ihned  po  uložení  hodnoty mapy 
rohovitosti  do vyčleněného pole  ve  sdílené paměti.  Synchronizace vláken zajistí  i  při  paralelním 
provádění, že všechna vypočtená data jsou v konečném kroku k dispozici.
Toto řešení dosáhlo na CUDA rychlosti 1,8 ms.
4.7.2 Možnost počítání hodnoty více bodů jedním vláknem
Toto řešení navazuje na návrh v sekci 4.6.2 a modifikaci popsanou výše. Blok vláken vypočítává 
oblast mapy rohovitosti o šířce odpovídající počtu počítaných bodů na vlákno a výšce rovnající se 
počtu  vláken  v  bloku  vláken,  jak  zobrazuje  Obrázek  4.4.  Shodně  s  předcházejícím  případem 
nemůžeme detekovat rohy na kompletní mapě rohovitosti. Oblast vhodná pro detekci rohových bodů 
je menší než mapa rohovitosti. Je nutno zajistit překrývání bloků vláken za účelem napojení oblastí 
vhodných pro detekci rohových bodů. 
Pole ve sdílené paměti pro ukládání výsledných hodnot mapy rohovitosti musí být sestaveno z 
prvků o datové velikosti 4B. Tím však narůstá množství potřebné sdílené paměti. Naším cílem je 
maximálně využít sdílenou paměť. Díky prvkům o datové velikosti 4B je nutno pro zarovnaný přístup 
ke sdílené paměti zajistit počet sloupců v poli o jeden více než je počet počítaných bodů na vlákno. 
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Toto řešení dosáhlo na CUDA rychlosti 1,98 ms. Pomalejší běh oproti verzi popsané v sekci 
4.7.1  je  způsoben  obsazením kompletní  kapacity  sdílené  paměti  jedním blokem  vláken  a  vyšší 
náročností na počet registrů. Multiprocesor je málo vytížen, jelikož v určeném čase může zpracovávat 
pouze 1 blok vláken a nemá možnost v případě potřeby  mezi bloky přepínat. I při snížení nároků na 
sdílenou paměť  je  stále  využíván  příliš  velký  počet  registrů,  multiprocesory jsou  tak  stále  málo 
vytíženy. Toto řešení je proto neperspektivní.
4.8 Dodatečné snahy o optimalizace
V této sekci vyhodnotíme některé dodatečné testy, které nemají souvislost se základními strategiemi 
pro optimalizaci programů pro CUDA.
4.8.1 Optimalizace adresování dvourozměrného pole
Cílem  je  pokusit  se  optimalizovat  adresování  dvourozměrného  pole  ve  sdílené  paměti.  Pole  se 
indexuje  hodnotou  řádku  a  sloupce.  Pro  vytvoření  adresy  je  nutno  tyto  dvě  hodnoty  vynásobit. 
Redukce násobení bude naší hlavní snahou.
Při  výpočtech  rohovitosti  bodu  se  pracuje  pouze  s  hodnotami  v  blízkém  okolí.  Pokud 
vypočteme  adresu  například  středu  našeho  malého  pracovního  prostoru,  můžeme  se  po  okolí 
pohybovat jednoduchým sčítáním a odčítáním. V případě posuvu na shodném řádku měníme adresu v 
řádu jednotek. Při posuvu o řádek se přičítá respektive odčítá šíře řádku pole.
Tato modifikace se ukázala jako neefektivní, u verze popsané v sekci 7.7.1, s hodnotou času 
1,86ms. Je to zřejmě dáno již optimalizovanou adresací dvourozměrného pole na CUDA. a vyšším 
množstvím používaných registrů, díky čemuž se méně vytěžují multiprocesory.
4.8.2 Kombinace paměti textury a sdílené paměti
Paměť textury podávala dobré výsledky v sekci 4.5. Toto bylo motivací pro snahu použít i paměť 
textury v řešení popsaném v sekci 4.6.1, jako náhradu načítání dat z globální paměti v první fázi 
běhu. Dosažená rychlost je 1,89 ms. Tato optimalizace byla také neúspěšná, zřejmě z důvodu vyšší 
náročnosti na registry jako v předchozím případě.
4.8.3 Úprava algoritmu Moravec
V případě, že už při provádění operátoru Moravec je známa hodnota prahu určena pro prahování, je 
možno algoritmus částečně modifikovat. Průběh algoritmu sestává z postupného vypočítávání změny 
gradientu při posuvech v osmi směrech. Když je vypočítaná hodnota v určitém posuvu menší než 
hodnota dočasného minima,  je tato hodnota prohlášena za dočasné minimum.  Tímto způsobem je 
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nalezena minimální hodnota pro posuv ve všech směrech. Následně tyto hodnoty podléhají prahování 
a jsou nastaveny na hodnotu 0 v případě, kdy je hodnota menší než práh.
Toto  lze  modifikovat  následujícím způsobem.  Při  každém hledání  minima  mezi  posuvy je 
možno testovat zda hodnota není menší než práh. V takovém případě je možno výslednou hodnotu 
ihned nastavit na 0 a přerušit výpočty následujících posuvů, jelikož dočasné minimum může být už 
jen shodnou nebo menší hodnotou než je hodnota prahu.
Řešení  se  ukázalo  jako  výhodné  z  důvodu,  že  jen  málo  vypočtených  hodnot  rohovitosti 
překračuje práh, a je ušetřeno větší množství výpočtů. Vedlejším efektem je jistá míra divergence 
mezi vlákny, kdy některá vlákna z warpu mohou být předčasně ukončena, a jiná mohou běžet dál. 
Výsledkem je markantní zrychlení. Při aplikaci úpravy algoritmu na návrh popsaný v sekci 4.7.1 se 
rychlost zpracování zvýšila na 1,51 ms. U návrhu popsaného v sekci 4.7.2 se také zvýšila rychlost 
zpracování, ale vzniká značná divergence mezi vlákny,.
4.9 Harris operátor na CUDA
Při  návrhu  implementace  tohoto  operátoru  na  CUDA  se  vychází  z  poznatků  dosažených  při 
průběžném vývoji  operátoru Moravec na CUDA,  konkrétně k návrhu popsaného v sekci  4.6.1  a 
rozšířeného v sekci 4.7.1. 
Průběh algoritmu  je  rozdělen  do  čtyř  základních  kroků,  na  konci  každého kroku je  nutno 
provádět synchronizaci vláken v bloku. Náledující krok pro svou činnost vždy vyžaduje kompletní 
data z předchozího kroku. Samotné kroky pro každý blok vláken jsou sestaveny následovně:
1. Načtení dat z části obrazu do sdílené paměti.
2. Výpočet hodnot A, B a C matice M a uložení výsledků do sdílené paměti.
3. Konvoluce  hodnot  A,  B a  C  s  Gaussovým  oknem,  výpočet  hodnot  mapy  rohovitosti  a 
provedení  prahování.  V  případě,  že  vypočtená  hodnota  rohovitosti  nepřekračuje  hodnotu 
prahu, je odpovídající buňka v mapě rohovitosti nastavena na 0 a vlákno ukončeno, jelikož je 
jasné, že v tomto bodě nemůže být detekován roh.
4. Potlačení  nemaximálních  hodnot/detekce  lokálních  maxim jako  rohových bodů a  uložení 
pouze souřadnic rohových bodů, jak bylo popsáno v sekci 4.6
K ukládání veškerých hodnot slouží samostatná pole ve sdílené paměti s buňkami o datové 
velikosti 4B za účelem docílení zarovnaného přístupu, viz. sekce 4.6.1.
Překrývání bloků dat nastane i zde. Máme-li v bloku 16x16 vláken, určení oblasti pro detekce 
rohových bodů bude vypadat následovně. Pro výpočet hodnot matice M požadujeme okolí 3x3 body. 
Oblast načtených dat je tak 18x18 bodů. Konvoluce s Gaussovým oknem vyžaduje hodnoty matice M 
34
z oblasti 3x3 a výsledkem konvoluce tak bude oblast 14x14 bodů. Konečná fáze detekce lokálních 
maxim vyžaduje oblast 3x3 z výsledku konvoluce a rohové body ve výsledku detekujeme v oblasti 
12x12 bodů. Vše je vyznačeno v Obrázku 4.7. Bloky vláken je nutno na obraz mapovat za účelem 
navazování oblastí  výsledků detekce rohových bodů, jak zobrazuje Obrázek 4.8. Tímto způsobem 
vzniká velké množství  překrývání  vypočtených hodnot,  které  je  nutno počítat  vícekrát  pro různé 
bloky vláken, z důvodů omezení velikosti bloků vláken a nemožnosti sdílet data mezi bloky vláken. 
Přes všechny nevýhody je toto řešení stále nejvýhodnějším řešením.
Obr. 4.7: Rozložení jednotlivých oblastí pro čtvercový blok vláken.
Obr. 4.8: Zobrazení mapovaní bloků vláken na vstupní obraz.
Výpočet mapování vláken na pixely v obraze je dáno indexy bloku Bx  , By a indexy vlákna v bloku 
Tx , Ty. K výsledné pozici je nutno přičíst hodnotu 1 pro odsazení vláken od okraje obrazu. 
Výpočet tak vypadá následovně:
x=Bx∗16T x−4∗Bx1
y=B y∗16T y−4∗B y1
Toto řešení dosáhlo rychlosti na CUDA 1,57 ms.
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4.10 Konečné doladění
Moravec operátor na CUDA, popsán v sekcích 4.7.1, při rozšíření matice vláken v bloku na 16x32 
vykazuje zrychlení v řádech 0,04 ms. Podle  CUDA GPU Occupancy Calculator by měl dosáhnout 
většího využití výkonu multiprocesorů na lepších architekturách.
Harris operátor na CUDA, popsán v sekci 4.9, při rozšíření matice vláken v bloku na 16x32 
vykazuje zrychlení na 1,51 ms.
Důležitým faktem u obou variant zůstává menší míra překrývání čtených dat a vypočtených 
hodnot při použití větších bloků.
4.11 Testy rychlosti a zhodnocení
4.11.1 Závislost na počtu detekovaných bodů
Čas detekce rohových bodů u řešení popsaných v sekcích 4.7 a 4.9 závisí na počtu detekovaných 
rohových bodů. Při detekci 15 151 bodů na obrazu o velikosti 1440x900 pixelů je čas detekce harris 
operátoru na CUDA 8 ms a při detekci 2 247 bodů na tomtéž obrazu (změna počtu bodů je způsobena 
vyšší hodnotou prahu) je čas detekce 4,7 ms. Touto vadou trpí  Moravec i Harris operátor na CUDA 
Důvodem rozdílu  v  rychlostech je  počet  provedených atomických  inkrementů  v globální  paměti, 
protože atomický inkrement pracuje s pomalou globální pamětí, a jeho provádění nelze paralelizovat. 
Žádáme-li vyšší rychlost je výhodné nastavovat vyšší práh, a tím omezit počet detekovaných bodů. 
Použití Moravec operátoru na CUDA popsáného v sekci 4.6.1 dosahuje na tomtéž obrazu rychlosti 
9,28 ms a řešení z 4.6.2 dosahuje rychlosti 10,3 ms. Ani jedno z řešení ze sekcí  4.6.1 a  4.6.2 není 
výhodnější než způsoby přímo detekující rohové body na CUDA.
4.11.2 Provedená měření a srovnání CPU a dvou GPU
Referenčním CPU zůstává AMD Althon X2 5000+ 2,66Ghz, jedním z GPU je GF9800(TOP)GT a 
druhým GPU je výkonnější GF280GTX postavené na novější architektuře (compue capability 1.3).
Tab. 4.1: Měření Harris operátoru na CUDA a PC.
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Rozměr vstupního obrazu v pixelech 640x480 1024x768 1280x960 1600x1200
16 49 72 121
1,13 1,73 2,39 3,37
1,51 4,3 4,41 6,3
0,61 0,85 1,04 1,86
0,74 1,36 1,75 2,21
počet detekovaných rohových bodů 863 233 229 219
14,16 28,32 30,13 35,91
rychlost na CPU v ms
rychlost na GPU GF280GTX v ms
rychlost na GPU GF9800GT v ms
čas přenosu dat v ms (GF280GTX)
čas přenosu dat v ms (GF9800GTX)
zrychlení CPU x GF280GTX
Tabulka 4.1 shrnuje naměřené výsledky pro Harris operátor na CUDA, jak je popsán v sekci 
4.9 a vylepšen v 4.10. Uvedené hodnoty časů jsou pro jeden běh operátoru. Pro operátor na CPU (z 
knihovny OpenCV) je započítán i čas detekce rohových bodů z mapy rohovitosti na CPU.  Do času 
operátoru na CUDA je počítán přenos obrazu na device, vlastní detekce rohových bodů na CUDA a 
přenos výsledných souřadnic rohových bodů zpět. Čas přenosu veškerých dat mezi device a host je v 
tabulce  zobrazen.  Z  měření  je  vidět,  že  čím větší  objemy  dat  používáme,  tím lepších  výsledků 
dosáhneme. Je také vidět, že výkonnější GPU, novější architektura GPU a rychlejší přenosy dat, mají 
za následek výrazné zrychlení. 
Tab. 4.2: Měření Moravec operátoru (16x32 vláken) na CUDA a PC.
Tabulka 4.2 shrnuje naměřené výsledky pro Moravec operátor na CUDA, jak je popsán v sekci 
4.7.1  a  vylepšen  v  4.8.3  a  4.10.  Pro  srovnání  nemáme  kvalitní  optimalizovanou verzi  operátoru 
Moravec pro CPU, ale je předpoklad,  že bude rychlejší  než Harris  operátor z OpenCV. Můžeme 
pozorovat změnu počtu nalezených rohových bodů mezi spuštěními na různých grafických kartách. 
Zvláštní  je  i  změna  rychlosti  operátoru  mezi  rozlišeními  obrázků  u  GF9800GT.  Změna  počtu 
detekovaných bodů nastává i pro verzi s blokem vláken 16x16, jak je vidět v tabulce 4.3. Zvláštní 
změna rychlosti mezi rozlišeními se zde nevyskytuje. Důvod tohoto chování je neznámý.
Tab. 4.3: Měření Moravec operátoru (16x16 vláken) na CUDA a PC.
Tab. 3.4: Měření odchylek Moravcova operátoru ve dvou verzích pro různá rozlišení a počty bodů
Měření odchylek pro Moravec operátor na CUDA je v Tabulce 4.3. Měření je provedeno pro 
verzi s  maticí  vláken 16x32 a 16x16.  V měření  je brán zřetel pouze na body 6 pixelů od okraje 
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Rozměr vstupního obrazu v pixelech 640x480 1024x768 1280x960 1600x1200
1,01 1,49 1,95 3,28
1,45 4,24 3,91 5,41
počet detekovaných rohových bodů na GF280GTX 700 445 430 393
počet detekovaných rohových bodů na GF9800GT 730 441 434 401
rychlost na GPU GF280GTX v ms (16x32 vláken)
rychlost na GPU GF9800GT v ms (16x32 vláken)
Rozměr vstupního obrazu v pixelech 640x480 1024x768 1280x9601600x1200
1,48 3,75 3,92 5,52
počet detekovaných rohových bodů na GF9800GT (16x16 vláken) 753 445 429 398
rychlost na GPU GF9800GT v ms (16x16 vláken)
Rozměr vstupního obrazu v pixelech 640x480 1024x768 1280x960 1440x900 1600x1200
počet bodů detekovaných na PC 739 445 435 16223 400
počet rozdílných bodů na CUDA (16x32 vláken) 26 5 1 1007 0
chyba v % (16x32 vláken) 3,52 1,12 0,23 6,21 0
počet rozdílných bodů na CUDA (16x16 vláken) 3 1 6 1455 3
chyba v % (16x16 vláken) 0,41 0,22 1,38 8,97 0,75
obrazu. Z naměřených hodnot nemůžeme říci, které řešení je lepší. Odchylky jsou pravděpodobně 
způsobeny zaokrouhlováním. Proč však dochází i k odchylkám u daných verzí není známo. U Harris 
operátoru na CUDA se žádné odchylky v detekovaných rohových bodech neprojevují.
Máme-li  na  grafické  kartě  GF280GTX  30  multiprocesorů,  každý  obsahující  8  skalárních 
procesorů dostáváme tak celkový počet procesorů 240. V porovnání s jediným procesorem CPU v 
případě Harris operátoru na CUDA a obrazu s rozlišením 1600x1200 pixelů. Dostáváme urychlení 
36,29. Můžeme říci, že GPU má 36,29 násobně vyšší výpočetní výkon než CPU. Vypočteme tak, že 
jeden  skalární  procesor  má  0,15  násobek  výpočetního  výkonu  CPU.  Je  započítáno  i  zpoždění 
související  s  přesunem  dat.  Odstranění  tohoto  zpoždění  z  výpočtu  poměrů  výkonu  by  nebylo 
adekvátní, jelikož toto zpoždění bude vždy patřit k platformě CUDA.
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5 Závěr
Práce se zabývá problematikou rohových bodů a platformou CUDA. Velké část je věnována obecně 
rohovým bodům, zvláště pak algoritmům Moravec a Harris/Plessey. Dalším cílem bylo prozkoumat 
architekturu CUDA pro využití  grafických akcelerátorů za účelem urychlení  výpočtů pro detekci 
rohových  bodů.  Postupným  zkoumáním  a  vývojem  jsme  dospěli  k  nejrychlejší  možnosti 
implementace  Moravec  operátoru  na  CUDA.  Projevili  se  ovšem  i  různé  anomálie.  Získaných 
poznatků jsme využili  pro návrh rychlého Harris operátoru na CUDA dosahujícího na moderních 
grafických kartách zrychlení ve srovnání s CPU 14-35x, což je značný úspěch. Ukázala se tak výhoda 
přesunu výpočetně náročných aplikací na grafické karty. Z provedených experimentů vyplynulo, že 
základní  doporučené  postupy  jsou  nejlepším  přístupem.  Konkrétně  myšlenka  jednoho  vlákna 
počítající jediný element a snahy o efektivní ovšem úsporné využití sdílené paměti a registrů.
Práce je  přínosná ve smyslu  nabídnutí  možnosti  urychlení  široké škály výpočtů.  Použití  je 
možné všude, kde je možná vysoká paralelizace výpočtů. Nemusí se jednat pouze o detekci rohových 
bodů, kde vzniklo velké množství kvalitních detektorů s vysokými výpočetními nároky, jenž může 
odbourat právě CUDA. Získáme tak vysoký výpočetní výkon za rozumnou cenu.
Pokračování  je  možné  velkým  množstvím  směrů.  Může  se  jednat  podrobnější  analýzou 
platformy  CUDA.  Implementaci  dalších  zajímavých  a  mnohem náročnějších  algoritmů  z  oblasti 
detekce význačných bodů, zpracování obrazu, obecně počítačové grafiky nebo prakticky jakýchkoliv 
výpočtů  umožňují paralelizaci.
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Seznam příloh
Příloha 1.: CD
Obsahuje zdrojové kódy z vývoje a zdrojové kódy finálních verzí implementací rohových detektorů 
na CUDA. Dále pak zdrojový text této práce, uživatelskou příručku a programovou dokumentaci.
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