Abstract-Due to the temporal and spatial correlation of the image sequence, the motion vector of a block is highly related to the motion vectors of its adjacent blocks in the same image frame. If we can obtain useful and enough information from the adjacent motion vectors, the total number of search points used to find the motion vector of the block may be reduced significantly. Using that idea, an efficient gray prediction search (GPS) algorithm for block motion estimation is proposed in this paper. Based on the gray system theory, the GPS can determine the motion vectors of image blocks quickly and correctly. The experimental results show that the proposed algorithm performs better than other search algorithms, such as 3SS, CS, PHODS, 4SS, BBGDS, SES, and PSA, in terms of six different measures: 1) average mean square error per pixel; 2) average peak signal-to-noise ratio; 3) average prediction errors per pixel; 4) average entropy of prediction errors; 5) average percentage of unpredictable pels per frame; and 6) average search points per block.
I. INTRODUCTION
T HE motion estimation/compensation techniques are efficient methods to reduce the required bit rate by eliminating temporal redundancy of the image sequence. The most popular technique for motion estimation is the block matching algorithm (BMA). In a typical BMA, a frame is divided into nonoverlapped square blocks of pels. Then for a maximum motion displacement of pels per frame, the current block of pels is matched against a corresponding block at the same coordinate but in the previous frame, within the square search area of width A straightforward BMA is the full search algorithm (FS), which exhaustively searches for the best matched block within the search area to get the optimal motion vector. Since the total number of search points used to find the motion vector of each block is for FS, with its operation speed it is not easy to meet the requirement of real-time applications. Thus, efficient search algorithms such as the three-step search algorithm (3SS) [1] , cross-search algorithm (CS) [2] , parallel hierarchical one-dimensional search algorithm (PHODS) [3] , four-step search algorithm (4SS) [4] , block-based gradient descent search algorithm (BBGDS) [5] , and simple and efficient search algorithm (SES) [6] have been developed to reduce the computational complexity.
Due to the temporal and spatial correlation of the image sequence, the motion vector of a block is highly related to the motion vectors of its adjacent blocks in the same image frame. If we can obtain useful and enough information from the adjacent motion vectors, the total number of search points used to find the motion vector of the block may be reduced significantly. Based on this idea, the fast stochastic block matching algorithm (SBMA) [7] and the prediction search algorithm (PSA) [8] are proposed. In fact, the real relation among the adjacent motion vectors is neither deterministic (white) nor totally unknown (black) but is partially known (gray). This characteristic is very similar to that of a gray system. Hence, gray system theory [9] is well suited for analyzing and predicting the behavior of motion vectors.
We present a gray prediction search (GPS) algorithm for block motion estimation in this paper. Based on the gray system theory, the motion vectors of the adjacent blocks in the current frame are used to find the predicted motion vector of the current block. Using the predicted vector, the GPS can determine the initial center of the search area for the current block. Then, the GPS searches the whole search area with a 3 3 movable search window until the local minimum point lies in the center of the present search window or the number of iterations of the search loop reaches the given maximum. Since the GPS starts searching from the better initial search center, it can determine the motion vectors of image blocks more correctly and quickly, as demonstrated in Section III.
II. THE PROPOSED ALGORITHM

A. Overview of Gray System Theory
The gray theory, applicable to the prediction problem of a time-varying nonlinear system, was first proposed by Deng in 1982 [9] and has been widely and successfully used in many fields, such as economics, geography, weather, and automatic control [10] , [11] . Instead of forming a knowledge base, the gray model constructs some differential equations to characterize the controlled system behavior. By using a few past output data and solving the differential equations, the gray model can predict the future behavior of the system accurately. In this paper, a kind of single variable and first-order linear dynamic gray model, named as GM (1, 1), is adopted. In most cases, the raw data obtained by measuring the system is lack of interrelations and is insufficient to establish a gray model. Some manipulation on the raw data is needed to get a more regular data sequence. As most gray systems do, the accumulated generating operation (AGO) is used in the design. Let be the original data sequence, where represents the system output at time The new sequence generated with the AGO is derived as follows: (1) According to GM(1, 1), we can form the following first-order gray differential equation:
By solving the differential equation, we can get the prediction function for the gray system for (2) for (3) where denotes the prediction of and and are determined by
B. Gray Prediction for Motion Vector
Since the relation among the adjacent motion vectors in an image frame is gray, the GM(1, 1) is applied to predict the motion vectors of blocks. Fig. 1 shows the position relation of the current block and the reference blocks used for gray prediction in which each block is of size 16 16. The current block, denoted as is located at where is the column (row) number. Its four neighboring blocks, at location and are denoted as for Let the motion vector of be represented by and let mean the predicted motion vector of Then, is calculated by using the following gray prediction steps.
Step 1) Construct the original data sequence
Step 2) Generate the new data sequence with AGO [see (1)].
Step 3) Determine and using (4)-(6).
Step 4) Calculate and using (2) and (3). Then determine as follows:
To smooth the gray prediction curve, we generate the data sequence by adding 100 to each Additionally, we assume that is close to the values of and the predicted vectors of block and Therefore, is given as (7) . Similarly, is calculated through the same four steps by replacing with Thus, the predicted motion vector can be determined. Actually, the above prediction procedure can also be performed with only three adjacent blocks, and
The different results using three and four adjacent blocks will be described in Section III.
C. Gray Prediction Search Algorithm
Suppose that the current block is located at the coordinate Let Count represent the maximum iteration times of the search loop set by users and BDM mean the block distortion measure used for motion estimation. The GPS algorithm is summarized as follows.
Step 1) Utilize the gray prediction procedure described in subsection to obtain the predicted motion vector Then set the initial center of the search area at the coordinate and the loop counter to one.
Step 2) Find the minimum BDM point among the nine checking points on a 3 3 movable search window.
Step 3) If or the minimum BDM point is located at the center of the present search window, go to Step 4); otherwise, increase by one, perform the search process with the following two search patterns, and then repeat this step. a) If the minimum BDM point is located at the middle of the boundary column (row) of the present search window, the center of the next search window is shifted to the minimum BDM point, and three additional vertical (horizontal) adjacent checking points as shown in Fig. 2(a) are used. b) If the minimum BDM point is located at the corner of the present search window, the center of the next search window is shifted to the minimum BDM point, and three additional checking points as shown in Fig. 2(b) are used.
Step 4) Stop the search and calculate the overall (or final) motion vector. Even if we use a 3 3 a movable search window, only part of the window (not all nine search points) is searched. Thus, some unnecessary search points can be omitted. With the halfway-stop technique, the GPS algorithm stops the search process as soon as the minimum BDM point is found at the center of the present search window. Two examples of GPS are shown in Fig. 3 with different search paths as ; for the worst case, the total number of search points required is However, the minimum BDM point will be found at the center of the present search window at the first or second search iteration if we can always make good prediction. Thus, the average search points can be reduced significantly. That can be proven according to the experimental results described in the following section.
III. EXPERIMENTAL RESULTS AND PERFORMANCE COMPARISONS
Since the gray prediction procedure requires complex computations, the table-lookup approach is applied to reduce the implementation complexity and to prompt the prediction speed. If three adjacent motion vectors are used for gray prediction, a table with 2 entries must be constructed, in which each entry needs four bits to store a predicted vector value between 7 and 7. Similarly, a table with 2 entries is needed while four adjacent motion vectors are used for prediction. Thus, the two tables need 2 K and 32 K bytes of memory, respectively.
In our experiments, the BDM is defined to be the mean squared error (MSE) and the block size is fixed at 16 16. The maximum motion displacement is set to 7. The first 100 frames of the Football, Mobile, Windmill, Flower, Tennis, Salesman, and Miss America sequences (in CIF format) are used to test the proposed algorithm. It is noted that these sequences contain different combinations of still, slow, and fast moving objects. The comparisons are made by using nine search algorithms: 1) FS, 2) 3SS, 3) CS, 4) PHODS, 5) 4SS, 6) BBGDS, 7) SES, 8) PSA, and 9) GPS in terms of six different measures:
1) average MSE per pixel, as shown in Table I ; 2) average peak signal-to-noise ratio (PSNR), as shown in Table II; 3) average prediction errors per pixel, as shown in Table III ; 4) average entropy of prediction errors, as shown in Table IV ; 5) average percentage of unpredictable pels per frame (pels with absolute prediction errors larger than three, over a range of 255, are classified as unpredictable pels [3] ), as shown in Table V ; 6) average search points per block, as shown in Table VI . Both BBGDS and PSA are implemented by assuming that the maximum iteration is eight. In the tables, GPS is the proposed algorithm in which represents the number of adjacent blocks used for gray prediction and means the maximum iteration times. While the result of FS is set to 100%, the average percentages of results for other search algorithms are shown in the last "Percentage" column of the tables. According to the experimental results, the proposed GPS performs better than such algorithms as 3SS, CS, PHODS, 4SS, BBGDS, SES, and PSA in terms of the above six measures.
To further explore the accuracy of gray prediction, we compare the predicted motion vector, used to determine the initial search center, with the overall motion vector for PSA and GPS, which are search algorithms based on the prediction of the initial search center. For each image block, when its predicted motion vector is equal to its overall motion vector, we call that a "hit." Thus, the average hit ratios for PSA and GPS are shown in Table VII , where the row "WP" represents the hit ratios without using any prediction method. Obviously, GPS achieves better prediction.
IV. CONCLUSIONS An efficient gray prediction search algorithm for block motion estimation is presented in this paper. Using the gray system theory, the algorithm can determine the motion vectors of image blocks quickly and correctly. To reduce the implementation complexity and to prompt the prediction speed, the gray prediction procedure is implemented with the table- 
