Abstract. The matrix-valued Bezout-corona problem G(z)X(z) = Im, |z| < 1, is studied in a Wiener space setting, that is, the given function G is an analytic matrix function on the unit disc whose Taylor coefficients are absolutely summable and the same is required for the solutions X. It turns out that all Wiener solutions can be described explicitly in terms of two matrices and a square analytic Wiener function Y satisfying det Y (z) = 0 for all |z| ≤ 1. It is also shown that some of the results hold in the H ∞ setting, but not all. In fact, if G is an H ∞ function, then Y is just an H 2 function. Nevertheless, in this case, using the two matrices and the function Y , all H 2 solutions to the Bezout-corona problem can be described explicitly in a form analogous to the one appearing in the Wiener setting.
Introduction and main results
Let G ∈ H This problem has its roots in the paper [3] for the case m = 1, and in [11] for the case m > 1. Since then it has been studied in various contexts for which we refer to the books [13, 16, 17, 18] and the recent papers [9, 10, 20, 21, 22] . See also the introduction of [8] for the role of equation (1.1) in mathematical systems and control theory problems. The problem is also closely related to the Leech problem [15] (see also the comments in [14] ) where the identity matrix I m in the right hand side of (1.1) is replaced by another H ∞ matrix function of appropriate size. In the Leech problem as well as in the corona problem norm constraints on the solution X are often the main issue. When norm constraints are not the main issue one often refers to (1.1) as a Bezout problem in a H ∞ setting. We view the present paper as an addition to the papers [9] and [10] which deal with the Bezout-corona problem in the setting of stable rational matrix functions. Here we consider equation (1.1) in a Wiener space setting. We assume that G belongs to the Wiener space W Key words and phrases. Corona problem, Bezout equation, Wiener space, matrix-valued functions, Tolokonnikkov's lemma.
The third author gratefully thanks the mathematics department of North-West University, Potchefstroom campus, South Africa, for the generous support during his visit May 22 -June 12, 2014. have the additional property that their Taylor coefficients at zero are absolutely summable. In this case we refer to (1.1) as the Wiener-Bezout problem. We shall be interested in the description of all Wiener solutions and the least square Wiener solution. The Wiener-Bezout problem includes problem (1.1) for the case when G is a stable rational matrix function and the solution X is required to be stable rational matrix function too; see [9] and [10] . For more information on Wiener spaces we refer the reader to the final paragraph of this introduction.
Assuming G ∈ H ∞ m×p , we shall also be interested in solutions X to (1.1) that belong to H 2 p×m , where H 2 p×m stands for the linear spaces consisting of all p × m matrices with entries in H 2 . In that case we refer to (1.1) as the H 2 -Bezout problem. Recall, cf., [18, Theorem 3 .61] or [6, Section 2] , that the H ∞ -corona problem is solvable if and only if T G admits a right inverse. Here T G is the analytic Toeplitz operator
where G 0 , G 1 , G 2 , . . . are the Taylor coefficients of G at zero. Note that T G has a right inverse if and only if T G T * G is strictly positive. Since W p×m + ⊂ H ∞ p×m , for the Wiener-Bezout problem to be solvable T G T * G has to be strictly positive. We shall see that this condition is also sufficient and allows one to give a description of all solutions to the Wiener-Bezout problem in a simpler and more concrete form than for the general H ∞ -corona problem. For our first main result we need to introduce two matrices Ξ 0 and Θ 0 , and a p × p matrix function Y analytic on D as follows. Let G ∈ H ∞ m×p , and assume that T G T * G is strictly positive. Then: (M1) Ξ 0 is the p × m matrix defined by Ξ 0 = E * p T * G (T G T *
G )
−1 E m ; (M2) Θ 0 is the p × k matrix defined by (1.2) Θ 0 Θ *
Here for any positive integer n we write E n for the canonical embedding of C n onto the first coordinate space of ℓ 2 + (C n ), that is,
Since Ker Θ 0 = {0}, the integer k in item (b) is equal to the rank of the matrix
In other words, the Taylor coefficients of
Note that the operator T * G (T G T * G ) −1 appearing in the definitions of the matrices Ξ and Θ 0 and the function Y is the Moore-Penrose right inverse of T G . In a less explicit form the function Y already appears in the papers [9, 10] . The central role of this function is a new aspect of the present paper.
Finally, with the function Y and the two matrices Ξ and Θ 0 we associate the following two functions
The next theorem is our main result in the Wiener space setting. It shows that with these three entities Ξ 0 , Θ 0 and Y all solutions to the Wiener-Bezout problem can be described explicitly, and that the function Ξ defined by the first identity in (1.6) is the least squares solution. 
In particular, Y −1 is a Wiener function, and hence Y is invertible outer. Furthermore,
(ii) the function Θ defined by the second identity in (1.6) belongs to W p×(p−m) + (in particular, k = p−m), and Θ is an inner function with Im
, and
is a solution to the Wiener-Bezout problem associated with G, and all solutions are obtained in this way. Moreover, with X given by (1.9) we have
In particular, the function Ξ(z) = Y (z)Ξ 0 is the least squares solution to the Wiener-Bezout problem associated with G.
Item (iii) in the above theorem is closely related to Tolkonnikkov's lemma [19] (see also [16, Appendix 3, item 10] ). In fact, from Tolkonnikkov's lemma it follows that (1.8) holds true with H on the unit circle T being given by
At the end of Section 3 (see Remark 3.2) we shall show that the function H defined by the above formula and the function H defined in item (iii) of the above theorem are one and the same function. Specifying (1.8) for z = 0 we see that Finally, in Section 2 we shall prove that item (ii) carries over to an H ∞ setting (see Proposition 2.5). The fact that Θ is inner with Im T Θ = Ker T G follows from Lemma 2.1 in [7] . A more direct proof is given at the end of Section 2. The statement that k = p − m is new in the H ∞ setting. For the proof see the final part of Lemma 2.1.
The paper consists of five sections, including the present introduction. In the second section we present a number of auxiliary results which are all valid in the H ∞ setting. Section 3 contains the proof of Theorem 1.1. Section 4 deals with the role of the function Y in the H ∞ case and presents a partial analogue of Theorem 1.1, including the description of all H 2 solutions. In the final section we present a few concluding remarks and compute the function Y for the case when G(z) = 1 + z −z . Notation and terminology. By W we denote the Wiener space (cf., item (a) in [12, Section XXIX.2] ) consisting of all functions on the unit circle that have an absolutely summable Fourier expansion, and W r×s stands for the linear space of all r × s matrix functions of which the entries belong to W. Thus
As usual we refer to F ν as the ν-th Fourier coefficient of F . We also need the space W Throughout this section let G ∈ H ∞ m×p and assume that T G T * G is strictly positive. We shall be dealing with the function Y defined by (1.4) and the matrices Ξ 0 and Θ 0 defined by items (M1) and (M2) in the previous section. Note that the function Y and the matrices Ξ 0 and Θ 0 are well defined when G ∈ H ∞ m×p and T G T * G is strictly positive; it is not required for this that G belongs to a Wiener space.
In this section we shall derive a number of auxiliary results that will be useful in proving Theorem 1.1 in Section 3. These auxiliary results will also allow us to present a partial generalization of Theorem 1.1 in a H ∞ /H 2 context in Section 4. The first result only involves the matrices G 0 , Ξ 0 and Θ 0 .
Lemma 2.1. Let Ξ 0 and Θ 0 be as in items (M1) and (M2) in the previous section. Then the matrix Ξ 0 Θ 0 is invertible with inverse given by
In particular, we have k = p − m and Im Θ 0 = Ker G 0 .
Proof. Note that
Combining the above identities shows
It follows that Ξ 0 Θ 0 is invertible and that its inverse is given by (2.1). In particular, Ξ 0 Θ 0 is a square matrix, which implies p = m + k.
On the other hand, we have
Lemma 2.1 can be seen as the special case of Proposition 2.3 below where z = 0. To derive the later result we require the following observation about the function Y . 
In particular, the function Y (·) −1 is analytic on D. Moreover, we have
Proof. That fact that S p has spectral radius equal to 1, yields that Y is analytic
where in the last identity
× is similar to S * m , and hence has spectral radius equal to 1. Then, by standard state space inversion results, cf., Theorem 2.1 in [1] (with λ = 1/z), it follows that Y (z) is invertible for each z ∈ D with inverse given by 
The latter identity is equivalent to
Multiplying both sides of the above identity by z and adding G(z) on either side yields (2.4).
Proposition 2.3. Let G ∈ H
∞ m×p and assume that T G T * G is strictly positive. Let Y be the function defined by (1.4), and define the functions Ξ and Θ by (1.6), with Ξ 0 and Θ 0 the matrices in items (M1) and (M2) of the previous section. Consider the matrix function H defined by
Then H is analytic on D,
Proof. Since Y is analytic on D, clearly H defined by (2.6) is analytic on D. Furthermore, using Proposition 2.2 we find that
This shows that our claim reduces to the case z = 0, which was proved in Lemma 2.1.
We conclude with two auxiliary results, the first is about the function Ξ and the second about Θ.
Lemma 2.4. Let G ∈ H
∞ m×p and assume that T G T * G is strictly positive. Then the function Ξ defined by the first part of (1.6) is also given by
With this observation we obtain that the function Ξ is also given by
This proves (2.8). Proof. Using the definition of Y in (1.4) and the fact H G E p = S * m T G E p , we see that Θ is also given by
By comparing this formula with [7, Eq. (2.1)] we conclude that Θ coincides (up to multiplication with a constant unitary matrix from the right) with the inner function Θ satisfying Im T * Note the proof of Proposition 2.5 relies heavily on [7, Lemma 2.1]. We also add something to the observations made in Section 2 of [7] , namely that k = p − m, i.e., Θ ∈ H ∞ p∈(p−m) . This was proved in [9, Lemma 2.2] for the case that G is a rational matrix function. We show here that the observation extends to the non-rational case. Next we give a more direct proof of Proposition 2.5. Direct proof of Proposition 2.5. Let Θ be the analytic matrix function on D defined by the second identity in (1.6). We already know (see the final part of Lemma 2.1 that Θ 0 has size p × (p − m), and hence Θ is a matrix function of size p × (p − m). To prove that Θ is inner, let Γ j be j-th column of the block Toeplitz matrix defined by Θ. Thus
. This follows from the first identity in (2.5), the fact that T *
, and the fact that the first collumn of H G is a bounded operator from C p into ℓ 2 + (C m ). To prove that Θ is inner it suffices to show that
To see this, assume that both conditions are satisfied. Then the operator T defined by be the infinite block lower triangular matrix on the right hand side of (2.9) is an isometry mapping ℓ In order to show that conditions (C1) and (C2) are satisfied we need the following two lemmas. Lemma 2.6. Let G ∈ H ∞ m×p , and assume that T G T * G is strictly positive. Then
Using Y 0 = I p we see that with j = 0 the identity (2.10) yields the first part of the lemma.
Next assume that j > 0. Recall that H G E p = S * m E p . Taking adjoints in the latter identity and using Y 0 = I p again, we see that (2.10) can be rewritten as
where
and
This proves the second part of the lemma.
Lemma 2.7. Let G ∈ H ∞ m×p , and assume that T G T * G is strictly positive. Then
Proof. Using the definition of Θ 0 Θ * 0 in (1.2) we see that
Here we used that
we write B as B = B 1 − B 2 , where
Next we use S m S *
Recall (see the final part of Lemma 2.1) that Θ * 0 G * 0 = 0, and hence Θ *
But then, using that Θ * 0 is surjective and Θ 0 is injective, we obtain (2.11), and the lemma is proved.
We proceed by showing that (C1) and (C2) are satisfied. Let Γ 0 , Γ 1 , Γ 2 , · · · be given by (2.9). Using the first part of Lemma 2.6 and formula (2.11) we obtain for each u ∈ C p−m that
Thus (C1) holds.
Next, in order to derive (C2), we use the second part of Lemma 2.6 and the fact that Θ * 0 G * 0 = 0. For j > k this yields
It follows that Im Γ j ⊥ Im Γ k for j > k. Interchanging the role of j and k then yields (C2). Finally, we prove Ker T G = Im T Θ . Recall that G 0 Θ 0 = 0 by the final part of Lemma 2.1. Hence using (2.4) we have
This implies T G T Θ = 0, and thus Im T Θ ⊂ Ker T G . To prove the reverse inclusion, take f = f 0 f 1 f 2 · · · ⊥ in Ker T G , and put F (z) = E p (I − zS * p ) −1 f . Since G(z)F (z) = 0 on D, the second part of (2.7) shows that
It follows that f = T Θ T H f , and thus f ∈ Im T Θ which proves that Ker T G ⊂ Im T Θ , and therefore Ker T G = Im T Θ . This completes the direct proof of Proposition 2.5.
Proof of Theorem 1.1
In this section we prove Theorem 1.1. For that purpose we first derive the following lemma. , and assume that T G T * G is strictly positive. Then
Proof. We split the proof into five parts. In the first part we review a few general facts about Toeplitz and Hankel operators (cf., Sections 2.1-2.3 in [2] and Chapter XXIII in [12] ), and we recall an inversion formula from [9] . 
Part 2. Since R belongs to W m×m and R(z) is positive definite for each z ∈ T, the function R admits a a canonical spectral factorization (see Corollary given by: 
Among other things, equality (2.1) shows that G 0 Ξ 0 = I m . It follows that Ξ is a solution to the Wiener-Bezout problem (1.1). From the equality (2.1) it also follows that G 0 Θ 0 = 0. Hence for X given by (1.9) with V belonging to W (p−m)×m + we have
Note that X given by (1.9) belongs to W p×m + , and thus all X given by (1.9) are solutions to the Wiener-Bezout problem associated with G.
We proceed by proving (1.10). To do this let V ∈ W (p−m)×m + , and let X be given by (1.9). From Lemma 2.4 we know that Ξ is given by (2.8) . This implies that
Thus for each u ∈ C m the vector T Ξ E m u is orthogonal to Im T Θ Using this orthogonality we have
which proves (1.10).
Finally, let X ∈ W , and formula (1.8) shows that
Using the formulas for Ξ(z) and Θ(z) in (1.6) we see that X admits the representation (1.9).
Remark 3.2. In the Wiener setting the function H defined in item (iii) of Theorem 1.1 and the function H defined by (1.11) are equal. To be more precise, put
Then H = H. To see this fix |ζ| = 1. According to (2.1) we have
On the other hand, according item (i) in Theorem 1.1 we have
Again using (2.1), we obtain G 0 Θ 0 = 0 and G 0 Ξ 0 = I m , such that
This yields
Since Θ 0 Ξ 0 and Y (ζ) both are invertible, we obtain that H(ζ) = H(ζ). But ζ is an arbitrary point on T. Therefore, H = H.
Solutions to the H 2 -Bezout problem
, then the function Ξ defined in (1.6) will, in general, not be in W 
is a solution to the H 2 -Bezout problem associated with G. Moreover, all solutions are obtained in this way. Furthermore, for X given by (4.1), with V in H 2 (p−m)×m , we have
In particular, Ξ is the last square solution to the H 2 -Bezout problem associated with G. We shall first prove the next proposition, which contains the key observation needed in the proof of Theorem 4.1. In order to prove Proposition 4.2 we require some additional notation. Let F ∈ H 2 r×s . Then F admits a Taylor expansion (4.3)
and induces a bounded operator
In fact, an analytic r × s matrix function F as in (4.3) is in H 2 r×s if and only if Γ F above induces a bounded operator from C s into ℓ 2 + (C r ). On the other hand, if K is a bounded operator from
r×s ; in this case F n := E * r S * n r K is the n-th Taylor coefficient of F . With F ∈ H 2 r×s we associate a function F * defined by (4.4) 
which is clearly bounded as an operator from
, this in turn shows that
Hence Γ F is bounded, and thus F is in H 2 p×p . Moreover, by (2.3), we have
Since F ∈ H 2 p×p , we obtain that F * ∈ H 
p×m be a solution to (1.1). Then Γ X is bounded and (1.1) translates to T G Γ X = E m . We thus obtain that
The above identity implies X is given by (4.1) with V ∈ H 2 (p−m)×m such that Γ V = T * Θ Γ X . It remains to derive the identity (4.2). But this can be done by using the same argumentation as in the proof of Theorem 1.1 (see (3.2)); we omit the details.
In that case all solutions to the H ∞ -corona problem associated with G are given by formula (1.9). More precisely we have the following proposition. 
(Note that this observation does not require G ∈ W + m×p .) Since Θ, Ξ and G are all H ∞ -functions, it follows that H is essentially bounded on T, and thus
is in H 
Here τ 0 is an isometry mapping C p−m onto Ker G 0 . This result can also be derived directly by elementary linear algebra, using that G *
−1 is the Moore-Penrose right inverse of G 0 . Note the definition of τ 0 implies that τ 0 τ * 0 is the orthogonal projection of C p onto Ker G 0 , and hence (cf., (1.2)) we have
Finally, in this particular case the function defined by (1.4) is just identically equal to the p × p identity matrix. But then we can apply the result of the previous remark to show that the set of all Wiener solutions to the Wiener-Bezout problem defined by G is given by We compute (5.3) via the formula for the Taylor coefficients of Y given in (1.5). For this purpose we rewrite the right hand side in the second identity of (1.5) as −T * G (T G T * G ) −1 H G E 2 , and we compute this operator following the approach of [9] . Recall (see [9, Eq. (2.4)] or (3.1)) that
R , where R = GG * . In the present example, where G(z) = 1 + z −z , we have R(z) = G(z)G(1/z) * = 3 + z + z −1 , and hence R(z) is strictly positive on T. If follows that R admits an outer spectral factorization, namely R(z) = φ(1/z) * φ(z), with φ(z) = q We then obtain
Identifying ℓ In the third step we used q √ q = q(1 − q) = 1 − 2q which follows from the second and third identity in ( To see that the latter identity holds, note that 1 − 3q + q 2 = 0 implies 3 − q = 1/q, so that together with q √ q = 1 − 2q we obtain
Next note that T * G v = vG(−q) * . By (1.5) we then obtain that for ν = 1, 2, . . . that 
