Abstract: In this paper we define and analyze notions of detectability in stochastic discrete event systems (SDES). More specifically, we introduce the notions of A-detectability and AA-detectability which focus on characterizing our ability to estimate the true current state of a given SDES with increasing certainty as we observe more output symbols. We discuss observer-based techniques that can be used to verify A-detectability, and provide associated necessary and sufficient conditions for this property to hold. We also present and discuss the notion of AA-detectability, which encompasses a broader class of SDES than A-detectability. Our approach is differentiated from the existing notion of stochastic detectability because it takes into account the probability of problematic observation sequences (that do not allow us to perfectly know the system state), whereas stochastic detectability considers each observation sequence that can be generated by the underlying system even if this observation sequence can only be generated with very small probability. The notions of A-and AA-detectability that are introduced are inspired by combining existing notions for detectability in deterministic discrete event systems and diagnosability in SDES.
INTRODUCTION AND MOTIVATION
The state estimation problem is of importance in many applications involving complex systems. An early instance of state estimation in discrete event systems appears in (Lin and Wonham, 1988) and in (Ozveren and Willsky, 1990) , both of which formulate the observability problem which requires perfect knowledge of the current state of the system. State estimation techniques are also needed in many other applications in discrete event systems. For example, opacity (Bryans et al., 2005; Saboori and Hadjicostis, 2012) requires that a given set of states with certain properties remain opaque (non-identifiable) by an intruder. Another application involving state estimation is fault diagnosis (Sampath et al., 1995; Jiang et al., 2000; Yoo and Lafortune, 2002) which requires discrimination (within a finite time interval following the occurrence of a fault) between the set of normal states (states that are possible under normal behaviour) and the set of faulty states (states that are possible under faulty behaviour), for every possible trace that can be executed in the system; disambiguation between these two sets of states requires state estimation techniques.
Problems related to state estimation have also been extended from deterministic settings to stochastic settings (e.g., fault diagnosis (Thorsley and Teneketzis, 2005) , opacity (Saboori and Hadjicostis, 2010) ). In particular state estimation can also be formulated in stochastic discrete event systems (modeled in this paper as probabilistic finite automata). The authors in This work falls under the Cyprus Research Promotion Foundation (CRPF) Framework Programme for Research, Technological Development and Innovation 2009 -2010 (CRPF's FP 2009 -2010 , co-funded by the Republic of Cyprus and the European Regional Development Fund, and specifically under Grant T ΠE/OP IZO/0609(BE)/08. Any opinions, findings, and conclusions or recommendations expressed in this publication are those of the authors and do not necessarily reflect the views of CRPF. (Lunze and Schröder, 2001 ) and (Shu et al., 2008) introduced state estimation and detectability in stochastic settings. Closely related to state estimation in stochastic settings is the problem of classification between two hidden Markov models (HMMs) (Athanasopoulou and Hadjicostis, 2008; Keroglou and Hadjicostis, 2011) , where one needs to discriminate between two given HMMs. This problem can be treated as a state estimation problem where the states of the two models (HMMs) are separate sets of states, i.e., no transition in the system takes place from a state in one set to a state in the other set.
A key task associated with state estimation is that of accurate characterization of the possible (compatible) current states following a (possibly long) observation sequence generated by the underlying discrete event system. In deterministic settings, a key concept is the notion of detectability which was introduced by (Shu et al., 2007) . In particular, strong detectability holds if all observation sequences lead to an accurate estimate of the current state (perfect knowledge of the system state) after a finite number of observations. Thus, the notion of detectability is primarily determined by finite observation sequences generated by the underlying discrete event system. Extensions of detectability to stochastic discrete event systems were considered in (Shu et al., 2008) and are discussed later in this paper, once we have the opportunity to introduce relevant terminology.
Our contribution involves two new notions of detectability which concern long observation sequences that can be generated by a given stochastic discrete event system with nonzero probability. We introduce A-detectability and AA-detectability. The notions that we introduce allow us to concentrate on highly probable system behaviour and to characterize the given system's detectability accordingly. This should be contrasted to previous notions of stochastic detectability (Shu et al., 2008) and detectability in deterministic settings (Shu et al., 2007) where problematic system behaviour, however improbable, renders the system not detectable or not stochastically detectable.
NOTATION AND BACKGROUND

Notation on Languages and Automata
Let Σ be an alphabet (set of events) and denote by Σ * the set of all finite-length strings of elements of Σ (sequences of events), including the empty string ε (the length of a string s is denoted by |s| with |ε| = 0). A language L ⊆ Σ * is a subset of finite-length strings in Σ * (Cassandras and Lafortune, 2008 ) (i.e., sequences of events with the convention that the first event appears on the left). Given strings s, t ∈ Σ * , the string st denotes the concatenation of s and t, i.e., the sequence of events captured by s followed by the sequence of events captured by t. For a string s, s denotes the prefix-closure of s, and is defined ass = {t ∈ Σ * | ∃t ∈ Σ * {tt = s}}. Definition 1. (Nondeterministic Finite Automaton (NFA)). A nondeterministic finite automaton is captured by G = (X, Σ, δ, X 0 ), where X = {1, 2, . . . , N } is the set of states, Σ is the set of events, δ : X × Σ → 2 X is the nondeterministic state transition function, and X 0 ⊆ X is the set of possible initial states.
For a set Q ⊆ X and σ ∈ Σ, we define δ(Q, σ) = ∪ q∈Q δ(q, σ); with this notation at hand, the function δ can be extended from the domain X × Σ to the domain X × Σ * in a routine recursive manner:
We use L(G, x) to denote the set of all traces that originate from state
Definition 2. (Deterministic Finite Automaton (DFA)). A deterministic finite automaton is captured by D = (X, Σ, δ, x 0 ), where X = {1, 2, . . . , N } is the set of states, Σ is the set of events, δ : X × Σ → X is the (possibly partially defined) state transition function, and x 0 ∈ X is the initial state.
The function δ can be extended from the domain X × Σ to the domain X × Σ * in the routine recursive manner:
In general, only a subset Σ obs (Σ obs ⊆ Σ) of the events can be observed, so that Σ is partitioned into the set of observable events Σ obs and the set of unobservable events Σ uo = Σ−Σ obs . The natural projection P Σ obs : Σ * → Σ * obs can be used to map any trace executed in the system to the sequence of observations associated with it. This projection is defined recursively as P Σ obs (sσ) = P Σ obs (s)P Σ obs (σ), σ ∈ Σ, s ∈ Σ * , with
where ε represents the empty trace (Cassandras and Lafortune, 2008) . In the sequel, the subscript Σ obs in P Σ obs will be dropped when it is clear from context. We denote an observation sequence of length n as ω = ω 1 ω 2 ...ω n , where ∀i, ω i ∈ Σ obs . Definition 3. (Possible states following a sequence of observations (R : 2 |X| × Σ * obs → 2 |X| )). Suppose that a nondeterministic automaton G = (X, Σ, δ, X 0 ) starts from a set of possible states X ⊆ X; the set of all possible states after observing
The projection of the language L(G) of a nondeterministic automaton G is defined as P (L(G)) = {P (s)|s ∈ L(G)}. Note that using Definition 3, the unobservable reach (Cassandras and Lafortune, 2008) can be expressed as U R(X ) = R(X , ε). Definition 4. (Probabilistic Finite Automaton (PFA)). A stochastic discrete event system (SDES) is modeled in this paper as a probabilistic finite automaton (PFA) H = (X, Σ, p, π 0 ), where X = {1, 2, . . . , N } is the set of states, Σ is the set of events, π 0 is the initial-state probability distribution vector, and p(i , σ|i) is the state transition probability defined for i, i ∈ X, and σ ∈ Σ, as the probability that event σ occurs and the system transitions to state i given that the system is in state i.
We can assign a probability to each trace in Σ * with the interpretation that this value determines the probability of occurrence of this trace: if Pr(i , s) denotes the probability that s is executed in the system and the end state of the system is state i , then we can define for σ ∈ Σ, s ∈ Σ * ,
An example of a PFA can be seen in Fig. 1 . When p(i , σ|i) = 0, state i is not reachable from state i via event σ (in the diagram representing the given PFA, we do not draw such transitions). Clearly, we have i ∈X σ∈Σ p(i , σ|i) = 1, ∀i ∈ X. Remark 5. Given a PFA H = (X, Σ, p, π 0 ) we can associate with it a unique NFA G = (X, Σ, δ, X 0 ) where the state transition function δ : X × Σ → 2 X is defined for i ∈ X, σ ∈ Σ as δ(i, σ) = { i | p(i , σ|i) > 0}, and the set of possible initial states is defined as X 0 = {i|π 0 (i) > 0}. In this way, the behavior of the PFA H is mapped to the behavior of the associated NFA
Definition 6. (Markov chain M ). Given a PFA H = (X, Σ, p, π 0 ) we can associate with it a Markov chain M = (X, A, π 0 ), where X is the set of states; A is the state transition matrix defined so that its (k, j)th entry captures the probability of a transition from state j to state k (also denoted by p M (k|j)), and π 0 is the initial state probability distribution vector. Example 7. Consider the PFA H depicted on the left of Fig. 1 with 2 X = {1, 2, 3}, Σ = {α, β}, δ as defined by the transitions in the figure (along with their probabilities), and
, each state is equally likely at the initialization of the system). Consider also the underlying Markov chain M of PFA H, on the right of Fig. 1 . The unique NFA G = (X, Σ, δ, X 0 ) associated with PFA H has δ as defined by the transitions in Fig. 2 , and X 0 = {1, 2, 3}.
Detectability for Discrete Event Systems
The authors of (Shu et al., 2007) defined four different notions for detectability in discrete event systems that can be modeled as nondeterministic automata: strong detectability, detectability, strong periodic detectability, and periodic detectability. We recall below the notion of strong detectability, which is of interest for the developments in this paper. Definition 8. (Strong Detectability). Consider a nondeterministic discrete event system G = (X, Σ, δ, X 0 ) observed through a natural projection map P for a set Σ obs ⊆ Σ of observable events. System G is strongly detectable if
Strong observability implies that for all sequences s ∈ Σ * exceeding a certain finite n 0 , we will be able to precisely pinpoint the state of the system based on the sequence of observations P (s) ∈ Σ * obs . Definition 9. (Observer or Current-state estimator). Given an NFA G = (X, Σ, δ, X 0 ) with set of observable events Σ obs ⊆ Σ under the natural projection map P Σ obs , the observer (or current-state estimator) is a deterministic finite automaton (DFA) G obs = (Q obs , Σ obs , δ obs , Q 0,obs ), which captures the state estimates (following a sequence of observations ω ∈ Σ * obs ) and can be constructed as follows (Cassandras and Lafortune, 2008) .
(1) Each state of G obs is associated with a unique subset of states of the original NFA G (this means that Q obs ⊆ 2 X has at most 2 N states). (2) The initial state Q 0,obs of G obs is the unobservable reach of X 0 (Q 0,obs = U R(X 0 ) = R(X 0 , ε)), where X 0 ∈ X. (3) At any state Q ∈ Q obs of the current-state estimator the next state for any σ ∈ Σ obs is captured by δ obs (Q, σ) = R(Q, σ).
Verification of Strong Detectability using Observer G obs : Strong detectability for NFA G can be verified easily by constructing its observer G obs and checking whether it has loops with certain properties. Theorem 10. (Shu et al., 2007 ) (Strong detectability: Necessary and sufficient conditions using observer G obs ). A nondeterministic automaton G = (X, Σ, δ, X 0 ) is strongly detectable with respect to a set of observable events Σ obs iff its observer G obs = (Q obs , Σ obs , δ obs , Q 0,obs ) does not include loops that contain ambiguous states (i.e., states in Q obs that involve more than one states of G) . Example 11. Consider NFA G in Fig.2 , and assume that Σ obs = {α, β} and Σ uo = ∅. We construct its observer (shown on Fig. 3 ) to verify strong detectability (Definition 8). System G is not strongly detectable because there exists at least one (arbitrarily long) sequence (namely, s = α n ) that does not allow us to determine the exact state of the system (specifically, |R(X 0 , α n )| > 1 for all n); this is easily seen from the observer. Fig. 3 . Observer G obs for NFA G in Fig. 2 .
Polynomial Verification of Strong Detectability: Strong detectability for NFA G can also be verified using a detector. Definition 12. (Detector). Given a nondeterministic automaton G = (X, Σ, δ, X 0 ) under the natural projection map P with respect to Σ obs ⊆ Σ, the detector
} is the finite set of states, with
(2) {X 0d = R(X 0 , Σ)} is the set of all possible initial states for NFA G; (3) Σ obs is the finite set of observable events; (4) δ d : X d × Σ obs → X d captures the state transitions and is defined as follows:
Theorem 13. (Shu et al., 2007 ) (Strong detectability: Necessary and sufficient conditions using detector G d ). A nondeterministic automaton G is strongly detectable iff its detector G d does not include any loop that is reachable from the initial state and contains ambiguous states (i.e., states in X p ). Example 14. The detector G d for the NFA G in Fig. 2 is shown in Fig. 4 . Its number of states is polynomial in the size of G and can be used to verify strong detectability with polynomial complexity. In this case, the existence of the loops α * in states {1, 2} and {1, 3} indicate that system G is not detectable.
Note that the observer (shown in Fig. 3) , also allows us to verify strong detectability but requires potentially exponential complexity (with respect to the size of the state space of the corresponding NFA). Fig. 4 . Detector for NFA G in Fig. 2. 
Previous work on Detectability of Stochastic Discrete Event Systems
For any observation sequence ω = ω 1 ω 2 ...ω n ∈ Σ * obs of length n, its joint probability with state x i ∈ X is denoted as
Pr(x i , s), where π ω (x i ) is the probability of occurrence of observation sequence ω leading to state x i ∈ X. Note that if one of two strings s and t (with P (s) = P (t) = ω) is a prefix of the other (say t ∈s), then to obtain the probability π ω we only include the probability of the prefix string. Then, we define for
, as the conditional probability of occurrence of state x i given that observation sequence ω has occurred.
Below we provide the definition of stochastic detectability (strong (stochastic) detectability) introduced in (Shu et al., 2008) . More specifically, strong (stochastic) detectability requires that all infinite sequences are convergent; this notion is described next. Definition 15. (Convergent sequence). Consider an infinite sequence of observations ω = ω 1 ω 2 ...ω i ... and let ω n 1 = ω 1 ω 2 ...ω n be its prefix of length n. Let ρ(ω
Then, ω is convergent if lim n→∞ ρ(ω n 1 ) = 1. Definition 16. (Strong (Stochastic) Detectability). A stochastic discrete event system PFA H = (X, Σ, p, π 0 ) is strongly (stochastically) detectable with respect to a set of observable events Σ obs ⊆ Σ if from equally likely initial states all sequences are convergent (Definition 15). This means (∀0 < α < 1)(∃n ∈ N ) (s ∈ Σ * : ||s|| ≥ n) → (ρ(P (s)) ≥ α).
A-DETECTABILITY FOR STOCHASTIC DES
In this section we introduce and analyze the notion of Adetectability.
Definition 17. (A-Detectability).
A stochastic discrete event system captured by PFA H = (X, Σ, p, π 0 ) is A-detectable from initial probability distribution π 0 with respect to a set of observable events
where R(X 0 , P (s)) is taken with respect to the NFA G associated with PFA H. Remark 18. The difference between Definition 16 and Definition 17 is the consideration of the probability of occurrence of all observation sequences (P (s) = ω) with |R(ω)| > 1. This probability is required to be under a specific threshold > 0 (which can be as small as we want). In other words, unlike stochastic detectability (Definition 16), A-detectability takes into account the probability of a given set of (problematic) observation sequences. This definition of A-detectability is inspired by the notion of A-diagnosability for fault diagnosis in SDES (Thorsley and Teneketzis, 2005 ).
Next we describe a useful extension of observer G obs based on the NFA G that is associated with the given PFA H.
Definition 19. (G obs with unobservable self-loops (Ĝ obs )). Adding a self-loop to each state of DFA G obs = (Q obs , Σ obs , δ obs , Q 0,obs ) for each label in the set Σ uo = Σ − Σ obs we create the DFAĜ obs = (Q obs , Σ,δ obs , Q 0,obs ). More specificallyδ obs extends δ obs , as follows: for Q ∈ Q obs and σ ∈ Σ
Next we discuss the verification of A-detectability, which relies on the construction of a stochastic observer. Definition 20. (Stochastic Observer H obs ). Given a PFA H = (X, Σ, p, π 0 ) and a natural projection map P with respect to the set of observable events Σ obs , H obs is constructed as follows:
(1) We construct the (deterministic) observer G obs = (Q obs , Σ obs , δ obs , Q 0,obs ), with respect to the NFA G = (X, Σ, δ, X 0 ) associated with H, and subsequently obtain the correspondinĝ G obs = (Q obs , Σ,δ obs , Q 0,obs ).
(2) We construct the PFA H obs = H ×Ĝ obs := (X × Q obs , Σ, p obs , π 0,obs ), where i) X × Q obs is the set of states; ii) p obs (x i j , σ|x i j ) is the state transition probability defined for
iii) π 0,obs is the initial-state probability distribution vector given by a column vector with
Definition 21. (Markov chain M C of stochastic observer H obs ). We construct the Markov chain M C = (X×Q obs , A obs , π 0,obs ) associated with the PFA H obs = H ×Ĝ obs := (X × Q obs , Σ, p obs , π 0,obs ), i.e., we define the Markov Chain with the state transition probabilities
Example 22. Given PFA H in Fig. 1 and G obs in Fig. 2 , the corresponding H obs , with Q 1 = {1, 2, 3}, Q 2 = {2, 3}, Q 3 = {3}, Q 4 = {2}, and x 1 = 1, x 2 = 2, x 3 = 3, is as shown in Fig 
Verification of A-detectability using Stochastic Observer
Definition 23. (Bremaud, 1999; Cassandras and Lafortune, 2008 ) (Recurrence Time). Given a Markov chain M C = (X, A, π 0 ), the recurrence time of state x i ∈ X is given below: (Bremaud, 1999; Cassandras and Lafortune, 2008) (Recurrent States of a Markov Chain). Given a Markov chain M C = (X, A, π 0 ), a state x i is called recurrent (x i ∈ X R , where X R ⊆ X is the set of recurrent states) if Pr(T i < ∞|x i ) = 1.
Thus, recurrence implies that a state is visited infinitely often (in general these states are called recurrent, but in finite state Markov chains are equivalent to positive recurrent states ((Bremaud, 1999))). A useful property for a finite state Markov chain follows (see, for example, (Bremaud, 1999) and reproduced by (Chen and Kumar, 2012) ). Lemma 25. Suppose we have a PFA H = (X, Σ, p, π 0 ), its associated unique NFA G = (X, Σ, δ, X 0 ), and its underlying Markov chain M C = (X, A, π 0 ). Let X be the state space of M C and X = X R˙ X T , where X R and X T denote the nonintersecting sets of recurrent and transient states, respectively (they form a partitioning of X). Let x ∈ X be an arbitrary state of the chain, and t be any transition sequence starting from x. Then, we have that (∀ > 0)(∃n ∈ N ) Pr(t : |t| ≥ n, ∃x ∈ X T {x ∈ δ(x, t)}) < .
Lemma 25 implies that as the number of transitions increases, the probability of the Markov chain being in a transient state approaches zero. Theorem 26. (A-detectability using stochastic observer H obs : Necessary and sufficient conditions). Given a PFA H = (X, Σ, p, π 0 ), its associated NFA G = (X, Σ, δ, X 0 ), and its deterministic observer G obs = (Q obs , Σ obs , δ obs , Q 0,obs ), we construct the stochastic observer H obs = H ×Ĝ obs := (X × Q obs , Σ, p obs , π 0,obs ) and the associated Markov chain M C = (X ×Q obs , A obs , π 0,obs ) of H obs as in Definition 20. Then, PFA H is A-detectable iff the Markov chain M C has the following property:
, where X R is the set of recurrent states (Lemma 25).
Theorem 26 implies that for a PFA to be A-detectable, we need all recurrent states x i j ∈ X × Q obs to satisfy |Q i | = 1.
Proof. (→): Suppose that exists at least one recurrent state
; this means that from any possible state in x k ∈ X R there exists a path to the state x j i with some probability Pr(t k ) = k (we assume without loss of generality that all recurrent states are strongly connected). Thus, for any continuation (st : ||t|| ≥ n) (Pr(st :
, when min is the minimum over all probabilities k for x k ∈ X R . Thus, the system is not A-detectable (Definition 17). Clearly, for all n ∈ N we have: Pr(s : ||s|| ≥ n, |R(X 0 , P (s))| > 1) ≤ Pr(s : ||s|| ≥ n, ∃x ∈ X T {x ∈ δ(x, s)}) < , where X T is the set of all transient states (Lemma 25). Finally, (∀ > 0), n can be chosen large enough such that Pr(s : |R(X 0 , P (s))| > 1, ||s|| ≥ n) < . Thus, the system is Adetectable (Definition 17). Example 27. According to Definition 16 the system in Example 7 is not strongly (stochastic) detectable because there exists ω n = α n such that for the set of states x ∈ X = {1, 2, 3}, π ωn (1) = π ωn (2) = π ωn (3) = 0.5 n × 1 3 , and ρ(ω n ) = ρ ωn (1) = ρ ωn (2) = ρ ωn (3) = 
AA-DETECTABILITY FOR STOCHASTIC DES
In some cases, even if the system is not A-detectable (i.e., even if there exists a nonzero probability of generating observation sequences that correspond to possible estimates for more than one state), the probability of estimating the correct state for these observation sequences goes to one (Definition 15). These cases lead to the definition of AA-detectability, which is inspired by the notion of AA-diagnosability in (Thorsley and Teneketzis, 2005) . Definition 28. (AA-detectability). A stochastic discrete event system (PFA H = (X, Σ, p, π 0 )) is AA-detectable if (∀ > 0 ∧ ∀α > 0)(∃n ∈ N ) {Pr(s ∈ Σ * : ||s|| ≥ n ∧ ρ(P (s)) ≥ α) < }, where ρ(P (s)) was defined in Definition 15. The system is not strongly (stochastic) detectable because there exists ω n = β n (with n = 2k, k ∈ N ) such that π ωn (1) = π ωn (3) = 0.5 k+1 and ρ(ω n ) = ρ ωn (1) = ρ ωn (3) = 1 2 which means that lim n→∞ ρ(ω n ) = 1 2 < 1. Also, the system is not Adetectable because its H obs (shown in Fig. 7 ) has recurrent state x 1 3 associated with Q 1 ∈ Q obs that has |Q 1 | > 1 (nonsingleton state).
The system, however, is AA-detectable, because for each recurrent state, in the corresponding Q i ∈ Q obs , with |Q i | > 1, there exists a single state that becomes more and more likely and eventually dominates (e.g., in the recurrent state x 1 3 this state is state 3 whereas in the recurrent state x 2 4 this state is the state 4). This means that ∀ω n that are possible in recurrent states we have, with increasing probability, lim n→∞ ρ ωn = 1. 
CONCLUSION
In this paper we extended the notion of detectability of DES to SDES. We defined and analyzed two different notions of stochastic detectability, namely A-detectability and AAdetectability, which were inspired by analogous notions in stochastic diagnosability (Thorsley and Teneketzis, 2005) . We applied observer-based techniques to verify A-detectability and showed that there exist classes of SDES that are AA-detectable but not A-detectable. From the definitions of these two notions, one can easily deduce that AA-detectability applies to a broader class of SDES, than A-detectability. Further research is needed regarding the verification of AA-detectability by applying observer techniques.
