Prior research has examined how distributional properties of contexts (number of unique contexts or their informativeness) influence the effort of word recognition. These properties do not directly interrogate the semantic properties of contexts. We evaluated the influence of average concreteness, valence (positivity) and arousal of the contexts in which a word occurs on response times in the lexical decision task, age of acquisition of the word, and word recognition memory performance. Using large corpora and norming mega-studies we quantified semantics of contexts for thousands of words and demonstrated that contextual factors were predictive of lexical representation and processing above and beyond the influence shown by concreteness, valence and arousal of the word itself. Our findings indicate that lexical representations are influenced not only by how diverse the word's contexts are, but also by the embodied experiences they elicit.
Introduction
Words are not acquired, comprehended, or produced in isolation. Language researchers have long since recognized that context -whether defined as an immediate linguistic environment of an individual word occurrence or as systematic statistical patterns of co-occurrence of a word with other linguistic units -plays a fundamental role in all aspects of word representation and processing (Firth, 1957; Wittgenstein, 1922) . Unsurprisingly, context is given a place in all major models of word recognition. Thus, several computational models of word recognition identify context either as an independent module (Seidenberg & McClelland, 1989; Harm & Seidenberg, 1999) or an integral part of the semantic module (Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001 , for a related interpretation see also Perfetti & Hart, 2002) . Others incorporate contexts of words into their quantification of a word's orthographic or semantic representations (Baayen, Milin, Durdević, Hendrix, & Marelli, 2011; Norris, 2006 ). Yet others rely on patterns of co-occurrences between words as a primary source of information about lexical meaning (Landauer & Dumais, 1997; Lund & Burgess, 1996; Shaoul & Westbury, 2010) . For a review of models of word recognition, see Norris (2013) .
The importance of contexts for theorizing about the mental lexicon and word recognition raises a question of what properties of lexical contexts are of relevance for storing words in long-term memory and retrieving them, and how the reader's mind associates these contextual properties with individual words. Particularly interesting in this regard are the "long-term" contextual influences that arise from global statistics of co-occurrence between words 1 . What is it about those preferred neighbors that we store in our memory in association with the word, and make contact with when the word is used? Our review of the literature suggests that the focus so far has been on distributional characteristics of contexts. For instance, McDonald and Shillcock (2001) defined an informationtheoretic measure of contextual distinctiveness that quantifies the distance between contexts of a specific word and contexts based on all words in the corpus, and Adelman, Brown, and Quesada (2006) proposed the measure of contextual diversity, i.e. the number of unique contexts a word occurs in. The measures indicate that words occurring in a smaller number of contexts and in more distinctive contexts than others are slower to recognize in the lexical decision task. Moreover, 1 This paper leaves aside the discussion of a well-studied impact of context that is supplied by the discourse around individual word occurrences, including contextual constraint (e.g. Ehrlich & Rayner, 1981; Fischler & Bloom, 1979) and semantic priming (for review see Neely, 1991) . Buchanan, Westbury, and Burgess (2001) demonstrated that a number of semantic associates that a word elicits in a free-association task comes with shorter lexical decision and naming latencies as well. A further family of measures stems from models of distributional semantics, which quantify semantic distance between words as a function of their propensity to occur in similar contexts, and represent distances between words in a multidimensional space (Landauer & Dumais, 1997; Lund & Burgess, 1996; Shaoul & Westbury, 2010) . Words with lower semantic neighbourhood density (i.e. fewer close words in semantic space) are recognized more quickly in lexical decision (Buchanan, Westbury, & Burgess, 2001; Mirman & Magnuson, 2008) . Hoffman, Ralph, and Rogers (2013) ; Hoffman and Woollams (2015) also found that words with greater average semantic distance between their contexts elicit longer RTs in lexical decision but slower responses in a semantic relatedness task.
We argue that important insights into the role of context can be gained if its semantics is interrogated directly, over and above mathematic characterization of how many contexts there are or how similar they are. Specifically, for a target word we propose to quantify semantics of a word's context by estimating aggregated semantic properties of words that co-occur with that target word in a large corpus. For this inquiry, we chose affective (valence and arousal) and sensorimotor (concreteness) aspects of lexical connotative meaning to examine whether these properties of contexts inform the meaning of the word and affect its recognition.
There are two reasons to select these out of the many semantic properties that words engender for our study of contextual semantics. First, corpus linguistics found distributional evidence that, despite being affectively neutral, some words (such as cause, utterly) have strong tendencies to co-occur with words that are negative, while their also neutral synonyms (produce, totally) do not. This phenomenon is known as semantic prosody (Louw, 1993; Partington, 2004; Sinclair, 1991; Stubbs, 1995) and, at least for some words, has been demonstrated to affect the speed of word recognition. Ellis, Frey, & Jalkanen (2009) reported shorter lexical decision response times in congruent phrases where positive/negative contexts followed words with the positive/negative semantic prosody (e.g., attain goals or maturity) rather than incongruent phrases (attain problems or damage). Generalizability of these results over the entire lexicon is, however, under discussion (Ellis, Frey, & Jalkanen, 2009; Hunston, 2007; Whitsitt, 2005) . One of our goals is then to test whether semantic prosody, i.e. emotional and sensorimotor connotations of the contexts in which a word appears, contribute to recognition of that word over and above the influence of the word's own connotative meaning.
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The second reason arises from the well established "concreteness effect", i.e., the tendency of words with tangible, physical referents to be learned earlier, recognized faster and recalled with less effort than words with abstract referents (Paivio, 1991; Schwanenflugel, 1991) . Most proposed explanations regard verbal context as a primary vehicle of difference between concrete and abstract words. Thus, Paivio (1990) proposed that some words are represented in both a verbal and imagistic systems, whereas others are only represented verbally. Schwanenflugel, Harnishfeger, and Stowe (1988) proposed that abstract words are more difficult to recognize because they rely more heavily on context to be interpreted: for a merge of these proposals see cf. Holcomb, Kounios, Anderson, and West (1999) ; West and Holcomb (2000) . Hoffman et al. (2013) proposed semantic diversity, a measure which quantifies the extent of variability of a words' meaning based on the distance between the contexts of a word in a semantic space. Words with greater contextual variability in meaning were found to be more abstract. Kousta, Vigliocco, Vinson, Andrews, and Del Campo (2011) make a further step in claiming that sensorimotor, affective and linguistic information is implicated in representations of both concrete and abstract words, with concrete words relying more on tangible sensorimotor experience with their real-life referents and abstract words on the affective aspect of experience.
Studies of the effects of word valence, arousal, and concreteness on word recognition almost exclusively use explicit judgments gleaned from participants. From the literature on semantic prosody (cited above), there is reason to suspect that explicit judgments of word properties may not take into account regularities in word contexts. A word that is considered to have some quality (high concreteness, low valence etc.) does not necessarily occur in contexts that share that quality.
We present the first attempt to quantify the affective and sensorimotor qualities of contexts, and establish whether it forms a systematic relation with the qualities of the words these contexts embed.
Our goal is to provide empirical evidence for the relationship between word semantics and that of context, and inform models of visual word recognition by specifying what aspects of the semantics of contexts are relevant.
To do so, we explain how we extract and quantify the valence, arousal, and concreteness of contexts from a corpus. We then assess and report correlations between connotations of a word and of its contexts. Finally, we use available lexical decision and recognition memory megastudies to determine if the semantics of context exerts an effect on word recognition, and if this effect is maintained after word-level semantics is controlled for. Given the important role allocated to context in the acquisition of abstract, concrete and emotion-laden words (see Kousta et al., 2011) , we also 6 consider the effect of context semantics on the age of acquisition ratings for thousands of words.
Critically, we selected tasks that present words in isolation, such that globally defined contexts of those words are not primed or suppressed by local context.
Methods
Valence, Arousal, and Concreteness of Contexts As our corpus of contexts, we used the 7 billion token USENET corpus (Shaoul & Westbury, 2013) , which consists of email newsgroup postings. Characters were converted to lowercase, punctuation except for intra-word hypens and apostrophes were removed, and a whitespace tokenizer was applied. Function words were removed from the corpus. A word's context was defined as the 5 content words that immediately preceded it, and the 5 content words that immediately followed it in the text. The target word itself was not considered part of its context.
Our goal was to determine if the valence, arousal and concreteness of a word's contexts influence word processing above and beyond the effect of those same affective and sensorimotor properties of the word alone. Our estimates of contextual semantics were based on results of two recent megastudies. Warriner, Kuperman, and Brysbaert (2013) collected norms of valence and arousal for 13,915 English lemmas (or citation forms of the word). Words were rated on a scale of 1-9 (sad to happy for valence, calm to excited for arousal) by about 20 raters each. We have enhanced the set of affective norms by assigning the value of valence and arousal given to the lemma (i.e. sing) to all its inflected wordforms (sang, sung, singing): This increased the dataset to 28,724 data points. Brysbaert, Warriner, and Kuperman (2014) collected norms of concreteness for 40,000 English words (both citation and inflected wordforms). Words were rated on a scale of 1 (abstract) to 5 (concrete) by about 30 raters each. In both studies, words were presented in isolation, without any information about word sense, word's part of speech, or supporting context: the average of ratings was taken as the value of the word's semantic norm. Table 1 . We excluded contexts in which fewer than 3 words matched with ratings. We further excluded 493 (or 3% of total) words whose overall context valence, context arousal, or context concreteness were more than 3 standard deviations above or below the mean of the respective variable. After trimming, we were left with 14,853 words for which we had semantic estimates for both individual words and their contexts. We took each word's context, such as the one presented in Table 1 , to characterize how positive, arousing, or concrete a particular occurrence of a word is. We then averaged the valence, arousal, and concreteness of contexts across all occurrences of each word in the corpus. The resulting variables -contextual valence, arousal and concreteness -served as indices of the overall tendency of a word to occur in positive, exciting, or concrete contexts.
Dependent Variables
Our goal was to assess the effect on word recognition of semantic aspects of lexical meaning that are captured by the word's context, above and beyond those captured by semantic norms attributed to the word itself. To do so, we looked at data from three paradigms: lexical decision, age of acquisition word ratings, and word recognition memory.
Lexical decision: We used two lexical decision megastudies, the English Lexicon Project (elp) (Balota et al., 2007) and British Lexicon Project (blp) (Keuleers, Lacey, Rastle, & Brysbaert, 2012 Age of Acquisition Ratings: To test for a potential role of connotations of word contexts in word learning, we used age of acquisition word ratings, i.e. adult estimations of the age at which a word was learned. Adult ratings generally show moderate to strong correlations with objective measures of age of acquisition (for reviews, see Juhasz, 2005; Kuperman, Stadthagen-Gonzalez, & Brysbaert, 2012) . Prior studies have shown that earlier acquired words tend to be higher in valence and arousal (Warriner et al., 2013, table 6) , and concreteness (e.g. Gilhooly & Logie, 1980) . To test if the valence, arousal, and concreteness of contexts plays a role in word learning over and above the effects of the individual words' connotations, we estimated their effects on AoA ratings word ratings from Kuperman et al. (2012) . A total of 14,853 words were included in this analysis.
Recognition memory: Cortese, Khanna, and Hacker (2010); Cortese, McCarty, and Schock (2014) conducted mega-studies of recognition memory for monosyllabic and disyllabic words. In this paradigm, participants are presented sequentially with a list of 50 words, which they are instructed to memorize. In the next stage, participants are sequentially presented with 100 words, including the original 50 words and 50 new words, and must indicate whether a word is from the original list or not. Dependent measures in this paradigm include the rate at which a word from the original list was correctly identified (hits), rate at which a word not on the original list was thought to have been on it (false alarms), and measures including both (sensitivity, or D' and hits minus false alarms).
We merged all words from both Cortese et al. (2010 Cortese et al. ( , 2014 for which we had matching data from Brysbaert et al. (2014) and Warriner et al. (2013) and our contextual semantic scores. This yielded a total of 4,789 words.
Independent variables
The main variables of interest for this study were valence, arousal and concreteness of a word's context, obtained as described above. The critical comparison was between those contextual variables and the variables representing same semantic dimensions for isolated words, i.e. word's valence, arousal and concreteness. Additionally, we included a number of orthographic and distributional variables that are known to influence word recognition effort. In the lexical decision analyses, the following five control variables were included: word frequency, length, age-of-acquisition, contextual diversity, and word prevalence. Word frequency is one the most well known and studied variables 9 in word recognition (Brysbaert et al., 2011; Whaley, 1978) . Word frequencies used in our analysis were calculated from the USENET corpus and log transformed. Word length is known to affect RT in word recognition (New et al., 2006; Whaley, 1978) . We calculated the number of characters in a word's spelling for all items. Age of acquisition ratings, i.e., the average age at which a word was thought to have been learned, were taken from Kuperman et al. (2012) . The number of unique contexts in which a word occurs in a corpus has been found to be a slightly stronger predictor of lexical decision latencies than word frequency (Adelman et al., 2006) . We took contextual diversity counts from Brysbaert and New (2009) added one, and log transformed these counts. Word prevalence, i.e., the percent of participants who indicated they know the word, were taken from the dataset of Brysbaert et al. (2014) : for a detailed discussion of this variable see Keuleers, Stevens, Mandera, and Brysbaert (2015) . The recognition memory models included three additional control variables of relevance to that task: orthographic similarity, phonological similarity, phonologicalorthographic rime neighbourhood size. For information on these variables and their relevance to recognition memory, see Cortese et al. (2010 Cortese et al. ( , 2014 . In the age of acquisition study, word frequency, length, contextual diversity, and word prevalence were included as control variables.
Statistical considerations
Our method of analysis was similar across the three tasks, where we used a 3-step hierarchical regression (in the spirit of Tabachnick Lexical decision data were analyzed using mixed-effect models as implemented in the lme4 R package (Bates, Mächler, Bolker, & Walker, 2015) . Model comparison for mixed-effect models was performed using log-likelihood ratio tests, rather than a comparison of amounts of explained variance suggested by Tabachnick and Fidell (2001) . We used maximum likelihood estimation for our models, as changes in fixed effects when using restricted maximum likelihood lead to noncomparable model likelihoods (Zuur, Ieno, Walker, Saveliev, & Smith, 2009) . We also report model AICs, which incorporate log-likelihood as well as a penalty for model complexity. AICs closer to negative infinity, and log-likelihoods closer to positive infinity indicate models with greater goodness of fit. The inclusion of random slopes reduces the chance of type I error (Barr, Levy, Scheepers, & Tily, 2013) . All models included random intercepts by participant and item, and trial was included as a fixed effect. A fully maximal random effects structure for the variables of interest would have required four random slopes per model, but these models consistently failed to converge. We therefore tested our models with and without random slopes for each lexical or contextual semantic variable that was entered at step 3 (defined below).
In the age-of-acquisition and recognition memory datasets dependent variables were averaged by word. Thus, the regression technique of choice was that of a linear multiple regression model, implemented as the lm function in the R statistical software package (R Core Team, 2015) . In these models R 2 is the criterion of goodness of fit. In these datasets F-tests at each step (anova() R function) indicated improvement in explained variance and estimated its statistical significance.
In
Step 1, control variables known to have large effects on their respective tasks were entered (outlined in the previous section), and their goodness of fit was compared to that of the interceptonly model or a random-effects only model. In
Step 2, a word's valence, arousal and concreteness ratings were entered. In
Step 3, our new corpus-derived measures of the semantics of context were entered. In lexical decision, variables entered at step 3 were also tested with and without random slopes, giving 6 models at step 3. In age of acquisition and recognition memory, each context variable was added separately to the model in Step 2, giving rise to models 3a (added context valence), 3b
(context arousal) and 3c (context concreteness). Comparison between respective models in Steps 2 and 3 revealed whether our semantic representation of context improved goodness of fit over and above the semantics associated with a word in isolation. It should be noted that although there is high collinearity in the data, the method is immune to it; we are only looking at gains in overall model goodness of fit, not the structure of the predictors. However, the high colinearity in the data precludes reliable interpretation of individual model coefficients.
We also performed regressions in the reverse order, with context valence, context arousal, and context concreteness entered at Step 2, and then each of valence, arousal, and concreteness word ratings entered separately in Step 3. This enabled us to determine if contextual variables and the semantics attributed to the word itself play unique or shared roles in word recognition.
In the age of acquisition models, Step 1 orthographic control variables included log word frequency, percent known, contextual diversity, and word length.
Step 2 contained valence, arousal and concreteness ratings. Steps 3a, 3b, and 3c, once again were the addition of context valence, context arousal, and context concreteness. Furthermore, regressions were again carried out in reverse order, to determine if context and word ratings tap into separate variance.
In our recognition memory models the Step 1 orthographic control variables included log word frequency, age of acquisition, contextual diversity, orthographic similarity, phonological similarity, phonological-orthographic rime neighbourhood size, word length, and word prevalence.
Step 2 contained valence, arousal and concreteness ratings. Steps 3a, 3b, and 3c once again presented the addition of context valence, context arousal, and context concreteness. Regressions were then carried out in reverse order, to determine whether there is unique variance associated with both lexical and contextual semantic variables.
Simultaneous analysis of many potential effects in multiple datasets introduces the problem of multiple comparisons, i.e., a higher than acceptable chance of Type I error. To correct for this, we opted for the false discovery rate (FDR) correction (Benjamini & Hochberg, 1995) . This adjusts p-values based on the expected proportion of rejected null hypotheses that were incorrectly rejected when making multiple comparisons. An oft-used alternative of a family-wise error rate (FWER) correction, such as Bonferroni correction, controls the probability of making a single error. FWER corrections can be overly conservative when testing for many possible effects but the overall conclusion does not depend on a discovery in every case. This applies in the present study.
For example, a discovery of a context effect in lexical decision, but not in recognition memory,
would not mean that context plays no role in word recognition, only that it would appear to be task-specific. On this basis, all model comparison p-values were false discovery rate corrected for the 62 total comparisons between models performed across the three paradigms.
Results and Discussion

Corpus-Based Context Variables
Descriptive statistics: Table 2 We note that the well-described positivity bias -i.e. a tendency of the majority of word types Warriner & Kuperman, 2015) , but also that the way (positive and negative) phenomena and events are discussed in context tend to be more optimistic than pessimistic.
Corpus linguists have identified several words with expected semantic prosodies. If our method captures semantic prosody, words like cause, utter should have more negative contexts than their synonyms produce, total. Table 4 
Context Concreteness QQ plot
Theoretical Quantiles
Sample Quantiles these words (Louw, 1993; Partington, 2004; Sinclair, 1991; Stubbs, 1995) . For illustration, Table 4 also includes a sample of words with valence norms that are very incongruent with the valence of their contexts. Some of the incongruent patterns are likely due to collocations, e.g. geriatric and molester likely tend to occur near positive words care and child. Several words with context valence congruent with their own valence are presented as well.
Correlations between word semantics and context semantics: One of our goals was to estimate whether connotative semantics of contexts may serve as valid cues towards affective and sensorimotor qualities of the word. with slower responses, especially in lower frequency bands; and more concrete words or words embedded in more concrete contexts were processed faster. Thus, the interactive patterns found for semantic context variables largely converged with existing experimental evidence for valence and arousal by frequency interactions and mixed evidence for concreteness by frequency interactions (de Groot, 1989; Zhang et al., 2006) .
To sum up, our new contextual variables are similar to their word-level counterparts both in that they correlate (Table 3) and produce qualitatively similar effects on word recognition latencies (Figure 2 ). This suggests a positive answer to the question of whether semantic properties of contexts (defined as a word's global co-occurrence patterns) systematically relate to those properties of individual words. We find that contexts can be strong cues as to the affective and sensorimotor quality of a word. Yet valence, arousal and concreteness of words are also distinct from those of the words' contexts. The amounts of the shared variance between relevant pairs of measures were moderate: 35, 23, and 52%, respectively. This opens up the possibility for semantic effects of context that are separate from those of the word. We test this possibility in a series of hierarchical regressions.
Unique contribution of context semantics
Lexical Decision: Table 6 presents the results of hierarchical regressions fitted to elp and blp data, for details see Statistical Considerations. In both the elp and blp, the addition of context valence, context arousal, and context concreteness improved model likelihood above respective word ratings. In the elp this occurred without the addition of random slopes, although random slopes improved model fit (steps 3b, 3d, and 3f). In the blp effects of context valence and context concreteness only emerged with the addition of random slopes. To determine whether contextual variables account for all improvement in goodness of fit associated with affective and sensorimotor semantics in lexical decision latencies, we performed another hierarchical regression (Table 8), with context variables entered first, followed by each type of word rating entered separately, with and without random slopes. In both the elp and blp, all semantic norms explained variance above that explained by context, and random slopes improved model fit.
As the lexical decision task is performed solely on words in isolation and does not require a recourse to context, the observed pattern of results is quite remarkable. It reveals that comprehenders rely on contexts in a much more fine-grained way than believed earlier. Not only are they sensitive to the total number of contexts in which a word appears (word frequency), or the number of unique contexts in which the word appears (context diversity), or the semantic similarity of their contexts (semantic diversity), but also to the "semantic prosody" of those contexts, i.e. the tendency of the word to occur in more or less positive, arousing, or concrete contexts. Table 9 presents results of hierarchical regressions predicting age of acquisition word ratings, with semantic word variables entered as step 2 and context variables later at step 3a-c. In this order, all contextual semantic variables explained additional variance. In the reverse order, presented in Table   10 all semantic word ratings tapped into additional variance too. Taken together, both semantic word ratings and our measures of contextual semantics show statistically significant effects on word learning, supporting the findings that the order of acquiring new words is contingent on the affective and sensorimotor properties of those words (cf. Brysbaert et al., 2014; Kousta et al., 2011; Warriner et al., 2013) , and -as established now -on the same properties of the word contexts. It should be noted that age of acquisition ratings are the age at which a word was thought to have been learned, not the objective age at which a word is learned, and further experiments are needed to fully verify the role of global patterns in affective and sensorimotor connotations of contexts in word learning.
Age of Acquisition
Recognition Memory
We further examined the effect of context in another paradigm, recognition memory. Analyses proceeded in a similar manner, except for additional control variables entered at step 1 (see Statistical Considerations). Below, we report the effect of context variables on four dependent measures. With variables entered in the reverse order (Table 12) , all three types of word ratings explained additional variance in hits. However, only concreteness word ratings explain additional variance in false alarm rates over context, indicating shared variance between context valence and context arousal and valence and aroual ratings in false alarms. Taken together, these results support the notion that the semantic properties of the word matter more when presented with previously seen items, but it is both context and word properties that affect recognition of unseen items. Table 13 and Table 14 present results of hierarchical regressions on two measures of overall recognition memory performance, D' and the difference between hits and false alarms. With these dependent measures, although word ratings do explain some variance when entered in the model first, only concreteness explained significant additional variance over and above the influence of context. On the contrary, contextual valence, contextual arousal and contextual concreteness explained variance even when entered in the models after their lexical counterparts (Table 12) . As far as sensorimotor and affective influences are concerned, the properties of prior contexts in which word has been seen play a greater role than the properties of word itself than previously thought in overall performance in serial recall tasks.
The effects of arousal and context arousal in recognition memory contradicts Adelman and Estes (2013) , where no effect of arousal was found in recognition memory. Arousal ratings are known to be less reliable than valence ratings (Warriner et al., 2013) , so it is possible that the null effect in Adelman and Estes (2013) is due to the particular arousal ratings used in that experiment. We also tested for effects of arousal in recognition memory with more words, so the effect of arousal may have not have been statistically detectable in the earlier experiment.
General Discussion
Context and its semantics are of widely acknowledged importance in word recognition, but remain underspecified. Prior research (cf. Adelman et al., 2006; McDonald & Shillcock, 2001) shows that distributional information, such as the number of unique contexts or informativeness of contexts, is linked to indices of word recognition effort. Yet semantic factors have not been fully spelled out. We set out to specify potential "long-term" influences on word recognition of global patterns of affective and sensorimotor connotations found in the contexts of that word.
One major finding was that words clearly tended to co-occur with words with similar affective and sensorimotor connotations: correlations between respective word-level and context-level semantic variables (valence, arousal and concreteness) were in the moderate-to-strong range, Table   4 . Second, we observed that measures of contextual semantics made unique contributions to the speed of word recognition in the lexical decision task, word age-of-acquisition, and word recognition memory, over and above the contributions of word semantics per se. Moreover, the directions of the effects on word processing were qualitatively similar between context-level and word-level affective and sensorimotor measures. In what follows, we discuss these findings one at a time.
The strong tendency for concrete, positive and arousing words to occur in similar affective and sensorimotor contexts suggests that connotative meanings conveyed by the word's context can strongly cue the connotation of the word itself. This finding is consequential for our understanding of how novel concepts and words are acquired. In particular, since positive or concrete words are easier to memorize (Adelman et al., 2013) , it stands to reason that after the same amount of exposure they would be entrenched in a child's mental lexicon eariler than negative or abstract words (Paivio, 1991; Schwanenflugel, 1991) . As semantics of a word's contexts is shown here to affect word recognition memory similarly to that of the word itself, words found in predominantly positive and concrete contexts can be acquired earlier even if their own connotation (or denotation) is unknown to the learner. This hypothesis is confirmed in our observation of the association between earlier age of acquisition ratings and higher concreteness, positivity and arousal of the word's contexts.
Similarities between semantics of the word and the contexts in which it occurs also informs corpus-linguistic research in "semantic prosody". It appears that "semantic prosody" encompasses dimensions other than valence; arousal and concreteness participate as well. Furthermore, the observed correlations (Table 4) indicate that the words that corpus linguists have identified as semantically prosodic -most often neutral words found in negative contexts -are the notable exceptions to the general pattern of words keeping company with words similar to themselves. At the same time, our results support the case that semantic prosody is an active and real phenomena which operates to some significant degree across the English lexicon. In response to the questions of Whitsitt (2005) , regarding whether the effects of semantic prosody carry over from one context to the next, we answer with an emphatic yes, as evidenced by the correlations of contextual valence, arousal, and concreteness with lexical decision RTs, measures of serial recall ability, and age of acquisition ratings. As noted by Gilquin and Gries (2009) , psycholinguists tend to turn to corpora more than corpus linguists tend to turn to experiments. We feel that further research into semantic prosody would benefit from psycholinguistic knowledge and experimental methods.
The consistent effects of context variables on various aspects of word processing also have implications for psycholinguistic research into word recognition. First, our evidence from lexical decision and recognition memory suggest that the near-exclusive use of semantic word norms as predictors may not capture the full extent of the impact of affective and sensorimotor systems on word recognition (e.g. Adelman & Estes, 2013) . Influential lexical variables during single word presentation can be of diminished importance during reading of connected text (Teng, Wallot, & Kelty-Stephen, 2016) . Future work should examine whether the context effects observed here are maintained during reading of connected text. A further set of questions would be how context and word properties relate in complex utterances, for example how does the valence a compound like "child molester"
relate to the valence and context valence of its constituents? Future work should also explore the relationship between between contextual valence, arousal, and concreteness and constructs related to role of the sensorimotor and perceptual systems in word recognition, such as body-object interaction Siakaluk, Pexman, Aguilera, Owen, and Sears (2008) , imageability (?)paivio1991dual), perceptual stength (Connell & Lynott, 2012) , and sensory experience ratings (Juhasz, Yap, Dicke, Taylor, & Gullick, 2011) . In the interest of more robust examinations of these issues, we include our corpus derived contextual variables in the Supplementary materials S1.
Furthermore, recent work has linked word recognition processes (Kousta et al., 2011; Siakaluk et al., 2008; Vigliocco et al., 2014; Yap, Tan, Pexman, & Hargreaves, 2011) to theories of embodied cognition (Barsalou, 2008; Gallese & Lakoff, 2005; Fischer & Zwaan, 2008) . The representation of abstract concepts is often identified as a problem for theories of embodied cognition. In response, mechanisms for grounding abstract concepts, such as metaphors (Boroditsky, 2000; Boroditsky & Ramscar, 2002; Lakoff & Johnson, 1999) , have been proposed. Our results suggest that grounding of words might take place as a result of co-occurrence with words with sensorimotor or affective connotations. Perceptual simulation may serve as the mechanism that allows stable associations between lexical meaning and sensorimotor and affective experiences to form and influence mental representation of the word in each instance of its recognition and storage (Barsalou, 2008; Gallese & Lakoff, 2005; Fischer & Zwaan, 2008) , i.e. the recall of internal (mental and affective) and bodily states during lexical access (Kousta et al., 2011; Siakaluk et al., 2008; Vigliocco et al., 2014; Yap et al., 2011 , for a review see Connell & Lynott, in press ). While not considered in these theoretical models, it is plausible that sensorimotor and affective connotations of the word's context serve as important verbal cues to the meaning of the word, supporting or impeding its acquisition, recognition or memorization. Our findings suggest that -in the course of perceptual simulation -the bodily and internal states encoded in these context-driven connotations are recalled in association with the word, even when presented without context, just like the bodily and internal states encoded in physical experience. The present study makes a step towards specifying properties of a word's context that are consequential for word learning, recognition and memory. Our results refine current understanding of how these properties are encoded in global distributional patterns of language and recalled when encountering the word. 
