For an arbitrary rational surface parametrization P (s, t) = (a 1 (s, t), a 2 (s, t), a 3 (s, t), a 4 (s, t)) ∈ F[s, t] 4 over an infinite field F, we show the existence of a µ-basis with polynomials bounded in degree by O(d 33 ),
Introduction
In [4] it is proved that any rational parametric surface has a µ-basis. That strong result geometrically means that any rational surface is the intersection of three moving planes.
Definition 1.
A rational surface parametrization in homogeneous form is defined by P (s, t) = (a 1 (s, t), a 2 (s, t), a 3 (s, t), a 4 (s, t))
where a 1 , a 2 , a 3 , a 4 ∈ F[s, t] and gcd(a 1 , a 2 , a 3 , a 4 ) = 1.
Definition 2. A moving plane following the rational parametrization (1) is a quadruple (A(s, t), B(s, t), C(s, t), D(s, t)) ∈ F[s, t] 4 such that
A(s, t)a 1 (s, t) + B(s, t)a 2 (s, t) + C(s, t)a 3 (s, t) + D(s, t)a 4 (s, t) = 0 (2)
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for all s, t ∈ F.
Definition 3. Let p = (p 1 , p 2 , p 3 , p 4 ), q = (q 1 , q 2 , q 3 , q 4 ), r = (r 1 , r 2 , r 3 , r 4 ) be three moving planes such that
[p, q, r] = αP (s, t)
for some nonzero constant α ∈ F. Then p, q, r are said to be a µ − basis of the rational surface parametrization (1 . Surprisingly enough, there is a 1 − 1 relation between a µ-basis and a basis for the syzygy module Syz(a 1 , a 2 , a 3 , a 4 ) given in the following form:
• [4, Corollary 3.1] p, q and r form an µ-basis if and only if p, q and r are a basis of Syz(a 1 , a 2 , a 3 , a 4 ). In [4] there are left several questions of interest for further research and better understanding. Here we try to address the question:
• What can be said about the degrees of the polynomials in a minimal µ-basis?
Notation 5. In this paper K will always denote an arbitrary field and F an infinite field. We have tried to achieve our results as general as possible, but for an "effective" application of the Quillen-Suslin Theorem from [3] we need to work over an infinite field. Also, we shall use the notations S = F[s, t, u] and R = F[s, t].
The main results in this paper are:
(i) For any rational parametrization P (s, t) as in (1) Our proof depends in great deal from obtaining a homogeneous ideal inside F[s, t, u] by homogenizing the generators a 1 , a 2 , a 3 , a 4 . Assuming that this obtained homogeneous ideal has additional properties we can get tighter bounds:
(ii) If this homogeneous ideal has height three, then in Theorem 26 we prove that a µ-basis bounded by
(iii) If this homogeneous ideal is generated by "general" polynomials (i.e., it is a general Artinian almost complete intersection as in Remark 21), then in Theorem 26 the bound can be improved to O(d 12 ).
In our proof we needed to find some numerical bounds for this homogeneous ideal:
(iv) For a homogeneous ideal Construction 6. Given the data {a 1 , a 2 , a 3 , a 4 } that determines (1), then we define the homogeneous ideal
From now onÎ will always denote this constructed ideal. In Section 2 and Section 3, we make some preparatory work over this new idealÎ. We remark that the case when pd(Î) = 1, was studied in [5] and called strong µ-basis. The aim of this paper is to deal with the more complicated case pd(Î) = 2 in Section 4.
Dealing with syzygies
Proving that Syz(a 1 , a 2 , a 3 , a 4 ) is a free module of rank 3, it is an important step in [4] to show the existence of a µ-basis. In this section we give a different proof for that statement, which we also generalize because we will need the case of three variables after homogenizing the ideal I = (a 1 , a 2 , a 3 , a 4 ).
Theorem 7.
Let I be an ideal in R = K[x 1 , . . . , x n ], with n ≥ 2. Then, for any projective resolution
− → I → 0 where the P i 's are finitely generated, the corresponding (n-2)-th syzygy K n−2 is free.
Proof. By the Hilbert Syzygy Theorem [16, Corollary 9 .36], there exists a finite free resolution of length at most n for the quotient ring R/I. We assume that it has length n and we denote it by
because if it has length smaller than n then we can simply fill it with zero modules.
With the given projective resolution of I we get the exact sequence
where K n−2 = Ker(d n−2 ) is the (n-2)-th syzygy. Then, from the generalized Schanuel Lemma (see [10, Theorem 189]) we have the isomorphism
is a projective module. Since R is Noetherian and P n−2 is finitely generated, then P n−2 is Noetherian and K n−2 ⊂ P n−2 is finitely generated. Finally, the Quillen-Suslin Theorem [16, Theorem 4 .59] implies that the module K n−2 is free.
Proof. Using that K[x 1 , . . . , x n ] is Noetherian, for the ideal I we can always find a free resolution composed of finitely generated modules. So the corollary follows from Theorem 7.
We finish this section by proving that the free module Syz(a 1 , a 2 , a 3 , a 4 ) has rank 3. From the Hilbert Syzygy Theorem we know that any finitely generated module over K[x 1 , . . . , x n ] has a finite free resolution, so we are free to apply the previous Lemma 9 in this case.
is a free module of rank m − 1.
Proof. From a small variation of Theorem 7 we know that Syz(f 1 , f 2 , . . . , f m ) is a free module when pd(I) = 1, then a trivial computation with rank gives the result.
Bounds for the regularity and the Betti numbers
This section will be devoted to find a bound for the regularity and the Betti numbers ofÎ. Our main reference will be the chapter "Graded Free Resolutions" of [14] .
Proof. By contradiction suppose that g ∈ F[s, t, u] is non-constant with g | b i , then we conclude that g depends only on u because g(s, t, 1) | a i (s, t). By construction one of the b i 's has a term that is free of u, without loss of generality we assume that b 1 (s, t, u) = λs
h(s, t, u) and thus h has a term of the form βs α t d−α , that multiplied with the highest power of u in g gives a term of degree larger than d which cannot be reduced.
In the first part of this section we shall work in the polynomial ring
will denote a homogeneous ideal generated by m relatively prime polynomials where each polynomial is bounded in total degree by d. Later we shall deal with the special case of an ideal
. . = deg(g 4 ) and ht(J) = 3.
In addition if deg(
Now we prove that any ideal as J above has two relatively prime elements, but in order to prove it we had to make a more complicated reformulation.
there exists an infinite sequence of polynomials
Proof. We shall proceed by an induction argument on m. For m = 1, we assume that the only polynomial in this case is equal to 1, so the ideal is whole polynomial ring and we can find such an infinite sequence. If m > 1, we compute g = gcd(f 1 , . . . , f m−1 ) and the new polynomials f
m−1 ) = 1 and the inductive hypothesis, we can obtain an infinite sequence {h
. . , f m ) = 1 we conclude that gcd(f m , g) = 1, and for some j ∈ N we should have gcd(f m , gh Suppose we have computed a sequence of polynomials h 1 , . . . , h k and a polynomial g k , with the properties
and should exists some j ∈ N with gcd(
Thus we define the next elements in the inductive step as
implies gcd(h i , h j ) = 1 for 1 ≤ i < j ≤ k + 1 and gcd(h i , g k+1 ) = 1 for 1 ≤ i ≤ k + 1. Starting with h 1 = f m , g 1 = g and following this iteratively process we can construct the required sequence
Proof. We choose two relatively prime elements p and q from the previous Lemma 13. Then p is regular on K[s, t, u], and q is regular on K[s, t, u]/p because gcd(p, q) = 1. Therefore {p, q} is a regular sequence and grade(J) ≥ 2.
Proof. If we prove dim(T /J) ≤ 1, then from [15, Theorem 1.9.4] we get reg(J) = reg(T /J) + 1 ≤ 3d − 2.
Since T is a Cohen-Macaulay ring we obtain ht(
Proof. Let x = {s, t, u}, we consider the Koszul complex K(x; J) = K(x) ⊗ T J:
We need to compute in the graded part
, so we only take the complex
and we get the formula
Then using the fact that Ker((id
From Corollary 8 we know that pd T (J) ≤ 2, then we have that 
, and concludes the proof of the proposition.
Corollary 17. Let J = (f 1 , f 2 , . . . , f m ) ⊂ T be a homogeneous ideal, with gcd(f 1 , f 2 , . . . , f m ) = 1 and
Proof. We have that β 2,p = 0 for p > reg(J) + 2. Then we compute
Proof of Theorem 12. (i)
The bound for the regularity has been already proved in Proposition 15.
(ii) Follows from the additivity of the rank function.
(iii) We know that the number of monomials of degree
2 , hence from Corollary 17 we get the bound via the complete intersection K = (h 1 , h 2 , h 3 ), i.e., G = (K : J).
The minimal free resolution of S/K is given by the Koszul complex. Using Buchsbaum and Eisenbud's structure theorem for height 3 Gorenstein ideals [2, Theorem 2.1], the minimal free resolution of S/G has the form
where s is the socle degree of G (the largest k such that (S/G) k = 0), m is odd, f is alternating, and G = Pf m−1 (f ) (the ideal generated by the (m − 1)-th Pfaffians of f ).
Lemma 20. The socle degree of S/G is 2d − 3.
Proof. Since K is a complete intersection we know that the socle degree of S/K is 3d − 3. We have that the Hilbert function of an Artinian Gorenstein algebra is symmetric, also we can relate the Hilbert functions of
S/K, S/G and S/J (see [9, Theorem 2.10, page 308], [12]) in the following way
Then for any t > 2d − 3 we have 3d − 3 − t < d and
, also we can easily check that H S/G (2d − 3) = 1.
Proof of Theorem 18. We substitute the socle degree of S/G in its minimal free resolution, and from the canonical map S/K → S/G we can lift a comparison map
With a dual mapping cone construction ( [2] , [12] ) we can obtain the following free resolution for S/J
(not necessarily minimal)
Thus have β 2 (J) ≤ m and β 1 (J) ≤ m + 3. In [7, Theorem 3.3] it is proved that given the smallest degree k of the generators of G (i.e., k is the first position in which H S/G (k) < Remark 21. An interesting fact proved in [12, Corollary 4.4] , is that when the ideal J = (g 1 , g 2 , g 3 , g 4 ) is a general Artinian almost complete intersection of type (d, d, d, d ), then the minimal free resolution can be given explicitly. This means that J is generated by "generically chosen" polynomials g 1 , g 2 , g 3 , g 4 , where
The minimal free resolution of S/J in this case is
The term "generically chosen" means that g 1 , g 2 , g 3 , g 4 belong to a suitable dense open subset of
Projective dimension two
From Corollary 8 we know that pd(Î) ≤ 2, here we deal with the remaining case pd(Î) = 2, because pd(Î) = 1 was studied in [5] . From Lemma 9 we get a free resolution
and now we want to compute what a is. Here we are using an abuse of notation, because we should write
if we want to take care of the grading.
In (6) Lemma 22. For the resolution (6) (more specifically (7)) we have that
Proof. (i) Let p > 3d − 2 + 1 = 3d − 1 then from reg(Î) ≤ 3d − 2 we have that β 1,p = 0, and in this case
Hence we may conclude that (d 1 ⊗ S F) p is an injective map, and
Therefore we have the inequality max 1≤i≤a+3 (q i ) ≤ 3d − 1.
(ii), (iii) DeletingÎ from (6) and applying the tensor product ⊗ S F we get the complex For the rest of this section we shall work with the exact sequence
which is a split exact sequence because we know that Syz(a 1 , a 2 , a 3 , a 4 ) is a free module.
An m × n (m > n) polynomial matrix A ∈ R m×n is said to be unimodular if it satisfies one the following equivalent conditions (see [11] ) (i) A can be completed into an invertible m × m square matrix.
(ii) there exists an n × m polynomial matrix B ∈ R n×m such that AB = I m .
(iii) there exists an n × m polynomial matrix B ∈ R n×m such that BA = I n .
(iv) the ideal generated by the n × n minors of A is equal to R.
We define the degree of a matrix M = (a ij ) ∈ R m×n as the maximum degree of the polynomial entries of M , i.e., deg(M ) = max(deg(a ij )). For an "effective" solution of completing a unimodular matrix we are going to use the following result from [3] .
Theorem 23. Let R = F[s, t] and assume that F ∈ R m×n (m < n) is unimodular. Then there exists a square matrix M ∈ R n×n such that
Proof. See the Appendix for a discussion.
This previous result is given for completing rows (i.e., m < n), but we want to complete columns (i.e., m > n). By simply taking transpose in (ii) of the previous theorem we get the following corollary.
Corollary 24. Let R = F[s, t] and assume that F ∈ R m×n (m > n) is unimodular. Then there exists a square matrix M ∈ R m×m such that
For notational purposes we make the following conventions
• we shall use just β 2 instead of β 2 (Î),
• m = β 2 + 3 and n = β 2 ,
• d 2 denotes the m × n matrix F ∈ R m×n with γ 2 = deg(F ),
thus we end up with
Since this sequence splits, there exists a matrix H ∈ R n×m with HF = I n and so the matrix F is unimodular.
Proposition 25. From the exact sequence (9) we can get a basis for Syz(a 1 , a 2 , a 3 , a 4 ) made of three vectors p, q, r ∈ R 4 , with
Proof. We can get a matrix M ∈ R m×m that satisfies (i) 
We know that N is an automorphism for R m = N (span(e 1 , . . . , e n , e n+1 , e n+2 , e n+3 )) and that Ker(G) = Im(F ) = N (span(e 1 , . . . , e n )), where e i is the i-th column vector of R m . Hence we have
. . , e m )) = GN (span(e n+1 , e n+2 , e n+3 )), and we define the basis for Syz(a 1 , a 2 , a 3 , a 4 ) as
Finally, we obtain the result
The following theorem contains the main result of this paper, and gives different bounds for the generators of the basis depending on the type of exact sequence (presentation) (9) that we can obtain.
Theorem 26. Given the data {a 1 , a 2 , a 3 , a 4 } defining (1), with d = max 1≤i≤4 (deg(a i )) and gcd(a 1 , a 2 , a 3 , a 4 ) = 1. Then (i) There exists a basis for Syz(a 1 , a 2 , a 3 , a 4 ) with polynomials bounded in the order of O(d 33 ).
(ii) Under the additional condition that the homogenized idealÎ (obtained in (4) (ii) In this case from Theorem 18 we have β 2 ≤ 2d − 1. So we can reduce the bound to O(d 22 ).
(iii) In Remark 21 we saw that whenÎ is a general almost complete intersection then S/Î has a very special minimal free resolution, from which we can obtain
Therefore we obtain a bound in the order of O(d 12 ).
Example
The aim of this example is to show some computational aspects of the case studied in this paper (i.e., pd(Î) = 2).
Example 27. Find a µ-basis for the rational surface parametrization
Proof. Using a computer algebra system like [6] , we get the following free resolution Substituting u = 1 and cutting the resolution, we obtain
Proceeding as in Proposition 25, we have to complete the unimodular column (0, s 2 , −1, −t 2 ) t into an invertible matrix N ∈ R 4×4 . For this we can check that the following matrix
has determinant 1. Therefore, a µ-basis for P (s, t) = (s 2 , t 2 , s 2 − 1, s 2 + 1) is given by the vectors
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Appendix
In this appendix we will discuss the "effective" completion of unimodular matrices that we used in Proposition 25. The main result we shall follow from [3] is the following theorem. In our case n = 2 and we will have to make some small "adjustments" to find an actual constant. We will follow exactly the same proof as in [3] , and in certain steps we will substitute phrases like n + 3n ∈ O(n) by the exact computation n+ 3n = 4n. Inside this appendix section by the variable d we denote d = 1 + deg(F ).
Proposition 29. Proof. We denote F (t) as the matrix F (t) = [f ij (x 1 , . . . , x n−1 , t)]. 
