Abstract-Place recognition addresses the problem of determining whether a robot is in a map, and if so, globally localizing, without being given any prior estimate. An efficient method of solving this problem involves selecting a set of keypoints which encode the local region, and then utilizing a sublinear-time nearest neighbors search into a database of keypoints previously generated from the global map to find places with common features. We present an algorithm to embed arbitrary keypoint descriptors in a metric space, which is required in order to frame the problem as a nearest neighbor search. Given that there are a multitude of possibilities for keypoint design, we propose a general methodology for comparing keypoint location selection heuristics and descriptor models that describe the region around the keypoint. With respect to keypoint locations, we introduce a metric that encodes how likely it is that the keypoint will be found in independent mapping passes given the presence of noise and occlusions. Metrics for keypoint descriptors are used to assess the separation between the distributions of matches and non-matches and the probability the correct match will be found in a k-nearest neighbors search. We apply our design evaluation methodology to three keypoint selection heuristics and five keypoint descriptor models. Verification of the test outcomes is done by comparing the various keypoint designs on a kilometers-scale place recognition problem.
I. INTRODUCTION
The problem of place recognition arises in many mobile robot navigation and mapping scenarios. Given a robot with no prior pose knowledge and a map or model of an environment, we would like an efficient algorithm for the robot to discover whether it is on that map and, if so, to correctly (re)initialize its position and orientation. This problem has applications in pose initialization and localization using prior maps, closing large loops and recovery of a lost robot in the context of simultaneous localization and mapping (SLAM), and combining maps from multiple runs or multiple robots. This paper discusses the place recognition problem within the context of 2D lidar maps of urban, suburban, and industrial environments. These lidar maps consist of point clouds of the raw laser range returns augmented by estimating surface normals from neighboring points in a scan. The global lidar map can, without much loss of generality, be stored as a network of overlapping submaps. This kind of global map structure has previously been used for detecting loop closure in a SLAM algorithm by matching submaps that fall within a region of uncertainty [1] , [2] , [3] . The same matching technique can be used globally for place recognition; however, pairwise comparison of submaps becomes inefficient in this case as every submap may have to be checked against all those in the query map. If instead, we had an efficient global appearance-based test, then we could quickly solve the problem independent of the integrated map uncertainty [4] .
An appearance-based approach for sublinear place recognition involves extracting features or landmark locations from the current local map or sensor view, and then computing for each a high-dimensional descriptor vector which encodes the local area around that landmark. This combination of a location and descriptor vector is termed a keypoint. Once generated, descriptor vectors can be used in nearest neighbor queries to a database which is populated with previously computed descriptors from the global map. Each likely feature match votes for its corresponding submap, and ultimately the highest voted submaps are returned for verification.
The quality of the above approach is, however, heavily governed by both the stability and redundancy of keypoint locations chosen and the saliency of their associated descriptors. Keypoint locations must be selected to be stable points which are likely, on subsequent passes through the environment, to be found again irrespective of sensor orientation and occlusional effects; that is, keypoints must have repeatability. Likewise, the keypoint descriptors must encode the shape of the local environment such that it can be efficiently matched with queried keypoints from matching areas while resulting in minimal false alarms. This paper focuses on two aspects of keypoint design. As there are many possible ways to select keypoint locations, the first contribution addresses how to compare different selection heuristics to determine which is more likely to reliably find the same features in the presence of noise and occlusion. A general method is presented, and we use this to compare three keypoint selection heuristics. We additionally consider how to effectively extract descriptive information from the map region around a keypoint location in order to enable fast nearest neighbor searches under an L 2 norm. Prior to this processing, the keypoint descriptor is in general a heterogeneous collection of disparate measurements, resulting in meaningless distance functions. Our second contribution is an algorithm which transforms a descriptor vector to Euclidean space and reduces the dimensionality to filter out noisy components. The output of this process can be used with a sublinear k-nearest neighbor database, whose description is beyond the scope of this paper, but is described in another publication [5] . We use this method in a comparison of five descriptor models, four of which are inspired by existing work and one of which is completely novel. A third contribution are the evaluation metrics used in this comparison of keypoint descriptor models. For both keypoint selection and keypoint description, the evaluation metrics define a systematic methodology for comparing keypoint design choices, and may also be used to assist in tuning the parameters for a particular design choice.
Keypoint descriptor databases are used in several appearance-based approaches that utilize computer vision [6] , [7] , [8] . In these examples, descriptors are represented as SIFT [9] or SURF [10] features, and are clustered into a "vocabulary" of visual words. Some advantages of clustering are that the database size is reduced, some noise is removed by averaging, and, perhaps most importantly, uninformative features can be identified as words that appear frequently in multiple places. We have observed that clustering is ineffective when applied to our laser-based keypoint datasets which tend to be spread out over the high-dimensional space they reside in. Though SIFT and SURF features are specific to computer vision, one of our descriptors is inspired by SIFT.
Roadmap: In Section II we discuss selection of keypoint locations. We propose a method to evaluate different keypoint selection techniques and apply this method to three selection heuristics. We consider keypoint description in Section III, and describe how to compute a transformation that embeds an arbitrary descriptor vector into Euclidean space. Our methods are explored in experiments on a large dataset in Section IV, before we discuss our conclusions in Section V.
II. KEYPOINT SELECTION
A stable keypoint is one that will be consistently found in maps built from subsequent passes through the same part of the environment, irrespective of sensor orientation and occlusions. Each keypoint location is represented by a position and rotation (x, y, θ) which defines the local coordinate frame of the keypoint with respect to the map's coordinate frame.
The keypoint selection algorithm must balance a tradeoff between robustness and redundancy when considering the quantity of keypoints to produce. A higher density of keypoints increases the likelihood of finding at least some matching keypoints in other maps of the same area; however, when the keypoints are too dense, redundant points clutter the database with uninformative data, increasing the likelihood of false matches and reducing the likelihood of correct ones.
A. Map Data and Representation
The experiments described throughout this paper uses data collected in Kenmore, a suburb of Brisbane (the data is available as the kenmore pradoroof dataset on the RADISH website [11] ). This dataset consists of raw laser scans collected from a Toyota Prado driving in suburban streets over a path of 18km (Figure 1 ). Two SICK LMS291 lasers are mounted horizontally on the roof of the vehicle with one facing forward and the other facing to the rear. No odometry, GPS, or data from inertial sensors are included in the dataset.
As mentioned in Section I, the global map consists of a connectivity graph containing multiple local maps, or submaps, with graph edges indicating the relative transformations between overlapping submaps [1] , [2] , [3] . From this data set, we construct 651 submaps which are represented as point clouds containing approximately 20-30 laser scans spaced 1-2m apart along a trajectory. The relative alignment between each laser scan is determined using iterative closest point scan matching [12] .
For ground truth purposes, loop closure in the global map is performed by the Atlas framework [2] . The resulting identification of overlapping submaps is used to label training and validation sets of matched keypoints necessary for tuning and evaluation of the keypoint algorithms. 
B. Evaluation Method
We evaluate the stability of a particular keypoint location heuristic by determining the probability of finding a matching keypoint given that that keypoint is in a region of overlap with another map. To compute this, we need to determine which points are in an overlap region and of those points, which can be considered matches. While these quantities are not readily available to us, we can still estimate them by testing the distances from each point to its nearest neighbor in each of the adjacent submaps. To test the hypothesis that two points match, we threshold the nearest neighbor based on an estimate of the measurement noise. The test of whether a point is in an overlap region is dependent on the map representation. Since the maps we use do not explicitly represent their boundaries, it is appropriate to define overlap by using another larger threshold on the nearest neighbor distance. This implies that the stability can be approximated by:
where p nn is a nearest neighbor to p in an adjacent submap, t 1 , t 2 are threshold values such that t 1 < t 2 , and #(x) counts the number of elements for which x is true. For threshold t 1 we count nearest neighbors within a distance 0.2m and orientation difference of 3
• . We fix a threshold of 1m for t 2 as the maximum acceptable distance for a point to be considered in an overlap region.
C. Keypoint Selection Algorithms
Here we consider three algorithms for selecting keypoint locations for 2D lidar maps of unstructured environments. The first algorithm initially segments the point clouds into connected components and then computes the centroids of each component. The second algorithm finds clusters of scan points with a high positive curvature. The third algorithm uses mean-shift convergences [13] to find centers of local density at a particular scale in the point clouds. Figure 2 shows an example of the keypoints selected by the heuristics in a representative area.
1) Segment Centroids:
The Segment Centroid heuristic segments the point clouds into connected components by way of two passes. In the first pass, consecutive laser points from the same scan whose Euclidean distance is less than a percentage (3.5%) of their average range are connected. The second pass merges components from different laser scans if the minimum distance between any point among them falls within a threshold. The minimum distance test is quickly computed by constructing a grid with a resolution of half that threshold, inserting each point into the grid, and then checking the four closest grid cells for evidence of another cluster with which to merge.
It is possible to overcome some of the biases inherent in non-uniform sampling of laser points by weighting each grid cell's points by the inverse of the number of points in that cell when computing the segment centroids.
This method is expected to perform well within environments containing many tight point clusters from trees, bushes, and poles; but it can miss some keypoints when larger sections of scan points are connected, for example along a long wall.
2) Curvature Clusters: The next selection algorithm described consists of clustering scan points with a high curvature. The curvature is computed from the second derivative of the scan range. Points with a large negative curvature tend to result from occlusion boundaries and are not stable; therefore, only points with a large positive curvature are used. As with the Segment Centroid algorithm, a grid can be used to cluster the high curvature points from multiple scans.
In contrast to the previous method, Curvature Clusters tend to be selected at the edges of long features (see Figure 2) ; however, since the second derivative is quite noisy, the precision of the keypoints is not as good.
3) Mean-Shift: The mean-shift algorithm iteratively recomputes a locally weighted mean until it converges to a stable point.p
) is a weight function which monotonically increases with the distance of a scan point p i to the previously computed meanp (t) . Ideally, the iteration is seeded from every point in the local map and the unique convergence points are kept for keypoint positions.
In this implementation, a Gaussian radial basis function with a radius of 2m is used for the weight function. To speed up the computation, every tenth scan point is used as a seed, and the number of iterations is limited to ten. This heuristic is expected to favor compact regions with high point densities. The Mean-Shift heuristic is computationally slower as compared to the previous two methods because it employs an iterative mechanism. 
D. Keypoint Orientation
The three algorithms presented differ from one another only in their methods of computing keypoint position (x, y). All of them use the same technique to determine the orientation θ of those positions.
Keypoint orientation is determined (as inspired by the SIFT keypoint detector [9] ) by computing a weighted histogram of all laser point orientations in the vicinity of a potential location. The keypoint orientations are then selected by fitting parabolas to peaks in the histogram. If there is more than one significant peak, the keypoint position is duplicated in order to accommodate each indicated orientation.
E. Comparison of Keypoint Selection Heuristics
For each of the selection heuristics, we compute the stability as defined in Equation 1 . These values are listed in the table below along with the variances of distances between points deemed to be a match. The variances are a measure of the precision of the selection heuristic.
We observe that the Curvature Clusters heuristic has the most stability, but also the lowest precision. This makes sense 
III. KEYPOINT DESCRIPTION
Given a keypoint location, the next step is to compute a set of salient features which capture the local structure around the location in a manner that is robust to measurement noise.
There are many possible ways to model the structure of the region around a keypoint location. Here we investigate several approaches inspired by ideas in existing literature and ultimately propose our own. We later compare these descriptors in the context of place recognition.
As our goal is to enable fast nearest neighbor comparisons in a metric space, the descriptors considered must be fixedlength vectors and potential matches must be evaluated by some sort of distance metric between the vectors. While other models are possible (e.g., a variable-sized point cloud for scan matching [12] ), they do not fit into the nearest neighbor framework for fast database search.
Keypoint descriptors are an estimate of the structural information and are inherently corrupted by noise due to measurement errors, occlusional effects, and model imperfections. Therefore, the descriptor models must be designed in order to maximize descriptor information content and minimize sensitivity to noise (i.e., maximize the signal-to-noise ratio (SNR)). Furthermore, given that a chosen descriptor model may not naturally fit in a metric space as required for nearest neighbor searches, it must be transformed such that a distance like L 2 can be appropriately employed to accurately and efficiently measure descriptor differences.
A. Descriptor Normalization and Dimension Reduction
We propose the following technique for descriptor normalization and dimension reduction. First, each individual descriptor dimension is mapped by a non-linear normalization function. Next, the resulting descriptor vectors are linearly transformed to maximize the separation between matching and non-matching descriptor pairs. The L 2 distance between descriptor vectors in the linearly transformed space is made to match the likelihood ratio test (LRT) statistic. Finally, a dimension reduction technique is used to remove elements with a low signal-to-noise ratio. Dimension reduction also has the beneficial side effect of improving the efficiency of the nearest neighbor searches. Determining the necessary transformation functions and threshold parameters for the steps above requires a training set of map data from a environment similar to the expected operating space.
1) Non-linear Mapping to a Normal Distribution:
The linear transform we will employ to map L 2 distances to the optimal likelihood ratio test (Section III-A2) assumes underlying multivariate Gaussian distributions. However, our descriptors are not necessarily normally distributed; therefore, we can move closer to satisfying this assumption by first transforming the individual descriptor dimensions to resemble one-dimensional Gaussians.
Let
is the empirical distribution function computed from a sample set {x i }.
2) Likelihood Ratio Test: Now that each dimension has been normalized, we can compute the linear transform on the descriptor vector that makes the L 2 distance match a likelihood ratio test. According to the Neyman-Pearson Lemma [14] , the LRT is the hypothesis test with the most power given a maximum acceptable false alarm rate.
We can construct our training set of likely matched descriptors M by selecting pairs of keypoints from adjacent maps that are within an acceptable distance threshold from one another. A set of unmatched descriptors U can then be generated by shuffling the matched pairs of M .
The likelihood function for the matched descriptors x a and x b is estimated as:
where Σ M is the sample covariance of the differences of elements in the matched set {x a − x b | x a , x b ∈ M }. The likelihood function for the unmatched descriptors U is similarly computed. The LRT statistic is then:
Taking the log of the Λ (and the test threshold) gives an equivalent hypothesis test. The matrix factor A such that
U allows us to use the L 2 norm of vector differences Ax a − Ax b L2 to compute the LRT since:
In order to perform this factorization, Σ −1
U must be positive semi-definite; in the rare event that there are negative eigenvalues (due to noise), these can be set to zero.
In order to evaluate different descriptor designs, we consider the separation S between matches and non-matches in a labeled validation set defined as:
where the probability of missed detections, P MD (t), is estimated by counting the number of matching pairs whose L 2 distance is greater than a threshold t, and the probability of false alarms, P FA (t), is estimated by the number of unmatched pairs whose L 2 distance is less than t. The maximum separation S max = max t>0 S(t) for a descriptor type occurs at a particular threshold value and gives us a metric to compare the relative quality of various descriptors. Figure 3 shows an example plot of P FA (t) and P MD (t) and the threshold which maximizes the separation S(t). Fig. 3 : Determining the threshold for maximum separation. In this example, the missed detection probability and false alarm rate are plotted as a function of LRT threshold and used to compute the maximum separation for a normalized (moments grid) descriptor from a validation set.
In summary, we have computed a transformation and a threshold such that the L 2 distance implements a likelihood ratio test for separating matched from unmatched keypoints. Not all the dimensions in the test, however, will have a good separation due to the fact that we have relaxed the requirement for a multivariate Gaussian as input to the optimal likelihood ratio test. Dimensions with poor separation can be filtered out using dimension reduction.
3) Dimension Reduction: Since the match error distributions are only approximately Gaussian, the LRT is suboptimal. We can improve the separation by projecting the transformation onto a smaller subspace to effectively remove those dimensions with the poorest SNR. The components with the best SNR are indicated by the largest eigenvectors of the transformed unmatched descriptor differences, A T Σ U A T , and thus the reduced linear transform, A k , is defined as:
We choose the number of dimensions to keep, k, which maximizes the separation S max of A k x a − A k x b L2 over the validation set.
By reducing the number of dimensions, we not only improve the separation, but also reduce the computation required for the nearest neighbor search.
B. Evaluation Method
We employ two metrics for evaluating the saliency of a keypoint descriptor model. The first is the maximum separation in the validation set, S max , as defined above. A second measure is the rank distribution which gauges the probability of finding a matching descriptor in the set of k-nearest neighbors as a function of k. To compute the rank distribution, we consider every pair of descriptors (i, j) in the match set M , and count the number of descriptors k in the global keypoint set such that i − k L2 < i − j L2 .
C. Descriptor Models
A keypoint descriptor encodes the structure of the environment surrounding the keypoint location. Choosing the optimal size for the region included around the location is crucial to ensuring a stable descriptor. When the region is too small, descriptors do not have support from enough data points and become dominated by noise. On the other hand, if the region is too large, then the signal is no longer meaningful: the descriptors start to look alike and we lose the ability to discriminate between them. For the purposes of this paper, a region radius of 9m has been empirically determined to work well; a detailed evaluation of size selection is beyond the scope of this paper.
Here we present five models for constructing keypoint descriptors: four of which are based on existing literature and one of which is of novel design.
1) Normal Orientation Histogram Grid:
The normal orientation histogram grid is based on SIFT descriptors [9] which have proven very successful in image processing applications. SIFT keypoints are scale and rotation invariant; however, in the context of lidar maps, the scale invariance property is not required.
The keypoint descriptor is built by defining a coarse grid centered on the keypoint location and then computing a histogram of the scan point normals within each grid cell. When computing the histograms, points are linearly weighted by their distance from the center of their bin, and additionally contribute a weight to the closest neighboring bin. The histogram is normalized by the sum of all the weights.
2) Orientation and Projection Histograms:
The combination of orientation and projection histograms has been previously used for localization, where cross-correlations between the histograms determine the relative alignment of two maps [15] , [16] . Projection histograms are constructed by projecting each point onto the x-and y-axes of the coordinate frame determined by the keypoint orientation. The projection histograms are therefore discrete representations of the marginals of the 2D distribution of points around the keypoint.
To create the descriptor, the two projection histograms are concatenated with the orientation histogram, and each histogram is normalized by its sum. The choice of resolution for the histogram bins determines the number of dimensions in the descriptor. The bins should be sufficiently large such that they are supported by enough points, but not so large that the distinctive peaks get washed out. To help mitigate the variance in bins with low counts; bin counts below a parameterized threshold are set to zero.
3) Hough Transform Peaks: Applying a Hough transform in the region around a keypoint [17] moves each oriented point into Hough space (mapping points to lines and lines to points). The Hough space can be viewed as a 2D histogram of line parameters. The bin sizes reported by Tomono [17] of 5
• in slope angle and 5cm in offset result in overly large descriptors with very little support in each bin; therefore, we use lowerresolution bins of 15
• by 1m. This descriptor is expected to be well-suited for representing linear features, but not for pointlike features such as trees and bushes.
4) Gestalt:
The descriptors inspired by the gestalt features [18] encode log-polar scan intervals around the keypoint location. The sample mean and variance are computed from the scan points which fall into logarithmically spaced radial bins to the left and right sides of the keypoint origin. To help match means from bins with large variances, the descriptor is comprised of the means divided by the square root of the variances stacked with the variances. The sample variance is clamped to the range variance of the sensor to guard against dividing by small variances.
5) Moments grid:
We now introduce a novel keypoint descriptor, the moments grid descriptor, which centers a coarse grid over the keypoint region and computes the moments (up to second-order) of the oriented laser points within each grid cell. To compensate for objects that straddle grid boundaries, both a 2 × 2 and a 3 × 3 grid covering the same 9m × 9m region are used, and the points are weighted by their distance from the cell centers.
For each grid cell, the following eight descriptor elements are computed from the weighted moments of oriented points (x i , y i , θ i ):
where:
and w i is the bilinear weight of point i from the cell center.
Using moments up to second-order essentially fits an ellipse to the laser points that fall within each cell, making this descriptor capable of representing both point features and line features in the vicinity of the keypoint. Since each descriptor dimension is supported by a large number of points, it has a higher SNR than the other descriptor heuristics which divide up the set of laser points into more bins or subregions. 
D. Comparison of Keypoint Descriptor Models
We now compare the five descriptor models using the two evaluation methods described previously. Maximum separation is computed with and without the nonlinear normalization step in order to illustrate its benefits ( Figure 5 ). We observe a significant improvement in separation when the descriptor models are normalized. Of the normalized models, the best performer is the moments grid, while the worst performer is the orientation and projection histograms. Figure 5 also indicates the optimal number of dimensions for each descriptor, evidenced by the maximum of the separation curve. We can see in the figure that as more dimensions are included in A k , the separation S max is initially improved up to some point after which it starts to decrease as a result of over-fitting to noise. Although the Hough transform descriptor performs well on the training set, it does not generalize to the validation set, as its large number of dimensions results in overfitting to noise.
We also use the rank distribution metric to compare the expected performance of the descriptor models in a k-nearest neighbor framework. Figure 6 clearly indicates that the moment grid descriptor is the most likely to find a correct match within the k nearest neighbors. When k = 10, the moment grid has a probability of finding a match of 0.77 while the rest have values below 0.6. According to both metrics, the moment grid significantly outperforms the other models. Our intuition is that the reason for this is that the moment grid descriptor elements have greater support from the points in the local keypoint region. This makes it more likely to match features in the presence of noise. We also observe that the normalization step does not have as great of an impact on the moment grid which confirms that the underlying distributions are closer to Gaussian (this was one of the considerations when designing the model).
IV. PLACE RECOGNITION EXPERIMENTS
Our keypoint selection and description techniques can now be tested in the full context of the place recognition problem. We can visualize the global structure of the map as an adjacency matrix where each element (i, j) indicates whether submap i is adjacent to submap j. Figure 7a shows the ground truth adjacency structure for the kenmore pradoroof dataset which has been constructed using the Atlas framework [16] .
The map voting process proceeds as follows. We first construct a global database containing keypoints from all submaps. For every map in the dataset, we look up the 10 nearest neighbors of each keypoint in the global database. Each matched keypoint corresponding to a unique submap casts a vote for that submap by incrementing the appropriate position in an adjacency matrix used to count the number of votes. The vote adjacency matrix is then thresholded to produce a binary adjacency matrix estimating the map topology. Previous tests indicate that using the curvature cluster heuristic for keypoint selection and the moments grid descriptor model result in the best performance. Therefore, due to space limitations, we present the adjacency matrix only for that combination of keypoint methods in Figure 7b . In the figure, we can see the predominant structure from the ground truth matrix is reproduced.
The ROC curves shown in Figure 8 allow us to compare the methods quantitatively and select an appropriate vote threshold. The performance observed in the place recognition experiment reflects the findings of our earlier tests, indicating the utility of these evaluation metrics. The results verify that the moments grid descriptor model significantly outperforms the other methods and we additionally see a marked improvement in using the Curvature Clusters selection heuristic. As an example, for a vote threshold of four (five) the probability of detection is 0.76 (0.71) and the false alarm rate is 1.4% (0.37%) resulting in an expected number of false alarms of 9.4 (2.4) overall. sc nohg sc moment grid sc projection hist sc hough sc gestalt cc nohg cc moment grid cc projection hist cc hough cc gestalt Fig. 8 : Receiver operating characteristic (ROC) curves plot the probability of false alarm P f a versus the probability of detection (1 − P md ), parameterized by a threshold on the number of votes necessary to consider a map match. The results are shown for both the Segment Centriods and the Curvature Clusters selection heuristics.
V. CONCLUSIONS
We have presented a general methodology for analyzing keypoint design for place recognition. Our procedure proposes a series of tests which have been applied to three keypoint selection heuristics and five keypoint descriptor models. The evaluation metrics are intended to be used to compare distinct algorithms as well as to tune the parameters for individual ones. Results from experiments in a large-scale mapping problem verify that the information garnered from the test metrics provides useful insight on the design of algorithms for solving the place recognition problem. Although not reported in this paper, further experiments on larger datasets from similar environments as well as more structured industrial environments support our findings. In addition to the evaluation metrics, we have presented a procedure for improving a chosen keypoint descriptor model by nonlinear normalization and dimension reduction. The normalization improves the Gaussian noise assumptions, whereas the dimension reduction determines the best linear combination of descriptor elements for maximizing the separation of a validation set. Results from our evaluations demonstrate that the novel moment grid descriptor is the best keypoint descriptor model as compared to a variety of other models inspired from previous literature.
The results of our tests also give us some intuition into how one might go about designing keypoints. Stability in keypoint selections turns out to be more important than their precision. Simply adding dimensions, for example, by increasing the resolution of histogram bins, will not help; the models will just fit more noise if each dimension is not supported by a reasonable portion of the data points. It is not essential that the descriptor dimensions are initially directly comparable, since it is possible to normalize nonlinear effects with sufficient training data.
Future work will focus on extending our methods to three dimensions and other sensing modalities.
