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The n-valued Łukasiewicz–Moisil algebras, MV-algebras and Post
algebras are structures developed in connection to the algebra of
the n-valued Łukasiewicz logic. In this paper, we obtain categorical
equivalences which allow us to represent any such structure as an
algebra of decreasing Boolean sequences of length n. Moreover any
algebra L belonging to one of these classes is characterized using
a sequence of n Boolean ideals I1, . . . , In ⊆ C(L), which are called
the Boolean nuances of L. The type of L can be deduced from set-
theoretical properties of the corresponding sequence of Boolean
ideals. As an application, we prove that L is σ -complete if and only
if the corresponding ideals are σ -closed.
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1. Introduction
The n-valued Łukasiewicz–Moisil algebras, MV-algebras and Post algebras are structures belong-
ing to the algebra of many-valued logic, which can be seen as the complex of studies initiated by
J. Łukasiewicz and E. Post in the twenties [15,16,20]. Even if their historical roots come from logic, the
algebraic theories of these structures are extensively developed; we refer to the monographs [1,5] for
details.
Gr.C. Moisil was the ﬁrst to consider the algebras connected with Łukasiewicz logic. In 1940, he
introduced Łukasiewicz three-valued and four-valued algebras [17]. These algebras were generalized
to the n-valued case [18] and the ℵ0-valued case [19], and are called now Łukasiewicz–Moisil alge-
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I. Leus¸tean / Journal of Algebra 320 (2008) 3694–3719 3695bras [1,3]. Since A. Rose proved that the algebras deﬁned by Moisil were not adequate for Łukasiewicz
logic (see Example 2.11), the theory of Łukasiewicz–Moisil algebras developed as a distinct ﬁeld in
algebraic logic. In 1982, R. Cignoli [4] identiﬁed the subclass of proper Łukasiewicz–Moisil algebras as
the algebraic models for the n-valued Łukasiewicz propositional logic. One of the most powerful tools
in the theory of LMn+1-algebras is the Moisil determination principle:
any element x of an LMn+1-algebra L can be characterized using n Boolean elements (called Boolean
nuances) ϕ1(x), . . . , ϕn(x) from C(L),
where C(L) is the Boolean algebra of all complemented elements of L, called the Boolean center of L.
The ﬁrst algebraic structures corresponding to the ℵ0-valued Łukasiewicz logic are the MV-algebras
deﬁned by C.C. Chang in 1958 [2]. In 1977, R. Grigolia [10] introduced n-valued MV-algebras, which
turn out to be also adequate structures for the n-valued Łukasiewicz propositional logic. The relation
between the n-valued MV-algebras and the n-valued Łukasiewicz–Moisil algebras are investigated by
A. Iorgulescu in [11–14].
The n-valued Post algebras were deﬁned in 1942 by P. Rosenbloom [22] as the algebraic structures
corresponding to the many-valued logic introduced by E. Post [20].
The main goal of this paper is to obtain a determination principle for subalgebras of n-valued
Łukasiewicz–Moisil algebras (LMn+1-algebras), MV-algebras (MVn+1-algebras) and Post-algebras (Pn+1-
algebras). To this end, we create a common framework for these algebras, based on the following
result of A. di Nola and A. Lettieri.
Theorem 1.1. (See [7, Section 3].) Denote by BMn+1 the following category:
1. the objects of BMn+1 are pairs (B, R), where B is a Boolean algebra and R ⊆ Bn such that:
(a) (x1, . . . , xn) ∈ R ⇒ x1  · · · xn,
(b) (x1, . . . , xn) ∈ R ⇒ (x∗n, . . . , x∗1) ∈ R,
(c) (x, . . . , x) ∈ R for any x ∈ B,
(d) (x1, . . . , xn), (y1, . . . , yn) ∈ R ⇒ (z1, . . . , zn) ∈ R, where
zi = xi ∨ yi ∨
∨
j+k=i−1
(x j ∧ yk), i ∈ 1,n.
2. If (B1, R1) and (B2, R2) are objects in BMn+1 , then a morphism is a Boolean algebra homomorphism
f : B1 → B2 with the property that
(x1, . . . , xn) ∈ R1 imply
(
f (x1), . . . , f (xn)
) ∈ R2.
Hence, the category BMn+1 is equivalent with the category MVn+1 of MVn+1-algebras. In addition, if (B, R)
is an object of BMn+1 then R can be characterized by a sequence I1(R), . . . , In−1(R) of n− 1 Boolean ideals
of B, such that Ik(R) ∩ Ii−k(R) ⊆ Ii(R) for 2 i  n− 2 and j < i.
We extend this theorem by proving similar categorical equivalences for LMn+1-algebras and Pn+1-
algebras (Theorem 4.9). As a consequence, we can represent any algebra L as an algebra of decreasing
Boolean functions.
Finally, in Section 5 we obtain the determination principle for subalgebras:
any subalgebra S of L can be characterized using a sequence of n Boolean ideals I1(L), . . . , In(L) from the
Boolean center of L.
Conversely, any such sequence of ideals deﬁnes a subalgebra of L and this correspondence is, under
some circumstances, a bijection. Moreover, we can identify the type of the structure by an analysis of
set-theoretical properties of the corresponding sequence of ideals.
In the last section of the paper we apply our principle to characterize σ -completeness: an alge-
bra L is σ -complete if and only if the Boolean ideals I1(L), . . . , In(L) are σ -closed.
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In the following n 1 is a natural number and we denote [n] := {1, . . . ,n}.
2.1. LMn+1-algebras and proper LMn+1-algebras
Deﬁnition 2.1. A Łukasiewicz–Moisil algebra of order n+ 1 (LMn+1-algebra) is a structure
(L,∨,∧, ∗,ϕ1, . . . , ϕn,1)
such that (L,∨,∧, ∗) is a De Morgan algebra and ϕ1, . . . , ϕn are unary operations such that the fol-
lowing properties hold:
(L1) ϕi(x∨ y) = ϕi(x) ∨ ϕi(y),
(L2) ϕi(x) ∨ (ϕi(x))∗ = 1,
(L3) ϕi(ϕ j(x)) = ϕ j(x),
(L4) ϕi(x∗) = (ϕn+1−i(x))∗ ,
(L5) ϕ1(x) · · · ϕn(x),
(L6) if ϕi(x) = ϕi(y) for any i ∈ [n], then x= y,
for any i, j ∈ [n] and x, y ∈ L.
Remark 2.2. The property (L6) is called the determination principle and the system (L1)–(L6) is equiva-
lent to (L1)–(L5), (L7), (L8), where:
(L7) x ϕn(x),
(L8) x∧ (ϕi(x))∗ ∧ ϕi+1(y) y for any i ∈ [n− 1].
Hence, the class of LMn+1-algebras is equational.
Example 2.3. The canonical LMn+1-algebra is the structure
(Ln+1,∨,∧, ∗,ϕ1, . . . , ϕn,1),
where Ln+1 := {0, 1n , . . . , n−1n ,1}, the lattice order is the natural one,
j
n
∗
:= n− j
n
and ϕi
(
j
n
)
=
{
0, if i + j < n+ 1,
1, if i + j  n+ 1
for any 0 j  n and 1 i  n.
Theorem 2.4 (Moisil’s Representation Theorem). Any LMn+1-algebra is isomorphic to a subdirect product of
LMn+1-subalgebras of Ln+1 .
Lemma 2.5. If f ,h : L1 → L2 are LMn+1-algebra homomorphisms such that f (b) = h(b) for any b ∈ C(L1),
then f = h.
Proof. For any x ∈ L1 and for any i ∈ [n] we have
ϕi
(
f (x)
)= f (ϕi(x))= h(ϕi(x))= ϕi(h(x)).
Using the determination principle, it follows that f (x) = h(x). 
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J i(x) := ϕn−i+1(x) ∧ ϕn−i(x)∗ for any i ∈ [n− 1].
Example 2.6. In Ln+1 the operations J i have the following property for any i ∈ [n− 1]:
J i
(
j
n
)
=
{
1, if i = j,
0, otherwise.
For any natural number n 1 we set:
Sn+1 :=
{ {(i, j): j < i, 3 i  n− 1, 1 j  n− 3}, if n 4,
∅, if n < 4,
Tn+1 :=
{ {(i, j): j < i, 2 i  n− 1, 1 j  n− 2}, if n 3,
∅ if n < 3.
The class of proper n-valued Łukasiewicz–Moisil algebras is deﬁned in [4]. We call these structures
Ł-proper, in order to avoid the confusion with the basic terminology from universal algebra.
Deﬁnition 2.7. An Ł-proper LMn+1-algebra is a structure (L, {Fij}(i, j)∈Sn+1 ), where L is an LMn+1-
algebra and {Fij}(i, j)∈Sn+1 is a family of binary operations on L such that
ϕk
(
Fij(x, y)
)=
{
0, if k i − j,
J i(x) ∧ J j(y), if k > i − j, (F)
for any x, y ∈ L, k ∈ [n] and (i, j) ∈ Sn+1.
Remark 2.8. (See [4].) For n 3 can we extend the deﬁnition of Fij for any (i, j) ∈ Tn+1:
F21(x, y) := J2(x) ∧ J1(y) ∧ y∗,
F(n−1)(n−2)(x, y) := Jn−1(x) ∧ Jn−2(y) ∧ x.
It is easy to see that Fij satisfy the condition (F) for any (i, j) ∈ Tn .
As a consequence of the determination principle, the family Fij(i, j)∈Sn+1 , if exists, it is unique. Hence,
saying that L is an Ł-proper LMn+1-algebra, we tacitly understand that the family Fij(i, j)∈Sn+1 is the
only possible one.
Remark 2.9. (See [1, Lemma 9.2.2.9].) If L1 and L2 are Ł-proper LMn+1-algebras and h : L1 → L2 is an
LMn+1-algebra homomorphism, then h is also an Ł-proper LMn+1-algebra homomorphism, i.e.
h
(
Fij(x, y)
)= Fij(h(x),h(y))
for any x, y ∈ L1 and (i, j) ∈ Sn+1.
Remark 2.10. (See [4].) The canonical LMn+1-algebra Ln+1 is Ł-proper, since we can deﬁne the addi-
tional operations as follows:
Fij
(
k
n
,
r
n
)
:=
{
n−i+ j
n , if (k, r) = (i, j),0, otherwise,
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x→ y := x∗ ∨ y ∨
n−1∨
i=1
(
J i(x) ∧ ϕn−i+1(y)
)∨ ∨
(i, j)∈Tn+1
Fij(x, y),
then x→ y =min(1,1− x+ y) which is just the Łukasiewicz implication on Ln+1.
The following well-known example provides an LMn+1-algebra which is not Ł-proper.
Example 2.11 (A. Rose). Consider Kn+1 = {0, 1n , n−1n ,1}, which is obvious an LMn+1-subalgebra of the
canonical LMn+1-algebra Ln+1. If n  4 then Kn+1 is not Ł-proper. Otherwise, Kn+1 should be closed
to the operations {Fij}(i, j)∈Sn+1 deﬁned in Remark 2.10, so Kn+1 should be closed to Łukasiewicz
implication x → y =min(1,1− x+ y). But n−1n → 1n = 2n , which is not in Kn+1 for n 4.
Proposition 2.12. (See [4].) Any Ł-proper LMn+1-algebra is isomorphic to a subdirect product of Ł-proper
LMn+1-subalgebras of Ln+1 .
Deﬁnition 2.13. A Pn+1-algebra is a structure
(
P ,0,1,∨,∧,ϕ1, . . . , ϕn,1, {c1}i∈[n−1]
)
where (P ,∨,∧,ϕ1, . . . , ϕn,1) is an LMn+1-algebra and {ci}i∈[n−1] is a family of constants such that
ϕi(c j) =
{
0, if i + j < n+ 1,
1, if i + j  n+ 1, (P)
for any i ∈ [n] and j ∈ [n− 1].
One can see equivalent deﬁnitions of Pn+1-algebras in [9] and [21].
As a consequence of the determination principle, the family {ci}i∈[n−1] , if exists, it is unique. Hence,
saying that an LMn+1-algebra P is a Pn+1-algebra, we consider that the family {ci}i∈[n−1] is the only
possible one.
Remark 2.14. (See [1, Chapter 4.1].) In any Pn+1-algebra P , the constants {ci}i∈[n−1] satisfy the property
that
c1  · · · cn−1.
If P1 and P2 are Pn+1-algebras and h : P1 → P2 is an LMn+1-algebra homomorphism, then h is also a
Pn+1-algebra homomorphism, i.e.
h
(
c1i
)= c2i for any i ∈ [n− 1],
where {c1i }i∈[n−1] and {c2i }i∈[n−1] are the constant operations of P1 and, respectively, P2.
Remark 2.15. (See [1, Remark 9.2.28].) Any Pn+1-algebra P is an Ł-proper LMn+1-algebra, since the
operations {Fij}(i, j)∈Sn+1 can be deﬁned by
Fij(x, y) := J i(x) ∧ J j(y) ∧ cn−i+ j .
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straightforward that Ln+1 has no proper Pn+1-subalgebras.
Proposition 2.17. (See [1, Corollary 6.1.10].) Any Pn+1-algebra is isomorphic to a subdirect product of copies
of Ln+1 .
2.2. The operations J1, . . . , Jn
Recall that in any LMn+1-algebra L, we deﬁne the auxiliary unary operations J1, . . . , Jn−1 as fol-
lows:
J i(x) := ϕn−i+1(x) ∧ ϕn−i(x)∗ for any i ∈ [n− 1].
From now on, we set Jn(x) := ϕ1(x) for any x ∈ L. The following remark and Lemma 2.19 will
justify such a notation.
Remark 2.18. (a) On Ln+1 the operations {ϕi}i∈[n] and { J i}i∈[n] are deﬁned as follows:
0 1n
2
n . . .
n−1
n 1 0
1
n
2
n . . .
n−1
n 1
ϕ1 0 0 0 . . . 0 1 J1 0 1 0 . . . 0 0
ϕ2 0 0 0 . . . 1 1 J2 0 0 1 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
ϕn−1 0 0 1 . . . 1 1 Jn−1 0 0 0 . . . 1 0
ϕn 0 1 1 . . . 1 1 Jn 0 0 0 . . . 0 1
(b) On LXn+1 the operations {ϕi}i∈[n] and { J i}i∈[n] are deﬁned as follows:
ϕi( f )(x) =
{
1, if f (x) n+1−in ,
0, otherwise,
J i( f )(x) =
{
1, if f (x) = in ,
0, otherwise,
for any i ∈ [n]. Hence if we consider f ∈ LXn+1 a fuzzy subset of X , then ϕi( f ) and J i( f ) are crisp
subsets of X for any i ∈ [n]:
ϕi( f ) =
{
x ∈ X: f (x) n+ 1− i
n
}
, J i( f ) =
{
x ∈ X: f (x) = i
n
}
.
Lemma 2.19. In any LMn+1-algebra L, the following properties hold:
(a) ϕi(x) =∨nk=n−i+1 Jk(x) for any i ∈ [n],
(b) if i = j ∈ [n], then J i(x) ∧ J j(x) = 0,
(c) x ∈ C(L) iff J i(x) = 0 for i ∈ [n− 1] and Jn(x) = x,
(d) determination principle:
x = y iff J i(x) = J i(y) for any i ∈ [n].
Proof. (a) follows by induction on i ∈ [n].
(b) If i < j ∈ [n− 1] we have ϕn− j+1(x) ϕn−i(x), hence
J i(x) ∧ J j(y) = ϕn− j+1(x) ∧ ϕn−i(x)∗ = 0.
If j = n then J i(x) ∧ Jn(y) = ϕ1(x) ∧ ϕn−i(x)∗ = 0.
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implication we use (a) and we infer that ϕi(x) = x for any i ∈ [n], so x ∈ C(L).
(d) follows by (a) and (L6). 
Lemma 2.20. In any LMn+1-algebra L the following properties hold for any x, y ∈ L and i ∈ [n− 1]:
(a) J i(x) ∈ C(L),
(b) J i(x) = Jn−i(x∗),
(c) J i(x∨ y) = ( J i(x) ∧ ϕn−i(y)∗) ∨ ( J i(y) ∧ ϕn−i(x)∗),
(d) J i(x∧ y) = ( J i(x) ∧ ϕn−i+1(y)) ∨ ( J i(y) ∧ ϕn−i+1(x)),
(e) ϕn−i+1(x) = J i(x) ∨ ϕn−i(x).
Proof. (a) follows by (L2).
(b) follows by (L4).
(c) For any x, y ∈ L we have:
J i(x∨ y) = ϕn−i+1(x∨ y) ∧
(
ϕn−i(x) ∨ ϕn−i(y)
)∗
= (ϕn−i+1(x) ∨ ϕn−i+1(y))∧ (ϕn−i(x))∗ ∧ (ϕn−i(y))∗
= ( J i(x) ∧ ϕn−i(y)∗)∨ ( J i(y) ∧ ϕn−i(x)∗).
(d) For any x, y ∈ L we have:
J i(x∧ y) = ϕn−i+1(x∧ y) ∧
(
ϕn−i(x) ∧ ϕn−i(y)
)∗
= (ϕn−i+1(x) ∧ ϕn−i+1(y))∧ (ϕn−i(x))∗ ∨ (ϕn−i(y))∗
= ( J i(x) ∧ ϕn−i+1(y))∨ ( J i(y) ∧ ϕn−i+1(x)).
(e) Using (L2) and (L5) it follows that
J i(x) ∨ ϕn−i(x) =
(
ϕn−i+1(x) ∨ ϕn−i(x)
)∧ (ϕn−i(x)∗ ∨ ϕn−i(x))
= ϕn−i+1(x) ∨ ϕn−i(x) = ϕn−i+1(x). 
Lemma 2.21. If L is an LMn+1-algebra, then
ϕk
(
J i(x) ∧ x
)= J i(x) ∧ ϕk(x) =
{
0, if k n− i,
J i(x), if k > n− i,
for any x ∈ L, i ∈ [n] and k ∈ [n].
Proof. The equality is obvious for i = n. If i ∈ [n − 1] and k  n − i then ϕk(x) ϕn−i(x), so ϕk(x) ∧
ϕn−i(x)∗ = 0 and J i(x) ∧ ϕk(x) = 0. Otherwise, ϕk(x) ϕn−i+1(x), so it is straightforward that J i(x) ∧
ϕk(x) = J i(x). 
Lemma 2.22. If L is an Ł-proper LMn+1-algebra, then
Jk
(
Fij(x, y)
)=
{
J i(x) ∧ J j(y), if k = n− i + j,
0, otherwise,
for any x, y ∈ L, (i, j) ∈ Sn+1 and k ∈ [n− 1].
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k < n − i + j then n − k > i − j, so ϕn−k(Fij(x, y)) = ϕn−k+1(Fij(x, y)) = J i(x) ∧ J j(y). It follows that
Jk(Fij(x, y)) = 0. Finally, if k = n− i+ j then ϕn−k(Fij(x, y)) = 0, so Jk(Fij(x, y)) = ϕn−k+1(Fij(x, y)) =
J i(x) ∧ J j(y). 
2.3. The algebra DF(n, B)
We present the construction of a special LMn+1-algebra, namely the algebra of decreasing functions.
Let (B,∨,∧,∗ ,0,1) be a Boolean algebra. For any x ∈ Bn , xi denotes the ith component of x. Thus,
x= (x1, . . . , xn), 0= (0, . . . ,0) and 1= (1, . . . ,1).
Remark 2.23 (The algebra of decreasing functions DF(n, B)). Let us deﬁne
DF(n, B) = {(x1, . . . , xn) ∈ Bn: x1  · · · xn}
and, for any x ∈ DF(n, B), consider the unary operations
x∗ := (x∗n, . . . , x∗1), (1)
ϕi(x) := (xn−i+1, . . . , xn−i+1) for any i ∈ [n]. (2)
The structure DF(n, B)lm := (DF(n, B),∨,∧, ∗,ϕ1, . . . , ϕn,1) is an LMn+1-algebra, where the lattice
operations are deﬁned on components [1].
Remark that C(DF(n, B)) = {(x, . . . , x) ∈ Bn: x ∈ B}  B and, for any x ∈ DF(n, B) and i ∈ [n− 1],
J i(x) =
(
xi ∧ x∗i+1, . . . , xi ∧ x∗i+1
)
. (3)
Let h : B1 → B2 be a Boolean algebra homomorphism. Then h# : D(B1) → D(B2) deﬁned by
h#(x) = (h(x1), . . . ,h(xn))
is obvious an LMn+1-algebra homomorphism.
If we further deﬁne the constants
c i :=
(
1, . . . ,
i
1,0, . . . ,0
)
for any i ∈ [n− 1], (4)
then DF(n, B)lm becomes a Pn+1-algebra. By Remark 2.15 it follows that DF(n, B)lm is a proper LMn+1-
algebra, where the operations Fij are deﬁned by:
Fij(x, y) = J i(x) ∧ J j(y) ∧ cn−i+ j, (5)
for any (i, j) ∈ Sn+1.
We further deﬁne the function:
γL : L −→ D
(
C(L)
)
lm,
γL(x) :=
(
ϕn(x), . . . , ϕ1(x)
)
for any x ∈ L.
Proposition 2.24. (See [1].) For any LMn+1-algebra L the following properties hold:
(a) γL is an injective homomorphism of LMn+1-algebras,
(b) γL is an isomorphism iff L is a Pn+1-algebra.
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An MV-algebra is a structure (A,⊕, ∗,0), where ⊕ is a binary operation, ∗ is a unary operation and
0 is a constant such that the following properties hold for any x, y ∈ A:
(M1) (A,⊕,0) is an abelian monoid,
(M2) (x∗)∗ = x,
(M3) 0∗ ⊕ x = 0∗ ,
(M4) (x∗ ⊕ y)∗ ⊕ y = (y∗ ⊕ x)∗ ⊕ x.
If we deﬁne the constant 1 := 0∗ and the auxiliary operations , ∨ and ∧ by
x y := (x∗ ⊕ y∗)∗, x∨ y := x⊕ (y  x∗), x∧ y := x (y ⊕ x∗),
then (A,,1) is an abelian monoid and the structure (A,∨,∧, ∗,1) is a De Morgan algebra.
Let A be an MV-algebra and k a natural number. For any element x ∈ A, we deﬁne inductively kx
and xk as follows:
0x := 0, x0 := 1,
(k + 1)x := (kx) ⊕ x, xk+1 := (xk) x.
Deﬁnition 3.1. (See [10].) An MV-algebra (A,⊕, ∗,0) is an MVn+1-algebra if, in addition, the following
axioms hold:
(M5) (n+ 1)x = nx,
(M6) [( jx)  (x∗ ⊕ (( j − 1)x)∗)]n = 0,
for any x ∈ A and 1< j < n such that j does not divide n.
Example 3.2. The canonical MVn+1-algebra is the structure
(Ln+1,0,⊕, ∗),
where x ⊕ y := min(1, x + y) and x∗ := 1− x for any x ∈ Ln+1. We recall that the Łukasiewicz impli-
cation is
x → y = x∗ ⊕ y =min(1,1− x+ y).
Theorem 3.3 (Grigolia’s Representation Theorem). (See [10].) Any MVn+1-algebra is isomorphic to a subdirect
product of MVn+1-subalgebras of Ln+1 .
3.1. MVn+1-algebras are Ł-proper LMn+1-algebras
A family {τi(x)}i∈[n] of unary terms in the language of MVn+1-algebras is said to be canonical if
τi,Ln+1 = ϕi for any i ∈ [n], where τi,Ln+1 is the term function of τi on Ln+1 and ϕi are the canonical
operations from Example 2.3.
As we shall see, any MVn+1-algebra L has a structure of LMn+1-algebra. There exists more than one
deﬁnition for the Boolean nuances ϕ1, . . . , ϕn . The following result shows that there is only one family
of canonical term functions which, added to an MVn+1-algebra, provide an LMn+1-algebra structure.
Proposition 3.4. If {τi(x)}i∈[n] is a canonical family of unary terms in the language of MVn+1-algebras, then
the following properties hold:
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(A,∨,∧,∗ ,1, τ1,A, . . . , τn,A)
is an LMn+1-algebra,
(b) if {σi(x)}i∈[n] is another canonical family of unary terms in the language of MVn+1-algebras, then
τi,A = σi,A for any MVn+1-algebra A.
Proof. Let A be an MVn+1-algebra. By Theorem 3.3, there exists an isomorphism h : A → C such that
C is a subdirect product of a family {Ak}k∈K , where Ak are MVn+1-subalgebras of Ln+1 for any k ∈ K .
(a) Remark that h(τi,A(x)) = τi,C (h(x)) and τi,C is deﬁned on components, so it suﬃces to verify
that the LMn+1-algebra equations hold in Ak for any k ∈ K . Remark that Ak are closed to the opera-
tions τi,Ln+1 , since Ak are MVn+1-subalgebras and τi are terms in the language of MVn+1-algebras. By
hypothesis, τi,Ln+1 = ϕi for any i ∈ [n], so it follows that the LMn+1-algebra equations hold in Ak for
any k ∈ K , since they hold in Ln+1. Hence, the LMn+1-algebra equations hold in A, which becomes an
LMn+1-algebra.
(b) Since τi,Ln+1 = σi,Ln+1 = ϕi , it follows that τi,Ak = σi,Ak for any k ∈ K . The intended conclusion
is straightforward. 
Deﬁnition 3.5. (See [7].) For any MVn+1-algebra A and for any x ∈ A we consider the following unary
functions:
F0,i(x) := x (ix) for i > 0,
F0,1,i(x) :=
(
F0,1(x) ⊕ · · · ⊕ F0,i−1(x)
) F0,i(x) for i > 1,
F0,...,r,i(x) :=
(
F0,...,r−1,r(x) ⊕ · · · ⊕ F0,...,r−1,i−1(x)
) F0,...,r−1,i(x) for i > r.
π1(x) := nx, π2(x) :=
n−1∑
i=1
F0,i(x),
· · ·
πk+1(x) :=
n−1∑
i=k
F0,...,k−1,i(x),
· · ·
πn(x) := F0,...,n−2,n−1(x).
Deﬁnition 3.6. (See [12].) For any MVn+1-algebra A and for any x ∈ A we consider the following unary
functions:
rn(x) := nx,
rn+1−i(x) :=
{
r1(li x), if li i  n,
rn+1−li i(li x), if li i < n,
for 1< i 
[
n+ 1
2
]
and li :=max
{
k: k(i − 1) < n},
ri(x) :=
(
rn+1−i(x∗)
)∗
for 1 i 
[
n+ 1
2
]
.
Deﬁnition 3.7. (See [21].) For any MVn+1-algebra A and for any x ∈ A we consider the following unary
functions:
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p0,m(x) := 0 for any m 1,
pn+1,m(x) :=
(
pn,m(x) ⊕ x
) pn,m−1(x),
si(x) := pn,n+1−i(x) for any i ∈ [n].
Remark 3.8. On Ln+1, for any i ∈ [n] we have
ri = si = πn−i+1 = ϕi,
where ϕ1, . . . , ϕn are the operations deﬁned in Example 2.3. The equality πn−i+1 = ϕi is proved in [6],
the equality si = ϕi is proved in [21] and the equality ri = ϕi is proved in [12].
Lemma 3.9. If A is an MVn+1-algebra, then the following properties hold:
(a) (A,1,∨,∧,∗ ,πn, . . . ,π1) is an LMn+1-algebra,
(b) (A,1,∨,∧,∗ , r1, . . . , rn) is an LMn+1-algebra,
(c) (A,1,∨,∧,∗ , s1, . . . , sn) is an LMn+1-algebra.
Proof. By Proposition 3.4(a). One can also see [8] for (a), [12] for (b) and [21] for (c). 
Proposition 3.10. For any MVn+1-algebra A, for any i ∈ [n] and for any x ∈ A,
ri(x) = si(x) = πn−i+1(x).
Proof. By Proposition 3.4(b). 
For any MVn+1-algebra (A,⊕, ∗,0), we denote
Aπ := (A,1,∨,∧, ∗,πn, . . . ,π1).
Lemma 3.11. (See [6,7].) For any MV-algebra A, for any x, y ∈ A and for any i ∈ [n]
πi(x⊕ y) = πi(x) ⊕πi(y) ⊕
⊕
k+l=i−1
(
πk(x) πl(y)
)
= πi(x) ∨πi(y) ∨
∨
k+l=i−1
(
πk(x) πl(y)
)
.
In the following we establish the correspondence between MVn+1-algebras and Ł-proper LMn+1-
algebras. The following results will be expressed categorically in a subsequent section.
If (L, Fij (i, j)∈Sn+1 ) is an Ł-proper LMn+1-algebra then we deﬁne
x⊕pr y := x∨ y ∨
n−1∨
i=1
(
J i(x
∗) ∧ ϕn−i+1(y)
)∨ ∨
(i, j)∈Tn+1
Fij(x
∗, y), (6)
for any x, y ∈ L and we denote L⊕ := (L,⊕pr, ∗,0).
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x⊕ y = x⊕pr y, Fij(x, y) = (x∗ ⊕ y) ∧ J i(x) ∧ J j(y),
for any x, y ∈ A.
Proof. By Proposition 3.10 and [14, Theorem 8.19]. 
Proposition 3.13. If (L, Fij (i, j)∈Sn+1 ) is an Ł-proper LMn+1-algebra then L⊕ is an MVn+1-algebra and
ϕi = πn−i+1 for any i ∈ [n],
where π1, . . . ,πn are the deﬁned in L⊕ following Deﬁnition 3.5.
Proof. By Proposition 3.10 and [14, Theorem 8.16]. 
Corollary 3.14. For any Ł-proper LMn+1-algebra L and for any MVn+1-algebra A we have
L = (L⊕)π ,
A = (Aπ )⊕.
3.2. The MVn+1-algebra DF(n, B)
Let B be a Boolean algebra. Since the algebra DF(n, B) is an Ł-proper LMn+1-algebra, one can deﬁne
the operation ⊕pr by 6 in order to obtain an MVn+1-algebra structure.
Proposition 3.15. If x, y, z ∈ DF(n, B) such that x⊕pr y = z, then
zi = xi ∨ yi ∨
∨
j+k=i−1
(x j ∧ yk) for any i ∈ [n]. (7)
Proof. Let x, y and z in DF(n, B) such that z = x ⊕ y. If π1, . . . ,πn are the unary operations from
Deﬁnition 3.5 then, by Proposition 3.4 πi = ϕn−i+1 for any i ∈ [n]. Hence, by Lemma 3.11 it follows
that
πi(z) = πi(x⊕ y) = πi(x) ∨πi(y) ∨
∨
k+l=i−1
(
πk(x) ∧πl(y)
)
.
Since πi(z) = ϕn−i+1(z) = (zi, . . . , zi), we get
zi = xi ∨ yi ∨
∨
j+k=i−1
(x j ∧ yk),
for any i ∈ [n]. 
Remark 3.16. The structure DF(n, B)mv := (DF(n, B),⊕pr, ∗,0) is an MVn+1-algebra, and
(
DF(n, B)mv
)
π
= DF(n, B)lm.
For any Boolean algebra homomorphism h : B1 → B2, it is obvious that h#, deﬁned as in Section 2.3,
is an MVn+1-algebra homomorphism.
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ing sequences with n elements from a Boolean algebra. The following proposition express the same
idea, but we want to better emphasize the role of the algebras DF(n, B).
If (A,⊕, ∗,0) is an MVn+1-algebra, denote γA := γAπ .
Proposition 3.17. For any MVn+1-algebra A, γA : A → DF(n,C(A))mv is an injective MVn+1-algebra homo-
morphism.
Proof. By Theorem 2.24, γA commutes with the LMn+1-algebra operations. Since the MVn+1-algebra
operation ⊕ can be polynomially deﬁned using the LMn+1-algebra operations, the intended conclusion
is straightforward. 
4. Categorical settings—a unifying framework
As a consequence of Propositions 2.24 and 3.17, we can assert that an algebra L (which can be
LMn+1-algebra, MVn+1-algebra and Pn+1-algebra) is, up to an isomorphism, a subalgebra of DF(n, B)
for some Boolean algebra B . Hence, a structure is completely determined by a Boolean algebra B and
a subalgebra R  DF(n, B) which has a similar type as the initial structure. In this section, we express
these ideas by using the language of the category theory.
In the following, we use the following notation:
LMn+1 := the category of LMn+1-algebras,
pLMn+1 := the category of Ł-proper LMn+1-algebras,
MVn+1 := the category of MVn+1-algebras,
Postn+1 := the category of Pn+1-algebras,
Bool := the category of Boolean algebras,
where the morphisms of each category are the corresponding homomorphisms.
Consider the following diagram: where ↪→ denotes inclusion functors and I , E , F1, F2, F3 are the
MVn+1
F3↗ I1↓↑I2 ↘F2
Postn+1 2↪→ pLMn+1 1↪→LMn+1
E↘ ↗F1
Bool
Fig. 1.
functors deﬁned as follows:
• I1(A) := Aπ for any MVn+1-algebra A,
I1(h) := h for any MVn+1-algebra homomorphism h,
• I2(L) := L⊕ for any Ł-proper LMn+1-algebra L,
I2(h) := h for any LMn+1-algebra homomorphism h,
• E(P ) := C(P ) for any Pn+1-algebra P ,
E(h) := h|C(P ) for any Pn+1-algebra homomorphism h,
• F1(B) := DF(n, B)lm for any Boolean algebra B ,
F1(h) := h# for any Boolean algebra homomorphism h,
• F2(A) := Aπ for any MVn+1-algebra A,
F2(h) := h for any MVn+1-algebra homomorphism h,
• F3(P ) := P⊕ for any Pn+1-algebra P ,
F3(h) := h for any Pn+1-algebra homomorphism h.
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subcategory of D and the inclusion functor C ↪→ D which, in this case, is full, faithful and it has
also a left adjoint. The following theorem just expresses in the language of the category theory the
complex interactions between our structures, as presented in Sections 2 and 3.
Theorem 4.1. Considering the categories and functors from Fig. 1, the following properties hold:
(a) pLMn+1 is a reﬂective subcategory of LMn+1 ,
(b) Postn+1 is a reﬂective subcategory of pLMn+1 ,
(c) I1 and I2 establish a categorical isomorphism,
(d) E establishes a categorical equivalence,
(e) Fi is fully faithful and has a left adjoint for any i ∈ [3].
Consider now the following functors, where BMn+1 is the category deﬁned in Theorem 1.1:
E2 :MVn+1 → BMn+1 and G2 :BMn+1 → MVn+1,
E2(A) :=
(
C(A), γA(A)
)
for any MVn+1-algebra A,
E2(h) := h|C(A1) for any MVn+1-algebra homomorphism h : A1 → A2,
G2(B, R) := R for any object (B, R) of BMn+1,
G2( f ) := f #|R1 for any morphism f : (B1, R1) → (B2, R2) in BMn+1,
where γA is the homomorphism deﬁned in Section 2.3.
Theorem 4.2. (See [7].) The functors E2 and G2 establish a categorical equivalence between MVn+1 and
BMn+1 .
In the following we extend the categorical equivalence from Theorem 4.2 in order to deﬁne
a common categorical framework for the three structures involved in this study: LMn+1-algebras,
MVn+1-algebras and Pn+1-algebras. The main goal is to deﬁne two new categories BLn+1 and BPn+1
such that the below diagram has the following properties:
Postn+1 F3→ MVn+1 F2→ LMn+1
E3 ↓↑ G3 E2 ↓↑ G2 E1 ↓↑ G1
BPn+1 r2↪→ BMn+1 r1↪→ BLn+1
Fig. 2.
• Ei and Gi establish categorical equivalences for any i ∈ [3],
• F2, F3 are the fully faithful, right adjoint functors deﬁned in the previous section,
• ri↪→ denotes inclusion functors of reﬂective subcategories for any i ∈ [2],
• the functors ri↪→ and Ei ◦ Fi+1 ◦ Gi+1 are isomorphic for any i ∈ [2].
Remark 4.3. A Pn+1-algebra P has no Pn+1-subalgebras S such that S = P and C(S) = C(P ). This is
a consequence of [1, Proposition 4.2.9].
Remark 4.4. It is straightforward that the objects of BMn+1 can be equivalently characterized as
pairs (B, R), where B is a Boolean algebra and R ⊆ DF(n, B) is an MVn+1-subalgebra of DF(n, B)mv
such that C(R) = C(DF(n, B)). Consequently, a morphism f : (B1, R1) → (B2, R2) in BMn+1 is just
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the following deﬁnition.
Let BLn+1 be the following category:
1. the objects are pairs (B, L), where B is a Boolean algebra and L  DF(n, B) is an LMn+1-subalgebra
of DF(n, B)lm such that C(L) = C(DF(n, B)),
2. if (B1, L1) and (B2, L2) are objects in BLn+1, then a morphism
f : (B1, L1) → (B2, L2)
is a Boolean algebra homomorphism f : B1 → B2 such that f #(L1) ⊆ L2.
We further consider the functors
E1 :LMn+1 → BLn+1 and G1 :BLn+1 → LMn+1, where
E1(L) :=
(
C(L), γL(L)
)
for any LMn+1-algebra L,
E1(h) := h|C(L1) for any LMn+1-algebra homomorphism h : L1 → L2,
G1(B, L) := L for any object (B, L) of BLn+1,
G1( f ) := f #|L1 for any morphism f : (B1, L1) → (B2, L2) in BLn+1.
Straightforward calculations show that the functors E1 and G1 are well deﬁned.
Proposition 4.5. The functors E1 and G1 establish a categorical equivalence between LMn+1 and BLn+1 .
Proof. We prove that G1 is fully faithful and L  G1(E1(L)) for any LMn+1-algebra L. If
f ,h : (B1, L1) → (B2, L2) are two morphisms in BLn+1 such that G1( f ) = G1(h), then f #|L1 = h#|L1 .
It follows that f #(b) = h#(b) for any b ∈ C(L1) = C(D(B1)). This implies that f (b) = h(b) for any
b ∈ B1, so f = h. Thus, G1 is faithful. In order to prove that G1 is full, let (B1, L1) and (B2, L2) be two
objects of BLn+1 and h : L1 → L2 an LMn+1-algebra homomorphism. Recall that h(C(L1)) ⊆ C(L2) and
C(Li) = C
(
D(Bi)
)= {(b, . . . ,b): b ∈ Bi} Bi
for any i ∈ [2]. Consider f : B1 → B2 be deﬁned by
f (b1 = b2) iff h
(
(b1, . . . ,b1)
)= (b2, . . . ,b2)
for any b1 ∈ B1 and b2 ∈ B2. It is straightforward that f is a Boolean algebra homomorphism such
that f #(b) = h(b) for any b ∈ C(D(B1)). Denote by ι : L2 → D(B2)lm the inclusion of L2 in D(B2)lm .
Hence
f #
∣∣
L1
, ι ◦ h : L1 → D(B2)
are LMn+1-algebra homomorphisms which coincide on C(L1) = C(D(B1)). By Lemma 2.5, f #(x) =
ι(h(x)) for any x ∈ L1. Thus, f #(L1) = h(L1) ⊆ L2 so f : (B1, L1) → (B2, L2) is a morphism in BLn+1
such that G1( f ) = h. We only have to prove that L  G1(E1(L)), i.e. L  γL(L), which is obvious by
Proposition 2.24(a). 
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(a) R is an Ł-proper LMn+1-subalgebra of the Ł-proper LMn+1-algebra DF(n, B)lm,
(b) R is an MVn+1-subalgebra of DF(n, B)mv ,
(c) R is closed to the operations ∗ and ⊕ deﬁned by (1) and (7),
(d) R is closed to the operations ϕk and Fij deﬁned by (2) and (5) for any k ∈ [n] and (i, j) ∈ Sn.
Proof. (a) ⇔ (d) and (b) ⇔ (c) are straightforward.
(a) ⇔ (b) is a direct consequence of the fact that (DF(n, B)lm)⊕ = DF(n, B)mv and (DF(n, B)mv )π =
DF(n, B)lm . 
Corollary 4.7. The category BMn+1 is a full subcategory of BLn+1 .
Proof. By Proposition 4.6 and Remark 2.9. 
Lemma 4.8. If (B, L) is an object in BLn+1 , then the following are equivalent:
(a) L is a Pn+1-subalgebra of DF(n, B),
(b) L = DF(n, B).
Proof. It is straightforward by Remark 4.3. 
Denote by BPn+1 the full subcategory of BLn+1 whose objects are pairs (B,DF(n, B)). It is obvious
that BPn+1 is a full subcategory of BMn+1. Moreover, by Proposition 2.24, the following functors E3
and G3 establishes a categorical equivalence between the categories Postn+1 and BPn+1:
E3 :LMn+1 → BLn+1 and G1 :BLn+1 → LMn+1, where
E3(P ) :=
(
C(P ), D
(
C(P )
))
for any Pn+1-algebra P ,
E3(h) := h|C(P1) for any Pn+1-algebra homomorphism h : P1 → P2,
G3
(
B,DF(n, B)
) := DF(n, B) for any object (B,DF(n, B)) of BPn+1,
G3( f ) := f # for any morphism f :
(
B1, D(B1)
)→ (B2, D(B2)) in BPn+1.
Theorem 4.9. The following properties hold:
(a) the functors Ei and Gi establish categorical equivalences for i ∈ [3],
(b) the functors
ri
↪→ and Ei ◦ Fi+1 ◦ Gi+1 are isomorphic for any i ∈ [2],
(c) the category BMn+1 is a reﬂective subcategory of BLn+1 ,
(d) the category BPn+1 is a reﬂective subcategory of BMn+1 .
Proof. (a) is straightforward by Proposition 4.5 and Theorem 4.2.
(b) For i = 1, let (B, R) be an object in BMn+1. We have
E1
(
F2
(
G2(B, R)
))= E1(F2(R))= E1(Rπ ) = (C(Rπ ),γRπ (Rπ ))= (C(R), γR(R)).
Since C(R) = C(DF(n, B)), it follows that C(R) and B are isomorphic Boolean algebras. By Propo-
sition 3.17, γR(R) and R are isomorphic MVn+1-algebras. Hence, E1(F2(G2(B, R)))  (B, R), so the
functors
r1
↪→ and E1 ◦ F2 ◦ G2 are isomorphic. If i = 2 the proof is similar.
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S
(
(B, L)
) := the MVn+1-subalgebra generated by L in DF(n, B)mv ,
S(h) := h#|S(L1),
where (B, L) is an object in BLn+1 and h : (B1, L1) → (B2, L2) is a morphism in BLn+1. One can
easily prove that S is a left adjoint for
r1
↪→.
(d) is similar to the proof of Theorem 4.1(b). 
5. The determination principle for subalgebras
Let L be an LMn+1-algebra, an MVn+1-algebra or a Pn+1-algebra. The categorical equivalence from
Fig. 2 allows us to represent L as a pair (B, S), where B is a Boolean algebra and S  DF(n, B). Hence,
S is still an n-valued structure. We want to further characterize S using just some Boolean entities.
We saw that, in the theory of LMn+1-algebras, an element can be uniquely characterized by its
boolean nuances ϕ1, . . . , ϕn . This principle does not function when we simply apply ϕ1, . . . , ϕn to
subalgebras: if we consider the LMn+1-algebras Kn+1 and Ln+1 from Example 2.11 then ϕi(Kn+1) =
ϕi(Ln+1) = {0,1} for any i ∈ I . Remark that there are two forms of this determination principle:
(L6), which is usually met in literature, and the form stated by Lemma 2.19(d), where the opera-
tions ϕ1, . . . , ϕn are replaced with the operations J1, . . . , Jn . Using the operations J1, . . . , Jn instead
of ϕ1, . . . , ϕn we characterize the LMn+1-subalgebras by a sequence of Boolean ideals. Moreover, we
identify special sequences which correspond to Ł-proper subalgebras (MVn+1-subalgebras) and Pn+1-
subalgebras.
For a Boolean algebra B , let Id(B) be the set of all the Boolean ideals of B .
Deﬁnition 5.1. Let B be a Boolean algebra and I1, . . . , In ⊆ Id(B). The sequence I= (I1, . . . , In) will be
called n-symmetric if the following conditions are satisﬁed:
(1) In is a Boolean subalgebra of B ,
(2) Ii = In−i for any i ∈ [n− 1].
Denote by Symn(B) the set of all n-symmetric families of ideals of B .
If I and K are two families from Symn(B) then I⊆ K will mean that Ii ⊆ Ki for any i ∈ [n]. We say
that a sequence I ∈ Symn(B) is constant if Ii = I j for any i, j ∈ [n].
If L is an LMn+1-algebra and S is an LMn+1-subalgebra of L then we deﬁne:
J (S) := { J1(S), . . . , Jn(S)}, where
J i(S) :=
{
J i(x): x ∈ S
}
for any i ∈ [n].
In the sequel, L is a ﬁxed LMn+1-algebra.
Proposition 5.2. If S is an LMn+1-subalgebra of L, the following properties hold:
(a) Jn(S) = C(S),
(b) J i(S) ∈ Id(C(S)) for any i ∈ [n− 1],
(c) JL(S) ∈ Symn(C(L)).
Proof. (a) is obvious, since Jn(S) = ϕ1(S) = C(S).
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have to prove that J i(S) is a Boolean ideal of C(S). Suppose that x, y ∈ C(S), y  x and x ∈ J i(S).
Hence x = J i(z) for some z ∈ S and, by Lemma 2.20(d) and (a), we have:
J i(y ∧ z) =
(
J i(z) ∧ y
)∨ ( J i(y) ∧ ϕn−i+1(z))= x∧ y = y.
Since z ∈ S and y ∈ C(S), it follows that z ∧ y ∈ S , so y ∈ J i(S). Now we suppose that x, y ∈ J i(S).
Hence, there are z, t ∈ S such that x = J i(z) and y = J i(t). If a = (z ∧ J i(z)) ∨ (t ∧ J i(t)) then, by
Lemma 2.21 we get:
ϕn−i(a) = 0,
ϕn−i+1(a) = J i(z) ∨ J i(t) = x∨ y,
so J i(a) = x∨ y. Since z, t ∈ S and x, y ∈ C(S), it follows that x∨ y ∈ Ii(S).
(c) follows by Lemma 2.20(b). 
For a sequence I= (I1, . . . , In) ∈ Symn(C(L)), we deﬁne
SL(I) :=
{
x ∈ L: J i(x) ∈ Ii for any i ∈ [n]
}
.
Proposition 5.3. If I= (I1, . . . , In) ∈ Symn(C(L)), then S = SL(I) is an LMn+1-subalgebra of L and C(S) = In.
Proof. We use the properties from Lemma 2.20. If x ∈ C(L) then J i(x) = 0 ∈ Ii for any i ∈ [n − 1] and
Jn(x) = ϕ1(x) = x. It is straightforward that the following property holds:
for any x ∈ C(L) we have x ∈ S iff x ∈ In. (∗)
We get In ⊆ S , so 0 ∈ S . If x ∈ S , then J i(x) ∈ Ii ⊆ In for any i ∈ I . By Lemma 2.19(a) and the fact that
In is a Boolean subalgebra, we have ϕk(x) ∈ In ⊆ S for any k ∈ [n]. It remains to prove that S is closed
to ∗ and ∧ operations. If x ∈ S then J i(x) ∈ Ii for any i ∈ [n − 1]. By Lemma 2.20(b) and the fact that
I is symmetrical, we infer that Jn−i(x∗) ∈ In−i for any i ∈ [n−1]. Moreover, Jn(x∗) = ϕ1(x∗) = ϕn(x) ∈
In ⊆ S as we proved before. It follows that x ∈ S implies x∗ ∈ S . Now, suppose that x, y ∈ S . Hence
J i(x) ∨ J i(y) ∈ Ii for any i ∈ [n]. For i ∈ [n− 1], by Lemma 2.20(d) we have
J i(x∧ y) =
(
J i(x) ∧ ϕn−i+1(y)
)∨ ( J i(y) ∧ ϕn−i+1(x)).
We get J i(x∧ y) ∈ In and J i(x∧ y) J i(x)∨ J i(y), so J i(x∧ y) ∈ Ii for any i ∈ [n−1]. Since Jn(x∧ y) =
ϕ1(x∧ y) = ϕ1(x)∧ ϕ1(y) = Jn(x)∨ Jn(y) ∈ In , we proved that S is closed to ∧ operation. Hence S is
an LMn+1-subalgebra of L and, by (∗), C(S) = In . 
Proposition 5.4. For any LMn+1-subalgebra S of L and for any symmetric sequence I ∈ Symn(C(L)) we have:
(a) S = SL(JL(S)),
(b) JL(SL(I)) ⊆ I.
Proof. (a) If x ∈ S , then J i(x) ∈ J i(S) for any i ∈ [n], so x ∈ SL(JL(S)). We proved that S ⊆ SL(JL(S)).
For the converse inclusion, suppose that x ∈ SL(JL(S)). It follows that J i(x) ∈ J i(S) for any i ∈ [n].
Thus, for any i ∈ [n− 1] there exists an element sxi ∈ S such that J i(x) = J i(sxi ). By Lemma 2.20(e), we
get ϕn−i+1(x) = J i(sxi ) ∨ ϕn−i(x) for any i ∈ [n− 1]. This means that
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(
sxn−1
)∨ ϕ1(x),
ϕ3(x) = Jn−2
(
sxn−2
)∨ ϕ2(x),
.
.
.
ϕn−1(x) = J2
(
sx2
)∨ ϕn−2(x),
ϕn(x) = J1
(
sx1
)∨ ϕn−1(x).
By induction on 2 k n one can easily prove that
ϕk(x) = ϕ1(x) ∨
n−1∨
i=n−k+1
J i
(
sxi
)
.
Consider now s := ϕ1(x) ∨ ∨n−1i=1 ( J i(sxi ) ∧ sxi ). By Proposition 5.3, C(SL(JL(S))) = Jn(S) = C(S), so
ϕ1(x) ∈ C(S). Since sxi ∈ S for any i ∈ [n− 1], it follows that s ∈ S . By Lemma 2.21 it is straightforward
that ϕk(s) = ϕk(x) for any k ∈ [n], so x = s ∈ S .
(b) We remark that J i(SL(I)) = { J i(x): x ∈ SL(I)} for any i ∈ [n]. But x ∈ SL(I) implies J i(x) ∈ Ii for
any i ∈ [n]. We proved that J i(SL(I)) ⊆ Ii for any i ∈ [n], so JL(SL(I)) ⊆ I. 
Let us denote with Subn(L) the set of all LMn+1-subalgebras of L. The following theorem is our
version of a determination principle for subalgebras. It asserts that the n “Boolean nuances” of an
algebra are Boolean ideals of its Boolean center. Remark that we can start with L being an MVn+1-
algebra or a Pn+1-algebra as well. In this case L has also a uniquely determined structure of LMn+1-
algebra (as proved in Section 3) and, in consequence, we can consider the LMn+1-subalgebras of L.
Theorem 5.5 (Determination principle for subalgebras). Let L be an LMn+1-algebra, an MVn+1-algebra or a
Pn+1-algebra. If Q , S ∈ Subn(L) then
J i(Q ) = J i(S) for any i ∈ [n] implies Q = S.
Proof. By Proposition 5.4(a). 
Remark 5.6. Assume that the maps
JL : Subn(L) → Symn
(
C(L)
)
and SL : Symn
(
C(L)
)→ Subn(L)
are deﬁned as above. By Proposition 5.4 it follows that JL is injective and SL is surjective.
In the following, we provide examples showing that JL and SL are not generally bijective.
For a ﬁxed LMn+1-algebra L, we denote
CL =
(
C(L), . . . ,C(L)︸ ︷︷ ︸
n
)
,
which is obviously an n-symmetric sequence and we have SL(CL) = L.
Example 5.7. (1) If L = Kn+1 from Example 2.11, then J (Kn+1) = { J i(Kn+1)}i∈[n−1] , where J1(Kn+1) =
Jn−1(Kn+1) = Jn(Kn+1) = {0,1} and J i(Kn+1) = {0} for 1 < i < n − 1. In this case, the function SL is
not injective, since L = SL(J (L)) = SL(CL), but J i(L) ⊂ C(L) for 1< i < n− 1.
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a P5-algebra. One can see that C(L) = {0,1}2, J1(L) = J3(L) = {(0,0), (0,1)}, J2(L) = J4(L) = C(L). In
consequence we have JL(L) = JL(SL(CL)) ⊂ CL .
One can see that, for an arbitrary LMn+1-algebra L, only the inclusion JL(L) ⊆ CL holds. The fol-
lowing proposition gives equivalent conditions for the converse inclusion.
Proposition 5.8. If L is an LMn+1-algebra and S ∈ Subn(L) then the following are equivalent:
(a) S is a Pn+1-algebra,
(b) JL(S) = CS , i.e. J i(S) = C(S) for any i ∈ [n],
(c) JL(S) is constant.
Proof. (b) ⇔ (c) is straightforward.
(a) ⇒ (b) Suppose that i ∈ [n] and b ∈ C(L). We have to prove that there exists xbi ∈ L, such that
J i(xbi ) = b. By Proposition 2.24, L  D(C(L)) and the isomorphism is γL(x) = (ϕn(x), . . . , ϕ1(x)). If we
deﬁne
zbi :=
(
b, . . . ,
i
b,0, . . . ,0
) ∈ D(C(L)),
then it follows that J i(zbi ) = (b, . . . ,b). Consider xbi := γ−1L (zbi ). Hence, γL( J i(xbi )) = J i(γL(xbi )) =
J i(zbi ) = γL(b). Since γL is an isomorphism, we get b = J i(xbi ) and b ∈ Ii(L).
(b) ⇒ (a) By Proposition 2.24, it suﬃces to prove that γL is surjective. Suppose that (bn, . . . ,b1) ∈
D(C(L)). We have to ﬁnd an element x ∈ L such that ϕi(x) = bi for any i ∈ [n]. Deﬁne ai := bn−i+1 ∧
b∗n−i for i ∈ [n−1] and an := b1. Since ai ∈ C(L) for any i ∈ [n], by hypothesis, there exist x1, . . . , xn ∈ L
such that J i(xi) = ai for any i ∈ [n]. If we set x := an ∨∨n−1i=1 (ai ∧ xi) then, by Lemma 2.21 it follows
that ϕk(x) =∨ni=n−k+1 ai . By induction on k ∈ [n] one can easily prove that ϕk(x) = bk . Hence γL(x) =
(bn, . . . ,b1) so γL is an isomorphism and L is a Pn+1-algebra. 
The following theorem characterizes those algebras L with the property that the maps JL , SL
establish a bijective correspondence.
Theorem 5.9 (Characterization of Pn+1-algebras). For an LMn+1-algebra L, the following are equivalent:
(a) L is a Pn+1-algebra,
(b) I= JL(SL(I)), for any I ∈ Symn(C(L)),
(c) JL is bijective,
(d) SL is bijective,
(f) I constant sequence iff SL(I) is a Pn+1-algebra, for any I ∈ Symn(C(L)).
Proof. (a) ⇒ (b) Assume that I ∈ Symn(C(L)). By Proposition 5.4(b), we have to prove that
Ii ⊆ J i(SL(I)) for any i ∈ [n]. Let i ∈ [n], b ∈ Ii and consider xbi ∈ L deﬁned as in the proof of Propo-
sition 5.8. It follows that J i(xbi ) = b and Jk(xbi ) = 0 for k = i. Hence, Jk(xbi ) ∈ Ik for any k ∈ [n], so
xbi ∈ SL(I). Since b = J i(xbi ), we get b ∈ J i(SL(I)) for any i ∈ [n] and the desired conclusion follows.
(b) ⇒ (c) ⇒ (d) are straightforward.
(d) ⇒ (a) Since SL(JL(L)) = L = SL(CL), by hypothesis it follows that JL(L) = CL . Hence L is a
Pn+1-algebra by Proposition 5.8.
(b) ⇔ (f) is straightforward by Proposition 5.8. 
The next step is to identify those sequences of Boolean ideals which correspond to the structure
of MVn+1-algebra. First remark that, even if the initial structure L is an LMn+1-algebra which is not
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proper LMn+1-algebra). As an example, let us consider L = Kn+1 × Ln+1 and S = L2 × Ln+1. We want
to decide if S is an MVn+1-algebra by simply looking at its Boolean nuances.
If B is a Boolean algebra and I ∈ Symn(B), then we denote by (M) the following condition:
Ii ∩ I j ⊆ In−i+ j for any (i, j) ∈ Sn+1 (M)
where Sn+1 is deﬁned in Section 1.
Lemma 5.10. The condition (M) is equivalent to the following one:
Il ∩ Ik−l ⊆ Ik for any k, l ∈ [n− 1] such that (n− l,k − l) ∈ Sn+1.
Proof. We ﬁrst remark that n− i + j ∈ [n− 1] whenever (i, j) ∈ Sn+1. The equivalence follows by the
transformations l ↔ n− i and k ↔ n− i + j. 
Proposition 5.11. If S is an LMn+1-subalgebra of L, then the following are equivalent:
(a) S is an MVn+1-algebra,
(b) JL(S) satisﬁes the condition (M).
Proof. (a) ⇒ (b) By hypothesis, S is an Ł-proper LMn+1-algebra then there exists a family of binary
operations {Fij}(i, j)∈Sn+1 which satisﬁes the condition (F) from Deﬁnition 2.7. Let (i, j) ∈ Sn+1 and
z ∈ J i(S) ∩ J j(S). It follows that there are x, y ∈ S such that z = J i(x) = J j(y). We get
Jn−i+ j
(
Fij(x, y)
)= ϕi− j+1(Fij(x, y))∧ ϕi− j(Fij(x, y))∗ = J i(x) ∧ J i(y) ∧ 1= z,
so z ∈ Jn−i+ j(S).
(b) ⇒ (a) Consider (i, j) ∈ Sn+1 and x, y ∈ S . It follows that J i(x) ∈ J i(S) and J j(y) ∈ J j(S). By (M),
J i(x) ∧ J j(y) ∈ Jn−i+ j(S), so there exists sxyi j ∈ S such that J i(x) ∧ J j(y) = Jn−i+ j(sxyi j ). Now we are
able to deﬁne the family {Fij}(i, j)∈Sn+1 by
Fij(x, y) := Jn−i+ j
(
sxyi j
)∧ sxyi j ,
for any x, y ∈ S and (i, j) ∈ Sn+1. By Lemma 2.21, we get
ϕk
(
Fij(x, y)
)=
{
0, if k i − j,
Jn−i+ j(si jxy ), if k > i − j, =
{
0, if k i − j,
J i(x) ∧ J i(y), if k > i − j,
for any (i, j) ∈ Sn+1 and x, y ∈ S . It follows that S is an Ł-proper LMn+1-algebra, so S is an MVn+1-
algebra. 
Corollary 5.12 (Characterization of MVn+1-algebras). An LMn+1-algebra L is an MVn+1-algebra iff JL(L) sat-
isﬁes condition (M).
Proof. By Proposition 5.11, since L ∈ Subn(L). 
Example 5.13. In general it is not true that, if a symmetric sequence I ∈ Symn(C(L)) satisﬁes (M), the
corresponding LMn+1-subalgebra SL(I) is Ł-proper. If n  4 and L = Kn+1 from Example 2.11, then
L is not Ł-proper, but L = SL(CL) and the sequence CL obviously satisﬁes (M). Still, this fact does
not contradict Corollary 5.12, since JL(L) deﬁned in Example 5.7 does not satisfy (M): J1(Kn+1) ∩
Jn−1(Kn+1) = {0,1} {0} = J2(Kn+1).
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I satisﬁes (M) implies SL(I) is an MVn+1-subalgebra of L.
Proof. Since L is an MVn+1-algebra, it is an Ł-proper LMn+1-algebra. Let {Fij}(i, j)∈Sn+1 be the unique
family of binary operations on L which satisﬁes condition (F) from Deﬁnition 2.7. Suppose that (i, j) ∈
Sn+1 and let x, y ∈ SL(I). We have to prove that Fij(x, y) ∈ SL(I), which means that Jk(Fij(x, y)) ∈ Ik
for any k ∈ [n]. For k = n we have Jn(Fij(x, y)) = ϕ1(Fij(x, y)) = 0 ∈ In . By Lemma 2.22, this condition
is obviously satisﬁed for k = n − i + j. If k = n − i + j then Jk(Fij(x, y)) = J i(x) ∧ J j(y). Since x, y ∈
SL(I) we have J i(x) ∈ Ii and J j(y) ∈ I j , so Jk(Fij(x, y)) ∈ Ii ∩ I j . Using (M), we get Jk(Fij(x, y)) ∈
In−i+ j = Ik , so Fij(x, y) ∈ SL(I). 
Remark 5.15. When L is an MVn+1-algebra, we can take the restriction and corestriction of the
maps JL and SL from Remark 5.6 in order to obtain a similar correspondence between MVn+1-
subalgebras of L and the n-symmetric families which satisfy condition (M).
Corollary 5.16. If L is a Pn+1-algebra and I ∈ Symn(C(L)) then
I satisﬁes (M) iff SL(I) is an MVn+1-subalgebra.
Proof. One implication follows from the above proposition, since any Pn+1-algebra is an Ł-proper
LMn+1-algebra. For the converse implication, assume that SL(I) is an Ł-proper LMn+1-subalgebra of L.
By Theorem 5.9 we have I= JL(SL(I)), so the intended result follows by Proposition 5.11. 
The above results are summarized in the following theorem.
Theorem 5.17. Let L be an LMn+1-algebra.
(a) JL is injective and SL is surjective.
(b) For any S ∈ Subn(L), the following properties hold:
(b1) S = SL(JL(S)),
(b2) S is an MVn+1-algebra iff JL(S) satisfy (M),
(b3) S is a Pn+1-algebra iff JL(S) is constant.
(c) If L is an MVn+1-algebra then, in addition,
I satisﬁes (M) implies SL(I) is an MVn+1-algebra,
for any I ∈ Symn(C(L)).
(d) If L is a Pn+1-algebra then, in addition, the following properties hold:
(d1) JL and SL establish a bijective correspondence,
(d2) for any I ∈ Symn(C(L)) we have
(d2.1) JL(SL(I)) = I,
(d2.2) I satisﬁes (M) iff SL(I) is an MVn+1-subalgebra,
(d2.3) I is constant iff SL(I) is a Pn+1-subalgebra.
Remark 5.18. Let B be a Boolean algebra. Since DF(n, B) is a Pn+1-algebra all the properties from
Theorem 5.17 hold. As a consequence of (d2), for any symmetric sequence I1, . . . , In of Boolean ideals
from B , we can deﬁne a structure ΣB(I) whose Boolean nuances are, up to an isomorphism, I1, . . . , In .
This construction will be detailed in the sequel.
We recall that C(DF(n, B))  B and the isomorphism will be denoted
ι : B −→ C(DF(n, B)), where ιB(b) := (b, . . . ,b) for any b ∈ B.
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ΣB(I) of DF(n, B)lm as follows
ΣB(I) :=
{
(x1, . . . , xn) ∈ Bn: x1  · · · xn and xi ∧ xi+1 ∈ Ii for any i ∈ [n− 1]
}
.
Remark 5.19. It is obvious that, under the above circumstances, we have
ΣB(I1, . . . , In) = SDF(n,B)
(
ιB(I1), . . . , ιB(In)
)
.
Theorem 5.20. For any Boolean algebra B the correspondence
(I1, . . . , In) → ΣB(I1, . . . , In)
is a bijection the Symn(B) and Subn(DF(n, B)lm). Moreover, the following properties hold:
(a) ΣB(I1, . . . , In) is Ł-proper (MVn+1-algebra) iff (I1, . . . , In) satisfy (M),
(b) ΣB(I1, . . . , In) is a Pn+1-subalgebra of DF(n, B)lm iff I1 = · · · = In.
Proof. It follows by Theorem 5.17(d), since DF(n, B)lm is a Pn+1-algebra. 
6. Characterization of σ -completeness
In this section we prove that an LMn+1-algebra (MVn+1-algebra, Pn+1-algebra) L is σ -complete if
and only if the n Boolean ideals J1(L), . . . , Jn(A) are σ -closed. Recall that a lattice is σ -complete
if any countable sequence has supremum and inﬁmum. An LMn+1-algebra (MVn+1-algebra, Pn+1-
algebra) will be σ -complete if the underlaying lattice is σ -complete. A (Boolean) ideal I is σ -closed
if any countable sequence from I has supremum in I .
We further ﬁx some notation. If (L,) is a lattice then a countable sequence (xk)k∈ω ⊆ L will be
brieﬂy denoted (xk)k . The fact that such a sequence is increasing will be denoted by xk ↑ and the
fact that such a sequence is decreasing will be denoted by xk ↓. The notation xk ↑ x means that ∨k xk
exists and
∨
k xk = x. Similarly, xk ↓ x means that
∧
k xk exists and
∧
k xk = x.
We also recall that in a Boolean algebra B , the distance between two elements is
d(a,b) := (a ∧ b∗) ∨ (a∗ ∧ b) for any a,b ∈ B.
Remark 6.1. One can prove without any diﬃculty that the following results hold for any Boolean
algebra B:
(a) if (xk)k ⊆ B and x ∈ B such that xk  x for any k, then
∨
k
xk = x iff
∧
k
d(xk, x) = 0,
(b) if (xk)k ⊆ B and (yk)k ⊆ B then
xk ↓ 0 and yk ↓ 0 implies (xk ∨ yk) ↓ 0,
(c) if (xk)k ⊆ B and we deﬁne sk :=∨kl=1 xl , then sk ↑ and
∨
k
xk = x iff
∨
k
sk = x for some x ∈ B.
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∨
k
xk = x iff
∨
k
ϕi(xk) = ϕi(x) for any i ∈ [n],
and we have a similar equivalence with inﬁma instead of suprema.
Proof. It follows applying the determination principle to the deﬁnition of
∨
k xk (and, respectively, to
the deﬁnition of
∧
k xk). 
Lemma 6.3. In any LMn+1-algebra L the following properties hold:
d
(
J i(x), J i(y)
)
 d
(
ϕn−i+1(x),ϕn−i+1(y)
)∨ d(ϕn−i(x),ϕn−i(y)) for i ∈ [n− 1],
d
(
Jn(x), Jn(y)
)= d(ϕ1(x),ϕ1(y)).
Proof. Since Jn(x) = ϕ1(x) for any x ∈ L, we ﬁx i ∈ [n − 1] and we have to prove that the intended
inequality holds:
d
(
J i(x), J i(y)
)= ( J i(x) ∧ J i(y)∗)∨ ( J i(y) ∧ J i(x)∗)
= (ϕn−i+1(x) ∧ ϕn−i(x)∗ ∧ ϕn−i+1(y)∗)
∨ (ϕn−i+1(x) ∧ ϕn−i(x)∗ ∧ ϕn−i(y))
∨ (ϕn−i+1(y) ∧ ϕn−i(y)∗ ∧ ϕn−i+1(x)∗)
∨ (ϕn−i+1(y) ∧ ϕn−i(y)∗ ∧ ϕn−i(x))

(
ϕn−i+1(x) ∧ ϕn−i+1(y)∗
)∨ (ϕn−i(x)∗ ∧ ϕn−i(y))
∨ (ϕn−i+1(y) ∧ ϕn−i+1(x)∗)∨ (ϕn−i(y)∗ ∧ ϕn−i(x))
= d(ϕn−i+1(x),ϕn−i+1(y))∨ d(ϕn−i(x),ϕn−i(y)). 
Proposition 6.4. If L is an LMn+1-algebra, then L is σ -complete iff J i(L) is a σ -ideal of C(L) for any i ∈ [n].
Proof. Suppose that L is a σ -complete LMn+1-algebra. It is obvious that C(L) is a complete Boolean
algebra, so we have to prove that J i(L) is a closed ideal for any i ∈ [n − 1]. Let i ∈ [n − 1]
and (bk)k ⊆ J i(L) be an arbitrary subset. Hence, there exists b ∈ C(L) such that ∨k bk = b. We
have to ﬁnd an element x ∈ L such that J i(x) = b. By Remark 6.1(c) we can safely assume that
bk ↑ b. For any k we deﬁne zk = (bk, . . . ,
i
bk,0, . . . ,0) ∈ D(C(L)). Hence, it is straightforward that
J i(zk) = (bk, . . . ,bk) = γL(bk) and J j(zk) = γL(0) for j = i. In consequence, J j(zk) ∈ γL( J j(L)) for any
j ∈ [n]. By deﬁnition, the operations J1, . . . , Jn commute with any homomorphism of LMn+1-algebras,
so γL( J j(L)) = J j(γL(L)) for any j ∈ [n]. We have J j(zk) ∈ J j(γL(L)) for any k and for any j ∈ [n]. By
Proposition 5.4(a), zk ∈ γL(L) for any k, so there exists a unique element xk ∈ L such that γL(xk) = zk .
It follows that γL( J i(xk)) = J i(γL(xk)) = J i(zk) = γL(bk), so J i(xk) = bk for any k. If j = i, we can sim-
ilarly prove that J j(xk) = 0 for any k. But L is a σ -complete lattice, so there exists x ∈ L such that∨
k xk = x. Moreover, we have xk ↑ x, since γL is injective and we assumed that bk ↑ b. By Lemma 6.2,
it follows that ϕ j(xk) ↑ ϕ j(x) for any j ∈ [n]. Since we also assumed that bk ↑ b, by Remark 6.1(a), we
get
d(bk,b) ↓ 0 and d
(
ϕ j(xk),ϕ j(x)
) ↓ 0 for any j ∈ [n]. (∗)
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d
(
b, J i(x)
)
 d
(
b, J i(xk)
)∨ d( J i(xk), J i(x)),
d
(
b, J i(x)
)
 d(b,bk) ∨ d
(
J i(xk), J i(x)
)
.
Using Lemma 6.3 it follows that, for any k,
d
(
b, J i(x)
)
 d(b,bk) ∨ d
(
ϕn−i+1(x),ϕn−i+1(xk)
)∨ d(ϕn−i(x),ϕn−i(xk)).
By (∗) and Remark 6.1(b) we get d(b, J i(x)) = 0, hence b = J i(x) and b ∈ J i(L).
In order to prove the converse implication, assume that J i(L) is a σ -ideal for any i ∈ [n]. For an
arbitrary sequence (xk)k ⊆ L we have to prove that ∨k xk exists. By hypothesis, for any i ∈ [n], there
exists bi ∈ J i(L) such that ∨k J i(xk) = bi . It is straightforward, for any i ∈ [n], there is yi ∈ L such that
J i(yi) = bi . We set
x = bn ∨
n−1∨
j=1
(y j ∧ b j) = bn ∨
n−1∨
j=1
(
y j ∧ J j(y j)
)
.
By Lemma 2.21, we get ϕi(x) =∨nj=n−i+1 b j for any i ∈ [n]. We prove that x=∨k xk . Remark that, by
Lemma 2.19(a), for an arbitrary k we have
ϕi(xk) =
n∨
j=n−i+1
J j(xk)
n∨
j=n−i+1
b j = ϕi(x)
for any i ∈ [n]. Using the determination principle we get xk  x for any k, so x an upper bound of the
sequence (xk)k . Assume now that z ∈ L is another upper bound of the sequence (xk)k , so ϕi(xk) ϕi(z)
for any k and for any i ∈ [n]. Since, by hypothesis, C(L) = Jn(L) is a σ -complete Boolean algebra, there
exists
∨
k ϕi(xk) for any i ∈ [n]. It is straightforward that
∨
k ϕi(xk)  ϕi(z) for any i ∈ [n]. Since we
have
∨
k
ϕi(xk) =
∨
k
n∨
j=n−i+1
J j(xk) =
n∨
j=n−i+1
∨
k
J j(xk) =
n∨
j=n−i+1
b j = ϕi(x)
it follows that ϕi(x) ϕi(z) for any i ∈ [n], so x z. We proved that x is the least upper bound of the
sequence (xk)k , so there exists
∨
k xk = x in L. Hence, L is a σ -complete LMn+1-algebra. 
Theorem 6.5. Let L be an LMn+1-algebra, an MVn+1-algebra or a Pn+1-algebra. Then L is σ -complete iff J i(L)
is a σ -ideal of C(L) for any i ∈ [n].
Proof. By Proposition 6.4 and Theorem 5.17(b). 
In the following, let B be a Boolean algebra and (I1, . . . , In) ∈ Symn(B).
Proposition 6.6. ΣB(I1, . . . , In) is a σ -complete LMn+1-subalgebra of DF(n, B)lm iff Ii is a σ -closed ideal for
any i ∈ [n].
Proof. If we denote I := (ιB(I1), . . . , ιB(In)) then, by Remark 5.19, ΣB(I1, . . . , In) = SDF(n,B)(I). Us-
ing Proposition 6.4, we infer that ΣB(I1, . . . , In) is a σ -complete LMn+1-subalgebra of DF(n, B)lm iff
J i(ΣB(I1, . . . , In)) is a σ -closed ideal for any i ∈ [n] iff IDF(n,B)SDF(n,B)(I) is a sequence of σ -closed
I. Leus¸tean / Journal of Algebra 320 (2008) 3694–3719 3719ideals. By Theorem 5.17(d), IDF(n,B)SDF(n,B)(I) = I so we proved that ΣB(I1, . . . , In) is σ -complete iff
(ιB(Ii)) is a σ -closed ideal of C(DF(n, B)) for any i ∈ [n]. Since ιB is an isomorphism of boolean
algebras, the desired conclusion immediately follows. 
Remark 6.7. By Theorem 5.17, if we add the hypothesis that the sequence (I1, . . . , In) ∈ Symn(B) sat-
isﬁes (M) (is constant), then the equivalent from the above proposition holds for ΣB(I1, . . . , In) being
a σ -complete MVn+1-subalgebra (Pn+1-subalgebra).
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