Consider a group G of N x N orthogonal matrices which forms a faithful representation of an abstract group Q with M elements, and an "initial vector" x E RN. A group code [3] X is the orbit of x under e, i.e., the set of vectors Gx.
n, chooses as the most likely transmitted vector the one that yields If Q is not endowed with any special structure, decoding (i.e., the solution of (1)) is obtained by an exhaustive search among all the candidates g E Q. In fact, the complexity of the decoder grows exponentially with the number of dimensions and with the number of bits per dimension.
A permutation code is a group code obtained by applying to the initial vector x a group G of permutations (i.e. G is a group of permutation matrices). If X is a permutation code, then a less complex decoder that is equivalent to maximum likelihood is available. Slepian [2] has studied permutation codes with Q the full symmetric group S , . In this case a very simple decoder exists that is equivalent to maximum likelihood. Karlof 111 has described a "stack algorithm" decoder for arbitrary permutation codes that, in the presence of low noise, produces the maximum-likelihood vector using fewer calculations than the standard maximum-likelihood decoder.
Two [M, NI codes X I and Xz are defined to be equivalent if there exists an orthogonal N by N matrix 0 such that 0x1 = Xz. Equivalent codes have congruent Voronoi regions and thus have the same error performance over the Gaussian channel. We extend the definition of equivalence to codes in Werent dimensions with the same number of elements. In this case, we say the two codes are equivalent if they have the same configuration matrix, i.e., the Gram matrix of their scalar products. Then the two codes have the same set of distances between codewords as in the case of equivalent codes of the same dimension.
In this paper, using the fact that every group is isomorphic to a permutation group, we find the minimum degree of this permutation group, show that every group code is equivalent to a permutation code, and describe how to find the minimum degree of the equivalent permutation code. In practice, it is often difficult to find the orthogonal matrices that are necessary to show the equivalence of the codes in the previous theorem. Also, the degree of the permutation representation may be prohibitively large. The procedure is greatly simplified in the case that the image of q5 is doubly transitive.
Corollary 2 Suppose r is doubly transdive. Then p is irreducible, q5 = 1 @ p (here, we use 1 to denote the identity representation of G), and n = N + 1.
Given an irreducible representation p : Q :+ G, a method to find an appropriate 31 is to use a computer algebra system such as MAGMA to print out all subgroups of Q of low index and then, if necessary, use the characters of Q to find which of the induced permutation representations contain p.
