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Abstract
In this paper we construct a so-called mixed least-mean-
squares/H
1
-optimal (or mixed H
2
=H
1
-optimal) algo-
rithm for adaptive ltering. The resulting adaptive al-
gorithm is nonlinear and requires O(n
2
) (where n is the
number of lter weights) operations per iteration. Such
mixed algorithms have the property of yielding the best
average (least-mean-squares) performance over all algo-
rithms that achieve a certain worst-case (H
1
-optimal)
bound. They thus allow a tradeo between average and
worst-case performances and are most applicable in situ-
ations where the exact statistics and distributions of the
underlying signals are not known. Simple simulations
are also presented to compare the algorithm's behaviour
with standard least-squares and H
1
adaptive lters.
1 Introduction
Classical methods in estimation theory (such as least-
mean-squares, maximum-likelihood, and maximum en-
tropy) and the more recent robust methods in estimation
theory (such as H
1
) can be regarded as two extremes
in terms of their requirements regarding the statistical
properties of the exogenous signals, as well as in terms of
their goals. In classical estimation methods optimality
of the average (or expected) performance of the esti-
mators, under some assumptions regarding the statis-
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tical nature of the signals, is the key issue and hence
their performance heavily depends upon the validity of
these assumptions. On the other hand, robust estima-
tion methods, or so-called minimax estimation strate-
gies, safeguard against the worst-case disturbances and
therefore make no assumptions on the (statistical) na-
ture of the signals.
Among the classical methods, the most widespread
is the least-mean-squares (or H
2
) estimation technique
which (under certain statistical assumptions on the sig-
nals) minimizes the expected estimation error energy.
However, in many applications, due to model uncertain-
ties and lack of statistical information H
2
methods are
not directly applicable and the behavior of such estima-
tion schemes is uncertain. Recently, following some pio-
neering work in robust control theory [1],H
1
estimation
theory has been developed to address such problems.
Adaptive ltering is currently widely used to cope
with time variation of system parameters and lack of
a priori statistical knowledge of the underlying signals.
The adaptive ltering algorithms currently used fall into
the following two general catagories: (i) least-squares al-
gorithms, such as the recursive-least-squares (RLS) al-
gorithm, that are H
2
-optimal and have the best average
performance, and (ii) gradient-based algorithms, such as
the least-mean-squares (LMS) algorithm, that are H
1
-
optimal (see [2]) and have the best worst-case perfor-
mance.
The mixed estimation problem was introduced as a
compromise between these two extreme point of views
[3, 4, 5]. The mixed H
2
=H
1
problem allows one to
trade o between the best average performance of the
H
2
estimator and the best guaranteed worst-case per-
formance of the H
1
estimator. As a result, the optimal
mixed H
2
=H
1
estimators achieve the best average per-
formance, not over the set of all estimators, but over a
restricted set of estimators that achieve a certain worst-
case performance bound. Unlike the H
2
and H
1
prob-
lems, the question of nding the optimal mixed estima-
tor has been an open problem. In this paper, for the rst
1
time, we shall show how to construct the optimal mixed
least-mean-squares/H
1
estimator for adaptive ltering.
The resulting algorithm is nonlinear and requires O(n
2
)
computations per iteration, which is the same order of
comlexity required of least-squares adaptive lters.
2 H
2
and H
1
Adaptive Filtering
In adaptive ltering we assume that we observe an out-
put sequence fd
i
g that obeys the following linear lter
model
d
i
= h
T
i
w + v
i
; (1)
where h
T
i
=

h
i1
h
i2
: : : h
in

is a known input
vector, w is the unknown lter weight vector that we
intend to estimate, and fv
i
g is an unknown disturbance
sequence that may include modelling errors. Let w^
ji
=
F(h
0
; h
1
; : : : ; h
i
; d
0
; d
1
; : : : ; d
i
) denote the estimate of w
given the observations fd
j
g and fh
j
g from time 0 up to
and including time i.
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Figure 1: The model for adaptive ltering.
In this paper we will be interested in predicting the
output of the lter, and therefore we dene the output
prediction error as
e
p;i

= h
T
i
w   h
T
i
w^
ji 1
= z
i
  z^
i
;
i.e., as the dierence between the uncorrupted output
z
i

= h
T
i
w and z^
i

= h
T
i
w^
ji 1
, the output predicted at
time i  1. [We should remark that it is also possible to
consider other forms of estimation error, such as ltered
or smoothed errors, however, in this paper for brevity
we shall focus only on prediction.]
2.1 The H
2
Approach
In the H
2
framework it is assumed that the unknown
weight vector, w, and the additive disturbance, fv
i
g,
are random variables. In particular, it is assumed that
they are zero-mean, uncorrelated (in the case of the fv
i
g
temporally white) random variables with variances I
( > 0) and unity, respectively. In this case we have the
following problem.
Problem 1 (H
2
Adaptive Filtering) Consider the
linear model (1) and suppose that w and the
fv
i
g are zero-mean, uncorrelated random variables
with variances I ( > 0) and unity, respec-
tively. Find an H
2
-optimal estimation strategy w
ji
=
F(h
0
; h
1
; : : : ; h
i
; d
0
; d
1
; : : : ; d
i
) that minimizes the ex-
pected prediction error energy
E
i
X
j=0
je
p;j
j
2
; (2)
for all i.
The solution is wellknown and is given by the RLS
algorithm
w
ji
= w
ji 1
+
P
i
h
i
1 + h
T
i
P
i
h
i
(d
i
 h
T
i
w
ji 1
); w
j 1
= 0 (3)
where P
i
satises the (Riccati) recursion
P
i+1
= P
i
 
P
i
h
i
h
T
i
P
i
1 + h
T
i
P
i
h
i
; P
0
= I: (4)
2.2 The H
1
Approach
Here we make no statistical assumptions on the un-
known weight vector, w, and the additive disturbance,
fv
i
g. Note that any choice of estimation strategy
F() will induce a transfer operator from the distur-
bances f
 
1
2
w; fv
j
g
i
j=0
g to the output prediction errors
fe
p;j
g
i
j=0
, that we shall denote by T
p;i
(F). See Figure
2.
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Figure 2: Transfer operator from disturbances to output
prediction error.
In the H
1
framework, robustness is ensured by min-
imizing the maximum (or worst-case) energy gain from
the disturbances to the estimation errors. This leads to
the following problem.
Problem 2 (H
1
Adaptive Filtering) Consider the
linear model (1). Find an H
1
-optimal estimation strat-
egy w^
ji
= F(h
0
; h
1
; : : : ; h
i
; d
0
; d
1
; : : : ; d
i
) that minimizes
the maximum energy gain of T
p;1
(F), and obtain the
resulting

2
p
= inf
F
sup
w;v2h
2
P
1
j=0
je
p;j
j
2

 1
w
T
w +
P
1
j=0
jv
j
j
2
; (5)
where h
2
is the space of all causal square-summable se-
quences.
The above problem has been solved in [2] where it
is shown that if the input vectors fh
i
g are such that
lim
i!1
P
i
j=0
h
T
i
h
i
= 1, and if  is chosen (small
enough) so that

i

= 1  h
T
i
h
i
> 0; for all i, (6)
then the min-max energy gain is

2
p
= 1; (7)
and one resulting H
1
-optimal lter is the LMS algo-
rithm with learning rate , i.e.,
w^
ji
= w^
ji 1
+ h
i
(d
i
  h
T
i
w^
ji 1
); w^
j 1
= 0: (8)
One interesting feature of the solution to Problem 2
is that the H
1
-optimal predictions of the uncorrupted
output, which we have denoted by z^
i
, are highly non-
unique. In fact, in [2] it is shown that fz^
j
g is given by
any sequence that satises the inequality,
i 1
X
j=0

j

2
j
 
i
X
j=0
1

j
(z^
i
  h
T
j
w^
jj 1
)
2
 0; (9)
where we have dened

i

= d
i
  h
T
i
w^
ji 1
 


i
(z^
i
  h
T
i
w^
ji 1
); (10)
and where now w^
ji
satises the recursion
w^
ji
= w^
ji 1
+ h
i
(d
i
  z^
i
); w^
j 1
= 0: (11)
Note that in view of (6), 
j
> 0, so that the one obvious
choice that guarantees (9) is z^
j
= h
T
j
w^
jj 1
. But for this
choice, (11) becomes simply the LMS algorithm.
3 Mixed Adaptive Filtering
AlthoughH
1
-optimal estimators are highly robust with
respect to disturbance variation, since they make no
use of any, albeit incomplete, statistical information,
they may be over conservative. The mixed least-mean-
squares/H
1
-optimal approach is an attempt to allevi-
ate this problem by exploiting the nonuniqueness of the
H
1
lters to improve some other aspect of the estima-
tor besides robustness, namely its average performance.
To be more specic, in mixed H
2
=H
1
estimation the
goal is to come up with estimators that yield the small-
est expected estimation error energy over all estimators
that guarantee a certain worst-case (H
1
) bound. The
problem may be formulated as follows.
Problem 3 (Mixed H
2
=H
1
Adaptive Filtering)
Consider the linear model (1) and suppose that the
w and fv
j
g are independent zero-mean Gaussian ran-
dom variables with variances I and unity, respec-
tively. Find an H
2
=H
1
-optimal estimation strategy
z^
i
= F(h
0
; h
1
; : : : ; h
i
; d
0
; d
1
; : : : ; d
i 1
) that minimizes
the expected prediction error energy
E
i
X
j=0
je
p;j
j
2
= E
i
X
j=0
jh
T
j
w   z^
j
j
2
;
subject to the (optimal) H
1
constraint
sup
w;v2h
2
P
i
j=0
je
p;j
j
2

 1
w
T
w +
P
i
j=0
jv
j
j
2
= 1;
for all i.
Remarks:
(i) The above problem formulation means that the re-
sulting mixed adaptive lters will have the small-
est mean-square estimation error over the set of all
H
1
-optimal lters. They thus combine the aver-
age and worst-case performances of H
2
and H
1
estimation, and in a sense yield the `best of both
worlds'.
(ii) Unlike Problem 1 where we only assumed knowl-
edge of second-order statistics, here we have an ad-
ditional Gaussian assumption. This is crucial, since
the resulting solution is a nonlinear algorithm.
(iii) We have allowed z^
i
to be a function of h
i
, since
we are assuming that we know the input at time i
and would like to predict the resulting output. [It
is also possible to consider a problem where all of
the input vectors (or regressor vectors) are known
in advance, although the solution turns out to be
considerably more complicated | see [6].]
Solution 1 (Solution to Problem 3)
The mixed least-mean-squares/H
1
-optimal predictions,
z^
i
, are found from the following optimization problem,
8
<
:
min
z^
i
(z^
i
  h
T
i
w
ji 1
)
2
subject to J
i 1
 
1

i
(z^
i
  h
T
i
w^
ji 1
)
2
 0
(12)
where h
T
i
w
ji 1
is the least-mean-squares prediction of
the output, with w
ji
satisfying the RLS algorithm (3),
where w^
ji
satises the recursion (11), and where
J
i
= J
i 1
 
1

i
(z^
i
  h
T
i
w^
ji 1
)
2
+ 
i

2
i
; J
 1
= 0 (13)
with 
i
and 
i
dened via (6) and (10), respectively.
The above solution has an interesting structure and
eectively combines the H
2
solution (3) and the H
1
solution (11). In eect, the optimization problem (12)
means that z^
i
tries to match the H
2
solution, h
T
i
w
i
, as
best as possible (in a least-squares sense) while satisfying
a certain constraint.
The estimates fz^
j
g are, in general, nonlinear func-
tions of the observations fd
j
g, because of the nonlinear
optimization step (12). (This nonlinearity is then propa-
gated into the w^
ji
via (11).) The nonlinear optimization
(12) is a convex quadratic program and can be read-
ily solved using convex optimization techniques. In our
application, however, we can actually solve it in closed-
form. The result is given below.
Solution 2 (Mixed H
2
/H
1
Adaptive Filter)
Problem 3 has the following solution:
(i) If
J
i 1
 
1

i
(h
T
i
w
ji 1
  h
T
i
w^
ji 1
)
2
 0; (14)
then
z^
i
= h
T
i
w
ji 1
: (15)
(ii) Otherwise,
z^
i
= 
i
h
T
i
w
ji 1
+ (1  
i
)h
T
i
w^
ji 1
; (16)
where

i
=
s

i
J
i 1
(h
T
i
w
ji 1
  h
T
i
w^
ji 1
)
2
< 1 (17)
with w
ji 1
, w^
ji 1
, J
i
and 
i
as in Solution 1.
Remarks:
(i) The above solution shows, much more explicitly, the
\mixed" nature of the H
2
/H
1
adaptive lter. In-
deed, depending on the sign of the signal in (14) the
desired estimate, z^
i
, essentially switches between
the H
2
estimate, h
T
i
w
ji 1
, and the estimate of (16)
which is a convex combination of the H
2
estimate
and h
T
i
w^
ji 1
.
(ii) Despite being nonlinear, the major computational
burden at each iteration of the algorithm is that of
nding the least-mean-squares estimate, w
ji
. Thus
the computational complexity is the same as the
RLS algorithm, i.e., O(n
2
) per iteration.
4 Example
To illustrate some properties of the mixed adaptive l-
ter, and in order to compare its performance with stan-
dard H
2
-optimal and H
1
-optimal algorithms, we shall
now consider a very simple example. In this example
we consider an adaptive lter with a single scalar weight
and would like to use the past and current observations
to predict the next output. In order to do so, we shall
use the (H
2
-optimal) RLS algorithm, the (H
1
-optimal)
LMS algorithm and the mixed least-mean-squares/H
1
-
optimal algorithm described above.
 0.1 0.2 0.5 0.8 0.9
LMS 1 1 1 1 1
RLS 1.39 1.73 2.15 2.37 2.43
Mixed 1 1 1 1 1
Table 1: Maximum energy gains for the three lters for
N = 50 (the number of observations) as a function of
.
Table 1 shows the maximum energy gain for each al-
gorithm for N = 50 (the number of observations) as a
function of . As can be seen, the mixed adaptive l-
ter has optimal energy gain whereas RLS has a larger
energy gain.
 0.1 0.2 0.5 0.8 0.9
LMS 2.88 5.80 16.9 33.5 41.0
RLS 1.83 2.49 3.52 4.15 4.33
Mixed 1.86 2.55 5.89 13.9 19.2
Table 2: Expected prediction error energy for N = 50
(the number of observations) and white Gaussian unit
variance disturbance as a function of .
Table 2 shows the expected prediction error energy
for N = 50 (the number of observations) and white
Gaussian unit variance disturbance as a function of .
As can be seen, the mixed adaptive lter shows signif-
icant average performance improvement over the LMS
algorithm.
Figure 3 shows the prediction errors resulting from
the worst-case RLS disturbance. As shown, the RLS
prediction error is siginicantly larger than that of LMS
and the mixed adaptive lter.
Figure 4 shows the prediction errors resulting from a
white Gaussian disturbance with SNR = 10db ( = 0:9
and N = 50). As can be seen, the mixed adaptive lter
shows signicant improvement over the LMS algorithm.
0 5 10 15 20 25 30 35 40 45 50
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
time
pr
ed
ict
io
n 
er
ro
rs
Prediction errors for worst−case RLS noise (mu = 0.9)
Solid curve: RLS prediction errors
O: LMS prediction errors
+: Mixed prediction errors
Figure 3: Prediction errors for worst-case RLS distur-
bance ( = 0:9 and N = 50.)
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Figure 4: Prediction errors for white Gaussian distur-
bance ( = 0:9 and N = 50 and SNR = 10db.)
Note, moreover, that RLS is the optimum adaptive lter
for white Gaussian disturbances.
5 Conclusion
In this paper we have constructed a mixed least-mean-
squares/H
1
-optimal algorithm for adaptive ltering
that yields the best average performance over all adap-
tive lters satisfying an optimal worst-case bound. Find-
ing such so-called mixed H
2
=H
1
optimal estimators
had previously been an open problem. The adaptive al-
gorithm developed here is nonlinear and requires O(n
2
)
(where n is the number of lter weights) operations per
iteration. It also allows one to study the tradeo be-
tween average and worst-case performances and is most
applicable in situations where (due to modeling errors
and lack of a priori information) the exact statistics and
distributions of the underlying signals are not known.
We should also remark that it is possible to develop
mixed least-mean-squares/H
1
-optimal estimators for a
much more general class of problems, but for brevity we
have conned ourselves here to adaptive ltering.
References
[1] G. Zames (1981). Feedback and optimal sensitivity:
model reference transformations, multiplicative semi-
norms, and approximate inverses, In IEEE Trans. on
Automatic Control, AC-26, pp. 301-320.
[2] B. Hassibi, A. H. Sayed, and T. Kailath (1996). H
1
optimality of the LMS algorithm. In IEEE Trans. on
Signal Processing, SP-44, pp. 267-281.
[3] D. S. Bernstein and W. M. Haddad (1989). LQG con-
trol with an H
1
performance bound: A Riccati equa-
tion approach. IEEE Transactions on Automatic Con-
trol, vol.34, no.3, pp. 293-305.
[4] P. P. Khargonekar and M. A. Rotea (1992). Mixed
H
2
=H
1
ltering. In Proc. IEEE Conference on Deci-
sion and Control, Tucson, AZ, Dec. 1992, pp. 2299-304.
[5] K. Zhou, K. Glover, B. Bodenheimer and J. C. Doyle
(1994). Mixed H
2
and H
1
performance objectives I
and II. IEEE Transactions on Automatic Control, vol.39,
no.8, pp. 1564-1587.
[6] B. Hassibi and T. Kailath (1997). On nonlinear lters
for mixed H
2
=H
1
estimation. Submitted to the 1997
American Control Conference.
