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ABSTRACT
As wind power generation gains in prominence as an important energy resource in the
US, there is an ever increasing demand for higher accuracy in site-specific wind forecast-
ing. Although the forecast capability of numerical weather prediction (NWP) models has
improved significantly over the past decades, there still exists significant issues related to
model representation of the complex dynamics of the boundary layer (BL), which impede
the realization of turbine-height wind forecast accuracy lower than 3-4 ms−1 mean absolute
error (MAE). This study is an effort to revisit the basic theory of the Mellor, Yamada,
Nakanishi, and Niino (MYNN) BL scheme with a focus on its function as posed for the
stably stratified environment that supports the onset of a low-level jet (LLJ), a mechanism
that can often result in wind ramp events, which are of special concern for the wind power
industry.
The MYNN BL scheme approximates the turbulence covariance variables, which define
turbulence momentum and heat flux as well as turbulent kinetic energy (TKE). These ap-
proximations are derived from the Reynolds-averaged Navier-Stokes equations and consist
of a system of interdependent diagnostic expressions with terms involving gradients of the
mean flow and turbulent fluxes. The influence of each term is affected by a set of weighting
factors known as “closure parameter” (CPs), which have been empirically derived, as well
as a diagnosed mixing length.
In this study the MYNN scheme is modified in three ways. First, an updated set of CPs
are formulated specifically for a stable BL that exhibits LLJ development and associated
wind ramps. A large-eddy simulation (LES) model with spatial resolution of 3-4m is used to
simulate turbulence response and effect for such cases. These data provide the means to gen-
erate Reynolds-averaged values for explicit representation of covariance variables and TKE,
xvi
which in turn, provide the basis for calculating new MYNN closure parameters for mesoscale
numerical forecasts of wind ramps. Second, a new means of calculating the turbulent mixing
length is formulated, by which vertical mixing is enhanced across the BL in cases for which
the mean wind exceeds a certain threshold. This approach is based on findings by Sun et al.
(2012) that there can exist higher turbulence intensity in the stable BL than predicted by
Monin-Obukhov theory when wind speeds exceed a given wind threshold. Third, based on
theory presented in Zilitinkevich et al. (2007), a new approach for calculating turbulent fluxes
is implemented within the MYNN framework, which accounts for the effects of anisotropy
and turbulent potential energy (TPE).
All three modifications are evaluated using a set of 15 wind ramp cases as identified
in tall tower data from Iowa in the U.S. and near Hamburg, Germany. The WRF model
is used to generate 24-hour wind forecasts, which are evaluated relative to observations at
100m height. Cases are separated into three groups using criteria based on MAE to define
whether the WRF model using MYNN in its original form under-forecast, forecast well, or
over-forecast the respective wind ramp. It is found that invoking the new set of CPs provides
marked forecast improvement only when used in conjunction with the new mixing length
formulation and only for cases that are originally under- or over-forecast. For these cases
the MAE of wind forecasts at 100m on average is reduced by 17%. Further reduction in
MAE to an average value of 26% is realized for these same cases when invoking the method
that accounts for anisotropy and TPE along with the new mixing length. This last method
results in an average reduction in MAE of 13% across all 15 cases.
1CHAPTER 1. INTRODUCTION
1.1 Background
Accurate forecasts of wind velocity at turbine height are crucial if wind power is to be a
viable and dependable energy source as part of the national infrastructure for electric power.
Wind, however, is inherently variable and poses a challenge to utility operators. Although
operators have in place certain means of dealing with some wind power variability, such as
maintaining an appropriate level of reserve generation, large and unexpected fluctuations
in wind speed over a relatively short period of time can have significant impact on utility
operations.
A significant drop in wind power, for example, would require the use of a large portion
of reserve generation, which in turn may present the need to bring on-line conventional
generation in a relatively short time. Such a scenario could be costly depending on start-
up and operation costs. In the case of an unexpected large increase in wind power, wind
generation may need to be curtailed to maintain load balance, which is a waste of resources,
or, if the wind increase exceeds the operating parameters of the deployed wind turbines,
an entire wind farm may need to be shut down for a period, causing a potentially severe
shortage in power generation.
Such large changes in wind speed over a relatively short time period are referred to as
wind ramps. There is no uniformly accepted definition as to what constitutes a wind ramp.
Certain studies have used the criterion of a 50% change in wind generation as compared to
total power capacity within a period of 4 hours or less (Greaves et al., 2009; Deppe et al.,
22013) and others have used the criterion of 20% power change over either a 30-minute period
or less (Freedman et al., 2008) or 1 hour or less (Bradford et al., 2010). Referencing the
power curve of a 1.5-MW wind turbine as shown in Fig. 1.1 as taken from Deppe et al.
(2013), an increase in power equal to 50% of a power capacity of 1500 kW would occur when
there is an increase in wind of 3ms−1. The criterion for a wind ramp selected in this study
is the increase or decrease of wind velocity by at least 3ms−1 over a 1-hour period or less.
Given the value of wind forecasts for public utilities, there have been recent strides
to improve wind forecast systems used operationally. AWS Truepower, for example, has
developed an operational ramp forecast system for use by the Electric Reliability Council
of Texas (ERCOT), which incorporates forecasts from a mesoscale model (the ARPS) and
near real-time observations into a statistical model to generate ramp forecasts (Zack et al.,
2012), although for a relatively short forecast horizon of 0-6 hours.
Garrad Hassan, a renewable energy consultancy firm based in the UK, uses a combination
of NWP output along with statistical regression routines as a basis for their wind power
forecast system, for which they produce forecasts out to 24 hours. Their system has an
accuracy of not more than 35% in correctly forecasting ramp events (Greaves et al., 2009).
Xcel Energy, working with the National Center for Atmospheric Research (NCAR), has
implemented a forecast system that they state has saved them $22M over a 4 year period
based on a 5% reduction in mean absolute error (MAE) of wind forecasts for their 5.4GW
multi-state wind farm network NCAR (2013). The core of the system consists of a real-time
observational data retrieval and assimilation package and an ensemble of numerical forecasts
consisting of in-house model simulations and publicly-available NWS forecasts. NCAR is
currently undertaking a project to specifically improve wind ramp forecasts in the near real-
term through their Variational Doppler Radar Analysis System (VDRAS). Initial results
have shown ability to detect 50-70% of wind ramps (Bartlett, 2013; Parks, 2011).
Wind ramp forecast systems are thus used operationally to some degree of success; how-
ever, there as of yet remain fundamental issues with the representation of the boundary
3Figure 1.1 Example power curve for 1.5MW GE wind turbines. (As presented in Deppe et al.
(2013))
layer (BL) in numerical models. A planetary boundary layer (PBL) scheme represents in
a mesoscale model the mixing effects of subgrid turbulent eddies. Such mixing would tend
to counter the set up of a strong vertical gradient in either potential temperature or wind
velocities. This is of special significance in the case of a wind ramp associated with a noctur-
nal low-level jet (LLJ), when after daytime heating, cooling of the surface layer over night
due to the emission of longwave radiation results in a stably stratified layer in the lowest
levels of the atmosphere. Relatively high momentum air above the stable air is thus cut-off
from friction effects at the surface. Due to inertial oscillation (see Appendix A), the overall
result is an increase in wind velocities just above the stable boundary layer (SBL) and the
setup of a LLJ. Mixing would act to move relatively high momentum air into regions of low
momentum air and vice versa, erode the vertical wind gradient of the LLJ and reduce the
maximum wind velocities of a wind ramp.
There is thus consensus that improving wind ramp forecasts of numerical weather pre-
diction (NWP) models is highly linked to the PBL scheme. Such consensus is evidenced by
a Department of Energy workshop report on wind resource characterization (S. Schreck,
42008) and by individual studies. For example, Storm et al. (2008) investigated wind events
in KS and TX and found that the height of the LLJ was overestimated and wind speed
underestimated in their simulations using two different PBL schemes, a result that they
suggested was due to artificially enhanced mixing. Deppe et al. (2013) found differences in
model performance depending on the PBL scheme invoked, and concluded overall that there
was not one specific scheme that performed significantly well over others in the prediction
of wind ramp events.
Such studies are useful in defining a performance record for existing PBL schemes, but
it would be all the more beneficial to critically assess through quantitative analysis what
are the technical reasons why a given PBL scheme falls short in forecasting ramp events
and for turbine-height winds in general. Such effort would require an investigation of the
fundamental theory of a given scheme, such as how a scheme represents the (complex)
dynamics of the atmospheric BL.
There have been very few studies to date, which have sought to modify a PBL scheme
itself beyond the introduction of a scheme by its original authors. The exception is the
work described in Olson and Brown (2012), which modified the means by which turbulent
eddy scale factors (e.g. turbulent mixing lengths) are diagnosed in a given PBL scheme.
Their work is of value and has realized considerable improvement for upper-level winds in
NWS operational wind forecasts as well as some improvement to near-surface winds forecasts
(Olson and Brown, 2011, 2012). Their focus in improving a PBL scheme, however, is broad
in seeking scheme modifications that perform well across all weather regimes and scenarios,
which is very difficult.
The fact is that the role and prominence of specific dynamics can vary depending on
the weather phenomenon, and the formulation of a PBL scheme to correctly represent these
dynamics would also vary by phenomenon. This is true even if just considering wind ramp
events, the causes of which can be very different such as associated with a cold front passage,
a gust front from a nearby thunderstorm, or a nocturnal LLJ as desribed above. It is
5difficult to formulate a ”one size fits all” scheme for all ramp events let alone all weather
phenomena, which has been the trend to date in the NWP community. Within the modeling
community, there is a call (even an ”urgent” call by some) for a specific focus on improving
the PBL scheme especially as related to the nocturnal SBL, primarily because of inaccurate
representation of the mixing of the SBL by the model as well as pronounced cooling at the
surface (Grisogono, 2010; Fernando and Weil, 2010; Hu et al., 2013) and thus inaccuracy in
wind ramp forecasts.
The purpose of this study is to modify a specific PBL scheme, the MYNN scheme,
to achieve a higher degree of accuracy in the forecast of wind ramp events. The MYNN
scheme is available as a PBL scheme in the Weather Research and Forecast (WRF) code,
among other mesoscale models, and is a widely used option for both operational runs by the
NWS (Benjamin et al., 2013) and within the research community. The name of the scheme
is an acronym based on the first letter of the names of the principal four contributors:
Mellor, Yamada, Nakanishi, and Niino. The theoretical basis of the scheme is described in
Mellor (1973), Mellor and Yamada (1974), Mellor and Yamada (1982), and Nakanishi (2001)
(hereafter referred to as M73, MY74, MY82, and N01 respectively) and described in the next
section. The goals and an outline of the methodology of this study are given in Section 1.3.
1.2 Basic theory of the MYNN scheme
The underlying theory of the MYNN scheme is based on the fundamental equations of
conservation of mass and momentum. The presentation below follows closely that given in
M73, MY74, and MY82. As presented in M73, the continuity equation, equation of motion
for mean velocity, Uj, and conservation of mean potential temperature, Θ, are
∂Uk
∂xk
= 0 (1.1)
∂Uj
∂t
+
∂
∂xk
(UkUj + ukuj) + jklfkUl
6= −1
ρ
∂P
∂xj
− gδj3βΘ + ν∇2Uj (1.2)
∂Θ
∂t
+
∂
∂xk
(UkΘ + ukθ) = α∇2Θ (1.3)
for which Einstein summation notation has been adopted. Here P is mean pressure, while uj,
θ, and p are fluctuations about the mean values of wind velocity, potential temperature, and
pressure respectively. Expressions with an overbar represent Reynolds averaged values. Also,
g represents the (vertical) gravity vector, f is the Coriolis parameter, and β the coefficient of
thermal expansion (β = −(∂ρ/∂T )/ρ) while ν represents kinematic viscosity and α kinematic
heat conductivity.
In order to obtain a solution for these set of equations, it is necessary to obtain values
for the turbulent momentum and heat fluxes, uiuj and uiθ, which represent 9 combinations
of variables. The governing equations for these variables are detailed in M73, MY74, MY82,
and N01 and given here in very loose form:
∂uiuj
∂t
+
∂(Ukuiuj)
∂xk
+ ukui
∂Uj
∂xk
+ ukuj
∂Ui
∂xk
= Edistr + Ediffusion + Edisp + Ebuoy + F (1.4)
where Edistr, Edisp, and Ediff are energy distribution, dissipation, and diffusion terms re-
spectively while Ebuoy and F are the buoyancy and Coriolis terms.
∂ujθ
∂t
+
∂(Ukθuj)
∂xk
+ ujuk
∂Θ
∂xk
+ θuk
∂Uj
∂xk
= Tdistr + Tdisp + +Tdiff + Tbuoy (1.5)
Here Tdistr, Tdisp, and Tdiff denote energy distribution, dissipation, and diffusion terms as-
sociated with heat flux and Tbuoy representing buoyancy effects.
In all, this system requires solving 9 differential equations that determine the evolution
of the suite of turbulent momentum and heat fluxes including uw, vw, uv, uθ, vθ, wθ, the
divergence of which influence the forecast of the mean flow (per the third term on the LHS
of Eq. 1.2) .
7The role of a PBL scheme is to calculate values for turbulent momentum and heat fluxes.
By invoking a series of assumptions and simplifications (as are detailed in M73, MY74,
and MY82), it is possible to transform the system of prognostic equations for the turbulent
fluxes, congruent with those represented in Eqs. 1.4 and 1.5, to a list of diagnostic equations
and only two prognostic equations for TKE and θ2. The primary assumptions invoked by
MY82 include the boundary-layer approximation and neglecting time-tendency, diffusion,
and Coriolis terms.
A form of the resultant diagnostic equations for turbulent momentum and heat fluxes is
presented below (Eqs. 1.6 to 1.11 ). They are based primarily on the Level 3 turbulence
closure model as presented in MY82. These equations contain terms interdependent on
turbulent heat and momentum fluxes as well as the vertical profile of the mean wind and
mean potential temperature. It should be noted that because a horizontally-homogeneous
state is assumed for all mean variables, all horizontal gradients of the mean state are zero
and thus only vertical gradients are maintained. Nomenclature for these equations follows
that of Eqs. 1.1 through 1.2 above. The variable q2 is twice the value of TKE (q2 = u2i ).
The mixing length, l, is diagnosed for the SBL according to the method described later in
Chp. 4 and based on what is presented in N01.
It is seen in these equations the influence of specific terms is modulated by a suite of
arbitrarily-set parameters in the MYNN scheme: A1, A2, B1, B2, C1, C2, C3, C5. These
parameters act as weighting functions that determine the relative importance of shear or
buoyancy terms in the production of turbulent energy or terms related to energy dissipation
and energy redistribution among the 3 orthogonal directions of the system. In the literature,
these parameters have been referred to as “closure constants”, because their values are hard-
coded in the MYNN scheme and do not change regardless weather type under consideration.
As described later, this study proposes changing these parameters depending on the weather
scenario under consderation, and specifically for wind ramp events. Hereafter, these “closure
constants” will be referred to as “closure parameter” (CPs).
8It is worthwhile noting that certain higher-order terms associated with shear and buoy-
ancy in Eqs. 1.6 - 1.11 are not included as part of the derivations presented in MY82 but
are included by N01, namely the terms that contain C2, C3, C4, and C5. The effects of these
higher-order terms are invoked in the MYNN scheme. The derivation of these higher-order
terms follows an approach mentioned (but not implemented) in MY82 in reference to work
by Launder (1975), Launder et al. (1975), and Wyngaard (1975). This same approach was
used in this study to formulate additional higher-order terms that contain C1b and C1c, and
which are in addition to what was considered by N01 and beyond what is represented in
the MYNN scheme. The reason for including these terms was to investigate their possible
influence in the forecast solution, even though, as explained later, it was found in this study
that these terms introduced system instability and were eventually abandoned. They are
included here only to represent the fully expanded form of the full set of closure equations
per the theory collectively proposed by M73, MY74, MY82, and N01.
u2 =
q2
3
+
A1l
q
{−4uw∂U
∂z
+ 2vw
∂V
∂z
− 2βgwθ
+ 2C2βgwθ + 2C1b(uw
∂U
∂z
+ vw
∂V
∂z
)− 2C1c(2uw∂U
∂z
− vw∂V
∂z
)} (1.6)
v2 =
q2
3
+
A1l
q
{2uw∂U
∂z
− 4vw∂V
∂z
− 2βgwθ
+ 2C2βgwθ + 2C1b(vw
∂V
∂z
+ uw
∂U
∂z
)− 2C1c(2vw∂V
∂z
− uw∂U
∂z
)} (1.7)
w2 =
q2
3
+
A1l
q
{2uw∂U
∂z
+ 2vw
∂V
∂z
+ 4βgwθ
− 4C2βgwθ − 4C1b(uw∂U
∂z
+ vw
∂V
∂z
) + 2C1c(2uw
∂U
∂z
− vw∂V
∂z
)} (1.8)
uv =
3A1l
q
{−uw∂V
∂z
− vw∂U
∂z
− C1c(uw∂V
∂z
+ vw
∂U
∂z
)} (1.9)
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q
{−w2∂U
∂z
+ βguθ
+ C1aq
2∂U
∂z
− C2βguθ − C1b(u2∂U
∂z
+ uv
∂V
∂z
)− C1cw2∂U
∂z
} (1.10)
vw =
3A1l
q
{−w2∂V
∂z
+ βgvθ
+ C1aq
2∂V
∂z
− C2βgvθ − C1b(v2∂V
∂z
+ uv
∂U
∂z
)− C1cw2∂V
∂z
} (1.11)
uθ = −3lA2
q
[uw
∂Θ
∂z
+ wθ
∂U
∂z
(1− C5)] (1.12)
vθ = −3lA2
q
[vw
∂Θ
∂z
+ wθ
∂V
∂z
(1− C5)] (1.13)
wθ = −3lA2
q
[w2
∂Θ
∂z
+ wθ
∂w
∂z
+ gβθ2]− C3gβθ2 + wθ∂w
∂z
(C4 − C5)) (1.14)
The full system of equations for the MYNN scheme consists also of the two prognostic
equations, the first for q2 (twice TKE)
Dq2/2
Dt
− ∂
∂z
[lqSq
∂q2/2
∂z
] = −uw∂U
∂z
− vw∂V
∂z
+ βgwθ − q
3
B1l
, (1.15)
and also for θ2
Dθ2
Dt
− ∂
∂z
[lqSθ
∂θ2
∂z
] = −2wθ∂Θ
∂z
− 2q
B2l
θ2. (1.16)
Here Sq and Sθ are dimensionless forms of their respective diffusion terms.
1.3 Focus of Study
As already stated, the purpose of this study is to improve NWP forecasts of wind ramps
associated with a SBL by modifying the MYNN PBL scheme. In particular, three focus
areas involving the MYNN scheme are investigated:
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1. The formulation of a new set of CP values appropriate for wind ramp events in a stable
BL;
2. The formulation of a new method for determining mixing length to account for an
increase in turbulence intensity (TI) in the SBL when winds exceed a given threshold
as has been noted in recent studies; and,
3. The implementation of a method for calculating turbulent fluxes in consideration of
anisotropy and turbulent potential energy (TPE).
The first item is warranted because the original set of CPs in the MYNN scheme (Table
1.3) were posed originally as appropriate for the simulation of the BL for any and all weather
regimes. (Reference N01). Yet, as demonstrated in Chapter 2, there is shown a large
degree of sensitivity of WRF wind ramp forecasts to individual and systematic changes to
CPs. As such, it leaves the possibility that identifying a new of CPs tailored to improve
the representation of BL processes by the MYNN scheme and thus in turn improve WRF
forecasts of wind ramps.
Chapter 3 details the method for formulating new CPs based on a reformulation of the set
of equations above. Derived are individual expressions for each of the CPs as dependent on
explicit values of turbulence flux values, which are generated using a large eddy simulation
(LES) model for a select set of wind ramp cases. The performance of the mesoscale model
with the new set of CPs is evaluated in Chapter 4 based on an expanded set of mesoscale
forecasts of wind ramp cases.
The second focus item, formulating a new means of calculating mixing length, is discussed
in Chapter 5. Based on the analysis of high wind shear cases in a SBL as presented in Sun
et al. (2012), it has been shown that TI can be larger in the SBL than predicted based strictly
on Monin-Obukhov theory. There is evidence that TI is correlated with wind velocity when
the wind exceeds a diagnosed threshold. Based on this theory a new MYNN mixing length
is implemented and tested using the same wind ramp cases as in Chp. 4.
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Table 1.1 MYNN closure constants proposed by various authors and hard-coded in WRF
version 3.5
M73 MY82 NN04 WRF3.5 - MYJ WRF3.5 - MYNN
A1 0.78 0.92 1.18 0.66 1.18
A2 0.79 0.74 0.665 0.657 0.67
B1 15.0 16.6 24.0 11.88 24.0
B2 8.0 10.1 15.0 7.227 15.0
C1 0.056 0.08 0.137 0.00083 0.14
C2 0.7 0.73
C3 0.323 0.34
C4 0.0 0.0
C5 0.2 0.2
The method for and results of the third focus is presented in Chapter 6. Based on an
approach as detailed in Zilitinkevich et al. (2007), an alternate means of calculating turbulent
fluxes in consideration of anisotropy and TPE (which accounts for negative vertical buoyancy
introduced with the vertical displacements in a stable BL) is implemented in the MYNN
framework and evaluated using the same suite of test cases as for the other two focus areas.
Chapter 7 provides an overall summary of the results of this study along with concluding
remarks.
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CHAPTER 2. FORECAST SENSITIVITY TO CLOSURE
PARAMETERS
2.1 Introduction
Before efforts are made to formulate a new set of CPs that are suitable for wind ramp
events, it must first be investigated the degree to which the forecasts of wind ramp cases
are sensitive to any change in CP values. As such, a systematic set of experiments are
formulated to investigate model sensitivities. Discussed herein is the means for choosing a
set of cases from observations, the setup of the mesoscale model, the formulation of the suite
of experiments, and a discussion of the results.
2.2 Selection of wind ramp cases
Wind ramp cases are identified using observations from a tall tower near Hamburg, Ger-
many that is operated by the Meteorological Institute of the University of Hamburg. Sonic
anemometers at 50m, 110m, and 175m heights AGL provide the 3D wind components in
orthogonal directions u, v, w with an accuracy of 0.1ms−1 (Bruemmer et al., 2012). The data
as provided are averaged temporally at one-minute resolution and consist of 3-year’s worth
of data from 2010-2012. Turbulence kinetic energy (TKE) is available as a derived quantity
from turbulent variance data at the vertical levels mentioned above.
Using Matlab, individual wind ramp events are identified for which there exist a change
in wind velocity greater than 3ms−1 at 110m height within the course of 1 hour time or less.
Because the focus of the study at hand is the forecast of wind ramps in the context of a
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SBL and associated with the nocturnal LLJ, ramp events caused by other mechanisms such
as a frontal passage are excluded. Such cases are filtered by manually viewing time plots of
temperature at the 3 tower height levels. These plots also provide means of documenting
the transition to a SBL during the evening time period for each case of interest. Example
observations for one case are given in Fig. 2.1. Five initial ramp cases are identified for the
sensitivity experiments as described in the next section.
2.3 Methodology and Results
Numerical wind forecasts are generated using the WRF mesoscale model, version 3.5.1.
The MERRA data files (Lucchesi, 2012) are used for model boundary and initial conditions
and are obtained from the NASA Global Modeling and Assimilation Office through the
Goddard Earth Sciences Data and Information Services Center. All forecasts are initialized
at 12 LST on the first day of the respective case and end at 12 LST the following day
(a 24-hour forecast horizon). Two one-way nested grids centered over Hamburg are used
as shown in Fig. 2.2 and consist of horizontal resolutions of 12-km and 4-km respectively.
Vertically, the domains are depicted by a stretched grid of 46 sigma levels up to 100mb. At
and below 250m, the specific levels in the model include 7.8m, 21.6m, 37.2m, 52.9m, 68.6m,
84.36m, 104.1m, 133.7m, 177.2m, and 250.8m [AGL]. As mentioned above, the PBL scheme
in use for all tests is the MYNN scheme along with the Noah Land-Surface scheme (Chen
and Dudhia, 2001). The WRF Single-Moment 5-Class (WSM5) microphysics scheme (Hong
et al., 2004) is used for all runs, and the cumulus parameterization scheme of Kain-Fritsch
(Kain, 2004) is used only for the 12-km grid. Shortwave radiation processes are represented
by the Dudhia scheme (Dudhia, 1989) and longwave radiation by the rapid radiative transfer
model (RRTM) (Mlawer et al., 1997).
For each of the ramp event cases, multiple numerical forecasts are generated for which
a CP is systematically varied to be 0.5, 0.75, and 2.0 times the original parameter value
as prescribed in MYNN. The list of parameter values used for the full suite of sensitivity
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Figure 2.1 Velocity and potential temperature observations for the Hamburg 05/20/12 case
at 50m, 110m, and 175m.
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Figure 2.2 Nested domains used for WRF simulations.
experiments are given in Table 2.1. For any one forecast experiment, only one CP is varied
while all other parameters are set to their original MYNN value. The potential number of
sensitivity experiments for one wind ramp case is thus equal to 45, and for the 5 cases 225
experiments in all.
Table 2.1 Suite of CP values used in sensitivity experiments
A1 A2 B1 B2 C1 C2 C3 C4 C5
cntl 1.18 0.67 24.00 15.00 0.14 0.73 0.34 0.00 0.20
0.5*cntl 0.59 0.33 12.00 7.50 0.07 0.36 0.17 0.00 0.10
0.75*cntl 0.89 0.50 18.00 11.25 0.10 0.55 0.26 0.00 0.15
2.0*cntl 2.36 1.33 48.00 30.00 0.27 1.46 0.68 0.00 0.40
For the first set of experiments, separate forecasts are run for which A1 is set to different
values (first column of Table 2.1 ). All other CPs are set to their respective values as listed
in the first row of 2.1 . Fig. 2.3 shows results for the 9/4/10 Hamburg case. There are
significant differences in wind velocity at 110m height among the tests with varying values
of the A1 parameter. Most striking is the appearance of a wind ramp after 18 LST in the
cases for which A1 is reduced to either 0.75 or half its original value in the MYNN scheme.
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In the control case, for which the default MYNN value is used (A1 = 1.18), a wind ramp is
much less pronounced.
The bottom plot in Fig. 2.3 shows potential temperature forecasts at 110m for the same
suite of forecasts with varying values of A1. Starting at about 16 LST, all forecasts cool at
the same rate until 19 LST, the time that coincides with ramp initiation at 110m. Thereafter
there is some difference in evolution of the BL among the 4 forecasts. The 0.5 ∗ A1 case,
which registers the strongest wind ramp, ceases to cool several hours after 16 LST. The
0.75 ∗ A1 case cools somewhat, but less as compared to the control case and also produces
a wind ramp stronger than the control. Physical causes for these results are related to the
evolution of turbulent momentum and heat fluxes (mixing) in the BL and are discussed in
the next section.
Considering now all 5 cases, for which a suite of forecast experiments are also formulated
by systematically changing A1, similar wind forecast responses are exhibited as shown in
Table 2.2. This table lists MAE of forecasted 110m wind velocities for each A1 experiment
as compared to observations and as averaged over a 6-hour period centered at 18 LST, which
is generally the time of wind ramp initialization for the cases considered. This 6-hour time
window is selected to focus on forecast performance primarily during the development of the
wind ramp. To evaluate whether a change in A1 improves or degrades forecast accuracy,
the percentage change in MAE by variation of A1 is also given in Table 2.2 (the right hand
number in each column). It is seen that setting A1 to 50% of its original value results in
a lower forecast MAE for 4 for of the 5 cases as compared to the control run (for which
A1 = 1.18), and 3 of these cases exhibit a MAE that is reduced by more than 29%. All of
the 0.75 ∗A1 cases have a reduction in forecast MAE, from an error 11% to 64% lower than
the control forecast. Doubling A1 had an opposite effect, and the forecast MAE increases
from 21% to 47% higher across the 5 cases as compared to the control.
Systematically varying B1 results in a disparity of wind ramp forecasts as well. The
results are given for one Hamburg case in Fig. 2.4. Decreasing B1 to 0.75 or 0.5 of its
17
Figure 2.3 WRF forecasts and observations of velocity (top) and potential temperature
(bottom) at 110m for the Hamburg 09/04/10 case using MYNN with 4 different
values for A1.
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Table 2.2 Wind forecast MAE by case for varied A1 (left column). MAE averaged over a
6-hour period centered at time of wind ramp. For the last three rows, the left
number in each column is the raw MAE value [ms−1] and the right number denotes
the percentage change in forecast MAE as compared to the control forecast (first
row).
A1 7/10/2010 9/4/2010 4/25/2011 6/3/2011 5/20/2012 Average
cntl=1.18 1.03 2.36 1.1 1.55 2.38 1.68
0.5*cntl 1.11/8 1.04/-56 0.68/-39 1.10/-29 2.25/-5 1.24/-24
0.75*cntl 0.55/-46 0.90/-62 0.74/-33 1.31/-15 2.12/-11 1.12/-34
2.0*cntl 1.51/46 3.02/28 1.63/47 1.92/25 2.89/21 2.19/34
original value causes an increase in the wind ramp peak up to 3ms−1 at 110m height as
compared to the control. Table 2.3 shows the same trend across all 5 test cases such that
setting B1 to a fraction of its original value resulted in wind forecasts with lower MAE
values. When B1 = 0.5 ∗ cntl MAE is reduced 24% on average across the 5 cases, and for
B1 = 0.75 ∗ cntl MAE is reduced by 32% on average. Regarding potential temperature
forecasts, Fig. 2.4 shows that cases with stronger forecast winds (as for tests 0.5 ∗ B1 and
0.75 ∗B1), there is less cooling of the BL at 110m after 18LST as compared to the control.
The experiment for which B1 is doubled demonstrates considerable forecast sensitivity
as seen in Fig. 2.4. For the 2.0 ∗ B1 case, no wind ramp is forecast, and in fact the winds
at 110m decrease steadily over the 24-hour forecast period. This result is consistent for all
5 cases for which doubling B1 produced wind forecasts that are on average half the strength
as the control forecast (not shown), and concurrently MAE values that are double that of
the control case (Table 2.3).
Reducing C1 to 50% and 75% of its original value causes the forecasts to grossly under-
predict peak winds at 110m as seen for the case depicted in Fig. 2.5. In fact, in Table 2.4
the MAE values for all 5 cases increase relative to the control forecast when C1 is reduced.
On average, the forecast MAE is 81% higher than the control forecast when C1 is reduced
50%, and 63% higher when C1 is set to 75% its original value.
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Figure 2.4 Same as 2.3 but for varied B1 .
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Figure 2.5 Same as 2.3 but for varied C1.
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Tests for which C1 is increased do not give conclusive results. Following convention as
per the other CPs, C1 is increased by doubling its value. For these tests, however, the
forecasts are often unstable and thus their results are not included in Fig. 2.5 or Table 2.4 .
An identical approach as used to evaluate forecast sensitivity to systematic changes in
A1, B1, and C1 is used also to evaluate forecast response to changes in the remaining CPs:
A2, B2, C2, C3, and C5. Forecast sensitivities for these 5 CPs, although not negligible, are
also not as significant as compared to A1, B1, and C1. Thus, the results of their respective
experiments are not analyzed individually here, but rather included collectively in Fig. 2.6.
In this figure percent changes in forecast MAE are depicted as resulting from changes in
respective CP values (50%, 75%, and 200% of the original value). Negative values in the
figure indicate a reduction in MAE and thus an improved forecast.
It is very evident that there is significantly higher forecast sensitivity to changes in A1,
B1, and C1 as compared to the other CPs. Generally, a reduction in the value of A1 or B1 to
50% or 75% of their original value caused forecast improvement up to 50%, while doubling
these CPs could degrade forecasts even beyond 100%. Reducing C1 to 0.5 or 0.75 its original
value always results in degraded forecasts, at times also greater than 100%. Impact on wind
forecasts upon varying the remaining CPs is relatively less significant.
In the next section a more in-depth analysis of WRF forecast response to variations in
CP values is given. Consideration will be given primarily to the effect of changing the three
most dominant CPs, namely A1, B1, and C1.
Table 2.3 Same as Table 2.2 but for variations in B1.
B1 7/10/2010 9/4/2010 4/25/2011 6/3/2011 5/20/2012 Average
cntl=24.0 1.03 2.36 1.1 1.55 2.38 1.68
0.5*cntl 1.46/42 0.69/-71 0.65/-42 1.08/-30 1.92/-19 1.16/-24
0.75*cntl 0.65/-37 1.31/-44 0.71/-36 1.26/-18 1.82/-23 1.15/-32
2.0*cntl 2.64/156 4.23/79 2.59/134 2.84/83 3.49/47 3.16/100
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Table 2.4 Same as Table 2.2 but for variations in C1.
C1 7/10/2010 9/4/2010 4/25/2011 6/3/2011 5/20/2012 Average
cntl=0.14 1.03 2.36 1.10 1.55 2.38 1.68
0.5*cntl 2.68/160 3.37/43 2.85/158 2.69/74 3.67/54 3.05/81
0.75*cntl 2.99/190 3.03/28 2.22/101 2.29/48 3.24/36 2.75/63
Figure 2.6 Percent change in forecast MAE relative to control forecast per individual changes
in each of the 8 listed CPs.
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2.4 Analysis of select sensitivity experiments
As discussed in the previous section, there is evidence of significant forecast sensitivity
to changes in CP values, and in particular to changes to A1, B1, C1. An analysis of the
impact of changes in these select CPs on forecast evolution is considered here. Optimally
it would be advantageous to isolate the impact of the specific terms to which any one CP
is associated. This, however, is very difficult given the nonlinear nature of the systems of
equations that are involved. The parameters B1 and C1, thankfully, are associated with a
limited number of terms, and thus an attempt will be given a little later to theoretically
describe any changes these parameters would have on wind velocities. The parameter A1,
however, is a multiplicative factor for nearly all terms on the RHS of Eqs. 1.6 through 1.11
and it is nearly impossible to track the isolated impact of changes to A1. Instead a limited
analysis is attempted based on an analysis of the redistribution of turbulent energy.
2.4.1 Impact of changes to A1
Changes to the parameter A1 has a direct impact on energy redistribution, Edistr,uw,
which is listed as a term in Eq. 1.4 that contributes to the overall evolution of turbulent
moment flux. The term is given here specifically related to the turbulent moment flux uw
variable,
Edistr,uw = − q
3A1
uw + C1q
2∂U
∂z
. (2.1)
Note that Edistr,uw is neither an energy source nor sink term, but determines the redistribu-
tion of energy among the vertical and horizontal directions.
In Eq. 2.1 if A1 is reduced in value, the effect is to increase the influence of the first
term on the RHS, which in turn by Eq. 1.4 would impact locally the turbulence momentum
flux field. Because the first term on the RHS of 2.1 depends also on momentum flux (here
uw), the process is highly nonlinear. Referencing Eq. 1.2, which is rewritten here for both
orthogonal components of the horizontal mean wind and assuming only vertical gradients
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dominate,
∂U
∂t
+
∂wU
∂z
= −1
ρ
∂P
∂x
+ fV + ν∇2U − ∂uw
∂z
, (2.2)
and
∂V
∂t
+
∂wV
∂z
= −1
ρ
∂P
∂y
− fU + ν∇2V − ∂vw
∂z
, (2.3)
an increase in −∂uw
∂z
or −∂vw
∂z
in turn should result in a local increase in mean velocity.
It is shown in Fig. 2.7 the result of reducing A1 to half its original value on the evolution
of uw for one example case. (Here the vw field is relatively small and not considered).
The figure depicts the change of the vertical profile of uw for a 09/04/10 Hamburg case for
which A1 was set to half the original MYNN value (0.5 ∗ A1 = 0.59). There are differences
in the uw field in the period prior to 19 LST, but the gradient vector of this difference
field is oriented horizontally and suggests the difference is caused by a time lag between the
forecasts. Of significance to our analysis, however, is the development of a vertical gradient
of uw, which has direct influence on the evolution of mean velocity, U , per Eq. 2.2. Indeed,
in the vicinity of 100m height, there develops after 20 LST a negative vertical gradient of
turbulent momentum flux −∂uw
∂z
that is stronger in the 0.5 ∗A1 forecast as compared to the
control forecast. This corresponds well with the placement of an increase in wind velocity
after 20 LST in Fig. 2.7.
There is evidence that modifying A1 affects the thermodynamic structure of the atmo-
sphere as well. As mentioned earlier for the 0.5 ∗ A1 case, less cooling occurs at 110m after
the onset of the wind ramp as compared to the control case (Fig. 2.3). Looking now at
the difference in vertical heat flux for these two cases (Fig 2.8), setting A1 to half its origi-
nal value results in a stronger vertical gradient of wθ below 100m. Given the fundamental
expression for potential temperature
∂Θ
∂t
= − ∂
∂z
wΘ− ∂
∂z
wθ + α∇2Θ, (2.4)
the second term on the RHS would dictate an atmosphere that would not cool as quickly
this same region for the 0.5∗A1 case as compared to the control case. Indeed Fig 2.8 exhibits
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Figure 2.7 Contours of the top figure show over a 12-hour period the differences in vertical
profile of wind velocity between the A1∗0.5 WRF forecast and the control forecast
over the first 12 hours for Hamburg on 09/04/10. The bottom figure shows forecast
differences over time for the vertical profile of the vertical gradient of momentum
flux uw.
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for the 0.5 ∗A1 case a warmer atmosphere above 40m and after 21 LST, which is concurrent
with the time for which the negative vertical gradient of wθ is enhanced for this forecast.
2.4.2 Impact of changes to C1
Turning now to C1, it is conceivably more straight forward to ascertain the impact of
changing C1 on velocity forecast. This is because C1 directly affects only a limited number
of terms. Referencing as an example Eq. 1.10, C1a can be noted simply as C1 because C1b
and C1c are taken to be zero (for reasons discussed later). Here the value of C1, through
the third term on the RHS, directly determines the flux uw. From Eq. 2.2, however, what
impacts mean velocity is not just uw, but its vertical gradient. If we consider the change in
∂uw
∂z
only due to the change in the C1-term,
∆
(∂uw
∂z
) ≡ ∆(C1)∂U
∂z
∂q2
∂z
, (2.5)
where it is taken that ∂U
∂z
> 0 and does not vary significantly with height at 100m. Based
on high-resolution numerical simulations of wind ramp cases, as described in Chp. 3, it
is generally found that a maximum in TKE (also q2) occurs in the middle of the BL and
often below 100m. (Reference Fig. 3.3 for a vertical profile of TKE for an example case).
As a result, it is assumed ∂q
2
∂z
< 0 at 100m, and thus the RHS of Eq. 2.5 is negative and
the LHS is also negative. From Eq. 2.2, when ∂uw
∂z
< 0, velocity increases. Thus when
∆C1 is reduced, the amount that wind velocity would have increased is also reduced. This
theoretical argument is consistent with the trend in Fig. 2.9 such that the forcasted velocity
at 110m during and after the wind ramp is significantly reduced when C1 is reduced to half
its original value.
Another perspective is to analyze the impact of changes to C1 on the turbulence flux
fields themselves. Fig. 2.9 shows the change in uw over time for a forecast with C1 set to
half its original value as compared to the control forecast (C1 = 0.14). The result appears
very noisy; however, in the time period after 22 LST, there is evidence of the strengthening
of a (positive) vertical gradient in the BL between 40m and 140m height. Per Eq. 2.2, a
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Figure 2.8 Contours of the top figure show over a 12-hour period the differences in profile of
potential temperature between the A1 ∗ 0.5 WRF forecast and the control forecast
over the first 12 hours for Hamburg on 09/04/10. The bottom figure shows forecast
differences over time for the vertical profile of the vertical gradient of heat flux wθ.
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larger positive field gradient, ∂uw
∂z
, causes a decrease in mean velocity U , an effect that is
verified in Fig. 2.9 where there is a decrease in wind velocity of over 3ms−1 after 22LST
and between heights of 100m and 140m. There is not a significant difference in the mean
potential temperature field among forecasts with varying C1 settings (Fig. 2.9) and thus
their results will not be analyzed here.
2.4.3 Impact of changes to B1
The parameter B1 modulates the role of the dissipation term, Ediss, in Eq. 1.4. As given
in MY82,
Ediss = − 2q
3
3lB1
. (2.6)
This term acts to dissipate TKE and is nonzero only in Eq. 1.4 as posed for variance variables
u2, v2, and w2. The influence of B1 is realized through its effect on TKE (represented by
0.5q2). Depicted in Fig. 2.10, whenB1 is set to half its original MYNN value (0.5∗B1 = 12.0),
q2 is reduced as compared to the control forecast (B1 = 24.0) in the region after 21UTC. The
largest change in q2 occurs at the same level as the largest increase in mean velocity, near
100m. This makes physical sense in that dissipation acts to reduce turbulent energy, which
reduces the effect of mixing that would otherwise allow for the transport of low momentum
air to levels of higher momentum and thus reduce the strength of the LLJ. With B1 set to
half its original value, however, q2 and thus mixing is reduced and a stronger LLJ is allowed
to develop as compared to the control case.
It is established that changing CP values can have significant impact on the wind forecasts
of wind ramp events in the SBL, which gives basis to reconsider CP values used by MYNN
for such cases. It is elected to define this new set of CPs not by methodically varying the
suite of parameters to identify the optimal combination (a process that would require a
large matrix of possible combinations), but rather a method based on fundamental physical
equations. Such is the focus of the next chapter.
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Figure 2.9 Contours of the top figure show over a 12-hour period the differences in vertical
profile of wind velocity between the C1 ∗0.5 WRF forecast and the control forecast
over the first 12 hours for Hamburg on 09/04/10. The bottom figure shows forecast
differences over time for the vertical profile of the vertical gradient of momentum
flux uw.
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Figure 2.10 Contours of the top figure show over a 12-hour period the differences in vertical
profile of wind velocity between the C1∗0.5 WRF forecast and the control forecast
over the first 12 hours for Hamburg on 09/04/10. The bottom figure shows
forecast differences over time for the vertical profile of q2 [m2s−2].
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CHAPTER 3. CALCULATING NEW CLOSURE
PARAMETERS
3.1 Formulation of closure parameter equations
As stated earlier, the purpose of this study is to formulate a new set of CPs appropriate
specifically for wind ramp events in a SBL. The first step is to derive expressions for each
of the 9 CPs based on the system of equations listed above (Eqs. 1.6 to 1.14). The CPs
contained within the momentum flux equations (Eqs. 1.6 to 1.11 ), specifically A1, A2, C1n,
and C2, are considered first. This system of equations that comprise these momentum flux
equations can be written in matrix form Q = PD:
Q =

q
l
(u2 − q2
3
)
q
l
(v2 − q2
3
)
q
l
(w2 − q2
3
)
q
3l
uv
q
3l
uw
q
3l
vw

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P =

−4uw ∂U
∂z
+ 2vw ∂V
∂z
− 2βgwθ 0 2βgwθ uw ∂U
∂z
+ vw ∂V
∂z
uw ∂U
∂z
− vw ∂V
∂z
2uw ∂U
∂z
− 4vw ∂V
∂z
− 2βgwθ 0 2βgwθ uw ∂U
∂z
+ vw ∂V
∂z
uw ∂U
∂z
− vw ∂V
∂z
2uw ∂U
∂z
+ 2vw ∂V
∂z
+ 4βgwθ 0 −4βgwθ −4(uw ∂U
∂z
+ vw ∂V
∂z
) 2(2uw ∂U
∂z
− vw ∂V
∂z
)
−uw ∂V
∂z
− vw ∂U
∂z
0 0 0 −uw ∂V
∂z
− vw ∂U
∂z
−w2 ∂U
∂z
+ βguθ q2 ∂U
∂z
−βguθ −(u2 ∂U
∂z
+ uv ∂V
∂z
) −w2 ∂U
∂z
−w2 ∂V
∂z
+ βgvθ q2 ∂V
∂z
−βgvθ −(v2 ∂U
∂z
+ uv ∂V
∂z
) −w2 ∂V
∂z

D =

A1
A1C1a
A1C2
A1C1b
A1C1c

Note that there are 5 unknown variables in matrix D and yet the system consists of 6
equations. Theoretically, it is possible to use a least-squares approach in order to identify a
best-fit solution for D that would minimize the error between the prescribed Q matrix on
the LHS of Q = PD and the solved equations of the P matrix on the RHS.
Solving such a system of equations is straight-forward by simply inverting the P matrix
and solving directly for D according to D = QP−1. However, it was found that inverting P
does not render results that were acceptable, in that at certain vertical levels various terms
were near zero, which results in a matrix that were badly scaled or nearly singular.
In effort to alleviate this problem, the terms associated with coefficients C1b and C1c are
removed. This simplification is not entirely unfounded in that Nakanishi also removed these
terms because they “had a contrary effect on the reproduction of the horizontal velocity
variance” (N01). The system of equations is further simplified by adding together the cor-
responding equations that defined horizontal variances, u2 and v2, as well as horizontal heat
flux covariances, uθ and vθ. It is thought that the u and v equations are highly similar and
thus not entirely independent. Further, depending on the orientation of the wind, as either
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u or v become small, its counterpart wind component becomes large. Adding the u and v
equations together alleviated excessively small terms such as in the case that the wind is
oriented nearly identically with either the x or y axes.
The simplified set of equations is thus:
q
l
(u2 + v2 − 2q
2
3
) = A1[−2uw∂U
∂z
− 2vw∂V
∂z
− 4βgwθ] + A1C2(4βgwθ) (3.1)
q
l
(w2 − q
2
3
) = A1[2uw
∂U
∂z
+ 2vw
∂V
∂z
+ 4βgwθ]− A1C2(4βgwθ) (3.2)
q
3l
uv = A1[−uw∂V
∂z
− vw∂U
∂z
] (3.3)
q
3l
(uv + vw) = A1[−w2(∂U
∂z
+
∂V
∂z
) + βg(uθ + vθ)]
+ A1C2q
2(
∂U
∂z
+
∂V
∂z
)− A1C2βg(uθ + vθ) (3.4)
From Eq. 3.3 an expression for the CP A1 can be solved directly such that
A1 =
q
3l
uv
−uw ∂V
∂z
− vw ∂U
∂z
. (3.5)
Using Eq. 3.2 an expression for C2 can be derived as such
C2 =
2A1[uw
∂U
∂z
+ vw ∂V
∂z
+ 2gβwθ]− q
l
(w2 − q2
3
)
4A1gβwθ
, (3.6)
and an expression for C1 is given based on Eq. 3.4:
C1 =
w2(∂U
∂z
+ ∂V
∂z
)− βg(uθ + vθ) + C2βg(uθ + vθ) + q3A1l(uw + vw)
q2(∂U
∂z
+ ∂V
∂z
)
. (3.7)
The expressions for horizontal heat fluxes given above in Eqs. 1.12 and 1.13 can be used
to derive expressions for the CP terms of
A2C5 =
q
3l
[−vθ(uw ∂Θ
∂z
+ wθ ∂U
∂z
) + uθ(vw ∂Θ
∂z
+ wθ ∂V
∂z
)]
−wθ[∂V
∂z
(uw ∂Θ
∂z
+ wθ ∂U
∂z
) + ∂U
∂z
(vw ∂Θ
∂z
+ wθ ∂V
∂z
)]
(3.8)
and
A2 =
wθ ∂U
∂z
A2C5 − q3luθ
uw ∂Θ
∂z
+ wθ ∂U
∂z
, (3.9)
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from which values for A2 and C5 can be derived. It follows then straight forward from Eq.
1.14 that an expression for C3 is given as
C3 =
1
gβθ2
{−wθ + 3lA2
q
[w2
∂Θ
∂z
+ wθ
∂w
∂z
+ gβθ2] + C5wθ
∂w
∂z
}. (3.10)
An expression for B1 can be formulated directly from the prognostic equation for q
2 (Eq.
1.15 ). If over a short time period q2 can be taken to be quasi-static and non-diffusive,
the terms on the LHS of Eq. 1.15 can be omitted. This leaves only shear, buoyancy, and
dissipation terms such that
uw
∂U
∂z
+ vw
∂V
∂z
= gβwθ − q
3
B1l
, (3.11)
and from which an expression for B1 is derived
B1 =
q3/l
uw ∂U
∂z
+ vw ∂V
∂z
− gβwθ . (3.12)
Similarly, if the time-tendency and diffusion terms on the LHS of the prognostic equation
for θ2 (Eq. 1.16) are assumed relatively small, an equation for B2 can be derived as such
B2 = −
qθ2
l
wθ ∂Θ
∂z
. (3.13)
This simplification is reasonable given the relatively small sensitivity of WRF forecasts to
the value of B2 as compared to other CPs as is demonstrated in the results discussed in
Section 2.4.
The above equations can be used to calculate a set of CPs if values for turbulence heat
and momentum fluxes are explicitly available along with data for mean wind shear. Although
measurements of fluxes are potentially available from various sources (such as the Hamburg
tall tower as described above), the vertical resolution of the data is often relatively coarse,
not smaller than 50m. In order to obtain a vertical profile of much higher resolution, an LES
model was invoked in this study to simulate turbulent fluxes for a set of LLJ cases. This
work is described below.
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3.2 LES model simulations of LLJ cases
The LES version of the WRF model (Yamaguchi and Feingold, 2012) is used to generate
turbulent fields in the BL consistent with what was observed in the Hamburg tall tower
data for the set of 5 wind ramp cases as analyzed in the sensitivity experiments of Chp. 2.
The LES model is run at a relatively high resolution of 4m both horizontally and vertically
with a domain size of 65x65x200 points. This spatial resolution is consistent with what was
used by N01 to investigate the turbulence-scale response to various idealized cases in weakly
stable, neutral, and unstable environments. Subgrid-scale turbulence is represented using a
1.5-order TKE closure parameterization scheme (Klemp and Wilhelmson, 1978) (Deardorff,
1980).
The model domain used in this study is 3D but the initial state is assumed horizontally
uniform and thus could be initialized using 1D soundings of mean velocity and potential
temperature for each of the 5 Hamburg wind ramp cases. Observations are taken at a
specific point in time for each case after the setup of the wind ramp had reached its initial
peak. This is to represent a time for which the atmosphere was quasi-stable, a condition
as imposed in the derivation of the expressions for the CPs in the previous section such
that the time-tendency term is neglected. Further, the purpose of the LES simulation is
not to depict the development of the wind ramp, but rather to generate turbulent eddies
that are in general agreement with what exists in the BL below the sustained LLJ that is
established proceeding the wind ramp. Soundings from one wind ramp case that occurred
on 5/20/12 are given in Fig. 3.1. Shown in Fig. 3.2 are the time series of observed velocity
and potential temperature at the 3 observation heights of the Hamburg tower for the same
case. The observations used to derive 1D soundings are taken at 21LST, which is a time
after which the SBL had been established and after the wind ramp and the setup of the LLJ.
All LES simulations are run out to 2 hours, which is the time period required to establish
a stable solution as indicated by a horizontally-averaged TKE vertical profile that exhibits
relatively small variation over the last hour of the simulation. The mean state of the domain
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is kept quasi-constant during the simulation by nudging the mean velocity and potential
temperature profiles back to their initial state every 5-10 minutes. The model invokes peri-
odic boundary conditions in the horizontal directions. These simulations are executed using
the High Performance Computing resources at Iowa State University.
The LES results for the case on 5/20/12 are shown in Fig. 3.3, which gives a vertical
profile of TKE. It is seen that a region of maximum TKE occurs below 200m, which coincides
with the area below the LLJ. This region also is an area of relatively strong mean wind shear
(Fig. 3.2) that provides a source for kinematic production of turbulence. Note that the TKE
profile produced by the LES model does not identically match observations; however, the
LES values are within range of anticipated values, which is represented by the horizontal
lines in Fig. 3.3. These horizontal lines give the range of TKE values observed at a given
height within the time period 1 hour before and after the time of LES initial conditions,
which is at 21 LST for the case depicted here. Note that the purpose of the LES simulations
is to produce a turbulence field that is generally representative of what is observed in the BL
below a LLJ associated with a wind ramp event. LES simulations are produced for the full
suite of 5 wind ramp cases (not shown), which render similar profiles of TKE as is presented
here for the case from 5/20/12.
3.2.1 Calculation of CPs
Using the turbulent momentum and heat flux data as explicitly derived from the LES
simulations for the 5 wind ramp cases, CPs could be calculated based on their respective
expressions derived above (Eqs. 3.5 to 3.13). Discussed below are the details of the means
for calculating each individual CP and the results for the set of wind ramp cases considered
as they existed in a SBL.
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Figure 3.1 Example soundings of velocity (top) and potential temperature (bottom) used to
initialize a WRF LES simulation. Observed values denoted by an asterisk. Mean
vertical profiles maintained by the model are given by stippled lines.
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Figure 3.2 Velocity and potential temperature observations for the Hamburg 05/20/12 case
at 50m, 110m, and 175m.
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Figure 3.3 For the 5/20/12 Hamburg case, time series of TKE for 3 vertical heights (top),
and vertical profiles of TKE (bottom) generated by LES model for the same case.
Horizontal lines depict a realistic range of comparative TKE values as observed
at a given height within the time period 1 hour before and after the time of LES
initial conditions. The vertical profiles of TKE show convergence of the solution
by the second hour.
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Figure 3.4 Vertical profiles of mean shear [s-1] and momentum flux covariances [m2s−2] as
related to Eq. 3.5 for Cases 1 (7-10-2010) and 2 (9-5-2010) .
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Figure 3.5 Vertical profile of calculated closure constant A1 for the Cases 1 and 2 (top) and
for all 5 cases (bottom).
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Table 3.1 The 5 wind ramp cases used to calculate CPs
Case no. Date of case
1 07-10-2010
2 09-05-2010
3 04-25-2011
4 06-03-2011
5 05-20-2012
3.2.1.1 Closure Parameter A1
Using in particular turbulent momentum flux values as provided by the LES data, in-
cluding uw, vw, and uv, A1 is calculated using Eq. 3.5. Fig. 3.4 shows vertical profiles of
horizontally-averaged momentum flux covariances and shear of the mean wind for 2 of the 5
cases as used to calculate A1. Fig. 3.5 shows calculated values for A1 in the stable BL for all
5 LES wind ramp simulations. For brevity, the 5 wind ramp cases are referenced by number
according to Table 3.2.1.
It is seen that A1 converges to a relatively narrow range of values within the BL. Averaged
across all 5 cases and within the middle of the BL taken between heights of 50m and 150m,
the proposed value for A1 is 0.38 for wind ramp cases associated with a stable BL. This value
is nearly 1/3 the value of A1 = 1.18 as currently prescribed for the MYNN scheme in WRF
version 3.5.
It is interesting to note in Fig. 3.4 that near the vertical center of the BL for Cases 1 and
2, values for the shear of the meridional component of the mean wind, and the covariance
values uv and vw all approach zero. This could result in A1 becoming infinitely large as
these terms in the denominator of Eq. 3.5 approach zero. However, it is seen also that the
numerator term, uv, approaches zero at this same vertical level as well. Using L’Hopitals
rule, such that the derivatives of the numerator and denominator are found relative to the
variables approaching zero, an expression for A1 can be derived for levels in the center of the
BL as:
A1 =
−q
3l
−uw − ∂U
∂z
. (3.14)
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The zonal wind shear, covariance uw, and TKE are all non-zero and render results for A1 in
the middle of the BL that are nearly consistent with values at other levels.
It is worth noting that in the region of maximum winds at and above the LLJ (above
approximately 200m) the variance, covariance, and wind shear values are all relatively small
and nearly approach zero (Fig. 3.4). They fall below the magnitude range of error (+/ −
0.02m2s−2) of the anemometer readings (Bruemmer, Lange, Konow 2012). As such, the
fidelity of the data at this scale is questionable and the physical interdependence of these
terms as represented in Eq. 3.5 are not necessarily valid. As a result, the values for A1 at
and above the LLJ vary considerably with height.
3.2.1.2 Closure Parameter C2
Having calculated A1 it is possible then to solve directly for C2 using Eq. 3.6. Similar to
what was encountered when calculating A1, the equation for C2 also has singularity issues at
specific vertical levels for which the denominator tends toward zero. To identify the trends
of the various terms and their dependents on certain chosen covariance variables, Eq. 3.6 is
written as
C2 =
2[uw ∂U
∂z
+ vw ∂V
∂z
]
4gβwθ
+ 1 +
3(w2 − q2
3
)(uw ∂V
∂z
+ vw ∂U
∂z
)
4gβwθuv
, (3.15)
or in an alternate form
C2 = 1 +
2uv uw ∂U
∂z
2uv vw ∂V
∂z
+ 3(w2 − q2
3
)(uw ∂V
∂z
+ vw ∂U
∂z
)
4gβwθuv
, (3.16)
for which the expression for A1 per Eq. 3.5 was substituted.
Fig. 3.6 shows the profiles for the terms uv uw, uv vw, and wθuv. These terms trend
toward zero in the middle of the BL as do also ∂V
∂z
and vw as seen earlier in Fig. 3.4.
Following L’Hopital’s rule, the differential of each term in the numerator and denominator
is taken respective of each variable tending toward zero. The result is an updated expression
for C2 that is appropriate for the middle of the BL:
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Figure 3.6 Vertical profiles of momentum flux covariance terms [m4s−4] and momentum and
heat flux terms [K m3/s3] as related to Eq. 3.7 for Case 1 (7-10-2010) and Case 2
(9-5-2010).
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Figure 3.7 Vertical profile of calculated closure constant C2 for Cases 1-5
C2 = 1 +
2∂U
∂z
+ 2∂V
∂z
+ 3(w2 − q2
3
)(uw + ∂U
∂z
)
4gβ
(3.17)
Using the LES data for all 5 cases, calculated values of C2 are given in Fig. 3.7. The
value of C2 averaged over the center of the BL and over all cases is 0.073, which, it turns
out, is the same value as has already been used for MYNN in WRF3.5.
3.2.1.3 Closure Parameter C1
Once values for A1 and C2 have been determined, it is possible to solve for C1 using Eq.
3.7. It should be noted that the denominator of this equation depends on q2 (TKE) as well
as shear of the mean wind, which are both greater than zero throughout the center of the
BL (below 150m). The singularity issue as encountered in the calculation of A1 and C2 is
not a factor.
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Figure 3.8 Vertical profile of calculated closure constant C1 for Cases 1-5
The derived values for C1 are shown in Fig. 3.8. The average value for C1 is 0.045, which
is considerably smaller than the value of 0.14 as currently prescribed for MYNN for WRF.
3.2.1.4 Closure parameter A2 and C5
Eqs. 3.8 and 3.9 was used to solve for A2 and C5. As was the case in solving for the other
CPs, provision needed to be made in the event that the denominator of these expressions
approached zero, causing a singularity in the solution. Fig. 3.9 depicts for one case the
vertical profiles of several covariance variables, which are pertinent to Eq. 3.8. It is seen
that covariance variables vw, vθ, and shear ∂V
∂dz
all approached zero in the middle of the
BL. To allow for a stable solution in this region, L’Hopital’s Rule was applied to Eq. 3.8
invoking the assumption that these three variables approach zero simultaneously. The newly
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Figure 3.9 Vertical profiles of covariance terms [Kms−1] and shear [s−1] as related to Eq.
3.8 for Case 2 (9/5/2010).
formulated expression is
A2C5 =
q
3l
[−(uw ∂Θ
∂z
+ wθ ∂U
∂z
) + uθ(∂Θ
∂z
+ wθ)]
−wθ[(uw ∂Θ
∂z
+ wθ ∂U
∂z
) + ∂U
∂z
(∂Θ
∂z
+ wθ)]
. (3.18)
Using then Eq. 3.9, values of both A2 and C5 are derived. Fig. 3.9 shows vertical profiles
of A2 and C5. Here A2 is both averaged vertically in the middle of the BL (between 50m to
150m) and averaged among all 5 cases to yield a value of 0.61. Fig. 3.10 shows that values
for C5 vary considerably among the 5 cases and that averaging this CP among the cases
would yield a negative value. Given, however, that little forecast sensitivity is attributed to
changes in C5 as was demonstrated above, it was selected to use in this study the original
value for C5 as 0.2.
Calculation of the remaining CPs, C3, B1, and B2, are straight forward using Eqs. 3.10,
3.12 and 3.13. Solution singularities are not an issue for these CPs with the exception of
B2. Eq. 3.13 is sensitive to the covariance variable uθ, which as seen in Fig. 3.9 tends to be
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Figure 3.10 Vertical profile of calculated CPs A2 and C5 for Cases 1-5
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Table 3.2 New and old MYNN CP values
A1 A2 B1 B2 C1 C2 C3 C5
old 1.18 0.67 24.0 15.0 0.14 0.73 0.34 0.20
new 0.38 0.61 15.0 11.4 0.02 0.73 0.79 0.20
relatively small in the lower BL. There is a larger range of calculated B2 among the 5 cases
as compared to the other CPs. However, given that there is low WRF forecast sensitivity to
B2 as discussed in Chp. 2, this is less a factor. An average value for B2 among the 5 cases
is 11.40. Average values for B1 and C3 are 15.0 and 0.79 respectively.
3.2.2 Final list of CP values
In summary, the new MYNN CP values as derived for wind ramp cases in a SBL are
listed in Table 3.2. Listed also for comparison are the original CP values as proposed by
N01. It follows naturally a need to implement the new CP values in the MYNN scheme and
evaluate the impact on the numerical forecasts of wind velocity for wind ramp cases. Such
work is presented in the following chapter.
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CHAPTER 4. RESULTS AFTER IMPLEMENTING NEW
CLOSURE PARAMETERS
4.1 Selection of Iowa test cases
In the process of evaluating the performance of WRF forecasts using the MYNN scheme
with the updated CP values, it is of interest to use wind ramp test cases from the U.S. in
addition to those already used from Germany. This is to insure that the modified MYNN is
of significance for more than one region of the world. Iowa, in particular is of interest because
of the large wind industry in the state. Additional cases are identified using observations
from two tall towers in Iowa near Altoona and Mason City. These towers provide 10-minute
averaged wind velocity and temperature observations at 50m, 100m, 150m, and often 200m
heights [AGL]. These data were provided through the Iowa Energy Center, which supported
a project to instrument several tall towers in Iowa and collect meteorological data for a little
over two years starting in late 2006. In the same manner as for the Hamburg data, wind
ramp cases are identified for events with at least a 3ms−1 increase in wind velocity at 100m
height within a period of 2 hours or less. Care is taken to exclude cases for which ramps are
caused by a frontal passage or nearby convection.
The WRF forecasts for Iowa are generated in the same manner as used for the German
cases and described in Section 2.3. As already stated, WRF for these forecasts use the new
set of CPs. This approach is denoted as Method B. Method A refers to WRF in its original
3.5 version with original CPs. Nested domains of 12km and 3km centered over Iowa are
used (Fig. 4.1). NARR data (Mesinger et al., 2006) provide the initial conditions as well as
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Figure 4.1 Nested domains used for WRF simulations over Iowa.
boundary conditions for the outer domain.
4.2 Results
In all, 15 cases are analyzed, 6 from Hamburg and 9 from Iowa. To quantify the accuracy
of the forecast set, MAE is calculated for each case using forecast and observed values every
10 minutes and averaged over a 6-hour window centered on the wind ramp. These MAE
values provide a basis for evaluating model ability to forecast the maximum initial peak of
a wind ramp and are hereafter referred to as MAESBL and are listed by case in Table 4.1
. In order to give an additional perspective on forecast performance in the evolution of the
wind field overnight during a period generally when the lower atmosphere is stably stratified,
MAE is also calculated over a 12-hour period between 18 and 6 LST (Table 4.2). These MAE
values are denoted by MAESBL and are listed in Table 4.2.
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Table 4.1 MAEramp [ms
−1] and bias [ms−1] averaged over a 6-hour window that is centered
on the time period of the wind ramp for each case. The last column gives the
percentage change in MAE for forecasts per Method B relative to Method A.
Method A Method B
Region Case date MAE bias MAE bias MAE
% Diff
Ham 9/4/2010 1.19 -1.18 1.55 1.55 30.0
Ham 4/25/2011 0.85 -0.73 0.74 0.35 -13.7
Ham 6/3/2011 1.68 -1.69 1.07 -0.45 -36.2
Ham 5/20/2012 1.51 -0.54 1.58 0.86 4.4
Avg. Group 1 1.31 -1.03 1.23 0.57 -5.8
Ham 7/10/2010 0.63 -0.23 2.31 0.93 266.6
IA 9/28/2007 0.97 0.27 2.35 2.07 141.1
IA 10/3/2007 0.69 0.28 1.70 1.61 148.2
IA 10/26/2007 0.96 0.28 2.47 1.95 156.3
IA 10/28/2007 0.82 0.41 3.34 3.10 308.1
Avg. Group 2 0.81 0.20 2.43 1.93 198.9
Ham 3/25/2010 2.03 1.72 3.66 3.35 80.1
IA 5/12/2007 1.36 0.68 3.56 3.52 162.4
IA 6/18/2007 1.99 0.21 2.15 1.16 8.0
IA 11/1/2007 1.10 0.30 3.47 3.47 216.0
IA 6/13/2008 2.81 2.81 4.58 4.58 63.0
IA 9/16/2008 1.44 0.33 2.79 2.73 93.4
Avg. Group 3 1.79 1.01 3.37 3.13 88.3
Average 1.34 0.20 2.49 2.05 86.2
4.2.1 Categorizing cases into three groups
To investigate the performance of the MYNN scheme for the 15 cases, it is helpful to
categorize them into subsets denoted as Groups 1-3 in Tables 4.1 and 4.2. Three subsets
are arbitrarily defined according to whether the WRF with original CPs (Method A) under-
forecasts, forecasts well, or over-forecasts the wind ramp. The specific criteria for each subset
are given in Table 4.3 and a more detailed analysis of results by group is presented below.
The reason for categorizing the cases is to recognize the possibility of a range of factors
among the cases that determine forecast accuracy in the depiction of LLJ evolution and
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Table 4.2 Same as Table 4.1 but MAE (here MAESBL) and associated bias values are aver-
aged over a 12-hour period from 18:00 to 06:00 LST.
Method A Method B
Region Case date MAE bias MAE bias MAE
% Diff
Ham 9/4/2010 1.37 -1.27 1.46 1.44 6.6
Ham 4/25/2011 1.31 0.69 1.79 1.65 36.3
Ham 6/3/2011 1.16 -0.87 1.51 -0.27 29.9
Ham 5/20/2012 1.67 0.63 2.52 2.21 50.8
Avg. Group 1 1.38 -0.20 1.82 1.25 32.0
Ham 7/10/2010 1.09 0.26 1.93 0.73 77.4
IA 9/28/2007 1.32 0.27 3.88 3.13 194.0
IA 10/3/2007 1.01 0.90 4.32 4.31 330.2
IA 10/26/2007 0.93 0.05 2.79 2.16 201.1
IA 10/28/2007 1.20 1.15 6.67 6.67 457.7
Avg. Group 2 1.11 0.53 3.92 3.40 254.1
Ham 3/25/2010 3.69 3.69 5.43 5.43 47.0
IA 5/12/2007 1.54 1.19 4.53 4.51 194.4
IA 6/18/2007 2.02 -0.20 1.71 0.88 -15.0
IA 11/1/2007 2.58 2.31 7.94 7.94 208.0
IA 6/13/2008 2.02 1.49 3.80 3.46 88.4
IA 9/16/2008 1.76 1.41 3.50 3.21 98.4
Avg. Group 3 2.27 1.65 4.48 4.24 97.7
Average 1.64 0.78 3.58 3.16 118.1
associated wind ramp. Some factors stem from the modeling approach such as the fidelity
of initial conditions and the evolution of the thermodynamic structure of the BL, which
is greatly influenced by depiction of surface heat and moisture fluxes in the model. Other
environmental influences may vary among the cases including the impact of non-local effects
such as topography or semi-distant convective systems. A recent study in Klein et al. (2016)
has found that the weakening of turbulent mixing during the collapse of the BL in early
evening greatly influences the effectiveness of the inertial oscillation in LLJ development. In
a word, it is a complex problem and attempting to isolate all influences that determine wind
ramp evolution is difficult and beyond the scope of the present study.
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However, during the course of this research there has been identified one differentiating
aspect worth noting, which serves to distinguish the cases in Group 1 from Groups 2 and 3,
namely, the structure of the mid-level winds. Referring back to the vertical profiles of the 3
cases discussed above (Figs. 4.4, 4.5, and 4.6), it is seen that the Hamburg case of 09/04/10
(Group 1) exhibits weaker winds at levels above the LLJ (above 300m) as compared to the
example cases from Groups 2 and 3. It is interesting also to note that wind velocities at mid-
levels (near 800m) do not vary significantly for the Group 1 case, but increase substantially
for cases from Groups 2 and 3 over the 8-hour period during which the winds are also
increasing in the lower BL. These trends are not an artifact only of these specific cases, but
are consistent with the bulk of cases in their respective groups.
Looking at 850mb plots of wind velocity for cases from Groups 2 and 3 in Figs. 4.2
and 4.3, the relatively strong flow at mid-levels is associated with larger-scale flow over the
region. Although not depicted here, wind velocities at mid-levels increase steadily above
the location of theses cases (Altoona, IA) during and after the wind ramp presumably due
to the evolution of the large-scale flow. It’s possible this increase in winds at mid-levels
could influence an increase in velocities just above the BL (e.g. the LLJ) in conjunction
with and addition to the dynamics of inertial oscillation of the stable BL, thus increasing
the maximum winds of the LLJ. Conversely the mid-level winds for the Group 1 case are
relatively weak and semi-static. As such, the development of the LLJ and associated wind
ramp are determined primarily by the dynamics of the BL, namely inertial oscillation, and
not large-scale forcing of the overlying atmosphere. As such, only the cases of Group 1
conform to the idealized model of the formation of a LLJ through inertial oscillation. This
may be a reason why the new set of CPs, which were formulated in context of the more
idealized cases of Group 1, on average resulted in an improvement of wind ramp forecasts as
given in Table 4.1 with a MAEramp on average 5.8% lower than forecasts using original CPs.
Admittedly, such a conclusion about the role of the mid-level winds is at this point
more speculative than it is substantive. Even so the results are to some degree noteworthy
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and further investigation involving quantitative analysis would be warranted as a means of
identifying model success or failure in LLJ and wind ramp forecasting.
Table 4.3 Criteria for categorizing cases by subset based on MAEramp and associated bias.
Group Description Criteria
1 under forecast ramp MAE > 0.75m/s and bias < −0.5m/s
2 well forecasted MAE < 1.0m/s and abs(bias) < 0.5m/s
3 over forecast ramp MAE > 1.0m/s and bias > 0.0m/s
.
4.2.2 Analysis of Group 1 cases
It can be seen that WRF forecasts using the new set of CPs (Method B) improves the
wind ramp forecast only for two members within Group 1 (cases for which Method A resulted
in under-forecasting the wind ramp). Within this group, there is achieved a reduction in
MAEramp up to 36% in one case, although degrading the forecast of another case by an
increase in MAEramp of 30%. The forecast of this latter case is depicted in Fig. 4.4 for which
the WRF forecast using Method A does not produce a wind ramp at 18 LST and overall
under-forecasts wind velocities during the time period of the nocturnal stable BL between
approximately 18 to 6 LST. This result is consistent with the negative bias for this case
during the wind ramp and during the entire nocturnal forecast as listed for Method A in
Tables 4.1 and 4.2.
The Method B forecast does generate a wind ramp for this case, but yet one that is too
strong as compared to observations, both during the wind ramp and throughout the night
time. Here the bias values are positive and of nearly the same magnitude as MAE indicating
that the forecast consistently over-predicts velocity values throughout the forecast period at
110m height. Vertical profiles of velocity are given in Fig. 4.4 at 2-hour intervals during the
period of the wind ramp. Consistent with MAE and bias values the WRF with Method B is
shown to over-predict the winds at 110m after 19 LST; however, winds are under-forecast as
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Figure 4.2 Plots of WRF wind forecasts at 850mb for Hamburg case from 9/4/10 (top) and
Iowa case from 10/4/07 (bottom). Plots are given at times coinciding with wind
ramp peak. Wind intensity is indicated by wind barbs.
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Figure 4.3 Same as Fig. 4.2 but for the Iowa case from 5/13/07.
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compared to observations at 175m. The nose of the LLJ is apparently too low as evidenced
by the observations at 175m.
Across the 4 cases in Group 1, new CPs (Method B) result on average in a reduction
in MAEramp by 5.8%. Given the small sample set of Group 1, however, it is difficult to
conclusively state that the new CPs in WRF alone will improve wind ramp forecasts. (It
will be shown later that other modifications to the BL scheme, such as increasing the eddy
mixing length and accounting for anisotropic effects, are necessary to achieve substantive
forecast improvement).
4.2.3 Analysis of Group 2 cases
Group 2 includes cases for which WRF using original CP values (Method A) produce
forecast results that are relatively close to observations such that MAEramp values are less
than 1.0ms−1, being on average 0.81ms−1. Bias values are also very low, and are on average
0.2ms−1.
Fig. 4.5 depicts an example forecast from this group (an Iowa case from 10/03/07) and
reveals a WRF forecast using Method A that closely mirrors the wind ramp (MAEramp =
0.69ms−1) as well as winds later in the forecast period at 100m height (MAESBL = 1.01ms−1).
These MAE values are relatively low as compared to the MAE values of Groups 1 and 3,
where the WRF either under- or over-forecasts wind velocities.
For Method B, however, the WRF routinely over-forecasts the peak of the wind ramp as
well as later wind velocities at 100m height. The average value for MAEramp and MAESBL
across all cases in Group 2 increase by 2.0 and 2.5 times respectively. This result is consistent
with the example case in Fig. 4.5 with Method B such that the velocities at 100m are over-
forecast and yield an MAEramp value nearly 150% and MAESBL 330% their respective MAE
values for Method A. Referencing the vertical profiles in Fig. 4.5 for this same case, winds
are over-forecast throughout the BL and the LLJ maximum is too low as compared to
observations.
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Figure 4.4 Time series at 110m (top) and vertical profiles (bottom) of WRF forecast of wind
velocity using MYNN scheme with original CP values (blue) and with new CP
values (red) as compared to observations (stippled line) for the 9/4/10 Hamburg
case. Velocity observations for vertical profiles are given at concurrent times as
forecasted values and at heights 50m, 110m, and 175m.
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Figure 4.5 Same as Fig. 4.4 except for the 10/03/07 case from Iowa for which time series
velocity values are given at height 100m and observations for vertical profiles given
at 50m, 100m, and 150m.
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4.2.4 Analysis of Group 3 cases
An example case from Group 3 is depicted in Fig. 4.6 by which it is seen that WRF
over-forecasts wind velocities at all levels for Method A and grossly over-forecasts velocities
for Method B. The MAE values across all cases in Group 3 reflect this same trend such
that average MAEramp for the group is 3.13ms
−1 for Method B as compared to 1.79ms−1
for Method A, which is an 88% increase. MAESBL registers an increase of 98% for Group 3
based on average values for MAESBL of nearly 4.5ms
−1.
4.3 Summary
The overall trend across all cases shows a near uniform increase in wind velocities at
turbine hub height (100m or 110m for Iowa and Germany cases respectively) for Method B
as compared to Method A. This is evidenced in part by the significant increase in (positive)
bias values. This result stemming from the incorporation of the new set of CPs in the MYNN
scheme is not necessarily obvious. Based on the results and discussion in Chp. 2, the highest
degree of forecast sensitivity is linked to the parameters A1, B1, and C1. It has been shown
through the series of sensitivity tests that decreasing A1 and B1 individually to half their
original values results in an increase in WRF wind velocities at 110m. Conversely, halving
C1 decreases velocities. For the new set of CPs (Table 3.2.2), A1 is reduced by 68% and
B1 by 38%, which if forecast sensitivity to these parameters is monotonic, would suggest an
increase in WRF velocities. However, C1 is reduced significantly in the new CP set, which
would suggest a decrease in forecast winds. The fact that uniformly the winds increase for
all cases suggests that the combined influence of A1 and B1 on the forecast is more dominant
than C1.
With the exception of a couple cases in Group 1, overall the use of the new set of CPs
within the MYNN scheme serves to degrade wind forecasts. It is true that the new CPs are
formulated based on basic physical equations stemming from the Navier-Stokes equations
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Figure 4.6 Same as Fig. 4.5 but for case 05/12/07.
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and turbulence flux data from high-resolution numerical simulations of wind ramp cases;
however, it is also clear that the MYNN scheme still falls short in correctly representing the
physical processes that are important in the parameterization of BL dynamics and impacts
on the mesoscale for wind ramp cases. Investigation of other BL characteristics are the focus
of the next two chapters. Specifically considered are calculation of the turbulent mixing
length and anisotropy.
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CHAPTER 5. NEW MIXING LENGTH FOR THE STABLE
BOUNDARY LAYER
Reviewing the overall performance of WRF as discussed above relative to the set of 15
cases used in this study, it is demonstrated that using the MYNN BL scheme with the
new set of CPs in general does not improve forecast accuracy of wind ramp events. It is
asserted, however, that the methodology used to formulate the new set of CPs is based on
physical principles undergirding the MYNN scheme as described in Chapters 2 and 3. It is
plausible that there yet remains certain physical properties and dynamics of the BL that are
not sufficiently accounted for in the MYNN scheme especially as related to the SBL. This
study thus far has concentrated on optimizing the set of CPs used in the MYNN scheme.
The work of Mellor and Yamada in MY82 emphasizes the importance of CPs (or closure
constants in their work), but they also leave as a possibility that appropriately determining
the representative mixing length of turbulent eddies in the BL could make a large difference
in the BL scheme performance. This is because of the strong influence that mixing has on
the stratification of the BL. This chapter thus reconsiders the mixing length as is currently
calculated in the MYNN scheme and proposes a new formulation based on recent discoveries
regarding eddy mixing within a stable environment and in consideration of non-local effects
such as bulk wind shear when velocities are above a certain threshold.
Just a note that one may argue in order to avoid uncertainties related to the mixing
length, an approach such as a k −  model, which does not depend on a mixing length,
should be considered here as means of representing turbulent mixing effects. The k − 
model, however, is traditionally used for basic computational fluid dynamics applications
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and not for meteorological effects that are more complicated than bounded fluid flow, such
as the LLJ cases considered in this present study. Further, the k −  model consists of
prognostic equations of TKE and dissipation that depend on spatial gradients that are locally
defined. As will be discussed below, non-local (or bulk) variations of certain variables can
have significance and should be included in the turbulence model and herein are considered
in a new means of calculating the turbulent mixing length.
5.1 Basic theory of mixing length used in current MYNN scheme
Determining the amount of mixing anticipated for a given environment is difficult. Ac-
cording to Stull (1988), the turbulent mixing length could be considered a measure of the
ability of turbulence to cause mixing. Various approaches have been formulated to ascertain
mixing length beginning with, for example, the simple expression Lmix = κz, where z is
elevation and κ is the von Karman constant, often taken to be 0.4. This expression basically
asserts that turbulent eddies are limited by the distance from the surface and assumes me-
chanical production of turbulence due to frictional effects of the surface and induced wind
shear. This expression does not account for thermodynamic stability effects and is thus
applicable only in neutral conditions, is applicable only in the surface layer, and does not
account for effects of wind shear of the mean environment above the surface.
Used early on to determine mixing length is Monin-Obukhov theory, which considers
stability effects by employing expressions for mixing length that depend on stability functions
that incorporate vertical gradients of both velocity and potential temperature. An expression
for mixing length for momentum is
Lmix =
κz
φm
(5.1)
where φm represents a stability function that is dependent on the local velocity gradient,
∂U
∂z
. A comparable expression can be given for a mixing length for heat based on a stability
function dependent on ∂Θ
∂z
.
66
Slightly more complex expressions for mixing length have evolved over the past several
decades. A good review of proposed means of calculating mixing length are given in Holt
and Raman (1988). These various approaches often allow for the potential influence of a
combination of effects including lengths determined by height above the surface (LS), profile
of TKE above the surface (LT ), and buoyancy (LB). Several authors combine these effects
into a single expression using a sum of inverse terms,
1
Lmix
=
1
LS
+
1
LT
+
1
LB
, (5.2)
such that the smallest of these three mixing-length terms dominates in determining a master
mixing length, Lmix.
The means for calculating mixing length in the MYNN scheme was proposed by Nakanishi
in N01 and uses an approach analogous to that of Eq. 5.2. The three mixing-length terms
as used in the MYNN scheme are given below and start with a length scale for the surface
layer,
LS =
κz
1 + 2.7α
. (5.3)
Here α = ζ when 0 < ζ < 1 and α = 1 when ζ > 1. By convention ζ is a stability indicator
such that ζ = z
LM
where LM is the Obukhov length
LM = − Θou
3
∗
kgwθg
. (5.4)
This expression for LS is valid only when the stability indicator ζ > 0.
To account for the effect of TKE at levels above the surface on mixing in the BL, an
additional mixing length term is included in consideration of the turbulent structure of the
BL and gives effectively more weight to turbulence (represented by q) at higher levels
LT = 0.23
∞∫
0
qzdz
∞∫
0
qdz
, (5.5)
where q2 = 2 ∗ TKE.
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Finally, a term that includes buoyancy effects is
LB = q/N, (5.6)
where N = [ g
Θo
∂Θ
∂z
]0.5 and is the Brunt-Va¨isa¨la¨ frequency. These mixing length terms are all
given strictly for the SBL when ∂Θ
∂z
> 0 and ζ > 0. (Reference N01 for mixing length terms
appropriate for the neutral or unstable atmosphere).
5.2 A new mixing length based on non-local atmospheric
influences
Although the expression for Lmix per N01 incorporates effects of surface and buoyancy
dynamics, it is highly dependent on locally-defined variables for a given height level, such
as for q, ζ, and N . A relatively recent study by Sun et al. (2012) (hereinafter Sun12) has
proposed the impact of non-local parameters on turbulent mixing, such as a bulk shear across
the depth of the BL. Sun12 provides evidence that turbulent eddies can exist larger in size
than predicted by Monin-Obukhov theory for the SBL especially for regimes with relatively
high wind shear (e.g. LLJs). Using data from the Cooperative Atmosphere-Surface Exchange
Study in 1999 (CASES-99), Sun12 discovers a high correlation between turbulent energy
and wind speed when the wind velocity is above a certain threshold value. For situations in
which the wind velocity remains below the threshold, turbulence intensity and mixing length
generally conform to the Monin-Obuhkov theory such that they are restricted by atmospheric
stability and defined by local shear. When winds exceed the threshold, however, turbulence
intensity tends to increase uniformly with an increase in mean velocities at a given level
as depicted in the schematic of Fig. 5.1. Sun12 associates turbulent intensity with a bulk
shear of the BL rather than just a local shear at a given level. The velocity threshold that
differentiates the two regimes are diagnosed from the CASE-99 data to increase with height.
The basic theory as proposed by Sun12 is used here as an alternate means for diagnosing
the turbulent mixing length for the 15 wind ramp cases of this study. Namely, in the case
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Figure 5.1 Turbulent intensity versus mean wind velocity. Schematic taken from Sun et al.
(2012).
of significant wind shear (e.g. such that winds are above a certain velocity threshold), it is
possible for mixing to occur not only locally but within a significant vertical extent of the
BL even in stable conditions. As such, the following expression has been formulated for this
study to calculate mixing length,
Lmix = 0.75zBL
(V (z)− Vs)
Vs
, (5.7)
where zBL is the diagnosed BL depth (height at which the SBL turns neutral). The thresh-
old velocity, Vs, is set to 10ms
−1. Rather than increasing Vs with height explicitly, the
ratio (V (z)−Vs)
Vs
increases as the winds increase at higher elevations resulting in higher mixing
lengths. The above equation is used only for a SBL, when ∂Θ
∂z
> 0.001Km−1 and the height
z > zmin. The value of zmin is set to either 50.0m or 75.0m for different experiment sets.
Even when this new formulation of Lmix is invoked per Eq. 5.7, mixing length is also evalu-
ated in the original MYNN sense using Eqs. 5.3-5.2. Mixing length is then set to the largest
value of Lmix as obtained among the two approaches.
It is worth noting that the effect of using a range of values for Vs and zmin in Eq. 5.7 has
been investigated based, however, on a limited set of test cases. The results have suggested
that the values for Vs and zmin as given in the previous paragraph provide the best results.
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(These results are not included here). Further work would be warranted using a larger set
of test cases to find optimal values for these variables as relevant for WRF forecasts of wind
ramp events.
The appropriateness of Eq. 5.7 to represent mixing length, and thus the effect of turbu-
lence mixing in the BL, is evaluated based on the full set of 15 wind ramp cases. The results
are presented in the next section.
5.3 Results
The 15 wind ramp cases are simulated using WRF in the same manner as described in
Chapter 4, except that the MYNN scheme is modified to calculate turbulent mixing length
according to Eq. 5.7 and setting zmin = 50m. As in Chapter 4, MAE is calculated for
each case relative to observations for a 6-hour period centered on the time of the wind ramp
(MAEramp) and for a 12-hour period that roughly conforms with the time occurrence of the
SBL (MAESBL). Tables 5.1 and 5.2 list MAEramp and MAESBL for all 15 cases. It should
be noted that Method C is implemented in the MYNN scheme using the new set of CPs
(Table 3.2), which give superior results as compared to using original CPs as evidenced by
the results of preliminary tests discussed in Appendix B.
5.3.1 Analysis of Group 1 cases
The top plot in Fig. 5.2 shows WRF forecasts of wind velocity at 110m height for the
Hamburg case for a wind ramp event occurring on 9/4/10. The plot is identical to what is
given earlier in Fig. 4.4, but with the addition of the WRF forecast using Method C (brown
line) such that it is based on the new CP values and uses Eq. 5.7 to calculate mixing length.
The bottom plot in Fig. 5.2 gives the evolution of the mixing length at 110m height for all
three methods.
It is clear that Lmix is calculated to be larger using Eq. 5.7 especially during the time of
wind ramping the 4 hours before midnight LST. As seen in Fig. 5.3, increased mixing results
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Table 5.1 MAEramp [ms
−1] calculated for wind forecasts of 15 wind ramp cases based on
Methods A, B, and C. Values in percent change column represent deviation of
MAE values relative to Method A.
Method A Method B Method C
MAE MAE % Diff MAE % Diff
Ham 9/4/2010 1.19 1.55 30.0 0.66 -44.4
Ham 4/25/2011 0.85 0.74 -13.7 0.89 4.3
Ham 6/3/2011 1.68 1.07 -36.2 1.06 -37.2
Ham 5/20/2012 1.51 1.58 4.4 1.17 -23.0
Avg. Group 1 1.31 1.23 -5.8 0.94 -28.0
Ham 7/10/2010 0.63 2.31 266.6 2.34 271.5
IA 9/28/2007 0.97 2.35 141.1 1.70 74.7
IA 10/3/2007 0.69 1.70 148.2 0.92 34.5
IA 10/26/2007 0.96 2.47 156.3 0.94 -2.1
IA 10/28/2007 0.82 3.34 308.1 1.76 114.9
Avg. Group 2 0.81 2.43 198.9 1.53 88.3
Ham 3/25/2010 2.03 3.66 80.1 1.20 -40.9
IA 5/12/2007 1.36 3.56 162.4 0.72 -46.8
IA 6/18/2007 1.99 2.15 8.0 1.84 -7.7
IA 11/1/2007 1.10 3.47 216.0 2.65 141.2
IA 6/13/2008 2.81 4.58 63.0 1.35 -52.0
IA 9/16/2008 1.44 2.79 93.4 1.73 20.1
Avg Group 3 1.79 3.37 88.3 1.58 -11.6
Average 1.34 2.49 86.2 1.40 4.4
in a reduction in peak wind velocities of the LLJ and an increase of the height of the LLJ.
The result is a reduction in forecast winds at 110m for Method C as compared to Method B,
for which winds are significantly over-forecast. As such, both MAEramp and MAESBL register
a significant improvement in forecast accuracy for this case using Method C, reducing their
values by 44% and 32% respectively as compared to Method A. It is worth noting in Fig.
5.3 that Method C maintains potential temperature close to observed at 110m during the
time of wind ramp (between 18 and 00 LST) but becomes slightly too warm in the latter
part of the forecast period.
For the other cases of Group 1 (specifics not shown), the forecast trend is the same such
that the wind velocities that are consistently over-forecast using Method B (WRF with new
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Table 5.2 Same as Table 5.1 except for MAESBL
Method A Method B Method C
MAE MAE % Diff MAE % Diff
Ham 9/4/2010 1.37 1.46 6.6 0.93 -32.4
Ham 4/25/2011 1.31 1.79 36.3 1.99 51.7
Ham 6/3/2011 1.16 1.51 29.9 1.34 15.6
Ham 5/20/2012 1.67 2.52 50.8 1.76 5.0
Avg. Group 1 1.38 1.82 32.0 1.50 9.0
Ham 7/10/2010 1.09 1.93 77.4 1.76 61.7
IA 9/28/2007 1.32 3.88 194.0 2.21 67.5
IA 10/3/2007 1.01 4.32 330.2 1.00 -0.4
IA 10/26/2007 0.93 2.79 201.1 1.14 22.9
IA 10/28/2007 1.20 6.67 457.7 2.74 128.8
Avg. Group 2 1.11 3.92 254.1 1.77 59.8
Ham 3/25/2010 3.69 5.43 47.0 2.03 -45.0
IA 5/12/2007 1.54 4.53 194.4 0.63 -59.0
IA 6/18/2007 2.02 1.71 -15.0 2.17 7.8
IA 11/1/2007 2.58 7.94 208.0 1.96 -23.8
IA 6/13/2008 2.02 3.80 88.4 1.72 -14.6
IA 9/16/2008 1.76 3.50 98.4 1.20 -32.1
Avg. Group 3 2.27 4.48 97.7 1.62 -27.78
Average 1.64 3.58 118.1 1.64 -0.3
CPs but original mixing length) are consistently reduced with Method C (WRF with new
CPs and new mixing length). In general, the results are good for Method C when predicting
the wind ramp peak such that for Group 1 MAEramp is reduced by 28% on average with
respect to the forecast of Method A. During the entire 12-hour nocturnal forecast period,
however, the winds, which are significantly over-forecast using Method B, are reduced using
Method C (average MAESBL reduce from 1.82ms
−1 to 1.50ms−1) but still remain too high
relative to Method A and thus on average MAESBL is still 9% higher than for Method A.
5.3.2 Analysis of Group 2 cases
As already discussed earlier for the 10/03/07 case from Altoona, IA, Method B greatly
increases forecast winds as compared to Method A. Fig. 5.4 shows that Method C, using the
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Figure 5.2 Time series of WRF forecast of wind velocity [ms−1] (top) and mixing length
(bottom) at 110m for the Hamburg case on 9/4/10 using Methods A (green), B
(red), and C (blue).
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Figure 5.3 Top plot is the same as Fig. 4.4 but for WRF forecast using Method B (brown)
and Method C (blue). Bottom plot gives time series of potential temperature
[K] at 110m height along with observations. Forecasts resulting from Methods A
through C indicated by colors consistent with Fig. 5.2.
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newly formulated mixing length, impacts significantly the wind profile such that velocities
are much closer to observations at and below 100m. This is reflected in the MAEramp values
that are reduced for this case from 1.61ms−1 for Method B to 0.92ms−1 for Method C. The
slight increase of mixing length at 100m per Method C suggests that enhanced mixing of the
BL for this case is a favorable effect. This mixing results also in potential temperatures at
100m closer to observations than seen with forecasts for either Methods A or B. The impact
of Method C (with new CPs and new mixing length), however, for this case do not result in
a lower MAEramp value as compared to Method A, which nets a value of 0.96ms
−1, although
MAESBL shows a slight improvement of 0.4% in comparing Methods A and C. Indeed, the
time series plot of velocity values for Methods A and C at 100m in Fig. 5.4 appear quite
similar and are relatively close to observations.
Other cases of Group 2 also demonstrate initial forecasts per Method A that are quite
good. Indeed a criterion for this group is such that MAEramp < 1.0ms
−1 and for this group
on average MAEramp = 0.88ms
−1. There is left little room for improvement. Even if there is
less opportunity to improve forecasts of this group of cases, it is worthwhile to evaluate the
impact of using Method B versus Method C. Similar to Group 1, Method C proves superior
in performance and reduces MAEramp from an average value for Group 2 from 2.43ms
−1 to
1.53ms−1 and MAESBL from 3.92ms−1 to 1.77ms−1.
5.3.3 Analysis of Group 3 cases
A significant improvement in the forecast for the Altoona, IA 5/12/07 case using Method
C is shown in Fig. 5.6 as compared to either Methods A or B. MAEramp is reduced from
1.36ms−1 using Method A to 0.77ms−1 for Method C, a 47% reduction. Likewise, the re-
duction in MAESBL is 59%. The bottom plot in Fig. 5.6 reveals a much larger mixing length
diagnosed per Method C as compared to the other methods. This significantly increases the
mixing of momentum in the BL and thus a pronounced reduction in velocities below 400m
height as seen in the top plot of Fig. 5.7. The bottom plot of this same figure, however, re-
75
Figure 5.4 Same as Fig. 5.2 but at height 100m for the Altoona, IA case on 10/03/07.
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Figure 5.5 Same as Fig. 5.3 but for the Altoona, IA case on 10/03/07 and time series is for
height 100m.
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veals relatively small change in potential temperature at 100m height. All methods maintain
an environment 2 to 3 degrees cooler than observed.
Other cases in Group 3 do not achieve such spectacular results per Method C. For exam-
ple, for the case from 11/1/07, MAEramp increases from 1.10ms
−1 to 2.65ms−1 using Method
C as compared to Method A. This case is somewhat of an outlier because using the new
CP set in MYNN (both Methods B and C) significantly under-forecast the peak of the wind
ramp (not shown). During the remainder of the forecast period for this case, however, the
forecast improves such that MAESBL reduces by 24% when using Method C as compared to
Method A.
Even with this one outlier case, the collective results of Group 3 shows that Method C
provides improved forecasts as compared to Method A. On average MAEramp decreases by
nearly 12% and MAESBL by 28%. This suggests that Method C does well in forecasting
wind ramps and slightly better in forecasting 100m velocities over the entire time period of
the SBL.
5.4 Summary
From the MAE values of Tables 5.1 and 5.2 it is apparent that formulating the mixing
length using Eq. 5.7 (Method C) greatly improves WRF wind forecast accuracy at 100m
height as compared to implementing only the new set of CPs in the MYNN scheme (Method
B). Method C also results in superior wind forecasts as compared to forecasts based on
Method A in Groups 1 and 3, for which wind velocities are either under- or over-forecast
when using the MYNN scheme in its original version. On average, Group 3 cases improve
by nearly 11.6% per Method C and cases in Group 1 improve by 28%. Reasons for the
significant improvement of Group 1 may be due to the lack of influences from mid-level
dynamics on the development of the LLJ for these cases, as was discussed earlier in Section
4.2.1 . As such, the BL evolution during the wind ramp for Group 1 cases would conform
more closely to the idealized model of late evening transition to a SBL and the set-up of a
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Figure 5.6 Same as Fig. 5.4 but for the Altoona, IA case on 5/12/07.
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Figure 5.7 Same as Fig. 5.5 but for the Altoona, IA case on 5/12/07.
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LLJ due to the inertial oscillation. The new set of CP values as formulated in Chapter 2
are developed given this more idealized model of the SBL and thus would allow the MYNN
scheme to perform better when inertial oscillation dominates.
Even with the success of Method C for Groups 1 and 3, the cases in Group 2 do not
improve as compared to forecasts using Method A. A major reason could simply be that
Method A provides for this group relatively good forecasts to begin with such that the average
MAEramp for the group is 0.81ms
−1, which leaves little room for improvement. Average
MAEramp using Method C is 1.53ms
−1, which is not a relatively high value, but yet is an
88% increase in MAE as compared to Method A. Thus, even with significant decrease in
MAEramp for Groups 1 and 3 using Method C, the degradation in forecast accuracy of wind
ramps for Group 2 is of enough influence as to render an overall increase in MAEramp by
a little more than 4% across the entire set of 15 cases. Forecast accuracy over the entire
12-hour nocturnal period for the entire group for Method C is nearly the same as for Method
A such that MAESBL reduces by 0.3% as compared to Method A.
Although some significant forecast improvement is exhibited using Method C for certain
cases primarily due to increased BL mixing, it is yet worthwhile to investigate further means
of modifying the PBL scheme. The next chapter investigates the effect of accounting for
anisotropy in the model.
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CHAPTER 6. ANISOTROPIC EFFECTS IN A BOUNDARY
LAYER SCHEME
In the development of the original MYNN scheme as described in MY74 and MY82,
Mellor and Yamada assert an isotropic assumption of sorts. Although anisotropy is not
ignored entirely, terms of order a2ij in the suite of MYNN model equations are eliminated
through scale analysis, where aij is a non-dimensional measure of anisotropy such that it
defines a departure from isotropy as represented in the equation given in MY74
uiuj = [
δij
3
+ aij]q
2. (6.1)
Here uiuj represents the suite of turbulent momentum flux variables given in Einstein nota-
tion, and q2, as defined earlier, is 2 ∗ TKE.
It is stated in MY82 that for turbulent flows, a2 ≈ 0.15, which means eliminating terms
that are not necessarily insignificant. Even so, this assumption is of practical importance in
that it allows for the simplification of the PBL scheme from a Level 4 model (which require
solving a full suite of prognostic equations containing total derivatives of turbulent flux
values, Duw
Dt
and Dvw
Dt
) to a Level 3 model, which involves only two prognostic equations, for
q and θ, and a set of diagnostic equations for the turbulent flux variables that can be solved
algebraically. In other words, this assumption makes it much more feasible for implementing
the MYNN scheme within a mesoscale model.
Even so, it is left as a question as to the appropriateness of the MYNN scheme for flows
for which anisotropy is a factor, such as for the stable BL in which vertical motion is impeded
and thus turbulent eddies are for the most part not isotropic. It is proposed in Zilitinkevich
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et al. (2007) (hereafter ZL07) a PBL scheme that takes into account anisotropy as well as
turbulent potential energy (TPE) along with TKE. TPE refers to the potential energy in a
system that arises as an air parcel is displaced vertically in a stable environment such that
it becomes negatively buoyant. An expression for TPE is given in ZL07 as
Ep =
1
2
[
β
N
]2θ2 (6.2)
where N is the Brunt-Va¨isa¨la¨ frequency and β = g
T0
represents buoyancy for which T0 is a
reference absolute temperature.
By accounting for TPE, ZL07 counters the notion that nearly all vertically-directed
energy, Ez, decays for a strongly stable environment. Their theory also does not assume
isotropy, which would otherwise (incorrectly) assume Ez ≡ 13TKE in a stable BL. Rather,
an expression for Ez is offered in ZL07 that is given here in simplified form
Ez = K1EKψ3 +K2tdissβwθ (6.3)
where K1 and K2 are constants and tdiss =
Lmix
E0.5z
represents a turbulent dissipation time scale.
The first term on the RHS determines the exchange of TKE (EK) from the horizontal to the
vertical directions as designated by the parameter ψ3 and is itself dependent on stability, the
effect of which is determined by a flux Richardson number, Rif . ZL07 gives an expression
for Rif in terms of TPE,
Rif =
EP
Etot
, (6.4)
such that Etot = EK + EP is the total energy of the system. The second term on the RHS
of Eq. 6.3 is related to TPE, being dependent on β and wθ.
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A more explicit expression for Eq. 6.3 is given in ZL07 based on an array of equations,
Ez =
[
Sz
(
Π− ( 3
Crψ3
+ 1
)
ΠRif
)
Lmix
]
(6.5)
Sz =
[ CKCrψ3
3(1 + Cr)
]
(6.6)
ψ3 = 1 + C3Rif (6.7)
Π = uw
∂U
∂z
+ uw
∂U
∂z
(6.8)
uw = −2ψτE1/2z Lmix
∂U
∂z
= KM
∂U
∂z
(6.9)
vw = −2ψτE1/2z Lmix
∂V
∂z
= KM
∂V
∂z
(6.10)
ψτ = Cτ1 + Cτ2Rif (6.11)
The constants Cr = 3, CK = 1.08, Cτ1 = 0.228, Cτ1 = −0.208, and C3 = −2.25 are
empirically derived in ZL07. KM is eddy viscosity.
The following expression for Ez can then be derived
Ez =
{
2SzψτL
2
mix
[
(
∂U
∂z
)2 + (
∂V
∂z
)2
](
1−Rif
( 3
Crψ3
+ 1
))}
. (6.12)
An explicit value for Ez then allows for calculation of turbulent fluxes uw and vw as given
in Eq. 6.5. Finally, an expression for wθ as given directly in ZL07 is
wθ = − 2CFE
1/2
z Lmix
1 + 2CθCFCKN2L2mixE
−1
z
(∂Θ
∂z
)
= KH
(∂Θ
∂z
)
(6.13)
Here the constants Cθ = 0.3 and CF = 0.285 have also been empirically defined, and KH is
eddy conductivity. The vertical gradient of potential temperature is defined based on a bulk
difference spanning the BL depth.
The key for implementating into WRF this modified means of calculating turbulence
fluxes (using the existing MYNN framework) is dependent on identifying calculated values
of KM and KH as defined in Eqs. 6.9, 6.10, and 6.13 above.
Because the benefit of using a modified formulation of mixing length has been demon-
strated per the results of Method C in the previous chapter, Eq. 5.7 has been used here
as well to calculate Lmix. Also, preliminary tests based on select wind ramp cases revealed
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much better results using the revised mixing length rather than its original form. (Work
not shown). This new method, based on theory in ZL07 and with the new mixing length,
is denoted as Method D for this study. The effects of implementing Method D in WRF
are considered in the next section using the same suite of 15 wind ramp cases as have been
analyzed in previously chapters.
6.1 Results
Once again, WRF is used to simulate wind forecasts for the full suite of test cases and
with the same methodology as described in Chapter 4, although calculation of turbulent
fluxes are in consideration of eddy viscosity and conductivity, KM and KH (Eqs. 6.9 and
6.13), according to the theory of ZL07 as defined above. The setup for this round of tests
is referred to as Method D. Original CP values are used, although CP values for Method D
have much less bearing because the means of calculating turbulent fluxes as in the original
MYNN scheme, which is dependent on CPs, is largely replaced by the approach in ZL07.
As stated above, mixing length is calculated in the same manner as for Method C, using
Eq. 5.7 although this time zmin = 75m. (Preliminary tests gave better results using 75m as
opposed to 50m). MAE is calculated for each forecast, the lists of which are presented in
Tables 6.1 and 6.2. Separate analysis is conducted for each group of test cases below.
6.1.1 Analysis of Group 1 cases
As seen in Fig. 6.1 Method D predicts for the Hamburg 9/4/10 case an initial wind ramp
peak of nearly 9ms−1, which is very close to what is observed, although at a time roughly
20-30 minutes earlier. The result is a MAEramp of 0.75ms
−1, which is slightly higher than
Method C with a value of 0.66ms−1, but yet markedly better than Method A with a value of
1.10ms−1. For the wind forecast over the entire stable BL period (18 to 06 LST), no method
forecasts well the intermittent lapses in wind velocities around 22 and 02 LST. Method
D, however, forecasts best the wind peaks over this same period. MAESBL for Method D
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Table 6.1 Same as Table 5.1 but last columns show MAEramp values for forecasts using Method
D as compared to Method A.
Method A Method B Method C Method D
MAE MAE % Diff MAE % Diff MAE % Diff
Ham 9/4/2010 1.19 1.55 30.0 0.66 -44.4 0.75 -37.3
Ham 4/25/2011 0.85 0.74 -13.7 0.89 4.3 0.68 -20.3
Ham 6/3/2011 1.68 1.07 -36.2 1.06 -37.2 1.46 -13.3
Ham 5/20/2012 1.51 1.58 4.4 1.17 -23.0 0.98 -35.0
Avg. Group 1 1.31 1.23 -5.8 0.94 -28.0 0.97 -26.2
Ham 7/10/2010 0.63 2.31 266.6 2.34 271.5 1.70 168.8
IA 9/28/2007 0.97 2.35 141.1 1.70 74.7 0.94 -2.9
IA 10/3/2007 0.69 1.70 148.2 0.92 34.5 0.66 -3.1
IA 10/26/2007 0.96 2.47 156.3 0.94 -2.1 1.15 19.3
IA 10/28/2007 0.82 3.34 308.1 1.76 114.9 1.13 37.9
Avg. Group 2 0.81 2.43 198.9 1.53 88.3 1.12 37.1
Ham 3/25/2010 2.03 3.66 80.1 1.20 -40.9 1.16 -42.9
IA 5/12/2007 1.36 3.56 162.4 0.72 -46.8 0.77 -43.0
IA 6/18/2007 1.99 2.15 8.0 1.84 -7.7 1.92 -3.5
IA 11/1/2007 1.10 3.47 216.0 2.65 141.2 1.27 15.9
IA 6/13/2008 2.81 4.58 63.0 1.35 -52.0 1.99 -29.4
IA 9/16/2008 1.44 2.79 93.4 1.73 20.1 0.81 -43.9
Avg. Group 3 1.79 3.37 88.3 1.58 -11.6 1.32 -26.2
Average 1.34 2.49 86.2 1.40 4.4 1.16 -13.3
is 0.68ms−1 as compared to 0.93ms−1 for Method C and 1.37ms−1 for Method A (a 50%
reduction in forecast error).
It is quite striking the improvement in wind forecasts at 100m height for Method D over
Method A for Group 1. On average, MAEramp reduces by 26% as compared to Method A,
which is close to the reduction in MAEramp using Method C (28%). Thus, both Methods C
and D do well for this group in the forecasting of the wind ramp in the context of cases for
which Method A would under-forecast the ramp. Regarding wind forecasts over the entire
stable BL period, Method D performs better than Method C by reducing MAESBL by nearly
5% as compared to Method A.
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Table 6.2 Same as Table 5.2 but last columns show MAESBL values for forecasts using Method
D as compared to Method A.
Method A Method B Method C Method D
MAE MAE % Diff MAE % Diff % Diff
Ham 9/4/2010 1.37 1.46 6.6 0.93 -32.4 0.68 -50.1
Ham 4/25/2011 1.31 1.79 36.3 1.99 51.7 1.29 -1.5
Ham 6/3/2011 1.16 1.51 29.9 1.34 15.6 1.28 10.6
Ham 5/20/2012 1.67 2.52 50.8 1.76 5.0 2.00 19.5
Avg. Group 1 1.38 1.82 32.0 1.50 9.0 1.31 -4.7
Ham 7/10/2010 1.09 1.93 77.4 1.76 61.7 1.54 41.6
IA 9/28/2007 1.32 3.88 194.0 2.21 67.5 1.01 -23.6
IA 10/3/2007 1.01 4.32 330.2 1.00 -0.4 0.81 -19.5
IA 10/26/2007 0.93 2.79 201.1 1.14 22.9 1.14 22.9
IA 10/28/2007 1.20 6.67 457.7 2.74 128.8 0.90 -24.4
Avg. Group 2 1.11 3.92 254.1 1.77 59.8 1.08 -2.5
Ham 3/25/2010 3.69 5.43 47.0 2.03 -45.0 1.60 -56.6
IA 5/12/2007 1.54 4.53 194.4 0.63 -59.0 0.67 -56.3
IA 6/18/2007 2.02 1.71 -15.0 2.17 7.8 1.90 -5.7
IA 11/1/2007 2.58 7.94 208.0 1.96 -23.8 1.65 -35.9
IA 6/13/2008 2.02 3.80 88.4 1.72 -14.6 1.69 -16.5
IA 9/16/2008 1.76 3.50 98.4 1.20 -32.1 1.22 -30.9
Avg. Group 3 2.27 4.48 97.7 1.62 -27.78 1.46 -35.8
Average 1.64 3.58 118.1 1.64 -0.3 1.29 -21.4
Given that mixing length is formulated in the same manner for both Methods C and
D, it is interesting to note that the mixing length at 100m height for this case can be very
different for the two methods (Fig. 6.1 ). A relatively large mixing length of order 40m
is diagnosed for Method C that persists over a 3 hour period slightly after the initial wind
ramp, around 21 LST. Method D diagnoses periodic increases in mixing length, but of size
15− 20m and over about a 7 hour period (19 to 2 LST). It is seen in Fig. 6.2 for hours 21
and 23 LST that the lower BL cools more for Method D as compared to Method C. The BL
height would thus be lower for Method D and less mixing would ensue, which would then
allow for a cooler BL to persist as compared to Method D. This is apparently advantageous
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for this case because the temperatures for Method C are allowed to cool closer to what is
observed. A slightly cooler lower BL for Method D is a consistent phenomenon among other
Group 1 cases, although not all cases exhibit as large of mixing lengths.
6.1.2 Analysis of Group 2 cases
Fig. 6.3 gives a wind forecast at 100m for the 10/03/07 case from Group 2, for which
Method D results in a slightly improved forecast of the wind ramp as compared to Method
A. MAEramp is 0.66ms
−1 for Method D and 0.69ms−1 for Method A. Method D results in
a superior wind forecast throughout the stable BL period as well for this case. MAESBL is
1.01ms−1 and 0.81ms−1 for Methods A and D respectively, a reduction in MAE by nearly
20%.
Not all cases in Group 2, however, demonstrate forecast improvement with Method D
as compared to Method A, although there is near uniform improvement in comparison to
Method C. As stated earlier, the forecasts of Group 2 exhibit relatively low MAE scores
(on average MAEramp = 0.81ms
−1 and MAESBL = 1.11ms−1) making it difficult to achieve
further improvement. Average MAEramp for wind ramp forecasts for Method C is 88% higher
compared to Method A, and 37% higher for Method D. However, forecasts over the 12-hour
period of the stable BL demonstrated on average for Group 2 a MAESBL 2.5% lower with
Method D as compared Method A. Forecasts using Method C are considerably worse, such
that MAESBL on average increased by nearly 60%.
The mixing length for Method C for the 10/03/07 case (Fig. 6.3) is significantly larger
than for Method D during the period of the wind ramp. Both methods demonstrate pro-
nounced spikes early on after the collapse of the BL in the evening. Mixing length for Method
D, although not large after 18 LST, does persist through 0 LST with a value larger than
other methods. Similar to what was seen for Group 1 cases, Method D allows for more
pronounced cooling in the lower BL as compared to Method C (Fig. 6.4). For this case,
however, the BL is several degrees cooler than observations. Other cases in Group 2 also
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Figure 6.1 Same as 5.2 but for an additional time series for forecast with Method D (red).
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Figure 6.2 Same as 5.3 but profiles for forecasts with Methods C (blue) and D (red). Vertical
profiles are given in lieu of time series for potential temperature.
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demonstrate significantly larger mixing lengths (up to 80m) during time of the wind ramp
for Method C as compared to Method D, for which mixing lengths are generally limited to
less than 20m.
6.1.3 Analysis of Group 3 cases
Overall Method D produces velocity forecasts for Group 3 that are significantly improved
as compared to the other methods. On average MAEramp for the wind ramp forecast is
1.32ms−1, which is more than 26% reduction in MAE as compared to Method A. Average
MAESBL for the wind forecast over the period of the stable BL is 1.46ms
−1, or nearly 36%
lower compared to Method A.
Fig. 6.5 gives evidence of this trend for an example case from 5/12/07, which has been
considered earlier relative to forecast performance for other methods. Both Methods C and
D significantly correct the wind velocities at 100m, which are largely over-forecast using
Method A. Somewhat troubling, however, are the very large mixing lengths that accompany
the solution using Method D with values exceeding 240m. Even with such pronounced
mixing, the vertical profiles for both velocity and potential temperature as seen in Fig. 6.6
develop and maintain a relatively strong vertical gradient. This effect is counter-intuitive in
that strong mixing generally moves the BL away from stratification. It could be that strong
stability that is evident already by 19 LST in the Method D data (the relatively steep lapse
rate in potential temperature at the lowest levels in the bottom plot of Fig. 6.6) is sufficient
to counter any extreme response to a very large mixing length. It should be noted that
most cases in Group 3 exhibit much more reasonable mixing lengths, with maximum peaks
over the forecast period less than 80m. Further investigation is thus required to understand
why very good forecast results are given when the mixing length appears unrealistic for the
5/12/07 case.
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Figure 6.3 Same as 6.1 but for Altoona, IA case from 10/3/07 and values are for 100m
height.
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Figure 6.4 Same as 6.2 but for Altoona, IA case from 10/3/07.
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Figure 6.5 Same as 6.3 but for Altoona, IA case from 5/12/07.
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Figure 6.6 Same as 6.4 but for Altoona, IA case from 5/12/07.
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6.2 Summary
It is evident from the results based on this set of 15 cases, Method D performs the best
as compared to the other methods. Namely, the combination of using a modified mixing
length that allows for bulk shear to impose some mixing even in a stable environment, and
accounting for anisotropy and TPE is advantageous. It is a significant result to achieve a
26% reduction in MAEramp as compared to the original approach of Method A when forecasts
had been either significantly under- or over-forecast (Groups 1 and 3).
96
CHAPTER 7. SUMMARY AND CONCLUSION
7.1 Summary
Wind ramps present a challenge to the wind energy industry because of the relatively
strong change in energy production that can occur over just a few hours, making it difficult
for operational planning of electricity generation. Winds that are forecast 24 hours ahead
using mesoscale models are on average off by 2− 3ms−1 as compared to observations (Ben-
jamin et al., 2013), and often such error is seen for cases involving wind ramps. The research
community has addressed this issue often by comparing the use of different BL parameter-
ization schemes in the WRF. Such work is of value and can help to identify good schemes
for specific weather scenarios. The work undertaken in this study, however, has sought to
improve wind forecasts by modifying one specific BL scheme, the MYNN scheme. This work
has done so using a three-pronged approach: 1. Formulate a new set of CPs for the MYNN
scheme appropriate for wind ramp events, 2. Formulate a new method for calculating the
turbulent mixing length that allows for enhanced mixing in the SBL for cases of relatively
large wind shear, and 3. Implement means to account for anisotropy and TPE.
It has been found that there is a significant sensitivity of WRF forecast accuracy to
changes in the CPs of the MYNN scheme, and in particular to parameters A1, B1, and C1.
It is important to identify the existence of such sensitivities as a first step, in order to give
credence to any effort to formulate a new set of CPs. New CPs have been identified using
the fundamental physical equations of the turbulence closure model and sample turbulence
flux data that are generated by a LES model for a set of wind ramp cases.
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For a set of 15 wind ramp cases from both Iowa in the US and Hamburg, Germany, WRF
forecasts are generated using the MYNN scheme with both the original set of CPs (Method
A) and the new set (Method B). It is found that using the new CPs uniformly results in an
increase in forecast winds at 100m height, and thus the only cases for which improvement
is realized are those cases for which the original CP set (Method A) significantly under-
forecast wind velocity such that MAE is reduced by 5.8% (Group 1, Table 7.1). There is
some indication that Group 1 cases exhibit relatively light winds aloft as compared to the
other cases. It is possible that the evolution of the stable BL for Group 1 is not as greatly
influenced by dynamics aloft as compared to changes brought on by the setup of the stable
BL at lower levels. In this sense, these cases conform more closely to the idealized model by
which inertial oscillation determines the setup of the LLJ. However, more work is required
to quantify this hypothesis.
Because only marginal improvements were realized by using a new set of CPs in the
MYNN scheme and no other modifications, it has been considered also here a new means of
calculating the turbulent mixing length. The amount of mixing in the BL influences greatly
its stratification. Although conventional thinking has been that stability impedes any large-
scale mixing, relatively new findings by Sun12 has indicated the possibility of some mixing
as related to the bulk shear in stable environments with velocities over a given threshold.
This theory has been used in this present study to formulate a new means of calculating the
turbulent mixing length in the MYNN scheme. The results have shown uniform improvement
for forecasts using both the new CP set and the new mixing length (Method C) as compared
to forecasts with the new set of CPs and the original formulation of mixing length (Method
B). There is also marked improvement for cases that demonstrate a significant under- or
over-forecast of winds using the original set of CPs (Method A). There is clear indication
that including a mixing length that incorporates larger-scale mixing across the depth of the
BL even under stable conditions is very important and conforms to what has been observed
in the atmosphere.
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Finally, it is recognized in MY82 and MY84 that the formulation of the MYNN scheme
has greatly depended on the assumption of isotropy. Such assumption, however, is not
applicable for the SBL, in which the orientation of turbulent eddies is more anisotropic.
Zilitinkevich in ZL07 proposed a new BL scheme that takes into account anisotropy as well
as TPE. His method has been incorporated into the MYNN framework within the WRF
model in conjunction with the new formulation of turbulent mixing length (Method D). The
results show nearly the same improvement as Method C for cases originally with under-
forecast wind ramps (reduction in MAE greater than 25%) and the best performance among
all methods for cases originally with over-forecast wind ramps (reduction in MAE greater
than 26%). All-in-all Method D provides superior results as compared to WRF using MYNN
in its original form (Method A) with an average reduction in MAE across all 15 cases of 13%
in forecast wind ramps and 21% in forecast winds during the time period of the SBL.
Table 7.1 Same as Table 6.1 but showing MAEramp values averaged by Groups .
Method A Method B Method C Method D
MAE MAE % Diff MAE % Diff MAE % Diff
Avg. Group 1 1.31 1.23 -5.8 0.94 -28.0 0.97 -26.2
Avg. Group 2 0.81 2.43 198.9 1.53 88.3 1.12 37.1
Avg. Group 3 1.79 3.37 88.3 1.58 -11.6 1.32 -26.2
Average 1.34 2.49 86.2 1.40 4.4 1.16 -13.3
7.2 Conclusion and Future Work
It is shown through this study a substantial improvement in WRF wind ramp forecasts
when incorporating into the MYNN framework the effects of anisotropy and PTE as well as
allowing for more pronounced mixing across the BL in the occurrence of relatively strong
winds (Method D). As just stated above, the average reduction in MAE across all 15 cases
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in this study is 13.3%. Such a reduction in wind forecast error is of significance in context
of cost savings to wind farm operators.
In a DoE report stemming from its Atmosphere to Electrons (A2e) Initiative (DOE 2014)
it is stated that wind forecast accuracy improvements of 10-20% can save $100-300M in
annual operating costs nationally. This level of anticipated monetary value of wind forecast
improvement is corroborated also by a study conducted over the Electric Reliability Council
of Texas (ERCOT) domain such that only a 1% reduction in MAE of 6-hour wind forecasts
are associated with an order of $30M cost savings over a 6-month period just within the
Texas region (Orwig et al., 2012).
It is worthwhile to note that the 13.3% improvement of this present study is in con-
sideration of the full suite of 15 test cases, which, although limited in number, do not at
all represent a uniform set. Such forecast improvement is thus possible without a priori
knowledge of the different range of environmental effects that are a factor among the 15
cases.
If it is possible to identify wind ramp cases for which WRF using the original MYNN
scheme would under-forecast (Group 1) or over-forecast (Group 3) the wind ramp, the re-
sults in this study reveal a possible MAE reduction of as much as 28.0% as per Method
C for Group 1 cases. This of course is predicated on having a better understanding of the
primary environmental forcings (on small and large scales) that would differentiate wind
ramp development among Groups 1,2, and 3. More research in this area is warranted.
One area of study in particular may be of value is the scale dependence of turbulent fluxes
in observational data such as using multiresolution decomposition described in (Vickers and
Mahrt, 2003). Scale dependence would allow for the differentiation of the dynamic forcings
associated with relatively large mesoscale features and relatively small, local features, which
in turn would give additional insight as to causes of wind ramp evolution.
Finally, regarding the import of formulating a new set of CPs for wind ramps, much work
has been undertaken in this present study. However, the results suggest that allowing for
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enhanced mixing in the BL is more of a factor in improving wind forecasts than recalculating
CPs. Incorporating the new CP set with the original MYNN approach for calculating mixing
length (Method B) achieves forecast improvement only for Group 1 such that MAE is reduced
by 5.8%. A much larger improvement occurs when using the reformulated mixing length
(Method C) such that MAE is reduced by 28.0%. It has been suggested that LLJ evolution
for these cases is dependent primarily on local forcings of the lower BL. If this is true, Group
1 cases conform more closely to the idealized model based on inertial oscillation for LLJ
development. As such the environment for Group 1 aligns more closely with the conceptual
framework in which the new set of CPs are formulated, which would provide reasoning why
Methods B and C performed better for Group 1 as compared to the other groups. A much
larger set of tests comprised of similar cases is needed before any conclusive results can be
given. Even so, preliminary results of this study suggest that formulating a set of CPs for
wind ramps may yet have some value for a subset of wind ramp cases such as represented in
Group 1.
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APPENDIX A. INERTIAL OSCILLATION
The following description of inertial oscillation as related to LLJ development is based
greatly on concepts as introduced in Blackadar (1957) and presented in Stull (1988). The
wind in the BL is affected by the balance of various forces as depicted in Fig. A.1. Here ~V is
the wind and ~Vg is the geostrophic wind which results from a balance between the pressure
gradient force component, ~VPGF , and the Coriolis component, ~Fc. During the day when
there is large mixing and thus surface friction effects are a factor, ~Fr acts opposite to ~V . The
difference between the geostrophic wind and the actual wind is depicted by the ageostrophic
wind: ~va = ~V − ~Vg.
In the evening because of radiative cooling from the surface, an inversion develops in the
lower atmosphere, which then causes the winds just above this inversion to be cut-off from
surface friction effects. Thus, the vector ~Fr basically goes to zero and the various forces are
no longer in balance. The system moves to a balanced state not immediately, but through a
periodic adjustment called an inertial oscillation. The following gives a mathematical basis
for this oscillation.
Given expressions for the ageostrophic flow, ~ua, using its orthogonal components in the
horizontal plane, ua and va:
∂ua
∂t
= fva (A.1)
∂va
∂t
= −fua (A.2)
. (A.3)
Here f is the Coriolis parameter, f = 2Ωsinφ and is dependent on the rate of rotation of
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Figure A.1 Balance of forces that determine the wind direction in the BL. Nomenclature for
vectors as given in the text.
the Earth, Ω = 7.29x10−5s−1 and φ in the latitude angle of a given location.
By differentiating with respect to time the above equations and through substitution,
the following equations result:
∂2
∂t2
ua = −f 2ua (A.4)
∂2
∂t2
va = −f 2va. (A.5)
The solutions of which have the general form
ua = Asin(ft+ α) (A.6)
va = Acos(ft+ α). (A.7)
Thus, ~ua is determined by a periodic function with a frequency related to the Coriolis pa-
rameter, f . Its period is then T = 2pi
f
.
For the Iowa cases in this study, for which φ ≈ 41.6o, the period of the inertial oscillation
is T = 18.0hrs. For the Hamburg cases, for which φ ≈ 53.6o, T = 14.9hrs.
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APPENDIX B. METHOD C WITH ORIGINAL AND NEW
CLOSURE PARAMETERS
Preliminary work has been conducted to ascertain the value of calculating a new mixing
length for Method C in conjunction with the use of the original or the new set of CPs in
MYNN. The MAE results for the 15 wind ramp cases using the original CPs and the new
CPs are given in Table B.1. The average reduction in MAEramp for Group 1 using original
CPs relative to Method A is 7.0%, which is considerably less improvement as compared
to forecasts using the new CPs for which MAEramp is reduced by 28.0%. Group 3 exhibits
nearly the same MAEramp reduction using original CPs, 11.2%; however, MAEramp for Group
2 increases by 112.0% relative to Method A as compared to an increase of 88.3% for Method
C. Overall the results of using the new mixing length with the original CPs in the MYNN
scheme does not improve WRF forecasts as does using the new CPs. As such it has been
decided best that Method C, which introduces the effect of calculating a new turbulent
mixing length in the MYNN scheme, would use the new CPs rather than the original set.
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Table B.1 MAEramp [ms
−1] calculated for wind forecasts of 15 wind ramp cases based on
Method A as well as Method C with original CPs and with new CPs. Values in
percent change column represent deviation of MAE values relative to Method A.
Method A Method C Method C
w/ original CPs w/ new CPs
MAE MAE % Diff MAE % Diff
Ham 9/4/2010 1.19 0.98 -17.3 0.66 -44.4
Ham 4/25/2011 0.85 0.78 -8.2 0.89 4.3
Ham 6/3/2011 1.68 1.37 -18.4 1.06 -37.2
Ham 5/20/2012 1.51 1.75 15.9 1.17 -23.0
Avg. Group 1 1.31 1.22 -7.0 0.94 -28.0
Ham 7/10/2010 0.63 1.35 114.5 2.34 271.5
IA 9/28/2007 0.97 3.11 219.2 1.70 74.7
IA 10/3/2007 0.69 1.49 117.8 0.92 34.5
IA 10/26/2007 0.96 1.05 9.3 0.94 -2.1
IA 10/28/2007 0.82 1.63 99.4 1.76 114.9
Avg. Group 2 0.81 1.73 112.03 1.53 88.3
Ham 3/25/2010 2.03 0.85 -58.2 1.20 -40.9
IA 5/12/2007 1.36 0.83 -38.9 0.72 -46.8
IA 6/18/2007 1.99 1.62 -18.8 1.84 -7.7
IA 11/1/2007 1.10 2.57 134.3 2.65 141.2
IA 6/13/2008 2.81 1.59 -43.5 1.35 -52.0
IA 9/16/2008 1.44 0.83 -42.2 1.73 20.1
Avg Group 3 1.79 1.38 -11.21 1.58 -11.6
Average 1.34 1.45 8.9 1.40 4.4
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