ABSTRACT Traffic prediction is a complex, nonlinear spatiotemporal modeling problem. Data-based methods have been widely applied to traffic information prediction because of their ability to model the complex, nonlinear spatiotemporal traffic dynamics. These abilities are based on statistical methods and machine learning methods to extract features from historical traffic information. Despite the success of these methods, the local-level representation in the data-based methods is clearly limited because it does not directly reflect the relationship between each historical data point in the input sequence and the predicted information. Convolutional neural networks (CNNs) have also been widely applied in many other fields because of their feature extraction ability, which greatly enhances the learning ability of the standard, fully connected layers of neural networks by providing constraints in the task domain. Thus, we create a globallevel representation to reflect the relationship between each historical traffic data point and the predicted information by using the proposed window that provides constraints in the task domain and exploits a max-pooled CNN to automatically extract global-level features for traffic information. To the best of our knowledge, our proposed method is the first example of using the new window to provide constraints in the task domain for CNNs. The proposed method is trained in an end-to-end way by the back-propagation approach in which the AdaGrad method is used to update the parameters of the proposed method. Based on the data set provided by Highways England, the experimental results show that the proposed method outperforms all baseline methods in terms of accuracy.
I. INTRODUCTION
The increase in vehicle transit and congestion on highways and urban road networks leads to uncertainty regarding changes in traffic conditions. To adapt to this uncertainty and help road users make better travel decisions, alleviate traffic congestion, reduce carbon emissions, and improve traffic operation efficiency, accurate and timely forward-looking traffic information is currently strongly needed for individual travelers, business sectors, and government agencies. This information is the objective of traffic information prediction.
Among various categories of traffic information (e.g., queue length, severity of incidents, traffic volume, average speed), delivery of travel time information is very useful and is widely accepted as a performance measure of intelligent transportation systems (ITS), which assist travelers in making pre-trip or en-route decisions, mainly because such systems is very intuitive and easily understood by all travelers [1] - [3] .
Traffic prediction is a modelling task of the complex, nonlinear spatiotemporal relationship between each historical data point and the predicted value. Each historical data point denotes a historical traffic condition. The predicted value denotes the traffic condition in the future. The relationship means that the value of each historical data point impacts on the traffic condition in the future when the traffic flow is not free. The relationship is characterized by the complex, nonlinear traffic regime changes from one to another and the congestion propagation on a traffic network along with time. For example, we consider a stretch of highway and assume a bottleneck, then it is expected that the end of the queue will move from the bottleneck downstream along with time. Sometimes, both the head and the tail of the bottleneck move downstream together along with time. Thus, it is useful that a predictive method can directly reflect and capture the complex, nonlinear spatiotemporal relationship between each historical data point and the predicted value. The accurate and timely prediction of traffic information is also an active topic of research in the field of intelligent transportation. Various data-based methods, such as linear regression (LR), support vector regression (SVR), k-nearest neighbor regression (k-NNR), seasonal autoregressive integrated moving average (SARIMA), recurrent state-space neural network (SSNN), and long short-term memory neural network (LSTM NN) have been built and widely used for traffic information prediction. Most of this research uses unprocessed input sequences to predict the traffic information for the next time interval.
Despite the success of these methods, the use of unprocessed input sequences, which is called local-level representation in these paper, is not a direct and clear way to represent the relationship between each historical traffic data point in the input sequence and the predicted traffic information. To solve the limitation of traditional local-level representation, we propose global-level representations to reflect the relationship between each historical traffic data point and the predicted information by using a proposed window that provides constraints in the task domain.
The global-level representations are created by combining traffic features (TFs) and position features (PFs) within the proposed window. TFs are used to reflect the contentlevel relationship, and PFs are used to reflect the temporal structure-level relationship.
Convolutional neural networks (CNNs) have also been widely applied in many fields because of their feature extraction ability, which greatly enhances the learning ability of the standard, fully connected layers of neural networks by providing constraints in the task domain. Traditional CNNs convert inputs to images and use local receptive fields as the constraints in the task domain to extract features. When traditional CNNs are used to predict the traffic information, historical traffic dynamics are converted to images describing a relationship in historical traffic flow by a two-dimensional matrix and the local receptive fields in the matrix are used as the constraints. We can see that the described relationship in historical traffic flow and the constraints in the task domain have little or no effect on traffic information prediction. In this paper, we use the global-level representations as the new constraints in task domain to directly and clear reflect the relationship between each historical data point in the input sequence and the predicted information. We exploit a max-pooled CNN by using the global-level representations to automatically extract global-level features for traffic information. Finally, the global-level features are fed into a predictor to generate the output value. To the best of our knowledge, our proposed method is the first example of using the new window to provide constraints in the task domain for CNNs.
The main contributions of this paper can be summarized as follows.
• To directly and clearly reflect the relationship between each historical data point and the predicted information, we explore the feasibility of substituting the global-level representation for the traditional local representation of the input sequences. The global level representation contains TFs and PFs in the proposed window.
• A max-pooled CNN is employed to extract the globallevel features from the global-level representations which provide the constraints in the task domain. The global-level features are fed to a predictor to generate the final output value.
• We conducted experiments by using a dataset provided by Highways England. The experimental results show that the proposed method outperforms all baseline methods in terms of accuracy.
The rest of this paper is organized as follows. Section II reviews the related research on traffic information prediction and the connections with the existing work. Section III describes the proposed method for travel time prediction. Section IV presents the experimental setting, which uses real travel time data from Highways England. Section V shows and analyses the experimental results. Section VI presents our conclusions and future work.
II. RELATED WORK
Traffic information prediction is an active topic in the field of intelligent transportation, and many different methodologies have been proposed in past years. When sufficient data are available, data-driven methods for traffic information prediction are a very appropriate choice. Traffic prediction is a complex, nonlinear spatiotemporal modeling problem. Because neural networks may effectively learn the complex nonlinear spatiotemporal relationships in traffic information, many different types of neural network methods have been applied to traffic information prediction in recent years.
All of these studies use the local-level representation of traffic information as input, which cannot directly and clearly reflect each relationship between historical traffic information and the predicted traffic information.
A. TYPES OF DATA-BASED MODELS FOR TRAVEL TIME PREDICTION
Various data-based methods have been presented in the literature for traffic information prediction, in which the target function that relates the explicative variables to the target variable (f ) is not obtained from traffic theory identities and relations; instead, this function is determined by using statistical and machine learning techniques based on big data [4] . In general, traffic information prediction methods can be grouped into two categories, namely, parametric methods and nonparametric methods [3] , [5] , [6] . In this paper, we classify the data-based methods according to their implementation techniques, which can easily be understood. These data-based methods fall into two major categories: statistical methods and machine learning methods.
The most common statistical methods that are used for traffic information prediction include time series methods. Machine learning methods for traffic information prediction include LR, k-NNR, SVR, SSNN, and LSTM NN, etc.
The ARIMA method is a popular and widely used method among the time series methods. The ARIMA method uses the differencing of raw observations to make the time series stationary and then combines autoregressive (AR) and moving average (MA) methods to predict traffic information. Thus, ARIMA is a generalization of the autoregressive moving average (ARMA) method.
As early as the 1970s, based on a total of 166 data sets from three surveillance systems in Los Angeles on freeway traffic, an ARIMA-based model with the order (0, 1, 3) was proposed to provide short-term traffic forecasts [7] . In recent decades, many ARIMA-based models have been proposed for traffic prediction. Hamed et al. developed an ARIMA-based model with the order (0, 1, 1) for traffic forecasts. Based on a dataset of five major urban arterials, this method turned out to be the most adequate model for reproducing all original time series [8] .
The Wold decomposition theorem is that any stationary time series can be decomposed into a deterministic series and a stochastic series. By relying on the Wold decomposition theorem, Williams et al. assume that a weekly seasonal difference, which is applied to process traffic data in this paper, will yield weekly stationary transformation. Thus, univariate traffic information streams can be modeled as a SARIMA process. The SARIMA method is an ARIMA-based method that includes a seasonal component. The proposed SARIMA method was performed on the dataset from two freeway locations, and the empirical results are consistent with the theoretical hypothesis [9] .
Due to the temporal and spatial distribution characteristics in traffic information, researchers have paid much attention to machine learning methods in the traffic prediction field in recent years.
John Rice et al. discovered the two naive predictors of the prediction travel time TT e (t + δ), which are the current status travel time T e (t) and the historical mean travel time µ TT (t + δ) [10] . The main contribution of this paper is the discovery of a linear relation between TT e (t + δ) and the two naive predictors, and the principle of this is somewhat similar to the Wold decomposition in that the input series is decomposed into a deterministic series T e (t) and a stochastic series TT e (t + δ). John Rice et al. gathered data from 116 singleloop detectors along 48 miles of I-1 East in Los Angeles and presented an experimental comparison with other methods, including the principal components method and the k-NNR method, to prove the discovery.
The k-NNR method is also used in traffic information prediction. In [11] , the k-NNR method is suggested as a candidate forecaster, and an empirical study by using an actual freeway dataset is devised to test the k-NNR method.
Davis and Nihan [11] assert that a larger dataset may improve the accuracy of the k-NNR method. Smith et al. [12] propose that the k-NNR method has some advantages compared with the SARIMA model. An empirical study for short-term traffic flow forecasts is devised to examine the theoretical foundation. To avoid current time series data that lead to inefficient predictions, a dynamic multi-interval traffic volume prediction model based on the k-NNR method was introduced [13] .
In terms of machine learning, the two frequently used approaches are SVR and artificial neural networks (ANNs). SVR is based on the support vector machine (SVM). SVM was introduced by Cortes and Vapnik [14] , and involves input vectors being nonlinearly mapped into a very high-dimension feature space to construct a linear decision surface. SVR has a high generalization ability and advantages in a highdimensionality space, because SVR optimization does not depend on the dimension of the input space and guarantees some global minima for a given training dataset [15] .
In [16] , an SVR predictor with a radial basis function (RBF) kernel was used to predict travel time. Based on real highway traffic data, the experimental results show that the SVR predictor achieves better performance than other predictors such as the current-time predictor and historicalmean predictor. In [17] , an incremental SVR was proposed for traffic flow prediction. Based on a dataset that was collected sequentially by probe vehicles and loop detectors, the experimental results show that the proposed model is superior to the back-propagation neural network method.
To accurately predict short-term traffic flow under atypical conditions, such as vehicular crashes, inclement weather, work zones, and holidays, an online version of SVR (OL-SVR) for travel time prediction was proposed [18] . The OL-SVR method is compared with three well-known prediction methods, including Gaussian maximum likelihood (GML), Holt exponential smoothing, and ANN. OL-SVR is the best performer under nonrecurring atypical traffic conditions.
Because neural networks are capable of nonlinear mapping, many different types of neural network-based methods have been applied to travel time prediction. Based on the state-space formulation of the travel time prediction, the Elman recurrent neural network (RNN) method [19] was referred to as the recurrent SSNN for travel time prediction [20] , which is the typical neural network-based method for travel time prediction.
The auto-encoders model is used to extract traffic flow features in [6] , which is trained in a greedy layer-wise fashion. Yisheng et al. assert that it is the first time that a deep architecture model that uses auto-encoders (AEs) has been applied. Based on freeway data from the freeway system in California, the experimental results show that the AEs for traffic flow prediction achieve superior performance over back-propagation neural networks, random walk (RW), SVR, and RBF networks.
An LSTM NN is proposed to capture the nonlinear traffic dynamics for traffic speed prediction in [5] . Based on the data from detectors that are deployed on expressways without signal controls, the LSTM NN is verified to be effective in capturing nonlinear traffic dynamics.
To capture the nonlinear spatiotemporal impacts on traffic flow prediction, which come from breakdowns, recoveries or congestion, a deep learning model was proposed in [21] . The proposed model combines a sequence of hyperbolic tangent layers and a linear layer, which is verified to be effective based on the data from twenty-one loop detectors that were deployed on the interstate.
Therefore, various different techniques are involved in the field of traffic prediction, and these techniques improve the performance of traffic prediction methods. However, the prediction methods are developed and evaluated with separate specific traffic conditions; thus, it is difficult to say that one method is clearly superior over the other methods in any situation [6] . It is generally accepted that traffic prediction is a complex, nonlinear spatiotemporal modeling problem. Accordingly, the ability of the neural networks that are trained with a gradient descent to learn complex nonlinear spatiotemporal mappings from large collections of examples makes them obvious candidates for traffic prediction.
B. CONVOLUTIONAL NEURAL NETWORK
There are deficiencies in fully connected architectures. In the case of character recognition, the network could be fed with almost raw inputs. Thus, typical images are large and often have several hundred variable pixels, and the topology of the input is entirely ignored [22] . To enhance the learning ability of standard fully connected layers, a potentially more interesting scheme is to rely on learning in the feature extractor itself.
In [23] , learning ability is enhanced by integrating constraints in the task domain, such as feature mapping and weight sharing, into standard fully connected layers to recognize handwritten zip codes. In [22] , spatial or temporal subsampling is added to a so-called convolutional neural network (CNN), which combines three architectural ideas: local receptive fields, shared weights, and spatial or temporal subsampling. The CNN-based LeNet-5 was applied to document recognition, and it outperformed all other techniques in the literature.
The idea of providing constraints in the task domain has been widely applied to many other fields because of its feature extraction ability. In [24] , by extending the fully connected LSTM to have convolutional structures in both the inputto-state and state-to-state transitions, a convolutional LSTM was proposed for precipitation nowcasting. The experimental results show that the proposed method can capture spatiotemporal relationships better and outperforms fully connected LSTM for precipitation nowcasting. In [25] , the convolution approach was used to extract higher level features from word feature vectors for natural language processing. In [26] , the convolutional architecture with piecewise max pooling was proposed to automatically learn the relevant features for relation extraction, which utilizes all local features and performs this prediction globally.
Despite the success of these methods, the local-level representations of these methods did not clearly and directly represent the relationship between each historical traffic data point in the input sequence and the predicted traffic information. The inputs for traditional CNNs are also a local-level representation. To solve the limitation of the local-level representation, we propose a global-level representation to reflect the relationship between each historical traffic data point and the predicted information. To better provide constraints in the task domain, we have proposed a new window for CNNs.
III. METHODOLOGY A. NEURAL NETWORK ARCHITECTURE
The proposed architecture of neural networks for traffic information prediction is illustrated in Figure 1 . The architecture takes an input sequence of traffic information and selects the attributes that relate to the predicted output as the local-level representation. Then, the window processing component is proposed to create a global-level representation of the input sequence to provide constraints in the task domain for the max-pooled CNN. To determine the relationship between the input sequence and the corresponding output, we use the maxpooled CNN to extract the global-level feature of the input sequence. Finally, the global-level feature is fed to a predictor to generate the predicted output. The predicted output is a real number in our work, which denotes the travel time value at a future time interval. We can see that any complicated traffic information preprocessing, such as the integration procedure of the SARIMA method, are not needed in the proposed architecture.
The proposed architecture includes the following three main components: an input representation. a feature extractor, and an output predictor. The input representation includes the local-level representation of input and global-level representation. The feature extractor is a max-pooled convolutional neural network. The output predictor is a single fully connected layer.
B. LOCAL-LEVEL REPRESENTATION OF INPUT
The traffic information prediction task can be stated as follows. Given a link in a transportation network, let x t denote the traffic information that is collected on the link within the t-th time interval. Let {x t }, t = 1, 2, . . . , T in (1) be a sequence of traffic information, and the traffic information within the time interval (T + δ) will be predicted, where δ is some prediction horizon.
Selecting useful attributes as features is a traditional data preparation procedure. For travel time prediction, let the travel time attribute {xt}, t = 1, 2, . . . , T from {x t } be selected as the features. The {xt} in (2) is the so-called local-level representation in our work, where each item x is associated with an index to the i-th time interval. The locallevel representation as input shows its effectiveness for traffic information prediction in some of the literature [5] , [6] , [21] . Despite its success, the local-level representation as input is limited, because it does not directly and clearly capture the relationships between each historical information and predicted information. The relationships allow the methods to understand the effect of historical information on predicted information.
C. GLOBAL-LEVEL REPRESENTATION OF INPUT
To overcome the limitation of local-level representation, we propose a global-level representation of input. Feature selection and feature creation are the important steps of the data preparation procedure [27] . In our work, the local-level representation is the same as the feature selection, and the global-level representation is the same as the feature creation. The framework for global-level representation is illustrated in Figure 1 , in which the window processing component is for creating the global-level representation. Each historical traffic information set is further represented as TFs and PFs (see the next sections) by using the window processing component. By combining the TF and PF, the historical traffic information is represented as TF PF , which is the so-called global-level representation of input in our work. The globallevel representation can be the constraints in the task domain, which will enhance the learning ability of the architecture.
1) TRAFFIC FEATURES
Traffic information prediction is a complex, nonlinear spatiotemporal modeling task. Thus, the relationships between each historical traffic information (HI) in the input sequence and the predicted traffic information (PI) needs to be directly and clearly captured. For this objective, the HI and PI in the local-level representation must be combined into TFs. In our methodology, the PI is represented as the traffic information within the current time interval (CI), which is an approximation of PI because of the temporal locality of the traffic information distribution. To attain the global-level representation, the proposed window processing is used to combine each HI with its PI into a richer feature. For example, let the width of the proposed window w be 2; then, the first item of s is represented as [x 1 ; x 8 ]. Similarly, by considering the entire input sequence, the TFs can be represented as follows: 
2) POSITION FEATURES
Temporal-level structure features are useful to solve traffic prediction tasks because traffic information prediction is a complex, nonlinear spatiotemporal problem. Apparently, it is not possible to capture such structural features through only the above TF. For this purpose, the PF is proposed for traffic information prediction.
In this paper, the PFs are the time intervals that are associated with the HI. The number of time intervals loop from the beginning of a day to the end of a day in our work because of the periodicity of traffic information. The time intervals can be seen as the relative distance between the traffic information on the temporal horizon.
For example, let TF be [x2; x3; x8], and the time intervals that are associated with this TF are 2, 3, and 8, respectively. Then, the PF that is associated with the TF is [2; 3; 8] . By combining the TFs and the PFs, the global-level representation is represented as the sequence of TF PF , which will be fed into the following max-pooled CNN to extract the globallevel features.
D. CONVOLUTION
The relationship between each HI in the input sequence and its PI can be reflected by the above global-level representation TF PF , which is the provided constraint in the task domain. To predict traffic information, it is necessary and possible to utilize the global-level representation to extract the global-level features. CNN is a natural method to extract features from the global-level representation and merge them into the global-level features not only because of its greatly enhanced learning ability by providing constraints in the task domain [23] , but also because of its three architectural ideas, namely, local receptive fields, shared weights, and spatial or temporal subsampling [22] .
In this section, we use convolution to process the globallevel representation from the output of the window processing component. The convolution is the linear transformation described by (3), where t is the number of features in the global-level representation. For example, t equals 7 in (1) when the width of the proposed window is w = 2. X (.; j) denotes the j-th column of matrix X, and C(.; j) denotes the j-th column of matrix C. X ∈ R d×t is the global-level representation. d = d 0 × w where d 0 is the dimension of the created feature in the global-level representation, and w is the width of the proposed window. W 1 ∈ R n 1 ×d is the linear transformation matrix of the convolution, where n 1 (a hyperparameter) is the number of nodes in the hidden layer 1.
We can see that each feature TF PF in the global-level representation shares the same weight W 1 across all times. This shared weight greatly reduces the number of free parameters.
The size of C ∈ R n 1 ×t is dependent on t. Furthermore, we perform a maximization function on matrix C with respect to time to determine the most useful bit in the temporal horizon. The maximization function is described by (4), where C(i; .) denotes the i-th row of matrix C. The m = {m 1 , m 2 , . . . , m d1 } is the final global-level feature, where n 1 is the number of nodes in the hidden layer 1 and m is the irrelevance to the length of the input sequence.
E. CAPTURE OF THE NONLINEAR RELATIONSHIP
Traffic prediction is a complex, nonlinear spatiotemporal modeling task. To capture the nonlinear features, a fully connected layer with a nonlinear activation function is added to the architecture. Standard logistic sigmoid and hyperbolic tangent (tanh) are the most common nonlinear activation functions used in the deep learning or neural network literature. From an optimization standpoint, tanh (see (5)) is preferred and typically performs better than the standard logistic sigmoid because it has a steady state at 0 and resembles the identity function more closely [28] . It is well known that another advantage of tanh is that it makes it easy to compute the gradient in the back-propagation training procedure. It is shown in (6) that the derivative of tanh can be expressed in terms of the function value itself.
Formally, the transformation of the fully connected layer with a nonlinear activation function can be described by (7) . W 2 ∈ R n 2 ×n 1 is the linear transformation matrix, where n 2 (a hyperparameter) is the number of nodes in hidden layer 2. Compared with m ∈ R n 1 , z ∈ R n 2 is considered the higher global-level feature.
F. OUTPUT The automatically learned global-level feature z is fed into a predictor to compute the predicted value. We can see from the above section that feature z is a single vector. The predictor can be described by (8) . W 3 ∈ R 1×n 2 denotes the transformation matrix andŷ denotes the final output of the architecture, which is the predicted value. In our work,ŷ is the predicted travel time through the given link within the time interval
G. MODEL TRAINING
The proposed architecture could be described as the set of parameters θ = {W 1 , W 2 , W 3 , n 1 , n 2 , t}. W 1 , W 2 and W 3 are randomly initialized and are trained by using the backpropagation method to calculate their gradient. n 1 and n 2 denote the hyperparameters of the aforementioned hidden layer 1 and 2 respectively. Given a single training example (s i ; y i ), we can define its cost function as (9) . Given all training examples S = {(s i ; y i )}, we can then write the overall cost function as (10) , where {s i } denotes the input sequence, y i denotes the travel time within the time interval T + δ, andŷ i denotes the output of the proposed architecture.
We train the architecture by minimizing the function J (θ ). J (θ ) is minimized by using a optimization technique called mini-batch gradient descent. The key step is to compute the partial derivative of the parameters θ . This can be accomplished by using the back-propagation algorithm, because the parameters are in the layers of the neural network. The differentiation chain rule is applied through the network until the local-level representation layer.
VOLUME 6, 2018 After the partial derivative of parameters θ are finished, AdaGrad (Duchi et al. [29] ) is used to update parameters θ . AdaGrad is well suited for gradient descent based optimization because it performs much larger updates for infrequent parameters than for frequent parameters. The need to manually tune the learning rate of stochastic gradient descent methods is eliminated in AdaGrad [29] , and the robustness of the stochastic gradient descent method is greatly improved by AdaGrad [30] .
AdaGrad can be described by (11) and (12), where ε is a smoothing term that avoids division by zero (usually on the order of 1e-8). We can see that the parameter θ t+1,i is modified based on a ratio that considers its current gradient and the sum over its past gradients.
We divide the overall examples into three parts, namely, validation set, training set and test set. We choose the hyperparameters n1 and n2 based on the validation set, adjust the weight parameters W 1 , W 2 , W 3 based on the training set, and evaluate the performance and accuracy of the architecture based on the test set.
Theano is used to develop the code of the architecture. We train the architecture on a 4-G GPU computer with CUDA [31] , and the parameter, CNMeM, is enabled with an initial size by using 80.0% of the memory.
IV. EXPERIMENTAL SETTING A. DATASET AND TASK DEFINITION
To evaluate the performance of our proposed architecture, we use the dataset that was provided by Highways England [32] . The dataset is managed by the Highways Agency, which is known as the Strategic Road Network in England. The dataset, which is freely available, spans from March 1, 2015 to March 31, 2015 and contains 2,976 examples for each of the motorways or major ''A'' roads in England. The examples are described in Table 1 , which contains the journey time (travel time), speed and traffic flow information. The journey time is the time that is taken by vehicles to travel on a motorway or road based on a given time interval. The time interval between the examples is 15 minutes.
Let the dataset be divided into three parts, specifically the training set, the validation set and the test set, which contain examples from March 1 to March 27 (approximately 87.1%), examples on March 28 (approximately 3.2%) and examples from March 29 to March 31 (approximately 9.7%), respectively.
1) INPUT SEQUENCE AND ITS DESIRED OUTPUT
Given a link L in the Road Network and its raw dataset, our objective is to predict the travel time on L within the time interval T +δ. Each example for the experiments is a pair that consists of the input sequence and its desired output value. Let {x i } denote the selected features from the above dataset that is namely AverageJT in the Table 1, the examples of local level representation can be constructed by using the following (13) and (14) . (14) There are 31 × 96 = 2, 976 rows in L because the raw dataset spans 31 days, and there are 96 time periods (time intervals) per day. In (13) , given that the length of each input sequence equals 7, then there are 2969 rows and 7 columns in matrix S. S will be fed into the proposed architecture for the experiments. For the travel time prediction in our work, we select the AverageJT attribute as the feature of local-level representation.
2) NORMALIZATION
We found that normalization is a very effective approach to prepare the input data for the experiments because it can avoid calculation overflow. In addition, to use tanh in the proposed architecture to better capture nonlinear relationships, the features that will be fed into the architecture are rescaled to the range of -1 to 1 in our experiments because of the nature of tanh.
B. EVALUATION METRICS
To compare our results with the results that were obtained in previous studies, we adopt three performance indices, namely, the RMS error (RMSE) the mean absolute error (MAE), and the mean absolute percentage error (MAPE), and these indices are stated as (14) , (15) and (16), respectively. When given dataset S, the i is the index that is associated with the input sequence in S, y i denotes its observed value, and y i denotes its corresponding output value with the predictive methods. 
C. HYPERPARAMETERS
In this section, we experimentally study the following good hyperparameter configurations in our proposed method: t, the length of the input sequence; w, the width of the proposed window that is used to create the global-level representation; n 1 , the number of nodes in the hidden layer 1; n 2 , the number of nodes in the hidden layer 2. We tuned the hyperparameter configurations by cross validating them on the validation set. It is quite straightforward to find good hyperparameter configurations for the architecture.
For the architecture, we select the length of the input sequence in {2, . . . , 18}, the width of window, w, in {2, . . . , 5}, the number of nodes in the hidden layer 1, n 1 , in {1, 5, 10, 20, . . . , 60}, and the number of nodes in the hidden layer 2, n 2 , in {1, 5, 10, 20, . . . , 60}.
In Figure 2 , we vary the value of the hyperparameters w, t, n 1 and n 2 . We can see that the accuracy degrades over the width of window w, particularly when the window width is greater than 7. The optimal size of input sequence, t, equals 12. Moreover, based on the limited size of our training dataset, the optimal number of nodes in hidden layer 1, n1, equals 30, and the optimal number of nodes in hidden layer 2, n 2 , equals 10. We can see that the optimal number of nodes in hidden layer 2, n 2 , is smaller than the optimal number of nodes in hidden layer 1, n1, to extract features better. In this example, we can see that the optimal number of nodes in the hidden layers should be in the proper range, and the improvement is not incremental over the number of nodes in the hidden layers. The optimal learning rate of the parameters in AdaGrad is 0.1. Table 2 describes the hyperparameter values that are used in our experiments.
D. BASELINE METHODS
To evaluate the final performance of our proposed method, we select seven methods as competitors to our proposed method in the following experiments. The methods are RW, LR, k-NNR, SARIMA, SVR, SSNN, and LSTM NN.
The RW method in our experiments is the simplest one in the baseline methods. The RW method is described that the predicted value within time interval T +δ equals the observed value within time interval T .
The LR method in our experiments is based on a publication by Rice and Van Zwet [10] . The prediction travel time TT e (t + δ) is the LR of travel time T e (t) within time interval t and the mean travel time µ TT (t + δ) within the historical time interval t + δ. In our experiments, lag δ equals one time interval.
For travel time prediction, the output of the k-NNR method is the average value of its k-NNs that were previously on the time interval horizon. This output is needed to assign weights to the contributions of the neighbors, which is usually accomplished by using a uniform scheme or a distance scheme. The uniform scheme assigns the same weights to the contributions of the k-NNs. The distance scheme assigns different weights, which are the inverse of their distance to the output, to the contributions of the k-NNs.
The SARIMA(p, d, q)(P, D, Q) S method in our experiments is based on the contributions in the literature [9] , in which (p, d, q) is (1, 0, 1) and (P, D, Q) is (0, 1, 1) . We assume that the input sequences are a SARIMA (1, 0, 1)(0, 1, 1) S process with period S in our experiments, and we let S be 96 because of the periodicity of the used dataset. The SVR method uses three types of kernels: a linear kernel (linear), a polynomial kernel (poly), and an RBF kernel. The RBF was proposed for traffic information prediction in a publication by Wu et al. [16] .
The SSNN method is based on the approach that was proposed in the literature [4] . The units in the context layer are initially set to 0.5, and the connection between the internal states and the context layers are fixed at 1.0, which is not subject to adjustment. In our experiments, let the number of nodes in the hidden layers and the output layers be 10, and let the length of the input sequence and the unfolded size of SSNN be 12.
The unfolded size of the LSTM NN is the same as the proposed size in the publication by Ma et al. [5] , in which the LSTM NN is proposed for traffic speed prediction.
V. RESULTS

A. EFFECT UNDER DIFFERENT TRAFFIC CONDITIONS
To examine the prediction performance of the proposed architecture in a more intuitive way, a comparison between the example values and the corresponding predicted values based on the datasets under low, medium and heavy traffic loads are illustrated in Figure 3 . Meanwhile, another comparison between the example values and the corresponding predicted values based on the dataset on short-length link and longlength link are illustrated in Figure 4 .
As shown in Figure 3 , the example values and the corresponding predicted values are in good agreement under the low, medium and heavy traffic loads. As shown in Figure 4 , the example values and the corresponding predicted values are in good agreement under the short-length and long-length links. Based on the above comparisons, it can be summarized that the predicted values of the proposed architecture and the example values exhibit similar patterns under different traffic conditions. Thus, the proposed architecture is effective under different traffic conditions.
B. COMPARISON WITH OTHER METHODS
1) ON A SHORT-LENGTH LINK
o compare the prediction accuracy of the proposed architecture with the baseline methods, the dataset on short-length link AL1228 is used. The length of link AL1228 is 4.62 km. The experimental objective is to predict the average travel time through the short-length link within time interval T + δ. The baseline methods include the aforementioned RW, LR, k-NNR, SARIMA, SVR, SSNN, and LSTM NN. The average experimental results in Table 3 show that the proposed method achieves better prediction accuracy than the baseline methods on short-length link AL1228. 
2) ON A MEDIUM-LENGTH LINK
We extend our comparison experiments to medium-length link L. The experimental objective is to predict the average travel time on medium-length link L within time interval T +δ. The tail link, AL2291, and the head link, AL3069A, are removed from the road network that is described in Figure 9 to generate the medium-length link L, which is approximately 54.38 km.
The setting of the proposed architecture and the baseline methods are the same as in the above sections. The average experimental results in Table 4 show that the proposed method achieves the best prediction accuracy on mediumlength link L.
When comparing the experimental results in Table 4 with Table 5 , we can conclude that the proposed method can also achieve a high level of accuracy (MAPE) as the link length increases. This conclusion is the same as that of Wu et al. [16] .
3) TIME COSTS
We also compare the execution time costs of the proposed architecture with the baseline methods. The experiments are performed based on medium-length link L. Figure 6 shows the average actual computer execution time of the methods. We can see that these methods can be divided into three groups according to their time costs. The first group contains SARIMA and takes the longest time to execute. The second group contains the NN-based methods. The third group contains the remaining methods. The NN-based methods take more time to execute than other non-NN methods except for the SARIMA method because of the NN complexity of architecture and the training process. It is well known that the NN-based approaches have led to the recovery of artificial intelligence in past years because of the rapid increase in computer capability. Thus, the time costs of the NN-based methods are within reasonable boundaries.
C. CASE STUDY RESULTS ON LINK AL1996
To evaluate the predictive power of the proposed method to capture the complex, nonlinear relationship between each historical data point in the input sequence and the predicted value, we show the absolute values of the residuals (red circles) against the observed data (blue line) for three days on link AL1996 in Figure 7 . We can see that the proposed method can capture the complex, nonlinear traffic regime changes from one to another, but the predictive power of the proposed method is not uniform through the three days. Several large errors are observed at when traffic regime changes from one to another. The highest residuals are observed when traffic regime changes from free flow to congestion and start to recover back to free flow.
To evaluate the predictive power of the proposed method to capture the spatiotemporal relationship between each historical data point in the input sequence and the predicted value in travel time prediction, we describe the prediction of the congestion propagation by using the heat maps on link AL1996 in Figure 8 . The observed values are show in the first plot and the predicted values are show in the second plot. In contrast, we can see that the proposed method properly captures both forward and backward congestion propagation for the three days.
To demonstrate the directly capture of the relationship between each historical data point in the input sequence and the predicted value by using the proposed method, we select three input sequences from the test set on link AL1996 as samples. We visualize the convolutional results of three input sequences and list three heat maps that are created by using the output data from the component ''m'' in Figure 1 Figure 1 . For example, the coordinate 11 in these heat maps shows that the extracted feature by the proposed method is from the eleventh column of the convolutional result. The eleventh column of the convolutional result corresponds to the eleventh data point in the input sequence. Based on the distribution diversity of the numbers in these heat maps, we can validate the assumption that the proposed model directly captures the relationship between each historical data point in the input sequence and the predicted value.
D. EFFECTIVENESS OF THE WINDOW FOR CONVOLUTION
The existing convolution is usually based on a sliding window on input sequence ( [26] , [25] , [33] ). From Figure 1 , we can see that the proposed window in the architecture is different from the window in existing convolutions because of the difference between our task and other tasks. To validate the effect of the proposed window, we conduct the comparison experiments based on the same experiment setting and dataset. Table 5 shows a comparison of the proposed method results with the results of the method with the sliding window. The comparison results show that our method with the proposed window outperforms the method with the sliding window on many different links. Therefore, the proposed window is adequate for providing the constraints in the task domain of traffic prediction to the convolution.
E. DISCUSSION OF THE RESULTS
Errors of prediction may usually be decomposed into two main subcomponents, namely, error due to ''bias'' and error due to ''variance''. The bias error denotes the difference between the measured values and its corresponding prediction values due to erroneous assumptions in the prediction model. High bias indicates that the methods miss some relevant relations between the features and the predictive outputs (under-fitting). In contrast, variance errors usually denote the difference of the bias errors between the training dataset and the test dataset due to sensitivity to small fluctuations. Low bias but high variance implies that the random noises in the training dataset are transformed by the methods rather than the intended outputs (over fitting). There is usually a tradeoff between bias and variance [34] . Tables 3 and 4 show that the variance of the proposed method has the same order of magnitude as that of most of the baseline methods, except the SARIMA and the k-NN regression with uniform weights. Meanwhile, the proposed method outperforms all baseline methods in terms of accuracy. Thus, based on the given dataset, there are no underfitting or over-fitting problems in the proposed method, and the proposed method is superior to the baseline methods. In Table 4 , the RMSE and MAE of LSTM NN are better than CNN results on a medium-length link, but the MAPE of LSTM NN is worse than CNN result. Thus, the relative Error of CNN is better than LSTM NN result. For three days on medium-length link L, we have computed the absolute values of the residuals against the observed data and found that the result of CNN follows a better normal distribution than those of LSTM NN.
The potentially interesting scheme to enhance the learning ability of a standard model is to rely on providing constraints in the task domain. The traditional CNN combines three architectural ideas: local receptive fields, shared weights, and spatial or temporal subsampling to providing constraints. Based on the above related work section, we can see that the idea of providing constraints has been widely applied to many other fields because of its feature extraction ability. Despite the success of these methods in literature, they are only based on the above three architecture ideas and local receptive fields is limited to provide constraints in traffic prediction domain. We propose a global-level representation to clear and directly represent the relationship between each historical traffic data point and the predicted information. To better providing constraints in the task domain, we have proposed a new window for CNNs to overcome the limitation of local receptive fields.
Based on the application example of CNN in the field of traffic flow, we can see that providing constraints in the task domain to a model is effective at improving the model performance. The method also has certain reference significance to improve other models by providing some constraints in the task domain.
VI. CONCLUSIONS AND FUTURE WORK
Traffic prediction is a complex, nonlinear spatiotemporal modeling problem, and the constraints in the task domain can enhance the learning ability of the method for traffic prediction. To provide the constraints, we propose the window processing component to create a global representation. Then, we exploit the max-pooled CNN to extract the globallevel features. Finally, a fully connected layer with a nonlinear activation function is added to the architecture. Based on the given dataset, the experimental results show that the proposed method outperforms all baseline methods in terms of accuracy. Meanwhile, further experimental results show that the proposed window to create the global representation for convolution is better than the existing sliding window.
We can see that providing constraints on a model is effective at improving the model performance in the field of traffic prediction. Our proposed method has also certain reference significance to improve other models by providing some constraints in the task domain. For future work, we expect to integrate or cluster other traffic information, which are spatiotemporal related the predicted link, into the global level representation by using the proposed window. This implies that traffic information on on-ramps, off-ramps and other spatiotemporal related links are additional inputs, and this may enhance the learning capability of the proposed method.
In addition, the prediction accuracy with different datasets should be investigated.
