Abstract. We consider submanifolds into Riemannian manifold with metallic structures. We obtain some new results for hypersurfaces in these spaces and we express the fundamental theorem of submanifolds into products spaces in terms of metallic structures. Moreover, we define new structures called complex metallic structures. We show that these structures are linked with complex structures. Then, we consider submanifolds into Riemannian manifold with such structures with a focus on invariant submanifolds and hypersurfaces. We also express in particular the fundamental theorem of submanifolds of complex space form in terms of complex metallic structures.
Introduction
A classical problem in submanifold theory consists in determining when a given Riemannian manifold (M n g) can be immersed (at least locally) into a fixed Riemannian manifold (M , g). The Gauss, Codazzi and Ricci equations give the relation between curvatures of the submanifold and the second fundamental forms of the ambient manifold. Conversely, in a large variety of cases, when these three fundamental equations can be written in a intrinsic way, that is in terms of quantity defined only on M and the vector bundle over, possibly with some additional conditions, then it is possible to construct a local isometric immersion into the desired ambient space. The first result in this direction is the classical fundamental theorem of surfaces proven by Bonnet [2] which states that if a Riemannian surface (Σ, g) endowed with a symmetric tensor B satisfies the Gauss and Codazzi equations, then Σ can be isometrically immersed into R 3 with B as second fundamental form. This result has been generalized later in many cases like for higher dimension and codimension submanifolds in real space forms [21] , 3-homogeneous manifolds [4, 5] , product spaces [9, 12, 13, 18] , warped products [10] and other ambient spaces with sufficient homogeneity so that the Gauss, Coadzzi and Ricci equations can be expressed in an appropriate manner [17] .
In the present article, we are interested in submanifolds into Riemannian metallic manifold. A metallic structure on manifold M is a (1, 1)-tensor J over T M satisfies the so-called metallic equation J 2 − pJ − qId = 0, where p, q are two positive integers. Metallic structures appear as particular case of polynomial structures on manifold introduced by Goldberg and Yano [6] . If p = q = 1, then J is called a golden structure since it is a solution of the well known golden equation J 2 − J − Id = 0. Moreover, if M is endowed with a Riemiannan metric, we say that J is a Riemannian metallic structure if J is symmetric with respect to g. Submanifolds in metallic Riemannian manifold, in particular, golden Riemannian manifold has been considered only very recently (see [7, 8, 16] ). Metallic structures are highly linked to product structures and in the present paper, we will explain how to obtain a fundamental theorem of submanifolds for products of two real space forms in terms of the canonical metallic structure (Theorem 3.2).
Then, as applications, we recover the spinorial version for the fundamental theorem of surfaces into the 4-dimensional products as well as the existence of associated families of minimal surfaces in terms of metallic structures (Theorem 3.6). In the second part of the article, we introduce new structures called complex metallic structures which are satisfying the second degree equation J 2 + aJ + bId = 0 with a, b > 0 so that 4b − a 2 > 0. We show that such structures are in relation with complex structures. Then, we study submanifolds in Riemannian manifold carrying such structures. We are able to prove comparable results than for metallic structures. In particular, we prove a fundamental theorem of submanifold, here for complex space forms (Theorem 4.13). We also deduce a spinorial version for invariant submanifolds in the complex projective space CP 2 . For both metallic structures and complex metallic structures, examples are given. The denomination metallic comes obviously for p = q = 1, i.e., σ 1,1 = 1+ √ 5 2 φ which is the well known golden number related to fibonacci numbers. Moreover, for p = 2, q = 1, σ 2,1 = 1 + √ 2 which is the silver number appearing in the study of the so-called Pell numbers, etc.. One can refer to [20] for more details about metallic numbers and their link to number theory or fractal geometry. It is to note that for what we will do, there is no restriction for p and q to be integers, so we will consider that p and q are two positive numbers. Now, let (M, g) be a Riemannian manfiold and p, q be two positive integers. We say that the (1, 1)-tensor J over M is an almost (p, q)-metallic structure if it satisfies the metallic equation J 2 − pJ − qId = 0. Moreover, J is said to be a Riemaniann (p, q)-metallic structure if J is compatible with the metric g, that is g(JX, Y ) = g(X, JY ) for any X, Y ∈ Γ(T M ). Further, J is said to be parallel if J is parallel with respect to the Levi-Civita connection ∇. There is a natural connection between metallic structures and product structures since every product structure F induces two metallic structures given by
Conversely, every metallic structure J induces two product structures given by
Moreover, the two projections associated with the decomposition of the tangent space by the product structure are given by
For basic examples about metallic structures, one can refer to [3] . We will also detail some examples at the end of Section 3.
2.2.
Fundamental equations of submanifolds in metallic manifolds. Now, let us consider a Riemannian manifold (M n , g) isometrically immersed into a (n + m)-dimensional Riemannian manifold ( M , g) endowed with a Riemannin parallel (p, q)-metallic structure J. We denote by E the normal bundle which is equipped with an induced metric g E and the induced compatible normal connection ∇ E . Then, the metallic structure J induces the existence of four operators P : T M −→ T M , Q : T M −→ E, R : E −→ T M and S : E −→ E, so that with respect to the decomposition T M = T M ⊕ E, J is given over M by J = P R Q S . Then, the operators P, Q, R and S satisfy the following equations.
Proposition 2.1. For all X, Y ∈ T M and all ξ, ν ∈ E, we have
Proof: Writing J as a matrix by blocks with respect to the decomposition T M = T M ⊕ E, we have
and so
The identities (1)-(4) are immediate from this and the relation J 2 = pJ + qId. Moreover, the relations (5)-(7) come directly from g(JX, Y ) = g(X, JY ) for any X, Y ∈ T M.
Finally, (8)- (11) are consequences of the fact that J is parallel. Indeed, we have for any X, Y ∈ T M and ν ∈ E,
Now, we recall that for any X, Z ∈ T M and ξ ∈ E, we have
Hence (12) becomes
. For ν = 0, the tangential and normal parts of the last equality are relations (8) and (9) whereas for Y = 0, they give (10) and (11) . This concludes the proof of the proposition.
Remark 2.2. We want to point out that in [8] , the relations (1)- (7) are given with a different expression, but are equivalent.
Remark 2.3. Using (1)-(4), we can show easily that the relations (5)-(7) imply the following three identities:
We finish this section by considering two particular cases, namely the hypersurfaces and the invariant submanifolds.
Then, we have the following: Proposition 2.5. If M is an invariant submanifold with respect to J, then the operators Q and R vanish and the operators P and S satisfy the following equations for all X, Y ∈ T M and all ξ, ν ∈ E.
In particular, P and S are metallic structures (for the same metallic equation as J), respectively, on T M and E.
Proof: The proof is immediate from Proposition 2.1 with the fact that Q = 0 and R = 0. Now, we consider hypersurfaces. In this case, it is more convenient to consider the realvalued second fundamental form by taking the scalar product with the unit normal ν. Therefore, the metallic structure J on M implies the existence of a field of symmetric operators P : T M −→ T M , a vector field V ∈ Γ(T M ) and a smooth function f on M . Note that V and correspond to the tensosr R and S respectively in this case. The tensor Q is just the dual 1-form associated to V . These three objects satisfiy the following relations Proposition 2.6. For all X, Y ∈ T M of a hypersurface M , P , V and f satisfy the following relations:
Proof: Here again, the proof is immediate from Proposition 2.1.
In [8] , the authors give necessary and sufficient conditions for non-invariant hypersurfaces to be totally geodesic. Namely, they prove that if M is non-invariant, that is V = 0, then M is totally geodesic if and only if P is parallel or equivalentely V is parallel. Here, we give two results for non-invariant hypersurfaces. Namely, we show that if either J(ν) is tangent (ν is the unit normal to the hypersurface) or J(V ) is normal then the hypersurface have vanishing Gauss-Kronecker curvature. It is to note that both assumptions, J(ν) is tangent or J(V ) is normal, imply that the hypersurface is non-invariant. Precisely, we have the following two results.
Proposition 2.7. Let (M n , g) be a hypersurface of a Riemannian metallic manifold ( M , g, J) with unit normal vector field ν. Let P : T M −→ T M , V ∈ Γ(T M ) and f ∈ C ∞ (M ) induced by J. If V has no zero and J(V ) is normal, then A(V ) = 0, V 2 = q and the shape operator of the immersion is given by
In particular, the Gauss-Kronecker curvature of M vanishes identically.
Proof: We assume that J(V ) is normal, then P (V ) = 0. Hence, from (22), we get f V = pV . Since V has no zeros, then the function f is constant equal to p. Thus, (23) becomes V 2 = q. Moreover, since f is constant, from (27), for any X ∈ Γ(T M ), we have A(X), V = 0 or equivalentely A(V ), X = 0 by the symmetry of A. Hence, A(V ) = 0. Therefore, A has a non-trivial kernel and so, the Gauss -Kronecker curvature of M vanishes identically. Finally, from (25) for X = V , using P (V ) = 0 and
In the same spirit, we have this second proposition.
Proposition 2.8. Let (M n , g) be a hypersurface of a Riemannian metallic manifold ( M , g, J) with unit normal vector field ν.
is tangent, then the shape operator of the immersion is given by
Proof: The proof is completely analogous to the proof of Proposition 3.5 with the only difference that f = 0 since J(ν) is tangent. We also get by (23) that V 2 = q and from (27) , that A(V ) = 0. Hence, we deduce that P (V ) = pV and A(X) = −
from (22) and (25), respectively.
In [8] , the authors gave some sufficent conditions for non-invariant hypersurfaces to be minimal. We can prove the following necessary and sufficient condition, for both cases, if J(V ) is normal or if J(ν) is tangent. Precisely, we have this results which has to be compared with [8, Theorem 5.2] . Proof: First, assume that J(V ) is normal. From Proposition 3.5, for any X ∈ Γ(T M ), we have
. Let {e 1 , · · · , e n } be a local orthonormal frame of T M . We have
A(e i ),
where we have used that P is symmetric and P (V ) = 0. Hence, M is minimal if and only if div(P ), V = 0. If J(ν) is tangent, the proof is ananlogous with the only difference that A(X) = −
and P (V ) = pV . The conclusion is the same.
3. Fundamental theorem of submanifolds in product spaces via metallic structures 3.1. Main result. Now, we assume that M is the product space
, where M n1 (c 1 ) and M n2 (c 2 ) are the simply connected real space form of respective dimensions n 1 and n 2 and curvatures c 1 and c 2 . For any positive integers p and q, this space is endowed with a canonical metallic structure inherted form the product structure F defined by
We denote by
and T M n2 (c 2 ). It is a well known fact that the curvature tensor R of M is given by
Now, as we have seen before, the projections π 1 and π 2 can be expressed in term of the metallic structure J. Namely, we have
Hence, if M is a submanifold of M then J induces the existence of the four operators P, Q, R, S defined above and the the Gauss, Codazzi and Ricci equations are
Now, we consider (M n , g) a Riemannian manifold and we also consider a vector bundle E of rank m over M endowed with a metric g E and a compatible connection ∇ E . We will denote respecively by ∇, R and R E the Levi-Civita connection of g. Moreover let B : T M × T M −→ E be a (2, 1)-symmetric tensor and P : T M −→ T M , Q : T M −→ E, R : E −→ T M and S : E −→ E four operators. We give the following definition Definition 3.1. We say that (M, g, E, g E , ∇ E , B, P, Q, R, S) satisfies the compatiblity equations associated with
(2) The map P is symmetric with respect to g and S is symmetric with respect to g E . ( 3) The maps Q and R are dual with respect to the metric g ⊕ g E over T M ⊕ E, that is for any ∈ T M and any ν ∈ E.
The rank of the maps
are n 1 and n 2 respectively. (5) Equations (1)- (4) are satisfied, (6) Equations (8)- (11) are satisfied (7) The Gauss, Codazzi and Ricci equations (30), (31) , (32) are satisfied.
As we will see in the following result, these compatibility equations are exactly the necessary and sufficient condition to be immersed isometrically into
with given nornal bundle, second fundamental form and metallic structure over M . Namely, we have the following.
) be a simply connected Riemannian manifold and E be a mdimensional vector bundle over M endowed with a metric g E and a compatible conection
such that the normal bundle of M for this immersion is isometric to E and so that the second fundamental form II and the normal connexion ∇ ⊥ are given by B and ∇ E . Precisely, there exists a vector bundle isometry ϕ :
Moreover, we have J(ϕ * X) = ϕ * (P X) + ϕ(QX), J( ϕν) = ϕ * (Rν) + ϕ(Sν), and this immersion is unique up to an isometry of
Proof: We define the following eight operators
It is clear from the definition of these eigth operators that
and that
Moreover, we have the following lemma.
Lemma 3.3. The operators f 1 , f 2 , h 1 , h 2 , s 1 , s 2 , t 1 , t 2 satisfy the following relations:
Proof: The proof of this lemma is elementary. We will give only the proof of two relation to give an idea of the computations (which are straightforward). First, we have
where we have used that (σ p,q − p)σ p,q = q and (1), i.e., P 2 + R • Q = pP + qId T M . The proof of the other identites of the same type are analogous and use (1) to (4). Moreover, we have
The other identites are proven in the same way, using relations (8) to (11) .
Finally, we can see easily that the Gauss, Codazzi and Ricci Equations (30), (31) and (32) can be written as follows with the definition of f 1 , f 2 , h 1 , h 2 , s 1 , s 2 , t 1 , t 2 form P, Q, R, S:
We conclude by using Theorem 3.2 of [12] to conclude. Indeed, we have shown that
satisfies the compatibility equations for the isometric immersions into the products space [12] . Hence, by Theorem 3.2 of [12] , there exists an isometric immersion ϕ :
such that the normal bundle of M for this immersion is isomorphic to E and such that the second fundamental form II and the normal connection ∇ ⊥ are given by B and ∇ E , that is, there exists a vector bundle isometry ϕ :
Moreover, we have for i = 1, 2,
where π is the projection on T M ni (c i ), and this isometric immersion is unique up to an isometry of
Using these relations into (33) and (34), together with (29) we get finally
. This concludes the proof of the theorem. Now, we can obtain an analogue to the main result of [19] in terms of (p, q)-metallic structures. In [19] , we obtain a spinorial characterization of surfaces into the 4-dimensional products M 2 (c) × R 2 and M 3 (c) × R generalizing the results for space forms proven in [1] . For all the basics about the spinorial geometry of surfaces into 4-dimensional spaces, the reader can refer to [1, 19, 15] . We prove the following. 
(P + Q + R + S) are 2 and 2 (resp. 3 and 1). Then, the two following statements are equivalent
(1) There exists a spinor field ϕ in Σ satisfying for all X ∈ X(M )
such that ϕ + and ϕ − vanish nowhere and where ζ is given by
e j · B(e j , X).
(2) There exists a local isometric immersion of (
with E as normal bundle and second fundamental form B such that over M the canonical (p, q)-metallic structure is given by P, Q, R and S in the sense of Theorem 3.2.
Proof: This theorem is a direct application of [19, Theorem 3.1] . Indeed, if there exists a isometric immersion of (
, then, as proved in [19] , there exists a spinor field satisfying
where f, h, s, t are the four operators induce by the structure product F . Hence, with the link between products and (p, q)-metallic strctures
we get
Conversely, if all the assumption of point (2) are satisfied, by setting
straigthforward computations show that the assumptions of Theorem 3.1 of [19] are satisfied and so M is locally isometrically immersed into the ad hoc product space with E as normal bundle, B as second fundamental form and over M , the product structure is given by f, h, s and t. But, form the definition of f, h, s and t from P, Q, R and S, then P, Q, R and S are necessarily the restriction of the (p, q)-metallic structure J = F . This concludes the proof.
Associated families.
In this section, we use Theorem 3.2 to recover the theorem of existence of associate families of minimal surfaces into the multiproduct M n1 (c 1 )×M n2 (c 2 ) expressed in terms of metallic structure. Let (Σ, g) be an oriented Riemannian surface. We denote by J its complex structure, that is, the rotation of angle π 2 on T M . For any θ ∈ R, we set R θ = cos(θ)I + sin(θ)
Moreover, B θ is also trace-free for any ν ∈ E.
Proof: From P, Q, R and S, we have defined f 1 , f 2 , h 1 , h 2 , s 1 , s 2 , t 1 , t 2 . Moreover, from P θ , Q θ , R θ and S θ , we define in the same way f 1,θ , f 2,θ , h 1,θ , h 2,θ , s 1,θ , s 2,θ , t θ 1, t 2,θ . It is clear from the definition of all these operators that we have for i = 1, 2 [12] and using Proposition 4.1 in [12] , we get that B θ is trace-free and (M, g, E, g E , ∇ E , B, f 1,θ , f 2,θ , h 1,θ , h 2,θ , s 1,θ , s 2,θ , t θ 1, t 2,θ ) also satisfied the same compatibility conditions. Finally, since we have
Hence
we get immediately that (Σ, g, E, g E , ∇ E , B θ , f i,θ , h i,θ , t i,θ ) satisfies the compatibility conditions of Definition 3.1. This concludes the proof. Now, using this proposition and Theorem 3.2, we can deduce easily the following result. Theorem 3.6. Let Σ be a simply connected surface and ϕ : M −→ M n1 (c 1 ) × M n2 (c 2 ) be a minimal isometric immersion with normal bundle E, second fundamental form B and normal connection ∇ ⊥ . Let P , Q, R and S be the (1, 1)-tensors induced by the metallic structure J. Let p 0 ∈ Σ. Then, there exists a unique family (ϕ θ ) θ∈R of minimal isometric immersions
(ii) the metric induced by ϕ and ϕ θ are the same, (iii) the second fundamental form of
is given by B θ (X, Y ) = B(R θ X, Y ), for any X, Y ∈ Γ(T Σ), (iv) for any X ∈ Γ(T Σ) and ξ ∈ Γ(E),
Moreover, ϕ 0 = ϕ and the family (ϕ θ ) θ∈R is continuous with respect to θ.
Proof:
Since Σ is a minimal surface in
E , B, P, Q, R, S) satisfy the compatibility equations and so, by Proposition 3.5, (Σ, g, E, g E , ∇ E , B θ , P θ , Q θ , R θ , S θ ) also satisfies the compatibility equations. Using, Theorem 3.2, we know that there exists an isometric immersion from Σ into M n1 (c 1 ) × M n2 (c 2 ) which satisfy the point (iii) and (iv). Moreover, this immersion is also minimal since B θ is trace-free by Proposition 3.5. Finally the point (i) is clear by construction, the point (ii) also because both induced metric are g and the continuity of the family is ensured by the construction of the immersions in [12] .
3.3. Examples. We finish this note with some examples. We consider the product of two spheres M = S n1 (c 1 ) × S n2 (c 2 ) endowed the product metric. We denote by r i = 1 √ c1 the radius of the sphere of curvature c 1 . Obviously, M can be canonically isometrically embedded into the Euclidean space R n1+n2+2 = R n1+1 × R n2+1 . For more convenience and compactness, we will denote (x 1 , · · · , x n1+1 , y 1 , · · · , y n2+1 ) by (x, y) with x = (x 1 , · · · , x n1+1 ) and y = (y 1 , · · · , y n2+1 ). Hence S n1 (c 1 ) × S n2 (c 2 ) is defined by
We denote by E the normal bundle of this immersion, g E the induced normal metric and ∇ E the induced normal connection. Note that the normal connection is flat. The canonical embedding is just the inclusion map. Moreover, a vector Z tangent to M at the point (x, y) is of the form First, we consider the following (p, q)-metallic structure on R n1+n2+2 = R n1+1 × R n2+1 :
. Clearly, P is a (p, q)-metallic structure (see [8] for the details) and as we have seen in Section 2.2, P induces the existence of the four operators P, Q, R and S. It is obvious to see that Q = 0, R = 0 and that P and R are given by:
and
Note that P and S are metallic structures on T M and E, respectively. Moreover, the curavture tensor of S n1 (c 1 ) × S n2 (c 2 ) is given by
. Now, we forget the immersion of
as a rank 2 vector bundle over S n1 (c 1 ) × S n2 (c 2 ) with given metric and compatible connection. We consider the same operators P, Q, R and S and we set B = 0. By straight forward computations, we see that all the relations of Proposition 2.1 are satisfied. Moreover, since B = 0, Q = 0 and the curvature associated with ∇ E is zero, then the Codazzi and Ricci equations are trivial. Finally, since B = 0, the expression of the curvature tensor of S n1 (c 1 ) × S n2 (c 2 ) gives immediately the Gauss equations. Finally, we can apply Theorem 3.2 and recover the isometric immersion of
with E as normal bundle, vanishing second fundamental form and so that P and S are the restrictions over T M and E respectively of the canonical (p, q)-metallic structure of S n1+1 (c 1 ) × S n2+1 (c 2 ).
Isometric immersion into
. Now, we consider the same operator P on S n1 (c 1 ) × S n2 (c 2 ) and we define V = 0 and f = p − σ p,q . Moreover, we define A :
We have the following elementary lemma.
Lemma 3.7. All the relations of Proposition 2.6 as well as the Gauss and Codazzi euqations are satisfied.
Proof: We have already say that P is a (p, q)-metallic structure, so relation (24) is satisfied. Moreover, since V = 0, relation (21) and (25) also satisfied as well as (22) and (27) which are trivial. Moreover, f = p − σ p,q , then f satisfies f 2 = pf = q which is relation (23) since V = 0. Moreover, we have
and so (26) is satisfied. Moreover, since P is parallel, then A is also parallel and since V = 0, the Codazzi equation is trivial. Finally, the expression of the curvature of S n1 (c 1 ) × S n2 (c 2 ) give immediately the Gauss equation from the definition of A.
Thus, the compatibilty equations are satisfied to recover an isometric immersion of
as a hypersurface with shape operator given by A and so that the restriction of the canonical (p, q)-metallic structure of S n1 (c 1 ) × R n2+1 is given by P and f .
Complex metallic structures
In this section, we will define complex metallic structures, which are in some sense the analogue for complex structures of what metallic structures are for product structures. After giving the definition and basic properties of these new structures, we study submanifolds of Riemannian manifolds admitting complex metallic structures. In particular, we prove in this context similar results that those proved above for (p, q)-metallic structures.
4.1. Definition. Let a, b, be two positive real number so that a < 2 √ b. We consider the second degree equation x 2 +ax+b = 0. This equation has complex conjugated solutions
In the sequel, we will denote δ = √ 4b − a 2 .
Definition 4.1.
• A (a, b)-complex metallic structure on a manifold M is a (1, 1)-tensor J on M satisfying the relation
• If M is endowed with a Riemannian metric g, then a (a, b)-complex metallic structure J on M is said to be Riemannian if J satisfies for any X, Y ∈ Γ(T M ),
• A Riemannian (a, b)-complex metallic structure J on (M, g) is said parallel if J is parallel with respect to the Levi-Civita connection of g.
As we have seen in section 2.1, (p, q)-structures are in correspondence with products structures. We have a comparable result for (a, b)-complex metallic structures and complex structures. 
Proof: (1) Let J be an almost complex structure on M . We set J ± = −aId ± δJ . Then, we have
and so J ± are Riemannian (a, b)-complex metallic structures. Finally, if J is parallel, then J ± are clearly parallel.
(2) Let J be a (a, b)-complex metallic structure. We set
where, we have used that J 2 + aJ + bId = 0 and δ 2 = 4b − a 2 . Hence, J ± are almost complex structures. Moreover, if J is a Riemannian (a, b)-complex structure, then by definition, we have for any X, Y ∈ Γ(T M ).
and so ± is compatible with g. Finally, it is clear that if J is parallel, then also J ± .
(3) If M carries a (a, b)-complex metallic structure, then M also carries a complex structure by point (2) , and so M is necessarily even-dimensional.
4.2.
Submanifolds of complex metallic structures. Now, let us consider a Riemannian manifold (M n , g) isometrically immersed into a (n+m)-dimensional Riemannian manifold ( M , g) endowed with a Riemannin parallel (a, b)-complex metallic structure J. We denote by E the normal bundle which is equipped with an induced metric g E and the induced compatible normal connection ∇ E . Then, the complex metallic structure J induces the existence of four operators P : T M −→ T M , Q : T M −→ E, R : E −→ T M and S : E −→ E, so that with respect to the decomposition T M = T M ⊕ E, J is given over M by J = P R Q S . Then, the operators P, Q, R and S satisfy the following equations:
For all X, Y ∈ T M and all ξ, ν ∈ E, we have
The identities (36)-(39) are immediate from this and the relation J 2 + aJ + bId = 0. Moreover, the relations (40)-(42) come directly from the fact that for any X, Y ∈ T M , g(JX, Y ) = g(X, JY ). Finally, (43)-(46) are consequences of the fact that J is parallel and this is strictly the same as in Proposition 2.1.
From this proposition, we deduce immediately the following identities. 
First, we give the following proposition coming from Proposition 4.3 for invariant submanifolds. Proposition 4.6. If M is an invariant submanifold with respect to J, then the operators Q and R vanish and the operators P and S satisfy the following equations for all X, Y ∈ T M and all ξ, ν ∈ E.
In particular, P and S are parallel Riemannian (a, b)-complex metallic structure respectively on T M and E.
Proof: The proof is immediate from Proposition 4.3 with the fact that Q = 0 and R = 0. Now, we can proof the following propositions. First, we have a relation between invariant submanifolds and metallic structures. Proposition 4.7. Let (M, g) be a Riemannian manifold isometrically immersed into a Riemannian manifold (N, g) carrying a Riemannian (a, b)-complex metallic structure P . Let P, Q, R, S the four operators induced on M by P . Then, M is invariant if and only if P is a non-trivial Riemannian (a, b)-complex metallic structure on M . In particular, invariant submanifolds of Riemannian manifolds with Riemannian (a, b)-complex metallic structure are even-dimensional.
Proof: From (36), we have P 2 + R • Q = −aP − bId T M . Hence, if M is invariant, Q = 0 and so P 2 = −aP − bId T M , that is, P is a (a, b)-complex metallic structure. Conversely, if P is a (a, b)-complex metallic structure, then, we have R • Q = 0. But since −R is the dual of Q, this implies immediately that Q = 0 and so M is invariant. The fact that an invariant submanifold is even dimensional is a direct consequence of the first part together with Proposition 4.2.
. Proof: First, we have
Hence, we get g(jX, X) = 0. Moreover, we also have
where we have used (40), (47) and the fact that δ 2 = b − 4a 2 . This concludes the proof of the lemma.
Moreover, we have the following fact coming from (44). Since M is invariant, we have for any X, Y ∈ T M , (58) S(B(X, Y )) = B(X, P Y ).
From Lemma 4.9, we deduce the existence of an adapted local orthonormal frame {e 1 , · · · , e 2k } of T M such that for any i ∈ {1, · · · , k}, e 2k = je 2k−1 . Hence, using (58), we have
B(e 2i−1 , e 2i−1 ) + 4 δ 2 B(P e 2i−1 , P e 2i−1 ) + 4a Now, we consider hypersurfaces. In this case, it is more convenient to consider the real-valued second fundamental form by taking the scalar product with the unit normal ν. Therefore, the metallic structure J on M implies the existence of a field of symmetric operators P : T M −→ T M , an vector field V ∈ Γ(T M ) and a smooth function f on M . Note that V and f correspond to the tensors R and S, respectively, in this case. The tensor Q is just the dual 1-from associated to V . These three objects satisfy the following relations.
Proposition 4.10. If M is a hypersurface of a Riemannian manifold with parallel Riemannian (a, b)-complex metallic structure, then P , V and f satisfy for all X, Y ∈ T M , From this proposition, we deduce the following result. Proof: It is clear form (64) and (65) that if M is totally geodesic, then P and V are parallel. Conversely, assume that P and AV = 0. Then we deduce from (64) that for any X ∈ Γ(T M ),
This concludes the proof.
4.3.
Fundamental theorem of submanifolds in complex space forms. Now, we consider submanifolds of complex space forms M C (4c) of constant sectional curvature 4c. First, we recall that the curvature of the complex space form M C (4c) is given by
where J is the complex structure of M C (4c). Equivalentely, the curvature can be expressed in terms of (a, b)-complex metallic structure. Namley, we have
where P is the canonical (a, b)-complex metallic structures associated with J and by P = δ 2 J − a 2 Id. Hence, the Gauss, Ricci and Codazzi equations are given by
Now, we can state the compatibility equations for isometric immersion into complex space forms. Namely, we have: (4c) such that the normal bundle of M for this immersion is isometric to E and so that the second fundamental form II and the normal connexion ∇ ⊥ are given by B and ∇ E . Precisely, there exists a vector bundle isometry
Moreover, we have P (ϕ * X) = ϕ * (P X) + ϕ(QX), Proof: The proof is similar to the proof of Theorem 3.2. From P, Q, R and S, we define the following four operators:
By straightforward computations, we show that (M, g, E, g E , ∇ E , j, h, s, t) satisfies the compatibility equations for an isometric immersion into M C (c) such that the complex structure is given by j, h, s and t (see [17, 15] ). As in the proof of Theorem 3.2, we see easily that P , Q, R and S are then the restriction of the canonical (a, b)-complex metallic structure P . .
Here, we describe 3-homogeneous manifolds with 4-dimensional isometry group and τ = 0. These manifolds are of three types: they have the isometry group of the Berger spheres if κ > 0, of the Heisenberg group N il 3 if κ = 0 or of P SL 2 (R) if κ < 0. In the sequel, we denote these homoegenous manifolds by E(κ, τ ). For further details, one can refer to [5] for instance. Let E(κ, τ ) be a 3-dimensional homogeneous manifold with 4-dimensional isometry group. Assume that τ = 0, i.e., E(κ, τ ) is not a product manifold M 2 (κ) × R. As we said, E(κ, τ ) is a Riemannian fibration over a simply connected 2-dimensional manifold with constant curvature κ and such that the fibers are geodesic. Now, let ξ be a unitary vector field tangent to the fibers. We call it the vertical vector field. This vector field is a Killing vector field (corresponding to the translations along the fibers). We denote respectively by ∇ and R the Riemannian connection and the curvature tensor of E(κ, τ ). The manifold E(κ, τ ) admit a local direct orthonormal frame {e 1 , e 2 , e 3 } with e 3 = ξ and such that the Christoffel symbols Γ We will call {e 1 , e 2 , e 3 } the canonical frame of E(κ, τ ). From (72), we see easily that for any vector field X, Moreover, E(κ, τ ) is endowed with a Sasakian structure (φ, ξ, η), with φ = ∇ (·) ξ and η = ξ # . We define the operator P : T E(κ, τ ) −→ T E(κ, τ ) by P X = Proof: The computations are straightforward from the definition of these four objects.
We have this second lemma which gives the Gauss equation. R(e 1 , e 2 )e 1 = (κ − 3τ 2 )e 2 R(e 1 , e 2 )e 2 = −(κ − 3τ
2 )e 1 R(e 1 , e 2 )ξ = 0 R(e 1 , ξ)e 1 = τ ξ R(e 1 , ξ)e 2 = 0 R(e 1 , ξ)ξ = −τ e 1 R(e 2 , ξ)e 1 = 0 R(e 2 , ξ)e 2 = τ ξ R(e 2 .ξ)ξ = −τ e 2 .
If we denote R 1 (X, Y )Z the right hand side term in the statement of the lemma, we have by a straightforward computation ξ, we obtain easily that R 1 = R. For instance, we have R 1 (e 1 , e 2 )e 1 = c R 0 (e 1 , e 2 )e 1 + R 0 (φe 1 , φe 2 )e 1 − 2 e 1 , φe 2 φe 1 + R 0 (Ae 1 , Ae 2 )e 1 = c R 0 (e 1 , e 2 )e 1 − R 0 (e 2 , e 1 )e 1 + 2 e 1 , e 1 e 2 + τ 2 R 0 (e 1 , e 2 )e 1 = 4ce 2 + τ 2 e 2 = (k − 4τ 2 )e 2 + τ 2 e 2 = (k − 3τ 2 )e 2 = R(e 1 , e 2 )e 1 .
The other equalities are in the same spirit and straightforward.
Finally, we have this third Lemma which gives the Codazzi equation. 
