We study a class of semilinear elliptic equations with constraints in higher dimension. It is known that several mathematical structures of the problem are closed to those of the Liouville equation in dimension two. In this paper, we establish a classification of entire solutions, the sup + inf type inequality and the quantized blowup mechanism.
Introduction
In this paper, we are concerned with the semilinear elliptic equation where v = v(x) is an unknown function, γ ∈ 1, n+2 n−2 , n ≥ 3, v + = max{v, 0}, Ω ⊂ R
n is an open set, T ≥ 0 is a given constant, and A = A(x) is a function defined on Ω. We are also interested in the problem
(1.2) Equation (1.1) arises in various situations. For example, (1.1) appears as a free boundary value problem when plasma confinement is considered, see [17] and [18] . Also, in astrophysics, the degenerate parabolic equation is derived from the kinetic theory, see [3] and [4] , and there (1.1) is derived from the total mass conservation and the decrease of the free energy, see [14] and [16] .
As pointed out in [19] , equation (1.1) has several properties similar to the Liouville equation in dimension two, which is described by −∆u = V (x)e u in Ω ⊂ R 2 Ω e u dx < +∞, (1.3) where u = u(x) is an unknown function, Ω ⊂ R 2 is an open set, and V = V (x) is a function defined on Ω.
At first, we notice that both of (1.1) and (1.3) are invariant under the scalings µ q v(µx) and u(µx) + 2 log µ for µ > 0, respectively, where q = 2 γ−1 . By virtue of these scaling invariance, we can develop the blowup analysis for both of (1.1) and (1.3) . It is known that the blowup analysis works well for (1.3). We find later that this situation is also applicable to (1.1).
To develop the blowup analysis, it is essential to classify the entire solutions. As to (1.3) for Ω = R 2 and V ≡ 1, Chen and Li ([5] ) showed that any nontrivial solution is explicitly given by v(x) = log 8µ
for some x 0 ∈ R 2 and µ > 0. Also, Wang and Ye ( [19] ) classified nontrivial solutions of (1.2) for γ = n n−2 . The first aim of this paper is to extend this result of [19] to the case that γ ∈ 1, where ω n−1 stands for the area of the boundary of the unit ball in R n . Under these preparations, the first result is stated as follows. Let {u k } be a solution sequence of (1.3) for V = V k ∈ C(Ω), and assume that there exists C > 0 and V ∈ C(Ω) such that
Then, passing to a subsequence, we have the following alternatives:
(i) {u k } is locally uniformly bounded in Ω.
(ii) u k → −∞ locally uniformly in Ω.
(iii) There exist l-points {x i } l i=1 such that v k → −∞ locally uniformly in Ω \ {x 1 , · · · , x l } and
with α(x i ) ∈ 8πN for i = 1, · · · , l, where δ x and M(Ω) denote the Dirac measure centered at x and the space of measure identified with the dual space of C(Ω), respectively. This property, called quantized blowup mechanism in this paper, is proven in [1] , except for the sharp result α(x i ) ∈ 8πN which is proven in [9] . An obstacle to prove the sharp result is to show the residual vanishing. The key to show it is the sup + inf type inequality shown in [12] and [2] . Inequality of this type to (1.1) is shown for the case that γ = n n−2 and A ≡ 1 in [19] . We here extend it to the case that γ ∈ 1, n+2 n−2 with a perturbation A = A(x). Theorem 2. Assume that γ ∈ 1, n+2 n−2 , n ≥ 3, Ω is an open set, A ∈ C(Ω), and 0 ≤ A ≤ C 1 in Ω for some C 1 > 0. Then, for any compact set K ⊂ Ω and any number T > 0, there exist C 2 = C 2 (n, γ, A) > 0 and C 3 = C 3 (n, γ, K, T, A) > 0 such that
Quantized blowup mechanism to (1.1) is shown for the case that γ = n n−2 and A ≡ 1 in [19] . From the blowup analysis based on Theorem 1, we obtain the quantized blowup mechanism even for the case that γ ∈ 1, n+2 n−2 with perturbation A = A(x).
passing to a subsequence, we have the following alternatives:
such that v k → −∞ locally uniformly in Ω \ S, and that
From parallel properties between (1.1) and (1.3), it is expected that some advanced results following the theorems stated above hold, see [14] and the references therein for advanced results corresponding to (1.3). Actually, we study the asymptotic profile of solution sequences and the location of the blowup points to equation (1.1) with free boundary value in the forthcoming paper, which corresponds to the results of [11] and [15] for equation (1.3 ).
This paper is composed of five sections. Some preparatory lemmas are provided and shown in Section 2, and then Theorem 1 is proven in Section 3. We prove Theorems 2 and 3 in Sections 4 and 5, respectively. Henceforth, C i (i = 1, 2, · · · ) denote positive constants whose subscripts are renewed in each section, and we shall not distinguish any sequences with their subsequences for the sake of shorthand.
Preliminaries
In this section, we shall provide some preparatory lemmas to prove the theorems stated in the previous section.
We shall use the following lemma to show the radial symmetry of Theorem 1. Although the lemma is a part of the result of [10] , we here give the proof for completeness.
Lemma 2.1. For every γ > 1 and σ > 0, any classical solution of
is radially symmetric about some x 0 ∈ R n and satisfies ∂u/∂r < 0 for r = |x − x 0 | > 0.
Proof. Given γ > 1 and σ > 0, let w = w(x) be a classical solution of
For x = (x 1 , x 2 , · · · , x n ) ∈ R n and λ ∈ R, we define
We also introduce Λ = {λ ∈ R | w(x) > w(x λ ) for x ∈ Σ λ and ∂w/∂x 1 < 0 on T λ }.
Since w > 0 in R n and w(x) → 0 as |x| → +∞, there exists 0
We now show the following properties.
where
[Proof of (i)] Fix λ ≥ R 1 and put z(x) = w(x) − w(x λ ). Then we have
since it holds by (2.2) that
. Moreover, it follows from (2.1) and (2.3) that
Since z ≡ 0 in Σ λ \ B R0 , the maximum principle and the Hopf lemma assure
Thus (2.3) and (2.4) yield property (i).
[Proof of (ii)] We may assume λ 0 ≤ R 1 by (i). Since
we see from the continuity of ∂w/∂x 1 that there exists 0 < ε 1 ≪ 1 such that
for any λ ∈ (λ 0 − ε 1 , λ 0 + ε 1 ). In addition, for
we find
for any λ ∈ (λ 0 − ε 0 , λ 0 + ε 0 ), where
Combining (2.5) and (2.6) shows
for any λ ∈ (λ 0 −ε 0 , λ 0 +ε 0 ). On the other hand, for every λ ∈ (λ 0 −ε 0 , λ 0 +ε 0 ),
by (2.1) and (2.7), which implies
for any λ ∈ (λ 0 − ε 0 , λ 0 + ε 0 ). Claim (ii) follows from (2.7) and (2.8).
[Proof of (iii)] We put
By the continuity of w and the definition of Λ, we have
It follows from the mean value theorem that there exists c = c(x) ∈ C(Σ λ * ) such that
Hence it holds either
by the maximum principle and the Hopf lemma. If the latter and λ * > 0 simultaneously occur, then (λ * − ε, +∞) ⊂ Λ for some 0 < ε < λ * by (ii). But this contradicts the definition of λ * , and therefore λ * = 0 when the latter holds.
We are now in a position to prove the lemma. If w(x) ≡ w(x λ1 ) in Σ λ1 for some λ 1 ≥ 0, then w is symmetric in the x 1 direction with respect to T λ1 and ∂w/∂x 1 < 0 in {x 1 > λ 1 }. If this is not the case then
We again perform the procedure developed above for the negative x 1 -direction to have either
However, the latter and (2.9) do not simultaneously occur. Consequently, for some λ ∈ R, w is symmetric in the x 1 direction with respect to T λ , ∂w/∂x 1 < 0 in {x 1 > λ}, and ∂w/∂x 1 > 0 in {x 1 < λ}.
Since the problem is invariant with respect to rotation and translation, we can take any direction as the x 1 -direction, and hence the lemma is established.
When the compactness arguments are developed below, we often use the following lemma.
Then there exists
Proof. Let v 1 = v 1 (x) and v 2 = v 2 (x) be the solutions of
Then the maximum principle and the representation formula imply 10) where G R = G R (x, y) is the Green function associated to −∆ with the Dirichlet boundary condition in B R . Moreover, it follows from the maximum principle that v 2 ≤ C in B R . We use
and the Harnack inequality to the nonnegative harmonic function C − v 2 , so that there exists
The lemma follows from (2.10) and (2.11).
Proof of Theorem 1
We begin with
Proof. We comply [19] . Suppose that the assertion fails. Then there exists a solution sequence
For each k, we define h k ∈ C 2 (B 1 ) and
where q = 2 γ−1 and r = |y|. It holds that
for any k. Here we introduce
We use (3.3) and (3.5) to get
Note that d k → +∞ by (3.4) . Hence the standard compactness argument, by Lemma 2.2 and the elliptic regularity, admitsw , 1)) and
Sincew =w(x) is harmonic and bounded above in R n , we havew ≡ 1 in R n by the Liouville theorem. Therefore w k → 1 in C loc (R n ), which contradicts the second of (3.6).
At this stage, we can show Proof. Let v = v(x) be a classical solution of (1.2). Then there exists R > 0 such that
by the constraint of (1.2), where δ 0 is as in Lemma 3.1. Therefore, Lemma 3.1 gives sup
where C 0 is as in Lemma 3.1. Noting that δ 0 and C 0 are independent of v = v(x), we obtain the lemma.
By virtue of Lemma 3.2, we can derive the representation formula of entire solutions via the Newton potential. 
At first, we shall show that w = w(x) is well-defined and
Lemma 3.2 and the constraint of (1.2) assure
Given R > 0, we introduce
In addition, w 1 is estimated by
From (3.10)-(3.12) and the property that γ ∈
n n−2 , we see that w is well-defined and
which implies (3.9) since R > 0 is arbitrary.
Next we have
by Lemma 3.2 and (3.9). Then the Liouville theorem guarantees that there exists c 1 ∈ R such that v − w = c 1 . Note that c 1 < 0, since if this is not the case
and the result of [7] , recall that v is now a nontrivial classical solution of (1.2). Hence we obtain (3.7) for c γ = −c 1 > 0.
Finally, (3.8) holds for c
by (3.9)-(3.10) and the dominated convergence theorem.
Now we prove Theorem 1.
Proof of Theorem 1 Let v = v(x) be a nontrivial classical solution of (1.2), and consider
From Lemma 3.3 and its proof, we see that w = v + c γ for some c γ > 0, and that
We apply Lemma 2.1 and conclude that w = w(x) is radially symmetric about some x 0 ∈ R n and satisfies ∂u/∂r < 0 for r = |x − x 0 | > 0, and so is and does
It is left to prove that v = v(x) is represented by (1.6). The remainders of the statement of the theorem directly follow from (1.6). Let φ = φ(r) be the unique classical solution to (1.4) . In view of the radial symmetry of v = v(x), we put v(x) = ψ(r), where r = |x − x 0 |. Noting the scaling invariance of the problem, we see that ψ 0 (r) = µ q 0 ψ(µ 0 r) satisfies (1.4), where µ 0 = ψ(0) −1/q and q = 2 γ−1 . Hence the uniqueness of the problem (1.4) assures that ψ 0 (r) = φ(r) for r ≥ 0, in particular,
where r * γ > 0 is the first zero point of φ = φ(r). The proof is complete.
Proof of Theorem 2
Theorem 2 is a direct consequence of the following lemma.
Lemma 4.1. Assume the assumptions of Theorem 2 for
Proof. Assume that the statement is false. Then, givenĈ > 0, there exists a solution sequence
As in the proof of Lemma 3.1, we introduce
and find
From the scaling invariance, (4.3) and (4.5), it follows that
We may assume that y k → y 0 for some
by (4.4) and Lemma 2.2, where A 0 = A(y 0 ).
Here we note that A 0 = A(y 0 ) > 0. Actually, if this is not the case (i.e., A 0 = 0) then the Liouville theorem leads to a contradiction by the integrable condition of (4.6). Now we putz
and see that z k →z in C 1+α loc (R n ) (α ∈ (0, 1)) and
By virtue of Theorem 1,z =z(x) is represented by (1.6) for some x 0 ∈ R n and µ ∈ [
for some σ 0 > 0. Therefore, there exist C 3 = C 3 (n, γ, A) > 0 and R = R(n, γ, A) > 0, independent ofĈ, such that
for k ≫ 1. Noting that v k is super-harmonic, we obtain
for k ≫ 1 by (4.8), which contradicts (4.3) whenĈ = C 3 sinceĈ > 0 is arbitrary and C 3 is independent ofĈ.
Proof of Theorem 2
There exist µ 0 = µ 0 (K) > 0 and
for any C > 0. On the other hand, Lemma 4.1 admits C 4 = C 4 (n, γ, A) > 0 and C 5 = C 5 (n, γ, A, T ) > 0 such that
The theorem follows from (4.9) and (4.10).
Proof of Theorem 3
In this section, we use the notation
We start with the ε-regularity.
Lemma 5.1. Assume the assumptions of Theorem 3 for
Proof. We have only to show the lemma for the case R = 1 thanks to the scaling invariance. Fix ε ∈ (0, A −n/2 max λ * γ ) and assume that the assertion fails. Then, similarly to the proof of Lemma 4.1, we obtainw =w(
however, there is no such a solution by Theorem 1.
The proof of Theorem 3 is reduced to showing the following two propositions.
We first give the proof of Proposition 1.
Proof of Proposition 1 Since
we have a non-negative measure µ such that
passing to a subsequence. We put 
This means that x 0 ∈ Σ, and therefore S = Σ. Next we shall show that either (i) or (ii) occurs if S = ∅. Fix an open set ω such that ω ⊂ Ω and ω is compact. There exists C 1 > 0 such that
It holds that v 1,k ≥ 0 in ω by the maximum principle, and that {v 1,k } is uniformly bounded in ω by the elliptic regularity. Hence v 2,k = v k −v 1,k is harmonic and bounded above in ω, and then the Harnack principle guarantees that {v 2,k } is uniformly bounded in ω, otherwise v 2,k → −∞ in ω. These alternatives hold for v k since v 1,k is uniformly bounded in ω. Since ω is arbitrary, either (i) or (ii) occurs if S = ∅. Finally, we shall show that S = ∅ implies (iii). The proof of this part is different from [19] . We adopt the blowup analysis here. We may put S = {x i } l i=1
by S = Σ and µ(Ω) ≤ T . Similarly to the argument above, we see that either (I) or (II) below holds:
(I) {v k } is locally uniformly bounded in Ω \ S.
We claim that (I) cannot occur. Assume that (I) occur, and fix x 0 ∈ S. Then there exist r 2 > 0 and C 2 > 0 such that B r2 (x 0 ) ∩ S = {x 0 } and
It follows from the definition of S and (I) that there exists a maximizer
which is impossible by Theorem 1. We have shown that if S = ∅ then v k → −∞ locally uniformly in Ω \ S.
, and hence
with m(x 0 ) ≥ A −n/2 max λ * γ for any x 0 ∈ S. The proof is complete.
Here we prepare the key estimate to prove Proposition 2. The proof is done similarly to [19] .
Lemma 5.2. Assume the assumption of Theorem 3 for
Ω = B R , R > 0. Let v k = v k (x) be a solution sequence of − ∆v k = A k (x)(v k ) γ + in B R (5.6) BR (v k ) n(γ−1) 2 + dx ≤ T (5.7) v k (x)|x| q ≤ C 3 for x ∈ B R \ B R0/2 ,(5.
8)
where C 3 > 0 and R 0 ∈ (0, R/2). Then, there exist
for any r ∈ [R 0 , R/2), where C i (i = 4, 5) are independent of v k , R, R 0 and r.
The proof of Lemma 5.2 is stated later on. For the purpose, we prepare the two estimates below. 6)-(5.7) . Then, there exist C 6 = C 6 (n, γ, A k , A) > 0 and C 7 = C 7 (n, γ, A k , A, T ) such that
for any r ∈ (0, R), where C 6 and C 7 are independent of R and r.
Proof. We put v (r)
The argument developed in the proof of Lemma 4.1 still works for (5.10), and therefore we obtain C 8 = C 8 (n, γ, A k , A) > 0 and
which yields the desired estimate.
Lemma 5.4. Assume the assumption of Theorem 3 for Ω = B R , R > 0, and let v k = v k (x) satisfy (5.6) and (5.8) . Then, there exist C 10 = C 10 (n, γ, A k , A, C 3 ) > 0 and β = β(n) ∈ (0, 1) such that
for any r ∈ [R 0 /2, R), where C 10 and β are independent of v k , R, R 0 and r.
Proof. Given r ∈ [R 0 , R/2), we put v
by the maximum principle and the elliptic regularity. Since ξ (r)
k (x) is harmonic in B 2 \ B 1/2 , and since ξ
k is nonnegative, bounded above and harmonic in B 2 \ B 1/2 . Hence the Harnack inequality admits β = β(n) ∈ (0, 1), independent of v k , R, R 0 and r, such that
Inequalities (5.11) and (5.12) imply
and thus the lemma is shown.
Proof of Lemma 5.2
The lemma follows from Lemmas 5.3 and 5.4.
We readily see that the proof of Proposition 2 is reduced to showing Lemmas 5.5-5.6 below.
Lemma 5.5. Assume the assumptions of Theorem 3 for
for any k and r ∈ (0, R), and for some T > 0. Then, passing to a subsequence, we have {x
for any k and
for any k, 0 ≤ j ≤ m − 1 and y satisfying 2r * γ δ
for any 0 ≤ j ≤ m − 1, and
where (δ
, and r * γ is as in Theorem 1.
Lemma 5.6. Assume the assumptions of Lemma 5.5 and that there exist {x
for any k and 0 ≤ i, j ≤ m − 1 satisfying i = j,
The remainder of this section is devoted to the proof of Lemmas 5.5-5.6.
Proof of Lemma 5.5
The proof consists of seven steps.
Step 1. We define
where q = 2 γ−1 . From the scaling invariance, (5.13) and (5.15), it follows that
Using the elliptic regularity, Lemma 2.2 and δ (0)
passing to a subsequence, such thatṽ
k } ⊂ N, by virtue of Theorem 1 and a diagonal argument, such that l
Step 2. It is clear that {x In turn, assume that N -sequences {x Next we assume that (5.27) is false for the N -sequences above, which is supposed until Step 6 below is finished. Then there exists {x
and have min 0≤j≤N −1 |x
by (5.28)-(5.29). Then it holds that
for any x satisfying
Here we introduce
Step 3. Similarly to Step 1, there exists {l
Regarding (5.40) and l
and put x
Then it holds that
In fact, (5.43) follows from (5.37) and the fact that v = v(x) attains its maximum at x = x 0 , recall (5.34). Also, (5.44) is derived from Step 4. We now claim
Inequality (5.45) follows from (5.44). To show (5.46), we have only to prove the equality since the limit holds by (5.44) and v k (x (N ) ) → +∞. It holds that
by (5.45) and 
and hence the equality of (5.46) holds.
Step 5. Defineṽ
We next claim 
for k ≫ 1, and then (5.53)-(5.54) follow.
Step 6. We are now in a position to show that {x 
for any 0 ≤ j ≤ N − 1. Indeed, if (5.55) and
occur simultaneously for some k 0 and 0 ≤ j ≤ N − 1, then there is a point z 0 on the segment x
which is impossible because of (5.18) for m = N + 1. Therefore, (5.55) implies (5.17) for m = N + 1.
To show (5.55) by contradiction, assume that there exists {x
) and the hypothesis of induction, we calculate Step 7. We have shown that there exist {x Proof of Lemma 5.6 We shall prove the lemma by induction. The proof is divided into four steps.
Step 1. It holds by (5.14) and (5.21) that
First of all, we shall prove the lemma for m = 1. Without loss of generality, we may assume x 
for any r ∈ [2r Step 2. In the following, we shall prove the lemma for m ≥ 2. We may assume (5.57) and
by relabeling the indices. There are two possibilities:
for any k and i = j, 0 ≤ i, j ≤ m − 1. 
derived from (5.59)-(5.60), (5.65) and the hypothesis of induction. Hence (5.64) implies the lemma. Now we shall show (5.64). we introduce 
