Abstract-The information and communication technology (ICT) industry has emerged as one of the major sources of world energy consumption due to its explosive growth. As a result, energy saving in ICT industry has attracted more attention. Meanwhile, cloud computing is becoming a disruptive technology with profound implications for ICT industry. Its emergence promises the on-demand provisioning of resources as a service. In this paper, we study the energy saving issue in cloud computing. In a scenario where a data center has multiple data servers to deal with jobs, the servers are switched into sleeping mode in periods of low traffic load to reduce energy consumption while guaranteeing the quality of service in terms of job blocking probability. The problem is formulated as a Markov decision process. It is proved that the optimal policy has a double threshold structure. Numerical and simulation results show that our proposed policy can significantly reduce the energy consumption. 
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I. INTRODUCTION
The energy consumption of information and communication technology industry is responsible for 2% to 10% energy consumption in the world [1] . Thus, the issue of energy saving in information technology equipment has been receiving much attention recently and there is growing recognition of the need to manage energy consumption. As cloud computing is rapidly expanding and becoming more widespread, the energy consumption of data centers is becoming an urgent issue. In [2] , it is estimated that data centers accounted for approximately 1.2% of total United States electricity consumption in 2005, and will account for more in the future, which attracts much attention from researchers [3] . Current systems are usually designed to satisfy some quality of server (QoS), e.g., blocking probability below a threshold, by keeping a certain amount of devices switched on all the time. However, in the periods of low traffic load, a significant energy consumption is wasted due to device idling [6] . In [4] , the authors show that a typical data center has an average utilization of around 20%-30%.
There have been some existing research works focusing on reducing the energy consumption in cloud computing, among which, switching devices into sleeping mode is very efficient. In [5] , authors proposed techniques of sleeping scheduling and virtualization of computing resources in cloud computing data centers to improve the energy efficiency. In [6] , a similar idea, which puts routers into sleeping mode when there is no incoming traffic and wakes routers up when sensing an incoming packet, is proposed. However, as switching servers among different modes also introduces some energy consumption, it is not optimal to wake up servers as soon as a new job arrives. Instead, the switching of servers may have a hysteretic characteristic to avoid frequent switching, which reduces the switching energy consumption. In [7] , the authors have studied the energy saving problem in the case where there is one typical server under dynamic load. The authors proved that the optimal switching policy has a hysteretic characteristic and a double threshold structure.
In this paper, we consider the energy saving problem in a data center with multiple data servers. The basic idea is to make some servers enter into sleeping mode in the periods of low traffic load, which can reduce the energy consumption while guaranteeing the QoS. The problem is formulated as a Markov decision process (MDP), and a value iteration algorithm which obtains the optimal policy is presented. We prove that the optimal control policy has a double threshold structure. Numerical and simulation results show our proposed policy can significantly reduce the energy consumption.
The rest of this paper is organized as follows: In Section II we describe the problem and formulate it as a MDP. In Section III we discuss the optimal control policy structure and prove that it has a double threshold structure. An value iteration algorithm which can obtain the optimal control policy is also presented in Section III. Numerical results are shown in Section IV. We conclude the whole work in Section V.
II. SYSTEM MODEL Consider a data center with a finite buffer. The number of servers in this data center is N , and the buffer size is M . Jobs arrive to the data center randomly. Assume that the arrival process is a Poisson process with rate λ. Assume that each server has two modes: working mode and sleeping mode. In working mode, jobs are served with an exponential distributed random service time. The service rate is denoted as μ. In sleeping mode, the server stops serving jobs, but there can be one job storing in the server. The memoryless property of arrival and service processes allow us to formulate the problem as an MDP. 
where q is the number of jobs in the system and n is the number of working servers. At the beginning of each stage, based on the current system state, an action a ∈ A is made to determine how many servers will be in working mode in this stage, where A is the action space. As there are totally N servers, the action space is presented as
Since the action is taken based on the state, we will denote the action as a(i) and a(q, n) interchangeably in the following. The solution of this MDP is a policy indicating which action should be taken at each state, and the objective is to minimize the total cost. The cost of one stage is defined as:
It can be observed from (1) that the cost consists of three parts. The first part is a(i)P on T , where P on is the energy consumption of one server per unit time, and T is the time length of this stage. This part denotes the energy consumption of all working servers, i.e., the holding energy consumption within this stage. The second part is max{0, a(i) − n}E on , where E on is the energy consumption of switching one server from sleeping mode to working mode. This part denotes the energy consumption for switching servers, i.e., the switching energy consumption within this stage. The third part rδ M +N (q)T is a penalty for blocking of jobs, where r is a system parameter which can strike the balance between energy consumption and job blocking. Notice that for simplicity, and without loss of generality, it is assumed that the energy consumption of sleeping servers and that the energy consumption for switching one server from working mode to sleeping mode are 0. This can be easily extended. Also notice that the total cost is a linear combination of energy consumption and penalty for blocking of jobs.
Denote the state at t th action time as i(t) = (q(t), n(t)), the system will evolve as: We define P (a)
ii as the transition probability of moving from state i = (q, n) to i = (q , n ) under the policy a(i). Fig. 1 shows the transition diagram of number of jobs in the system. From Fig. 1 , the state transition probability can be calculated as: when n = a, the state transition probability is represented as follows:
else.
and when n = a, P
III. THE OPTIMAL CONTROL POLICY
In this section we will show the mathematical properties that our optimal control policy has. In order to find the optimal policy for each state i, stochastic dynamic programming is applied. We minimize the cost of current stage plus the expected cost of all future stages. The costs of future stages are discounted. This reflects the fact that the expected cost of later stages is less certain due to imperfect knowledge. From (1), we know that the cost of current stage is related to the duration of this stage T, which is a random variable and cannot be determined at the action time. By applying the technique of uniformization, the cost of current stage is made to be independent of the stage duration. The description of uniformization in details is in Appendix A. After uniformization, the average discounted sum of costs that we aim at minimizing is given by Bellman's equation as shown below (for each state i = (q, n) [8] :
ii are the cost in the current stage and the state transition probability after uniformization given in (21)(23) , and α is the discount factor. Therefore, the optimal policy at each state can be represented as:
From (1), it can be observed that a cost will be incurred when some servers are switched into working mode. This introduces an inclination not to switch servers into working mode immediately after some job arrives in. When a job departs, the similar concepts also applies, and the servers may not be switched into sleeping mode immediately. This leads to hysteretic, which is defined as:
Definition 1: A policy is called to be hysteretic if a(q, n) = n for some n ∈ A implies a(q, n ) = n for some n ∈ A.
We want to show that the optimal policy of our MDP problem is an hysteretic policy. We first make some definitions:
where β and v are defined in Appendix A. Substitute (8) (9) into (6), we have
It can be observed from from (8) that s(n, d) is the switching energy consumption from n servers to d servers. Apparently, we have the following lemma.
Lemma 1: The switching energy consumption s(n, n ) has the following property
Proof: In the case n ≤ n ≤ n , according to (8) we have s(n, n ) = n −n, s(n, n ) = n −n, and s(n , n ) = n −n . Thus s(n, n ) = s(n, n ) + s(n , n )
Similarly, it can be easily proved that s(n, n ) ≤ s(n, n )+ s(n , n ) in other cases.
The following theorem states that our proposed optimal policy is a hysteretic policy.
Theorem 1: The optimal control policy (7) is a hysteretic policy.
Proof: Theorem 1 in [9] proves that the optimal policy is a hysteretic policy if
and the function satisfies
and s(n, n) = 0, ∀n ∈ A.
Thus, from (10) and Lemma 1, the optimal policy (7) is hysteretic.
In the following, we will show that the optimal policy has a double threshold structure. Firstly, we make the definition of monotone hysteretic policy and isotone hysteretic policy.
Definition 2: A policy is called a monotone hysteretic policy if l d and L
(18) Definition 3: A policy is called an isotone hysteretic policy if it is a monotone hysteretic policy and, for l a and L a in Definition 2, it holds that
It can be observed from Definition 3 that an isotone hysteretic policy will have a double threshold structure. The following lemma presents the conditions for the existence of a monotone hysteretic policy. Its proof is given in Appendix B.
Lemma 2: If a(q, n) is an increasing function of s and n, and a(q, n) is a hysteretic policy, then a(q, n) is a monotone hysteretic policy.
The following theorem states that the optimal policy of the MDP is an isotone hysteretic policy.
Theorem 2: The proposed optimal policy is an isotone hysteretic policy.
Proof: It is apparent and can be easily proved that the optimal policy (7) should be an increasing function of q and n. Thus, the conditions of Lemma 2 are satisfied and the optimal policy is a monotone hysteretic policy. If we define l n and L n as given by (24) and (25) in Appendix B, as the optimal policy a * (q, n) is an increasing function of s and n, l n and L n should satisfy condition (19). Therefore, the optimal policy is an isotone hysteretic policy and has the double threshold structure.
From theorem 2, we know that the optimal policy has a double threshold structure, which is introduced by the switching energy consumption. This character will be verified and shown in our simulation results.
The value iteration algorithm used to calculate the optimal policy is described in Algorithm 1. At the k th iteration, the optimal cost vector V k and the optimal optimal policy for this iteration is given based on V k−1 . The optimal cost vector V k will be the input of k+1 th iteration. The procedure is repeated until the convergence criterion is satisfied.
IV. NUMERICAL AND SIMULATION RESULT
In this section, we first numerically calculate the optimal control policy for the MDP with the value iteration algorithm. The system parameters are set as follows. The job arrival rate λ is 6, and the service rate per working server μ is 1. The total number of servers N is set as 10, and the buffer size M is set as 30. For the energy consumption parameters, the energy consumption of one working server within one time unit P on is set as 2. The system parameter r is set as 150. The discount factor α is chosen to be 0.95, and the corresponding β equals to 0.8421. The optimal policy calculated by value iteration algorithm is show in Fig. 2 and Fig. 3 . It can be shown that the optimal policy has a double threshold structure, which verifies Theorem 2. In Fig. 2 , optimal policies with different switching energy consumption E on are compared. It shows i, a(i)) = g(i, a(i) that the greater the switching energy consumption E on is, the wider the gap between two thresholds is. This illustrates that as the switching energy consumption increases, the servers will be switched more infrequently to avoid too much switching energy consumption. In Fig. 3 , optimal policies with different system parameters r are compared. It shows that the greater the r is, the more servers the optimal policy tend to switch on. The simulation results also show that the blocking probabilities corresponding to the three scenarios in Fig. 3 are 0.18, 0 .059, and 0.037, respectively. This illustrates that by adjusting the value of r, the trade off between energy consumption and job blocking can be balanced.
The optimal policies are applied in our simulation, where we generate 10 5 job arrivals. When the optimal policy corresponds to Fig. 3(b) is applied, the number of jobs and the number of working servers in the system during a period of time are shown in Fig. 4 . It can be observed that the number of working servers is dynamically adjusted to fit with the number of jobs in the system, which can reduce energy consumption while guaranteeing QoS. In this typical scenario, compared with keeping all the servers in working mode all the time, the energy consumption reduced by our proposed policy is about 19%.
V. CONCLUSION In this paper, we study the dynamically switching of servers for a data center to save energy consumption in the cloud computing scenario. The problem is formulated as an MDP, and the optimal policy of this MDP is obtained by the value iteration algorithm. The energy consumption when switching servers is considered, which introduces a hysteretic character to the optimal policy. It is also proved that the optimal control policy has a double threshold structure. In numerical results, the optimal control policy is calculated off-line and the double threshold structure of optimal policy is verified. The simulation results show that a significant energy consumption can be saved by applying the optimal policy.
APPENDIX

A. Uniformization
By using the conversion process called uniformization, the continuous-time MDP problems, where the times between successive transitions have and exponential probability distribution, can be analyzed within the discrete-time framework. The uniform version of the problem requires a uniform transition rate that is at least equal to all the transition rates. The transition rates in the continuous time markov chain depend on the current state as follows:
It can be observed from (20) that the maximal transition rate is λ + Nμ. Thus, we have v i < v for all states i by defining v = λ + Nμ. In this way, the continuous time MDP problem is converted to a discrete-time MDP problem. After the conversion, the transition probability from state i to state i under policy a(i) is denoted asP 
According to [8] , the discount factor is given as:
and the cost of current stage after uniformaization is given as: (L n , n) by the definition of l n ≥ a(L n , n − 1) since a is increasing in n ≥ n by the definition of L n .
Hence, L n ≥ l n . Similarly, we can prove l n ≤ L n+1 . Let l n ≤ q ≤ L n+1 , we have a(q, n) ≥ n by the definition of l n a(q, n) < n + 1 by the definition of L n .
Thus, we have a(q, n) = n. 
