We have extended Brandt's method for accurate, efficient calculations within Ginzburg-Landau theory for periodic vortex lattices at arbitrary mean induction to lattices of "doubly quantized"
I. INTRODUCTION
In bulk type-II superconductors, mixed states in which the vortices carry more than one flux quantum are unstable with respect to the usual vortices that carry a single flux quantum. Near the upper critical field this result was established by Abrikosov, 1 while near the lower critical field it is implied by Matricon's 2 calculations for isolated vortices. As far as we are aware there have been no explicit calculations within Ginzburg-Landau (GL) theory for lattices of multiply quantized vortices at magnetic field values between these two limits;
but since there is no reason to believe that such lattices should be stable at intermediate fields there has been no reason to carry out the calculations.
Our motivation for doing so comes from considering thin films of type-I superconductors.
In a sufficiently weak perpendicular field the magnetic flux penetrates the sample in vortices rather than intermediate state structures, and in some circumstances multiply quantized vortices are present in Ginzburg-Landau theory calculations 3, 4 and experiments. 5 We have been interested 6 in working out the phase diagram for thin films of type-I GL superconductors in arbitrary magnetic field, following Brandt's approach 7, 8 to accurate and efficient solutions of the GL equations. This approach involves iterative solutions of equations, and good initial values are essential because convergence is not guaranteed. It turns out that a solution of the GL equations in bulk can be used as starting point for the film problem-this is the case even for type-I superconductors, where the bulk vortex lattice solutions are unstable with respect to the normal state. Hence, calculations for lattices of multiply quantized vortices in bulk superconductors are almost a prerequisite for the more physically motivated calculations in films.
For brevity, in this paper "singles" and "doubles" are synonymous with lattices of singly and doubly quantized vortices (carrying one and two flux quanta, respectively).
The formal developments we present are an extension of Brandt's work in Ref. 8 . In Sec. II we describe how Brandt's Ansatz and iteration scheme for singles are modified for doubles.
In Sec. III we offer illustrative results for order parameter and magnetic induction profiles, as well as the Gibbs free energy, for doubles and singles in a type-II superconductor. In the Appendix we discuss the solutions of the linearized GL equations, which serve as initial values for the iterative calculations.
II. FORMALISM AND IMPLEMENTATION

A. Form of solutions for doubles
Consider a vortex in which the phase of the order parameter changes by 2πp on circling the vortex core. If that core is at the origin, then the order parameter behaves as ψ ∼ r p e ipθ as r → 0 (see for example Tinkham 9 Sec. 5.1 ) and the modulus squared order parameter as ω ≡ |ψ| 2 ∼ r 2p . In this paper we focus on the p = 2 case. Brandt suggests 8 that for a lattice with one vortex per primitive cell we adopt the Ansatz
in which r is a two-dimensional vector and K runs over reciprocal lattice vectors excluding the origin (as will be the case for all sums over K henceforth). This form satisfies the requirements of periodicity and fourth-power behavior near vortex cores. It turns out to be useful to express this with only first powers of cosines,
In a bulk superconductor B (r) = B (r)ẑ. For small r the induction satisfies B (r) ≈
The small-r behavior suggests the following form for the deviation from mean induction, b (r) = B (r) −B,
The supervelocity can be decomposed as Q (r) = Q A (r) + q (r), where Q A is the supervelocity in the Abrikosov limit, satisfying ∇ × Q A (r) = B − 2Φ 0 δ (r) ẑ, (with Φ 0 the flux quantum) and the deviation from the Abrikosov form has the property that
. This last relation implies
The mean inductionB fixes the area S of the lattice unit cell, through S = 2Φ 0 /B.
The unit cell has primitive lattice vectors R 10 = x 1x , R 01 = x 2x + y 2ŷ and in those terms S = (R 10 × R 01 ) ·ẑ = x 1 y 2 . The general reciprocal lattice vector is
B. Iterative expressions
The GL free energy per unit volume F , referenced from the Meissner state, may be expressed in gauge invariant form and in the standard reduced units as
where angle brackets denote integration over a two-dimensional unit cell,
where
and the second GL equation
The δ K,K ′ enables the integral on the left side to be done analytically. Rearranging leads to an identity which we treat as a step in an iterative solution for a K ,
If K/2 is not a reciprocal lattice vector then a K/2 ≡ 0; we will refer to such reciprocal lattice vectors as "fundamentals." Eq. (9) should be compared with the corresponding relation for singles, Eq. (11) in Ref. 8 : the only differences are the existence of the second term and a factor of two in the first term.
The next step in the iterative scheme is to rescale all of the a K so as to minimize F . This goes through without modification
The iterative equation for b K is derived in the same manner as Eq. (9) . Taking the curl of Eq. (8), adding a stabilizing term − ω B (r) to both sides, multiplying by cos K · r, integrating over the unit cell, inserting the expansion (3) on the left hand side, applying orthogonality of cosines, and rearranging leads to
The GL equations are solved, in principle, by cycling through Eqs. (9), (10), and (11) until the coefficients converge to the desired level of precision. In practice we find that the equations as written do not usually converge to a physical solution; however, by "mixing" the a K that comes out of (9) with the value from the prior iteration (and likewise for the b K produced by (11)) the convergence of the algorithm is much improved, though at the cost of more iterations. We have not attempted to determine optimal mixing parameters. Taking 90% of the prior iteration plus 10% of the current iteration is sufficient for every calculation we have carried out so far.
Even with mixing, it is crucial to have a good initial guess for the a K and b K . Brandt has demonstrated 8 that the solution of the linearized GL equations for the a K , together with b K = 0 for all K, serves well for the initial values for singles, and we find the same to be true for doubles. Constructing solutions to the linearized GL equations for doubles in terms of the a K is not trivial, and we detail our method in Appendix A. The solution to the linearized GL equations is used to begin the iteration cycle in Eq. (10).
C. Implementation issues
In order to have a finite computational problem the expansions for ω, b, and q must be truncated; and the iterations involve integrals over the unit cell which must be numerically evaluated. These two issues are related. For singles, it is sufficient to carry out the quadrature by summation of values on a grid aligned with the primitive lattice vectors, and to include in the expansions only |K| ≤ K max with K max chosen so that the number of reciprocal lattice vectors is the same as the number of points in the integration grid. For doubles the situation is more complicated.
Observe that the expansion (2) for ω can be rearranged so that it has nearly the same form as for singles,
When K is a fundamental, as defined following Eq. (9), a K/2 ≡ 0. Eqs. (1), (2) and (12) are identical for infinite sums, but they are different when truncated. As discussed in Appendix A, the a K that solve the linearized GL equations for doubles do not fall off in a Gaussian manner like they do for singles; however, the
Gaussian. This motivates the following truncation scheme for constructing ω when evaluating the integrals over the unit cell: use Eq. 12, including in the sum reciprocal lattice vectors with |K| ≤ K max except for fundamentals with K max /2 < |K| ≤ K max . Expressions analogous to Eq. 12 exist for b and q, namely
and we apply the same truncation scheme.
We conclude this section with a warning. It is tempting to define c
b K/2 , and carry out iterative calculations for those quantities, by moving the B (0) − B (r) ∼ r 2 for small r) which is inconsistent with the assumed forms ofB, Q A and S; in addition this unphysical solution is a free energy saddle point rather than a minimum.
III. RESULTS AND CONCLUSIONS
To illustrate the effectiveness of the calculational scheme described in the previous section, we will present results for κ = 1 for triangular arrays of both doubly and singly quantized vortices. In comparing doubles with singles it is important to do the calculations on an equal footing; with this in mind, in order to have the same spacing between real-space grid points in both calculations we use about twice as many grid points for doubles than for singles. ForB greater than µ 0 H c2 /5 we typically use 32 points along each primitive In Figure 1 we show the order parameter and induction along a line connecting two adjacent vortices atB = µ 0 H c2 /10 for both doubles and singles. As one would expect, the vortex cores for doubles are wider than for singles. In Fig. 2 we present the Gibbs free energy In conclusion, we have produced precise numerical solutions to the GL equations consisting of infinite lattices of "doubly quantized" vortices in bulk superconductors. The calculations can be carried out efficiently for mean inductions down to 10% of the upper critical value. Although such solutions of the GL equations never globally minimize the GL free energy for bulk superconductors, we expect they will be useful as starting points for solving the GL equations in film geometry. In his pioneering work on vortex lattices in superconductors, Abrikosov 1 showed that for an applied field just below H c2 , the first GL equation (when expressed as an equation for the order parameter) has the form of Schrödinger's equation for a charged particle confined to a plane and subject to a magnetic field. With an assumed periodicity of the vortex lines and one flux quantum per vortex, an analytic solution ψ A exists and can be expressed 1, 12, 13 in terms of a Jacobi theta function,
where is expressed as a double sum. This leads 7 to the Fourier like expansion of real terms,
mn S/8π . Note that the sum over K is still a double sum over m and n. 
with
and
We follow Brandt's convention that ω A = 1, so (3/2) K a A K = 1. The infinite system of equations (A3) could be rendered finite by setting a A K = 0 for |K| > K max ; however, this is not a good closure assumption because of slow convergence with increasing K max . Eq. (A4) shows the strong connection between a A K and a A K/2 previously mentioned in Sec. II C. In particular, for K max /2 < |K| ≤ K max the corresponding a A K are connected to coefficients associated with vectors beyond the cutoff. In addition, as
hence the latter two terms on the right side of Eq. A4 must sum to zero.) We therefore set a
, and so on for K max /2 < |K| ≤ K max and this leads to a modified linear system with coefficients A ′ ji . For
We truncate the sum at l = 4 after finding no change in the results for 
