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Abstract
The computer animation of articulated figures involves the control of
multiple degrees of freedom and, in many cases, the manipulation of kine-
matically redundant limbs. Pseudoinverse techniques are used in order to
allow the animator to control the figure in a task oriented manner by speci-
fying the end effector position and orientation. In addition, secondary goals
are used to allow the animator to constrain some of the joints in the figure.
The human arm and hand are used as a model for reaching and grasping
objects. A user interface to create limbs and control their motion has been
developed.
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Chapter 1
Introduction
1.1 Overview
In most current day computer animation there is little if any animation of
articulated figures such as humans or animals. Where this type of animation
exists, most of it has been done by brute force methods or the use of forward
kinematics. These usually involve the specification of each joint angle in
order to specify the end effector position, which is very tedious. A more
suitable approach is to use inverse kinematics to solve for the joint angles.
Inverse kinematics requires only that the position and orientation of the end
effector be specified. The joint angles are then calculated automatically.
This technique has not been used much because:
1. The animation and graphics community are not familiar with the
techniques or theory of inverse kinematics.
2. Geometric solutions are difficult to find.
3. It is computationally expensive, and
4. A general analytic solution for limbs with n joints does not exist.
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Inverse kinematics would ease the work the animator would have to
perform when animating articulated figures. The animator should not be
concerned with defining each link's path for a gait. In robotics, these issues
are also important. More than 90 percent of existing robots have to be
"taught" the path that they will follow. They have to be guided every time
they are to be used for a different purpose. It would be convenient if the
user could just specify new spline curves in 3D which define the path of the
end effector and have the computer figure out the rest for itself.
In robotics, one of the key factors which determine the versatility of a
manipulator is the number of degrees of freedom it possesses. To place an
end effector at an arbitrary position and orientation in space, a manipula-
tor requires six degrees of freedom. Most current commercial manipulators
have six or less degrees of freedom and are controlled with forward kine-
matics. Each extra degree of freedom makes the inverse kinematic solution
much more complex, but provides the manipulator with more dexterity
and flexibility in its motion. These types of manipulators are said to be
redundant.
The objectives of this research were to investigate various methods of
inverse kinematics techniques for controlling a general set of articulated
figures. At first, I intended to look at the animal kingdom and find a gen-
eral set of limb structures that would cover most species. As discussed in
Chapter 3, this objective was too large in scope due to insufficient literature
on the subject. Although I implemented a method for solving the inverse
kinematics for a general set of limb structures, I concentrated on the human
arm and grasping. The method that was implemented is called the pseu-
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doinverse Jacobian and can be used to solve the inverse kinematics for any
articulated structure with varying degrees of freedom. The pseudoinverse
is a general, non-analytical solution and is a linear approximation of the
real solution.
The result of this research is a system implemented on a Symbolics Lisp
machine that allows a user to create any limb structure and animate it by
simply giving the end effector a new position and orientation. Any of the
limbs in the structure can be constrained to remain near or at a certain
angle. This is necessary for such movements as walking. In addition, a
human arm and hand have been modeled. The arm and hand can be
instructed to reach for and grasp an object or move in some specific way.
The user interface facilitates access to these and many other options within
the system.
1.2 Organization of Thesis
This thesis consists of eight chapters and an appendix. The last four chap-
ters contain more information on original work than the first four. Chapters
1 through 4 are more of a survey of previous work and a review of robotics
techniques.
Chapter 2 is a survey and discussion of related work in this field.
Chapter 3 contains a discussion of my search for a generalized set of
limb structures and my subsequent failure in that area. The problem is a
different one when seen from a comparative zoologists point of view.
In Chapter 4, the representation of a limb structure and the formulation
12
of a Jacobian matrix are reviewed. The pseudoinverse and an upper-level,
supervisory control function is used to solve the inverse kinematics.
Chapter 5 goes over the implementation of the pseudoinverse Jacobian
and other routines on the Symbolics Lisp machine. It also goes over the
user interface and describes various functions associated with menu options.
Chapter 6 contains the description of a human arm and hand. The
chapter describes the arm's representation and discusses various problems
such as trajectory planning, collision detection and grasping.
In Chapter 7, I describe the results obtained including a short animated
piece that was made using the techniques described in the paper.
Chapter 8 presents my suggestions for what future work can be done to
make computer animation of articulated figures a more accessible tool for
animators.
The appendix includes a user's manual for the implemented system.
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Chapter 2
Survey of Previous Work
Interest in the computer animation of articulated figures has risen consid-
erably in the past few years. A number of people have worked on computer
animation of figures with the use of forward kinematics.
Bbop [41] and GRAMPS [31] are examples of 3D animation systems
using forward kinematics where models are defined as rigid objects joined
at nodes and organized hierarchically into an articulated figure. Each node
or joint can be accessed by traversing the transformation tree of the model
with a joystick. The joint can then be modified and positioned using a
three axis joystick. In this manner, the animator creates key frames to be
interpolated for animation. Although these types of animation systems are
relatively easy to learn and use, it is very difficult to create complicated
movements. Key framing does not provide the animator with a powerful
means of controlling the animation.
Task level animation systems provide one solution to this problem. They
allow the animator to have more control over the animation by simplify-
ing many types of motion control. They are well suited for goal-directed
14
animation. SA [48,49) is one such system where a hierarchical structure is
animated with finite state control. A figure moves with task level descrip-
tions and the animator is spared the burden of attempting to create com-
plicated movements. This system provides the animator with automatic
motion synthesis. However, it still seems hard to create new animated se-
quences where the end effector is required to follow some specific position
and orientation since SA uses forward kinematics.
Korein and Badler [18] have looked at what is called resolved motion
control [45' for positioning and orienting human figures. Here, the manipu-
lator automatically computes the joint angles necessary to reach a specific
position and orientation. They have worked with analytical, closed so-
lutions to solve for the joint angles. Although the solutions are quicker,
different limb structures cannot be used.
Another interesting animation system, Deva [47], incorporates dynamics
as well as kinematics in order to provide the animator with more realistic
motion. The system does not use inverse kinematics but is interesting
because of the capability to animate figures with dynamics. The disadvan-
tages of this system include the complexity of specifying motions, actuator
forces and torques for bodies with many degrees of freedom and the com-
putation time necessary to compute each frame. The main advantage is
clearly the realism that the dynamic analysis provides. This is an obvious
necessity for future animation systems if they are to model the real world.
This research is more closely related to work done recently at the Com-
puter Graphics Research Group and in the Department of Electrical Engi-
neering at the Ohio State University where considerable research has been
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done to bring robotics techniques to computer animation. More specifi-
cally, there have been papers written by Ribble, Girard, Maciejewski and
Klein on computer animation of articulated figures using the pseudoinverse
Jacobian solution to solve for the joint angles manipulator [36,6,24,25:.
In Ribble's thesis 136, he uses the pseudoinverse to solve the inverse
kinematics of a human skeletal model. This solution along with secondary
goals, is used to define the coordinated motion of walking for the human
skeletal model.
Girard and Maciejewski also use the pseudoinverse to define walking
routines for various articulated models. They developed an animation sys-
tem called Figure Animation System (FAS) for animating legged figures
[6]. Their system allows the user to create a wide range of legged figures
and to control their gait with secondary goals.
Maciejewski and Klein take the pseudoinverse solution even one step
further by using secondary goals to perform obstacle avoidance. By con-
straining a redundant manipulator's configuration while leaving the end
effector in the same position and orientation, they are able to add obstacle
avoidance as an additional goal [24,25].
This research differs from the work done at the Ohio State University
in various aspects. I have concentrated on open skills such as reaching for
arbitrary objects and grasping them. Here, an open skill refers to those
movements for which it is not possible to specify the sequence of poses
in advance. Closed skills are those movements for which the sequence of
poses is largely predetermined [40]. A menu-driven user interface has been
created for easier access to the system. Finally, the system I have developed
16
is a set of generalized tools for incorporation into a larger animation system.
As computer generated animation gets more complex and we try to
model more ambitious objects with more moving parts, we will have to
move away from the standard techniques for animating figures. The human
figure, for example, has over 200 degrees of freedom. In order to animate
a figure capable of such complex motions, we must turn to fields such as
robotics and apply new algorithms for defining motion.
17
Chapter 3
A Kinematic Survey of the
Animal Kingdom
3.1 A Generalized Set of Limb Structures
The original research for this thesis involved a kinematic survey of the
animal kingdom and the creation of a catalog of the kinematic structures of
a representative set of animals. This research would make available a library
of predefined legs and arms for which the inverse kinematics were solved.
This involves researching the limb structures of a large set of animals in
order to find out how many degrees of freedom and links most possess. In
other words, for a given species, how should it be modelled using rotary
joints, and how does this model relate to other species?
3.2 A Comparative Zoologist's Point of View
In the fields of comparative zoology, biology, and biomechanics, much inter-
est exists in the study of limb structures and in the gait patterns of animals.
18
There is extensive literature on the anatomy of animals [38,39,43,16.11,33];
one could spend weeks looking up articles on the anatomy and gait patterns
of the horse alone without exhausting the literature.
There is less literature on animal locomotion although comparative zo-
ologists are very interested in this topic [1,2,8,13]. Some experts in the
field have studied the way animals move, but since certain motions are so
complex they commonly spend years studying only a few animals. For ex-
ample, Sukhanov has studied the gait patterns of the lower tetrapods such
as lizards [42]. Other comparative zoologists such as Farash Jenkins in the
department of Comparative Zoology at Harvard University, studies only
the movements of lizards and opossums. He is trying to find out if lizards
rotate their legs in all three axes when they walk and if so, by how much.
Milton Hildebrand, at the University of California at Davis has done ex-
tensive studies on animal locomotion and has made x-ray films of animals
walking. Again, these films are only of a few animals.
Although there are a tremendous amount of papers and books on anato-
my and less about animal locomotion, there seems to be no complete paper
or book which compares the limb structures of a large set of animals [15,26].
It seems that Muybridge's well-known pictures of humans and animals in
motion, which he took in the latter part of the 19th century soon after
the advent of photography, still remain the best comparison of different
animals in motion [27,28,3]. It is surprising that a book nearly one hundred
years old should remain the best book to consult for a comparison of animal
movement. The book is not sufficient for a complete study of limb structure,
since there are only pictures of animals and no exact measurements or
19
studies of the rotary joints and their degrees of freedom.
One possible resource for comparing limb structures is a museum or a
library of bones. Unfortunately, the bones cannot be handled in a museum.
In a library, the bones can be handled, but as I found at Harvard, which has
a very extensive collection of bones, most of them are no longer connected.
Unless one is an expert in the field, it is extremely difficult to know how
they moved together. To make the problem worse, as Professor Jenkins
pointed out, since the ligaments are no longer there, it is impossible to
tell what the constraints were on each particular limb. So, it seems that
the only answer is to go to a zoo and observe live animals. This is not as
unrealistic as it may sound.
3.3 A Computer Scientist's Point of View
In order to model a representative set of limb structures, a computer sci-
entist needs to have real data on the size, the degrees of freedom, and the
constraints of the limbs of a significant amount of animals. The literature
at this level of detail seems to be non-existent. It is very important for
future research in this area for this type of information to be gathered and
assembled in a useful manner.
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Chapter 4
Development of the
Pseudoinverse Jacobian
4.1 Denavit and Hartenberg Notation
In order to control the motion of an articulated figure we must first define
the location and degrees of freedom of each limb in the figure. A manipu-
lator consists of a series of rigid bodies, called links, which are connected
by either revolute or prismatic joints. What I have referred to thus far as
a limb, is a joint and a link together. In 1955, Denavit and Hartenberg
presented a kinematic notation for describing the relationship between a
large class of articulated objects [5]. Each joint, which corresponds to one
degree of freedom, has a unique coordinate system associated with it. The
relationship between adjacent coordinate systems is defined by four param-
eters.
The four parameters used to describe this relationship are the length
of the link a, the distance between links d, the twist of the link a and the
21
Figure 4.1: An arbitrary articulated chain for describing the Denavit and
Hartenberg parameters. Illustration taken from Robot Arm Kinematics,
Dynamics, and Control by George Lee ([19]), p. 68.
angle between links 0. Figure 4.1 illustrates an arbitrary articulated chain
with the unique coordinate systems and parameters.
A Cartesian coordinate system (xi_ 1, yi-1 ,zi- 1 ) is associated with joint i.
A distance di between coordinate system (zi_1 ,yi- 1,zi_1) and (xi,,yi,,zi,)
lies along the zi- 1 axis. The angle 0, is a rotation about z,_ 1 which forms
a new coordinate system (Xi, yi,, zi,). A distance ai between (Xi, yi,, zi, )
and (Xi, y, zi) lies along the xi, axis. The angle a is a rotation about xi,
which forms the new link coordinate system (Xi, yi, zi) [36,19].
Given the above specification of coordinate frames, the relationship be-
tween adjacent links is given by a rotation of 6, followed by translations of
d and a, and a final rotation of a. By concatenating these transformations,
22
it can be shown [34] that the relationship between coordinate frames i - 1
and i denoted Qi1-,, is given by the homogeneous transformation
c91 -s61 ca, sOisai aicO,
-i se1  ceicai -cOisai ais0 (41)
0 sai ca, d
0 0 0 1
where c and s denote the sine and cosine, respectively [24]. The in-
dependent variable is 0 for rotary joints and d for prismatic joints. By
concatenating adjacent link transformations, the homogeneous transforma-
tion between any two coordinate systems i and j may be computed as
follows:
QiJ = Qi,i+10i+1,i+2 - - - 1, (4.2)
The above formulation permits any link of the manipulator, defined in
its own coordinate frame, to be represented in the base coordinate frame.
The equation can be used to determine the number and characteristics of
the degrees of freedom available for simulating coordinated motion control.
Now it is important to relate the rate of change or the velocity of the joint
variables, namely 9 and d, to a set of variables which an animator can
conveniently define the desired action of the articulated object [24,6].
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4.2 The Jacobian
Animators have difficulty specifying motion for articulated figures using
forward kinematics. As an example, let's take a seven degree of freedom
arm. The desired motion for the arm is to reach out and turn a screwdriver.
In order to move the arm using forward kinematics, the animator has to
specify the velocity of rotation at each of the seven joints. It is much more
desirable to specify the location of the screwdriver, have the tip of the arm
move to that location and then twist. This concept of specifying motion in
a task oriented system has been referred to as resolved motion rate control
by Whitney [45,46). This is one aspect of the inverse kinematics problem.
Essential to the concept of resolved motion rate control is the Jacobian
matrix J. The matrix J relates the end effector velocity to the joint variable
velocities through the equation:
i=JO (4.3)
where ± is a six dimensional vector describing the angular (w) and linear
(v) velocities and b is as an n-dimensional vector representing the joint angle
rates (or joint velocities), n being the number of degrees of freedom of the
arm:
(4.4)
b = [oi ... an]T (4.5)
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i, which represents a very small incremental change in position and
orientation, is linearly related to the vector b by the Jacobian matrix J.
Thus, by updating the Jacobian each cycle time, the advantages of a linear
system are obtained. This allows the application of all of the techniques
for solving linear equations [6].
There are several ways to calculate the Jacobian i32]. One elegant and
efficient way to calculate it is to use what is called the screw axis. For
example, let's take a six degree of freedom arm as seen in figure 4.2. This
figure shows a manipulator with six links and six joint angles (01 through
86). Point 1 is called the base, and point 7 is called the end effector point.
In this example, each joint is a rotary one and rotates about an axis
perpendicular to the page. Each axis has an associated unit vector (Un). It
is also necessary to establish the relationship between joint angle rates and
the end effector velocity. This can be seen in figure 4.3 where S1 through
S6 define the distance between the joints and the end effector.
Given an angular rotation about only one joint axis, the end effector,
point 7 will move along a circular path. The end effector will have an
instantaneous linear velocity v and an angular velocity w. v and o are
vectors with three components since in three dimensions the linear and
angular velocity can occur in any direction. Likewise, the unit vector U,
and the distances Si through S6 are vectors with three components:
25
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I 03
Figure 4.2: A manipulator with six links and six joint angles
I 2.
Figure 4.3: A manipulator with the distances between joint angles and end
effector Si through Sr shown
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Ls
W= (4.6)
Wz
V2
V = lly (4.7)
vz
Un
Un = Un (4.8)
U.
Sn
Sn= Sn (4.9)
Sn.
The end effectors linear velocity vn due to the joint velocity of angle n,
bn is related by the cross product of the unit vector for the axis of joint
angle n (Un) and the distance from joint angle n to the end effector point
(Sn7) (in our example, the end effector is at point 7). So for a joint angle
velocity b1 in joint angle 1:
vi = (U1 x SI)bi (4.10)
where:
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(U1 x S7)x
U1 x S= (U1 x S7)V (4.11)
(Ul x S7),
The end effector's angular velocity wi due to a joint angle velocity b1 is
in the same direction as the unit vector for the axis of joint angle 1:
wi = U1Ai (4.12)
For the six degree of freedom arm in figure 4.2, the linear and angular
velocity of the end effector due to all joint angle rates b1 through a6 are:
(U1 x S7)bi + (U2 x S7)02 + (U3 x SI)0s + (4.13)
(U4 x Sl)04 + (U5 x S')b5 + (U6 x S7)b6  (4.14)
-= U1Ai + U2 2 + Uss + U 4 b4 + U0 5 + Uebe (4.15)
This information is compactly written in equation 4.3 where:
U U2 U3  U4  U6 (4.16)
U1 X S7 U2 X S7 U3 X S37 U4 X S47 U5 X S57 U6 X S67
It is clear from equation 4.3 that the desired motion specified by the
animator, ., can be achieved by inverting the Jacobian and obtaining the
following equation:
28
b = J-i± (4.17)
This way, the animator can specify the linear and angular velocities for
the end effector instead of specifying each joint angle rate. Equation 4.17
holds only if J is square and non-singular (it is singular if its determinant
is equal to 0). In our example, we used a manipulator with six degrees
of freedom. In most cases, however, the number of degrees of freedom
will not be six and will therefore not match the dimension of the specified
velocity. This will result in a nonsquare matrix where the inverse does not
exist. However, generalized inverses do exist for rectangular matrices. This
brings us to the next section.
4.3 The Pseudoinverse Jacobian
When dealing with arbitrary articulated figures, the Jacobian matrix is
generally non-square and therefore its inverse does not exist. Instead, we
must use the pseudoinverse, denoted by J+, to solve the system of equations
[35,17):
O=J+± (4.18)
Penrose [35] has defined J+ to be the unique matrix which satisfies the
four properties:
1. JJ J = J
2. J+JJ+ =J+
29
3. (j+j)T j+j
4. (jj')T jJ-
A number of different methods of computing the pseudoinverse have
been discussed in the literature [9,12,30). The physical interpretation of
the pseudoinverse solution as applied to the Jacobian control of articulated
figures consists of three distinct cases [241. The first case is when the
articulated figure is over-specified, or, in other words, the figure does not
have enough independent degrees of freedom to achieve the desired motion.
In this case, the pseudoinverse will provide the solution which is as close as
possible in a least squares sense, as the degrees of freedom in the figure will
allow. The second case is when the articulated figure has exactly six degrees
of freedom. As mentioned in the introduction, for a three dimensional space,
six degrees of freedom are necessary to achieve an arbitrary position and
orientation. In this case, the pseudoinverse will return the exact solution
which achieves the desired motion. The third case, and probably the most
common, is when the articulated figure contains more than six degrees of
freedom (such as the human arm). The figure is said to be redundant
or under-specified. Here, there are an infinite number of solutions. The
pseudoinverse solution will be the one that minimizes the amount of joint
movement, in other words, the least squares minimum norm solution.
While minimization of joint angle rates is good for conservation of en-
ergy, it is not always good for constraining the joint angles; the solution
may allow the elbow to bend backward thus exceeding the elbow's limit.
Some higher level of control is necessary to constrain the joint angles. In
order for each joint angle to be controlled individually and sacrifice the min-
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imization of joint angle solution, an upper level supervisory control function
suggested by Liegeois [211 is used. I will simply refer to this function as
secondary goals.
4.4 Pseudoinverse Solution with Secondary
Goals
The projection operator allows the desired end effector velocities to remain
intact while adding secondary goals to the figure. This operator will "max-
imize the availability" of an angle from a desired position [36]. Thus, an
animator can constrain any of the joints in a figure and make it move in a
more controlled manner. Greville [10] has shown that the general solution
to equation 4.3 is given by:
b = J+i + (I - J+J)2 (4.19)
where I is an n x n identity matrix and I is an arbitrary vector in b
space. Thus, the homogeneous portion of this solution is described by the
projection operator (I - J+J) that maps the arbitrary vector - into the
null space of the transformation [61. Thus, it contributes nothing to z.
A useful specification for 2 would be to keep the joint angles as close as
possible to some angles specified by the animator. This can be done [21]
by specifying I to be:
- = V H (4.20)
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where VH denotes the gradient of J with respect to 6.
H =$a (0i - ci)2 (4.21)
:=1
V>H = =Za i(oi - 6ci) (4.22)dO i=1
0, denotes the ith joint angle, 0c, is the center angle of the ith joint
angle, and a, is a real positive center angle gain value typically between 0
and 1. The center angles define the desired joint angle positions which the
animator provides. The center angle gain values determine the importance
of the center angles. They act as springs, the higher the gain, the stiffer
the joint. If the gain is high for a particular joint angle, then the solution
for joint angle 0, will quickly approach the center angle c,, [361.
For any desired motion, the animator should specify the center angles
and their corresponding gain values if he wishes to constrain certain joint
angles. For example, in order to make a pair of legs walk, the center
angles and gain values must be provided for each phase of the walk cycle.
Otherwise, the knee might bend inward due to the minimization of joint
angle rates by the pseudoinverse solution.
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Chapter 5
Implementation
5.1 Lisp Machine Programs
The system to create and modify limbs, and describe their motion has been
implemented on a Symbolics 3600 Lisp machine. A user's manual at the
programming level is provided in the appendix.
The program to solve for the pseudoinverse with secondary goals has
been translated from Pascal into Lisp. The original Pascal version was
given to me by Eric Ribble. There are various ways to solve for the pseu-
doinverse. Two methods are used by the implemented system. The first
method uses LU Decomposition. When using this method, the user must
know whether the system is over-specified or under-specified. The second
method is Greville's algorithm. Here it is not necessary to know if the arm
is redundant or not. Greville's algorithm without secondary goals is the
default method used if this option is left unspecified. Secondary goals can
be added by simply inputing the center angles and the center angle gain
values for a given limb structure.
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To render the articulated figures, a package called 3D Toolkit written
by Karl Sims and Jim Salem at Thinking Machines, Corp. is used. The
figures can be rendered on 8 or 24 bit color displays.
5.2 A Description of the User Interface
In order to make the power of the system more accessible, a menu-driven
interface has been developed using the Symbolics window system. Rather
than typing in numerical commands, the user-interface facilitates the use of
various options provided by the system with a mouse-sensitive menu. The
various options can be seen in figure 5.1. The large window on the left is
for entering numerical commands for some menu choices, and for general
output of information.
An animator can easily create an articulated figure with some prede-
fined configuration and then edit its Denavit-Hartenberg parameters in-
teractively. Figure 5.2 shows the menu option for creating an articulated
object, and figure 5.3 shows an object which has been created. In this case,
the articulated object is a nine degree of freedom arm with all of its joint
axes rotating perpendicular to the page for simplicity.
Next, the animator can specify some trajectory for the arm to follow
(Figure 5.4). There are three types of trajectories:
1. A change in position and orientation
2. A three dimensional line
3. A three dimensional spline curve
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All of these can be specified from the menu. In figure 5.4, a change in
position and orientation was specified, and now, after the animator selects
the choice to move the arm, a preview can be seen of the motion (figure 5.5).
Here, the number of frames desired was set to three, so three frames are
shown along the trajectory. Note that no secondary goals were specified
and that the solution shown is the minimum joint angle rate solution. If
the animator so desires, the animation can be recorded on a write-once
laser-disc or onto a one inch video tape. The number of frames displayed
can be varied in order to make the motion smoother or jerkier.
Figure 5.6 illustrates how a user can specify secondary goals for the arm.
In this case, the first five joints are being constrained to form a pentagon.
The number of frames desired was changed to two, and figure 5.7 shows
the results of the same arm when moved along the same trajectory with
the specified secondary goals.
There are various other options available in the menu. However, to
be able to use the full power of the system, keyboard input is sometimes
necessary. For example, an animator might want to command the arm to
move in a detailed environment and have the hand pick up an object and
throw it. This wouldn't be possible from the menu. The main purpose of
the user-interface is to preview articulated figure motions before producing
a final animated sequence.
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Figure 5.1: Limb editor and guiding menu
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Figure 5.2: Creating an articulated figure
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Figure 5.3: A nine degree of freedom arm
Change in Position (Sx Sy 8z) : (3 -6 0)
Change in Orientation (8theta-x Stheta-y Stheta-z)
Enter name for this trajectory: Q
Trajectory Menu
Create Spline Curve
Draw Spline Curve
Create Line
: (0 0 0)
Do it E Abort E3
Figure 5.4: Specifying a trajectory for an articulated figure to follow
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Figure 5.5: The end effector follows the specified trajectory in three frames
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Figure 5.6: Specifying secondary goals for a nine degree of freedom arm
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Figure 5.7: The end effector follows the specified trajectory in two frames
with secondary goals (first five links form a pentagon)
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Chapter 6
Human Arm and Hand
Implementation
6.1 Arm Implementation
A human arm has been modeled using Denavit-Hartenberg notation to
describe its kinematic structure. The arm has seven degrees of freedom in
total - three at the shoulder, two at the elbow, and two at the wrist. The
arm can "reach" and "grasp" objects with a hand that has been placed
as its end effector. A picture of the arm with the hand can be seen in
figure 6.1.
6.1.1 DH Representation
The initial Denavit-Hartenberg (DH) parameters for the arm are shown in
table 6.1. The DH coordinate system for the model is shown in figure 6.2.
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7Figure 6.1: The arm and hand used to reach and grasp objects
Joint # Denavit-Hartenberg
Parameters
i i di ai ai
1 90.0 0.0 90.0 0.0
2 90.0 0.0 90.0 0.0
3 -90.0 8.3 90.0 0.0
4 1 -45.0 0.0 -90.0 0.0
5 0.0 6.6 90.0 0.0
6 90.0 0.0 90.0 0.0
7 0.0 0.0 90.0 4.2
Table 6.1: Denavit-Hartenberg parameters for arm
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Figure 6.2: Denavit-Hartenberg coordinate system for arm
6.1.2 Singularities and Trajectory planning
In chapter 4, we saw that the position and orientation of the end effector
can be solved using equation 4.17. However, if the inverse Jacobian (J- 1)
does not exist, then the system is said to be singular for the given joint
angle positions. This occurs if two or more columns in the Jacobian are not
linearly independent. In other words, a singularity occurs if motion in some
coordinate direction in i-space cannot be achieved. For example, when the
arm is outstretched as in figure 6.3, a command to change it's position in
x will result in a singularity. The solution will have a meaningless, infinite
joint angle rate. When an arm is at a singularity, at least two of the outputs
do not give independent constraints on the input. It is important to note
that the effects that characterize a singularity occur anywhere near the
singularity as well as exactly at it. As we approach the singularity, precise
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Figure 6.3: Arm in position where links are not linearly independent
manipulation becomes impossible as the solution of some joint angle rate
approaches infinity [221 .
In order to create an effective model of the human arm, singularities
must be avoided. It is also necessary to consider what we will define as
the workspace of the arm. The workspace is the limited range of positions
and orientations that are reachable by the arm's end effector. The primary
workspace, WP, is that part of the arm's workspace that is reachable by
the end effector in any orientation. The secondary workspace, W-, is that
part of the arm's workspace that can be reached in only some, but not all
orientations [221. It is obvious that we also must avoid commands that will
attempt to position the arm outside of its workspace. We must also avoid
commanding the arm to position itself in W2 with an impossible orienta-
tion. When an animator specifies some trajectory for the arm to follow, he
should not have to be concerned with singularities and workspaces. The
implementation, therefore, must take care of these situations.
When a singularity occurs, this meaningless solution is currently elim-
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inated through joint interpolation between the preceding and succeeding
frames. If an arm is given the command to position its end effector outside
of its workspace, or to orient the end effector in some impossible way in W",
then the arm will move until it can't any more and notify the animator.
6.1.3 Motion Increment Size and Position Error Feed-
back
The three types of trajectories discussed in chapter 5 all work in the same
way. Whether the animator specifies a spline curve, a line, or a change in
position and orientation, the trajectory is split up into very small incre-
ments. The default increment size is set to .05 units. A small increment
size is necessary to minimize the error. However, this is a trade-off with
computation time and round-off errors.
Table 6.2 contains the numerical data for the position error caused by
different increment sizes for the arm shown in figure 6.4 (the x axis is posi-
tive to the right and the y axis is positive going down, so the increments used
would cause the arm's end effector to move at a 45 degree angle as shown in
the figure). Figure 6.6 shows the relationship between increment size and
position error using the data from table 6.2. The values for the position
errors in the graph were taken by averaging the x and y errors together.
Here, it can clearly be seen that the error increases steadily with the incre-
ment size. It should be noted that the arm is in a configuration far from a
singularity and can easily change its x and y velocities as commanded. It
should also be noted that even for the highest increment size shown, 1.95,
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the error is about .78. Although unacceptable when moving the arm, this is
a relatively small error when compared to other configurations of the arm.
In figure 6.5, the arm is near a singularity. Table 6.3 contains the numerical
data for the position error caused by different increment sizes near the sin-
gularity. The graph in figure 6.7 shows the relationship between the error
and the increment size. Here, it can be seen that the error is almost 18 for
an increment size of 1.95. This is more than 20 times the error that occurs
for the arm configuration shown in figure 6.4. The reason is that the arm
in figure 6.5 cannot easily change its x velocity. It is almost locked in that
position, so big errors occur for commands that require it to move in the x
direction.
As shown in the two tables, the error varies greatly depending on the
arm configuration. The error increases greatly as the arm approaches a
singularity. Since it is very difficult and costly to tell when the arm is
approaching a singularity .05 is used as the default increment size. This
number has been found to minimize the error while computing all the frames
fairly quickly.
Errors occur because the Jacobian only provides a linear approxima-
tion to the solution. It is really non-linear since it is a function of the
cosine and sine of the joint angles. Each iteration causes some joint angle
displacements. These can be minimized by increasing the number of iter-
ations. If the increment size is too big, this will result in large joint angle
displacements and thus large errors as shown above.
If the errors are small, they can be corrected with position error feed-
45
I Ill I!
~1
'V0'~
Figure 6.4: An arm configuration far from a singularity and the arms di-
rection of movement.
Figure 6.5: Arm configuration near a singularity and the arms direction of
movement.
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Increment Size Positional Error
x Y X Y
0.05 -0.05 .0003 -.0009
0.15 -0.15 .0024 -.0078
0.25 -0.25 .0065 -.0216
0.35 -0.35 .0126 -.0421
0.45 -0.45 .0206 -.0695
0.55 -0.55 .0305 -.1035
0.65 -0.65 .0420 -. 1442
0.75 -0.75 .0553 -. 1914
0.85 -0.85 .0701 -. 2452
0.95 -0.95 .0865 -. 3053
1.05 -1.05 .1043 -.3718
1.15 -1.15 .1235 -.4445
1.25 -1.25 .1440 -.5234
1.35 -1.35 .1657 -.6084
1.45 -1.45 .1886 -.6994
1.55 -1.55 .2125 -.7962
1.65 -1.65 .2374 -.8989
1.75 -1.75 .2632 -1.0073
1.85 -1.85 .2900 -1.1212
1.95 -1.95 .3172 -1.2406
Table 6.2: Numerical data for positional errors
for arm shown in figure 6.4
in relation to increment size
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Increment Size Positional Error
X Y x Y
0.05 -0.05 .0411 .0026
0.15 -0.15 .3669 .0297
0.25 -0.25 1.0077 .1003
0.35 -0.35 h 1.9450 .2301
0.45 -0.45 3.1530 .4322
0.55 -0.55 4.5996 .7168
0.65 -0.65 6.2469 1.0906
0.75 -0.75 8.0526 1.5565
0.85 -0.85 9.9710 2.1131
0.95 -0.95 11.9539 2.7548
1.05 -1.05 13.9521 3.4718
1.15 -1.15 15.9168 4.2503
1.25 -1.25 17.8007 5.0728
1.35 -1.35 19.5590 5.9185
1.45 -1.45 21.1508 6.7641
1.55 -1.55 22.5310 7.5845
1.65 -1.65 23.6961 8.3534
1.75 -1.75 24.5950 9.0442
1.85 -1.85 25.2196 9.6313
1.95 -1.95 25.5597 10.0904
Table 6.3: Numerical data for positional errors
for arm shown in figure 6.5
in relation to increment size
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back. Dividing the trajectory up into small increments will cause errors
to accumulate. To avoid this. at each increment the actual position of the
end effector can be subtracted from the desired position in order to correct
errors. The end effector wiil thus have a corrected velocity command at
each increment along the desired path.
6.2 Hand Implementation
In order to make the arm more realistic and have it "grasp" objects, a hand
has been placed as its end effector. The hand is able to pick up objects
with algorithms which detect collisions between its finger positions and the
object.
6.2.1 Representation
The hand was created using the 3D Toolkit rendering package. The fingers
were made by instancing a solid of revolution resembling an ellipsoid (see
figure 6.8). It is modeled as a tree structure which defines the dependency
of its links. The parent node of the tree is the palm, and the fingers are its
children. Each finger is also a tree structure with each link in the finger as
the child of its previous link. The tree structure is very useful when moving
any part of the hand. Whenever any link is moved, all of its children move
with it.
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Figure 6.8: Hand used as end effector for arm
6.2.2 Grasping
Grasping is a closed skill where only a few types of hand positions suffice.
A motor control method using forward kinematics is sufficient to define the
motion of the fingers. For some forms of grasping, such as grabbing an
intricate object, it would be more general and more elegant to use inverse
kinematics to define the motion of the fingers. When grabbing a suitcase,
however, forward kinematics is probably easier to use for describing the
motion. Presently, the finger motions are created by linear joint interpola-
tion between key frames. Given any two positions, the hand can interpolate
between them to create smooth animation. Figure 6.9 shows four frames
of a hand in motion. The hand starts out in a position ready to grasp an
object and ends up in a fist. The first and fourth frames were the only ones
specified to create this sequence.
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mini . II
Figure 6.9: Four frames showing motion of hand as it makes a fist
Although there are various ways to grasp an object, only the two most
common types of grasping have been implemented. The first is the power
grip. This resembles a fist and is executed between the surface of the fin-
gers and the palm with the thumb acting as a reinforcing agent. The power
grip is used when strength is required and accuracy is not so important.
The second is called the precision grip. This grip is used when delicacy
and accuracy of handling are essential and power is only a secondary con-
sideration. The precision grip is executed between the terminal digital pad
of the opposed thumb and the pads of the fingertips (29]. In figure 6.10,
examples of the power grip and the precision grip are shown. Other types
of grips which have not been implemented include the hook grip and the
scissor grip.
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ab
Figure 6.10: (a) Power and (b) precision grips. Illustration taken from
Hands by John Napier ([29]), p. 75.
6.2.3 Collision detection
Prior to grasping an object, the hand moves from a rest to a wide open
position. Depending on the object, the hand begins joint interpolation
between this open position and either a power grip or a precision grip. Each
finger must stop as soon as it touches the object. This is accomplished using
collision detection algorithms. Figure 6.11 shows the results of a command
ordering the hand to grasp an object with a precision grip.
At every step of the joint interpolation, each finger in the hand must
be checked to determine if it is touching the object. This can be compu-
tationally expensive since every polygon in the hand must be checked for
intersection with every polygon in the object. In order to reduce the com-
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Figure 6.11: A hand grasping an object using collision detection algorithms.
putation time necessary to determine collisions, boxes which approximate
the volumes of the object and every component of the hand are used. These
bounding boxes are then compared to see if they intersect. In order to fur-
ther reduce computation time, a hierarchy of bounding boxes is employed,
in which generalized boxes surround the other boxes. Because it can be as-
sumed that collisions do not usually occur, this method is computationally
economical (i.e. stop after a few bounding box collision detection tests).
Initially, only two boxes are used to approximate the volume covered
by the hand, one around the four fingers and one around the thumb (see
figure 6.12. If these two bounding boxes do not intersect the bounding
box of the object then no further collision detection is necessary. If they
do intersect, then we must divide the hand into more detailed components
and test the bounding boxes of these components against the bounding
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Figure 6.12: Two bounding boxes of hand are checked against object's
bounding box
box of the object (see figure 6.13). Again, if these are found to have no
intersections then the task is complete. Otherwise, the actual polyhedrons
must be tested against each other to see if they really intersect. Each
time an intersection occurs at one level of the hierarchy, it is necessary to
compare for intersections at a lower level since bounding boxes are only
approximations of the volume which the object covers (bounding boxes can
only tell us if two objects do not intersect).
In order to check for intersections between two arbitrary boxes A and
B in space, the vertices of A are checked against the faces of B and vice
versa as follows: First, find the face on box A which is "closest" to B. By
"closest," we mean the most perpendicular face in A to B. This face, f is
found by choosing the face which has the smallest angle less than 90 degrees
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Figure 6.13: Bounding boxes for each segment of hand are checked against
object's bounding box.
between its normal and a vector from the face's center to the centroid of
B (see figure 6.14). If there are no such angles less than 90 degrees for any
face, then B is intersecting A, since its centroid is inside of A, and we need
go on no further. Otherwise, check all the vertices of B against the plane
which f lies on. If they are all on the side in which the normal is pointing,
then box B does not intersect box A. Otherwise, check all those vertices
which lie behind the plane against all of the other planes which the other
faces of A lie on. As the vertices are checked against the other planes, any
vertices which lie outside a plane can be eliminated from further testing. If
any of the vertices fail all of these tests (they lie behind all of the planes),
then the boxes intersect (see figure 6.15). If the vertices are all behind one
or more planes, then we have eliminated the possibility of having a vertex
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Figure 6.14: Closest face of one box to another
Figure 6.15: Box B intersects box A
of B inside of A. This test will not find the case of intersection where a
vertex of A is inside of B such as in figure 6.16. The test must therefore
be run again with A and B reversed (i.e. check the vertices of A against
the faces of B). This same method is used to check for collision detection
between two polyhedrons.
One problem that must be taken care of is temporal aliasing. Since
collision detection is performed at regular intervals during the joint inter-
polation, the fingers will most likely detect a collision after the fingers have
gone through the object (unless extremely small intervals are used). To
take care of this, the fingers must be moved back and the intervals must be
made smaller. This process can be repeated until the intersection occurs at
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AFigure 6.16: Corner of box A is inside of box B
some acceptable distance from the edge. Another problem that may occur
is for the fingers to miss the object completely. This is possible if the object
is smaller in size than the intervals. This should be avoided by making the
intervals smaller than the object size.
Another problem with this method is the situation where two polyhe-
drons are intersecting with no vertices inside either polyhedron. This can
happen if an edge of one object is inside another, but the vertices that de-
fine it aren't. This doesn't happen very often and would require a lot more
computation time.
Another way to solve the problem of finding intersections between ob-
jects is to use the known trajectory. If the hand moved with pseudoinverse
control, then the path of the tip of the fingers is known before moving the
fingers. If the object is to be grasped with the tips of the fingers, then the
intersection of the finger tip path and the object can be determined be-
forehand and the fingers can be directed to move to the intersection point.
This method though, might not detect possible intersections between the
low part of the fingers and the object.
Collision avoidance is also important when moving the end effector. The
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end effector should not collide with objects on the way to a new position.
One obvious way of moving a manipulator without having any collisions is
to avoid them while moving it. This is an interesting problem which other
people have looked at in the past [23,24,25. Lozano-Pdrez and Wesley
have looked at finding collision-free paths by moving an arbitrary reference
point on the end effector through a path which avoids forbidden regions.
These forbidden regions are computed by transforming all the objects in
the workspace of the manipulator. Maciejewski and Klein use pseudoinverse
control to move the manipulator and add yet another secondary goal (the
distance to objects) to the end effector for obstacle avoidance.
59
Chapter 7
Results
7.1 Robotics System
The results of this research were the creation of a system where an arbi-
trary limb can be created and modified using Denavit-Hartenberg notation.
The limb can then be animated by specifying a new position and orienta-
tion for the end effector. Any joint in the limb can be constrained. The
program computes the joint angles by using the pseudoinverse Jacobian.
A menu driven interface was programmed for easier access to the routines.
Appendix A describes the various routines that can be accessed without
the menu.
A human arm with a hand as the end effector was created with seven
degrees of freedom. The hand is capable of grasping objects. The hand
uses collision detection to determine when it is touching an arbitrary object
selected by the animator. Using collision detection, the fingers will grasp
the object and only those that touch will stop when they intersect.
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Figure 7.1: Animation of two arms tossing a ball back and forth.
7.2 Examples of Animation
Several animated pieces have been created to demonstrate the research.
These are described as follows. A few sequences show the arm following
spline curves by using inverse kinematics. The orientation is changed with
the curvature of the splines. Another animated piece shows the hand open-
ing and closing in a grasping position. Another shows the hand grasping
an object. A piece is currently in progress which will involve having two
arms juggle a model of the world back and forth (see figure 7.1).
Figure 7.2 shows two arms swinging at a baseball with a bat. It is
quite possible to create an animated sequence of some arms swinging at a
baseball with the current system. The bat could be defined as one of the
limbs and could track the ball using pseudoinverse Jacobian control.
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Figure 7.2: Two arms swinging at a baseball with a bat.
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Chapter 8
Future Research
Computer animation of articulated figures is still at a very primitive stage.
We have a very long way to go before we can create realistic looking an-
imation of articulated figures. The pseudoinverse Jacobian is probably a
step in the right direction since any limb structure may be modeled and
moved. However, it is still hard to specify movements in orientation for the
end effector, and even more difficult to constrain specific limbs for a given
animation. These commands are far from intuitive. The animator should
be able to specify high level commands such as "open the door," or "throw
the ball into the basket." The articulated figure should have knowledge
about its constraints.
Denavit-Hartenberg parameters are hard to visualize and determine
given an arbitrary limb. An interactive editor for this purpose is currently
under development. Another problem with DH notation is making the end
effector variable for some limb in a hierarchical or tree structure. For ex-
ample, given a dog, let's say that we want to move the head forward and
then swing the tail. We need to make the head the end effector first and
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then make the tail the end effector. There is no easy way to calculate the
new DH parameters and change the tree structure in this situation. Tree
structures are very difficult to create using this notation as well.
The hand, for example, is very difficult to model and animate using DH
notation. The hand used in this research is a tree structure using forward
kinematics. In the future, inverse kinematics would be a very useful method
for computing the finger motions. However, it would be very hard to input
the commands for any specific motion. It would also be difficult to constrain
the fingers as they move with the current system.
Although inverse kinematics is used to move articulated figures in this
implementation, it is not enough to model the real world. Dynamics and
even better, inverse dynamics, need to be incorporated into movements.
Without dynamics, any animation of articulated figures is only solving half
of the problem.
As discussed in Chapter 3, if we are to model the real world, we need to
assemble data on the size, the degrees of freedom, and the constraints of the
limbs of a large set of animals. No such literature containing a significant
amount of this type of data seems to exist.
In the future, when this data is assembled and used properly, when
dynamics is incorporated into the animation of articulated figures, and
when an animator can specify high level commands to control the figures,
then maybe we will see realistic looking sequences of articulated figures that
didn't take a month to create for every minute of footage. Maybe then a
figure will be able to throw a ball into a basket as part of an even more
complex task on its own.
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Appendix A
User's Manual
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Robotics Package
User's Manual for Programmers
Alejandro Ferdman -- June 1985
All the code was written in ZetaLisp on a Symbolics 3600
release 6.1. The code is in package robot, and makes use
of flavors and the Symbolics window system. It is dependent
on 3d Toolkit which is the rendering system it uses.
In order to load the Robot package, type (make-system 'robot)
The robotics system is made up of the following files:
render-to-3dg.lisp
hand-tree.lisp
splines.lisp
spline-examples.lisp
matrix-utils.lisp
sample-arms.lisp
dh.lisp
pseudo.lisp
arm-reach.lisp
follow-path.lisp
collisions.lisp
grasping.lisp
menu.lisp
write-array.lisp
The following describes the general purpose of each file:
render-to-3dg : contains functions which are added to the 3d
Toolkit as part of the interface between the
rendering package and the robotics system.
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hand-tree
splines
spline-examples
matrix-utils
sample-arms
dh.lisp
pseudo
arm-reach
follow-path
: contains functions which are added to the 3d
Toolkit for creation of a hand.
: routines to create spline curves in three
dimensions.
: contains several spline curves as examples of
trajectories for the arm to follow.
: utilities for vector and matrix operations
: contains various Denavit-Hartenberg configurations
for arms.
: this file contains the flavor declaration for arms
and nearly all of its associated messages.
It also contains the interactive DH-notation
editor and the interface between the renderer
and the robotics system.
: functions to calculate the pseudoinverse solution.
Functions to invert the Jacobian using various
messages and to create the homogeneous portion
of the pseudoinverse solution (secondary goals).
: file deals with creating a new arm, moving it using
one of the methods in pseudo.lisp, and drawing
a certain predefined number of frames. Also
contains the code to send a frame to the
write-once or Ampex to record animation.
Given a spline curve or a line, the functions
in this file divide the trajectory into very
small increments in order to calculate the
pseudoinverse with little position error.
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collisions
grasping
menu
write-array
: contains all the collision detection routines.
Creates bounding boxes around polyhedrons and
detects collisions between these boxes as well
as any two convex polyhedrons.
: the functions in this file set up the hand used
for grasping objects. Using joint interpolation,
any two positions can be animated. Collision
detection routines using the functions defined in
collisions.lisp are more specific here to the hand
and an object, and work for the hand while grasping.
This file contains all the user interface routines
to the programs.
functions to write out the transformation
matrices of the links of an arm or the state of
a hand into a file.
The following describes the Robot system in more detail for programmers.
Only the more important functions are included since there is an
extremely large amount of them. To use a less powerful version of the
system with less control of the various functions, do <SELECT>-R, this
will select the Interactive Robot Limb Editor, where many of the
following functions can be accessed through a menu. All of the graphics
uses the color screen 3dg:*window* which is defined in 3D Toolkit.
A good eye position for everything is 0 0 -200.
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MANIPULATORS:
The main object which can be created is of flavor ARM. This is a
flavor which contains all the information about a manipulator including
its segments, the center angles, the gain values. the Jacobian and its
inverse, and how to render it.
Valid configurations for an arm are lists of DH-parameters. The
following variables contain valid configurations. See the file
sample-arms.lisp to look at these variables:
*NEW-ARM*, and *NEW-ARM2* are 7 degree of freedom (DOF)
configurations.
*SETUP1*, *SETUP2*, *PUMA*, *DOGS-FRONT-LEG*, and
*DOGS-HIND-LEG* are 4 DOF configurations.
*9LIMBS1* and *gLIMBS2* are 9 DOF configurations.
The following functions and messages affect an instance of flavor ARM.
All of the remaining messages in this manual refer to an instance of
ARM:
CREATE-NEW-ARM num-limb Function
&optional (configuration *new-arm*)
This creates an instance of ARM with num-limb segments and
with a configuration that should be a list of DH-parameters,
each stored in a list as follows: ((thetal dl alphal al) ....... ).
DRAW arm &optional (method :wire) Function
Draw the arm on the screen. Valid methods are:
:wire - a wire frame drawing
:shaded, :shade - draw arm shaded, this is sorted by object
:sorted - shaded, but sorted by polygon
:stick - stick figure representation
69
:world - draw arm and world (created in the 3D Toolkit) shaded
:axes - draw the coordinate axes of the arm.
SET-EYE x y z Function
Change the eye position. The default is 0 0 -200.
BRIGHTEN arm &optional (amount .1) Function
Make the arm's red, green, and blue components brighter by
amount.
DARKEN arm &optional (amount .1) Function
Make the arm's red, green, and blue components darker by
amount.
:DH-CONFIGURATION Message
Returns the arm's DH-configuration.
:THETA-LIST Message
Returns a list of the theta components of the links of an arm.
:POSITION Message
Returns the end effector position of an arm.
:MAKE-ELLIPSOIDAL Message
Changes an arm's links and joints to be ellipsoidal.
:MAKE-RECTANGULAR Message
Changes an arm's links and joints to be rectangular.
:MAKE-NICE-ARM Message
&optional (hand *hand*)
This should only be used with a seven degree of freedom arm
defined with the *NEW-ARM* configuration. It should only
be run after the hand has been read in using (SET-UP-HAND).
This message changes an arm's links and joints so that it
has two ellipsoidal links and a nice hand at the end.
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:NTH-SEGMENT nth Message
Return an arm's nth segment.
CONFIGURE-ARM p &optional (arm arm1) Function
Reconfigure an arm's DH-parameters with p. p should be
a valid configuration as described in the beginning of
this section.
EDIT-ARM &optional (arm armi) Function
(input-stream terminal-io)
Edit an arm's DH parameters interactively on the screen.
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PSEUDOINVERSE AND SECONDARY GOALS:
NOTE: All Z's used for secondary goals are negative.
CENTER-ANGLES arm center-angle-list Function
Set an arm's center angles.
GAIN-VALUES arm gain-values-list Function
Set an arm s gain values.
MODIFY-GV arm which-element new-angle Function
Modify an arm's gain value list.
MODIFY-GAIN-VALUES does the same.
MODIFY-CA arm which-element new-value Function
Modify an arm's center angle list.
MODIFY-CENTER-ANGLES does the same.
PRINT-GV arm Function
Print out an arm's gain values.
PRINT-GAIN-VALUES does the same.
PRINT-CA arm Function
Print out an arm's center angles.
PRINT-CENTER-ANGLES does the same.
:MAKE- GRADIENT-H configuration Message
Return what is to be used as z (the gradient of H)
for an arm in order to constrain the arm.
:HOMOGENEOUS-PORTION Message
Return the homogeneous portion of the pseudoinverse
solution for an arm.
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PIUNSG x-dot J Function
Return the Pseudo Inverse for an Underspecified system with
No Secondary Goals. x-dot is an array containing the desired
end effector velocities, and J is an array containing the Jacobian.
PIONSG x-dot J Function
Return the Pseudo Inverse for an Overspecified system with No
Secondary Goals. x-dot is an array containing the desired end
effector velocities, and J is an array containing the Jacobian.
PIUWSG x-dot J Z Function
Return the Pseudo Inverse for an Underspecified system With
Secondary Goals. x-dot is an array containing the desired end
effector velocities, J is an array containing the Jacobian,
and Z is an array containing the desired constraints.
PIOWSG x-dot J Z Function
Return the Pseudo Inverse for an Overspecified system With
Secondary Goals. x-dot is an array containing the desired
end effector velocities, J is an array containing the Jacobian,
and Z is an array containing the desired constraints.
PIGNSG x-dot J Function
Return the Pseudo Inverse using Greville's method with No
Secondary Goals. x-dot is an array containing the desired end
effector velocities, and J is an array containing the Jacobian.
PIGWSG x-dot J Z Function
Return the Pseudo Inverse using Greville's method With
Secondary Goals. x-dot is an array containing the desired
end effector velocities, J is an array containing the Jacobian,
and Z is an array containing the desired constraints.
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MOVING AN ARM:
*RECORD-METHOD* is the driver to be used when recording.
:vpr is the default which drives the Ampex 1 inch recorder.
Other valid ones are :ampex, and :wo (write-once).
*ERROR-CEILING* is usually set to .3 - this defines the
tolerance level of the arm when moving. If the error is greater
than this ceiling, the arm will not move to the new position
and/or orientation.
-NUM-FRAMES* This variable is usually set at 5 and defines how
many frames are to be drawn on the screen each time :MOVE-ARM
is used.
*INCREMENT-SIZE* is usually set to .05 - this variable is the
maximum increment size that a line should be divided up into when
computing the pseudoinverse. In other words, if :NEW-MOVE
is called, and the maximum change is 2 in some velocity, then
at least 40 Jacobians and their inverse will be computed,
i.e. the line will be split into 40 sections.
PRINT-ERROR Function
Print out the positional error of the last move.
:NEW-MOVE PI-type Message
&optional (dx 0) (dy 0) (dz 0)
(da 0) (db 0) (dc 0)
Move an arm by a very small amount. PI-type can be any one
of the functions described above (:pignsg, :pionsg, etc.) to
compute the pseudoinverse. dx, dy, and dz are the position
change, and da, db, and dc are the orientation change. This
message is usually called through :MOVE-ARM.
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:MOVE-ARM PI-type dx dy dz da db dc Message
&optional (record nil)
Move an arm by specifying the change in position and
orientation. This is the same as :NEW-MOVE except that the
input parameters can be of any size since this breaks them up
according to the value of *NUM-FRAMES* and
*INCREMENT-SIZE*. This message calls :NEW-MOVE. When
record is t, then each frame will be recorded on either the
Ampex or the write-once depending on *RECORD-METHOD*.
:FOLLOW-SPLINE-IN-3D pi-type xc yc zc Message
&optional record
Follow a 3d spline curve where xc, yc, and zc are arrays
containing the points in the curve. To create these arrays
see the section called miscellaneous. pi-type and record are
the same as in :MOVE-ARM. The orientation of the arm will
change with the curvature of the spline.
:FOLLOW-SPLINE pi-type xc yc zc &optional record Message
This is the same as :FOLLOW-SPLINE-IN-3D except that the
orientation only changes in the z-axis.
:FOLLOW-SPLINE-ORIENTATION-STILL Message
pi-type xc yc zc &optional record
This is the same as :FOLLOW-SPLINE-IN-3D except that the
orientation does not change.
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COLLISION DETECTION:
The following functions are for determining whether two convex
polyhedrons intersect. In order to make a quicker test to see
if they don't, bounding boxes may be used. All objects are
assumed to have been made with the 3D Toolkit. To put a
bounding box around an object use (MAKE-BOUNDING-BOX)
and then transform the box using (TRANSFORM-BOX) every time
the object is scaled, rotated, or translated (the box will "imitate"
the object). To see if two bounding boxes intersect, use
(NO-INTERSECTIONS-BOXES). For object collision detection
(without bounding boxes) use (NO-INTERSECTIONS-OBJECTS).
POINT Structure
Used by the structure BOX. Is made of of x y z and h.
h is usually 1.
BOX Structure
Used for bounding boxes around objects. This structure
contains eight points and a transformation matrix that the
points get multiplied by every time they are used.
MAKE-BOUNDING-BOX object Function
Return a BOX which is the bounding box of the object.
ABS-TRANSFORM-BOX box trans-matrix Function
Absolute transformation of a BOX by trans-matrix.
REL-TRANSFORM-BOX box trans-matrix Function
Relative transformation of a BOX by trans-matrix.
TRANSFORM-BOX box object Function
Calls ABS-TRANSFORM-BOX with the objects world-matrix.
This function should be run every time the object whose
bounding box you are testing is changed.
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DRAW-BOX box Function
Draw a BOX on the screen.
BOX-BOXES box-list Function
Return a BOX which is the bounding box around all the
boxes contained in box-list. This can be used for hierarchical
collision detection. This box should probably not be
transformed as it will be parallel to all the axes, the boxes
in box-list usually are not parallel, as they have been
transformed the same way as the objects which they bound.
NO-INTERSECTIONS-BOXES box-A box-B Function
This is the main routine for collision detection between two
boxes. Test to see if box-A and box-B do not intersect (they
are both BOX structures). If they do intersect, the function
returns NIL, if not, it returns T.
NO-INTERSECTIONS-OBJECTS object-A object-B Function
This is the main routine for collision detection between two
objects created in 3D Toolkit. They should be convex
polyhedrons. Test to see if object-A and object-B do not
intersect. If they do intersect, the function returns NIL,
if not, it returns T.
NO-INTERSECTIONS object1 object2 Function
This routine is the almost the same as
(NO-INTERSECTIONS-OBJECTS). The difference is that
first the bounding boxes around the objects are tested for
collisions. Bounding boxes will created each time this is used.
This will be faster in general if it is assumed that objects
do not intersect most of the time.
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** *** *** ** ***** *** **** * ** ***** * ****** * * * ** * ********** ***
HANDS AND GRASPING:
A hand for reaching and grasping objects has been created. In
order to load it up and store various hand positions in different
variables, run (SET-UP-HAND). Seven different positions will be
stored as described below. The hand is an object created in
3D Toolkit and is a tree structure with the fingers being the
children of the palm. Each finger is made up of three links,
these are also in tree form. The fingers are numbered 1 to 5,
where 1 refers to the pointer finger and 5 refers to the thumb.
Collision detection can be turned on or off for the hand when it
is commanded to grasp an object. The object must also be set up
using (SET-UP-OBJECT). (HAND-INTERPOLATION) is the
most powerful function for animating the hand.
*HAND* is the variable where the hand is stored after running
(SET-UP-HAND).
*LEFT-HAND* is the variable where the hand is stored after
running (SET-UP-LEFT-HAND).
*HAND-BOX-TREE* stores the bounding boxes of the hand.
*COLLISION-DETECTION?* is the variable that determines
whether collision detection is on or off.
*PICKUP-OBJECT* contains the object that the hand will grasp.
*OBJECT-BOX* contains *PICKUP-OBJECT*'s bounding box.
SET-UP-HAND Function
Sets up *HAND* and various other variables to contain different
positions of the hand. Also creates bounding boxes around each
link in the hand and stores them in *HAND-BOX-TREE*.
78
SET-UP-LEFT-HAND Function
Sets up *LEFT-HAND*.
GET-FINGER finger-index-number Function
&optional (hand *hand*)
Accesses one of the fingers from the tree structure.
finger-index-number determines which finger. It should
be a number from 1 to 5 as described above.
GET-MIDDLE-FINGER finger-index-number Function
&optional (hand *hand*)
Accesses one of the middle of the fingers from the tree
structure. See GET-FINGER.
GET-TIP-FINGER finger-index-number Function
&optional (hand *hand*)
Accesses one of the tips of the fingers from the tree structure.
See GET-FINGER.
ROTATE-OBJECT-LOCALLY object rx ry rz Function
Rotate an object locally around its origin, first around the
x-axis by rx, then around the y-axis by ry, and then around the
z-axis by rz. This is useful for rotating any part of the hand
which can be accessed using the three functions described
above. To rotate the whole hand, use this with *HAND*.
ROTATE-OBJECT-BACK-LOCALLY object rx ry rz Function
This is the opposite of (ROTATE-OBJECT-LOCALLY), it
will rotate first in z by rz, then in y by ry then in x by rx.
BEND-ONE-FINGER finger-num rx ry rz rmx rmy rmz Function
rtx rty rtz &optional (hand *hand*)
Bend one finger (determined by finger-num - 1 to 5). The finger
will bend by rx ry and rz, the middle of the finger will bend by
rmx rmy and rmz, and the tip will bend by rtx rty rtz.
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BEND-FOUR-FINGERS rx ry rz rmx rmy rmz Function
rtx rty rtz &optional (hand *hand*)
Bend the first four fingers in hand (all but the thumb).
The fingers will bend by rx ry and rz, the middle of the
fingers will bend by rmx rmy and rmz, and the tips will bend
by rtx rty rtz.
MAKE-OPEN-HAND &optional (hand *hand*) Function
Return an open hand position. This is used for the hand
when in rest. This function is called by (SET-UP-HAND) and
the value it returns is stored in *OPEN-HAND*.
MAKE-OPPOSITION-HAND Function
&optional (hand *hand*)
Return an opposition grip hand position. This is used for
precision grips. This function is called by (SET-UP-HAND)
and the value it returns is stored in *OPPOSITION-HAND*.
MAKE-REST-HAND &optional (hand *hand*) Function
Return a rest hand position. This is the usual hand rest
position. This function is called by (SET-UP-HAND) and
the value it returns is stored in *REST-HAND*.
MAKE-FIST-HAND &optional (hand *hand*) Function
Return a fist hand position. This is used for power grips.
This function is called by (SET-UP-HAND) and the value
it returns is stored in *FIST-HAND*.
MAKE-WIDE-HAND &optional (hand *hand*) Function
Return a wide hand position. This is used before hand is
about to grasp an object. This function is called by
(SET-UP-HAND) and the value it returns is stored in
*WIDE-HAND*.
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MAKE-BOUNCE-HAND &optional (hand *hand*) Function
Return a bounce hand position. This is for bouncing a
ball with the hand. This function is called by
(SET-UP-HAND) and (SET-UP-LEFT-HAND) the value
it returns is stored in rBOUNCE-HAND* and
*BOUNCE-LEFT-HAND*.
DRAW-HAND-QUICK &optional (hand *hand*) Function
Draw a quick wire frame representation of hand on the screen.
DRAW-HAND &optional (hand -hand*) Function
Draw a shaded version of hand on the screen.
DRAW-TWO-VIEWS &optional (hand *hand*) Function
Draw two views of hand with shading on the screen.
CHANGE-QUICK-DRAW-METHOD Function
&optional (hand *hand*)
(new-method :hidden-surface)
Change the representation when drawing a wire frame of hand
using (DRAW-HAND-QUICK). Valid inputs for new-method
are :hidden-surface, :no-hidden-surface, and :bounding-box.
CHANGE-DRAW-METHOD Function
&optional (hand *hand*)
(new-method :draw-shaded)
Change the shading method of rendering the hand when using
(DRAW-HAND). Valid inputs for new-method are
:draw-shaded, :draw-smoothed, :draw-solid, and :no-draw.
GET-HAND-STATE &optional (hand *hand*) Function
Return a tree structure (as a list) containing the current
state of hand. The state of each link is included with its
4 by 4 position matrix.
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SET-HAND-STATE &optional (hand *hand*) Function
(hand-state-list *original-hand*)
Set hand up to be in the state defined by hand-state-list.
See GET-HAND-STATE.
HAND-INTERPOLATION hand new-state-list frames Function
&optional (grab-frame nil)
(draw-method " draw-hand")
This function provides the user with the most control
for animating the hand. (SET-UP-HAND) should have been
called before running this. This function interpolates
between the state of hand and new-state-list. It checks for
collision detection if *COLLISION-DETECTION?* is set to T.
If it is, then each finger will stop either when it reaches its
final destination or when it touches the object. hand -should
be *HAND*, unless a hand has been stored in another variable.
The hand can be in some predefined position. This is
accomplished by running (MAKE-WIDE-HAND),
(MAKE-REST-HAND), etc, before running this.
Otherwise, fingers can be bent as desired using
(BEND-ONE-FINGER) or (BEND-FOUR-FINGERS).
new-state-list is the state that hand should interpolate to.
This can be wFIST-HAND*, *OPPOSITION-HAND*,
*REST-HAND*, *WIDE-HAND*, *OPEN-HAND*
*ORIGINAL-HAND* or *BOUNCE-HAND* orany new
state that has been saved using (GET-HAND-STATE). frames
is the number of frames to interpolate between hand and
new-state-list. grab-frame should usually be set to nil.
This variable is used for making a pan-zoom movie on the
screen which is usually 16 frames, so if it is set to T, then
frames should be set at 15 (this will create 16 frames).
The frames can then be displayed using (SHOW-ARRAY) or
(SHOW-NTSC-ARRAY). Draw-method should be
"draw-hand-quick", "draw-hand", or "draw-two-views".
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GRASP object &optional (frames 25) (hand *hand*) Function
(new-state-list *opposition-hand*)
(grab-frame nil)
This function calls (HAND-INTERPOLATION).
(MAKE-WIDE-HAND) is usually run before this so that
the interpolation will occur from a wide open hand to a
precision grip (*OPPOSITION-HAND*). object is a
3D Toolkit object that the hand should grasp.
*COLLISION-DETECTION?* should be set to T for collision
detection to be on. Each finger will stop as soon as it touches
the object or when it reaches its destination determined by
new-state-list. frames is the number of frames to interpolate,
and grab-frame is for pan-zoom movie animation (usually set
to NIL).
ANIMATE-HAND new-state Function
This function calls (HAND-INTERPOLATION). It
interpolates for 16 frames from a wide open hand position
to new-state (see (HAND-INTERPOLATION) for valid
input for new-state - the same as new-state-list). The 16
frames are stored in arrays in *SCREEN-ARRAY* and
can be used for a pan zoom movie.
(SHOW-ARRAY) Function
If grab-frame was set to T in (HAND-INTERPOLATION)
or (GRASP), then this function can be called to show the
16 frames of animation onto a 1280 by 1024 32-bit screen.
(SHOW-NTSC-ARRAY) Function
If grab-frame was set to T in (HAND-INTERPOLATION)
or (GRASP), then this function can be called to show the
16 frames of animation onto a 640 by 480 NTSC screen.
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BOUNCE-16 &optional (frequency 8.0) (times 7777777) Function
(screen color:color-screen)
After (SHOW-ARRAY) is called, this function will animate
the 16 frames on the screen using a hardware pan and zoom.
Frequency is the speed of the animation. 4.0 is a good value
for the hand.
BOUNCE- 16-NTSC &optional (frequency 8.0) Function
(times 7777777)
(screen color:color-screen)
After (SHOW-NTSC-ARRAY) is called, this function will
animate the 16 frames on the screen using a hardware pan
and zoom. Frequency is the speed of the animation. 4.0 is a
good value for the hand.
TOGGLE-COLLISION Function
Toggle the state of *COLLISION-DETECTION?*.
BOUND-OBJECT object Function
This calls MAKE-BOUNDING-BOX if object is not NIL
and sets *OBJECT-BOX* to be the bounding box.
SET-UP-OBJECT object Function
This function sets up *PICKUP-OBJECT* and
*OBJECT-BOX* in order for the hand to grasp object correctly.
This should be run before (GRASP) or any commands to make
the hand grasp an object.
DRAW-HAND-TREE Function
&optional (hand-box-tree *hand-box-tree*)
Draw the bounding boxes for each link in the hand.
DRAW-HAND-BOXES Function
&optional (hand-box-tree *hand-box-tree*)
Same as (DRAW-HAND-TREE).
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TRANSFORM-HAND-BOXES Function
&optional (hand *hand*)
(hand-box-tree *hand-box-tree*)
Transform all the hands bounding boxes. This is necessary
whenever the hand is moved. This is called by
(CHECK-FOR-COLLISIONS).
CHECK-FOR-COLLISIONS object Function
Check hand for collisions against object. Return T if none
of the fingers intersect, and a list of the fingers that do
if it does. This function checks for collisions with a hierarchy
of bounding boxes, it first checks the bounding box of the object
against two bounding boxes that represent the hand, if that
intersects, then it checks the objects bounding box against all
of the hand's link's bounding boxes. If that also intersects,
then it checks the actual object against the actual links.
MAKE-LEFT-HAND &optional (hand *hand*) Function
This function returns a hand opposite to the parameter hand.
Since *hand* is a right hand, the function returns a left hand
if no parameter is input.
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***** ****** **** ** **** *** * ****** **** * ************** * ***********
MISCELLANEOUS:
3D-SPLINE xp yp zp Function
&optional (curve-num 200) (cyclic? nil)
Creates a 3D cubic spline that uses xp yp and zp as the control
points. Returns a list of three arrays (x, y. z) that contain
the points. xp, yp and zp should be arrays containing the
points. Curve-num is the amount of points that should be
computed along the curve and will be the length of the arrays
that it returns in the list. cyclic? determines whether the
last point in the curve should be connected back to the first
or not. NOTE: the file spline-examples contains various
examples of splines that have been used to move the arm.
DRAW-3D-SPLINE xc yc zc Function
Draw the 3D spline defined by the points contained in the
arrays xc, yc, and zc.
DRAW-3D-LINE vector1 vector2 Function
&optional (window *window*)
Draw a 3D line from the x,y,z point list in vector1 to the
x,y,z point list in vector2.
VECTOR-TO-ARRAY vector Function
Takes a list as input and returns an array that contains the
elements in the list. This can be useful to enter the points
for xp, yp and zp for (3D-SPLINE).
WRITE-ARM &optional (arm armi) Function
(name " arrays.out")
Write out the transformation matrices that describe each link
in an arm relative to each other into the file defined by name.
*PATH-NAME-PREFIX* is the default pathname where the
output file will be written to. It is set to
"zaxxon:>ferdi>robot" as a default, this should be changed to
the appropriate pathname before running this function.
86
WRITE-HAND-ARRAY-INTO-FILE array-list Function
&optional (name "arrays.out")
Write out the hand position matrices of the tree structure
stored in array-list into a file defined by name. A valid input
for array-list can be obtained by running (GET-HAND-STATE).
*PATH-NAME-PREFIX* is the default pathname where the
output file will be written to. It is set to
"zaxxon:>ferdi>robot" as a default, this should be changed to
the appropriate pathname before running this function.
PRINT-MATRIX matrix Function
Print a matrix stored in an array nicely onto the screen.
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