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Abstract
Given X, Y , Z and W, compact metric spaces we consider two iterated function
systems {τx : Z → Z, x ∈ X} and {τy : W → W, y ∈ Y }, where τx and τy are
contractions. Let Π(·, ·, τ) be the set of probabilities pi ∈ P(X × Y × Z ×W ) with
(X,Z)−marginal being holonomic with respect to τx and (Y,W )-marginal being
holonomic with respect to τy. Given µ ∈ P(X) and ν ∈ P(Y ), let Π(µ, ν, τ) be
the set of probabilities in Π(·, ·, τ) having X-marginal µ and Y−marginal ν. Let
Hα(pi) be the relative entropy of pi with respect to α and Hβ(pi) be the relative
entropy of pi with respect to β. Given a cost function c ∈ C(X × Y × Z ×W ), let
Pα,β(c) = suppi∈Π(·,·,τ)
∫
c dpi +Hα(pi) +Hβ(pi). We will prove the duality equation:
inf
P
α,β
(c−ϕ(x)−ψ(y))=0
∫
ϕ(x) dµ +
∫
ψ(y) dν = sup
pi∈Π(µ,ν,τ)
∫
c dpi +Hα(pi) +Hβ(pi).
In particular, if Z and W are single points and we drop the entropy, the equation
above can be rewritten as the Kantorovich Duality for the compact spaces X,Y and
a continuous cost function −c.
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1 Introduction
Let X and Z be compact metric spaces. For each x ∈ X we associate a continuous map
τx : Z → Z. We denote by Π(τ) the set of holonomic probabilities in P(X × Z) that is,
the probabilities π satisfying the equation∫
g(τx(z)) dπ(x, z) =
∫
g(z) dπ(x, z), for any g ∈ C(Z).
The holonomic constraint above appears in several contexts, not just in discrete dy-
namics and thermodynamic formalism. For instance, for Lagrangian mechanics, in the
Aubry-Mather theory there is an analogous holonomic constraint
∫
TM
vdϕ dµ(x, v) =
0, ∀ϕ ∈ C1(M). In [4], [8] the Mather measures are the measures that minimizes the
integral
∫
TM
L(x, v) dµ(x, v) among all the probabilities satisfying the holonomic con-
straint (usually called holonomic probabilities). The discrete version of the Lagrangian
holonomic constraint is∫
TM
ϕ(x+ v) dµ(x, v) =
∫
TM
ϕ(x) dµ(x, v),
what can be seen as the holonomic constraint for an IFS where τvx = x+ v.
Also, in [3], Section 6, a holonomic constraint is used to study the Monge transporta-
tion problem when the cost is the action associated to a Lagrangian function on a compact
manifold. See [9], [2] and [17], for general properties and some background on iterated
function systems theory.
In the rest of this work, we assume that the maps {τx}x∈X are uniform contractions,
that is, there exists some constant 0 < γ < 1 such that
d(τx1(z1), τx2(z2)) ≤ γ[d(x1, x2) + d(z1, z2)], (1)
for any xi ∈ X and zi ∈ Z.
For each point x0 ∈ X there is a unique fixed point z(x0) ∈ Z for τx0 . Thus, the
probability π = δx0,z(x0) is holonomic because∫
g δx0,z(x0) = g(z(x0)) = g(τx0(z(x0))) =
∫
g(τx(z)) δx0,z(x0),
for g ∈ C(Z).
The next constructions are inspired by [1] and [11]. For a fixed α in P(X), with
supp(α) = X and a Lipschitz cost function c(x, z) we define the operator Lc,α : C(Z) →
C(Z) by
Lc,α(ψ)(z) =
∫
ec(x,z)ψ(τx(z)) dα(x).
Sometimes we write Lc,α as Lc. With the assumption of α˜ to be a finite measure instead
of probability there are not relevant advances in our results. Indeed, when dα˜ = kdα,
where k is a positive constant, we have Lc,α˜ = Lc+log(k),α. For a countable or finite set X ,
the usual measure α˜(x) represents the summation over the branches of the weighted IFS
(see [9], [13], [17]). Writing α˜(x) =
∑
i δxi we get the transference operator
Lc,α˜(ψ)(z) =
∑
i
ec(xi,z)ψ(τxi(z)).
If X = {1, 2, 3, 4} and α = (p1, p2, p3, p4) is a positive probability vector, then Lc,αh(z)
became
4∑
i=1
ec(xi,z)+log(pi)h(τxi(z)).
In this case, the choice of a different probability α only produces a perturbation on the
cost function c. When X is not countable, the introduction of the probability α in the
operator is natural because it allows us to get the existence of probabilities α¯ and α that
are not equivalent. In this case, the choice of α is not absorbed by changes on c.
The Ruelle-Perron-Frobenius operators, has been studied by several authors in the last
few years under different hypothesis on the weights ec(xi,z) and on the IFS. For example
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in [16] is proved, under suitable hypothesis, the uniqueness of the invariant measures for
the operator T (f)(x) =
∫
S
f(ws(x))dµ(s) where {(X, d), ws : X → X, s ∈ S} is an IFS
and µ is an “a priori” distribution of s.
Also, in [17], is studied a hyperbolic IFS with countable many branches, {φi : X →
X, i ∈ I}. In this work, the thermodynamic formalism for the operator
L(ψ)(x) =
∑
i∈I
eφ
(i)
ψ(φi(x))
was considered, where {φi} is a family of Ho¨lder maps of order β. In this setting, the
topological pressure P (φ) = lim
n→∞
1
n
Zn(φ) is defined, where Zn(φ) is a subadditive parti-
tion function associated. Finally, the author shows that the dual operator L∗ acting in
probabilities has an eigenmeasure with eigenvalue λ = eP (φ) and, under the normalization
of L∗, there is an unique Gibbs state.
We will briefly show that some results about XY model [1] and Spin Lattice Systems
[11] can be adapted to the present setting. In the Chapter 2, we follow [11] studying the
operator Lc and the dual operator L
∗
c . These operators can be used in order to construct
the definition of the relative entropy of a holonomic probability π ∈ Π(τ) with respect to
α by
Hα(π) = − sup
{∫
c(x, z) dπ | c is Lipschitz and Lc(1) = 1
}
.
Thus, the pressure of a continuous function c, relative to α, is defined by
Pα(c) = sup
pi∈Π(τ)
[∫
c dπ +Hα(π)
]
.
The number eP (c) is equal to the spectral radius of Lc if c is Lipschitz (related results
can be founded in [13], [11]). This way of define entropy and pressure is related with the
Legendre’s transform.
The entropy above defined is a natural generalization of the Kolmogorov-Sinai entropy
for symbolic dynamics (see section 2). On the other hand we will present an example where
this entropy is not an affine function on the space of holonomic probabilities. Moreover,
studying this example, we can easily show that for any c, the holonomic measure that
attain the supremum in P (c) is not an extremal point of the convex set Π(τ).
From a transport theory point of view (see [18]), is natural try to impose some con-
dition on the X-marginal of π. For a fixed µ ∈ P(X) we denote by Π(µ, τ) the set of
holonomic probabilities that also satisfy∫
f(x) dπ(x, z) =
∫
f(x) dµ
for any f ∈ C(X), that is the set of holonomic probabilities with X-marginal equal to µ.
In the chapter 3, we consider the problem of the marginals. In the general case, given
c ∈ C(X,Z), the possible measures that attain the supremum
sup
pi∈Π(τ)
∫
c dπ +Hα(π)
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may not be in Π(µ, τ). So we can ask, what could be said about
sup
pi∈Π(µ,τ)
∫
c dπ +Hα(π).
In order to visualize the Kantorovich duality in the current setting we generalize this
question fixing two other compact metric spaces Y and W and an IFS {τy : W →W, y ∈
Y } formed by uniform contractions as {τx} above. We denote by Π(·, ·, τ) the set of
probabilities π ∈ P(X × Y × Z × W ) satisfying
∫
f(τx(z)) dπ =
∫
f(z) dπ, f ∈ C(Z)
and
∫
g(τy(w)) dπ =
∫
g(w) dπ, g ∈ C(W ). This is the set of probabilities with (X,Z)-
marginal holonomic with respect to {τx} and (Y,W )-marginal holonomic with respect to
{τy}. Given probabilities α ∈ P(X) and β ∈ P(Y ), with supp(α) = X, supp(β) = Y, for
π ∈ Π(·, ·, τ) we denote by Hα(π) the relative entropy of the holonomic (X,Z)-marginal of
π with respect to α. Analogously we denote by Hβ(π) the relative entropy of the (Y,W )-
marginal of π with respect to β. The marginal pressure of a continuous cost function
c(x, y, z, w) relative to (α, β) will be defined by
P(α,β)(c) = sup
pi∈Π(·,·,τ)
∫
c dπ +Hα(π) +Hβ(π).
Using ideas of transport theory (see [18], [10], [12]), we fix two probabilities µ ∈ P(X)
and ν ∈ P(Y ) and denote by Π(µ, ν, τ) the set of probabilities π ∈ Π(·, ·, τ) satisfying∫
f(x) dπ =
∫
f(x) dµ(x), f ∈ C(X) and
∫
g(y) dπ =
∫
g(y) dν(y), g ∈ C(Y ). Applying
the Fenchel-Rockafellar Duality Theorem we will prove in Theorem 19 that
inf
Pα,β(c−ϕ(x)−ψ(y))=0
∫
ϕ(x) dµ+
∫
ψ(y) dν = sup
pi∈Π(µ,ν,τ)
∫
c dπ +Hα(π) +Hβ(π),
where the possible functions ϕ(x) and ψ(y) appearing in the left hand side are continuous.
When Z and W are single points and the entropy is dropped (which is the zero
temperature case, in the spin lattice system) Pα,β(c − ϕ − ψ) = 0 is equivalent to
supx,y{c(x, y) − ϕ(x) − ψ(y)} = 0. In this case, the duality above can be rewritten
as the Kantorovich Duality for compact spaces X and Y and a continuous cost function
−c:
inf
c−ϕ(x)−ψ(y)≤0
∫
ϕ(x) dµ+
∫
ψ(y) dν = sup
pi∈Π(µ,ν)
∫
c dπ.
We present this result in Theorem 21.
On the other hand, if we suppose that Y andW have a single point, then the Theorem
19 can be rewritten as
inf
P (c−ϕ(x))=0
∫
ϕdµ = sup
pi∈Π(µ,τ)
∫
c dπ +Hα(π).
This result can be interpreted as a kind of variational principle using the operator Lc,α
where we change the concept of eigenvalue from number to a function on the variable x.
Although this particular result seems to recall the main result in [12], we have a differ-
ent situation. In order to illustrate the differences, we present an example of application in
Thermodynamic Formalism. Let X = {0, 1} and Z = {0, 1}N be compact metric spaces
with the respective natural distances. Let τx(z1, z2, ...) = (x, z1, z2, ...) and for a fixed
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probability measure µ = (p1, p2) over {0, 1}, consider the set of invariant probabilities π
for the shift map σ acting on Z = {0, 1}N satisfying π([0]) = p0 and π([1]) = p1, where
[0] and [1] are the cylinder sets of size one. Denote this set by Π(µ) and consider the
variational problem
sup
pi∈Π(µ)
∫
Adπ + h(π)
where A is a Lipschitz function and h is the Kolmogorov entropy. In this case we are
interested only on invariant probabilities π such that π([0]) = p0. This supremum is equal
to
inf{ϕ0p0 + ϕ1p1}
where (ϕ0, ϕ1) satisfies
∑
i=1,2 e
A(iz)−ϕig(iz) = g(z) for some positive and continuous func-
tion g and any z.
2 Entropy and pressure
In this section we study the operator Lc = Lc,α and the dual operator L
∗
c . We use this
operator to define the entropy of a holonomic probability (see [13], [11] for related results).
Lemma 1. There exists a positive eigenfunction h(z) associated to a positive eigenvalue
λ for Lc.
Proof. This proof follows similar arguments to those found in [5] (see also [1]).
Using that λ and h given above are positive, the function
c(x, z) = c(x, z) + log(h(τx(z)))− log(h(z))− log(λ)
is well defined. Clearly Lc,α(1) = 1 and we notice that c is a Lipschitz function. Indeed,
given points (x1, z1) and (x2, z2), from (1) we have
|h(τx1(z1))− h(τx2(z2))| ≤ Cd(τx1(z1), τx2(z2)) ≤ Cγ(d(x1, x2) + d(z1, z2)).
The conclusion follows from the fact that c and h are Lipschitz functions, and log(·) is an
analytic function.
Definition 2. A Lipschitz function c = c(x, z) is normalized if Lc(1) = 1.
When we write, “c is normalized”, or consider the operator Lc, we always suppose that
c is a Lipschitz function. Also, the function c is always a normalized function associated
to c. The next results can be used in order to show that c is unique. Naturally
∫
c dπ =∫
c dπ − log(λ) for any holonomic probability π.
Example 3. The present setting do not exclude the possibility of existence of more than
one eigenfunction h ≥ 0 with positive eigenvalue associated.
Consider X = {1}, Z = [0, 1], τx(z) = z/2 and c = 0. Then τx is a contraction map
with γ = 1/2.
Lc,α(ψ)(z) = L(ψ)(z) = ψ(z/2).
From this, a continuous family of eigenfunctions hα ≥ 0 associated to positive eigenvalues
is hα(z) = z
α, α 6= 0 and h0(z) = 1. Indeed L(hα)(z) = (z/2)
α = 1
2α
hα(z), and L(h0)(z) =
1 = 1 · h0(z). If α 6= 0, hα(0) = 0
α = 0.
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In the standard Thermodynamic Formalism one consider cases that are topologically
mixing. Hence, if some eigenfunction h ≥ 0 satisfies h(x0) = 0 at some point x0 is easy
to show that h = 0. This result can be used in order to prove that the main eigenvalue
λ is simple (see [15]). The argument below shows that we can not exclude cases as the
previous one.
Lemma 4. There exists a unique positive eigenvalue λ associated to a strictly positive
continuous eigenfunction for Lc,α and this λ is equal to the spectral radius of Lc,α over
C(Z). The eigenfunction h associated to λ is Lipschitz and unique except by multiplication
by a constant.
Proof. From the Lemma 1 there exists λ˜ > 0 and h˜ > 0 such that Lc,α(h˜) = λ˜ h˜. The
function c(x, z) = c(x, z) + log(h˜(τx(z))) − log(h˜(z)) − log(λ˜) is normalized and for any
pair λ0 and h0 we have that Lc,αh0 = λ0h0 iff Lc,α(h0 · h˜) = (λ0 · λ˜)(h0 · h˜). Therefore it is
sufficient to prove our claim for c.
Hence, we need first to show that λ = 1 is the unique positive eigenvalue that can
be associated to a positive eigenfunction. In order to do that we suppose that Lc,α has
a positive eigenvalue λ2 associated to a strictly positive continuous eigenfunction h2. We
want to show that λ2 = 1. Let h2(z0) = min{h2(z)} and h2(z1) = max{h2(z)}. Then
λ2h2(z1) =
∫
ec(x,z)h2(τx(z1)) dα ≤
∫
ec(x,z)h2(z1) dα = h2(z1)
(this shows that λ2 ≤ 1) and
λ2h2(z0) =
∫
ec(x,z)h2(τx(z0)) dα ≥
∫
ec(x,z)h2(z0) dα = h2(z0)
(this shows that λ2 ≥ 1).
In order to show that 1 is equal to the spectral radius of Lc we notice that if |u|∞ =
supz{|u(z)|} ≤ 1 then |Lc(u)|∞ ≤
∫
ec(x,z)|u|∞dα(x) = |u|∞. Thus |L
n
c (u)|
1/n
∞ ≤ 1.
Now we will show that the constant function is the unique eigenfunction for the nor-
malized operator associated to the eigenvalue 1. In order to show this we suppose that
there exists an eigenfunction h non constant. We can suppose h ≥ 0 (because h+ cte will
be also an eigenfunction). Let h(z0) = min{h}, h(z1) = max{h} and 0 < ǫ < h(z1)−h(z0).
Writing Lnc,α = Lc,α ◦ L
n−1
c,α , for n = 2, 3, ... we have
h(z1) = L
n
c,α(h)(z1)
=
∫
Xn
e
c(xn,τxn−1 ...τx1z1)
· · · e
c(x2,τx1z1)
e
c(x1,z1)
h(τxn...τx1z1) dα
n(x1, ..., xn).
This show that max{h} = h(τxn ...τx1z1) for α
n-a.e. (x1, ..., xn). From our hypothesis on
τ (see equation (1)), we have
d(τxn...τx1z1, τxn...τx1z0) < γ
ndiam(Z).
The function h is uniformly continuous (because Z is compact), then for a sufficiently
large n we have |h(τxn ...τx1z1)− h(τxn ...τx1z0)| < ε. Consequently
h(τxn ...τx1z0) > max{h} − ǫ > min{h} = h(z0), α
n-a.e. (x1, ..., xn).
6
This is a contradiction because from
h(z0) =
∫
Xn
ec(xn,τxn−1 ...τx1z0)...ec(x2,τx1z0)ec(x1,z0)h(τxn ...τx1z0) dα
n(x1, ..., xn),
we conclude that h(τxn...τx1z0) = h(z0), α
n-a.e. (x1, ..., xn).
From the above lemma there is only one way of associate a normalized function. c to
a Lipschitz function c(x, z) by adding a constant and a continuous function (that is also
Lipschitz) in the form g(τx(z))− g(z).
If Lc,α(1) = 1, the dual operator L
∗
c,α (denoted also by L
∗) acting over probabilities in
P(Z) is defined by ∫
ψ(z) dL∗(P ) =
∫
L(ψ) dP.
Let ρ be an invariant probability for the dual operator. We want to prove the uniqueness
of ρ. In the next lemma |u|∞ is the supremum norm of a Lipschitz function u and |u|lip
is the Lipschitz constant of u.
Lemma 5. Suppose that c is normalized and u is a Lipschitz function. There is a constant
C that does not depend on u satisfying
|Lncu|lip ≤ C|u|∞ + γ
n|u|lip.
Proof. The proof follows from an argument similar to the proof of prop. 2.1 in [15].
For each sequence x1, x2..., of elements in X and any points z1, z2 in Z we have
d(τxn...τx1z1, τxn...τx1z2) < γ
ndiam(Z).
Let Zˆ be the set of points z ∈ Z satisfying that there exists elements x1, x2, ... in X
and z0 ∈ Z such that z is an accumulation point of {τxn ...τx1z0}n≥1. From the above
computation the point z0 is not relevant, but x1, x2, .... If for each k there exists a sequence
xk1, ..., x
k
k and a point zk ∈ Z such that d(z, τxkk ...τxk1zk) < 1/k then z ∈ Zˆ because is an
accumulation point for the sequence {x11, x
2
1, x
2
2, x
3
1, x
3
2, x
3
3, ...}.
Proposition 6. There is a unique probability ρ ∈ P(Z) invariant under the action of
the dual operator L∗c . The support of ρ is a subset of Zˆ and for any Lipschitz function
u : Z → R we have
Lnc,α(u)→
∫
u dρ
uniformly in Z.
Proof. We will show first that, for any possible fixed probability ρ, supp(ρ) ⊆ Zˆ. Consider
a point z1 ∈ Z − Zˆ then there exists ǫ > 0 and n0 such that, for any z0 ∈ Z and x1, ..., xn
in X with n ≥ n0 d(z1, τxn...τx1z0) > ǫ. Let u : Z → [0,+∞) be a continuous function
satisfying u = 1 in B(z1, ǫ/2) and u = 0 out of B(z1, ǫ). Then, for n ≥ n0 we have the
equality
∫
u dρ =
∫
Lnc u dρ =
=
∫
Z
∫
Xn
ec(xn,τxn−1 ...τx1z)...ec(x2,τx1z)ec(x1,z)u(τxn...τx1z) dα
n(x1, ..., xn)dρ(z) = 0.
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Therefore z1 /∈ supp(ρ).
Now we will proof the other claims in the proposition. Consider a fixed Lipschitz
function u : Z → [0,∞). From the above lemma |Lnc (u)|lip ≤ C|u|∞ + γ
n|u|lip and we
also have |Lnc (u)|∞ ≤ |u|∞. Thus {L
n
cu} is an equicontinuous family. From the Arzela-
Ascolli theorem there is a uniformly convergent sub-sequence Lnic u → w. As u ≥ 0, we
have w ≥ 0. From the inequalities sup{u} ≥ sup{Lc(u)} ≥ sup{L
2
c(u)}... and inf{u} ≤
inf{Lc(u)} ≤ inf{L
2
c(u)}... we conclude that sup{w} = sup{L
n
c (w)}, for n ≥ 1 and
inf{w} = inf{Lnc (w)}, for n ≥ 1.
We claim that w is a constant function.
Indeed, suppose that sup{w}− inf{w} > ǫ > 0. Let {z1n} and {z
2
n} be such that sup{w} =
(Lncw)(z
1
n) and inf{w} = (L
n
cw)(z
2
n), then
sup{w} =
∫
Xn
ec(xn,τxn−1 ...τx1z
1
n)+...+c(x1,z
1
n)w(τxn...τx1z
1
n) dα
n(x1, ..., xn).
Therefore w(τxn...τx1z
1
n) = sup{w}, α
n-a.e. (x1, ..., xn). From the hypothesis on τ (see
equation (1)) we have
d(τxn ...τx1z
1
n, τxn...τx1z
2
n) < γ
ndiam(Z).
The function w is uniformly continuous, then for n large enough we have |w(τxn...τx1z
1
n)−
w(τxn...τx1z
2
n)| < ǫ. Consequently
w(τxn...τx1z
2
n) > sup{w} − ǫ > inf{w}, α
n-a.e. (x1, ..., xn).
This is a contradiction because, from
inf{w} =
∫
Xn
ec(xn,τxn−1 ...τx1z
2
n)+...+c(x1,z
2
n)w(τxn...τx1z
2
n) dα
n(x1, ..., xn)
we can also conclude that w(τxn...τx1z
2
n) = inf{w}, α
n-a.e. (x1, ..., xn). Thus w is constant.
Let ρ be an invariant probability for L∗c . Then supp(ρ) ⊆ Zˆ and∫
u dρ = lim
i→∞
∫
Lnic u dρ =
∫
w dρ = w.
Using this equation and the above statement we can conclude that these arguments can
be applied for any sub-sequence proving that the sequence Lncu converges uniformly to∫
u dρ. Considering any possible Lipschitz function u we obtain that ρ is unique and
satisfy ∫
u dρ = lim
n→∞
(Lncu),
for any Lipschitz function u.
The probability π ∈ P(X × Z) defined by∫
g(x, z) dπ =
∫ ∫
ec(x,z)g(x, z) dα(x)dρ(z) (2)
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is holonomic. Indeed, if g ∈ C(Z) we have∫
g dπ =
∫
g dρ =
∫
L(g) dρ
=
∫ ∫
ec(x,z)g(τx(z)) dα(x)dρ(z)
=
∫
g(τx(z)) dπ.
We denote π the holonomic probability associated to the pair c and α. If c is not
normalized then there is a unique normalized function c associated to c (following the
above discussion) and the holonomic probability associated to c will be (by convention)
the holonomic probability associated to c .
Following [11] we define the relative entropy of a holonomic probability π ∈ P(X×Z)
with respect to the probability α ∈ P(X) by
Hα(π) = − sup
Lc,α1=1
∫
c(x, z) dπ(x, z)
= − sup
{∫
c(x, z) dπ(x, z) | c is Lipschitz and Lc,α1 = 1
}
.
The pressure of a continuous function c with respect to α is defined by
Pα(c) = sup
pi∈Π(τ)
∫
c dπ +Hα(π).
As a consequence of these definitions, part of our results and proofs below will be
improvements of the ones that appear in [11]. The following properties are direct conse-
quences of definitions.
Proposition 7. Properties of entropy and pressure:
1 - Hα is a concave function on Π(τ);
2 - Hα is upper semi-continuous;
3 - Hα ≤ 0 (because c = 0 is normalized);
4 - Pα is a convex function on C(X,Z);
5 - if k is a constant, then P (c+ k) = P (c) + k;
6 - for any g ∈ C(Z), P (c(x, z) + g(z)− g(τx(z))) = P (c);
7 - The pressure is a continuous function on (C(x, z), | |∞), more precisely |P (c1) −
P (c2)| ≤ |c1 − c2|∞.
In these notes, is perfectly possible to change the sign of the relative entropy defining
Iα(π) = sup
Lc,α1=1
∫
c(x, z) dπ(x, z)
and then
Pα(c) = sup
pi∈Π(τ)
∫
c dπ − Iα(π).
In this case the entropy will be non negative. See [6] for an interesting discussion about
the relative entropy.
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Example 8. Suppose that Z = {z} has a single point and X = {1, ..., d} is a finite
set. Consider a fixed probability α = (p1, p2, ..., pd) where pi > 0 is the mass of the
point i ∈ X. Any probability q = (q1, ..., qd), qi > 0, over X can be identified with a
probability π = π(q) = q over X × Z. We have τx(z) = z, x = 1, ..., d. We notice
that π = q is holonomic. Indeed, if g is a function on the variable z then g is constant
and g(z) = g(τx(z)). Any function c(x, z) is identified with a function c(x) and will be
normalized if
d∑
i=1
ec(i)pi =
d∑
i=1
ec(i)+log(pi) = 1.
We know that c(x) = log( qx
px
) is normalized because
d∑
i=1
e
log(
qi
pi
)+log(pi) =
d∑
i=1
elog(qi) =
d∑
i=1
qi = 1.
From Jensen’s inequality we have1
Iα(q) =
d∑
i=1
log(
qi
pi
)qi =
d∑
i=1
log(qi)qi −
d∑
i=1
log(pi)qi ≥ 0.
This is the Kullback-Leibler entropy of q relative to p. Thus,
Hα(q) = −
d∑
i=1
log(
qi
pi
)qi = −
d∑
i=1
log(qi)qi +
d∑
i=1
log(pi)qi ≤ 0.
If pi = 1/d then
Hα(q) = −
d∑
i=1
log(qi)qi − log(d) = h(q)− log(d)
where h(q) is the Shannon entropy of q.
Example 9. Consider X = {1, 2}, Z = {1, 2}N and τx(z1, z2, ...) = (x, z1, z2, ...). Then
the IFS is defined by the inverse branches of the shift map σ : Z → Z given by σ(z1, z2, ...) =
(z2, z3, ...). In this case X × Z can be identified with Z using the map
(x, (z1, z2, z3, ...))→ (x, z1, z2, z3, ...)
and the holonomic measures in X ×Z coincide with the σ-invariant measures in Z, if we
follow this identification. Given α = (1/2, 1/2) we have
Lc,α(h)(z1, z2, ...) =
∑
i=1,2
ec(i,(z1,z2,...))h(τi(z1, z2, ...))
1
2∑
i=1,2
ec(i,z1,z2,...))−log(2)h((i, z1, z2, ...)).
1 We will prove the first equality in the Corollary 12 because q is the holonomic probability associated
to the normalized function log( qx
px
).
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This is the Ruelle Operator associated to the function c − log(2) in the Thermodynamic
Formalism. The Kolmogorov-Sinai entropy of an invariant measure µ ∈ P (Z) satisfies:
h(µ) = − sup
{∫
Adµ |
∑
i=1,2
eA(ix) = 1, A Lipschitz
}
.
Then we have Hα(µ) = h(µ)− log(2). If we take a finite measure α˜(x) =
∑
i δxi instead
of α = (1/2, 1/2), then Hα˜(µ) = h(µ).
Remark 10. We will show in corollary 15 that
Hα(π) = − sup
c continuous
[∫
c dπ − Pα(c)
]
.
An analogous characterization in Dynamical Systems can be found in [14] theorem 9.12.
Consider, for a Lipschitz function c, the operator Lˆc : C(X × Z)→ C(Z) defined by
Lˆc(g)(z) =
∫
ec(x,z)g(x, z) dα(x).
If π is the holonomic probability associated to the normalized function c then, from (2)
we obtain that for any g ∈ C(X × Z):∫
g(x, z) dπ =
∫ ∫
ec(x,z)g(x, z) dα(x)dρ(z) =
∫
Lˆc(g)dρ(z) =
∫
Lˆc(g)dπ(x, z) (3)
because Lˆc(g) ∈ C(z) and the z-marginal of π is ρ.
Lemma 11. Given a normalized function c0 with associated holonomic probability π0 we
have that for any normalized function c,
∫
c dπ0 ≤
∫
c0 dπ0.
Proof. Using that e−c+c0 is a positive function, we can write 1 = u(x, z)e−c(x,z)+c0(x,z),
where u = ec(x,z)−c0(x,z) is also positive. Note that, in this case, 1 = Lˆc1 = Lˆc0u.
Hence,
0 = log
(
Lˆc1
1
)
= log(
Lˆc0u
u(x, z)e−c(x,z)+c0(x,z)
) = log(Lˆc0u)− log u+ c− c0,
therefore, 0 =
∫
log(Lˆc0u) dπ0−
∫
log u dπ0+
∫
c dπ0−
∫
c0 dπ0. From (3) and from Jensen’s
inequality we get ∫
c0 dπ0 =
∫
log(Lˆc0u) dπ0 −
∫
log u dπ0 +
∫
c dπ0
=
∫
log(Lˆc0u) dπ0 −
∫
Lˆc0(log u) dπ0 +
∫
c dπ0
=
∫
log(
∫
ec0u dα) dπ0 −
∫ ∫
ec0 log u dαdπ0 +
∫
c dπ0 ≥
∫
c dπ0.
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Corollary 12. If π is the holonomic probability associated to the normalized cost function
c, then Hα(π) = −
∫
c dπ.
It is known that the Kolmogorov-Sinai entropy in symbolic dynamics is an affine
function on the space of invariant probabilities (see [14], Theorem 8.1). The next example
shows that this property is false, in general, for holonomic measures
Example 13. Let X = {1, 2} and Z = {1, 2}. Define τx(z) = x, x = 1, 2, z = 1, 2. In
order to satisfy (1) suppose that d(1, 2) = 2 on X and d(1, 2) = 1 on Z. Any probability
π ∈ X × Z can be identified with a 2× 2 matrix
π =
(
π11 π12
π21 π22
)
, πij ≥ 0, π11 + π12 + π21 + π22 = 1.
A probability π is holonomic if and only if the matrix is symmetric. Consider the holo-
nomic probabilities
π =
(
1/4 1/4
1/4 1/4
)
, η1 =
(
1/2 0
0 1/2
)
and η2 =
(
0 1/2
1/2 0
)
and α = (1/2, 1/2) a fixed vector of probabilities on X. We have π = 1
2
η1 + 1
2
η2, but
Hα(π) = 0 while Hα(η
1) and Hα(η
2) are negative numbers. Indeed, π is the holonomic
probability associated to the normalized function c = 0, then Hα(π) = 0. Consider
c1(x, z) =
{
log(1.5), if x = z
log(0.5), if x 6= z
this function c1 is normalized, then
Hα(η
1) ≤ −
∫
c1 dη1 = − log(1.5).
In the same way, the function
c2(x, z) =
{
log(1.5), if x 6= z
log(0.5), if x = z
is also normalized, then
Hα(η
2) ≤ −
∫
c2 dη2 = − log(1.5).
If we consider the entropy relative to α˜ = δ1 + δ2 then it can be shown that
Hα˜(π) = log(2) and Hα˜(η
1) = Hα˜(η
2) = 0.
Theorem 14 (Variational Principle). If c is a Lipschitz function, then Pα(c) is equal to
log(λ) where λ = λc is the unique positive eigenvalue associated to a positive eigenfunction
h for Lc,α. If π is the holonomic probability associated to the normalized cost function
c := c+ log(h ◦ τx)− log(h)− log(λc), then
Pα(c) =
∫
c dπ +Hα(π).
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Proof. Let λc > 0 be the eigenvalue and h > 0 the eigenfunction associated to c, then
c(x, z) := c(x, z) + log(h ◦ τx)(z) − log(h)(z) − log(λc) is the normalized cost associated
to c. As h depends only on z, for any π ∈ Π(τ) we have that
∫
c¯ dπ =
∫
c dπ − log(λc).
From the definition of entropy, we obtain for any π ∈ Π(τ) that Hα(π) ≤ −
∫
c¯ dπ. Then
P (c) = sup
pi∈Π(τ)
(∫
c dπ +Hα(π)
)
≤ sup
pi∈Π(τ)
(∫
c dπ −
∫
c¯ dπ
)
= log(λc). (4)
In order to show the other inequality, let πc¯ be the holonomic probability associated
to c¯. Then, from the Corollary 12 we get
P (c) ≥
∫
c dπc¯ +Hα(πc¯) =
∫
c dπc¯ −
∫
c¯ dπc¯ = log(λc).
We will see in the next section, that the above Variational Principle can be interpreted
as a duality equation.
Corollary 15. For a holonomic probability π:
Hα(π) = − sup
c continuous
[∫
c dπ − Pα(c)
]
= − sup
Pα(c)=0, c continuous
∫
c dπ.
Proof. We have
Iα(π) = sup
cLipschitz
[∫
c dπ − Pα(c)
]
≤ sup
c continuous
[∫
c dπ − Pα(c)
]
.
Using that any continuous function c can be approximated by Lipschitz functions in the
uniform topology, and that Pα is continuous we get the equality.
The pressure is a convex function on C(X ×Z) and, at the standard Thermodynamic
Formalism any invariant probability attaining the supremum is ergodic. For the holo-
nomic case, the set of holonomic measures is convex, but the probabilities attaining the
supremum can not be extreme points of this convex set.
Example 16. We will consider the same IFS as in a previous example. Let X = {1, 2},
Z = {1, 2} and τx(z) = x, x = 1, 2, z = 1, 2. We recall that a probability π is holonomic
if and only if the associated matrix is symmetric. Consider the holonomic probabilities
π1 =
(
1 0
0 0
)
, π2 =
(
0 1/2
1/2 0
)
and π3 =
(
0 0
0 1
)
and α = (1/2, 1/2) a fixed vector of probabilities on X. We can easyly see that these
probabilities are the extreme points of the convex set formed by holonomic probabilities.
One can show that Hα(π
1) = Hα(π
2) = Hα(π
3) = − log(2). Given a normalized cost
function c we obtain∫
c dπ1 +Hα(π
1) =
∫
c dπ1 − log(2) = c(1, 1)− log(2) < 0
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because ec(1,1) + ec(2,1) = 2. As c is normalized we get∫
c dπ1 +Hα(π
1) < 0 = sup
pi∈Π(τ)
∫
c dπ +Hα(π).
Similar computations can be made for π2 and π3.
3 Duality results
Part of this section contains ideas previously developed in [10] and [12]. Given a normed
linear space E and a convex function Θ : E → R∪{+∞}, the Legendre-Fenchel transform
of Θ is the function Θ∗ : E∗ → R ∪ {+∞}, given by
Θ∗(f) = sup
x∈E
[f(x)−Θ(x)]. (5)
Theorem 17 (Fenchel-Rockafellar duality, [18]). Suppose that E is a normed vector
space, Θ and Ξ are two convex functions defined on E taking values in R∪{+∞}. Denote
Θ∗ and Ξ∗, the Legendre-Fenchel transform of Θ and Ξ, respectively. Suppose that there
exists v0 ∈ E, such that Θ(v0) < +∞, Ξ(v0) < +∞ and that Θ is continuous on v0.
Then,
inf
v∈E
[Θ(v) + Ξ(v)] = sup
f∈E∗
[−Θ∗(−f)− Ξ∗(f)] (6)
Moreover, the supremum in (6) is attained in at least one element in E∗.
We recall that we did, in the previous section, for a Lipschitz function c(x, z) the
normalization
c(x, z) = c(x, z) + log(h(τxz))− log(h(z))− log(λ).
This normalization is closely related to the variational principle given in Theorem 14.
Different normalizations imply different duality results for the variational principles. In
what follows, we show some examples concerning this fact. Actually, we can replace the
equality in the above normalization by an inequality.
Now we consider two more compact spaces Y and W and uniform contractions τy :
W → W defining an IFS in the same way that τx : Z → Z. Then the results contained
in the previous section can be applied if we replace X by Y and Z by W . Now we have
the spaces X, Y, Z and W , and two IFS {τx(z)} and {τy(w)}.
Denote by Π(·, ·, τ) the set of probabilities π ∈ P(X × Y × Z ×W ) satisfying∫
g(τx(z)) dπ =
∫
g(z) dπ and
∫
g(τy(w)) dπ =
∫
g(w) dπ, (7)
where g ∈ C(Z) or g ∈ C(W ) respectively. We chose fixed probabilities α(x) and β(y)
satisfying supp(α) = X and supp(β) = Y. For π ∈ Π(·, ·, τ), denote by Hα(π) the relative
entropy of the (X,Z)-marginal of π with respect to α. In the same way denote by Hβ(π)
the relative entropy of the (Y,W )- marginal of π with respect to β. We define the marginal
pressure of a continuous cost function c(x, y, z, w) relative to (α, β) by
Pα,β(c) = sup
pi∈Π(·,·,τ)
∫
c(x, y, z, w) dπ +Hα(π) +Hβ(π).
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Proposition 18. Given a continuous cost c = c(x, y, z, w), consider the set Φ containing
the numbers λ such that
c(x, y, z, w)− λ ≤ b(x, z) + d(y, w)
for some continuous functions b(x, z) and d(y, w) with Pα(b) = Pβ(d) = 0. Then
Pα,β(c) = inf{λ : λ ∈ Φ}.
This proposition will be proved below.
Following ideas of Transport Theory, we chose fixed probabilities µ ∈ P(X), ν ∈ P(Y )
and consider the set of probabilities Π(µ, ν, τ) ⊂ Π(·, ·, τ) containing the probabilities π
that also satisfy∫
f(x) dπ =
∫
f(x) dµ, f ∈ C(X) and
∫
g(y) dπ =
∫
g(y) dν, g ∈ C(Y ). (8)
This is the set of probabilities π ∈ P(X × Y × Z ×W ) with X-marginal equal to µ, Y -
marginal equal to ν, (X,Z)-marginal holonomic with respect to τx and (Y,W )-marginal
holonomic with respect to τy.
In order to show that this set is not empty, consider for each x ∈ X and y ∈ Y the
points zx and wy that are the fixed points for the contractions τx and τy respectively. Let
π be the probability defined by dπ = (dδx,zxdµ(x))(dδy,wydν(y)), what means that∫
g(x, y, z, w) dπ =
∫ ∫
g(x, y, zx, wy) dµ(x)dν(y).
If g ∈ C(Z) we have∫
g(z) dπ =
∫
g(zx) dµ(x) =
∫
g(τx(zx)) dµ(x) =
∫
g(τx(z)) dπ.
If g ∈ C(W ) we have∫
g(w) dπ =
∫
g(wy) dν(y) =
∫
g(τy(wy)) dν(y) =
∫
g(τy(w)) dπ.
This shows that π satisfies (7), and is clear that π satisfies (8).
Theorem 19. (Duality) For a continuous cost c(x, y, z, w) we have
inf
Pα,β(c−ϕ(x)−ψ(y))=0
∫
ϕ(x) dµ+
∫
ψ(y) dν = sup
pi∈Π(µ,ν,τ)
∫
c(x, y, z, w) dπ +Hα(π) +Hβ(π).
Proof. The structure of this proof is close to [18] and [12]. In order to make the compu-
tations let E = C(X × Y × Z ×W ). We can suppose that c ≤ 0. Indeed, if we add a
constant in c then we change the booth sides in the same form.
Define Θ,Ξ : E −→ R ∪ {+∞} from
Θ(u) =


0, if u(x, y, z, w) ≥ c(x, y, z, w)− b(x, z) − d(y, w) ∀(x, y, z, w)
for some b, d continuous with Pα(b) = 0 = Pβ(d),
+∞, otherwise
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and
Ξ(u) =


∫
X
ϕdµ+
∫
Y
ψ dν, if u = ϕ(x) + ψ(y)− g(τx(z)) + g(z)− f(τy(w)) + f(w),
where the functions are continuous ,
+∞, otherwise.
Ξ is well defined because if it is not +∞, then it coincides with
∫
u dπ, π ∈ Π(µ, ν, τ).
We recall that Pα(0) = Pβ(0) = 0. Then if u ≥ c we have Θ(u) = 0. We also recall that
any normalized function has zero pressure.
The hypothesis in Theorem 17 are satisfied. Indeed, taking u constant sufficiently large
Θ is continuous in u, Θ(u) <∞ and Ξ(u) <∞. Clearly Ξ is a convex function. In order to
show that Θ is convex suppose that Θ(u1) = Θ(u2) = 0. We can write u1 ≥ c−b1−d1, u2 ≥
c−b2−d2, P (bi) = P (di) = 0 and λu1+(1−λ)u2 ≥ c−(λb1+(1−λ)b2)−(λd1+(1−λ)d2).
From the convexity of the pressure we get Pα(λb1+(1−λ)b2) ≤ 0, so there exists a constant
a1 ≥ 0 such that Pα(λb1 + (1 − λ)b2 + a1) = 0. In the same way there exists a constant
a2 ≥ 0 such that Pβ(λd1 + (1− λ)d2 + a2) = 0, and we have
λu1 + (1− λ)u2 ≥ c− (λb1 + (1− λ)b2 + a1)− (λd1 + (1− λ)d2 + a2),
showing that Ξ(λu1 + (1− λ)u2) = 0.
For any π ∈ E∗, we get
Θ∗(−π) = sup
u∈E
{〈−π, u〉 −Θ(u)}
= sup
u∈E
{〈π, u〉 : u ≤ −c + b+ d, Pα(b) = 0 = Pβ(d)}
=


〈π, −c 〉+ sup
b :Pα(b)=0
〈π, b〉+ sup
d :Pβ(d)=0
〈π, d〉 , if π ∈M+
+∞, otherwise.
In the above computation we use that if π /∈ M+(X × Y × Z ×W ), there exists u ≤ 0
such that 〈π, u〉 > 0. From the hypothesis of that −c ≥ 0 we get u ≤ −c + 0 + 0 where
b = 0 and d = 0 have zero pressure (they are normalized). The same argument can be
used for λu, λ→ +∞, showing that Θ∗(−π) = +∞.
Analogously
Ξ∗(π) = sup
u∈E
{〈π, u〉 − Ξ(u)}
= sup
(ϕ,ψ,f,g)
{
〈π, ϕ(x) + ψ(y)− g(τx(z)) + g(z)− f(τy(w)) + f(w)〉 −
∫
X
ϕdµ−
∫
ψ dν
}
.
=


0, ifπ satisfies (7), (8)
+∞, otherwise.
We observe that if Θ∗(−π) < +∞ and Ξ∗(π) < +∞ then π ∈ Π(µ, ν, τ). In this case
we get
− sup
b :Pα(b)=0
π(b) = Hα(π)
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and
− sup
d :Pβ(d)=0
π(d) = Hβ(π).
Let Φc be the set of continuous functions ϕ(x) and ψ(y) such that
c(x, y, z, w)− ϕ(x)− ψ(z) + g(τx(z))− g(z) + f(τy(w))− f(w) ≤ b(x, z) + d(y, w)
for some continuous functions f, g, b, d with Pα(b) = Pβ(d) = 0.
From (6) we get
inf
(ϕ,ψ)∈Φc
∫
X
ϕdµ+
∫
Y
ψ dν = inf
u∈E
[Θ(u) + Ξ(u)] =
= sup
pi∈E∗
[−Θ∗(−π)− Ξ∗(π)] = sup
pi∈E∗


π(c) +Hα(π) +Hβ(π) , if π ∈ Π(µ, ν, τ)
−∞, otherwise


= sup
pi∈Π(µ,ν,τ)
{π(c) +Hα(π) +Hβ(π)} = sup
pi∈Π(µ,ν,τ)
∫
c dπ + Hα(π) +Hβ(π).
Now, we are going to show that
inf
Pα,β(c−ϕ−ψ)=0
∫
X
ϕdµ+
∫
Y
ψ dν = inf
(ϕ,ψ)∈Φc
∫
X
ϕdµ+
∫
Y
ψ dν
= sup
pi∈Π(µ,ν,τ)
∫
c dπ + Hα(π) +Hβ(π).
The second equality was proved above. If (ϕ, ψ) ∈ Φc then there exist f , g, b, d such that
c(x, y, z, w)− ϕ(x)− ψ(y) + g(τx(z))− g(z) + f(τy(w))− f(w) ≤ b(x, z) + d(y, w)
and for any π ∈ Π(·, ·, τ) we have∫
c(x, y, z, w)− ϕ(x)− ψ(y) dπ +Hα(π) +Hβ(π) ≤ Pα(b) + Pβ(d) = 0.
Therefore Pα,β(c− ϕ− ψ) ≤ 0. This shows that
inf
Pα,β(c−ϕ−ψ)≤0
∫
X
ϕdµ+
∫
Y
ψ dν ≤ inf
(ϕ,ψ)∈Φc
∫
X
ϕdµ+
∫
Y
ψ dν.
If Pα,β(c− ϕ− ψ) < 0 there exists a number a > 0 such that Pα,β(c− ϕ− ψ + a) = 0. If
we denote ψˆ = ψ − a we get Pα,β(c− ϕ− ψˆ) = 0 and∫
X
ϕdµ+
∫
Y
ψˆ dν =
∫
X
ϕdµ+
∫
Y
ψ dν − a <
∫
X
ϕdµ+
∫
Y
ψ dν.
This shows that
inf
Pα,β(c−ϕ−ψ)≤0
∫
X
ϕdµ+
∫
Y
ψ dν = inf
Pα,β(c−ϕ−ψ)=0
∫
X
ϕdµ+
∫
Y
ψ dν.
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Thus, we conclude that
inf
Pα,β(c−ϕ−ψ)=0
∫
X
ϕdµ+
∫
Y
ψ dν ≤ sup
pi∈Π(µ,ν,τ)
∫
c dπ + Hα(π) +Hβ(π).
On the other hand, if Pα,β(c− ϕ− ψ) = 0 and π ∈ Π(µ, ν, τ) then∫
c dπ −
∫
ϕdµ−
∫
ψ dν +Hα(π) +Hβ(π) ≤ 0
what means that ∫
ϕdµ+
∫
ψ dν ≥
∫
c dπ +Hα(π) +Hβ(π).
Finally, we conclude that
inf
Pα,β(c−ϕ−ψ)=0
∫
X
ϕdµ+
∫
Y
ψ dν ≥ sup
pi∈Π(µ,ν,τ)
∫
c dπ + Hα(π) +Hβ(π).
Remark 20. This proof can be extended to a general case where for each i = 1, 2, ..., n
we have a contractible IFS {τx : Zi → Zi, x ∈ Xi}. In this case, following analogous
definitions, the above theorem can be stated as
inf
[Pα1,...,αn (c−(ϕ1+...+ϕn))=0]
n∑
i=1
∫
Xi
ϕi dµi = sup
pi∈Π(µ1,...,µn,τ)
∫
c dπ +
n∑
i=1
Hαi(π).
Proof of Proposition 18.
It follows similar arguments defining Ξ : E −→ R ∪ {+∞} from
Ξ(u) =


λ if u = λ− g(τx(z)) + g(z)− f(τy(w)) + f(w),
where the functions are continuous ,
+∞, otherwise.
In this case
Ξ∗(π) =


0, if π satisfy (7)
+∞, otherwise.
If Θ∗(−π) < +∞ and Ξ∗(π) < +∞ then π ∈ Π(·, ·, τ). Let Φ be the set of numbers λ
such that
c(x, y, z, w)− λ− g(τx(z)) + g(z)− f(τy(w)) + f(w) ≤ b(x, z) + d(y, w)
for some continuous functions f, g, b, d with Pα(b) = Pβ(d) = 0.
From (6) we get
inf
λ∈Φ
λ = sup
pi∈Π(·,·,τ)
∫
c dπ + Hα(π) +Hβ(π).
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In order to finish the proof note that in the inequality
c(x, y, z, w)− λ− g(τx(z)) + g(z)− f(τy(w)) + f(w) ≤ b(x, z) + d(y, w)
we have Pα(b(x, z) + g(τx(z))− g(z)) = 0 and Pβ(d(y, w) + f(τy(w))− f(w)) = 0.
The next result is related with the zero temperature case in Spin Lattice Systems
(when the temperature is dropped) and with questions in ergodic optimization (see [7]).
This result corresponds to the Kantorovich Duality for compact spaces and continuous
cost function −c if Z and W have only one element.
Theorem 21. Let Φc be the set of continuous functions ϕ(x), ψ(y) satisfying
c(x, y, z, w) + g(τx(z))− g(z) + f(τy(w))− f(w) ≤ ϕ(x) + ψ(z)
for some functions f ∈ C(W ) and g ∈ C(Z). Then
inf
(ϕ,ψ)∈Φc
∫
ϕ(x) dµ+
∫
ψ(y) dν = sup
pi∈Π(µ,ν,τ)
∫
c dπ.
Proof. The proof follows the same reasoning presented in the previous theorem, choosing
Θ(u) =


0, if u(x, z, y, w) ≥ c(x, y, z, w), ∀(x, y, z, w)
+∞, otherwise
and
Ξ(u) =


∫
X
ϕdµ+
∫
Y
ψ dν, if u = ϕ(x) + ψ(y)− g(τx(z)) + g(z)− f(τy(w)) + f(w),
where the functions are continuous ,
+∞, otherwise.
If we suppose in Theorem 19 that Y = {y0} and W = {w0} we obtain the next result.
Corollary 22. For a fixed µ ∈ P(X) and c(x, z) continuous we have
inf
Pα(c−ϕ(x))=0
∫
ϕdµ = sup
pi∈Π(µ,τ)
∫
c dπ +Hα(π). (9)
In some sense the concept of eigenvalue was changed in this result. For the purpose of
the above result we can try to think that the eigenvalue is a function on the x variable.
The equation L(h) = λh should be changed for the existence of functions h(z) and ϕ(x)
such that L(h) = ϕ ·h. But the left hand side is a function of the variable z and the right
hand side is a function (or product of functions) of the variables x and z. We return to
the original equation L(h) = λh and rewrite this in the form L(h
λ
) = h. In this way we
can try to find functions ϕ(x) and h(z) such that∫
ec(x,z)−ϕ(x)h(τx(z)) = h(z).
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We observe that there exist too many pairs of solutions. Indeed, for each fixed ϕ(x) we
can apply the Lemma 1 for Lc−ϕ determining λ > 0 and h > 0 satisfying Lc−ϕh = λ · h.
This can be rewritten in the form∫
ec(x,z)−ϕ(x)−log(λ)h(τx(z)) = h(z).
Hence, there is a function ϕˆ(x) = ϕ(x) + log(λ) and a function h > 0 such that∫
ec(x,z)−ϕˆ(x)h(τx(z)) = h(z).
Thus any function ϕ(x) plays the role of an “eigenvalue” except by the addition of a
constant. For a given cost function c there exist too many ways of get a normalization by
adding a function ϕ(x) and a function in the form g(z)−g(τx(z)). In the previous section
we make the normalization adding a constant and not a function ϕ(x).
The next result can be interpreted as a kind of slackness condition in the present
setting.
Proposition 23. Let c(x, z) and ϕ(x) be Lipschitz functions and π ∈ Π(µ, τ). If P (c−
ϕ) = 0 and π is the holonomic probability associated to c − ϕ, then ϕ and π realize the
infimum and the supremum in (9).
Proof. We know that
0 = P (c− ϕ) =
∫
c− ϕdπ +H(π).
Then ∫
ϕdµ =
∫
c dπ +H(π).
This is possible only if ϕ realizes the infimum and π realizes the supremum in (9).
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