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We investigate the three-strand positive braid monoid. We propose a syntactical lin-
ear time algorithm for the word problem, a nearly canonical rewriting system and the
computation of the growth function.
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1. Introduction
Artin’s braid groups Bn (see Birman, 1975, and Garside, 1969) are ordered using left
distributive algebras (see Dehornoy, 1994). The restriction of this order to positive braid
monoids B+n is a well-ordering (see Burckel, 1997, and Laver, 1996). A combinatorial
characterization of this well-ordering is based on a representation of braids by trees
and enables the computation of their ordinal (see Burckel, 1997, 1999). In this paper,
we investigate the special case of B+3 via the abstract monoid on two generators σ1
and σ2 submitted to one relation σ1σ2σ1 = σ2σ1σ2. Let us call words the elements of
the free monoid {σ1, σ2}∗. As usual, the empty word is denoted by ε. We say that two
words are equivalent if they represent the same braid. For example σ1σ1σ2σ1, σ1σ2σ1σ2
and σ2σ1σ2σ2 are equivalent but σ1σ1σ2 and σ2σ1σ2 are not equivalent. Obviously, if two
words are equivalent, they have the same length. Thus, the equivalence class of any word
is finite and computable. Hence, the word problem is decidable: given two words, check
the equality of their lengths and if the first one belongs to the (finite) equivalence class
of the other one. However, this first method is not practical since the cardinality of this
class grows exponentially according to the length: for any k, the word (σ1σ2σ1)k, of length
n = 3k, is equivalent to at least 2k ≈ 1.26n different words of the form w1w2 · · ·wk where
wi is either σ1σ2σ1 or σ2σ1σ2. In this paper, we prove that the word problem on B+3 is
decidable in linear time. First, we introduce a well-ordering on words. Second, we describe
the algorithm. Third, we propose a rewriting system approach. Fourth, we compute the
growth function of the monoid.
Definition. (Lists) Write σ¯1 = σ2 and σ¯2 = σ1. Any word A in the free monoid {σ1, σ2}∗
admits a unique decomposition of the form aikk a
ik−1
k−1 · · · a2i2a1i1 with k ≥ 1, i1 ≥ 0, a1 = σ1
and for k ≥ j > 1, ij > 0 and aj = aj−1. The list L(A) is (ik, ik−1, . . . , i2, i1) and the
positive integer k is the size of A.
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Observe that we assume that any word ends with a (possibly empty) sequence of σ1’s.
For example, the word σ1σ1σ2σ1σ1σ1σ1σ2σ2 has list (2, 1, 4, 2, 0) and size 5. The empty
word ε has list (0) and size 1.
Definition. (Order) Let P and Q be two different lists with P = (ap, . . . , a1) and
Q = (bq, . . . , b1). Say P  Q if p < q holds or p = q and ap = bp, . . . , ai+1 = bi+1, ai < bi
for some i with p ≥ i ≥ 1. For two words A and B, say A  B if L(A)  L(B). The
normal form of A, denoted by ‖A‖, is the least word (according to ) that is equivalent
to A. The relation / is the restriction of  to normal forms, say A / B if and only if
‖A‖  ‖B‖.
Observe that the normal form of a word corresponds to a representation of the positive
braid with a minimal number of alternations σ1σ2 and σ2σ1. By definition, the size of a
normal word is minimal and counts these alternations.
Examples. The respective lists of the words σ2σ61 , σ
2
2 σ
4
1 , σ1σ2 are (1, 6), (2, 4), (1, 1, 0).
Thus the relations σ2σ61  σ22 σ41  σ1σ2 hold. The equivalence class of the word σ2σ1σ2σ1
is {σ2σ1σ2σ1, σ2σ2σ1σ2, σ1σ2σ1σ1}. One has L(σ1σ2σ1σ1) = (1, 1, 2), L(σ2σ2σ1σ2) = (2, 1, 1, 0),
L(σ2σ1σ2σ1) = (1, 1, 1, 1). Hence the relations σ1σ2σ1σ1  σ2σ1σ2σ1  σ2σ2σ1σ2 hold and
‖σ2σ1σ2σ1‖ = ‖σ2σ2σ1σ2‖ = ‖σ1σ2σ1σ1‖ = σ1σ2σ1σ1.
Some natural questions about those orders receive negative answers. However and /
enjoy other good algebraic properties.
Lemma 1. (Properties) The relations  and / are:
(a) not mutually compatible on inequivalent words,
(b) not compatible with right translations,
(c) not compatible with the left (resp. right) lexicographical order,
(A) compatible with left translations,
(B) well-orderings of type øø.
Proof. For (a), there exist inequivalent words A,B such that A B / A. For example,
σ1σ2σ2  σ2σ1σ2σ1 since L(σ1σ2σ2) = (1, 2, 0) and L(σ2σ1σ2σ1) = (1, 1, 1, 1). However,
the converse relation σ2σ1σ2σ1 / σ1σ2σ2 holds since ‖σ2σ1σ2σ1‖ = σ1σ2σ1σ1  σ1σ2σ2 =
‖σ1σ2σ2‖. For (b), consider the four words σ1, σ2, σ2σ2, σ1σ2 of the respective lists (1),
(1, 0), (2, 0), (1, 1, 0). The relations σ1  σ2  σ2σ2  σ1σ2 hold and since these four
words are unique in their equivalence class, σ1 / σ2 / σ2σ2 / σ1σ2 hold too. Thus, neither
 and / are compatible with right translations. For (c), the previous relations are also
contradictory with both lexicographical orders. For (A) on , consider two words A,B
such that A  B and A has size p and B has size q and L(A) = (ip, . . . , i1) and
L(B) = (jq, . . . , j1). As A  B, the word B cannot be empty and jq ≥ 1. Let x be a
generator in {σ1, σ2}. If p < q then the size of xA becomes at most equal to the size of xB
if and only if p = q − 1 and A does not begin with x (or A is empty and x = σ2) and B
begins with x. Then L(xA) = (1, ip, . . . , i1) and L(xB) = (1 + jq, . . . , j1) and xA xB
since 1 < 1+jq. If p = q then (ip, . . . , i1) (jp, . . . , j1) and L(xA) (resp. L(xB)) becomes
(1+ ip, . . . , i1) (resp. (1+jp, . . . , j1)) or (1, ip, . . . , i1) (resp. (1, jp, . . . , j1)). In both cases,
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the sizes are equal and the lexicographical ordering is preserved. For (B) on , this
corresponds to the ordering of increasing finite sequences of positive integers. Hence 
has type øø. Points (A,B) for / are more difficult and are proved in Burckel (1997). 2
The normal form words admit a syntactical characterization. We begin to define some
words that cannot be normal since they are equivalent to a smaller one (according to
). We call them reducible.
Definition. (Reducible, Critical) A word A of list (ak, . . . , a1) is reducible if ai = 1
for some i such that k > i > 2. Otherwise A is irreducible. A reducible word xB is critical
if B is irreducible.
Observe that any reducible word ends with a longest irreducible suffix and has the form
AxB for some critical word xB. The words ε, σ1, σ2, σ1σ1, σ1σ2, σ2σ1, σ2σ2 are irreducible.
The word σ2σ1σ2 of list (1, 1, 1, 0) is critical and equivalent to the irreducible word σ1σ2σ1
of list (1, 1, 1).
Proposition 2. (Normalization) Any word A is equivalent to a unique irreducible
word. Moreover this word is ‖A‖.
This proposition is proved in the general case in Burckel (1997). Hence normality
and irreducibility are equivalent properties and for any word A, the word ‖A‖ can be
computed by checking all the words in the finite equivalence class of A as the set of irre-
ducible words is decidable. However, we have seen in the Introduction that this method
is not efficient in general. In the next section, we describe a fast and easy to implement
algorithm.
2. A Linear Time Algorithm for the Word Problem
Let us give a sketch of the method. Given the list of a normal word B and a letter x,
we construct the list of the normal word ‖xB‖. If xB is irreducible too, there is nothing
to do. Otherwise, xB is critical and its list has a special form and can be transformed in
one single step into the list of the word ‖xB‖.
Lemma 3. (Critical) For any critical word xB:
(i) L(xB) has the form (1, 1, 2 + ik−2, 2 + ik−3, . . . , 2 + i3, 1 + i2, i1) with ij ≥ 0 for
k > j ≥ 1,
(ii) L(‖xB‖) is then (1 + ik−2, 2 + ik−3, . . . , 2 + i3, 2 + i2, 1, 1 + i1)
Proof. For (i), let xB be critical. The word B is irreducible. By definition, L(B) has the
form (1+ik−1, 2+ik−2, 2+ik−3, . . . , 2+i3, 1+i2, i1) with ij ≥ 0 for k−1 ≥ j ≥ 1. If B also
begins with x, then L(xB) is (2+ik−1, 2+ik−2, 2+ik−3, . . . , 2+i3, 1+i2, i1). If B does not
begin with x and ik−1 > 0, then L(xB) is (1, 1+ik−1, 2+ik−2, 2+ik−3, . . . , 2+i3, 1+i2, i1).
In both cases, xB would be irreducible too. Hence, B does not begin with x and ik−1 = 0
and L(xB) is (1, 1, 2 + ik−2, 2 + ik−3, . . . , 2 + i3, 1 + i2, i1). For (ii), the word C of list
(1 + ik−2, 2 + ik−3, . . . , 2 + i3, 2 + i2, 1, 1 + i1) is irreducible by definition. It remains to
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prove that C is equivalent to xB. That is done by induction on the size. There are no
critical words of size k = 1, 2, 3. Any critical word xB of size 4 (with x = σ2) satisfies
xB = (σ2σ1σ2)σi22 σ
i1
1
≡ σ1(σ2σ1σ2)σi2−12 σi11
≡ σ21 (σ2σ1σ2)σi2−22 σi11 . . .
≡ σi21 (σ2σ1σ2)σi11
≡ σi21 σ1σ2σ1σi−11
≡ σi2+11 σ2σ1+i11 .
For k > 4, any critical word xB of size k satisfies:
xB = xx¯x2+ik−2 x¯2+ik−3 · · ·σ2+i31 σ1+i22 σi11
= (xx¯x)x1+ik−2 x¯2+ik−3 · · ·σ2+i31 σ1+i22 σi11
≡ x¯(xx¯x)xik−2 x¯2+ik−3 · · ·σ2+i31 σ1+i22 σi11
≡ x¯2(xx¯x)xik−2−1x¯2+ik−3 · · ·σ2+i31 σ1+i22 σi11 · · ·
≡ x¯1+ik−2xx¯xx¯2+ik−3 · · ·σ2+i31 σ1+i22 σi11 .
By the induction hypothesis, the critical word x¯xx¯2+ik−3 · · ·σ2+i31 σ1+i22 σi11 is equivalent
to x1+ik−3 · · ·σ2+i21 σ2σ1+i11 . Hence
xB ≡ x¯1+ik−2xx1+ik−3 · · ·σ2+i21 σ2σ1+i11
≡ x¯1+ik−2x2+ik−3 · · ·σ2+i21 σ2σ1+i11 . 2
The word σ1σ2σ1σ1σ2σ2σ1σ1σ1 of list (1, 1, 2, 2, 3) is critical and equivalent to the irre-
ducible word σ2σ1σ1σ1σ2σ1σ1σ1σ1 of list (1, 3, 1, 4).
Now, we present the algorithm that computes the normal form of any three-strand
positive braid word. Given the list of a normal word B and a letter x, one can construct
the list of the normal form ‖xB‖. Thus, given an arbitrary word, step by step, from
right to left, one computes the list of its normal form and then extracts the normal
word from the list. However, instead of using lists of integers (with the problem of their
representation), we will code lists with words via a new interpretation of the symbols
{σ1, σ2}. Assuming that words should end on the right with some σ1, the symbol σ2
will mean that the next character (from right to left) is different from the previous
one and the symbol σ1 will mean that the next character is the same as the previous
one. This code is bijective, preserves the lengths and is useful for shifting words. For
example, the list (1, 3, 2) of the word σ1σ2σ2σ2σ1σ1 is coded by Cσ1 = σ2σ1σ1σ2σ1σ1. The
shifted list (1, 3, 2, 0) of the completely different word σ2σ1σ1σ1σ2σ2 is just coded by Cσ2 =
σ2σ1σ1σ2σ1σ2: one single operation on the code is equivalent to expensive modifications
on words that change any generator.
Algorithm 1. (NF)
Input : a word A = an · · · a1: Output : the normal form ‖A‖
1. c := σ1, B := C := D := ε. For i from 1 to n do
1.1. If c = ai then B := σ1B else B := σ2B, c := c¯.
1.2. If B = σ1 then B := ε, D := Dσ1.
1.3. If B = σ2 and C = ε then B := ε, C := σ2.
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1.4. If B = σ2σ2 then B := σ2, D := Dσ1, c := c¯.
1.5. If B = σ2σ2σ1X then B := Xσ1σ2, D := Dσ1, c := c¯.
2. c := σ1, B := BCD. For i from 1 to n do
2.1. If bi = σ1 then ai := c.
2.2. If bi = σ2 then c := c¯, ai := c.
Proposition 4. The algorithm NF is correct and computes from any word A of length
n the word ‖A‖ in O(n) steps.
Proof. The first n steps construct the word BCD that always represents the list of
‖ai . . . a1‖ via the coding where σ2 means that one adds a new integer (equal to 1) on the
left of the list and 1 means that one increases the leftmost integer of the list. The word
D codes the rightmost sequence of σ1’s in ‖A‖. The word C is ε or σ2 and represents
the eventual rightmost letter σ2 in ‖A‖. Steps 1.4 and 1.5 correspond to the case where
ai‖ai−1 . . . a1‖ is critical. Its list (1, 1, 2 + ik−1, 2 + ik−2, . . . , 2 + i3, 1 + i2, i1) is coded
by σ2σ2σ1XCD where X codes (1 + ik−1, 2 + ik−2, . . . , 2 + i3, i2). The new list must be
(1 + ik−1, 2 + ik−2, . . . , 2 + i3, 2 + i2, 1, 1 + i1) and is coded by Xσ1σ2CDσ1. Thus, one
deletes σ2σ2σ1 on the left of B and puts σ1σ2 on the right of B and σ1 to D. Step 1.4
corresponds to the special case where k = 3 and the list is (1, 1, 1 + i2, i1), where i2 = 0
(if i2 > 0, it is an occurrence of step 1.5). The code is then σ2σ2CD and the next list
must be (1, 1, 1+i1) coded by σ2CDσ1. In both cases one must change the value of c since
the parity of the size is complemented. The purpose of the last n steps is the decoding
of BCD in order to obtain the word ‖A‖. 2
Example. Here is the decomposition of the computation of ‖σ1σ2σ1σ2σ1σ2σ1‖.
i Step c ai B C D
1 σ1 ε ε ε
1 1.1 σ1 σ1
1.2 ε σ1
2 1.1 σ2 σ2 σ2
1.3 ε σ2
3 1.1 σ1 σ1 σ2
4 1.1 σ2 σ2 σ2σ2
1.4 σ1 σ2 σ1σ1
5 1.1 σ1 σ1σ2
6 1.1 σ2 σ2 σ2σ1σ2
7 1.1 σ1 σ1 σ2σ2σ1σ2
1.5 σ2 σ2σ1σ2 σ1σ1σ1
2 σ1 σ2σ1σ2σ2σ1σ1σ1
i step c ai bi
1 2.1 σ1 σ1 σ1
2 2.1 σ1 σ1
3 2.1 σ1 σ1
4 2.2 σ2 σ2 σ2
5 2.2 σ1 σ1 σ2
6 2.1 σ1 σ1
7 2.2 σ2 σ2 σ2
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The algorithm computes the word BCD = σ2σ1σ2σ2σ1σ1σ1, then builds the word
σ2σ1σ1σ2σ1σ1σ1, which is ‖σ1σ2σ1σ2σ1σ2σ1‖.
The word problem on the positive braid monoid B+3 is decidable in linear time. Let
A,B be two words. If one of these words is strictly shorter than the other one, they
cannot be equivalent. Otherwise, they have same length, say n. One computes with the
algorithm NF the words ‖A‖ and ‖B‖ in time O(n), and then compares these normal
words in time O(n).
3. A Rewriting System
Now, we propose a convergent rewriting system S that enables us to compute the
normal form of three-strand positive braids. Kapur and Narendran (1985) showed that
this relation σ1σ2σ1 ≡ σ2σ1σ2 admits no canonical system without increasing the alphabet.
A rewriting system using one additional symbol and four rules is described in Lafont and
Proute´ (1991). However, this system modifies the initial generators via an homomorphism
on the alphabet. Here, we present another system with four rules and one supplementary
letter written ⊕. Our system will not affect the initial presentation of the monoid and
the contribution of the new symbol ⊕ is minimal. Hence, by the result of Kapur and
Narendran (1985), this new system is quite optimal. Our rewriting system operates on
words with a single occurrence of the new symbol ⊕ that separates the last sequence of
σ1’s. Moreover, at any step of the rewriting, the cancellation of this ⊕ gives the same
braid in the initial monoid presentation. For the computation of the normal form, we
add on the right of the initial word one occurrence of the symbol ⊕. Next, we apply the
rewriting rules. When the rewriting is finished, we just cancel in the final word the single
symbol ⊕.
Proposition 5. Let S be the rewriting system on the alphabet {σ1, σ2,⊕} with the rules
σ1⊕ −→1 ⊕σ1
σ2σ1σ2⊕ −→2 σ1σ2σ1 ⊕
σ2σ1σ2σ2 −→3 σ1σ2σ1σ2
σ1σ2σ1σ1 −→4 σ2σ1σ2σ1.
For every word A with ‖A‖ = Bσp1 (with p maximal), any rewriting sequence with S from
A⊕ is finite and terminates on the word B ⊕ σp1 .
Proof. We begin by showing that this system is confluent. The critical pairs appear in
the following words: σ1σ2σ1σ1⊕, σ2σ1σ2σ2σ1σ2⊕, σ2σ1σ2σ2σ1σ2σ2 and σ1σ2σ1σ1σ2σ1σ1. They
are confluent with the following relations:
σ1σ2σ1(σ1⊕) −→1 σ1σ2σ1 ⊕ σ1
(σ1σ2σ1σ1)⊕ −→4 σ2σ1σ2(σ1⊕) −→1 (σ2σ1σ2⊕)σ1 −→2 σ1σ2σ1 ⊕ σ1
σ2σ1σ2(σ2σ1σ2⊕) −→2 σ2σ1σ2σ1σ2σ1 ⊕
(σ2σ1σ2σ2)σ1σ2⊕ −→3 σ1σ2σ1(σ2σ1σ2⊕) −→2 (σ1σ2σ1σ1)σ2σ1⊕ −→4 σ2σ1σ2σ1σ2σ1 ⊕
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σ2σ1σ2(σ2σ1σ2σ2) −→3 σ2σ1σ2σ1σ2σ1σ2
(σ2σ1σ2σ2)σ1σ2σ2 −→3 σ1σ2σ1(σ2σ1σ2σ2) −→3 (σ1σ2σ1σ1)σ2σ1σ2 −→4 σ2σ1σ2σ1σ2σ1σ2
σ1σ2σ1(σ1σ2σ1σ1) −→4 σ1σ2σ1σ2σ1σ2σ1
(σ1σ2σ1σ1)σ2σ1σ1 −→4 σ2σ1σ2(σ1σ2σ1σ1) −→4 (σ2σ1σ2σ2)σ1σ2σ1 −→3 σ1σ2σ1σ2σ1σ2σ1.
It remains to prove that, for every word A with ‖A‖ = Bσp1 , there exists a terminating
rewriting sequence A⊕ −→∗ B ⊕ σp1 . The proof is done by induction on the length. It is
similar to the critical lemma. 2
Example. Let us compute the normal form of the word σ1σ2σ1σ1σ2σ2σ1 (the choice of
rules is arbitrary).
σ1σ2σ1σ1σ2σ2(σ1⊕) −→1
(σ1σ2σ1σ1)σ2σ2 ⊕ σ1 −→4
σ2σ1(σ2σ1σ2σ2)⊕ σ1 −→3
σ2σ1σ1(σ2σ1σ2⊕)σ1 −→2
σ2σ1σ1σ1σ2(σ1⊕)σ1 −→1
σ2σ1σ1σ1σ2 ⊕ σ1σ1.
Hence ‖σ1σ2σ1σ1σ2σ2σ1‖ is σ2σ1σ1σ1σ2σ1σ1.
4. The Growth Function
Milnor (1968) introduced the growth functions of groups. In this last paragraph, we
investigate the growth function of the monoid B+3 . This work has already been done
by Xu (1992) using Thurston’s right greedy normal form (see Chapter 9 in Epstein et
al., 1992). The characterization of the normal forms with lists gives a new construction.
We propose the following improvement. One can count exactly the number of three-
strand positive braids that admit a normal representation of length n and size k. The
computation of the growth function follows directly.
Definition. For any positive integers n, k, ank is the number of normal words of size
k and length n; snk =
∑i=n
i=0 a
i
k is the number of normal words of size k and length at
most n; pn3 =
∑
k≥0 a
n
k is the number of distinct three-strand positive braids of length n.
Denote by P3(x) the function
∑
n≥0 p
n
3x
n.
Proposition 6. For any integers n ≥ 0 and k ≥ 0, the following relations hold:
(1) an1 = 1,
(2) a02 = 0, a
n+1
2 = s
n
1 ,
(3) a03 = 0, a
n+1
3 = s
n
2 ,
(4) a0k+4 = 0, a
1
k+4 = 0, a
n+2
k+4 = s
n
k+3.
(5) p03 = 1, p
1
3 = 2, p
n+2
3 = p
n+1
3 + p
n
3 + 1,
(6) P3(x) = 1(x2+x−1)(x−1) .
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Proof. For point (1), the word σn1 is the only normal word of size 1 and length n.
For point (2), the list of a normal word of size 2 and length n + 1 has one of the
forms: (1, Ln1 ), (2, L
n−1
1 ), . . . , (n,L
1
1), (n+ 1, L
0
1), where L
m
k represents an arbitrary list of
a normal word of size k and length m. Hence an+12 is exactly a
n
1 + a
n−1
1 + · · · + a11 +
a01 = s
n
1 . Point (3) is similar. For point (4), the list of a normal word of size k + 4
and length n + 2 has one of the forms: (1, Ln+1k+3), (2, L
n
k+3), . . . , (n + 2, L
0
k+3). However,
the second element of this list cannot be 1 and we must omit the following patterns:
(1, 1, Lnk+2), (2, 1, L
n−1
k+2), . . . , (n+ 1, 1, L
0
k+2). If we exchange their first two elements, we
obtain: (1, 1, Lnk+2), (1, 2, L
n−1
k+2), . . . , (1, n + 1, L
0
k+2). There are exactly a
n+1
k+3 such lists,
so an+2k+4 = a
n+1
k+3 + a
n
k+3 + · · · + a0k+3 − an+1k+3 = snk+3. For point (5), p03 = a01 = 1,
p13 = a
1
1+a
1
2 = 2, p
n+2
3 =
∑
k≥0 a
n+2
k = 1+s
n+1
1 +s
n+1
2 +s
n
3 +s
n
4 +· · · . As sn+1k = snk+an+1k ,
the difference pn+23 −pn+13 is an+11 +an+12 +an3 +an4 +an5 + · · · = an+11 +an+12 +pn3−an1−an2 ;
that is, pn3 + 1. Point (6) directly follows. 2
5. Conclusion
The combinatorial characterization of normal forms according to the well-ordering
on lists gives a quite direct method to construct a linear time algorithm, a rewriting
system and the growth function in the particular case of three-strand positive braids.
As the construction of the well-ordering on trees in Burckel (1997) is quite natural and
inductive, these effective results may be generalized to positive braids with an arbitrary
number of strands.
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