Assuming the experimental settings described in Section V.A, we consider the approximation of (14), i.e. the relative impact of the term ∆ ∆ M v in the synthesis error ∆x . The approximation of (14) involves only one lifting step, hence the experimental assessment is separately carried out for the predict and update step as follows. When
M v in the expression of ∆x given by (13), hence we compute the ratio ∆ ∆ ∆ M v
x for several signals x . Prior to synthesis, several perturbation patterns ∆M are generated (each with a given mismatch probability ρ ) and quantization is applied to the coefficient vector v (thereby inducing noise ∆v ). This leads to a population of synthesis errors ∆x . Sample results are given in Figure A1 for several probabilities of mismatch 0.02 , 0.14 ρ   ∈     . The graphs in the figure report both the average value of the relative approximation error ∆ ∆ ∆ M v x , using dots, and the standard deviation, using bars. As shown in the figure, the approximation of (14) incurs less than a 10% error on average. and computed the relative approximation error incurred by the expression of (15), both when M = P and M = U .
• In the first set of experiments, whose results are reported in Table A1 , we consider noise signals ∆v resulting from increasingly coarse quantization of the transform coefficients (this is indicated in Table A1 by the increasing values of Q , which represents the width of the scalar quantizer). Concerning the mismatches in the lifting parameters, which result in the noise matrix ∆M , we consider random mismatches occurring
In essence, this scenario fits the case of independent sources ∆M and ∆v . Therefore the expression of (15) should represent the observed experimental data with good accuracy. This is confirmed by the results of Table A1 , which demonstrate that the relative error incurred by the expression of (15) is 7% on average.
• The second set of experiments, whose results are reported in Table A2 below, investigates the effect of correlation among the mismatches in the lifting parameter and the quantization noise in the transform coefficients due to packet losses. During lifting analysis, we impose that the selection of the lifting filters is kept constant during four consecutive predict-and-update operations. Hence, one adaptive parameter tracks the adaptive decomposition of eight consecutive samples of the input signal. We form individual packets containing both the adaptive parameter and the quantized transform coefficients relative to each segment.
During synthesis, the unavailability of one such packet implies that:
o Four consecutive (and identical) mismatches occur in the adaptive parameter vector and in the resulting noise matrix ∆M .
o The corresponding transform coefficients are approximated by the coarsest available representation (i.e. the DC component of the corresponding polyphase component).
The results of Table A2 show that relative error incurred by the expression of (15) is 9.5 % on average. This suggest that, although each lost packet induces noise samples that are placed at highly correlated locations within ∆M and ∆v , the values taken by the samples of the two noise sources are independent of each other. As a result, the weak statistical correlation between ∆M and ∆v does not induce a major deviation of the values predicted by (15) with respect to the observed data. Table A2 . Relative approximation error for correlated mismatches and quantization noise 
A.3. Validation of Observation 3
Assuming the experimental settings described in Section V.B, we generate random mismatched spatial displacements p p d d ≠ , which occur within each frame with a certain probability. We then measure the relative error incurred by the approximation (33) for a wide range of quantization accuracies. Sample results obtained using the Football sequence and 5% and 10% mismatch probability are shown in Figure A2 . Each curve represents one instantiation of this experiment. As shown in the figure, the approximation (33) incurs errors in the order of 10% in the worst case. We notice that, independently of the mismatched displacement p d , the approximation of (33) is more accurate when fine-scale quantization is applied. On the other hand, as the overall noise increases due to increasingly coarse quantization, the approximation of (33) progressively overestimates the overall noise power.
This behavior agrees with the intuition that the distortion induced by displacement mismatches is "masked" by high quantization noise. In other words, the effect of pointing to the incorrect spatial location within a certain area of the frame is less evident when that area is coarsely quantized. Figure A2 . Relative error incurred by the approximation of (33) for a range of quantization accuracies. Displacement mismatches occur with 5% (left) or 10% probability (right). Different markers denote experiments with different mismatches
A.4. Derivation of Observation 4
The following formal definitions are used in subsequent derivations of the expressions (35) and (36).
First, we denote as (A1), and where the sign of the decoding-side displacements is reversed to fit the encoding-side coordinate system. We pursue an approximation of the expected predict-step synthesis distortion (induced by displacement mismatches) which exploits the data already gathered during predictstep analysis. We proceed as follows: 
Assuming that prediction errors from different reference frames (e.g. , the approximation (A6) becomes:
Using (A7), we approximate equation (A4) 
Neglecting the contribution of the terms 2 1 B t + X in the above incurs less than 15% error in practice and allows simplifying the approximation (A8) as: 
where 
-
as given by Definition 1. We then recall that:
where b and c are 1 T × vectors. Using (B2) in (B1), interchanging the trace and expectation operators, and combining the linearity of the trace operator with (1) leads to (16) . ■ 
The hypothesis made for even ∆v and odd ∆v implies that the second term on the right hand side of (B3) is zero. ∆x and the coefficients on the even rows of ∆U constitute three mutually independent white WSS noise processes, we have: 
where [ ] n u k is as in (3) 
