Abstract-Orthogonal space-time block codes (OSTBC) enjoy simple decoding, but have limited coding gain, if any. By concatenating OSTBC with an outer trellis, simple and powerful codes have been constructed, known as super-orthogonal codes or STB-TCM. In this work, we generalize these codes by exploring new code supersets, through mappings that do not induce any instantaneous modulation constellation expansion. By finding new mappings and establishing the properties of the resulting set partitions, we provide design guidelines for the labeling of the generalized code trellises. Simulations demonstrate significant coding gains resulting from our codes.
I. INTRODUCTION
Space-time coding offers reliable communication over wireless fading channels. Since the ground breaking work of Tarokh et al [1] and the introduction of space-time trellis codes (STTC) much work has gone into this branch of communication. In coding, there is a continual interplay between performance and structure. In the domain of multi-antenna communication, for example, space-time block codes (STBC) provide a structure that allows easier decoding.
An attractive tradeoff between structure and performance is made possible by a concatenation of orthogonal block codes with a trellis [2] , [3] . This combination can provide high performance at relatively small computational cost. The contribution of this paper consists of a generalization and improvement in the performance of this new class of codes. In the following, we briefly describe the background and basic concepts.
Recently, Jafarkhani and Seshadri proposed superorthogonal space-time codes [2] (SOSTC). Super-orthogonal codes consist of an orthogonal space-time block code concatenated with a block-wise trellis. The design process is similar to the TCM of Ungerböck: the codebook of the orthogonal block codes is expanded and then partitioned into sets with suitable distance properties. Then the trellis is labeled appropriately with the set partitions. Siwamogsathan and Fitz [3] also proposed a trellis-block code that looks very similar to the super-orthogonal codes, with an approach that is somewhat more general. Both of these codes must be hand crafted.
The set partitioning needed for super-orthogonal code, although similar to TCM, is somewhat more delicate. Expanding the constellation and set partitioning must satisfy several conditions: (1) increase the minimum distance (coding gain), (2) differences of codewords in each partition must remain full-rank (diversity gain), and (3) the trellis code must not become catastrophic.
The problem is made more interesting in that the space-time code consists of two parts: one is the modulation constellation, and the other is the mapping of the modulation signals to the antennas. Thus the problem has more degrees of freedom compared to TCM, and as seen above, also has more constraints.
The contribution of this paper can be described as follows: first, we propose a more generalized mapping of modulations to antenna signals, through which we can design better codes. This generalized mapping is achieved without any instantaneous constellation expansion, that is, for any transmission period, the constellation size remains the same. Thus the detector does not need to be substantially altered (although we do need to calculate a few more metrics). Second, we provide design criteria for the generalized block-trellis codes.
A. Notation
Uppercase bold letters denote matrices, e.g. H. The codewords of a block code are also matrices, e.g., G i m , the subscript denotes the set partition to which the codeword belongs, and the superscript denotes the rotation 1 of the codeword, a matter that will become clear in the sequel. Script letters denote sets of codewords, e.g. G i m , where again superscripts mean that the entire set has been rotated, and the subscript denotes the location of this set in the partitioning. We define the multiplication of a set and a matrix, e.g., G The function D(·, ·) denotes the minimum distance between two sets of codewords. With an abuse of notation we sometimes see a codeword as one of the arguments of this function, which should be interpreted as the set consisting of that single codeword.
II. SYSTEM MODEL
We consider a space-time system with L t transmit and L r receive antennas. We use a concatenated coding scheme where the outer code is a multiple trellis coded modulation (MTCM) code and the inner code is an orthogonal space-time block (OSTBC) code. To each state of the trellis code N B OSTB codewords of size T × L t are assigned. Therefore the overall rate of the code is log 2 (N B )/T .
The channels between the transmit and receive antennas are modeled as frequency non-selective flat Rayleigh fading. For slow fading channel assumption, the channel is constant during a frame and fades independently from frame to frame. For block fading channel, the channel is constant over a period of a block, T , and fades independently from block to block transmission times.
The received signal, denoted by a T × L r matrix R, after match filtering has the following form: 
III. SYSTEMATIC DESIGN OF TRELLIS CODES
To build a set partitioning for the trellis, the original STB codebook must be expanded. The expanded codebook is called a superset and denoted with S. Each subset of the expanded codebook is called a sub-code. For example, the original STB codebook is a subcode.
Each state in the trellis is assigned a subcode. The subcode at state k is denoted with S k , S k ∈ S for all k. The codewords in S k are assigned to the outgoing branches of state k.
Our proposed process, as well as the potential gains achieved by our designs, can be demonstrated via an example. Consider a system with two transmit antennas, with the following orthogonal block code designed by Alamouti:
which, with BPSK modulation, has the four codewords
This is the subcode S 0 , which we assign to state 0 of the trellis (see Figure 1) . The superset will be obtained by
is the OSTB codeword for x 1 and x 2 given in (1), and U = diag(e θ 1 , e θ 2 ).
expanding S 0 , which in turn is done by a unitary transform U = diag(e jθ1 , e jθ2 ). The elements of the rotated subcode are assigned to the other state of the trellis, i.e., S 1 = S 0 U. The performance of this code, with the best possible U, is shown in Figure 4 . Compared with a similar code from [2] , we observe 1 dB gain. The difference is primarily due to our choice of U.
Thus, our main contribution is a systematic way of finding optimal rotations and assigning partitions to trellis states. The generalization in this paper consists of allowing rotations that were not considered in previous works. For example, for the trellis in Figure 1 , the code from [2] used rotations diag{−1, 1} while we used diag{j, −j}. Our proposed rotation leads to transmit symbols outside the original constellation, but nevertheless, at each trellis transition, only a rotated BPSK constellation is transmitted. Therefore the usual complications arising from constellation expansion do not come into the picture. Constellation expansion is a problem mainly for decoding, but in our case the rotations can be absorbed, e.g., into the matched filter, so detection is no more difficult than the standard BPSK. The same concept applies for our other designs to be shown in the sequel.
The class of allowable rotations is described by the following result.
Lemma 1:
If we require all antennas to transmit with unit power, the transformation matrix U is diagonal or anti diagonal whose nonzero components have magnitude one.
Proof: Consider a general case for unitary matrix U, such as
Applying the transformation on the set S 1 , we get
Employing the unit power constraint, we see that either c = b = 0 and ||a|| = ||d|| = 1, or a = d = 0 and ||c|| = ||b|| = 1.
Hence U can be shown as U = diag(e jβ1 , e jβ2 ).
A. Set partitioning of OSTB codewords and its properties
The criterion used for partitioning of STBC codewords is coding gain distance (CGD) [2] . Assuming two space-time codewords S i and S j , CGD is defined as
The CGD of a set S of space-time codewords is the minimum of CGD of all the elements of S ×S, i.e. all the possible pairs of the Cartesian product of S by itself. We define the distance between two sets G i , G j as the minimum CGD between all pairs of the Cartesian product of two sets, i.e.
D(G
where
Using the notion of distance as defined above, one can partition a set of OSTB codewords to two subcodes such that the CGD of the individual subcode is maximized. The subcodes in turn can be partitioned in a similar manner, until a desired level of set partitioning is achieved. Examples of set partitioning for BPSK, QPSK, and 8PSK with the CGD of corresponding levels are reported in [2] .
Any two codewords in a given set partition are related to each other through a set of rotations, as shown in the following. This property will help us in the set partitioning process.
Lemma 2: For any OSTB codeword S i ∈ S with components taken from MPSK modulation, there exits diagonal unitary matrices V i,j and W i,j where
Proof: We consider L t = 2; the extension to L t > 2 is similar. Consider a given codeword S i ∈ S and
where s 0 and s 1 are taken from MPSK constellation. Any other codeword like S j ∈ S can be written as The matrices V i,j and W i,j are in general i-and j-dependent. However, if S i and S j belong to the same subset in the set partitioning tree V and W are unique. This can be verified experimentally from the set partitioning trees of MPSK modulations in [2] .
At a given level of partitioning, the CGD of all subcodes (assigned to various trellis states) are the same. This is a direct result of the unitary transforms, as seen below. 
det(A(S
k i , S k j )) = det((S k i − S k j )(S k i − S k j ) H ) = det((S 0 i − S 0 j )UU H (S 0 i − S 0 j ) H ) = det(A(S 0 i , S 0 j ))
B. Code design for a fully-connected trellis
We consider a fully-connected trellis to illustrate our design procedure. Code design for other trellis types is less restricted and follows a similar process.
A key challenge in the design process is that the codes are nonlinear, and unless they possess a uniform error probability (UEP) property, it does not suffice to analyze the performance for the all-zero codeword. Unfortunately, our codes may or may not be UEP, so in principle, an exhaustive search over error events must be carried out. To demonstrate, observe the codewords of length two in Figure 2 . Every pair of codewords starting and ending at the same state (any state) must be included in the error analysis. Obviously this is a cumbersome task.
Thankfully, it is possible to narrow down the set of the events considered in our search. Consider an error event from the set of the error events with length two in Figure 2 , the CGD of this event is
where A 1 and A 2 are associated with the first and second trellis sections, based on the definition of (2). A result from Section III-A gives us a lower bound for det(A 1 ). More specifically, all the considered events have their first trellis section taken from the subsets of G i obtained from the last level of set partitioning:
We now focus on the second term in (4). The emerging branches at state j in Figure 2 are from G 
where G m 11 is the first OSTB codeword of the subset G m 1 .
Proof: In the following, by GU we mean a new set whose OSTB codewords are each multiplied by the matrix U.
where (7) is due to the fact that unitary matrices V i and W i do not change the distance property of the two sets. If we assume V i and W i are the matrices which convert the codewords of G j 1 to G j i , j = m, n, in the sense of Lemma 2 we obtain (8). To arrive at (6) we can write
where P is the cardinality of the subsets. However, all the distances in the right hand-side of (9) are equal because
, which completes the proof.
Using the insights that led to Eq. (4), we summarize the calculation of the CGD of the length-two error events as follows. Consider the codewords E i with length two which start and end at state zero and pass through state i. The distance of the error events (E i , E j ), for all i and j, is
where A(S 1 , S 2 ) is a set with elements
H , such that S 1 ∈ S 1 and S 2 ∈ S 2 .
For error events with length larger than two, the CGD in (4) is written as
In the above error event, the contribution to the CGD by the intermediate trellis sections is not clear. This is a phenomenon familiar to the designers of TCM codes. For fully connected trellises, the minimum error event is length two, and calculating CGD for those events is all we need (which we showed above). For other trellises as well, we can use our results to simplify CGD calculations, but each case must be treated based on the length of its minimum error event.
IV. CODE DESIGN EXAMPLES
In this section, we provide simulation results for our codes and compare them with the existing codes given in [2] , [3] . In all the simulations, a frame consists of 130 transmissions and the number of receive antennas is one. We use the design tools that we developed in Section III to reduce the search space. S 00 U 1 S 10 U 1 S 01 U 1 S 11 U 1 S 00 U 2 S 10 U 2 S 01 U 2 S 11 U 2 S 00 U 3 S 10 U 3 S 01 U 3 S 11 U 3 S 00 U 4 S 10 U 4 S 01 U 4 S 11 U 4 S 00 U 5 S 10 U 5 S 01 U 5 S 11 U 5 S 00 U 6 S 10 U 6 S 01 U 6 S 11 U 6 S 00 U 7 S 10 U 7 S 01 U 7 S 11 U 7 S 00 S 01 S 10 S 11 S 00 U 1 S 01 U 1 S 10 U 1 S 11 U 1 S 00 U 2 S 01 U 2 S 10 U 2 S 11 U 2 S 00 U 3 S 01 U 3 S 10 U We designed the code to maximize the minimum CGD of events with length two, the minimum length error event. The transforms (rotations) for states 1, 2 and 3 are U 1 = diag(−j, j), U 2 = diag(j, −1), and U 3 = diag(−1, −j). Figure 4 shows the frame error probability versus SNR for our 2-state ( Figure 1 ) and 4-state code (labeled as new) in slow fading and compare them with the 2-sate and 4-state codes given in [2] (labeled as JS). Our 2-state code outperforms JS by about 1 dB and performs the same as JS 4-state code. shows the 4-state trellise designed for QPSK, full-rate 2 bit/s/Hz, using two transmit antennas. The structure of our 4-state trellis is the same as the trellis in [2] , [3] (JS, SF). The only difference is in the rotation U. Our rotation is U = diag(e j3π/4 , e −j3π/4 ) but the rotation in [2] , [3] is U = diag(e jπ , 1). A gain of 0.3dB over the JS, SF code is achieved (see Figure 6 ). Our 8-state QPSK trellis is shown in Figure 3 (c), whose performance is slightly better than the 16-state code given in [3] . The transformation matrices for our 8-state trellis is as follows, Now consider four transmit antennas. Figure 7 shows the the frame error rate and bit error rate for a simple 2-state trellis code with 4 transmit antennas in slow fading. For this code U = diag(e j3π/2 , e jπ/2 , e j3π/2 , e jπ/2 ). This code gives about 1 dB gain over the code given in [2] which also outperforms the code in [4] which uses a quasi-orthogonal code. 
A. Complexity Issues
In this section, we explain briefly that the computational burden at the decoder is negligible by resolving U into channel matrix. The received signal is R = √ ρSUH + N. Let H = UH, which has the same statistics as H, since U is unitary. The receiver can employ the correspondingH of the emerging state and decode with the same constellation for all branches. The incurred computational complexity is simply the calculation of the new channel matrix for each U, whenever channel state information is updated. Therefore, the generality of choosing components of U gives higher degrees of freedom to design better codes meanwhile the additional complexity is easily manageable.
V. CONCLUSION
In this paper we propose a generalization of the codes known as super-orthogonal codes or, alternatively, STC-TCM codes. In these codes, an inner orthogonal block space-time code is concatenated with an outer trellis code to yield a powerful overall code with reasonable decoding complexity. Our generalization of these codes extends the number of allowable rotations, yielding more powerful codes. We present several properties of codewords and set partitions so that the design process can be simplified. Simulations demonstrate the performance of our generalized codes.
