Constructing models of nonlinear time series is typically NP-hard. One of the difficulties is the local minima, and it is difficult to find a global best model. Some methods have already been proposed that attempt to find good models with reasonable computation time. In this paper we propose new methods that can compensate for a drawback of a method previously proposed by Judd and Mees. A standard approach to NP-hard problems is simulated annealing. We apply these methods to build models of annual sunspot numbers and a laser time series, and compare the results. The results indicate that the performance of the proposed method is comparable to that of simulated annealing in both time series. The performance of Judd and Mees method is almost the same as that of the other methods for the annual sunspot data, but not as good for laser time series. The Judd and Mees method is computationally the fastest of all the methods, and the proposed method is faster than simulated annealing.
Introduction
In many applications it is important to be able to accurately predict the future. One way to do this is to build models based on past information. Since nonlinear systems in nature abound, it is important to develop methods that can tackle nonlinear time series data. Many basic ideas for modeling nonlinear time series have already been derived. Two general time series modeling methods that take account of nonlinearity are the Radial Basis Function (RBF) models [Casdagli, 1989] and the local linear models [Farmer & Sidorowich, 1987] .
A particularly convenient and more general class of nonlinear models is the pseudolinear models, which are formed by linear combination of nonlinear functions. 1 These models can be obtained by starting with a large dictionary of basis functions, which one hopes will be able to describe any likely nonlinearity, selecting a small subset, and taking a linear combination of these to form a model. One technique is a greedy method, for example, orthogonal least squares method [Chen et al., 1991] . A more powerful method is described by Judd and Mees [1995] which selects a good parsimonious subset from a large dictionary of basis functions. The important issue here, as we will shortly see, is the model size should not be too big else it will overfit the time series data. For pseudolinear models, the model size refers to the number of basis functions, which is the same as the number of parameters of the model, because the only function used to fit the data are the linear combination parameters.
Usually, to build models, many candidate basis functions are first prepared in the form of a dictionary, and the basis functions that can extract the peculiarity of the time series as much as possible are selected. If it were easy to calculate all possible combination sets, and hence get the best model in the dictionary, selection methods would not be necessary. Although it is not impossible to calculate all possible combination sets for small dictionary (for example, the number of basis functions in a dictionary is smaller than 30), it is unrealistic for large dictionary. Hence, selection algorithms are used. However, there is no guarantee of finding the optimal subset because this is expected to be an NP-hard problem [Judd & Mees, 1995] . The models obtained by selection algorithms can offer near-optimal models.
An effective method for selecting a good parsimonious subset from a large dictionary of basis functions, called the bottom-up method in [Nakamura et al., 2002] , has been developed by Judd and Mees [1995] . We call this the bottomup method because it starts with a small, or even trivial, model and increases its size to obtain a best model. The basis function selected is the basis function in the dictionary that best fits the error vector of the current model. So we call the method "the marginal error bottom-up method". Although the marginal error bottom-up method has proven to be effective [Judd & Mees, 1995 , 1998 Small & Judd, 1998 ] in modeling nonlinear dynamics, it was shown that the models using the marginal error bottomup method are sometimes over-fitted even in simple examples [Nakamura et al., 2002] . Hence, an upand-down approach which employed both marginal error bottom-up and top-down methods was proposed. The top-down method starts with a large model, or even the entire dictionary, and decreases its size to obtain a best model. The up-and-down method employs alternate increasing and decreasing of the model size. Over-fitting can be avoided by the up-and-down method in many cases [Nakamura et al., 2002] .
Information criteria are used to find the model that best balances model error against model size so as to prevent over-fitting or under-fitting of the data. Examples of information criteria are the Akaike Information Criterion (AIC) [Akaike, 1974] , the Schwartz Information Criterion (SIC) [Schwarz, 1978] and the Rissanen's Description Length [Judd & Mees, 1995] . It is often the case that the minimum of information criterion corresponds to the best model size to be used.
There is always an embarrassing problem in model selection, and this is the possibility of finding local minima. That is, the best obtained model might be either global (truly the best model) or local (the best in a neighborhood). Generally speaking, it is very difficult to find a global best model.
In this paper we give a simple example where using marginal errors does not work well. We then propose another approach to compensate for a drawback of that method, which we call the "total error ". In connection with this technique, the total error bottom-up and total error top-down methods are proposed. Furthermore, we propose a new upand-down approach to avoid local minima, which we call the "shake" approach, and we refer to the original "up-and-down" approach as the "just-upand-down" approach. These methods are deterministic methods, that is, the models obtained are always the same whenever the methods are applied to the same dictionary.
To demonstrate the performance of the methods proposed in this paper, we should compare these with an entirely different method; one which has already been acknowledged to be effective. Simulated annealing is such a method [Metropolis et al., 1953] . It is a stochastic selection method for optimization problems of large scale, especially where a desired global minimum is hidden in many local minima. It has proven to be effective in the traveling salesman problem [Press et al., 1995] and was recently used to generate surrogate data [Schreiber, 1998] . We build models using the above mentioned selection methods for two time series, annual sunspot data and a laser time series. Also, we employ two different information criteria, the description length and SIC. We then discuss their efficiency by comparison of the performance of the methods and these calculation times involved.
Information Criteria
The length and numerical accuracy of a time series obtained is limited even for simulations. Worse still, real time series are contaminated by noise to some extent. Usually, such a time series must be used for modeling. Hence, the model should not be fitted to the data too exactly. This is called over-fitting. If the model is too poorly fitted to the data, it is said to be under-fitted. Hence, to judge the quality of the model obtained, a measure is necessary which takes into account length, numerical accuracy and noise of the data in the modeling. It is considered that the smaller the value of the information criteria the better. Some information criteria have already been proposed for these purposes. The best known is the Akaike information criterion (AIC), but it is known to fail to provide statistically consistent estimates [Rissanen, 1989] . So, the criteria we use for determining the optimal model are the Rissanen's Description Length modified by Judd and Mees [1995] and the Schwartz Information Criterion (SIC) [Schwarz, 1978] . The selection methods described later in this paper are influenced to no small extent by these criteria. In a subsequent paper we shall make a comparative study of information criteria.
Description length
From the viewpoint of description length, one considers the number of bits of information required to reconstruct the original time series. A convenient, although sub-optimal, way to reconstruct the data would be to use the model and its parameters, including initial data, and to then correct the model's output by adding in the prediction errors. This gives a so-called two-part code: the data is described by the model and its error vector. An important point is that the original data has finite accuracy and the parameters and errors need only be specified to finite accuracy. If the model is good the total number of bits required to transmit parameters, initialization data and errors will be less than the number of bits required to send the raw data and the two-part code will have compressed the data.
The minimum description length principle states that the best model is the one that attains the greatest compression. Roughly speaking the twopart code's description length is given by an expression of the form (Description Length) ≈ (Number of data) × log (Mean square prediction error) + (Penalty for number and accuracy of parameters) .
The prediction error must decrease as the model size increases, that is, as the number of parameters in a model increases. However, the penalty for introducing another parameter eventually outweighs the benefit to the description of the data. The model whose description length is smallest in the class of models is considered the optimal model. Note that this may be the null model, where the raw data is sent; in such a case, the data is indistinguishable from a stream of random numbers to within the powers of the modeling method being used.
Usually it is not easy to calculate the exact description length of a model, even with the two-part code simplification, but explicit approximations of the description length can be calculated in special model classes, such as pseudolinear models [Judd & Mees, 1995] . These have the general form
where f i are some selection of nonlinear functions (that is, these are the basis functions), λ i are unknown parameters, d is the embedding dimension and ε(t) are independent identically distributed errors. Define
where T indicates the transpose, n is the number of data, and m is the size of the dictionary of basis functions. Let V be the matrix whose columns are V i , i = 1, 2, . . . , m. When λ is chosen to minimize the sum of squares of the prediction errors e = y − V λ, then the description length S k is approximated by [Judd & Mees, 1995] 
where k is the number of nonzero components of λ, γ is related to the scale of the data (see below), and δ solves [Qδ] j = 1/δ j where Q = nV TV /e T e andV is composed of just those columns of V that correspond to nonzero elements of λ. The variables δ can be interpreted as the relative precision to which the parameters λ are specified. The attraction of pseudolinear models is that the parameters of λ are easily calculated, because the sum of squares of the prediction errors e = y − V λ can be minimized efficiently using singular value decomposition or any of its many equivalents.
A more precise interpretation of γ is that it is the exponent in a floating point representation of the parameters scaled relative to some fixed amount. Typically 1 ≤ γ ≤ 32. A value of γ = 1 gives larger models and a value of γ = 32 gives smaller models. As the purpose of this paper is to compare selection algorithms, we use γ = 1 and γ = 32 to take into account the influence of the value of γ in selection algorithms.
Schwartz information criterion
Another information criterion used in this paper is the Schwartz Information Criterion (SIC). The SIC formula is
where n is the number of data, and k is the size of the model. Although it is much easier to calculate SIC than the description length, it is an asymptotic approximation to the description length of a linear model [Rissanen, 1989] and gives a comparable size of model [Small & Judd, 1998 ]. The big difference between description length and SIC is that SIC does not take into account the relative accuracy of different basis functions, which is an important feature of minimum description length.
Selection Method
The aim of modeling is to extract the underlying structure of the phenomena observed. For this purpose, a dictionary including many basis functions is usually created. However, usually, it is impossible to know beforehand which of the basis functions in the dictionary are the best for the model, 2 so several techniques for selecting basis functions have been proposed. We first show the case where the marginal error does not work using a simple example. Then we propose another idea to compensate for a drawback of the marginal error. the component of µ with maximum absolute value. The components of the vector µ give the projection of the error e B onto each unused basis vector, and hence measure how closely each of the basis functions not currently in use will match the error of the current model. Extend the current model with the basis function that best matches the current error. Hence, the vector whose index is i is selected.
Marginal error
The bottom-up and top-down procedure using the marginal error is as follows. For a detailed description see [Judd & Mees, 1995; Nakamura et al., 2002] .
In the bottom-up method, given a model which is a selection of basis functions from the dictionary, one first tries to obtain a better model with the same number of basis functions, by first enlarging the model by one basis function. The basis function added is the one in the dictionary that best fits the error vector of the current model. The enlarged model is then returned to the size of the original model by removing the basis function that makes the least contribution to the enlarged model. The "bringing-in" and "throwing-out" procedure is repeated until the model does not change in this process. This model is taken to be the best model of its size. The bottom-up method then attempts to find the next biggest best model by taking the last enlarged model as the starting point and applying the above bringing-in and throwing-out procedure to this model.
The top-down method uses the same bringingin and throwing-out procedure as the bottom-up method. The difference is that when the best model of a given size is formed the top-down method proceeds to throw out another basis function to obtain a smaller size model, whereas the bottom-up method brings in an extra basis function to obtain a larger size model.
It is shown that the models using the marginal error bottom-up method can be sometimes overfitted even in simple examples [Nakamura et al., 2002] . Hence, an up-and-down approach was proposed where the marginal error bottom-up and marginal error top-down methods are used together. Over-fitting can be avoided by the up-and-down method in many cases.
Although the idea of marginal error often works well, there are situations where it does not. One simple example of the deficiencies is the following. 
As µ 1 is the largest value, v 1 is adopted as the best vector when the model size is 1. Consider when the model size is 2. We calculate λ and e B = v 0 −v 1 λ, where λ is the least squares solution to v 0 = v 1 λ. We get µ 2 = |v T 2 × e B | = 0.1732 and µ 3 = |v T 3 × e B | = 0.1414. As µ 2 is the larger value, the vectors v 1 and v 2 are adopted as the best to make v 0 when the model size is 2. However, the combination of v 1 and v 2 is not appropriate. The residual error of the model using v 1 and v 2 is 0.0577, and that of v 1 and v 3 is 0. This shows that the vector which can fit the error of the current model best is not always the correct vector for the model. This is a weak point of marginal error. It would be better to use a method which can avoid this problem.
Total error
An alternative to marginal error is the total error in which instead of using the marginal error vector, the total fitting error is used for selecting basis functions. Referring back to Fig. 1 , we can compare the marginal error and total error. Given the current model v 1 and v 2 , one finds the perpendicular distance from the subspace spanned by v 1 , v 2 and v i , for each i = 3, 4, 5. This perpendicular distance is the total error of the model with basis set B = {1, 2, i}, whereas the marginal error is the projection of the current model's error onto v i . The total error is a better measurement of how good a model is, but the marginal error is much easier to compute, because it does not require calculating the coefficients of each new basis set. We give in detail an algorithm to implement the bottom-up method using total error.
In the following bottom-up and top-down algorithms, B is the set of indices of the current basis set for the model, and I is the set of indices of the complete dictionary. We write V B for the n × k matrix formed from the columns of V with indices in B, where n is the length of the vectors and k is the model size. Let λ B be the least squares solution to y = V B λ B . Suppose that we will have at most K basis functions in a model.
The total error bottom-up method
(This is interpreted as the description length of the raw data.) (2) Set k = 1. Let B = {j} where j maximizes |V T j y|/ V j . (This selects as the one basis function that most closely match the data y.) Calculate the description length S 1 as in Eq. (2). (3) Set k = k + 1. If k > K go to step 5. Otherwise, let C = B ∪ {j} where j minimizes y−V T H λ H where H = B ∪ {j / ∈ B}. If k = 2, let B = C and calculate the description length S 2 , then go to step 3 again. If k > 2, go to step 4. (In all models built here, all of the basis functions contained in the previous model obtained and the other basis functions are used. Then, the model whose fitting error is smallest is selected. Hence, the model size selected here is one bigger than the previous model size.) (4) Find i which minimizes y − V T H λ H where H = C/{i}. If i / ∈ B, let B = C and calculate the description length S k , then go to step 3. If i ∈ B, let B = H and k = k − 1, then go to step 3. (In the models built here, only all basis functions contained in the model obtained in previous step are used. Hence, the model size is one smaller than the model obtained in the previous step. If the basis functions selected before adding a basis function in step 3 are the same as the basis functions left in this step, the model obtained after adding a basis function in step 3 is adopted as the best model. Then, go to step 3 to build the next model, whose size is one bigger. But if not so, try to find a better model of the same size.) (5) Take the model whose S k is the minimum in all models as the optimal model.
To make the explanation brief, we used only the description length S k in the above explanation. However, we can also use the Schwartz Information Criterion SIC k as defined in Eq. (3) instead of the description length. It should be noted that total error should be able to get more appropriate basis functions than marginal error, however, it is obvious that the total error is much more expensive than marginal error.
The total error top-down method
The total error top-down algorithm is essentially the same as the total error bottom-up algorithm except that instead of starting from an empty set and adding basis functions, we start from the full dictionary and eliminate basis functions.
We now give some examples using the total error bottom-up and total error top-down methods to show good and weak points of each.
Example 2. The Henon system [Henon, 1976] x(t) = 1.0 − 1.4x(t − 1) 2 + y(t − 1) y(t) = 0.3x(t − 1) . This model can be expressed as x(t) = 1.0 + 0.3x(t−2)−1.4x(t−1) 2 and we consider using multivariate polynomial models. The data used here is 1000 points with Gaussian observational noise with standard deviation 0.01. We will use time delay polynomial models. Choosing lag = 2 and degree = 3 gives 10 candidate basis functions in the dictionary, these are the constant functions, x(t − 1),
We applied the marginal error bottom-up method and marginal error top-down method, where the description length with γ = 32 was used in the information criterion [Nakamura et al., 2002] . The description length was smallest when the model size was 5 in the marginal error bottom-up method, and 3 in the marginal error top-down method. In the marginal error bottom-up method, three of the five basis functions selected were the correct choices but the other two were not. Now we apply the total error bottom-up and the total error top-down methods to the same example. As Fig. 3 shows, both methods give the correct model. That is, the description length is smallest when the model size is 3. Only the correct basis functions (that is, constant, x(t − 2) and x(t − 1) 2 ) were selected.
Although the same bottom-up approach is used in the marginal error and total error methods, the total error method finds the correct model in the correct model size. This shows that total error is superior to marginal error at selecting the correct basis functions in the bottom-up approach for the Henon data. The results obtained are the same in the description length with γ = 1 and SIC.
In the next example we show the case where neither the marginal error nor total error top-down methods work. If there is strong collinearity among the basis vectors V i , the top-down approach is not effective at selecting the correct basis functions. Example 3 demonstrates this.
Example 3. Consider the following Nonlinear MA system y(t) = 2.0u(t − 1) + 3.0u(t − 1)
where ε(t) is Gaussian with standard deviation 0.01. The input u(t) is the x component of the Lorenz equation [Lorenz, 1963] 
where σ = 10.0, γ = 24.73, B = 8/3, when calculated by the fourth order Runge-Kutta method with sampling interval 0.005, with the addition of observational noise that is Gaussian with standard deviation 0.01. We again use time delay polynomial models, choosing lag = 2 and degree = 3 and 1000 data points to build the model. Because the sampling interval of the Runge-Kutta method is very small, there is strong collinearity among the basis vectors in the dictionary. Figure 4 shows that the description length with γ = 32 of the model using the total error bottomup method is smallest when the model size is 3. Only the correct basis functions (that is, u(t − 1), u(t − 1) 2 and u(t − 1) 2 u(t − 2)) are selected, which is the same result as obtained from the marginal error bottom-up method; however, the description length of the model obtained using the total error top-down method is smallest when the model size is 4. The basis functions selected are u(t−2), u(t−1) 2 , u(t − 1) 3 and u(t − 1)u(t − 2) 2 . Note that this model does not involve the correct basis functions u(t − 1) and u(t − 1) 2 u(t − 2). The same phenomenon appears when the marginal error top-down method was applied. For details see [Nakamura et al., 2002] .
To avoid this problem, the top-down methods should not be used when there is significant collinearity among the basis vectors in the dictionary. The bottom-up methods are effective even when there is strong collinearity among candidate basis vectors. When we start building models we first prepare many basis functions in the dictionary. However, we do not know whether there is strong collinearity among the basis functions or not. That is, the application of the total error top-down method is not appropriate for selecting basis functions as the first step. It means that we should apply the total error bottom-up method as the first step. Applying the total error bottom-up method, the description length with γ = 1 is smallest when the model size is 3. However, SIC is smallest when the model size is 5. When we apply the marginal error bottom-up method SIC is smallest when the model size is 3. Figure 5 shows this. The root-mean- square prediction error (RMSPE) of the models obtained using the total error and marginal error bottom-up methods is shown in Fig. 6 . We see that the RMSPE of the models using the total error bottom-up method is smaller than that using the marginal error bottom-up method. This means that the total error bottom-up method is more effective for selecting proper basis functions than the marginal error bottom-up method. The correct model is not obtained using SIC. Up until now, we have shown examples where the total error bottom-up method works well. However, we will see that it does not work well in the next example. functions in the dictionary. We use 1000 data points to build the model.
We applied the marginal error bottom-up method and marginal error top-down method, where the description length with γ = 32 was used [Nakamura et al., 2002] . The description length was smallest when the model size was 6 in the marginal bottom-up method, and 4 in the marginal top-down method. Hence, neither of the methods could find the correct model. However, the three correct basis functions were selected in both methods. Figure 7 shows that the description length with γ = 32 of the model using the total error bottomup method is smallest when the model size is 4. The correct basis functions u(t − 1), u(t − 3) 2 and u(t−3) 3 are included in this model. When the model size is 3 the description length of the model using the total error top-down method is smallest. Although the same top-down approach is used in the marginal and total error methods, the method with marginal error cannot find the correct model. Only the total error top-down method finds the correct model in the correct model size. This shows that the total error top-down method is more effective for this data at selecting the correct basis functions. Although the total error top-down method works well, as we mentioned before, it is not appropriate as the first step. Hence, we should consider how to build the correct model using the total error bottom-up method. Here, we need to pay attention to the basis functions selected using the total error bottom-up method when the model size is 4. When the dictionary is only those basis functions that were selected when the model size was 4, then either selection method gives the correct model. Figure 8 shows the results. The description length in both methods is smallest when the model size is 3. This suggests that it is sometimes advantageous to restrict the dictionary to only the previously selected basis functions rather than using the complete dictionary. As shown in Fig. 7 , the total error top-down method starting with 4 basis functions gives the correct model. Then all selection models give the correct model. Also, the results obtained are the same in the description length with γ = 1 and SIC.
A Method of Avoiding Local Minima
The correct model is always obtained in Examples 2 and 3 using only the total error bottom-up and total error top-down methods. In Example 4, the methods of building models is the same as the upand-down method proposed in [Nakamura et al., 2002] and is effective in building models using the total error approach. We first review the up-anddown method (we call the original up-and-down method the just-up-and-down method) and propose a new up-and-down method to avoid local minima.
The just-up-and-down method
This method consists of iterating between the bottom-up and top-down approaches, using the best model of the previous iteration as the starting point of the next iteration. This leads to the following just-up-and-down method (see Fig. 9 ):
(1) A model is built from the complete dictionary of basis functions using the bottom-up approach. The model whose description length is smallest is selected. Call this the current model. 
Model size
The just-up-and-down method starting point is the refined model. If its description length is less than that of the refined model, it replaces the refined model; otherwise, it is discarded. (4) If the refined model is identical to the current model, it is taken as the final model and the algorithm terminates. Otherwise, the refined model becomes the new current model and we return to step 2.
The shake approach
The just-up-and-down method using the marginal error methods has proven to be more effective than the marginal error bottom-up method in modeling nonlinear dynamics [Nakamura et al., 2002] . However, there may be better models than the models obtained using the just-up-and-down method because it may have been trapped local minima. Generally speaking, as it is a very difficult problem to find a global best model, and it is very important to escape from local minima when selecting basis functions. We improve the just-up-and-down method by making the most of the strengths of the method. When the best model obtained using the just-up-and-down method has terminated the model obtained can be thought of as being caught in a local minimum. We propose a method of using the model whose model size is more than that of the best model obtained. This leads us to the following The modified shake method (a) (b) Fig. 10 . Schematic diagram of the variation of the description length as the shake and modified shake methods proceed: The solid lines indicate the description length for one iteration, where model size is either increased in a bottom-up iteration, or decreased in a top-down iteration. The dashed line is the upper bound of the "shake". The arrows indicate whether model size was increased or decreased. In the shake method the starting point of the models is always the model whose description length is smallest in the iteration. In the modified shake method the starting point of the models is not the model whose description length is smallest but one before or one after the model whose description length is smallest. In the second iteration the starting point is one bigger than the minimum description length model, and in the third iteration it is one smaller than the minimum description length model.
shake approach, the shake method and the modified shake method (see Fig. 10 ).
It should be noted that in the following methods, when a better model than the temporarily best model is obtained at each step, the new model becomes the best model at each step. That is, the best model is always renewed and kept until the method finishes.
The shake method
This method is essentially the same as the justup-and-down method. The major difference is that we use not only the best model but also a larger model as a restart point for selecting models (see Fig. 10 ):
(1) Let M * be the upper bound on the size of the model as a restart point for selecting models in the shake approach. The just-up-and-down method is applied. We call the best model obtained the current model. (2) Models are built up from the complete dictionary using the bottom-up approach again, where the starting point is the current model. The model whose description length is smallest of these three models is then selected; call this the refined model. (5) A model is built from the complete dictionary using the bottom-up approach again, where the starting point is the refined model. If its description length is less than that of the refined model, it replaces the refined model; otherwise, it is discarded. (6) Three models are built as follows:
(a) A model is built from the basis functions of the current model using the top-down approach. (b) A model is built from the basis functions of the current model using the bottom-up approach.
(c) A model is built from the complete dictionary using the top-down approach, but starting from the current model instead of the null model.
The model whose description length is smallest of these three models is then selected; call this the refined model. (7) A model is built from the complete dictionary using the bottom-up approach again, where the starting point is the refined model. If its description length is less than that of the refined model, it replaces the refined model; otherwise, it is discarded. (8) If the refined model is identical to the current model, it is taken as the final model and go to step 9. Otherwise, the refined model becomes the new current model and return to step 6. (9) Here models are built up from the complete dictionary using the bottom-up approach again, where the starting point is the current model. The model whose size is M * is selected again. If the model obtained is the same as the temporary model, the model becomes the new temporary model and go to step 10. If not, go to step 4. (We decide that if the model obtained is the same as the temporary model, the model selection is caught in a certain local minimum; If not so, the model selection moves to another local minimum.) (10) We increase the size of M * and then go to step 2. (To move to another local minimum, a larger M * is adopted.) We continue to do so while the best model obtained is changing (significantly).
From our experience, the size of M * is set as follows. First M * is set as 5 more than the current model (when the size of M * is not enough to escape from the local minimum the model obtained is the same as the current model.) After the first M * , the new M * is always set as 10 more than the previous M * . Usually we do the iteration three times.
The modified shake method
Furthermore, we introduce the following technique. In the shake method, when the model size is increased using the bottom-up approach (that is, steps 5 and 7 in the algorithm), the starting point is the refined model. To add a small shake for selecting the basis functions, we set the starting point as the model whose size is one smaller than that of the refined model. Also, in step 6 in the shake algorithm, we set the model to be the model whose size is one bigger than that of the current model. The rest is the same as for the shake method.
Applications
Applying the just-up-and-down method in each of the previous three examples always found the correct model. Hence, in this section we consider applying three methods, the just-up-and-down method, the shake method and the modified shake method, to real data sets to find global nonlinear radial basis models using marginal and total error. The real data sets are annual sunspot numbers and a laser time series, both well known as nonlinear time series. Also, to investigate the effectiveness of the selection methods proposed in this paper, we compare the results obtained with that of simulated annealing. We review simulated annealing briefly and then we show the results.
Simulated annealing
Simulated annealing was proposed by Metropolis et al. [1953] , and is a stochastic optimization method. The method has been used successfully in large-scale optimization problems such as the traveling salesman problem, for example. More detail is given in [Press et al., 1995; Vidal, 1993] . One of the drawbacks of simulated annealing is that it takes a very long time. This is one of the reasons why Judd and Mees developed the marginal error bottom-up method. Their method is much faster than simulated annealing. Simulated annealing proceeds as follows. Start with a model which is built randomly with model size k. We call the model before modification the "basic model". A basis function in the basic model is selected randomly and it is removed from the basic model. Another basis function is selected randomly from the dictionary and a "new model" is built using the new basis function. Let the cost function before the modification be E basic , and after the exchange E new , where we use the rootmean-square prediction error of the models obtained as the cost function. If E new ≤ E basic , the modification is accepted. That is, the new model becomes the basic model. If E new > E basic , the modification is accepted with probability p = exp[−(E new − E basic )/T ] where T is a "temperature". The annealing schedule used in this paper is T i+1 = T i /(1 + βT i ) where β = 0.01 [Lundy & Mees, 1986] . The temperature reduction is always done whether the modification is accepted or not. If the model does not change in 100 iterations, the model is adopted as the best model of size k. Then, the model size is increased to k +1, and the replacement process repeated.
Example 5. In this example we apply our methods and the simulated annealing to annual sunspot numbers, see Fig. 11 . The annual sunspot numbers increase more rapidly than they decrease. It is an indication of the nonlinearity of the time series. We first transform the raw annual sunspot numbers s t using the nonlinear function y t = 2 √ s t + 1 − 1 [Tong, 1990] . The purpose of this transform is to weaken the nonlinearity. The period 1700-1979 of the annual sunspot numbers is used to build the models. The data is embedded using nonuniform embedding (t−1, t−2, t−4, t−8, t−10) in 5 dimensions for predicting x(t). The dictionary includes a constant, 10 linear basis functions and 100 radial basis functions. The radial basis functions are Gaussian basis functions f i (x) = exp(− x − c i 2 /r 2 i ), where the r i are scalars uniformly distributed between σ and 5σ, where σ is the standard deviation of the time series, and the centers c i are chaperons generated by adding Gaussian random perturbations with standard deviation σ/3 to randomly selected data points [Judd & Mees, 1995] . Table 1 shows the best models obtained using various methods. When using the description length with γ = 1 and γ = 32, the best models are obtained using the combination of the shake approach and total error. When using SIC, the best model is obtained using simulated annealing. The second best model is obtained using the shake approach with total error. The difference between the models is very small. All the worst models are obtained by using marginal error. The shake approach with total error was always better than the just-up-and-down method with total error.
When we compare the models using total error and marginal error and each selection method and each information criterion there is only one model obtained using total error where the model is worse than that using marginal error. The model is obtained using the just-up-and-down method, total error, and description length with γ = 1. But the model is not the worst model. The worst model Table 1 . Comparison between the just-up-and-down, shake and modified shake methods and simulated annealing: The left side value in each column is the information criterion and the number in the parentheses is the model size. The # and * indicate the best and worst models in each criterion, respectively.
Marginal Error
Total Error is obtained using the shake method and marginal error. All the other models obtained using total error were better than those using marginal error for each information criterion used. Hence, the total error is better than the marginal error for the annual sunspot numbers.
The best models obtained using marginal error are much the same in the just-up-and-down method and the shake approach. The weak point of the marginal error described in Example 1 appears in these cases. However, when using total error, all the models using the shake approach are better than those using the just-up-and-down method for all information criteria. This shows that the shake approach avoided local minima better than the just-up-and-down method using total error. The result shows that the combination of the shake approach and total error was very effective in building good models for all information criteria used, and was as good as simulated annealing for the annual sunspot numbers. However, the CPU time required for simulated annealing is about five times as large as for the shake methods.
Example 6. In this example we apply our methods and simulated annealing to a laser time series [Abarbanel et al., 1996] , see Fig. 12 . The laser is a neodymium-doped yttrium aluminum garnet laser. The time series is considered as chaotic because it has at least one positive Lyapunov exponent associated with its evolution, and a broad and continuous Fourier power spectrum [Abarbanel et al., 1996] . One thousand data points are used to build the models. The data is embedded using nonuniform embedding (t − 1, t − 2, t − 4, t − 6, t − 11) in 5 dimensions for predicting x(t). The dictionary includes a constant, 15 linear basis functions and 200 radial basis functions. The radial basis functions are generated by the same method as that in Example 5 except the r i are scalars uniformly distributed between σ/3 and 5σ, where σ is the standard deviation of the time series. Table 2 shows the best models obtained using various methods. When using description length with γ = 1 and γ = 32 or SIC, the best models were obtained using the combination of the shake approach and total error, although the difference between these models and the models using simulated annealing is very small. The models obtained using marginal error are much worse in all cases, and all the worst models are obtained by using Table 2 . Comparison between the just-up-and-down, shake and modified shake methods and simulated annealing: The left side value in each column is the information criterion and the number in the parentheses is the model size. The # and * indicate the best and worst models in each criterion, respectively.
Total Error marginal error. The shake approach with total error is always better than the just-up-and-down method with total error. The difference between the models obtained using total error and marginal error is clearer than for the annual sunspot numbers. When we compare the models using total error and marginal error for each selection method and each information criterion there was no model obtained using total error where the model is worse than that using marginal error. Total error was better than marginal error for the time series. As shown in Table 2 , the modified shake method can give a better model than the standard shake method.
Summary and Conclusion
We have described algorithms for selecting the best basis functions from a dictionary. In the examples investigated total error removed a drawback of using marginal error, in which the correct basis functions may not be selected. Also the shake approach is a bounded up-and-down method which can avoid local minima.
The best models using description length and SIC and marginal error are not much worse than those using total error or simulated annealing for the annual sunspot numbers. However, they are much worse for the laser time series, where the time series used clearly does not provide much information about the dynamics.
The models obtained using description length or SIC and using the combination of the shake approaches and total error were almost the same as those of simulated annealing for the annual sunspot numbers and the laser time series. This shows that the combination has almost the same ability as simulated annealing for building models. Most models using the shake approaches are better than those using the just-up-and-down method for all information criteria.
The sizes of the best model of the annual sunspot numbers were 6 when using description length with γ = 11, 4 when using description length with γ = 32 and 11 when using SIC, which are all quite small. Those of the laser time series were 32 when using description length with γ = 1, 25 when using description length with γ = 32 and 41 when using SIC, which are all quite large. These results show that the combination of the shake approach and total error is effective for building both small and large models.
The calculation time is very important for practical use. The calculation time in using marginal error is around 20 times faster than using the total error and using the total error is around five times faster than using simulated annealing.
The shake approach using total error obtained the best models, however, using marginal errors often obtained almost the same models with significantly less computation. Marginal error only failed to do so with the laser data, which is not good time series for comparison, because it clearly does not give enough information about the dynamics. In particular, marginal error obtained models as good as total error or simulated annealing in other examples, but with significantly less computation.
