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Abstract 
Web services are a reality for many businesses nowadays. The rules of these services are described on e-contracts (ECs). 
Therefore, monitoring is essential to ensure that the quality of service will be higher than agreed in the EC. This paper proposes 
an architecture for business process execution, where the monitor uses a fuzzy approach to predict an EC failure, and take actions 
to avoid it. With this prediction, the architecture changes service priority by running services with higher possibility (higher
priority) of failure first. Nevertheless, if a failure happens, the architecture has a recovery module to recovery the service. Using 
the architecture, it is possible to observe an increase in the EC accomplishment (+40.41%), and a decrease in the average 
response time of EC (-42.64%). This paper compare two types of monitoring: light-weight monitoring (LWM) and heavy-weight 
monitoring (HWM). The results show that HWM is better than LWM in terms of performance. There was an improvement of 
11.88% in the EC accomplishment. The problem using the HWM is the reliability. It is not reliable. If the monitor fails, no 
monitoring is processed by the architecture. The results show that the architecture is promising. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of SciKA - Association for Promotion and Dissemination of Scientific Knowledge. 
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1. Introduction 
Standards can be created to handle the complexity of distributed applications, such as Service-Oriented 
Architecture (SOA) e Service-Oriented Computing (SOC). Web Services is an example of these standards. An 
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agreement may be signed between parties involved in the service, the provider agrees what will be offered and the 
consumer agrees what will be used. This agreement is done through an electronic contract (e-contract). 
Even existing a prior agreement between the parties involved in the web services, there are several uncertainties 
that could stop the conditions from being satisfied. There may be functional problems such as: changes in the service 
provider, the service may stop working in the provider, services can work differently according to the composition, 
etc. There can also be non-functional problems such as: the provider could stop working, there could be a breakdown 
in the communication between consumer and provider, etc. The maintenance of these non-functional characteristics 
(such as response time, availability, reliability, and security) are a difficult problem to solve. 
Because of those problems, monitoring web service composition is essential. For the consumers, it is important to 
know if the provider is respecting the established e-contract. For the providers, it is important to know if they are 
satisfying functional and non-functional features as required by their consumers. 
This research is based on a previous architecture of [1]. They present a monitor that follows up services execution 
to verify if QoS levels are satisfied. If they are not satisfied, actions can be taken, such as a process cancellation, a 
penalty application, and a contract renegotiation. An adaptation of the architecture was presented in [2]. The monitor 
was modified to predicts e-contract violations before they actually happen. A fuzzy system is responsible for the 
prediction. In addition, an extension was presented in [3] to support more than one non-functional QoS feature. The 
architecture presented in this paper supports heavy-weight monitoring, as well as light-weight monitoring. 
The main contribution of this work is to make a comparison between light-weight and heavy-weight monitoring. 
A light-weight monitor handles only one web service feature. Implementing these monitors is not a complex task, 
but there might be an overload of messages to be sent to each monitor. On the other hand, a heavy-weight monitor is 
only one monitor to handle different features of the web service. If a monitor failure occurs, no feature will be 
monitored. This comparison will help make a decision of which monitoring can be used in an architecture. The 
monitor attempts to predict a possible e-contract violation. With this prediction, it is possible: the consumer to select 
another service/provider, the provider to may increase its capacity in order to attend all e-contracts, or both parties to 
renegotiate the e-contract, changing the QoS values. 
The proposed monitor to predict a possible e-contract violation showed itself to be very promising. There was an 
increase in the e-contract accomplishment (+40.41%) and a decrease in the e-contract average response time (-
42.64%) comparing with previous works. However, the results in the present work show a better performance with 
heavy-weight monitoring, there was an increase of 11.88% in the e-contract accomplishment. The heavy-weight 
monitoring problem is to be unreliable. If the monitor fails, no monitoring is done in the e-contracts. 
2. Related Works 
In this section, we present some works related to our research. Our work is based on the architecture presented by 
[1] for executing business processes. The main difference from original architecture is the addition of the analyzer, 
optimizer, and recovery modules for monitoring purposes, which predicts e-contract violations before they happen. 
Fuzzy theory can be used to improve web service discovery. [4] evaluates the QoS of web services. Their method 
can guide service selection, and make the user receives better service while they are making choices. [5] constructs a 
fuzzy optimization model to solve the provider selection problem. [6] proposes a fuzzy system to estimate Quality of 
Experience (QoE) of web services for web service selection. Moreover, [7] presents an approach of fuzzy web 
service discovery. It helps service consumers to find required web services. The work of [8] uses fuzzy theory to 
improve the discovery process in UDDI. None of these works use fuzzy theory to optimize the e-contracts 
accomplishments in web services. 
The work of [9] is similar to ours in terms of environment phases (formation, execution, monitoring, and 
adaptation), and fuzzy rules base. However, their architecture defines actions to replace or negotiate services, and 
ours defines actions to improve current services. 
3. Proposed Architecture 
The proposed architecture in this paper is based on work of [1] for business process execution, and has been 
presented in [2]. An extension of the architecture was presented in [3] to support more than one non-functional QoS 
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feature, but only supported light-weight monitors. In this paper, the architecture was improved to support heavy-
weight monitor as well, making a comparison between both monitors type. 
The architecture has four entities (provider, consumer, monitor, and negotiator) and five stages for business 
process execution (negotiation, monitoring, optimization, recovery, and renegotiation). The stages of 
negotiation and renegotiation will not be treated on this article. Therefore, it is assumed e-contracts exist and all 
entities have them. The e-contracts are stored on e-Contract Repository (ECR). The entities are divided in 
repositories, modules, and the Service-Oriented Computing (SOC). The SOC system is responsible for 
communication between services. These services are stored on Service Repository (SR). Fig. 1 presents how the 
entities are organized. 
Fig. 1. Proposed Architecture. 
The monitor module intercepts all messages between provider and consumer. These messages, plus response time 
and process time are stored into the Data Repository (DR). The analyzer module uses the data from the DR to 
estimate the possibility of e-contract violation. The possibility of violation is determined by a fuzzy system. The 
fuzzy system is used because it is a technique that treats imprecision, and in this case, we can not guarantee when 
there will be an e-contract violation. The optimizer module uses information about analysis to change the service 
priority. The main idea about the priority queue is: if a service is more probable to violate the e-contract, it should 
have a higher priority than other service. It means, it should run before by the provider.
The analyzer e optimizer modules have the goal of trying to accomplish e-contracts. However, a contract break 
can still happen. Facing a contract break, the recovery module tries to fix it, increasing the service priority. The 
priorities of recovery module are greater than priorities of optimizer module. In other words, if there was a contract 
break, this service would run before others. 
The relation among architecture components (entities, modules, and repositories) are detailed in subsection 3.2. 
3.1. Priority Queue 
The priority queue was set with ten priority levels. Services can receive a value between these ten possible levels. 
The provider should run services with higher priority before services with lower priority. 
The ten priority levels are divided into four groups. The first group represents no possibility of e-contract 
violation. The second group represents the possibility of e-contract violation, these levels are determined by a fuzzy 
system in the analyzer module and by the optimizer module. The third group represents an e-contract violation, 
according to the response time non-functional QoS feature. In addition, the fourth group represents an e-contract 
violation, according to the availability non-functional QoS feature. The availability feature has higher priority than 
response time feature because if the service is unavailable, it will not respond at the agreed time. More details in the 
follow: 
Level 0 / Group 1: All services start at this level. Their execution will not result in contract violation. 
Level 1, 2, 3, 4, and 5 / Group 2: Execution of services at this level may result in contract violation. The analyzer 
module determines the possibility of violation from the historical data and sends this information to the optimizer 
module. Level 1 represents very-low possibility of violation, Level 2 represents low possibility of violation, Level 3 
represents medium possibility of violation, Level 4 represents high possibility of violation, and Level 5 represents 
very-high possibility of violation. 
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Level 6 / Group 3: Execution of services at this level violated the required response time on the consumer side 
only. In this case, the provider processes the request in time, but the response does not arrive at the consumer in 
time. The monitor detects it, and warns the recovery module. 
Level 7 / Group 3: Execution of services at this level violated the required response time on the provider side (and 
on the consumer side as well). In this case, the provider is not processing the request in time. The monitor detects it, 
and warns the recovery module. 
Level 8 / Group 4: Execution of services at this level represents a small availability violation. A small availability 
violation means violations until an acceptable rate of violation. For example, if the availability is set on 95%, the rate 
of violation is 5%. Therefore, a small availability violation is greater or equal than 90%, and smaller than 95%. 
Level 9 / Group 4: Execution of services at this level represents a big availability violation. A big availability 
violation means violations greater than the acceptable rate of violation. For example, if the availability is set on 95%, 
the rate of violation is 5%. Therefore, a big availability violation is smaller than 90%. 
3.2. Stages 
The monitor has a key role in the architecture. It is responsible to receive all messages exchanged between 
consumer and provider, calculate response time, and calculate processing time. These three information are stored in 
the DR, which will be used later by the analyzer. Another monitor function is to detect failures. If the response time 
is greater than agreed in e-contract, or if the service is unavailable, the monitor alerts the recovery. The recovery will 
try to repair the service. The monitor also checks if the service with problem was repaired. 
The monitoring stage can be observed in Fig. 2a. At the start, the consumer makes a request to the provider (1) by 
its SOC module. The consumer sends the same request and its local time to the monitor (2). The provider receives 
the request from the consumer (3) by its SOC module. The provider sends the same request and its local time to the 
monitor (4). The provider processes the request, and sends the response to the consumer (5) by its SOC module. The 
provider sends the same response, its local time, and the process time to the monitor (6). Now, the monitor can 
calculate the response time on the provider’s side. If the response time was greater than the maximum response time 
set in the e-contract, a contract violation has happened. And, if a violation happened, the monitor notifies the 
recovery module to start the recovery stage (7) with priority 7. The response time on the provider’s side is calculated 
by the sum of the time to receive the request, the processing time, and the time to send the response. When the 
consumer gets the response from the provider (8) by its SOC module, the consumer sends the same response and its 
local time to the monitor (9). Now, the monitor can calculate the response time on the consumer’s side. If the 
response time was greater than the maximum response time set in the e-contract, a contract violation has happened. 
If a violation happened, the monitor requests the recovery module to start the recovery stage (10) with priority 6. The 
response time on the consumer’s side is calculated by the delay that the request achieves the provider plus the 
response time on the provider’s side plus the delay that the response achieves the consumer. If the monitor does not 
get a message (from provider and/or from consumer), this affects the availability of the service. Therefore, the 
monitor requests the recovery module to start the recovery stage (11). If a small availability violation happened, the 
monitor requests a recovery with priority 8. If a big availability violation happened, the monitor requests a recovery 
with priority 9. 
The analyzer and optimizer modules work together in the optimization stage. This stage is responsible for 
informing the provider what services should be performed first to accomplish the QoS parameters. The idea of the 
optimization stage is to balance the provider load to accomplish all e-contracts. 
The optimization stage can be observed in Fig. 2b. The analyzer, using all historical data stored on the DR, tries 
to predict the possibility of an e-contract violation and notifies the optimizer (1). A fuzzy system is used to predict 
the possibility of violation. The advantage of using fuzzy system is because it works with inaccurate information, in 
this case to estimate the violation possibility. Based on this possibility, the optimizer increases or decreases the 
priority of the service (the level priority could be: 1, 2, 3, 4, or 5), notifying the provider SOC module (2). The 
provider runs higher level priority services before others services. 
Facing a contract violation detected by the monitor in the monitoring stage, the recovery module is responsible 
for trying to recover the service. The monitor also is fundamental in the recovery stage, it continues to check the 
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service to ensure that it has been recovered, or otherwise, it notifies the negotiator of the need for e-contract 
renegotiation. 
The recovery stage can be observed in Fig. 2c. If the recovery module is notified about an e-contract violation by 
the monitor (1), the recovery module rises the service priority in the provider SOC module to 6, 7, 8, or 9 (2), 
according with the e-contract violation type. The monitor verifies the recovering process. If, after some time, the 
failure cannot be fixed, the monitor notifies the consumer and the provider SOC modules to stop the service (3), and 
a renegotiation of e-contract becomes necessary (4). If the monitor detects that the failure was fixed, the service 
priority is decreased (lower or equal than 5) according to the analyzer and the optimizer modules. 
Fig. 2. (a) Architecture Monitoring Stage; (b) Architecture Optimization Stage; (c) Architecture Recovery Stage. 
3.3. Fuzzy System Definitions 
The architecture uses a fuzzy system to determine the priority of each service. In the heavy-weight monitor, all 
fuzzy variables and fuzzy rules are used. The light-weight monitor has two possibilities: (i) If the monitor is 
responsible for the response time, the fuzzy variables and fuzzy rules of availability are disregarded. And, (ii) if the 
monitor is responsible for the availability, the fuzzy variables and fuzzy rules of response time are disregarded. 
Four linguistic variables are used to generate the system’s fuzzy rules: inclination, maximum, order, and 
minimum. Meaning of inclination variable: if the delay to respond a service is increasing, the service should start 
earlier. Meaning of maximum variable: if the time to respond a service is closer to the maximum e-contract response 
time value, the service should start earlier. Meaning of order variable: a service with a faster processing time should 
run before services with a slower processing time. In addition, meaning of minimum variable: if a service is closer to 
the minimum e-contract availability value, this service should start earlier. 
The inclination variable is determined by the inclination of a straight line. This line is calculated by an 
interpolation of historical data. On a straight increasing, the inclination of first-degree equations is between 0 (zero) 
and 90 (ninety) degrees. The linguistic terms for the inclination linguistic variable are low, medium, high, and very-
high. All four fuzzy sets are trapezoidal. More details in Fig. 3a. 
The relation between the current response times and the maximum response time set on the e-contract determines 
the maximum variable. The current response times are determined by historical data. The maximum variable 
determines how much of the current response times are missing to reach the maximum response time. This variable 
has a domain between 0 (zero) and 1 (one). The linguistic terms for the maximum linguistic variable are very-low, 
low, medium, and high. All four fuzzy sets are trapezoidal. More details in Fig. 3b. 
The order variable is determined by the processing time. If a service has a faster processing time, it should run 
before services with slower processing time. The processing time is obtained from the historical data. This variable 
has a domain between 0 (zero) and 1 (one). Zero meaning the fastest service processing time and one meaning the 
lowest. Running the service with the shortest processing time first, the architecture decreases the global average 
waiting time for all services. The linguistic terms for the order linguistic variable are first, second, next-to-the-last, 
and last. All four fuzzy sets are trapezoidal. More details in Fig. 3c. 
The relation between the current availability and the minimum availability on the e-contract determines the 
minimum variable. The current availability is determined by historical data. The minimum variable determines how 
much the current availability needs to decrease to reach the minimum availability. This variable has a domain 
between 0 (zero) and 1 (one). The linguistic terms for the minimum linguistic variable are very-low, low, medium, 
and high. All four fuzzy sets are trapezoidal. More details in Fig. 3d. 
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Fig. 3. (a) Inclination Variable; (b) Maximum Variable; (c) Order Variable; (d) Minimum Variable. 
The base of fuzzy rules is composed of twenty-four rules. The rules were created from the combination between 
linguistic variables and fuzzy sets. The very-high and the very-low sets have high priority because of the large 
possibility of violation. The rules are: 
 IF inclination IS very-high THEN priority IS 5;
 IF maximum IS very-low THEN priority IS 5; 
 IF minimum IS very-low THEN priority IS 5; 
 IF order IS first AND minimum IS low THEN priority IS 5;
 IF order IS first AND minimum IS medium THEN priority IS 4; 
 IF order IS first AND minimum IS high THEN priority IS 3; 
 IF inclination IS high AND maximum IS low THEN priority IS 5; 
 IF inclination IS high AND maximum IS medium THEN priority IS 4; 
 IF inclination IS high AND maximum IS high THEN priority IS 2; 
 IF order IS second AND minimum IS low THEN priority IS 4; 
 IF order IS second AND minimum IS medium THEN priority IS 3; 
 IF order IS second AND minimum IS high THEN priority IS 2;
IF inclination IS medium AND maximum IS low THEN priority IS 4;
IF inclination IS medium AND maximum IS medium THEN priority IS 2; 
IF inclination IS medium AND maximum IS high THEN priority IS 1;
IF order IS next-to-the-last AND minimum IS low THEN priority IS 3;
IF order IS next-to-the-last AND minimum IS medium THEN priority IS 2;
IF order IS next-to-the-last AND minimum IS high THEN priority IS 1; 
IF inclination IS low AND maximum IS low THEN priority IS 2; 
IF inclination IS low AND maximum IS medium THEN priority IS 1; 
IF inclination IS low AND maximum IS high THEN priority IS 0; 
IF order IS last AND minimum IS low THEN priority IS 2; 
IF order IS last AND minimum IS medium THEN priority IS 1;
IF order IS last AND minimum IS high THEN priority IS 0.
The inference method determines the priority of each service, using all rules. Priority is determined by the rule 
that has the maximum relevance rate. 
4. Results 
To validate the proposed architecture and make a comparison between light-weight and heavy-weight monitoring, 
a scenario was created with two providers (PA, and PB), each one with two services (SA, and SB), and eight 
consumers (CA, CB, CC, CD, CE, CF, CG, and CH). To simulate a web service composition, consumers could use 
one service from the provider, both services from the same provider, or services from different providers. All 
management of the compositions were done by twelve e-contracts (ECA, ECB, ECC, ECD, ECE, ECF, ECG, ECH, 
ECI, ECJ, ECK, and ECL). More details about e-contracts and service composition can be observed in Table 1. 
For tests with light-weight monitors, there was two monitors (MA, and MB). MA was responsible to assure 
response time of all twelve e-contracts, and MB was responsible to assure availability of all twelve e-contracts. For 
the tests with the heavy-weight monitor, there was only one monitor (MA), and it was responsible to assure response 
time and availability of all twelve e-contracts. For all e-contracts, the maximum response time agreed was 1.25 
seconds, and the minimum availability agreed was 95%. 
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Table 1. Test Scenario (service composition). 
 CA CB CC CD CE CF CG CH 
PA - SA X  X  X    
PA - SB X   X    X 
PB - SA  X  X   X  
PB - SB  X X   X   
The intelligent architecture using fuzzy system aims to prevent a possible e-contract violation, increasing e-
contract accomplishment. This proposal was proved very promising in previous works. When monitoring only the 
response time, there was an increase of 8.95% in e-contracts accomplishment, and a decrease of 31.32% in average 
response time [2]. When monitoring only the availability, there was an increase of 18.98% in e-contracts 
accomplishment [3]. Moreover, in the architecture with two light-weight monitors, there was an increase of 40.41% 
in e-contracts accomplishment, and a decrease of 42.64% in average response time [3]. 
For the tests made for this paper, four hosts were used. The Host A had both providers, the Host B had the eight 
consumers, the Host C had the MA, and the Host D had the MB. For tests with light-weight monitors, all four hosts 
were present in the architecture. For tests with heavy-weight monitor, Host D was removed from the architecture. 
Tests were performed on three types of networks, a LAN with average latency of 6ms, a MAN with average latency 
of 20ms, and a WAN with average latency of 147ms. Results of these experiments can be seen in Tables 2, 3, and 4. 
The first line represents the e-contract accomplishment percentage (with standard deviation), according to all non-
functional QoS features, the second line represents the e-contract accomplishment percentage (with standard 
deviation), according only to response time non-functional QoS feature, and the third line represents the e-contract 
accomplishment percentage (with standard deviation), according only to availability non-functional QoS feature. 
Table 2. Results in a LAN. 
 Light-Weight Monitors (MA, and MB) Heavy-Weight Monitor (MA) Increase 
e-Contract 91.11% +/- 0.75 92.93% +/- 0.45 1.99% 
Response Time 88.76% +/- 0.62 90.21% +/- 0.36 1.63% 
Availability 92.38% +/- 1.78 96.37% +/- 1.16 4.31% 
Table 3. Results in a MAN. 
 Light-Weight Monitors (MA, and MB) Heavy-Weight Monitor (MA) Increase 
e-Contract 87.49% +/- 0.99 89.85% +/- 0.63 2.69% 
Response Time 85.86% +/- 1.25 88.40% +/- 1.50 2.95% 
Availability 89.12% +/- 0.75 91.66% +/- 0.36 2.85% 
Table 4. Results in a WAN. 
 Light-Weight Monitors (MA, and MB) Heavy-Weight Monitor (MA) Increase 
e-Contract 52.16% +/- 4.09 58.36% +/- 0.29 11.88% 
Response Time 54.11% +/- 2.83 57.37% +/- 0.96 6.02% 
Availability 50.21% +/- 5.34 59.35% +/- 0.37 18.20% 
Comparing the networks, the longer the network latency, higher is the performance with heavy-weight 
monitoring. In a LAN, there was an improvement of 1.99% in the e-contracts accomplishment. In a MAN, there was 
an improvement of 2.69% in the e-contracts accomplishment. In addition, in a WAN, there was an improvement of 
11.88% in the e-contracts accomplishment. The light-weight monitoring needs more network communication (more 
entities involved), so it is expected a lower performance with the light-weight monitor with the increasing of 
network latency. 
869 Anderson Francisco Talon and Edmundo Roberto Mauro Madeira /  Procedia Computer Science  64 ( 2015 )  862 – 869 
Comparing the column of light-weight monitors with the column of heavy-weight monitor, in all results, we can 
observe a better performance of the heavy-weight monitor. This result was expected, because the more decentralized 
the architecture is, the more exchanges of messages are required for the communication between all entities. The 
communication time is subject to network latency and network traffic, which causes a higher cost for the solution. 
This cost is minimized reducing the decentralization. 
However, the heavy-weight monitor has a drawback. If it breaks, no monitoring will be done. Which does not 
happen in the light-weight solution, if one monitor breaks, the others continue working, even with partial 
monitoring. 
5. Conclusions and Future Work 
The goal of this paper is to make a comparison between light-weight and heavy-weight monitoring. The 
architecture supports both monitoring, so it is possible to choose the better kind of monitoring for the problem to be 
solved. Comparing the light-weight and the heavy-weight monitoring, we can observe a better performance of the 
heavy-weight monitoring. The longer the network latency, higher is the performance, and there was an improvement 
of 11.88% in the e-contracts accomplishment. 
It does not mean that heavy-weight monitoring should always be used. If a fault occurs on the monitor in an 
architecture with heavy-weight monitoring, no service will be monitored, turning the system unreliable. 
As future work, we intend to: (i) Add other QoS non-functional features; (ii) Add more than two monitors and 
resolve possible conflicts among them; (iii) Perform tests with different historical data windows; (iv) Change the 
amount of priority levels; and, (v) Change parameters of the fuzzy system. 
We also intend to study the use of genetic algorithms to optimize the architecture. For example, it is possible to 
use a genetic algorithm to improve the parameters in the fuzzy system, like presents in [10]. 
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