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ALLARD-TYPE BOUNDARY REGULARITY FOR C1,α BOUNDARIES
THEODORA BOURNI
Abstract. In this paper we show boundary monotonicity formulae for rectifiable varifolds
having a C1,α “boundary”. In particular, we show that the area ratios of balls centered at
this “boundary” satisfy a nice monotonicity formula, similar to that for interior balls proved
in [1]. This extends the boundary monotonicity formulae of Allard [2], which require that
the boundary is C1,1. As a corollary, the regularity results of [2] extend to this case and
provide a regularity result for rectifiable varifolds with a C1,α “boundary”.
1. Introduction
In 1972 Allard [1] proved a remarkable regularity theorem for k-varifolds V in Rn+k. He
showed that, under appropriate assumptions on the first variation and measure of V , V is
a C1,γ manifold, for some γ ∈ (0, 1). Replacing the varifold with a smooth manifold M in
B1(0), the unit ball in R
n+k, his theorem roughly says that if the mean curvature of M is in
Lp(Hk), p > k, and if the area of M is sufficiently close to that of a unit k-dimensional ball,
then M ∩B1/2(0) is a graph of a C
1,γ function with estimates, where γ = 1− k/p. Later, in
1975, Allard [2] showed that this regularity result can be extended to k-varifolds with a C1,1
“boundary”, i.e. to k-varifolds that have bounded variation away from a (k− 1)-dimensional
C1,1 manifold B, which we refer to as the boundary. Considering again the special “smooth”
case; that is, when M is a smooth k-dimensional submanifold of B1(0) \ B with 0 ∈ B,
Allard’s boundary regularity theorem roughly says the following. If the mean curvature of
M is in Lp(Hk), p > k, and if the area ofM is sufficiently close to that of a unit k-dimensional
half-ball, then M ∩B1/2(0) is a graph of a C
1,γ function with estimates, where γ = 1− k/p.
These theorems are not only useful in regularity theory, but they also provide a powerful
tool for compactness theorems for smooth manifolds. The purpose of this paper is to show
that Allard’s boundary regularity theorem still holds in the case of C1,α boundaries for any
α ∈ (0, 1] (see Theorem 4.4).
One of the key ingredients of these regularity theorems is establishing area monotonicity
formulae, which are tools that allow us to compare the measure, µV (Br(x)), of the varifold
in ambient balls with the area, ωkr
k, of the corresponding Euclidean balls. In particular,
these formulae provide us with a quantity that involves the ratios ω−1k r
−kµV (Br(x)) (called
the “area ratios”) and is monotone in r. To establish them, in the case of a varifold with
“boundary” B, i.e. when the varifold has bounded variation away from B, one needs to show
that the total variation of the varifold is actually a Radon measure (everywhere, not only
away from B).
The first part of this paper, presented in Section 3, is devoted to showing that the varifold
has locally bounded first variation (everywhere) and that the area monotonicity formulae
still hold in the case when the boundary B is a C1,α manifold for any α ∈ (0, 1]. The main
difficulty in considering such boundaries is that, for α < 1, there is no neighborhood of B on
which the nearest point projection is well defined. Therefore, the function ρ0(x) = dist(x,B)
is not necessarily differentiable almost everywhere on the support of the varifold, a property
which in Allard’s paper [2] is extensively used to prove these monotonicity formulae. In our
paper, we use a Whitney partition of Rn+k \ B to define a new “distance” function that is
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both smooth and also “close” enough to the standard distance ρ0 (see (5)). This allows us to
carry out the necessary computations and estimates for the monotonicity formulae to hold.
We also remark here that in [2], even though all the estimates depend only on the C1,1-norm
of B, it is always assumed that B is smooth. In our paper, this new “distance” function
allows us to drop this hypothesis; in particular, no proof requires higher than C1,α regularity
of the boundary.
Having established the monotonicity formulae, the proof of the boundary regularity theo-
rem, which is stated in Section 4 (Theorem 4.4), follows the steps of that of Allard’s for C1,1
boundaries, [2, Section 4]. The proof is presented also in Section 4. The proofs of many of
the main ingredients, as one can see in Section 4, are parallel to that of [2], with the excep-
tion of a height-tilt estimate, [2, Lemma 4.5], in whose proof the nearest point projection is
once again used. This lemma establishes a bound for the tilt-excess (in L2) of the varifold,
depending on the height-excess (in L2), the mean curvature of the varifold and the C1,1-norm
of the boundary. Using again a Whitney partition to replace the nearest point projection,
we show that this theorem still holds in our case, with the bound now depending on the
C1,α-norm of the boundary, rather than the C1,1-norm (Theorem 4.10).
We begin, in Section 2, by introducing some notation and establishing the setup with which
we will be working.
2. Notation and Preliminaries
Let n, k ∈ N, n ≥ 1, k ≥ 2 and let B be a C1,α closed (k − 1)-dimensional submanifold of
R
n+k passing through the origin, with 0 < α ≤ 1. Then, there exists a radius R > 0 such
that B ∩ B4R(0) is a graph of a C
1,α function over T0B, the tangent space of B at 0, and a
non-negative constant κ such that
| proj
NbB
(y − b)| ≤ κ|y − b|1+α
‖ proj
NyB − projNbB ‖ ≤ κ|y − b|
α ∀ y, b ∈ B ∩ B4R(0).(1)
We use the notation TxB for the tangent space of B at x, NxB for the normal space of
B at x and projTxB, projNxB for the projections onto the two spaces respectively. Finally,
Br(x) ⊂ R
n+k will denote the (n+ k)-dimensional ball of radius r centered at x ∈ Rn+k and,
for any m ∈ N, ωm will denote the m-dimensional area of the open unit ball centered at the
origin in Rm.
Definition 2.1. For any x ∈ B2R(0) we define ρ0(x) to be the distance of x from B, i.e.
ρ0(x) = dist(x,B), and x¯ will denote a point on B such that |x− x¯| = ρ0(x).
Note that there is not necessarily a unique such point x¯, as in Definition 2.1. We also remark
that for x ∈ B2R(0) any point x¯, as in Definition 2.1, must be in B4R(0) and furthermore
x− x¯ ∈ Nx¯B.
Under the above assumptions it is easy to check that the following inequality holds.
Remark 2.2. Let x ∈ BR(0) \B and y ∈ Bρ0(x)/2(x). Then
| projNx¯B(y − x¯)− (y − y¯)| ≤ cκρ0(y)
1+α
for some absolute constant c. To see this, note that
| projNx¯B(y − x¯)− (y − y¯)| ≤ |(projNx¯B − projNy¯B)(y − x¯)|+ | projNy¯B(y − x¯− (y − y¯))|
≤ κ|x¯− y¯|α|y − x¯|+ κ|y¯ − x¯|1+α ≤ 36κρ0(y)
1+α,
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with the last inequality being a simple application of the triangle inequality.
We consider a rectifiable k-varifold, V = v(M, θ), where M is a countably k-rectifiable,
Hk-measurable subset of Rn+k and θ a locally Hk-integrable function on M , and we let
µV = H
k θ be the weight measure of V (cf. [8, §15]). In this paper we always assume that
the varifold V satisfies
(2) 0 ∈ spt V , θ(x) ≥ 1 for µV -almost every x ∈ R
n+k
and that the total variation measure of δV (the first variation of V ), when restricted to
BR(0) \B, is a Radon measure. In particular, we assume that there exists a µV -measurable
functionH : BR(0)\B → R
n+k with |H(x)| = DµV ‖δV ‖(x) (where ‖δV ‖ is the total variation
measure of δV , cf. [1, Section 4] or [8, §39]) for all x ∈ BR(0) \B such that
(3) δV (X) = −
∫
BR(0)
X ·HdµV
for any C1 vector field X with compact support in BR(0) and such that X(y) = 0 for all
y ∈ B. For H we further assume that H ∈ Lp(µV (BR(0) \B)) for some p > k and we set
(4)
(∫
BR(0)\B
|H|pdµV
) 1
p
= Λ.
Remark 2.3. Let B and V be as above (satisfying (1)-(4)), with κ = κ1, R = R1, Λ = Λ1
as defined in (1) and (4). A simple rescaling argument implies the following. Given R0 > 0,
κ0 > 0 and Λ0 > 0 we can assume that R1 = R0, κ1 ≤ κ0 and Λ1 ≤ Λ0.
To see this, take θ = max
{
R0
R1
,
(
κ1
κ0
) 1
α
,
(
Λ1
Λ0
) p
p−k
}
. Rescaling B and V by θ, we obtain B˜,
a C1,α (k−1)-dimensional submanifold of Rn+k passing through the origin and V˜ a rectifiable
k-varifold respectively, satisfying (1)-(4) in BR0(0) ⊂ BθR1(0) and with
κ = κ1θ
−a ≤ κ0 and Λ = Λ1θ
k
p
−1 ≤ Λ0.
This remark will allow us in what follows to assume, without loss of generality, that R = 1
and furthermore that κ,Λ are smaller that a chosen constant.
Throughout this paper the letter c will denote a constant which possibly depends on the
given variables n, k, p, α. When different constants appear in the course of a proof we will
keep the same letter c unless the constant depends on some different parameters.
3. First Variation and Monotonicity
Throughout this section we assume that B, V are as defined in Section 2, i.e. they
satisfy (1) and properties (2), (3) and (4), for some R, κ and Λ. We want to show that the
total first variation of V is a Radon measure in the whole ball BR(0). We will do this by
using appropriate vector fields in the first variation that vanish on B. For this reason we
need a smooth “distance to B” function. As mentioned in the introduction, the function
ρ0(·) = dist(·, B) is not differentiable everywhere on spt V and therefore we want to define a
new smooth distance function that is “close” to ρ0. We will need the following definitions.
Let W be a Whitney partition of BR(0) \B (cf. [7, Chapter 5]). Then
BR(0) \B ⊂ ∪C∈WC,
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where the elements C of the collection W are closed cubes satisfying dist(C, B) > 0 and
diam C ≤ dist(C, B) ≤ 3 diam C.
For each C ∈ W, we let xC ∈ C be the center of the cube C and yC ∈ B be a point such that
|xC − yC| = ρ0(xC) (using Definition 2.1, yC = x¯C). Finally we let {φC}C∈W be a partition of
unity suboordinate to the covering W and such that
|DφC(x)| ≤ cρ0(x)−1
where c is an absolute constant (cf. [7, Chapter 5]).
We define now the function ρC(x) = | projNyCB(x − yC)| for any C ∈ W, and define a new
“distance” function by
(5) ρ(x) :=
(∑
C∈W
φC(x)ρ
2
C(x)
) 1
2
=
(∑
C∈W
φC(x)| projNyCB(x− yC)|
2
) 1
2
.
Note that both ρC and ρ are smooth in BR(0) \B. For x ∈ C we have
|x− xC| ≤
diam C
2
≤
dist(C, B)
2
≤
ρ0(xC)
2
and thus Remark 2.2, applied with x and y replaced by xC and x respectively, yields
|ρC(x)− ρ0(x)| ≤ cκρ0(x)1+α and hence
(1− cκρ0(x)
a)ρ0(x) ≤ ρC(x) ≤ (1 + cκρ0(x)a)ρ0(x), ∀x ∈ C,
(6)
where c is an absolute constant. Assuming now that κ is small enough, so that cκRα < 1
2
,
with c as in (6), we obtain a relation between ρ0 and ρ. In particular, we have that
ρ0(x)
2
4
≤ (1−cκρ0(x)
α)2ρ0(x)
2 ≤ ρ2(x) =
∑
C∈W
φC(x)ρ
2
C(x) ≤ (1+cκρ0(x)
α)2ρ0(x)
2 ≤
9ρ0(x)
2
4
and thus
(7)
ρ0(x)
2
≤ (1− cκρ0(x)
α)ρ0(x) ≤ ρ(x) ≤ (1 + cκρ0(x)
α)ρ0(x) ≤
3ρ0(x)
2
.
Furthermore, we have that
(8) ρC(x)DρC(x) = projNyCB(x− yC) =: XC(x)
and
ρ(x)Dρ(x) =
1
2
Dρ2(x) =
∑
C∈W
φC(x)ρC(x)DρC(x) +
1
2
∑
C∈W
DφC(x)ρ2C(x)
=
∑
C∈W
φC(x)XC(x) +
1
2
∑
C∈W
DφC(x)(ρ2C(x)− ρ
2
0(x)),
the last equality being true because
∑
C∈W DφC(x) = 0. Using (6), we can estimate |ρ
2
C(x)−
ρ20(x)| as follows.
|ρ2C(x)− ρ
2
0(x)| =|ρC(x)− ρ0(x)||ρC(x) + ρ0(x)|
≤cκρ0(x)
1+α(2 + cκρ0(x)
a)ρ0(x) ≤ cκρ
2+α
0 (x), ∀x ∈ C.
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Hence, since |DφC(x)| ≤ cρ0(x)−1, we have that
ρ(x)Dρ(x) =
∑
C∈W
φC(x)XC(x) + Y (x), where XC(x) = projNyCB(x− yC)
and |Y (x)| ≤ cκρ1+α0 (x) ≤ cκρ
1+α(x),
(9)
with the last inequality being true by (7). Finally, we note that (9), combined with (6) and
(7), implies that
|ρ(x)Dρ(x)| ≤ (1 + cκρ0(x)
α)ρ0(x) + |Y (x)| ≤
1 + cκρ0(x)
α
1− cκρ0(x)α
ρ(x) + cκρ1+α(x)
≤ (1 + 4cκρ0(x)
α)ρ(x) + cκρ1+α(x).
Hence, using once more (7), we have
(10) |Dρ(x)| ≤ 1 + cκρ(x)α.
From now on we assume that κ is small enough so that cκRα < 1
2
, with c as in (6), and
thus the above estimates (7), (9) and (10) hold.
Theorem 3.1 (First Variation Formula). Let B and V be as defined in Section 2, i.e. they
satisfy (1) and properties (2), (3) and (4), for some R, κ and Λ and assume further that
cκRα < 1, where c is an absolute constant (see Remark 3.2). Then, for any C1 vector field
X with compact support in BR(0),
(11) δV (X) = −
∫
BR(0)\B
X ·HdµV +
∫
B
X · η d‖δV ‖sing,
where η is a ‖δV ‖ measurable unit vector field, such that η(y) ∈ NyB for all y ∈ B.
Remark 3.2. In Theorem 3.1, we specifically require that κ,R are such that cκRα < 1
2
, with
c as in (6) (so that the estimates (7), (9) and (10) hold) and also κRα < 1
4
, so that Claim 3.3,
which appears in the proof of the lemma, holds.
Proof. We will first prove that V has locally bounded variation in BR(0), i.e. we will show
that for any compact subset W ⊂ BR(0) there exists a constant c (depending on W ) such
that
(12) δV (X) ≤ c sup
BR(0)
|X|,
for any C1 vector field X with support in W .
For any smooth function φ : R→ R we can write δV (X) as follows.
δV (X) =
∫
BR(0)
divM [(1− φ(ρ))X ]dµV +
∫
BR(0)
φ′(ρ)∇ρ ·XdµV
+
∫
BR(0)
φ(ρ) divM XdµV ,
(13)
where ρ = ρ(x) is as defined in (5). Let {φh}0<h<1 be a family of smooth functions φh : R→ R
such that
φh(t) =
{
1 for t ≤ h/2
0 for t ≥ h
, φ′h(t) ≤ 0, |φ
′
h(t)| ≤
3
h
,
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and so that φh
h→0
−→ χ(−∞,0], the characteristic function of (−∞, 0]. Then, by property (3),∫
BR(0)
divM [(1− φh(ρ))X ]dµV = −
∫
BR(0)
(1− φh(ρ))X ·HdµV
h→0
−→ −
∫
BR(0)\B
X ·HdµV ,
since by (7) we have that
lim
h→0
{
x ∈ BR(0) : ρ(x) ≥
h
2
}
= {x ∈ BR(0) : ρ0(x) > 0} = BR(0) \B.
Furthermore, since µV (B) = 0 we have∫
BR(0)
φh(ρ) divM XdµV
h→0
−→ 0,
where again we have used that by (7) we have that
lim
h→0
{x ∈ BR(0) : ρ(x) ≤ h} = {x ∈ BR(0) : ρ0(x) ≤ 0} = B ∩BR(0).
Hence, by using (13) with φ = φh and letting h → 0, we have that (12) is equivalent to
showing that
(14) lim
h→0
1
h
∫
Th
|∇ρ ·X|dµV ≤ c sup
BR(0)
|X|,
where Th = {x ∈ BR(0) : ρ(x) < h}. Here we have also used (4). Recalling the estimate (10),
we have |∇ρ| ≤ |Dρ| ≤ 1+ cκρα. Therefore for proving that V has locally bounded variation
in BR(0) it suffices to show that for any W ⊂⊂ BR(0) there exists a constant c (depending
on W ) such that
(15) lim
h→0
1
h
∫
Th
χdµV ≤ c,
where χ is a smooth function such that χ = 1 on W , 0 ≤ χ ≤ 1 and with compact support
in BR(0).
Given χ : BR(0) → R a smooth non negative function with compact support, we define
the vector field
(16) X(x) =
∑
C∈W
φC(x)ψ(ρ(x))χ(x)XC(x),
where W is a Whitney partition of BR(0) \ B, as defined in the beginning of this section,
and ψ : R → R is a smooth non negative and non increasing function. Recall that φC is a
partition of unity suboordinate to W and, for each C ∈ W, XC is defined by
(17) XC(x) = projNyCB(x− yC),
where xC ∈ C denotes the center of the cube C and yC ∈ B is a point such that |xC − yC| =
ρ0(xC). X is then a smooth vector field that vanishes on B and thus by (3)
(18) δV (X) =
∫
divM XdµV = −
∫
X ·HdµV .
Recalling the estimate (9), we have that
(19)
∑
C∈W
φC(x)XC(x) = ρ(x)Dρ(x) + Y (x) , with Y satisfying |Y (x)| ≤ cκρ(x)1+α.
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Furthermore,
divM XC = trace(m(x)DXC) ≥ 1
where m(x) denotes the matrix of the projection onto TxM and DXC is the matrix of the
projection onto NyCB. Therefore, (omitting the argument x) we obtain
divM X =
∑
C∈W
divM (φCψ(ρ)χXC) ≥χψ(ρ) + χψ
′(ρ)∇ρ ·
∑
C∈W
φCXC
+ ψ(ρ)∇χ ·
∑
C∈W
φCXC + ψ(ρ)χ
∑
C∈W
∇φC ·XC.
≥χψ(ρ) + χρ|Dρ|2ψ′(ρ) + χψ′(ρ)(∇ρ · Y − ρ|∇⊥ρ|2)
+ ψ(ρ)∇χ · (ρDρ+ Y ) + ψ(ρ)χ
∑
C∈W
∇φC ·XC.
By the estimate on |Dρ|, (10), we have
(20) |Dρ(x)|2 = 1 + ζ(x) , with ζ satisfying |ζ(x)| ≤ cκρ(x)α,
and thus we obtain
divM X ≥χψ(ρ) + χρψ
′(ρ) + χψ′(ρ)(ρζ +∇ρ · Y − ρ|∇⊥ρ|2)
+ ψ(ρ)∇χ · (ρDρ+ Y ) + ψ(ρ)χ
∑
C∈W
∇φC ·XC.
(21)
Note now, since
∑
C∈W DφC(x) = 0 and |DφC(x)| ≤ cρ(x)
−1, and by (6) and (7), that
(22) |
∑
C∈W
∇φC ·XC| =
∣∣∣∣∣∑C∈W∇φC(x) · (XC(x)− (x− x¯))
∣∣∣∣∣ ≤ cκρα.
Using the estimates (21) and (22) in (18) we obtain∫
χ(ψ(ρ) + ρψ′(ρ))dµV ≤−
∫
χψ(ρ)ρDρ ·HdµV −
∫
χψ(ρ)Y ·HdµV
+
∫
ψ(ρ)χcκραdµV −
∫
ψ(ρ)∇χ(ρDρ+ Y )
−
∫
χψ′(ρ)(ρζ +∇ρ · Y )dµV +
∫
χψ′(ρ)ρ|∇⊥ρ|2dµV .
(23)
Let γ : R→ R be a smooth function such that
γ(t) =
{
1 for t ≤ 1/2
0 for t ≥ 1
, γ′(t) ≤ 0 ∀t .
We will use (23) with ψ(ρ) = γ(ρ
r
) (for some r > 0). Since
ρψ′(ρ) =
ρ
r
γ′
(ρ
r
)
= −r
∂
∂r
(
γ
(ρ
r
))
,
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and because of the estimates (19), (10) and (20) for |Y |, |∇ρ| and |Z| respectively, this yields∫
χ
(
(1− cκrα) γ
(ρ
r
)
− (1 + cκrα) r
∂
∂r
(
γ
(ρ
r
)))
dµV
≤−
∫
χγ
(ρ
r
)
ρDρ ·HdµV −
∫
χγ
(ρ
r
)
Y ·HdµV(24)
−
∫
γ
(ρ
r
)
∇χ (ρDρ+ Y ) dµV −
∫
U
χr
∂
∂r
(
γ
(ρ
r
))
|∇⊥ρ|2dµV .
Set
(25) Γ = 2cκα−1,
where c is the constant appearing on the LHS of (24). Note that
eΓr
α
r
∂
∂r
(
γ
(ρ
r
))
− eΓr
α 1− 2cκrα
r2
γ
(ρ
r
)
=
∂
∂r
(
eΓr
α
r
γ
(ρ
r
))
.
Hence, after multiplying (24) by −(1 + cκrα)−1eΓr
α
r−2 and noting that −1−cκr
α
1+cκrα
≤ −(1 −
2cκrα), we obtain
∂
∂r
(
eΓr
α
r
∫
χγ
(ρ
r
)
dµV
)
≥−
eΓr
α
r2
∫
γ
(ρ
r
)
χρ|Dρ||H|dµV −
eΓr
α
r2
∫
γ
(ρ
r
)
χ|Y ||H|dµV(26)
−
eΓr
α
r2
∫
γ
(ρ
r
)
|∇χ| (ρ|Dρ|+ |Y |) dµV +
1
r
∫
χ
∂
∂r
(
γ
(ρ
r
))
|∇⊥ρ|2dµV .
Letting γ in (26), increase to the characteristic function of (−∞, 1) and integrating from
σ to r, where 0 < σ < r, we obtain the following monotonicity inequality for tubular
neighborhoods of B.
eΓσ
α
σ
∫
Tσ
χdµV ≤
eΓr
α
r
∫
Tr
χdµV
+ eΓr
α
∫
Tr
χ|Dρ||H|dµV + e
Γrα
∫
Tr
χ
1
ρ
|Y ||H|dµV(27)
+ eΓr
α
∫
Tr
|Dχ|
(
|Dρ|+
1
ρ
|Y |
)
dµV −
∫
Tr\Tσ
χ
1
ρ
|∇⊥ρ|2dµV .
Note that the last term on the RHS of (27) is negative, and can therefore be dropped. The
other terms are bounded because of the estimate for |Y | and |Dρ| (see (19), (10)), the fact
that H is in Lp (see (4)) and the fact that χ can be chosen so that |Dχ| is bounded, with
the bound depending only on W (recall that χ = 1 on W ). Hence letting σ → 0 yields
(28) lim
h→0
1
h
∫
Th
χdµV ≤ c,
where the constant c depends on W . This proves (12), i.e. that V is of bounded variation
or equivalently that ‖δV ‖ is a Radon measure. This implies that for any C1 vector field X
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with compact support in BR(0) we have that
δV (X) =
∫
BR(0)\B
X ·HdµV +
∫
B
X · η d‖δV ‖sing,
where
(29)
∫
B
X · η d‖δV ‖sing ≤ lim
h→0
1
h
∫
Th
|X · ∇ρ|dµV
(see (13), (14)).
Finally we want to prove that η = η(y) ∈ NyB, for all y ∈ B. We will do this by showing
that the RHS of the inequality (29) vanishes for all continuous vector fields X such that
X(x) ∈ TxB for all x ∈ B. Note that, by approximation, (29) holds, not only for C
1, but
also for continuous vector fields X .
Let ZB be a continuous vector field on B with compact support in B ∩ BR(0) and such
that ZB(x) ∈ TxB and |ZB(x)| ≤ 1 for all x ∈ B. We will show that we can appropriately
extend ZB in BR(0), so that when we apply it in (29) the RHS vanishes.
Claim 3.3. Assuming that κRα < 1
4
, there exists an extension Z of ZB in BR(0) with the
following properties. Z is a continuous vector field with compact support in BR(0), |Z| ≤ 1
and, for h small enough (depending only on the support of ZB),∣∣∣∣∣Z(x) ·∑C∈W φC(x)XC(x)
∣∣∣∣∣ ≤ cκρ(x)1+α in Th ∩BR(0),
where c is an absolute constant and XC is as in (8).
We provide the proof of the claim at the end of the proof of the lemma. Let Z be as in
Claim 3.3 and note also that, by approximation, (29) holds, not only for C1, but also for
continuous vector fields, and thus for this Z. We now estimate |Z · ∇ρ| as follows.
|Z · ∇ρ|2 = |Z · (Dρ−∇⊥ρ)|2 ≤ 2|Z ·Dρ|2 + 2|Z · ∇⊥ρ|2
and
|Z ·Dρ|2 ≤ 2
∣∣∣∣∣Z ·
(
Dρ−
1
ρ
∑
C∈W
φCXC
)∣∣∣∣∣
2
+ 2
∣∣∣∣∣Z · 1ρ ∑C∈W φCXC
∣∣∣∣∣
2
≤ cκ2ρ2α,
where we have used Claim 3.3 and the estimate (9). Hence
|Z · ∇ρ|2 ≤ cκ2ρ2α + 2|∇⊥ρ|2
and so
1
h
∫
Th
|Z · ∇ρ|dµV ≤
(
1
h
∫
Th∩sptZ
dµV
) 1
2
(
2
∫
Th∩sptZ
|∇⊥ρ|2
ρ
dµV +
cκ2
h
∫
Th∩sptZ
ρ2αdµV
) 1
2
.
Using the monotonicity inequality (27) with σ → 0 and the fact that V is of bounded variation
(in particular inequality (28)) we have that for any χ with compact support∫
Tr
χ
|∇⊥ρ|2
ρ
dµV <∞.
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Hence,
lim
h→0
1
h
∫
Th
|Z · ∇ρ|dµV = 0.
Because of (29), this implies that Z(y) · η(y) = ZB(y) · η(y) = 0 for all y ∈ B and so
η(y) ∈ NyB for all y ∈ B.
Finally, we give the proof of Claim 3.3.
Proof of Claim 3.3. By the assumption on R, B ∩ B4R(0) is a graph of a C
1,α function
over T0B, the tangent space of B at 0. For any x ∈ BR(0), let ω(x) be the unique point in
B2R(0) ∩ B such that x− ω(x) ∈ N0B (cf. Definition 4.3). We define Z by
Z(x) = ZB(ω(x))ζ(ρ(x)),
where ζ : R → [0, 1] is a smooth function such that ζ(t) = 1 for t ≤ h0 and ζ(t) = 0
for t ≥ 2h0, for some constant h0 > 0. Then Z is continuous, satisfies |Z| ≤ 1 and has
compact support in BR(0), provided that h0 is small enough (depending on the support of
ZB). Furthermore, we have that ∣∣∣∣∣Z ·∑C∈W φCXC
∣∣∣∣∣ ≤ cκρ1+α.
To show this last estimate, because of (6) and (7), it suffices to prove that
|Z(x) · (x− x¯)| ≤ cκρ1+α.
Note that
|Z(x) · (x− x¯)| =
∣∣∣projTω(x)B Z(x) · projNx¯B(x− x¯)∣∣∣
=
∣∣∣projTω(x)B Z(x) · (projNx¯B(x− x¯)− projNω(x)B(x− x¯))∣∣∣
≤ ‖ projNx¯B − projNω(x)B ‖x− x¯| ≤ cκρ(x)|x¯− ω(x)|
α
≤ cκρ1+α(x),
where we have used (1), (7) and the fact that
(30) |x¯− ω(x)| ≤ |x¯− x|+ |x− ω(x)| ≤ (c0 + 1)|x¯− x| = (c0 + 1)ρ0(x),
for some constant c0 = 1 + cκR
α (and thus it satisfies c0
κ→0
−→ 1). To see that (30) holds, let
|x− ω(x)|
|x¯− x|
= c0 ≥ 1.
Using the notation T = T0B, we then have
| projT⊥(ω(x)− x¯)|
| projT (ω(x)− x¯)|
≥
| projT⊥(ω(x)− x)| − | projT⊥(x− x¯)|
| projT (ω(x)− x)|+ | projT (x− x¯)|
≥
|ω(x)− x| − |x− x¯|
| projT (x− x¯)|
≥
(c0 − 1)|x− x¯|
|x− x¯|
= c0 − 1,
and thus
| projT⊥(ω(x)− x¯)| ≥ (c0 − 1)(|ω(x)− x¯| − | projT⊥(ω(x)− x¯)|).
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Therefore, using again (1), we obtain
c0 − 1
c0
|ω(x)− x¯| ≤ | projT⊥(ω(x)− x¯)|
≤ | projNω(x)(ω(x)− x¯)|+ |(projNω(x) − projT⊥)(ω(x)− x¯)|
≤ κ|ω(x)− x¯|1+α + κ|ω(x)|α|ω(x)− x¯| ≤ 2κRα|ω(x)− x¯|
Since κRα < 1
4
, we have c0 ≤
1
1−2κRα < 1 + 4κR
α, which shows the required estimate. 
Monotonicity Formulae. We would like to derive now a monotonicity formula for the ratio
r−km(r) :=
1
rk
µV (Br(b)) ,
where b is a given point on B∩BR(0) and r > 0 is such that Br(b) ⊂ BR(0). Similar estimates
can be found for example in [2, 3, 4, 5, 6].
Having established the first variation formula, Lemma 3.1, we can use it with the vector
field
X(x) = φ(d(x))(x− b),
where d(x) = |x − b| and φ : R → R is a smooth function, so that φ ◦ d has compact
support in BR−|b|(b). We can then argue as in the interior case, i.e. when Br(b) ∩ B = ∅,
see [8, §17], keeping track now of the extra boundary term. Thus, by letting φ approach
the characteristic function of (−∞, r), where 0 < r < R/4 − |b|, we obtain the following
monotonicity identity.
d
dr
(
r−kµV (Br(b))
)
=
d
dr
∫
Br(b)
|∇⊥d|2
dk
dµV + r
−k−1
∫
Br(b)
(x− b) ·HdµV
+ r−k−1
∫
B∩Br(b)
(x− b) · η(x) d‖δV ‖sing.
(31)
Recall that η(x) ∈ NxB for all x ∈ B ∩BR(0) and so, using (1), we can bound the last term
on the RHS of (31) by∣∣∣∣∫
B∩Br(b)
(x− b) · η(x)d‖δV ‖sing
∣∣∣∣ ≤ κr1+α‖δV ‖sing(Br(b)).
We now want to estimate ‖δV ‖sing(Br(b)). In the proof of the first variation formula we
have shown that this singular measure is bounded by a limit of integration along tubular
neighborhoods of B (equation (29) in the proof of Theorem 3.1). Hence, using the mono-
tonicity inequality for tubular neighborhoods ((27) in the proof of Theorem 3.1) with χ
approaching the characteristic function of Br(b) and σ → 0, and assuming that κR
α is small
enough (depending only on α), so that the terms eΓr
α
, |Dρ| and |Y | appearing in the mono-
tonicity inequality satisfy eΓr
α
≤ 2, |Dρ| + ρ−1|Y | ≤ 2 (see (25), (10) and (19)), we obtain
the following estimate for the singular measure in terms of m(r).
‖δV ‖sing(Br(b)) ≤
2
r
m(r) + 4Λm(r)
1
q + 4m′(r).(32)
Using the notation
m¯(r) := r−km(r),
we have that
(33) ‖δV ‖sing(Br(b)) ≤ (4k + 2)r
k−1m¯(r) + 4Λr
k
q m¯(r)
1
q + 4rkm¯′(r).
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Lemma 3.4. Under the hypotheses of Theorem 3.1 and assuming that cκRα < 1, where c
is a constant that depends only on α (see Remark 3.5), the following holds. There exists a
function Φ(r) and a constant Λ0 = Λ0(Λ, k, p, α) such that for any b ∈ BR(0) ∩B
eΦ(r)m¯(r)
1
p + Λ0r
1− k
p
is an increasing function of r for r ∈ (0, R − |b|), where m¯(r) = r−km(r) = r−kµV (Br(b)).
In particular,
Φ(r) =
4k + 2
pα
κrα , Λ0 =
Λ
p− k
exp
(
4k + 2
pα
)
.
Remark 3.5. In Lemma 3.4, we specifically require that κ,R are such that Theorem 3.1
holds. We further assume that κRα < 1 and κRα is small enough (depending only on α), so
that the terms eΓr
α
, |Dρ| and |Y | appearing in the tubular monotonicity inequality ( (27) in
the proof of Theorem 3.1) satisfy eΓr
α
≤ 2, |Dρ| + ρ−1|Y | ≤ 2 (see (25), (10) and (19)), so
that the estimates (32) and (33) hold.
Proof. By using the estimate for the singular measure (33) in the monotonicity identity (31),
we obtain the following.
m¯′(r) ≥
d
dr
∫
Br(b)
|∇⊥d|2
dk
dµV − (1 + 4κr
α)Λr−
k
p m¯(r)
1
q
− (4k + 2)κrα−1m¯(r)− 4κrαm¯′(r).
Since κrα < 1, we obtain
m¯′(r) + Λr−
k
p m¯(r)
1
q + (4k + 2)κrα−1m¯(r) ≥
1
5
d
dr
∫
Br(b)
|∇⊥d|2
dk
dµV ≥ 0.
Multiplying by m¯(r)−
1
q , we obtain
m¯′(r)m¯(r)−
1
q + (4k + 2)κrα−1m¯(r)
1
p ≥ −Λr−
k
p .
Let
Φ(r) =
4k + 2
pα
κrα.
By multiplying the above inequality by p−1eΦ(r), we then find(
eΦ(r)m¯(r)
1
p
)′
≥ −
Λ
p
eΦ(r)r−
k
p ≥ −
Λ
p
exp
(
4k + 2
pα
)
r−
k
p .
Finally, letting
Λ0 =
Λ
p− k
exp
(
4k + 2
pa
)
,
we obtain (
eΦ(r)m¯(r)
1
p + Λ0r
1− k
p
)′
≥ 0,
which proves the lemma. 
A consequence of Lemma 3.4 is the following result about the density at points on B.
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Corollary 3.6 (cf. Section 3.5 in [2]). The density function
ΘV (b) = lim
r↓0
ω−1k m¯(r)
satisfies the following.
(1) It is a real valued upper semicontinuous function on B ∩ BR(0).
(2) For all b ∈ B ∩ BR(0) ∩ spt V , ΘV (b) ≥
1
2
.
(3) There is a number µ > 1 with the property that if b ∈ B ∩ spt V and 2ΘV (b) < µ,
then there is a positive r > 0 such that B ∩Br(b) ⊂ spt V .
Proof. The proof is identical to that of the theorem in [2, Section 3.5], using here Lemma 3.8
and (1), instead of 3.4(2) and 2.2(4)(a) of [2], respectively. 
Corollary 3.7. Under the hypotheses of Lemma 3.4, we have
m(r) ≥ λrk,
where λ = 1
2p
exp
(
−4k+2
α
)
ωk
2
.
Proof. By letting σ ↓ 0 in the monotonicity formula of Lemma 3.4 and using the lower bound
for the density at a boundary point (Corollary 3.6), we obtain the following lower bound for
m¯(r)
m¯(r)
1
p ≥
1
2
exp
(
−
4k + 2
pα
)(ωk
2
) 1
p
,
which implies the result. 
Finally, we want to prove one more monotonicity lemma.
Lemma 3.8. Under the hypotheses of Lemma 3.4 and assuming that cκRα < 1 and cΛr1−
k
p <
1, where c is a constant that depends only on α, p and k (see Remark 3.9), the following holds.
There exists a function Ψ(r) such that for any b ∈ BR(0) ∩ B ∩ spt V
eΨ(σ)m¯(σ) ≤ eΨ(r)m¯(r)−
1
2
∫
Br(b)\Bσ(b)
|∇⊥d|2
dk
dµV
and
e−Ψ(σ)m¯(σ) ≥ e−Ψ(r)m¯(r)− 2
∫
Br(b)\Bσ(b)
|∇⊥d|2
dk
dµV
for all 0 < σ < r < R− |b|, where m¯(r) = r−km(r) = r−kµV (Br(b)). In particular,
Ψ(r) = 4(2k + 1)
(
aλ−
1
p
(
1−
k
p
)−1
r1−
k
p + α−1κrα
)
,
where λ = 1
2p
exp
(
−4k+2
α
)
ωk
2
.
Remark 3.9. In Lemma 3.8, we specifically require that κ,R are such that both Theorem 3.1
and Lemma 3.4 hold. We further assume that κRα < 1
8
and Λ0R
1−k/p ≤ 1/2(ωk/2)1/p, where
Λ0 is as in Lemma 3.4, so that we are able to obtain a lower bound for m¯(r).
Proof. By Corollary 3.7, we have that
m(r) ≥ λrk,
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where λ = 1
2p
exp
(
−4k+2
α
)
ωk
2
, and thus
(34)
∫
Br(b)
|H|dµV ≤ Λm(r)
1− 1
p ≤ Λλ−
1
pm(r)r−
k
p = Λλ−
1
p m¯(r)r
k
q .
We estimate the singular measure as we did in (33), using the monotonicity inequality for
tubular neighborhoods (inequality (27) in the proof of Theorem 3.1), but now estimating the
terms involving H by (34), yielding
(35) ‖δV ‖sing(Br(b)) ≤ (4k + 2)r
k−1m¯(r) + 4Λλ−
1
p r
k
q m¯(r) + 4rkm¯′(r).
Using this estimate in the monotonicity identity (31), we obtain
m¯′(r)− 2(4k + 2)
(
aλ−
1
p r−
k
p + κrα−1
)
m¯(r) ≤ 2
d
dr
∫
Br(b)
|∇⊥d|2
dk
dµV ,
where we have used the assumption 4κrα < 1/2. Similarly, we obtain
m¯′(r) + 2(4k + 2)
(
aλ−
1
p r−
k
p + κrα−1
)
m¯(r) ≥
1
2
d
dr
∫
Br(b)
|∇⊥d|2
dk
dµV .
Let
Ψ(r) = 4(2k + 1)
(
aλ−
1
p
(
1−
k
p
)−1
r1−
k
p + α−1κrα
)
.
Multiplying the first inequality by e−Ψ(r) and the second by eΨ(r), we have that(
e−Ψ(r)m¯(r)
)′
≤ 2
d
dr
∫
Br(b)
|∇⊥d|2
dk
dµV ,
and (
eΨ(r)m¯(r)
)′
≥
1
2
d
dr
∫
Br(b)
|∇⊥d|2
dk
dµV .
The lemma then follows by integrating these two inequalities. 
4. Boundary Regularity Theorem
In this section, we state and sketch the proof of the main regularity theorem, Theorem 4.4.
We will use the following definition, borrowed from [2], as it simplifies the exposition of the
theorems and ensures our statements more closely resemble those of [2].
Definition 4.1. We say that (V,B) ∈ B(δ, η) if B, V are as defined in Section 2 and
(i) they satisfy (1) and properties (2), (3) and (4) with R = 1 and κ,Λ ≤ η,
(ii) ω−1k µV (B1(0)) ≤
1+δ
2
, and
(iii) T0B = Y := R
k−1 × {0}n−k+1.
Remark 4.2. For η small enough, depending on α, p and k, the results of Section 3 hold for
any (V,B) ∈ B(δ, η). Remark 2.3 explains why one can, without loss of generality, make the
assumption that R = 1 and η is small. Finally, the assumption on T0B is not restrictive, as
one can always achieve this by a rotation.
The following definition will also be needed later.
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Definition 4.3. For each x ∈ Rn+k ∩ B1(0), we define ω(x) to be the unique point in
B ∩ B√1+κ2(0) such that x − ω(x) ∈ Y
⊥ and ζ(x) to be the real valued function ζ(x) =
|x− ω(x)|. Furthermore, for all x /∈ B we define χ(x) to be the projection of Rn+k onto the
subspace Y + {t(a− ω(a)) : t ∈ R}.
We now state our main regularity theorem (see [2, beginning of Section 4] for the case of
a C1,1 boundary).
Theorem 4.4. For any ε ∈ (0, 1), there exists δ > 0, depending on α, p, k and ε, with the
following property. If
(1) 0 ≤ η ≤ δ and
(2) (V,B) ∈ B(δ, η),
then, for some unit vector u ∈ Y ⊥, the following statements hold.
(i) spt V has a unique tangent cone at 0, given by {y + tu : y ∈ Y, t ≥ 0},
(ii) Eh :=
(∫
dist(x, T )2dµV
) 1
2 ≤ ε, where T = {y + tu : y ∈ Y, t ∈ R},
(iii) spt V ∩ (B1−ε(0) \ B) is a continuously differentiable k-dimensional submanifold of
R
n+k which is closed relatively to B1−ε(0) \ B, whose closure contains B1−ε(0) ∩ B,
and which projects (under projT ) univalently on projT (spt V ∩ (B1−ε(0) \B)),
(iv) ‖ projTxM − projT ‖ ≤ c sup{Eh, η}, ∀x ∈ spt V ∩ (B1−ε(0) \B) and
(v) ‖ projTxM − projTyM ‖ ≤ c sup{Eh, η}|x − y|
γ, ∀x, y ∈ spt V ∩ (B1−ε(0) \ B), where
γ = min{α, 1− k/p}.
Here, in (iv) and (v), c is a constant that depends only on n, k, p, α and ε (and recall V =
v(M, θ))
As mentioned in the introduction, using the results of Section 3, the proof of Theorem 4.4
follows that of Allard’s for C1,1 boundaries, [2, Section 4]. The proofs of many of the main
ingredients are parallel to that of [2], with the exception of a height-tilt estimate, [2, Section
4.5] (see Definition 4.9). However, for completeness we present here all the lemmata needed
for the proof, providing for each either a proof when required or referring to the corresponding
one in [2] when the argument is identical. One first shows the following compactness result.
For a sequence of pairs (V,B) ∈ B(δi, ηi), such that δi, ηi → 0, one can extract a subsequence
that converges to a linear k-dimensional half space with boundary given by Y , [2, Section
4.1]. More precisely, we have the following.
Lemma 4.5 (compactness). The lemma in [2, Section 4.1] (i.e. 4.1(1) and 4.1(2) of [2]),
with B(δ, η) as in Definition 4.1, holds.
Proof. The proof is identical to that of 4.1(1) and 4.1(2) iof[2], using here Corollary 3.7
instead of 3.4(1) of [2]. 
This compactness property is a very powerful tool, as it allows one to use arguments by
contradiction; a technique which is used often throughout the proof. The first application of
this compactness theorem, coupled with Allard’s interior regularity theorem [1], is to prove
an interior regularity lemma for a varifold with boundary. This lemma provides not only
C1 regularity away from the boundary, but also a good geometric picture of that region;
for instance, a good description of the tangent spaces (they are “close” to the spaces χ(x),
defined in Definition 4.3) and “smallness” of the height-excess (see Definition 4.9). More
precisely, we have the following.
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Lemma 4.6 (interior regularity). The lemma in [2, Section 4.3] (i.e. 4.3(1), 4.3(2), 4.3(3)
and 4.3(4) of [2]), with B(δ, η) as in Definition 4.1, holds.
Proof. The proof is identical to that of 4.3(1)-(4) of [2], using here (1) instead of 2.1(1) and
2.2(4)(a) of [2]. We note also that 3.5(3) of [2] is Corollary 3.6(3) here. 
One then proceeds with what is known as a Lipschitz approximation lemma. This lemma
states that “most” of V can be approximated by the graph of a Lipschitz function, leaving
out a part of “large” tilt-excess (see Definition 4.9). It also provides “good” L2 estimates of
the approximating function around the boundary, something which is used later in the proof
to further approximate this Lipschitz function by a harmonic one and as a consequence by a
linear one. More precisely, we have the following.
Lemma 4.7 (Lipschitz approximation, cf. Section 4.4 of [2]). There exists δ > 0 such
that if 0 ≤ η ≤ δ, (V,B) ∈ B(δ, η), T is a k-dimensional linear space with Y ⊂ T and
N = spt µV ∩ B15/16(0) \B, then there are functions
f : T −→ T⊥ and F : T −→ Rn
with the following properties.
(1) F (z) = z + f(z) for z ∈ T ,
(2) Lip f ≤ 1,
(3) sup{|f(z)| : z ∈ T} ≤ sup{dist(x, T ) : x ∈ N} (recall V = v(M, θ)),
(4) for µV almost all x ∈ N \ ImageF , ‖TxM − T‖ > 1/22 and
(5)
∫
projT (N)∩{z:| projY⊥(z)|<t}
|f |2dHk ≤ 2(t2 + 2ηt)
∫
projT (N)
‖Df‖2dHk + 4η2tωk−1.
Remark 4.8. The above statement differs from that of [2, Section 4.4] only in the constant
appearing in the second term of the RHS of (5). This happens because of the different con-
stants used in the definition of the “regularity” of the boundary—in particular, the κ in (1)
here versus the κ
2
in 2.1(1) of [2]—and a minor typographical error in the proof of [2, Section
4.4] (page 435, line 7).
Proof of Lemma 4.7. The proof is identical to that of the lemma in [2, Section 4.4]. We
remark that the results of [2, Section 4.2] used in the proof are still valid in our case. In
particular, [2, Section 4.2], is used to prove that |ω(x) − ω(a)| ≤ 2|x − a|, ∀ x, a ∈ B1−ε(0),
with ε ∈ (0, 1) (see Definition 4.3). This is true in our case as well, because, by the triangle
inequality and (1), we have that
| projY (ω(x)− ω(a))|
2 ≥ |ω(x)− ω(a)|2 − | projY ⊥(ω(x)− ω(a))|
2 ≥
(
1− κ2
)
|ω(x)− ω(a)|2
and hence |ω(x)− ω(a)| ≤ (1− κ2)−
1
2 | projY (x− a)| ≤ (1− κ
2)−
1
2 |x− a|. 
The next main step is to prove a height-excess decay lemma. This lemma shows that the
height-excess (see Definition 4.9) has a “nice” decay as we pass to smaller balls; in particular,
it decays as a power of the radius. Before we proceed to this, we first need a further lemma
that relates the tilt-excess (see Definition 4.9) with the height-excess. The proof of the
corresponding lemma in the case of a C1,1 boundary, [2, Section 4.5], as mentioned in the
introduction, does not carry over in our case. The reason is that the proof consists of
using the first variation formula with a vector field defined by the use of the nearest point
projection. For a C1,α boundary, we prove this result using a different method, introducing
again a Whitney partition. We now state and prove this lemma, providing first a necessary
definition.
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Definition 4.9. Let V = v(M, θ) be a rectifiable k-varifold in Rn+k and T a k-dimensional
subspace of Rn+k.
The tilt-excess E(x, r, T ) of V with respect to T , in Br(x), is given by
E(x, r, T ) = r−k
∫
Br(x)
‖ projTyM − projT ‖
2dµV (y).
The height-excess Eh(x, r, T ) of V with respect to T , in Br(x), is given by
Eh(x, r, T ) = r
−k−2
∫
Br(x)
dist(x, T )2dµV (y).
Lemma 4.10. Assume that B, V are as defined in Section 2, i.e. they satisfy (1) and
properties (2), (3) and (4), for some R, κ and Λ. Then, for any r < R and any k-dimensional
subspace T with T0B ⊂ T , we have that
E(0, r/2, T ) ≤ c
(
Eh(0, r, T ) + r
2−k
∫
Br(b)
|H|2dµV + (κr
α)2
)
,
where c is a constant that depends only on n and k.
Remark 4.11. Applying Ho¨lder’s inequality to the RHS of the inequality of Lemma 4.10
yields
E(0, r/2, T ) ≤ c
(
Eh(0, r, T ) + r
2(1− k
p
)
(∫
Br(b)
|H|pdµV
) 2
p
+ (κrα)2
)
.
Note that, in this computation, we have bounded the area ratios by a constant, which is be
independent of r. For this, we require that κRα,ΛR1−
k
p are small enough (depending on α, p
and k) so that the monotonicity formula of Lemma 3.8 holds.
proof of Lemma 4.10. Without loss of generality we may assume that T0B = R
k−1×{0}n−k+1
and T = Rk × {0}n−k, and we let
B¯ = B + (N0B ∩ T ) = B + ({0}
k−1 × R× {0}n−k).
Then, since B satisfies (1) for some R and κ, B¯ is a C1,α, k-dimensional manifold for which the
following hold. B¯∩B4R(0) can be written as the graph of a C
1,α function above Rk×{0}n−k =
T0B¯ and it satisfies (1), with B replaced by B¯, and the same R and κ. We also define ρ¯0
to be the distance from B¯, i.e. ρ¯0(x) = dist(x, B¯). Note that Remark 2.2 still holds with B
replaced by B¯, ρ0 replaced by ρ¯0 and x¯ denoting a point on B¯ (instead of B as usual, see
Definition 2.1) such that |x− x¯| = ρ¯0(x).
Let W be a Whitney partition of Rn+k \ B¯. Then
BR(0) \ B¯ ⊂ ∪C∈WC,
where the elements C of the collection W are closed cubes satisfying dist(C, B¯) > 0 and
diam C ≤ dist(C, B¯) ≤ 3 diam C.
Let xC ∈ C be the center of the cube C and yC ∈ B¯ be such that |xC − yC| = ρ¯0(xC). Finally
let φC be a partition of unity suboordinate to the covering W and such that
|DφC(x)| ≤ cρ¯0(x)−1,
where c is an absolute constant.
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We define the following vector field.
X = ζ2
∑
C∈W
φCXC,
where
XC(x) = projT⊥(x− yC)
and ζ is a smooth real valued function with compact support in Br(0) (where r is as in the
statement of the lemma) and such that
ζ(x) = 1, ∀x ∈ Br/2(0) and |Dζ | ≤ 3/r.
Since X(x) = 0 for all x ∈ B ∩ BR(0), the first variation formula (3) implies that
(36)
∫
divM XdµV = −
∫
X ·HdµV .
We will estimate
(37) divM X = 2ζ
∑
C∈W
φC∇Mζ ·XC + ζ2
∑
C∈W
∇MφC ·XC + ζ2
∑
C∈W
φC divM XC.
For each C ∈ W we have that
divM XC =
1
2
| projTxM − projT |
2.
To see this, let t = (tij) and m = (mij) denote the matrices of the projections onto T and
TxM respectively. Then
| projTxM − projT |
2 =
n+k∑
j=1
ej(m + t − 2mt)ej = 2k − 2
n+k∑
j=1
ej(mt)ej
= 2
n+k∑
j=1
ej(m(I − t))ej = 2
n+k∑
i=k+1
mii.
To estimate the two first terms on the RHS of (37), note that∑
C∈W
∇MφC ·XC =
∑
C∈W
∇MφC · (projT⊥(x− yC)− projT⊥(x− x¯))
=
∑
C∈W
DφC · (projTxM ◦ projT⊥)(projT⊥(x¯− yC))
(where we recall that here x¯ denotes a point on B¯ such that |x− x¯| = ρ¯0(x)) and
∇Mζ ·XC(x) = Dζ · (projTxM ◦ projT⊥)(projT⊥(x− yC)).
Hence, using the Cauchy-Schwartz inequality and Remark 2.2, we have that for any ε > 0∣∣∣∣∣ζ2 ∑C∈W∇MφC ·XC
∣∣∣∣∣ ≤ εζ2| projTxM − projT |2 + cεζ2|DφC|2| projT⊥(x¯− yC)|2
≤ εζ2| projTxM − projT |
2 +
c
ε
(κrα)2,
since
| projT⊥(x¯− yC)|
2 ≤ 2|(projT⊥ − projNyC B¯)(x¯− yC)|
2 + 2| projNyC B¯(x¯− yC)|
2
≤ cκ2ρ¯2Cr
2α ≤ cκ2ρ¯0(x)
2r2α
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and
|ζ∇Mζ ·XC| ≤ |ζ ||Dζ || projTxM − projT |(| projT⊥(x)|+ | projT⊥(yC)|)
≤ εζ2| projTxM − projT |
2 +
c
ε
r−2 (dist(x, T ))2 +
c
ε
(κrα)2.
For estimating the RHS of the first variation formula (36) we note that
|XC ·H| ≤ r−2| projT⊥(x− yC)|
2 + r2|H|2
≤
dist(x, T )2
r2
+ (κrα)2 + 2r2|H|2.
Hence, using the above estimates in the first variation formula (36), for sufficiently small
ε > 0, we obtain the required estimate of the lemma
E(0, r/2, T ) ≤ c
(
r−k−2
∫
Br(b)
dist(x, T )2dµV (x) + r
2−k
∫
Br(b)
|H|2dµV + (κr
α)2
)
.

Remark 4.12. Lemma 4.10 provides a bound for E(0, θr, T ) with θ = 1
2
. We remark here
that the same bound given in Lemma 4.10 is true for any θ ∈ (0, 1). The proof is the same,
the only difference being that we should pick the function ζ such that
ζ(x) = 1, ∀x ∈ Bθr(0) and |Dζ | ≤
2
(1− θ)r
.
Of course, in this case the bound (in particular, the constant on the RHS of the estimate of
Lemma 4.10) will depend also on θ.
We are now ready to state the height-excess decay lemma.
Lemma 4.13 (height-excess decay lemma, cf. Section 4.7 of [2]). There exist θ,∆, C > 0
with θ ∈ (0, 1), C ∈ (1,∞) and with the following property. If (V,B) ∈ B(∆, η), with η ≤ ∆
and
µ :=
(∫
B1(0)
dist2(x, T )dµV
) 1
2
≤ ∆,
for some k-dimensional subspace T ⊂ Rn+k such that Y ⊂ T , then there exists T˜ ⊂ Rn+k, a
k-dimensional subspace such that Y ⊂ T˜ and such that
‖ projT − projT˜ ‖ ≤ Cµ
and
(38)
(
θ−k−2
∫
Bθ(0)
dist2(x, T˜ )dµV
) 1
2
≤ max{θ1−
k
p , θα}max{µ, Cη}.
Remark 4.14. The only difference between the statement of Lemma 4.13 and the corre-
sponding one in Allard’s paper [2, Section 4.7] is the rate of decay of the height-excess, which
appears above in (38). In particular, in [2], since α = 1, the rate is θ1−
k
p . However, here we
have to account for the case when α < 1− k
p
.
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Proof of Lemma 4.13. Having at our disposal Lemma 4.10, the proof of Lemma 4.13 is the
same as that of the lemma in [2, Section 4.7], with only two minor modifications concerning
the choice of power of θ, either α or 1 − k
p
. These modifications occur at the beginning
of the proof, where θ and Ci are chosen (lines 2 and 6 of the proof of the lemma in [2,
Section 4.7]). In our case one chooses θ so that 2k/2D4θ < max{θ
1− k
p , θα} and Ci so that
θ−(k+2)/2∆−1i ≤ Cimin{θ
1− k
p , θα}. 
With the use of the height-excess decay lemma, Lemma 4.13, the proof of the main regu-
larity theorem, Theorem 4.4, follows almost as in the case of a C1,1 boundary (see [2, Sections
4.8, 4.9]). For completeness, and because the arguments in [2, Sections 4.8, 4.9] are too com-
pact but mostly because in [2, Section 4.9] the nearest point (to the boundary) projection is
once again used (even though its regularity is not used), we provide here the proof.
Proof of Theorem 4.4. Note first that under the assumptions (1) and (2) of Theorem 4.4
and using Lemma 4.6 (in particular [2, 4.3(2)]), we can further assume the existence of a
k-dimensional linear space T that satisfies the hypotheses of the height-excess decay lemma,
Lemma 4.13, i.e. Y ⊂ T and
µ =
(∫
dist(x, T )2dµV
) 1
2
≤ ∆,
where ∆ is as in Lemma 4.13. We apply now the height-excess decay lemma, Lemma 4.13,
iteratively, to conclude that there exists a k-dimensional linear space T˜ such that ‖T˜ −T‖ ≤
C sup{µ, η} and
(39)
(
r−k
∫
Br(0)
dist(x, T˜ )2dµV
) 1
2
≤ Cmax{µ, η}max{r2−
k
p , r1+α}, ∀r ∈ (0, 1)
(cf. [2, 4.8(4) and proof of the lemma in Section 4.8]). This iteration is a standard technique
that has been used also in the proof of Allard’s interior regularity theorem [1] (for details see
[1, Section 8.17] or [8, Proof of Theorem 23.1]). In the above inequality and from now on,
we will use C to denote any constant that depends on n, k, p, α and ε, and we will not differ-
entiate between the constants. Note that the above inequality, along with a simple rescaling
argument, implies that any tangent cone of V at zero is contained in T˜ and, therefore, V has
a unique tangent cone at 0 given by {y + tu : y ∈ Y, t ≥ 0}, where u ∈ T˜ ∩ Y ⊥. Hence we
have shown that (i) and (ii) of Theorem 4.4 hold with T = T˜ .
We now want to show (iv) and (v) of Theorem 4.4. Note that statement (iii) of Theorem
4.4 will then follow by (iv), Lemma 4.7 and Lemma 4.6. As in [2, Section 4.9], for any b ∈ B
we set Tb = TbB + (NbB ∩ T ). Then Tb is a k-dimensional linear space such that TbB ⊂ Tb
and ‖ projTb − projT ‖ ≤ Cη (because of (1)), which then implies that dist(x − b, Tb) ≤
dist(x, T ) + Cη. Hence, for any b ∈ B ∩ B1− ε
2
(0) we have
µb :=
(
(1− |b|)−k−2
∫
B1−|b|(b)
dist(x− b, Tb)
2dµV
) 1
2
≤ Cε−
k+2
2 (µ+ η).
We can now apply the height-excess decay lemma, Lemma 4.13, in B 1−|b|
2
(b) (as we did in
B1(0)) provided that ω
−1
k
(
1−|b|
2
)−k
µV
(
B 1−|b|
2
(b)
)
≤ 1
2
+ ∆, where ∆ is as in Lemma 4.13.
For δ small enough, a straightforward contradiction argument using Lemma 4.5 implies that
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this is indeed true for all b ∈ B ∩B1− ε
2
(0) (this fact is also used in the proof of the lemma in
[2, Section 4.3]). Thus, arguing as for T˜ above, we conclude that there exists a k-dimensional
linear space T˜b such that ‖ projT˜b − projTb ‖ ≤ C sup{µ, η} and
(40)
(
r−k
∫
Br(b)
dist(x− b, T˜b)
2dµV
) 1
2
≤ Cmax{µ, η}max{r2−
k
p , r1+α}, ∀r ∈
(
0,
1− |b|
2
)
.
We claim now that
(41) ‖ projT˜y − projT˜b ‖ ≤ Cmax{µ, η}max{|y − b|
1− k
p , |y − b|α} , ∀y, b ∈ B ∩ B1− ε
2
(0).
Note first that it suffices to prove this for y, b ∈ B such that |y−b| < ε
8
, because else the claim
is true with an appropriately chosen constant C (since ‖ projT˜b − projT˜y ‖ ≤ C sup{µ, η}). If
|y−b| < ε
8
, then we can apply (40) first with Br(b) replaced by B2|y−b|(b) and then with Br(y)
replaced by B2|y−b|(y). The claim then follows directly by summing these two inequalities
and using a simple application of the triangle inequality (to be precise, we are summing the
integrals on their common domain B2|y−b|(b) ∩ B2|y−b|(y) ⊃ B2|y−b|(b) ∪ B2|y−b|(y)).
We will show now that in any ball of the form Bσ(x)(x), where x ∈ B1−ε(0) \ B and
σ(x) = min{ρ0(x),
ε
8
}, we can apply Allard’s interior regularity theorem (see [1, Section 8] or
[8, §23]). To do this, it suffices to show that in such balls, the area ratios are close to 1 and
that the tilt-excess over some k-dimensional linear space is small. More precisely, we will
show the following. For any δ0, we can pick δ such that under the hypotheses of Theorem 4.4
(42) ω−1k σ
−nµV (Bσ(x)) ≤ 1 + δ0 , ∀x ∈ B1−ε(0) \B
and
(43) E(x, σ, Tx) ≤ Cmax{µ, η}max{σ
2(1− k
p
), σ2α} , ∀x ∈ B1−ε(0) \B,
where
σ = σ(x) = min
{
ρ0(x),
ε
8
}
and Tx =
{
T˜ , if σ(x) ≥ ε
16
T˜x , if σ(x) = ρ0(x)
, (x is as in Definition 2.1).
We first show (42), arguing by contradiction and using Lemma 4.5 (similar arguments are
used in the proof of the lemma in [2, Section 4.3]). Consider a sequence of pairs (Vi, Bi)
satisfying the hypotheses of Theorem 4.4 with corresponding δi’s converging to 0 and a
sequence of points xi ∈ spt Vi ∩ B1−ε(0) for which (42) is not true. Then, after passing to
a subsequence, xi → x ∈ B1−ε(0). Applying now the compactness lemma, Lemma 4.5, to
the sequence (ηxi,σi♯Vi, ηxi,σi(Bi)) if σi = σ(xi) → 0 (where x as in Definition 2.1), or to
(Vi, Bi) otherwise, we arrive at a contradiction. Here, for x ∈ R
n+k and λ ∈ R+, the function
ηx,λ : R
n+k → Rn+k is given by ηx,λ(y) = λ
−1(y − x), ηx,λ♯V is the mapping of the varifold
under ηx,λ (see [1, Section 4.2] or [8, §15]) and x is as in Definition 2.1.
To show (43), we note first that if σ(x) = ε
16
, then, by (39) and Lemma 4.10 (see also
Remark 4.12), we have E(x, ε
16
, T˜ ) ≤ cε−kE(0, 1 − ε
16
, T˜ ) ≤ Cmax{µ, η}. Assume now that
σ(x) = ρ0(x) and take x as in Definition 2.1. Using Lemma 4.10 again and (40), we then
have E(x, ρ0(x), T˜x) ≤ E(x, 2ρ0(x), T˜x) ≤ Cmax{µ, η}max{ρ
2(1− k
p
)
0 , ρ
2α
0 }. Hence the above
claim is true.
Note now that (42) and (43), along with Allard’s interior regularity theorem (see [1, Section
8] or [8, §23]) applied to the balls Bσ(x)(x) and a standard covering argument, implies that (iv)
and (v) of Theorem 4.4 are true for x, y ∈ spt V ∩B1−ε(0) such that ρ0(x) ≥ ε16 , ρ0(y) ≥
ε
16
.
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Now take any point x ∈ spt V ∩B1−ε(0), such that ρ0(x) ≤ ε8 . By (42) and (43), we can then
apply Allard’s interior regularity theorem (see [1, Section 8] or [8, §23]) to Bρ0(x)(x), which
implies that for a constant γ = γ(n, k, p), ‖ projTyM − projTxM ‖ ≤ Cmax{µ, η}|y − x|
1− k
p ,
∀y ∈ Bγρ0(x)(x) and thus
(44) E(x, γρ0(x), TxM) ≤ Cmax{µ, η}ρ
1− k
p
0 .
By (43), we also have
E(x, γρ0(x), T˜x) ≤ γ
−kE(x, ρ0(x), T˜x) ≤ Cmax{µ, η}max{ρ0(x)
2(1− k
p
), ρ0(x)
2α}.
Summing these two inequalities, we obtain
(45) ‖ projTxM − projT˜x ‖ ≤ Cmax{µ, η}max{ρ0(x)
1− k
p , ρ0(x)
α}.
Note that here we have used the interior monotonicity formula (see [1, Theorem 5.1(1)] or [8,
Theorem 17.6]) to obtain a lower bound for the area. Estimate (45), along with (41), imply
(iv) of Theorem 4.4 for all x ∈ spt V ∩B1−ε(0) such that ρ0(x) ≤ ε8 . This concludes the proof
of (iv) of Theorem 4.4.
Finally, to show (v) of Theorem 4.4, we take x, y ∈ B1−ε(0) such that ρ0(x), ρ0(y) ≤ ε8 .
If |y − x| ≤ γρ0(x), where γ = γ(n, k, p) is as in (44), then (v) of Theorem 4.4 is clear by
(44). If |y − x| > γρ0(x), then, using (45) (applied to both x and y) and (41), we estimate
as follows.
‖ projTxM − projTyM ‖ ≤‖ projTxM − projT˜ω(x) ‖+ ‖ projT˜ω(x) − projT˜ω(y) ‖
+ ‖ projTyM − projT˜ω(y) ‖
≤Cmax{µ, η}
(
max{ρ0(x)
1− k
p , ρ0(x)
α}+max{ρ0(y)
1− k
p , ρ0(y)
α}
)
+ Cmax{µ, η}max{|ω(x)− ω(y)|1−
k
p , |ω(x)− ω(y)|α},
since
‖ projTxM − projT˜ω(x) ‖ ≤ ‖ projTxM − projT˜x ‖+ ‖ projT˜xM − projT˜ω(x) ‖
≤ Cmax{µ, η}max{ρ0(x)
1− k
p , ρ0(x)
α},
where we have used the estimate |x − ω(x)| ≤ cρ(x) (see (30)). We estimate ρ0(y) and
|ω(x)− ω(y)| in terms of |x− y| as follows.
ρ0(y) ≤ |y − ω(y)| ≤ |x− y|+ |ω(x)− ω(y)|+ |x− ω(x)|
≤ |x− y|+ |ω(x)− ω(y)|+ cρ(x) ≤ c|x− y|+ |ω(x)− ω(y)| ≤ c|x− y|,
where at the last step we used the estimate |ω(x)−ω(y)| ≤ c|x−y| (see proof of Lemma 4.7).
Putting everything together, we obtain
‖ projTxM − projTyM ‖ ≤ Cmax{µ, η}max{|x− y|
1− k
p , |x− y|α}.
This concludes the proof of (v) of Theorem 4.4 and completes the proof of Theorem 4.4. 
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