, B nk (A), Cn k {A) i sum of the product of probabilities which will be deduced later from (2.2.1), (2.8) and (2.1.1).
Conditions sufficient for Poisson approximation.
Let {X kj =(Xl kJ , X2 kJ , X3kj)> J=l, 2, •••, n k } be a sequence of independent trivariate Bernoulli vectors for every k^l with To explain X Λj (y==l, 2, •••, n Λ ), we may consider the following example for n k = 16. Example 1.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 sum
Xl kJ 01010011101010119

X2 kJ 01100001010100005
X3 k3 10110101000001107
Let us denote S k = Σ>Xkj= Σ (XIkj, X2 kJy X3 kj ) for every k^l. In this ; = 1 .7 = 1 example, we have S Λ =(9, 5, 7). However, in the following discussion P k j(i) expressed in (2.0) will be replaced by P ; (ι) for simplicity. Then P[S*=s] can be expressed easily as follows. Proof. In order to prove the theorem, we consider the following three steps.
(step 1) We want to prove that 
It is obvious from (2.9) that J?*(e 8 ) is nonnegative, because the probability is nonnegative and i?*(e 2 ) may be estimated as follows: The relations (2.6) and (2.14) finish the proof of theorem 1.
Conditions necessary for Poisson approximation.
The converse assertion of theorem 1 is also valid, but the proof is quite different. Let us show it by the following theorem.
THEOREM 2. // the condition (2.5) {for the sums of independent Bernoulli vectors which may not be identically distributed) is satisfied, then we have (2.3) and (2.4).
In order to prove theorem 2, we are going to show lemma 1 and lemma 2. Proof. We shall prove lemma 1 by the following four steps which can be obtained from (2.5) and using (2.2) for given s.
LEMMA 1. // the condition (2.5) is satisfied, then we have
(step 1) Put 8=0 in the relation (2.5), it is obvious to obtain 
+P t t(ej)/P t t(.O) • Λ iίe^/PίjiCO)
->0 (by (3.1.1), (3.2.1)), and by (3.4) we have
The second term of the left side of (3.6) may be represented by
By (3. 
Conclusion.
In this paper, we have derived the necessary and sufficient conditions of Poisson approximation for sums of independent trivariate Bernoulli vectors which may not be identically distributed. The author considers that he has already extended the trivariate case to multivariate case, however, a little problem lies with the way of expressing the general notations and its refinement and hopes to report it in the near future.
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