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Scheduling Stochastic Real-Time Jobs
in Unreliable Workers
Yu-Pin Hsu, Yu-Chih Huang, and Shin-Lin Shieh
Abstract—We consider a distributed computing network con-
sisting of a master and multiple workers processing tasks of
different types. The master is running multiple applications. Each
application stochastically generates real-time jobs with a strict job
deadline, where each job is a collection of tasks of some types
specified by the application. A real-time job is completed only
when all its tasks are completed by the corresponding workers
within the deadline. Moreover, we consider unreliable workers,
whose processing speeds are uncertain. Because of the limited
processing abilities of the workers, an algorithm for scheduling
the jobs in the workers is needed to maximize the average
number of completed jobs for each application. The scheduling
problem is not only critical but also practical in distributed
computing networks. In this paper, we develop two scheduling
algorithms, namely, a feasibility-optimal scheduling algorithm
and an approximate scheduling algorithm. The feasibility-optimal
scheduling algorithm can fulfill the largest region of applications’
requirements for the average number of completed jobs. However,
the feasibility-optimal scheduling algorithm suffers from high
computational complexity when the number of applications is
large. To address the issue, the approximate scheduling algorithm
is proposed with a guaranteed approximation ratio in the worst-
case scenario. The approximate scheduling algorithm is also
validated in the average-case scenario via computer simulations.
Index Terms—Distributed computing networks, stochastic net-
works, scheduling algorithms.
I. INTRODUCTION
Distributed computing networks (such as MapReduce [1])
become increasingly popular to support data-intensive jobs.
The underlying idea to process a data-intensive job is to divide
the job into a group of small tasks that can be processed
in parallel by multiple workers. In general, a worker can be
specialized to process a type of tasks. For example, MapRe-
duce allows an application to specify its computing network.
Another outstanding example is distributed computing net-
works for massive multiplayer online games [2]. The online
game system illustrated in Fig. 1 includes one master and
four workers processing different types of tasks. The master is
serving two players. While the present job of player 1 needs
two types of workers to get completed, that of player 2 needs
three types of workers.
Moreover, because of the real-time nature of latency-
intensive applications (e.g., online games), a real-time job
needs to be completed in a deadline. To maximize the number
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Fig. 1. A distributed computing network with two (N = 2) applications A1
and A2 and four (M = 4) workers W1, W2, W3, and W4. At the beginning
of frame 1, application A1 generates job J1(1) with tasks for workers W1
and W2, and application A2 generates job J2(1) with tasks for workers W2,
W3, and W4.
of jobs that meet the deadline, a scheduling algorithm allo-
cating workers to jobs is needed. Job-level scheduling poses
more challenges than packet-level scheduling. That is because
all tasks in a job are dependent in the sense that a job is not
completed until all its tasks are completed, but all packets or
tasks in traditional packet-based networks are independently
treated.
Most prior research on job-level scheduling considered
general-purpose workers. The closest scenario to ours (i.e.,
specialized workers) is the coflow model proposed in [3],
where a coflow is a job consisting of tasks of various types.
Since the coflow model was proposed, coflow scheduling has
been a hot topic, e.g. [4–8]. See the recent survey paper [9].
However, almost all prior research on the coflow scheduling
focused on deterministic networks; in contrast, little attention
was given to stochastic networks. Note that a job can be
randomly generated; moreover, a worker can be unreliable
because of unpredictable events [10] like hardware failures.
Because of the practical issues, a scheduling algorithm for
stochastic real-time jobs in unreliable workers is crucial in
distributed computing networks. The most relevant works
to ours are [11, 12]. While [11] focused on homogeneous
stochastic jobs in the coflow model, [12] extended to a
heterogeneous case. The fundamental difference between those
relevant works and ours is that we consider stochastic real-time
jobs and unreliable workers.
In this paper, we consider a master and M specialized
workers. The master is running multiple applications, which
2stochastically generate real-time jobs with a hard deadline. The
workers are unreliable. Our main contribution lies in devel-
oping job scheduling algorithms with provable performance
guarantees. Leveraging Lyapunov techniques, we propose a
feasibility-optimal scheduling algorithm for maximizing the
region of achievable requirements for the average number of
completed jobs. However, the feasibility-scheduling algorithm
turns out to involve an NP-hard combinatorial optimization
problem. To tackle the computational issue, we propose an
approximate scheduling algorithm that is computationally
tractable; furthermore, prove that its region of achievable
requirements shrinks by a factor of at most 1/
√
M from the
largest one. More surprisingly, our simulation results show
that the region of achievable requirements by the approximate
scheduling algorithm is close to the largest one.
II. SYSTEM OVERVIEW
A. Network model
Consider a distributed computing network consisting of a
master and M specialized workers W1, · · · ,WM . The master
is running N applications A1, · · · , AN . Fig. 1 illustrates an
example network with N = 2 and M = 4. Suppose that
data transfer between the master and the workers occurs
instantaneously with no error. Note that the prior works on
the coflow model focused on the time for data transfer. To
investigate the unreliability of the workers, we ignore the time
for data transfer; instead, focus on the time for computation.
Divide time into frames and index them by t = 1, 2, · · · . At
the beginning of each frame t, each application stochastically
generates a job, where a job is a collection of tasks that
can be processed by the corresponding workers. Precisely,
we use vector Ji(t) = (Ji,1(t), · · · , Ji,M (t)) to represent
the job generated by application Ai in frame t, where each
element Ji,j(t) ∈ {0, 1} indicates if the job has a task for
worker Wj : if Ji,j(t) = 1, then the job Ji(t) has a task for
worker Wj ; otherwise, it does not. See Fig. 1 for example.
Each task is also stochastically generated, i.e., Ji,j(t) is a
random variable for all i, j, and t. By |Ji(t)| we denote the
number of 1’s in vector Ji(t); in particular, if |Ji(t)| = 0,
then application Ai generates no job in frame t. Suppose
that the probability distribution of random variable Ji,j(t) is
independently and identically distributed (i.i.d.) over frame t,
for all i and j. Suppose that the tasks generated by application
Ai for worker Wj have the same workload. See Remark 15
later for time-varying workloads. Moreover, the jobs need real-
time computations. Suppose that the deadline for each job
is one frame. The real-time system has been justified in the
literature, e.g., see [13].
Consider a time-varying processing speed for each worker.
Suppose that the processing speed of each worker is i.i.d. over
frames. With the i.i.d. assumption along with those constant
workloads, we can assume that a task generated by application
Ai can be completed by worker Wj (i.e., when Ji,j(t) = 1)
with a constant probability Pi,j over frames. At the end of
each frame, each worker reports if its task is completed in
that frame. A job is completed only when all its tasks are
completed in the arriving frame. If any task of a job cannot
be completed in the arriving frame, the job expires and is
removed from the application.
Unaware of the completion of a task at the beginning of
each frame, we suppose that the master assigns at most one
task to a worker for each frame. If two jobs Ji(t) and Jj(t),
for some i and j, need the same worker in frame t, i.e.,
Ji,k(t) = Jj,k(t) = 1 for some k, then we say the two jobs
have interference. For example, jobs J1(1) and J2(1) in Fig. 1
have the interference.
As a result of the interference, the master has to decide a
set of interference-free jobs for computing in each frame. Let
D(t) ⊆ {J1(t), · · · ,JN (t)} be the set of interference-free
jobs decided for computing in frame t. For example, decision
D(1) in Fig. 1 can be either J1(1) or J2(1). If D(1) = J1(1)
in Fig. 1, then workers W1 and W2 are allocated to job J1(1)
in frame 1; moreover, job J1(1) is completed only when
the two workers complete their respective tasks in frame 1.
A scheduling algorithm π = {D(1),D(2), · · · } is a time
sequence of the decisions for all frames.
B. Problem formulation
Let random variable ei(t;π) ∈ {0, 1} indicate if job Ji(t)
is completed in frame t under scheduling algorithm π, where
ei(t;π) = 1 if job Ji(t) is generated (i.e., |Ji(t)| 6= 0)
and all tasks of the job are completed by the corresponding
workers in frame t; ei(t;π) = 0 otherwise. The random
variable ei(t;π) depends on the random variables Ji,j(t), the
task completion probabilities Pi,j , and a potential randomized
scheduling algorithm π.
We define the average number Ni(π) of completed jobs for
application Ai under scheduling algorithm π by
Ni(π) = lim inf
T→∞
∑T
t=1E[ei(t;π)]
T
. (1)
Let vector r = (r1, · · · , rN ) represent an applications’ re-
quirement for the average numbers of completed jobs. We say
that requirement r can be fulfilled (or achieved) by scheduling
algorithm π if Ni(π) ≥ ri for all i. Moreover, We refer
to requirement r as a feasible requirement if there exists
a scheduling algorithm that can fulfill the requirement. We
define the maximum feasibility region as follows.
Definition 1. The maximum feasibility region Rmax is
the (N -dimensional) region consisting of all feasible require-
ments r.
We define an optimal scheduling algorithm as follows.
Definition 2. A scheduling algorithm π is called a feasibility-
optimal1 scheduling algorithm if, for any requirement r
interior2 of Rmax, it can be fulfilled by the scheduling
algorithm π.
1The feasibility-optimal scheduling defined in this paper is analogy to the
throughput-optimal scheduling (e.g., [14]) or the timely-throughput-optimal
scheduling (e.g., [13]).
2We say that requirement r = (r1, · · · , rN ) is interior of the region Rmax
if there exists an ǫ > 0 such that r + ǫ = (r1 + ǫ, · · · , rN + ǫ) lies
in the region Rmax. The concept of the strictly feasible requirement has
been widely used in the throughput-optimal scheduling or timely-throughput-
optimal scheduling.
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Fig. 2. Virtual queueing network for the distributed computing network in
Fig. 1 with scheduling algorithm π and requirement (r1, r2).
The goal of this paper is to devise a feasibility-optimal
scheduling algorithm.
III. SCHEDULING ALGORITHM DESIGN
In this section, we develop a feasibility-optimal schedul-
ing algorithm for managing the stochastic real-time jobs in
the unreliable masters. To that end, we introduce a virtual
queueing network in Section III-A. With the assistance of
the virtual queueing network, we propose a feasibility-optimal
scheduling design in Section III-B. However, the proposed
feasibility-optimal scheduling algorithm involves a combina-
torial optimization problem. We show that the combinato-
rial optimization problem is NP-hard. Thus, we develop a
tractable approximate scheduling algorithm in Section III-C;
meanwhile, we establish its approximation ratio.
A. Virtual queueing network
Given the distributed computing network with scheduling
algorithm π and requirement r, we construct a virtual queueing
network. The virtual queueing network consists of N queues
Q1, · · · , QN , operating under the same frame system as that
in Section II-A. For example, Fig. 2 is the virtual queueing
network for the distributed computing network in Fig. 1. We
want to emphasize that the virtual queueing network is not a
real-world network. It is introduced for the scheduling design
in Section III-B.
At the beginning of each frame t, a fixed number3 ri of
packets arrive at queue Qi. At the end of frame t, queue
Qi can remove ei(t;π) packet, i.e., if job Ji(t) is completed
in frame t, then queue Qi can remove one packet at the
end of frame t; otherwise, it removes no packet in frame t.
Again, note that those packets are not real-word packets. We
summarize the packet arrival rate and the packet service rate
as follows.
Proposition 3. The packet arrival rate for queue Qi is ri, and
the packet service rate for queue Qi is Ni(π).
Proof. The packet arrival rate for Qi is limT→∞
∑
T
i=1 ri
T
= ri.
The packet service rate forQi is lim infT→∞
∑T
t=1 E[ei(t;pi)]
T
=
Ni(π).
Let Qi(t) be the queue size at queue Qi at the beginning
(before new packet arrival) of frame t. Then, the queueing
dynamics of queue Qi can be expressed by Qi(t + 1) =
3The virtual queueing network has a fractional number of packets.
Algorithm 1: Feasibility-optimal scheduling algorithm.
/* At the beginning of frame 1, perform
as follows: */
1 Qi(1)← 0 for all i;
/* At the beginning of each frame
t = 1, 2, · · ·, perform as follows: */
2 Qi(t) ← Qi(t− 1) + ri for all i;
3 Perform a set D(t) ⊆ {J1(t), · · · ,JN (t)} of
interference-free jobs such that
∑
i:Ji(t)∈D(t)
Qi(t)

1|Ji(t)|6=0 · ∏
j:Ji,j(t)=1
Pi,j

 (2)
is maximized;
/* At the end of each frame t, perform
as follows: */
4 for i = 1 to N do
5 if Ji(t) ∈ D(t), |Ji(t)| 6= 0, and
all its workers complete their respective tasks then
6 Qi(t)← max{Qi(t)− 1, 0};
7 end
8 end
max{Qi(t)+ri−ei(t;π), 0}. LetQ(t) = (Q1(t), · · · , QN(t))
be the vector of all queue sizes at the beginning of frame t. We
define the notion of a stable queue in Definition 4, followed
by introducing a necessary condition for the stable queue in
Proposition 5.
Definition 4. Queue Qi is stable if the average total queue
size lim supT→∞
∑T
t=1 E[Qi(t)]
T
is finite.
Proposition 5 ([15], Lemma 3.6). If queue Qi is stable, then
its packet service rate is greater than or equal to its packet
arrival rate.
By Propositions 3 and 5, we can turn our attention to devel-
oping a scheduling algorithm such that, for any requirement r
interior of Rmax, all queues in the virtual queueing network
are stable.
We want to emphasize that, unlike traditional stochastic
networks (e.g., [13, 14]), each packet in our virtual queueing
network can be removed only when all associated tasks are
completed in its arriving frame. Thus, our paper generalizes to
stochastic networks with multiple required servers; in particu-
lar, we develop a tractable approximate scheduling algorithm
for the scenario in Section III-C.
B. Feasibility-optimal scheduling algorithm
In this section, we propose a feasibility-optimal scheduling
algorithm in Alg. 1. At the beginning of frame 1, Alg. 1
(in Line 1) initializes all queue sizes to be zeros. At the
beginning of each frame t, Alg. 1 (in Line 2) updates each
queue Qi with the new arriving ri packets; then, Alg. 1
(in Line 3) decides D(t) for that frame according to the
present queue size vector Q(t). The decision D(t) is made
for maximizing the weighted sum of the queue sizes in
4Eq. (2). The term 1|Ji(t)|6=0 ·
∏
j:Ji,j(t)=1
Pi,j in Eq. (2)
calculates the expected packet service rate for Qi, where the
indicator function 1|Ji(t)|6=0 indicates if job Ji(t) is generated
in frame t, and if so, that job can be completed with probability∏
j:Ji,j(t)=1
Pi,j . The underlying idea of Alg. 1 is to remove
as many packets from the virtual queueing network as possible
(for stabilizing all queues).
After performing the decision D(t), Alg. 1 (in Line 6)
updates eachQi at the end of frame t: if job Ji(t) is scheduled,
the job is indeed generated, and all its required workers
complete their respective tasks, then one packet is removed
from queue Qi in the virtual queuing network.
Example 6. Take Figs. 1 and 2 for example. Suppose that
P1,j = 0.8 and P2,j = 0.9 for all j, and r = (0.48, 0.5). Ac-
cording to Line 3, Alg. 1 calculates Q1(1)
∏
j:J1,j(1)=1
P1,j =
0.48·0.82 = 0.3072 and Q2(1)
∏
j:J2,j(1)=1
P2,j = 0.5·0.93 =
0.3645. Thus, Alg. 1 decides to compute J2(1) for frame 1.
If workers W2, W3, and W4 in Fig. 1 can complete their
respective tasks in frame 1, then one packet is removed from
queue Q2 in Fig. 2 at the end of frame 1, i.e., queue Q2 has
max{0.5− 1, 0} = 0 packet at the end of frame 1.
Leveraging Lyapunov techniques [14], we can establish the
optimality of Alg. 1 in the following.
Theorem 7. Alg. 1 is a feasibility-optimal scheduling algo-
rithm.
Proof. Let vector (J1(t), · · · ,JN (t)) represent the state of
the virtual queueing network in frame t. Note that the state
changes over frames but its probability distribution is i.i.d.,
according to the assumption in Section II-A. Following the
standard argument of the Lyapunov theory in [14, Chapter 4]
along with the i.i.d. property of the state, we can prove that for
any requirement r interior of Rmax, all queues in the virtual
queueing network (associated with Alg. 1) are stable. That is,
Alg. 1 can fulfill the requirement r by Propositions 3 and 5.
Thus, Alg. 1 is feasibility-optimal.
Note that Alg. 1 involves a combinatorial optimization
problem in Line 3. In the next section, we will investigate
the computational complexity for solving the combinatorial
optimization problem.
C. Tractable approximate scheduling algorithm
We show (in the next lemma) that the combinatorial opti-
mization problem in Line 3 of Alg. 1 is NP-hard. Therefore,
Alg. 1 is computationally intractable.
Lemma 8. The combinatorial optimization problem in Alg. 1
in frame t is NP-hard, for all t.
Proof. We construct a reduction from the set packing problem
[16]. See Appendix A for details.
To study the NP-hard problem, we define two notions of
approximation ratios as follows. While Definition 9 studies
the resulting value in Eq. (2), Definition 10 investigates the
resulting region of achievable requirements.
Algorithm 2: Approximate scheduling algorithm.
/* At the beginning of frame 1, perform
as follows: */
1 Qi(1)← 0 for all i;
/* At the beginning of each frame
t = 1, 2, · · ·, perform as follows: */
2 Qi(t) ← Qi(t− 1) + ri for all i;
3 U← {W1, · · · ,WM};
4 D(t) ← ∅;
5 Sort all jobs Ji(t) according to the values of

Qi(t)
∏
j:Ji,j (t)=1
Pi,j√
|Ji(t)|
if |Ji(t)| 6= 0;
0 else,
(3)
to obtain the sorted jobs J(1)(t), · · · ,J(N)(t);
6 for i = 1 to N do
7 if |J(i)(t)| 6= 0 and {Wj : F (i)j (t) = 1} ⊆ U then
8 D(t)← D(t) ∪ J(i)(t);
9 U← U− {Wj : F (i)j (t) = 1};
10 end
11 end
12 Perform the decision D(t);
/* At the end of each frame t, perform
as follows: */
13 for i = 1 to N do
14 if Ji(t) ∈ D(t), |Ji(t)| 6= 0, and
all its workers complete their respective tasks then
15 Qi(t)← max{Qi(t)− 1, 0};
16 end
17 end
Definition 9. Given queue size vector Q(t) in frame t. Let
OPT (t) be the value in Eq. (2) computed by Alg. 1 in frame t.
Let APX(t;π) be the value in Eq. (2) computed by scheduling
algorithm π in frame t. Then, the scheduling algorithm π is
called a p-approximate scheduling algorithm to Eq. (2) if
OPT (t)/APX(t;π) ≤ p for all possible Q(t) and t.
Definition 10. A scheduling algorithm π is called a p-
approximate scheduling algorithm to Rmax if, for any
requirement r = (r1, · · · , rN ) interior of Rmax, requirement
r/p = (r1/p, · · · , rN/p) can be fulfilled by the scheduling
algorithm π.
In this paper, we propose an approximate scheduling algo-
rithm in Alg. 2. The procedure of Alg. 2 is similar to that of
Alg. 1; hence, we point out key differences in the following.
Unlike Alg. 1 solving the combinatorial optimization prob-
lem, Alg. 2 (in Line 5) simply sorts all jobs according to
the values computed by Eq. (3). Let J(1)(t), · · · ,J(N)(t) (in
Line 5) denote the sorted jobs in frame t in descending
order of the values from Eq. (3). In addition, let J
(i)
j (t)
(in Line 7) indicate if job J(i) has a task for worker Wj
in frame t. While the numerator of Eq. (3) indicates the
weight Qi(t)
∏
j:Ji,j(t)=1
Pi,j in Eq. (2) for job Ji(t), the
denominator of that reflects the maximum number of jobs
5interfered by job Ji(t). The underlying idea of Alg. 2 is to
consider jobs in J(1)(t), · · · ,J(N)(t) order, for achieving a
higher value of Eq. (2) and at the same time keeping the
interference as low as possible.
More precisely, Alg. 2 uses a set U to record (in Line 9)
the available workers that are not allocated yet, where set U
is initialized to be {W1, · · · ,WM} in Line 3. Then, at the
i-th iteration of Line 6, Alg. 2 checks if job J(i)(t) satisfies
the two conditions in Line 7: the first condition |J(i)(t)| 6= 0
means that job Ji(t) is generated and the second condition
{Wj : F (i)j (t) = 1} ⊆ U means that its required workers
are all available. If job J(i)(t) meets the conditions, then it is
scheduled as in Line 8. In addition, if job J(i)(t) is scheduled,
then set U is updated as in Line 9 by removing the workers
allocated to job J(i)(t). After deciding D(t), Alg. 2 performs
the decision D(t) in Line 12 for frame t, followed by updating
the queue sizes in Line 15.
Example 11. Follow Ex. 6. According to Eq. (3), Alg. 2
calculates
Q1(1)
∏
j:J1,j (1)=1
P1,j√
|J1(1)|
= 0.48·0.8
2√
2
= 0.2172 and
Q2(1)
∏
j:J2,j (1)=1
P2,j√
|J2(1)|
= 0.5·0.9
3√
3
= 0.2104. Thus, Alg. 2
decides to compute J1(1) for frame 1. Note that the decision
is different from that in Ex. 6.
Next, we establish the approximation ratio of Alg. 2 to
Eq. (2).
Lemma 12. Alg. 2 is a
√
M -approximate scheduling algo-
rithm to Eq. (2).
Proof. See Appendix B.
Remark 13. We remark that the approximation ratio of
√
M
is the best approximation ratio to Eq. (2). That is because the
combinatorial optimization problem in Alg. 1 is computation-
ally harder than the set packing problem (see Lemma 8) and
the best approximation ratio to the set packing problem is the
square root (see [16]).
With Lemma 12, we can further establish the approximation
ratio of Alg. 2 to Rmax.
Theorem 14. Alg. 2 is a
√
M -approximate scheduling algo-
rithm to Rmax.
Proof. See Appendix C.
The computational complexity of Alg. 2 is O(logN) pri-
marily caused by sorting all queues in Line 5. Thus, Alg. 2 is
tractable when the number of applications is large.
Remark 15. We remark that our methodology can apply to the
case of time-varying workloads. Let Li,j(t) be the workload
generated by application Ai for workerWj in frame t. We just
need to revise the constant task completion probability Pi,j in
Algs. 1 and 2 to be the probability of completing workload
Li,j(t). If workload Li,j(t) is i.i.d. over frames t for all i and j,
then Alg. 1 is still a feasibility-optimal scheduling algorithm
and Alg. 2 is still a
√
M -approximate scheduling algorithm.
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Fig. 3. Regions of achievable requirements by Algs. 1 and 2 for various task
generation probabilities by application A2, i.e., P [J2,j(t) = 1] = 0.3 or
P [J2,j(t) = 1] = 0.5 for all j and t.
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Fig. 4. Regions of achievable requirements by Algs. 1 and 2 for various task
completion probabilities by application A2, i.e., P2,j = 0.7 or P2,j = 0.9
for all j.
IV. NUMERICAL RESULTS
In this section, we investigate Algs. 1 and 2 via computer
simulations. First, we consider two applications and two
workers. Fig. 3 displays the regions of achievable requirements
by both scheduling algorithms for various task generation
probabilities by application A2, when P [J1,j(t) = 1] = 0.5
and Pi,j = 0.9 for all i, j, and t are fixed. Fig. 4 displays the
regions of achievable requirements by both scheduling algo-
rithms for various task completion probabilities by workerW2,
when P [Ji,j(t) = 1] = 0.5 and P1,j = 0.9 for all i, j, and t
are fixed. Each result (r1, r2) marked in Figs. 3 or 4 is the
requirement such that the average number of completed jobs
in 10,000 frames for application A1 is at least r1 − 0.01 and
that for application A2 is at least r2 − 0.01. The both figures
reflect that Alg. 2 is not only computationally efficient but also
can fulfill almost all requirements r within Rmax (achievable
by Alg. 1).
Second, we consider more applications and more workers
with the same quantities, i.e., N = M . Moreover, all task
completion probabilities are fixed to be 0.9, i.e., Pi,j = 0.9
for all i and j. Then, Fig. 5 displays the maximum achievable
requirements r (for the case of ri = r for all i) by Alg. 2,
when all task generation probabilities are the same. In this
60 5 10 15 20 25
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Fig. 5. Maximum achievable requirement (for the case of ri = r for all i)
versus number of applications, for various task generation probabilities, i.e.,
P [Ji,j(t) = 1] = 0.3, P [Ji,j(t) = 1] = 0.4, or P [Ji,j(t) = 1] = 0.5, for
all i, j, and t.
case, an application generates a job in a frame with probability
1− (1− P [J1,1(1) = 1])N . When N = 2 in Fig. 5, the lower
task generation probability the lower achievable requirement,
because a lower task generation probability generates fewer
jobs. In contrast, when N ≥ 5 in Fig. 5, the lower task
generation probability the higher achievable requirement, be-
cause fewer jobs cause less interference. In other words, the
interference becomes severe when N ≥ 5. Moreover, from
Fig. 5, the maximum achievable requirement by Alg. 2 appears
to decrease super-linearly with the number of applications.
V. CONCLUDING REMARKS
In this paper, we provided a framework for studying
stochastic real-time jobs in unreliable workers with special-
ized functions. In particular, we developed two algorithms
for scheduling real-time jobs in shared unreliable workers.
While the proposed feasibility-optimal scheduling algorithm
can support the largest region of applications’ requirements,
it has the notorious NP-hard issue. In contrast, the proposed
approximate scheduling algorithm is not only simple, but
also has a provable guarantee for the region of achievable
requirements. Moreover, we note that coding techniques have
been exploited to alleviate stragglers in distributed computing
networks, e.g., [17, 18]. Including coding design into our
framework is promising.
APPENDIX A
PROOF OF LEMMA 8
We show a reduction from the set packing problem [16],
where given a collection {Ψ1, · · · ,Ψn} of non-empty sets over
a universal set {1, 2, · · · ,m} for some positive integers m
and n, the objective is to identify a sub-collection of disjoint
sets in that collection such that the number of sets in the sub-
collection is maximized.
For the given instance of the set packing problem, we
construct n applications and m workers in the distributed
computing network. Consider a fixed frame t. In frame t,
application Ai generates job Ψi. With the transformation,
the set packing problem is equivalent to identifying a set of
interference-free jobs in frame t such that number of jobs in
that set is maximized.
Moreover, consider no job until frame t − 1, identical
requirements ri = r for all i, and identical task completion
probabilities Pi,j = 1 for all i and j. In this context, Eq. (2)
in frame t becomes ∑
i:Ji(t)∈D(t)
r · t, (4)
because Qi(t) = r·t, 1|Ji(t)|6=0 = 1 (due to non-empty sets Ψi
for all i), and
∏
j:Ji,j(t)=1
Pi,j = 1. As a result of the constant
r · t in Eq. (4), the objective of the combinatorial optimization
problem in Alg. 1 in frame t becomes identifying a set of
interference-free jobs such that the number of jobs in that set
is maximized.
Suppose there exists an algorithm such that the combinato-
rial optimization problem in Alg. 1 in frame t can be solved
in polynomial time. Then, the polynomial-time algorithm can
identify a set D(t) for maximizing the value in Eq (4); in
turn, solves the set packing problem. That contradicts to the
NP-hardness of the set packing problem.
Because the above argument is true for all frames t, we
conclude that the combinatorial optimization problem in Alg. 1
in frame t is NP-hard, for all t.
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PROOF OF LEMMA 12
Consider a fixed queue size vector Q(t) in a fixed frame t.
Let Vi(t) = Qi(t)
∏
j:Ji,j(t)=1
Pi,j for all i = 1, · · · , N .
Without loss of generality, we can assume that |Ji(t)| 6= 0
for all i and further assume that V1(t)/
√|J1(t)| ≥ · · · ≥
VN (t)/|
√|JN (t)| (by reordering the job indices), i.e., Alg. 2
processes job Ji(t) at the i-th iteration of Line 6. Let D2(t)
be the decision of Alg. 2 in frame t for the given queue
size vector Q(t). Then, we can express the value of Eq. (2)
computed by Alg. 2 as
APX(t;Alg. 2) =
∑
i:Ji(t)∈D2(t)
Vi(t). (5)
Let D1(t) be the decision of Alg. 1 in frame t for the given
queue size vector Q(t). If the conditions in Line 7 of Alg. 2
hold for the i-th iteration (i.e., Ji(t) ∈ D2(t)), then we let
Ci = {Jk(t) ∈ D1(t) : k ≥ i,Jk(t)
⋂
Ji(t) 6= ∅}4 be a set of
jobs. The set Ci has the following properties:
• For job Jk(t) ∈ Ci, we have
Vk(t)√|Jk(t)| ≤
Vi(t)√|Ji(t)| , (6)
since k ≥ i.
• All jobs in Ci are interference-free, i.e., they need dif-
ferent workers, since Jk(t) ∈ D1(t). Moreover, job
Jk(t) ∈ Ci needs at least one of the workers for Ji(t)
(i.e., Jk(t)
⋂
Ji(t) 6= ∅). Thus, we have
|Ci| ≤ |Ji(t)|. (7)
4Here, we use Jk(t)
⋂
Ji(t) to represent the set of common workers for
jobs Jk(t) and Ji(t).
7• Since all jobs in Ci need different workers, and there are
M workers, we have∑
k:Jk(t)∈Ci
|Jk(t)| ≤M. (8)
Note that D1(t) ⊆
⋃
i:Ji(t)∈D2(t) Ci. Thus, we can bound
OPT (t) computed by Alg. 1 by
OPT (t) ≤
∑
i:Ji(t)∈D2(t)
OPTi, (9)
where OPTi(t) =
∑
k:Jk(t)∈Ci Vk(t) for all i.
Furthermore, we can bound OPTi(t) for each i by
OPTi(t)
(a)
≤ Vi(t)√|Ji(t)|
∑
k:Jk(t)∈Ci
√
|Jk(t)|
(b)
≤ Vi(t)√|Ji(t)|
√
|Ci|
√ ∑
k:Jk(t)∈Ci
|Jk(t)|
(c)
≤Vi(t)
√
M, (10)
where (a) follows Eq. (6); (b) is due to the Cauchy-Schwarz
inequality; (c) follows Eqs. (7) and (8).
Then, we can bound OPT (t) by
OPT (t)
(a)
≤
∑
i:Ji(t)∈D2(t)
OPTi(t)
(b)
≤
∑
i:Ji(t)∈D2(t)
Vi(t)
√
M
(c)
≤
√
M ·APX(t;Alg. 2),
where (a) follows Eq. (9); (b) follows Eq. (10); (c) follows
Eq. (5). Because the above argument is true for all Q(t) and t,
the approximation ratio is
√
M .
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The proof of Theorem 14 needs the following technical
lemma, whose proof follows the line of [14, Appendix 4.A]
along with the i.i.d. property of state (J1(t), · · · ,JN (t)) (as
discussed in the proof of Theorem 7) and the constant task
completion probabilities Pi,j .
Lemma 16. There exists a stationary scheduling algorithm
(i.e., decision D(t) depends on the state in frame t only) such
that, for any requirement r interior of Rmax, all queues in
the virtual queueing network are stable, i.e., the stationary
scheduling algorithm can fulfill the requirement r.
Moreover, we need the Lyapunov theory [14, Thoereom
4.1] as stated in the following lemma, where we consider the
Lyapunov function L(Q(t)) =
∑N
i=1Q
2
i (t).
Lemma 17. Given scheduling algorithm π and requirement r,
if there exist constants B > 0 and ǫ > 0 such that
E[L(Q(t+ 1))− L(Q(t))|Q(t)] ≤ B − ǫ
N∑
i=1
Qi(t),
for all frames t, then all queues in the virtual queueing network
are stable, i.e., the scheduling algorithm π can fulfill the
requirement r.
Then, we are ready to prove Theorem 14. Suppose that
requirement r = (r1, · · · , rN ) is interior of Rmax. By
Lemma 16, there exists a stationary scheduling algorithm
that can fulfill the requirement r. We denote that stationary
scheduling algorithm by πs. Moreover, since requirement r
is interior of Rmax, requirement r + ǫ for some ǫ > 0 is
also interior of Rmax. By Lemma 16 again, the stationary
scheduling algorithm πs can fulfill requirement r+ ǫ, i.e.,
Ni(πs) ≥ ri + ǫ, (11)
for all i.
Consider requirement r′ = (r′1, · · · , r′N ) where r′i =
ri/
√
M for all i. Next, applying Lemma 17 to Alg. 2, we
conclude that Alg. 2 can fulfill requirement r′ because
E[L(Q(t+ 1))− L(Q(t))|Q(t)]
(a)
≤B + 2
N∑
i=1
Qi(t) · r′i − 2
N∑
i=1
Qi(t) · E[ei(t;Alg. 2)|Q(t)]
(b)
≤B + 2
N∑
i=1
Qi(t)
ri√
M
− 2√
M
N∑
i=1
Qi(t)E[ei(t;Alg. 1)|Q(t)]
(c)
≤B + 2
N∑
i=1
Qi(t)
ri√
M
− 2√
M
N∑
i=1
Qi(t)E[ei(t;πs)|Q(t)]
(d)
=B + 2
N∑
i=1
Qi(t)
ri√
M
− 2√
M
N∑
i=1
Qi(t)Ni(πs)
=B +
2√
M
N∑
i=1
Qi(t) (ri −Ni(πs))
(e)
≤B − 2ǫ√
M
N∑
i=1
Qi(t),
where (a) follows [14, Chapter 4] with some constant B > 0;
(b) is because r′i = ri/
√
M and the approximation ratio
of Alg. 2 to Eq. (2) is
√
M (as stated in Lemma 12);
(c) is because Alg. 1 (in Line 3) maximizes the value of∑N
i=1Qi(t) · E[ei(t;π)|Q(t)] among all possible scheduling
algorithms π; (d) is because decision D(t) under stationary
scheduling algorithm πs depends on the state only (regardless
of the queue sizes) and also the state is i.i.d. over frames,
yielding E[ei(t;πs)|Q(t)] = E[ei(t;πs)] = Ni(πs) for all
Q(t) and t; (e) follows Eq. (11).
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