We propose and develop the Bethe Ansatz method for the Heun's equation. As an application, we justify the holomorphic perturbation for the 1-particle Inozemtsev model from the trigonometric model.
Introduction
Olshanetsky and Perelomov proposed the family of integrable quantum systems, which is called the Calogero-Moser-Sutherland system or the Olshanetsky-Perelomov system ( [5] ). In early 90's, Ochiai, Oshima and Sekiguchi classied the integrable models of quantum mechanics which are invariant under the action of a Weyl group with some assumption ( [4] ). For the B N (N 3) case, the generic model coincides with the Inozemtsev's model. Oshima and Sekiguchi found that the Hamiltonian of the 1-particle Inozemtsev model is transposed to the Heun's equation with full parameters ( [6] ). Here, the Heun's equation is the general second-order dierential equation with four regular singular points.
In this article we will investigate the solution of the Heun's equation motivated by the analysis of the Calogero-Moser-Sutherland system.
In the articles ( [8, 3] ), we justied the regular perturbation for the Calogero-Moser-Sutherland model of type A N from the trigonometric one. In ( [8] ), the author obtained results by applying the Bethe Ansats method for the A N cases. We remark that the Bethe Ansatz for the A N cases was established by Felder and Varchenko ( [1] ) by investigating 1991 Mathematics Subject Classication. 82B23,33E15. 1 the asymptotic of the integral expression of the solution of the KZB equation.
For the A 1 case, the Bethe Ansatz method was found in the textbook of Whittaker and Watson ( [10] ), although they did not use the word \Bethe Ansatz". Whittaker and Watson wrote them in the chapter \Lam e's equation". The Lam e equation is the special case of the Heun equation ( [7] ).
In this article we will propose and develop the Bethe Ansatz method for the Heun equation, and justify the regular perturbation for the 1-particle Inozemtsev model from the trigonometric model.
The Bethe Ansatz method replace the problem to nd the eigenstates and spectral for the Hamiltonian with the problem to solve the transcendental equations for the nite variables which is called the Bethe Ansatz equation. To apply the Bethe Ansatz method and write down the Bethe Ansatz equation in our case, we heavily utilize the elliptic functions.
It would be impossible to solve the transcendental equation explicitly. But if we consider the trigonometric limit, then we have the algebraic equations instead of the transcendental equations and may solve the equations.
On the other hand, the Hamiltonian of the BC 1 Calogero-Sutherland model appears when we take the trigonometric limit, and the eigenstates for the BC 1 Calogero-Sutherland model are described by the Jacobi polynomial.
We will connect the Jacobi polynomial with the solution of the Bethe Ansatz equation for the trigonometric case, and will have the holomorphy of the perturbation. The holomorphy of the perturbation for the 1-particle Inozemtsev model from the trigonometric model follows from the holomorphy of the solution of the Bethe Ansatz equation with respect to the parameter of the periods of the elliptic functions.
This article is organized as follows. In section 2, we clarify the relationship between the Heun equation and the 1-particle Inozemtsev system following ( [6] ). We note that the Hamiltonian of the 1-particle Inozemtsev model is given in terms of doubly periodic functions.
In section 3, we introduce the Bethe Ansatz method for the 1-particle Inozemtsev system, or equivalently the Heun equation. In section 3.1, we discuss the invariant subspace of the doubly periodic functions. In sections 3.2 and 3.3, we introduce the Bethe Ansatz equation and discuss the completeness for a given eigenvalue E. In this step, the relationship between the completeness and the eigenvalue of the invariant subspace will be discussed. In section 3.4, we rewrite the Bethe Ansatz equation in terms of the theta function in order to take the trigonometric limit.
In section 4, we take the trigonometric limit and solve the trigonometric Bethe Ansatz equation.
In section 5, we justify the holomorphic perturbation for the 1particle Inozemtsev model from the trigonometric model. The key observation is that the holomorphy of the perturbation follows from the holomorphy of the solution of the Bethe Ansatz equation.
In section 6, we give comments.
In the appendix, we note denitions and formulae of the elliptic functions.
2. The Heun equation and the Hamiltonian of the 1-particle Inozemtsev system The Hamiltonian of the 1-particle Inozemtsev model is given as follows:
where }(x) is the Weierstrass' }-function with periods (2! 1 ; 2! 3 ), ! 0 := 0; ! 2 := 0(! 1 + ! 3 ) and l i (i = 0; 1; 2; 3) are coupling constants. In this article, we will consider the eigenvalues and the eigenfunctions of the Hamiltonian H. Let f(x) be an eigenfunction of H with eigenvalue E, i.e.,
We will make a correspondence between the equation (2.1) and the Heun equation as was done in ( [6] ). We set z = }(x) and e i = }(! i ) (i = 1; 2; 3). By a straightforward calculation, we have 
where i 0 ; i 00 2 f1; 2; 3g, i 0 < i 00 , i 0 and i 00 are dierent from i,f(}(x)) = f(x) andC = 0E + P 3 i=1 l i (l i + 1)e i .
The equation have four singular points e 1 ; e 2 ; e 3 ; 1 and all the singular points are regular. Therefore this equation is a kind of the Heun equation. The exponents at z = e i (i = 1; 2; 3) are (l i + 1)=2 and 0l i =2, and the exponents at 1 are (l 0 + 1)=2 and 0l 0 =2. The parameterC corresponds to the accessory parameter. Conversely, if the dierential equation of second order with four regular singular points on the Riemann sphere is given, we can transform it to the equation (2.3) with suitable l i (i = 0; 1; 2; 3) andC by changing the variable z ! az+b cz+d and the transformation f 7 ! (z 0 e 1 ) 1 (z 0 e 2 ) 2 (z 0 e 3 ) 3 f.
In this article, we will nd some property of the Heun equation by using the expression of elliptic function especially for the cases l i 2 Z 0 (i = 0; 1; 2; 3). We remark that the Heun equation with exponents ( i ; i ) (i = 0; 1; 2; 3) satisfying i 0 i 2 Z + 1 2 are transformed to the equation (2.3) with l i 2 Z 0 .
Bethe Ansatz equation for the Heun equation
3.1. The invariant subspace of the doubly periodic functions. In this subsection we will nd the invariant space of the doubly periodic functions with respect to the Hamiltonian (2.1) for the cases l i 2 Z 0 (i = 0; 1; 2; 3) and count the dimension of it. In the terminology of the Heun's equation (2. 3), the doubly periodic function in x corresponds to the algebraic function in the parameter z(= }(x)).
We mean the doubly periodic function up to signs as the function
) and (f(x + 2! 3 ) = f(x) or 0f(x)), where (2! 1 ; 2! 3 ) are basic periods of elliptic function. Let k i (i = 0; 1; 2; 3) be the rearrangement of l i such that k 0 k 1 k 2 k 3 ( 0). The dimension of the nite dimensional invariant space of the rational doubly periodic functions up to signs is given as follows. Theorem 3.1. (i) If the number k 0 + k 1 + k 2 + k 3 (= l 0 + l 1 + l 2 + l 3 ) is even and k 0 +k 3 k 1 +k 2 , then the dimension of the nite dimensional invariant space of the rational doubly periodic functions up to signs w.r.t. the Hamiltonian (2.1) is 2k 0 + 1.
(ii) If the number k 0 + k 1 + k 2 + k 3 is even and k 0 + k 3 < k 1 + k 2 , then the dimension is k 0 + k 1 + k 2 0 k 3 + 1.
(iii) If the number k 0 + k 1 + k 2 + k 3 is odd and k 0 k 1 + k 2 + k 3 + 1, then the dimension is 2k 0 + 1.
(iv) If the number k 0 + k 1 + k 2 + k 3 is odd and k 0 < k 1 + k 2 + k 3 + 1, then the dimension is k 0 + k 1 + k 2 + k 3 + 2.
Proof. Let V be the nite dimensional invariant space of the rational doubly periodic functions up to signs and T (i) (i = 0; 1; 2; 3) be operators on V dened by T (i) f(x) = f(0x + 2! i ). We set V 0 ; 1 ; 2 ; 3 = ff(x) 2 V jT (i) f(x) = i f(x) for i = 0; 1; 2; 3g ( 0 ; 1 ; 2 ; 3 = 61).
From the denition of the operator H and the periodicity of the function which belongs to V , we have (T (i) ) 2 = 1, T (i) T (j) = T (j) T (i) , T (i) H = HT (i) and T (3) T (2) T (1) T (0) = 1. Hence we have the decomposition,
Let f(x) be an element of V 0 ; 1 ; 2 ; 3 . From the denition of T (i) , we have the following local expansion
where there exists M i s.t. c (i) 2n+(10 i )=2 = 0 for n < 0M i . The exponents of the operator H at x = ! i are (0l i ; l i + 1). Let i be one of the exponent of the operator H at x = ! i which has the same parity as
If c (i) 2n+(10 i )=2 6 = 0 for some n such that 2n + (1 0 i )=2 < i then the functions H j f(x 0 ! i ) (j = 0; 1; 2; : : : ) are linearly independent and contradict the nite dimensionality. Therefore we have c (i) 2n+(10 i )=2 = 0 for n such that 2n + (1 0 i )=2 < i .
Conversely if we have c (i) 2n+(10 i )=2 = 0 for all i(2 f0; 1; 2; 3g) and n such that 2n + (1 0 i )=2 < i , the local expansions of the function Hf(x) at x = ! i satisfy the conditionc (i) 2n+(10 i )=2 = 0 for all i(2 f0; 1; 2; 3g) and n such that 2n + (1 0 i )=2 < i , wherec (i)
are the coecients of the function Hf(x0! i ) dened similarly as (3.2). Therefore the space V 0 ; 1 ; 2 ; 3 consist of the function whose coecient of the local expansion (3.2) at x = ! i (i = 0; 1; 2; 3) satisfy c (i) 2n+(10 i )=2 = 0 for all i(2 f0; 1; 2; 3g) and n such that 2n + (1 0 i )=2 < i .
From the decomposition (3.1) and the condition 0 1 2 3 = 1, the number 0 + 1 + 2 + 3 is even.
The dimension of the space V 0;1;2;3 is max(1 0 ( 0 + 1 + 2 + 3 )=2; 0). If 0( 0 + 1 + 2 + 3 ) > 0 then a basis of the space V 0 ; 1 ; 2 ; 3 is given by f 1 (x) 1 2 (x) 2 3 (x) 3 }(x) n g 0n0( 0 + 1 + 2 + 3 )=2 , where i (x) are the co-sigma functions which are dened in the appendix. The dimension of the space V is the summation of the dimension of the space V 0 ; 1 ; 2 ; 3 for 0 1 2 3 = 1.
If l 0 +l 1 +l 2 +l 3 is even, then the dimension of the nite dimensional invariant space of the doubly periodic functions up to signs w.r.t. the Hamiltonian (2.1) are l 0 + l 1 + l 2 + l 3 2 + 1 + l 0 + l 1 0 l 2 0 l 3 Hence we have the theorem.
We will consider the multiplicity of the eigenvalues of the Hamiltonian H on the space of the nite dimensional invariant space of the doubly periodic functions up to signs. We have the following result, which will be used later. Proof. By shifting the variable z ! z +! i and rearranging the periods, we nd that it is sucient to show the l 2 = l 3 = 0 and l 0 l 1 cases. We set 8(z) = (z 0e 1 )~ 1 (z 0e 2 ) 2 (z 0e 3 )~ 3 , where i = 0l i =2 or (l i + 1)=2 for each i(2 f1; 2; 3g). We setf The exponents of this equation at z = e 2 are (0; 1=2) ( 2 = 0) (01=2; 0) ( 2 = 1=2) . We expand the function f(z) around z = e 2 , i.e., f(z) = P 1 r=0 c r (z 0 e 2 ) r and c 0 = 1. The recursive relations for the coecients c r are given as follows, (e 2 0 e 1 )(e 2 0 e 3 )(r + 2 2 + 1 2 )c 1 (3.6) + (((2 2 + 2 3 )(e 2 0 e 1 ) + (2 2 + 2 1 )(e 2 0 e 3 ))r + q)c 0 = 0;
(r 0 1 + 1 )(r 0 1 + 2 )c r01 + (e 2 0 e 1 )(e 2 0 e 3 )(r + 1)(r + 2 2 + 1 2 )c r+1 (3.7) + (((2 2 + 2 3 + r)(e 2 0 e 1 ) + (2 2 + 2 1 + r)(e 2 0 e 3 ))r + q)c r = 0; where r 1, 1 = 1 + 2 + 3 0 l 0 2 , 2 = 1 + 2 + 3 + l 0 +1 2 and q = E 4 0 e 1 ( 2 + 3 ) 2 0 e 2 ( 1 + 3 ) 2 0 e 3 ( 1 + 2 ) 2 + e 2 1 2 . Either 1 or 2 is an integer. Let be the integer which is either 1 or 2 .
The coecients c r are polynomial in E of degree r. We denote c r by c r (E). If E is a solution of the equation c r (E) = 0 for the positive integer r = 1 0, we have c 20 (E) = 0 from the recursive relation (3.7). We also have c r (E) = 0 for r > 2 0 from the recursive relation (3.7).
If the power series f(z) = P r c r (E)(z 0 e 2 ) r is a nite summation, the function f(}(x)) is rational and doubly periodic. If l 0 + l 1 is even, it occurs the cases ( 1 ; 2 ; 3 ) = (0l 1 =2; 0; 0), (0l 1 =2; 1=2; 1=2), ((l 1 +1)=2; 1=2; 0), ((l 1 +1)=2; 0; 1=2) and the degrees of the polynomial c 10 (E) are (l 0 + l 1 + 1)=2, (l 0 + l 1 )=2, (l 0 0 l 1 )=2, (l 0 0l 1 )=2 respectively. We denote these polynomials by c (1) (E); c (2) (E); c (3) (E); and c (4) (E).
Since i belong to 1 2 Z, the function 8(}(x))f(}(x)) is doubly periodic up to signs. Let E be a solution of c (i) (E) = 0 for some i and let f(z) be the corresponding solution of the dierential equation (3.5) determined by the recursive relations (3.6, 3.7). The signs of the periodicity of the function 8(}(x))f(}(x)), (i.e. the signs of
3)) are dierent for any two of four cases c (j) (E) = 0 (j = 1; 2; 3; 4). We assume that E is a common solution of c (i) (E) = 0 and c (j) (E) = 0 for i 6 = j. Letf (i) (z) (resp.f (j) (z)) be the solution of the dierential equation (3.5) related to c (i) (E) = 0 (resp. c (j) (E) = 0). Then the functionsf (i) (}(x)) andf (j) (}(x)) are the basis of the solution of (2.2). However, it contradicts to the periodicity of the solutions by considering the exponents.
Hence, it has shown that the equation c (i) (E) = 0 and c (j) (E) = 0 (i 6 = j) does not have a common solution.
The degree of the polynomial c (1) (4) (E) are equal to the dimension of the space of the nite dimensional invariant space of the doubly periodic functions up to signs.
If we show that the roots of the equation c (i) (E) = 0 (i = 1; 2; 3; 4) are distinct for generic ! 1 and ! 3 , we obtain that all the eigenvalue of the invariant subspace is obtained as the solution of c (i) (E) = 0 for some i, and we have the theorem.
It is enough to show that if (e 2 0e 1 )(e 2 0e 3 ) < 0 and e 1 ; e 2 ; e 3 are real then the roots of the equation c (i) (E) = 0 are real and distinct for each cases ( 1 ; 2 ; 3 ) = (0l 1 =2; 0; 0), (0l 1 =2; 1=2; 1=2), ((l 1 + 1)=2; 1=2; 0), ((l 1 + 1)=2; 0; 1=2).
We will show that the polynomial c r (E) have r real distinct roots s (r) i (i = 1; : : : ; r) such that s (r)
r for 1 r 1 0 by induction.
The r = 1 case is trivial. We assume that the statement is true for the r k case. From the assumption of the induction, we have s (k)
It is immediate from (3.7) that the leading term of c r (E) is positive. Since s (k01) i satisfy the equation c k01 (s (k01) i ) = 0, the sign of c k01 (s (k) i ) is (01) k0i . By the recursion relation (3.7) and the equation c k (s (k) i ) = 0, the sign of c k+1 (s (k) i ) is opposite to the one of c k01 (s (k) i ). Combining with the asymptotics of c k+1 (E) for E ! +1 and E ! 01 and deg E c k+1 (E) = k + 1, we obtain that the polynomial c k+1 (E) have k + 1 real distinct roots and satisfy s (k+1)
k+1 . The proof for the l 0 + l 1 : odd cases is similar.
The following proposition was proved in the proof of the previous theorem. Proposition 3.3. Suppose l 2 = l 3 = 0 and l 0 l 1 . If (e 2 0 e 1 )(e 2 0 e 3 ) < 0 and e 1 ; e 2 ; e 3 are real, then the roots of the characteristic polynomial of the operator (2.1) on the space which appears in Theorem 3.2 are real and distinct.
3.2.
Results from the method of monodromy. Let us consider the monodromy of the equation (2.2) for the cases l i 2 Z 0 (i = 0; 1; 2; 3).
The equation (2.2) was given as follows,
The solution of the equation (2.2) have singular points only at n 1 ! 1 + n 3 ! 3 (n 1 ; n 3 2 Z). The exponents at the singularity a = ! i + 2m 1 ! 1 + 2m 3 ! 3 (m 1 ; m 3 2 Z; i = 0; 1; 2; 3) are 0l i and l i + 1. The equation (2.2) does not have the rst-order dierential term, the functions }(x+! i ) (i = 0; 1; 2; 3) are even and the numbers l i +10(0l i ) are odd.
Therefore there exists solutions f a;1 (x) = (x 0 a) 0l i (1 + P 1 k=1 a k x 2k ) and f a;2 (x) = (x 0 a) l i +1 (1 + P 1 k=1 a 0 k x 2k ) which converge around x = a(= ! i + 2m 1 ! 1 + 2m 3 ! 3 ) and every solution is expressed as a linear combination of f a;1 (x) and f a;2 (x). The monodromy matrix with respect to the functions f a;1 (x) and f a;2 (x) around the point x = a(= function 4(x) has the expression
The coecients a (i) j and c 0 are calculated by solving the recursive relations which is obtained by substituting in the equation (3.8) . We adopt the normalization of 4(x) such that all the coecients are polynomials of E; e 1 ; e 2 ; e 3 and relatively prime, where e i = }(! i ) (i = 1; 2; 3). We have deg E a (i) j = deg E a (i) j01 + 1. We will get the integral representation of 3(x) by the function 4(x). The following argument is motivated by the book of Whittaker and Watson ([10, 23.7]).
We
By integrating, we have
This formula is the integral representation of the solution of (2.2). Now we are going to investigate the constant C. If we dierentiate the equation (3.10), we have 1 3(x)
By substituting (2.2) and (3.10) in (3.12), we obtain the formula
From the expression of 4(x) (3.9), it follows that the constant C 2 is a polynomial of E. We denote C 2 by P (E).
From the formula (3.11), we obtain that if E is the solution of the equation P (E) = 0, the corresponding function 3(x) is doubly periodic function up to signs.
Conversely, we suppose that the function 3(x) is doubly periodic function up to signs. We assume that the function 3(x) is even or odd.
Then we have 4(x) = 63(x) 2 , where the sign is determined whether 3(x) is even or odd. Substituting in (3.11), we have for all x. By dierentiating it, we have C = P (E) = 0.
If the function 3(x) is not even nor odd, then 3(0x) is also a solution of (2.2), and the functions 3(x) + 3(0x) and 3(x) 0 3(0x) are basis of the solution of (2.2). By repeating the previous argument, we have P (E) = 0. Therefore we have Proof. It is sucient to show the l 2 = l 3 = 0 and l 0 l 1 cases.
The function 4(x) admit the expression (3.9), but we now adopt the other expression,
a j (z 0 e 1 ) j ; (3.14) where z = }(x). We are going to have a recursive relation for the coecients a j . Since 4(x) satisfy the dierential equation (3.8), we have j(j 0 2l 0 0 1)(2j 0 2l 0 0 1)a j (3.15) + 2(j 0 l 0 0 1)(0E + (3j 2 0 6(l 0 + 1)j + 2l 2 0 + 5l 0 0 l 2 1 0 l 1 + 3)e 1 )a j01 + (2j 0 2l 0 0 3)(j 0 2 0 l 0 0 l 1 )(j 0 1 0 l 0 + l 1 )(e 1 0 e 2 )(e 1 0 e 3 )a j02 = 0; where j = 1; 2; : : : ; l 0 + l 1 + 1 and a 01 = a l 0 +l 1 +1 = 0.
By the recursive relation (3.15), we have (a) All the coecients a j (j = 1; : : : l 0 + l 1 ) are divisible by a 0 as polynomials in E; e 1 ; e 2 ; e 3 . Hence we may set a 0 = 1. (b) The coecient a j is a polynomial in variables E; e 1 ; e 2 ; e 3 and the homogeneous degree of a j w.r.t E; e 1 ; e 2 ; e 3 is j.
(c) deg E a j j. (d) If j l 0 then deg E a j = j.
If we set j = l 0 +l 1 +1 in (3.15), we have deg E a l 0 +l 1 01 deg E a l 0 +l 1 + 1. We also have deg E a l0+l10k01 deg E a l0+l10k + 1 by setting j = l 0 + l 1 0 k + 1 (k = 1; : : : ; l 1 0 1) in (3.15 ).
Therefore, we obtain that deg E a j l 0 for all j, deg E a j = l 0 , j = l 0 , and the coecient of E l 0 in a l0 does not depend on e 1 , e 2 , e 3 . From the relation (3.13), we have deg E P (E) = 2l 0 + 1 and the coecient of E 2l0+1 in P (E) does not depend on e 1 , e 2 , e 3 . Hence the characteristic polynomial of the operator (2.1) on the invariant space of doubly periodic functions up to signs coincide with the polynomial P (E) up to constant multiplication.
Therefore we obtain the proposition.
The following proposition is proved case by case.
Proposition 3.6. Conjecture 1 is true for the l 0 +l 1 +l 2 +l 3 8 cases.
3.3. Bethe Ansatz equation in terms of sigma function. In the previous subsection, we introduced the elliptic function 4(x) and the polynomial P (E). In this subsection, we will propose the Bethe Ansatz method. The Bethe Ansats method replace the spectral problem with solving the transcendental equation for the nite variables. We will also discuss the completeness of the eigenfunction obtained by the Bethe Ansatz method for a given eigenvalue E. We remark that the Lam e case (i.e. l 1 = l 2 = l 3 = 0 case) was treated in ( [10] ).
Throughout this subsection, we assume P (E) 6 = 0. As was discussed in section 3.2, the function 3(x) and 3(0x) are linearly independent.
For simplicity, we assume l 0 6 = 0. The function 4(x)(= 3(x)3(0x))
is even doubly periodic function which may have poles of degree 2l i at x = ! i (i = 0; 1; 2; 3). Therefore we have the following expression 4(x) = a (0) 0 Q l j=1 (}(x) 0 }(t j )) (}(x) 0 e 1 ) l 1 (}(x) 0 e 2 ) l 2 (}(x) 0 e 3 ) l 3 ;
(3.16) for some values t 1 ; : : : ; t l , where l = l 0 + l 1 + l 2 + l 3 and a (0) 0 was dened in (3.9). Proof. (a) We claim that for each j 2 f1; : : : ; lg and i 2 f0; 1; 2; 3g the values t j and ! i are dierent up to the periods of the elliptic function.
Since the function 4(x) is even doubly periodic function and satisfy the dierential equation (3.8) , the function 4(x) have pole of degree 2l i or zero of degree 2l i + 2 at x = ! i (i = 0; 1; 2; 3).
Suppose that the function 4(x) has zero of degree 2l i + 2 at x = ! i for some i 2 f0; 1; 2; 3g. Then the functions 3(x) and 3(0x) have zero of degree l i + 1 at x = ! i , because the functions 3(x) and 3(0x) satisfy the dierential equation (2.2) and the exponents at x = ! i are (0l i ; l i + 1).
From the condition P (E) 6 = 0, the functions 3(x) and 3(0x) are linearly independent and form a basis of the solution of the dierential equation (2.2). Hence every solution of the dierential equation (2.2) has zero of degree l i + 1 at x = ! i and it contradicts to the fact that one of the exponents at x = ! i is 0l i .
Therefore the function 4(x) have pole of degree 2l i at x = ! i (i = 0; 1; 2; 3). If t j = ! i or 0! i for some j and i, it contradicts to the degree of the pole x = ! i .
(b) Now we show that t j 6 = t j 0 (j 6 = j 0 ; j; j 0 2 f1; : : : ; lg) and t j 6 = 0t j 0 (j; j 0 2 f1; : : : ; lg) up to the periods of the elliptic function.
We assume t j = t j 0 (j 6 = j 0 ; j; j 0 2 f1; : : : ; lg) or t j = 0t j 0 (j; j 0 2 f1; : : : ; lg). We do not need to consider the case t j = 0t j , because we have t j = ! i for some i from the condition 2t j = 0 mod 2! 1 Z + 2! 3 Z. From (a) and the fact }(t) = }(0t) for all t, we obtain that the function 4(x) have zeros of degree no less than 2 at two dierent points x = t j and x = 0t j .
The degree of zero of the functions 3(x) and 3(0x) at points x = t j and x = 0t j are 0 or 1 respectively, because 3(x) and 3(0x) satisfy the dierential equation (2.2) and the dierential equation (2.2) is holomorphic at the points x = 6t j . Hence both the functions 3(x) and 3(0x) have zeros at x = t j and x = 0t j .
The functions 3(x) and 3(0x) form a basis of the solution of the differential equation (2.2). It follows that every solution of the dierential equation (2.2) has zero at x = t j and it contradicts to the existence of the solution of the ordinary dierential equation with initial values.
Therefore we proved the proposition.
We set z = }(x) and z j = }(t j ). From the formula (3.13), we have d4(x) dz 2 z=z j = 4C 2 } 0 (t j ) 2 :
We x the signs of t j by taking
If we put 2C=4(x) into partial fractions, we have
((x 0 t j ) 0 (x + t j ) + 2(t j )) ;
where (x) is the Weierstrass zeta function. It follows from the formula Conversely we assume that the dierential equation (2.2) admit the solution written as 3(x) = Q l j=1 (x + t j ) (x) l 0 1 (x) l 1 2 (x) l 2 3 (x) l 3 exp(cx); (3.18) for some c and t j (j = 1; : : : ; l) such that t j 6 = t j 0 (j 6 = j 0 ). By a straightforward calculation, we have
+c 2 0 (l 0 l 1 + l 2 l 3 )e 1 0 (l 0 l 2 + l 1 l 3 )e 2 0 (l 0 l 3 + l 1 l 2 )e 3 + (3.20)
Hence we nd that the function3(x) (3.19) satisfy the equation (2.2) if and only if t j (j = 1; : : : ; l) and c satisfy the following equations X k6 =j (0t j + t k ) 0 l 0 (0t j ) 0 3 X i=1 l i ((0t j + ! i ) 0 (! i )) = 0c (j = 1; : : : ; l); (3.21) (1 0 l0;0 )(c + l X j=1 (t j )) = 0;
(1 0 l i ;0 )(c + l(! i ) + l X j=1 (0! i + t j )) = 0; (i = 1; 2; 3):
The eigenvalue E is given by E = 0c 2 + (l 0 l 1 + l 2 l 3 )e 1 + (l 0 l 2 + l 1 l 3 )e 2 + (l 0 l 3 + l 1 l 2 )e 3 0
We remark that there are other expressions of E in terms of t j (j = 1; : : : ; l) and c.
Hence we have Theorem 3.8. We set 3(x) = Q l j=1 (x + t j ) (x) l0 1 (x) l1 2 (x) l2 3 (x) l3 exp(cx); (l = l 0 + l 1 + l 2 + l 3 ) (3.23) and assume t j 6 = t j 0 for j 6 = j 0 .
The condition that the function3(x) satisfy the equation (2.2) for some E is equivalent to that t j (j = 1; : : : ; l) and c satisfy the relations (3.21). The eigenvalue E is given as (3.22 ).
If there does not exist the doubly periodic solution of (2.2) up to signs for the value E, the basis of the solution is written as3(x) and3(0x) with the condition t j 6 = t j 0 (j 6 = j 0 ). Remark (i) For each l 0 ; l 1 ; l 2 ; l 3 , the cardinality of the eigenvalue E which does not have a basis of solution of the form (3.23) is at most the dimension given in Theorem 3.1.
(ii) If l 0 6 = 0 and l 1 6 = 0 then the number of the equations (3.21) is strictly greater that the number of the variables t j (j = 1; : : : ; l), although the equations (3.21) have solutions (t 1 ; : : : ; t l ) in general.
For the l 1 = l 2 = l 3 = 0 case (Lam e case), the equation c + P l j=1 (t j ) = 0 is obtained by summing up the other equations (3.21). Hence the number of the equations is equal to the number of the variables t j (j = 1; : : : ; l 0 ). 3 3.4 . Bethe Ansatz equation in terms of theta function. We will translate Theorem 3.8 in terms of theta function.
We set = ! 3 =! 1 . The theta function is expressed with the sigma function as follows,
From now on, we set ! 1 := 1=2. In this case, the Hamiltonian (2.1) is rewritten as
Replacing the sigma function with the theta function by the formula (3.24), we obtain that if there does not exist the doubly periodic solution of (2.2) up to signs for the value E, the basis of the solution is written as3(x) and3(0x), wherẽ 3(x) = exp( p 01cx) Q l j=1 (x + t j ) (x) l 0 (x + 1=2) l 1 (x + (1 + )=2) l 2 (x + =2) l 3 ; (3.26) t j 6 = t j 0 (j 6 = j 0 ), and l = l 0 + l 1 + l 2 + l 3 .
By the similar calculation as the case of the sigma function, we have the relations for t j (j = 1; : : : ; l) and c by which the function3(x) become the eigenfunction of (3.25). Theorem 3.9. The function3(x) (3.26) with the condition t j 6 = t j 0 (j 6 = j 0 ) is an eigenfunction of (3.25) if and only if t j (j = 1; : : : ; l(= l 0 + l 1 + l 2 + l 3 )) and c satisfy the relations, c p 01 + X k6 =j 0 (t k 0 t j ) (t k 0 t j ) + l 0 (1 0 l 1 ;0 ) c p 01 + p 01(l 2 + l 3 ) + l X j=1 0 (t j 0 1=2) (t j 0 1=2) ! = 0;
(1 0 l 2 ;0 ) c p 01 0 p 01(l 0 + l 1 ) + l X j=1 0 (t j 0 (1 + )=2) (t j 0 (1 + )=2) ! = 0;
(1 0 l 3 ;0 ) c p 01 0 p 01(l 0 + l 1 ) + l X j=1 0 (t j 0 =2) (t j 0 =2) ! = 0:
The eigenvalue E is given as E = 2 (c 2 + (l 0 + l 1 )(l 2 + l 3 )) + l(l + 1) 1 0 X j<k 00 (t j 0 t k ) (t j 0 t k ) (3.28) + (l 0 l 1 + l 2 l 3 )e 1 + (l 0 l 2 + l 1 l 3 )e 2 + (l 0 l 3 + l 1 l 2 )e 3 + l X j=1 l 0 00 (t j ) (t j ) + l 1 00 (t j 0 1=2) (t j 0 1=2) + l 2 00 (t j 0 (1 + )=2) (t j 0 (1 + )=2) + l 3 00 (t j 0 =2) (t j 0 =2) :
If there does not exist the doubly periodic eigenfunction of (3.25) up to signs for the value E, the basis of the solution is written as3(x) and3(0x), where the function3(x) was given in (3.26) and satisfy the condition t j 6 = t j 0 (j 6 = j 0 ).
It is hopeless to solve the equations (3.27) explicitly for generic . Instead, it may be possible to solve them for the ! p 011 case and get some knowledges for the 6 = p 011 case from this limit. We will investigate the solutions of the equations (3.27) for the trigonometric ( ! p 011) case in the next section.
4. Trigonometric limit 4.1. Trigonometric limit of the polynomial P (E). In this section, we will consider the trigonometric limit ! p 011.
First, we consider the trigonometric limits of the elliptic functions. (4.2) as ! p 011. They converge uniformly on compact sets.
By this limit, the terms l 2 (l 2 + 1)}(x + 1+ 2 ) + l 3 (l 3 + 1)}(x + 2 ) converge to a constant. From now on, we consider the l 2 = l 3 = 0 cases.
As ! p 011, we have H ! H T 0 C T , where
H T = 0 d 2 dx 2 + l 0 (l 0 + 1) 2 (sin x) 2 + l 1 (l 1 + 1) 2 (cos x) 2 ; (4.3) C T = (l 0 (l 0 + 1) + l 1 (l 1 + 1)) 2 =3: (4.4) We will justify similar arguments which are performed in section 3.2 for the trigonometric case. We remark that we have e 1 ! 2 2 3 , e 2 ! 0 2 3 and e 3 ! 0 2 3 as ! p 011.
The function 4(x) (3.9) admit the trigonometric limit 4 T (x) =c 0 (E) + l 0 01 X j=0ã (0) j (E) (sin x) 2(l 0 0j) + l 1 01 X j=0ã (1) j (E) (cos x) 2(l 1 0j) ; (4.5) and the function 4 T (x) satisfy the trigonometric version of the equations (3.8) and (3.13 ). We will calculate the polynomial P T (E) which is the trigonometric version of P(E). From the trigonometric version of the equation (3.13), we have P T (E) = 0(E + C T )c 0 (E) 2 . Proposition 4.1. If l 0 + l 1 is even, we have P T (E) = b l 0 +l 1 
(E 0 (2i 0 1) 2 + C T ) 2 ;
(4.6)
where C T is dened in (4.4) and b l 0 +l 1 is a constant which is independent on E.
(4.7)
where C T is dened in (4.4) and b l0+l1 is a constant which is independent on E.
Proof. For simplicity, we prove for the l 0 l 1 and l 0 + l 1 : even cases.
The proofs for the other cases are similar. From the proof of Proposition 3.5, it follows that the polynomial P T (E) is obtained by a suitable limit of the characteristic polynomial of the invariant subspace of the doubly periodic functions up to signs.
We set = (e 2 0 e 3 ). We have ! 0 as ! p 011. We will solve the recursive relation (3.7) for the ! 0 case. From now on, we will apply the notations which were used in the proof of Proposition 3.5.
The By multiplying the leading terms for the four cases, we have the proposition.
Bethe
Ansatz equation for the trigonometric model. In this subsection, We will obtain the trigonometric version of the equations (3.27).
We set X = exp(2 p 01x) and T j = exp(2 p 01t j ). We state the trigonometric version of Theorem 3.9. We set3 T (X) = Q l 0 +l 1 j=1 (XT j 0 1) (X 0 1) l0 (X + 1) l1 X c=2 ; (4.10) and assume T j 6 = T j 0 (j 6 = j 0 ) and T j 6 = 0; 61 (j 2 f1; : : : ; l 0 + l 1 g). Conversely, if the function3 T (X) = Q l 0 +l 1 j=1 (XT j 01) (X01) l 0(X+1) l 1 X c=2 (T j 6 = T j 0 for j 6 = j 0 and T j 6 = 0; 61 for all j) satisfy the equation H T3T (e 2 p 01x ) = E3 T (e 2 p 01x ), we have the equations (4.11), (4.12) and E = 2 c 2 . Proposition 4.2. We x the value E. If P T (E) 6 = 0 then the basis of the solution of equation (H T 0 C T 0 E)f(x) = 0 is written as for some t 1 ; : : : t l 0 +l 1 , where the polynomialc 0 (E) is common in (4.5) and (4.13) . By the relation P T (E) = 0(E+C T )c 0 (E) 2 , we havec 0 (E) 6 = 0. Hence we have the expression 4 T (x) =c 0 (E) Q l 0 +l 1 k=1 ((sin x) 2 0 (sin t j ) 2 ) (sin x) 2l 0 (cos x) 2l 1 (4.14) for some t 1 ; : : : t l 0 +l 1 . By a similar argument performed in section 3.3, we have 3 T (x) = pc 0 (E) Q l 0 +l 1 k=1 sin (x + t k ) (sin x) l0 (cos x) l1 exp( p 01c); (4.15) where c satisfy c 2 = E+C T 2 and the signs of t 1 ; : : : ; t l 0 +l 1 are chosen suitable.
If 3 T (x) satisfy the dierential equation (H T 0 C T 0 E)3 T (x) = 0,
3 T (0x) also satisfy the same equation. From the trigonometric version of the formula (3.11), we have the linear independence of 3 T (x) and 3 T (0x). We also obtain that the values 6t j , (j = 1; : : : ; l 0 + l 1 ), 0; 1=2 are dierent mutually by the similar argument of the proof of Proposition 3.7.
By changing the variables X = exp(2 p 01x) and T j = exp(2 p 01t j ),
we have the proposition.
4.3.
Solutions of the Bethe Ansatz equation. We will solve the Bethe Ansatz equation for the trigonometric cases. The existence of the solution of (4.11, 4.12) follow from the existence of the solution of the form3 T (X) = Q l j=1 (XT j 01) (X01) l 0(X+1) l 1 X c=2 . We will exhibit the explicit expression of m for some cases. By straightforward calculations, we have the following proposition. By a straightforward calculation, we have H T (cos 2x) m = 2 (2m + l 0 + l 1 + 2) 2 (cos 2x) m (5.3) + 4 2 ((0m(m 0 1) + m(l 0 0 l 1 ))(cos 2x) m01 : Therefore the operator H T acts triangularly on the space spanned by f1; cos 2x; cos 2 2x; : : : g . Since (2m+l 0 +l 1 +2) 2 6 = (2m 0 +l 0 +l 1 +2) 2 (m; m 0 2 Z >0 ; m 6 = m 0 ), the operator H T is diagonalizable and have H T m (x) = 2 (2m + l 0 + l 1 + 2) 2 m (x);
(5.4) where m (x) = (cos 2x) m +(lower terms).
We will obtain more explicit expression of m (x).
We set w = (1 0 cos 2x)=2. By a change of variable, we have H T 0 2 (2m + l 0 + l 1 + 2) 2 = 04 2 1 In this subsection, we will show the correspondence between the Jacobi polynomial and the function obtained by the Bethe Ansatz method. After that, we will discuss the holomorphic perturbation with respect to the parameter p = exp( p 01) 0 for the Inozemtsev model (2.1) for the l 2 = l 3 = 0 cases. For the l 1 = l 2 = l 3 = 0 cases, the corresponding result is obtained in ( [8] ). Let us remind the Bethe Ansatz method for the trigonometric case, which was discussed in section 4.
Let m be an non-negative integer. We set c = l 0 + l 1 + 2 + 2m.
Then we have P T ( 2 c 2 0 C T ) 6 = 0, where P T (E) and C T was dened in section 4.1. Hence, the solution T 1 ; : : : ; T l+1 of the Bethe Ansatz equation (4.11, 4.12) with the condition c = l 0 + l 1 + 2 + 2m exists uniquely up to permutation. In this setting, the function 3 T (x) = Q l0+l1 j=1 sin (x + t j ) (sin x) l 0 (cos x) l 1 e p 01cx ; (5.9) satisfy H T 3 T (x) = 2 c 2 3 T (x), where exp(2 p 01t j ) = T j and the values (T 1 ; : : : T l 0 +l 1 ) are a solution of the equations (4.11, 4.12). From the condition P T ( 2 c 2 0 C T ) 6 = 0, it follows that the functions 3 T (x) and 3 T (0x) are linearly independent.
We set 3 sym T (x) = 3 T (x) 0 (01) l0 3 T (x). Then the function 3 sym T (x) does not vanish and the degree of the pole of the function 3 sym T (x) at x = n (resp. x = n + 1=2) (n 2 Z) is less than l 0 (resp. l 1 ).
Since the exponents of the dierential equation H T 0 2 c 2 at x = n (resp. x = n + 1=2) are 0l 0 and l 0 + 1 (resp. 0l 1 and l 1 + 1), The function 3 sym T (x) has zeros of degree l 0 +1 (resp. l 1 +1) at x = n (resp. x = n + 1=2).
Since the eigenvalue of the function 8(x) m (x) with respect to the Hamiltonian H T is 2 (l 0 + l 1 + 2 + 2m) 2 From now on, we will show that for each c = l 0 +l 1 +2+2m (m 2 Z 0 ), there existp 2 R >0 such that the solution of the Bethe Ansatz equation (3.27) exists for each p (jpj <p), which converge analytically to the solution of the Bethe Ansatz equation for p = 0 and c = l 0 +l 1 +2+2m. We set c m = l 0 + l 1 + 2 + 2m.
Since the coecients of the polynomial P (E) which was dened in section 3.2 are holomorphic in p, there exists 1 ; p 1 2 R >0 such that P (E) 6 = 0 for all (E; p) s.t. jE + C T 0 2 c 2 m j < 1 ; jpj < p 1 .
Let us remind that the function 4(x) is expressed as
We set a j = }(t j ) and z = }(x), then the values a j depend on the values E and p.
The numerator of the equation (5.10) are polynomial in z and the coecients of z j (j = 1; : : : ; l 0 + l 1 ) are holomorphic in E and p. Since the zeros of the polynomial are simple, the values a j are holomorphic in (E; p) s.t. jE + C T 0 2 c 2 m j < 1 ; jpj < p 1 .
We suppose jE+C T 0 2 c 2 m j < 1 and jpj < p 1 , then we have P (E) 6 = 0 and there exists a solution of the Bethe Ansatz equation (3.27) for E and p. We denote the solution by (t 1 (E; p); : : : ; t l 0 +l 1 (E; p)). If we choose the ordering suitably, we have a j = }(t j (E; p)). From Proposition 3.7 and the proof of Proposition 4.2, we obtain that the values t j (E; p) are mutually distinct and do not contained in Z=2 (p = 0) Z=2 + Z=2 (p 6 = 0) for (E; p(= e 2 p 01 )) s.t. jE + C T 0 2 c 2 m j < 1 ; jpj < p 1 .
Since t j (E; p) 6 2 1 2 Z + 1 2 Z, we have } 0 (t j (E; p)) 6 = 0 and the values t j (E; p) are holomorphic in E and p bacause the values a j are holomorphic in E and p.
From (3.28), the value c satisfy the relation 2 c 2 = h(E; p), where h(E; p) = E 0 (l 0 + l 1 )(l 0 + l 1 + 1) 1 0 l 0 l 1 e 1 (5.11) + X j<k 00 (t j 0 t k ) (t j 0 t k ) 0 l 0 +l 1 X j=1 l 0 00 (t j ) (t j ) + l 1 00 (t j 0 1=2) (t j 0 1=2) : We are going to solve the Bethe Ansatz equation with the condition c = c m for each p (jpj: suciently small).
We have h(E 0 C T ; 0) = E and @h @E ( 2 c 2 m 0 C T ; 0) = 1. By the implicit function theorem, there existsp 2 R >0 such that there exists a holomorphic function E(p) on jpj <p such that h(E(p); p) = 2 c 2 m and E(0) = 2 c 2 m 0 C T .
We sett j (p) = t j (E(p); p) (j = 1; : : : ; l 0 +l 1 ). Then the functiont j (p) is the holomorphic in the variable p on jpj <p, (t 1 (p); : : : ;t l0+l1 (p)) is a solution of the Bethe Ansatz equation (3.27) with the condition c = c m , and the corresponding eigenvalue E(p) is also holomorphic in p.
Hence we obtain that the solution of the Bethe Ansatz equation (l 0 (l 0 + 1) + l 1 (l 1 + 1)) ; (5.14) g m (x) ! 8(x) m (x) on compact sets; (5.15) as p ! 0 and g m (x) is square-integrable, i.e. Z 1 0 jg m (x)j 2 dx < 1: (5.16) Here, the function m (x) is dened in (5.6) . Remark For the l 1 = l 2 = l 3 = 0 cases, this theorem was established in ( [8] ). 3 6. Comments 6.1. After obtaining Theorem 5.1, we should discuss the completeness of the function g m (x) which appear in Theorem 5.1 and clarify the properties of the spectral and the eigenstates. It will be discussed in the forthcoming article ( [9] ). We remark that some results will be obtained by applying the result given in ( [3] ). 6.2. Roughly speaking, the problem to nd the square-integrable eigenstates for the Inozemtsev Hamiltonian (2.1) is replaced with the problem to nd the solutions of the Heun equation (2.3) whose monodromy matrix around two singular points satisfy certain conditions. We hope that the Bethe Ansatz method would be of help to investigate the monodnomies of the Heun equation. If we set = ! 3 =! 1 , we have the following relation ( where ! 1 = 1=2.
