Recently, generative adversarial networks (GANs) can be used to generate the 1 photo-realistic image from a low-dimension random noise. It is very dangerous that the synthesized or 2 generated image is used on inappropriate contents in social media network. In order to successfully 3 detect such fake image, an effective and efficient image forgery detector is desired. However, 4 conventional image forgery detectors are failed to recognize the synthesized or generated images by 5 using GAN-based generator since they are all generated but manipulation from the source. Therefore,
. The flowchart of the proposed fake face detector based on the proposed CFFN with the two-step learning approach. 
Fake Face Image Detection

69
In the image forgery detection techniques, the most impact of that is the fake face image. With the 70 fake face image, it can be used to synthesize the fake identity to cheat someone else. Once the fake 71 image generator is used to produce some of the celebrities with inappropriate content, it may cause 72 hazardous consequences. In this Section, we will introduce the details of the proposed novel network 73 architecture with pairwise learning policy.
74
Figure 1 depicts the proposed fake face image detection with the pairwise learning policy. There 75 are two steps in the training phase. The supervised learning policy of the fake face image detection 76 will face the learning difficulty problem since it is hard to collect the training samples generated by all 77 possible GANs. In this step, the fake and real images will be paired to obtain the pairwise information.
78
With the pairwise information, we construct the contrastive loss to learning the discriminative feature 79 over the proposed CFFN. Once the discriminative feature is learned, the classification network will be 80 used to capture the discriminative feature to identify whether the image is real or fake. The details of 81 the proposed method are described in the following paragraphs.
82
Let the collected training images generated by M GANs be X f ake = [x k=1
i=1 , x k=1 i=2 , ...,
where each GAN will generate N k training images. Let the training set of real images indicate by
.., x i=N r ] which contains N r training images. Therefore, the total number of the 85 training images including the real and fake samples will be proposed common fake feature network. The proposed CFFN consists of three dense units including 
113
On the other hand, the classification can be performed by various existed classifiers such as 114 random forest, SVM, Bayes classifier. However, the discriminative feature may be further improved by 115 the back-propagation using the end-to-end architecture. In this paper, therefore, the convolution and 116 fully connected layers are concatenated to the last convolution layer of the proposed CFFN to obtain 117 the final decision result. The details of the proposed CFFN is depicted in Table 1 . 
Discriminative Feature Learning
119
Since the main drawback of supervised learning may be failed to identify the subject that excluded 120 in the learning process. To boost the performance of the proposed method, we introduce contrastive 121 loss to address pairwise learning. Toward this end, the Siamese network architecture [19] should be 122 used for the pairwise information, as depicted in Fig. 3 .
123
To learn discriminative features while training the proposed CFFN, we incorporate the contrastive loss term into the energy function in traditional loss function (i.e., cross-entropy loss). Afterward, given the face image pair x 1 and x 2 and the pairwise label y, where y = 0 indicates an impostor pair and y = 1 indicates a genuine pair, the energy function between two images will be defined as
The most intuitive way to learn the discriminative feature is to minimize the energy function E W above.
124
However, directly computing E W (x 1 , x 2 ) by calculating l 2 norm distance in feature domain will lead 125 to a constant mapping. A constant mapping will make any input to a constant vector such that the 126 energy function E W can be minimized. To overcome this problem, we introduce the contrastive loss to 127 model the pairwise information as:
128
Follow by the method in [19] , we obtain three types of the feature representations: 1) anchor example f CFFN (x a , 2) positive example f CFFN (x p , and 3) negative example f CFFN (x n . The goal of the triple loss is to minimize the distance between the anchor and the positive samples and make the distance between the anchor and the negative samples as larger as possible. Toward this end, the inequality should be:
where m is the predefined marginal value, when the input is the genuine pair y ij = 1, the cost function 129 will tend to minimize the feature distance E W between two images. Once the input is impostor pair,
130
the contrastive loss will minimize the max(0, (m − E w ). In other words, the E W will be maximized if 131 the feature distance between the impostor pair is smaller than the predefined threshold value m. In 132 this manner, it is possible to learn the common characteristic of the fake images generated by different
133
GANs. With the contrastive loss, the feature representation f CFFN (x i ) will tend to become similar to
e., fake-fake or real-real pair). By iteratively train the network f CFFN based on 135 the contrastive loss, the common fake feature of the collected GANs should be able to be well learned. 
Classification Learning
137
As we stated previously, the classification tasks can be solved by several existed classifiers. In order to boost the performance of the fake image detection, therefore, we adopt a sub-network as the classifier. As a result, the classification learning can be quickly learned by the cross-entropy loss function:
where f CLS is the classification sub-network consisting of a convolution layer with two channels and a 138 fully connected layer with two neurons. The classifier can be easily trained by back-propagation [20] .
139
With the learning strategies, we may adopt the joint learning incorporating the contrastive loss and 140 the cross-entropy loss to as the total energy function. We also can separately minimize the contrastive 141 loss and the cross-entropy loss instead. The first strategy is difficult to observe the impact of both 142 contrastive and cross-entropy loss functions. Hence, we adopt the second strategy to ensure the best 143 performance of the proposed method. We also note the first learning police as the baseline to have a 144 fair comparison. 
Fake General Image Detection
146
Different from the fake face image detection, the general image is more difficult because the 147 contents of the general image are highly varying. Besides, the fake feature of the general image may be 148 more complicated than that of the face image. Toward this end, we increase the number of channels in 149 the CFFN proposed in the above Section. As depicted in Table 2 , the total number of dense units is 150 increased to 5. The number of channels in each dense block will also be increased simultaneously for 151 better capturing the fake features of the general image. Similarly, we also adopt contrastive loss and 152 the classification sub-network proposed in Section-II to detect whether the image is fake or real. of the real and fake images for training.
171
In the learning setting of the proposed CFFN and fake face detector, we set the learning rate 
177
In the experiments, we also adopt the conventional image forgery method based on sensor pattern In order to verify the effectiveness of the proposed method, we exclude one of the collected
184
GANs as the training set and perform the testing process on that GAN. For example, we may exclude
185
PGGAN during the training phase of the proposed deep fake detector. Afterward, the real images 186 and fake images generated by PGGAN will be used to evaluate the performance of the learned fake 187 face detector. Table 3 GANs. It is also verified that the proposed method is more generalized and effective than others. image) and the second channel is corresponding to the second class (i.e., fake image). In this way, the 201 proposed method can be used to visualize the fake region, making a more intuitive interpretation of 202 the typical fake features generated by GANs. As the results shown in Fig.4 , the primary artifacts of the 203 fake face images in Fig. 4 are also drawn in red color. In the proposed method, it is necessary to guarantee the convergence of network learning. In this
206
Subsection, we will discuss the convergence of the contrastive loss and CFFN learning respectively.
207
As shown in Fig. 5 (a) , the orange line depicts the accuracy curve during training for supervised converged, compared to the supervised learning strategy. On the other hand, it is necessary to ensure the common fake feature of the fake general image.
Conclusion
233
In this paper, we have proposed a novel common fake feature network based the pairwise learning,
234
to detect the fake face/general images generated by state-of-the-art GANs successfully. 
