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Abstract
In addition to the traditional task of ma-
chines answering questions, a major re-
search question in question answering is
to create interesting, challenging questions
that can help systems learn how to answer
questions and also reveal which systems
are the best at answering questions. We
argue that creating a question answering
dataset—and the ubiquitous leaderboard
that goes with it—closely resembles running
a trivia tournament: you write questions,
have agents (either humans or machines)
answer the questions, and declare a winner.
However, the research community has ig-
nored the decades of hard-learned lessons
from decades of the trivia community cre-
ating vibrant, fair, and effective question
answering competitions. After detailing
problems with existing QA datasets, we
outline the key lessons—removing ambigu-
ity, discriminating skill, and adjudicating
disputes—that can transfer to QA research
and how they might be implemented for
the QA community.
1 Introduction
This paper will be long on opinions and short on
experiments. And we will take a somewhat uncon-
ventional analysis to try to answer the question of
“where we’ve been and where we’re going” in ques-
tion answering. Instead of approaching the question
only as acl researchers, we’re also going to try to
apply some of the best practices of running a trivia
tournament to whether we are doing a good job of
building question answering (qa) datasets.
The qa community is obsessed with evaluation.
Schools, companies, and newspapers are obsessed
with new sotas and topping leaderboards, e.g.,
claiming that topping one specific leaderboard im-
plied that an “ai model tops humans” (Najberg,
2018), putting “millions of jobs at risk” (Cuthbert-
son, 2018). But what is a leaderboard? It is a
statistic about qa accuracy which then induces a
ranking over participants.
Newsflash: this has the same outline as a trivia
tournament (although a rather boring one com-
pared to game shows). The trivia community has
been doing this for decades (Jennings, 2006); in
Section 2, we argue that there’s a substantial over-
lap between the qualities of a first-class qa dataset
(and its requisite paper, blog post, and leaderboard).
The trivia experts who run these tournaments are
not perfect; they’ve made many mistakes over the
decades, but they’ve learned from those mistakes
to create probes to reliably judge who is best at
answering questions. Beyond the format of the
competition, there are also important safeguards
that individual questions are clear, unambiguous,
and reward knowledge (Section 3).
We are not saying that academic qa should sur-
render to trivia questions or the community—far
from it! The trivia community does not know how
to ask questions that challenge computers or that
resemble the information seeking needs of users on
the Internet. However, they do know how, given a
bunch of questions, how to declare that one person
is better at answering questions than another. It is
this collection of tradecraft and principles than in
our view can help the qa community.
Beyond these general concepts that qa can learn
from, in Section 4 we review how these things come
together into the “gold standard” of trivia formats
and how its unnatural assumptions and conven-
tions might help more natural qa settings where
those asking the questions are not experts. We
then briefly discuss how research that uses fun, fair,
and good trivia questions can benefit from the ex-
pertese, pedantry, and passion of the community
(Section 5)—so that you too, as researchers can
benefit.
2 Surprise, You’re Running a
Trivia Tournament!
“But I’m doing real, important research”, you say.
“My work is Nothing like a silly trivia tournament.”
That may be, but let us first tell you a little about
what running a tournament is like, and perhaps
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you might see some similarities.
This section focuses on the qa format broadly
defined; we adopt the definition of Gardner et al.
(2019): questions are asked by humans, cannot
be reduced to simplistic schemas, and require un-
bounded natural language understanding and world
knowledge. This section reflects the platonic ideals
of what your dataset should look like if you want
your metrics and leaderboard to be as effective
as possible;1 Section 3 discusses what individual
questions might look like and Section 4.4.
First, the questions. Either you write them your-
self or you pay someone to write them (sometimes
people on the Internet). There’s a fixed number of
questions you need to hit by a particular date. We
discuss the finer points of editing and writing later
(Section 3), but the first thing is that you need a
bunch of questions.
Then, you advertise. You talk about the ques-
tions that you have (or will have). You talk about
who is writing them, what subjects are covered,
and try to get players to answer your questions.
Then you have the tournament. You keep your
questions secure until test time, have players answer
the questions, and you declare a winner. Afterward,
people use the questions to train for future tourna-
ments.
These have natural analogs to crowd sourcing
questions, writing the paper, advertising, and run-
ning a leaderboard. The innate biases of academia
put much more emphasis on the paper, but there
are components where trivia tournament best prac-
tices could help. In particular, we focus on how
tournaments should be fun, well-calibrated, and
discriminative.
2.1 Are we having fun yet?
Many question answering papers pay crowdwork-
ers to establish human baselines (Rajpurkar et al.,
2016; Choi et al., 2018). Boyd-Graber et al. (2012)
instead created an interface that was fun enough
that people played for free. After two weeks the site
was taken down. However, it was popular enough
that the trivia community forked the open source
code to create a bootleg version that is still going
strong almost ten years later.
A necessary step of running a trivia tournament
is a play test. Put yourself in the shoes of some-
one who has to answer the questions. If you find
them boring, repetitive, or uninteresting, so will
your crowd workers (this might interfere with mea-
suring human performance. For example consider
squad 2.0 (Rajpurkar et al., 2018), arguably the
1You may have other goals in creating a qa dataset
such as characterizing questions with factual or syn-
tactic ambiguity. Documenting these phenomena is
valuable and we could use datasets like this! How-
ever, such datasets may not be good candidates for the
ubiquitous leaderboard.
most popular computer qa leaderboard or—in our
framing—the most popular computer trivia tourna-
ment. Many of the questions aren’t particularly fun
to answer from a human perspective; they’re fairly
formulaic. For example, take the question “Along
with Canada and the United Kingdom, what coun-
try generally doesn’t refer to universities as private
schools?”; finding the answer is equivalent to finding
a list that mentions the two other countries and pro-
viding the third. As Weissenborn et al. (2017) note,
often answering these questions requires finding the
string that matches the correct type (i.e., find some
country near the phrase “private schools” that isn’t
Canada or the United Kingdom). Other times, the
nature of the task is at odds with the questions
being asked. For example, the source paragraph
says “In [Commonwealth countries]. . . the term is
generally restricted to. . . Private education in North
America covers the whole gamut. . . ”; thus, the ques-
tion “What is the term private school restricted to
in the US?” is unanswerable not because the infor-
mation is missing but because it does not appear
as a span. A human would want to be able to para-
phrase and negate some of the source information
to answer the question correctly.
Or consider Searchqa (Dunn et al., 2017), which
is derived from the game Jeopardy! , which asks “An
article that he wrote about his riverboat days was
eventually expanded into Life on the Mississippi.”
The young apprentice and newspaper writer who
wrote the article is named Samuel Clemens; how-
ever, the reference answer is that author’s later pen
name, Mark Twain. Most qa evaluation metrics
would count Samuel Clemens as incorrect. In a
real game of Jeopardy! , this would not be an issue
(Section 3.1).
Of course, fun is relative. Many people do not
find trivia fun, others travel thousands of miles
to answer sports trivia questions, and others still
might have the same passion for answering math
questions (Amini et al., 2019). The deeper issues
when creating a qa task are: have you designed a
task that is internally consistent, supported by a
scoring metric that matches your goals (more on
this in a moment), using gold annotations that cor-
rectly reward those who do the task well? Imagine
someone who loves answering the questions your
task poses: would they have fun on your task? If
so, you may have a good dataset. von Ahn (2006)
argues that the passion of people who enjoy a task
is a better (and fairer) motivator than traditional
paid labeling. Even if you pay crowdworkers, if
your game is particularly unfun, you may need to
think carefully about your dataset and your goals.
2.2 Am I Measuring what I Care About?
One way to sap the fun from a tournament is for
a participant to sweat and slog through their ques-
tions to see someone who—by gaming the system—
got a better score (and thus win). While in the ml
community we might discuss whether your metric
captures the appropriate properties, but someone
playing in a tournament might have a more vis-
ceral reaction: they might call your tournament
unfair. We talk about how well-written questions
avoid unfairness at a low level in Section 3, but the
structure of the tournament itself might inadver-
tently encourage the wrong behavior (or demotivate
hard-working system builders).
Answering questions requires multiple skill sets:
for example, you need to know where an answer is
mentioned (Hermann et al., 2015), know a cannoni-
cal name for the answer (Yih et al., 2015), known
when you know the answer (Rajpurkar et al., 2018),
and sometimes you need to communicate to others
how to answer the question (Thorne et al., 2018).
Like qa leaderboards, trivia tournaments need to
decide on a single winner. But they also recognize
that different people may have different skills.
For example, a tournament may recognize the
disparate resources/preparation available at differ-
ent institutions: the winner fro m high schools,
small schools, universities, community colleges, or
open winners (Henzel, 2018). Or they will give
awards for specific skills (e.g., a “golden chicken”
award for least incorrect answers, awards for spe-
cific categories, “yo-yo” for highest variance, or a
neg award (QBWiki, 2017) for most incorrect an-
swers). While the community recognizes that while
a single metric will determine the winner, this is
not the end of the story.
In qa, the focus on sota and leaderboards has
focused attention on single metrics. For example, in
squad 2.0, abstaining contributes the same to the
overall F1 as a completely correct answer. Both are
clearly important, but a single score that prioritizes
one specific balance of the two that may not be fair.
For example in the 2018 fever shared task (Thorne
et al., 2018), the organizers specifically devalued
F1, instead focusing on a metric that required just
one piece of evidence per question. The submission
that had the best overall precision and F1 thus was
in fourth place on the “primary” leaderboard.
2.3 Do my questions separate the best?
Let us assume that you have picked a metric (or a
set of metrics) that capture what you care about:
systems answer questions correctly, abstain when
they cannot, explain why they answered the way
they did, or whatever facet of qa is most important
for your dataset. Now, this leaderboard can rack
up citations as people chase the top spot.
But if your dataset is going to be a good game
(and reward those who chase the leaderboard), it
should effectively decide who the winner is (again,
based on the metrics that you care about). We
Figure 1: Two datasets with 0.16 annotation error,
but the left is better at discriminating qa ability
than the right. In the good dataset (left), most
questions are challenging but not impossible. In the
bad dataset (right), there are more questions that
are either trivial or impossible and annotation error
is concentrated on the challenging, discriminative
questions. Thus, there are a much higher proportion
of questions that cannot decide who sits atop the
leaderboard, requiring a much larger test set.
discuss how one format of question helps do that in
Section 4 (specifically via a property called “pyra-
midality”), but first let us discuss discrimination at
a dataset level.
For computers, every system will be able to rec-
ognize that it should not attempt to answer “asdf”,
and most systems can answer questions like “What
is the capital of Poland?”. Most systems cannot
answer questions like “What was the cause of the us
civil war?” (perhaps nobody can). Sugawara et al.
(2018) call these questions “easy” and “hard”; we
would argue for a three-way distinction, however.
While easy questions might have near probabil-
ity 1.0 of a system answering correctly and very
hard questions might have a probability near 0.0,
questions with probabilities nearer to 0.5 are more
interesting. Much like Vygotsky’s theories of prox-
imal development for human learning (Chaiklin,
2003)—which argues that leaners are most moti-
vated by tasks that are achievable but just beyond
their current abilities—the questions between im-
possible and obvious will improve qa systems. The
Goldilocks questions in between are most impor-
tant for deciding who will sit atop the leaderboard;
ideally these (not random noise) will decide.
Because these questions are challenging but not
impossible, you must get these questions right. All
datasets have some annotation error; if this an-
notation error is concentrated on the Goldilocks
questions, the dataset will be less useful in discrim-
inating systems on your leaderboard.
As we write this in 2019, humans and computers
sometimes struggle on the same questions. Thus,
annotation error is likely to be correlated with
which questions will determine who will sit atop a
leaderboard. Particularly for test questions, this
can render your dataset less useful.
For example, Figure 1 has two datsets. They
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Figure 2: How much test data do you need to dis-
criminate two systems with 95% confidence? This
depends on both the difference in accuracy between
the systems (x axis) and the average accuracy of
the systems (closer to 50% is harder). As a creator
of a test set, you do not have much control over
those. However, you do have control over how many
questions are discriminative. If all of your questions
are discriminative (left), you need questions to dis-
criminate systems with 1% difference in accuracy.
But if three quarters of your questions are too easy,
too hard, or have annotation errors (top), you’ll
need 15000 questions.
have the same annotation error and the same num-
ber of overall questions. What is different is the
distribution over difficulty levels and the correla-
tion of annotation error and difficulty. The dataset
that has more discriminative questions and consis-
tent annotator error has fewer questions that are
effectively useless for determining the winner of
the leaderboard. We call this the effective dataset
proportion ρ. A dataset with no annotation error
and every question effective at discriminating teams
has ρ = 1.0, while the bad dataset in Figure 1 has
ρ = 0.16.
Figure 2 shows how large a test set needs to
be to discriminate systems. We simulate a head-
to-head trivia competition where System A and
System B have an accuracy a (probability of getting
a question right) separated by some difference: aA−
aB ≡ ∆. We then simulate this on a test set of
size N—scaled by the effective dataset proportion
ρ—via a draw from a Bernoulli distribution,
Ra =Binomial(ρN, aA);
Rb =Binomial(ρN, aB) (1)
and see the minimum test set questions (using an
experiment size of 5000) needed to detect the better
system 95% of the time (i.e., the minimum N such
that Ra > Rb from Equation 1 in 0.95 of the exper-
iments). Our emphasis, however is ρ: the smaller
the percentage of discriminative questions (either
because of difficulty or because of annotation error),
the larger your test set must be.2
2Disclaimer: This should be only one of many con-
siderations in deciding on the size of your test set.
Other factors may include balancing for demographic
At this point, you might be despairing about
how big you need your dataset to be. The same
terror struck people who ran trivia tournaments.
We further discuss how individual questions can be
made to be more discriminative using a property
called pyramidality in Section 4.2.
3 The Craft of Question Writing
One thing that trivia enthusiasts agree on is that
questions should be well written. In the research
community, this is not always the case: some believe
that it is more natural for questions to be written
by people who do no know the answer (more on
this in Section 4.4), and many questions are written
by crowdworkers who may not be confident users
of English (the primary language of qa datasets).
In the previous section, we focused on how datasets
as a whole should be structured. Now, we focus
on how specific questions should be structured to
make the dataset as valuable as possible.
3.1 Avoiding Ambiguity
The trivia community has rules to prevent people
from getting fooled into answering an ambiguous
question. While this is true in many contexts, we
focus on a format called Quizbowl, whose very
long “questions” (like Jeopardy! , not syntactically
questions although still information seeking) offer
more opportunities to see tactics that trivia writers
use. For example, in a 2005 parfait packet, writer
Zhu Ying signals that the question is not looking
for two different answers:
He’s not Sherlock Holmes, but his address
is 221B. He’s not the Janitor on Scrubs, but
his father is played by R. Lee Ermy. . . . For
ten points, name this misanthropic, crippled,
Vicodin-dependent central character of a FOX
medical drama.
ANSWER: Gregory House, MD
Generally, when there are clues that could perhaps
trigger an alternate but incorrect answer, they are
highlighted in the question itself.
Otherwise, the authors of questions delineate ac-
ceptable and unacceptable answers. For example,
in the Harvard Fall Tournament XI, writer Raynor
Kuang uses a mental model of an answerer to delini-
ate right from wrong answers:
In Newtonian gravity, this quantity satisfies
Poisson’s equation. This quantity is equal to
half the difference between the Hamiltonian
and Lagrangian, and the operator for it is
symbolized with a capital V . For a dipole,
this quantity is given by negative the dipole
moment dotted with the electric field. In one
form, this quantity is one-half charge times
capacitance squared, and it is one-half k times
the displacement squared in a spring. This
properties, covering linguistic variation, or capturing
task-specific phenomena.
quantity is mass times little g times height in
its gravitational form. For 10 points, name
this form of energy contrasted with kinetic.
ANSWER: potential energy (prompt on en-
ergy; accept specific types like electrical poten-
tial energy or gravitational potential energy;
do not accept or prompt on just “potential”)
In contrast, qa datasets typically only provide a
single string. For named entities, this is usually
okay (although see our discussion of Mark Twain vs.
Samuel Clemens or usa vs. America in Section 2.1)
Likewise, the style guides for writing questions
stipulate that you must give the answer type clearly
and early on. These mentions specify whether
you want a book, a collection, a movement, etc.
This helps prevent ambiguities in the level of speci-
ficity requested. For example, if a question asks
about a date it usually says “day and month re-
quired” (September 11, “month and year required”
(April 1968), or “day, month, and year required”
(September 1, 1939). This is true for other answers
as well: city and team, party and country, or more
generally “two answers required”.
Despite all of these conventions, the trivia com-
munity does not always get it right. There’s a
process for adjudicating answers that participants
disagree with. We translate this to how it would
work for mrqa. This requires that test sets are only
created for a specific time; all systems are submitted
simultaneously. Then, all questions and answers
are revealed. System authors can protest correct-
ness rulings on questions. Low-level staff have the
authority to throw out a single question for a par-
ticipant or to accept minor variations (America
instead of usa); if there’s a bigger disagreement,
then the protest goes through an adjudication pro-
cess that’s designed to minimize bias.3 This seems
to have been the norm during the days of trec-qa
by Voorhees (2008) who noted
Different qa runs very seldom return exactly
the same answer strings, and it is quite diffi-
cult to determine automatically whether the
difference between a new string and a judged
string is significant with respect to the cor-
rectness of the answer.
While machine reading has made span-based eval-
uation easier, it has encouraged more superficial
evaluations (and perhaps the ubiquity of leader-
boards also contributes).
In high school and college national competitions,
if low-level staff cannot resolve the issue, the low-
level staff contacts the tournament director. The
tournament director often is able to decide the
issue (they often know the rules better than low
level staffers, and there is a straightforward resolu-
tion). However, if the tournament director cannot
resolve the issue (e.g., the decision is based on ex-
pertise they lack), the tournament director writes
3https://www.naqt.com/rules/#protest
the summary of the dispute on paper. All parties
agree on the summary of the dispute, and then
the tournament director calls or e-mails a mutually
agreed expert from the tournament’s phone tree.
The substance of the disagreement is communicated
(without identities), and the experts apply the rules
and decide.
For example, when a Jeopardy! contestant an-
swered endoscope to “Your surgeon could choose
to take a look inside you with this type of fiber-
optic instrument”. Every contestant on Jeopardy!
has an advocate assigned from the auditing com-
pany to fight for them if there’s a bad ruling. An
advocate was up and arguing with the judges to
overturn the ruling at the commercial break, and
the players went off to rest their legs for a bit. The
advocate wrote up a summary of the case (without
mentioning who was involved) that then went to
a sequestered panel of judges who then ruled that
endoscope (a more general term) was also correct.
This would require creating a new, smaller test
set every year. However, this would gradually refine
annotations and process over time, correcting any
initial problems.
3.2 Avoiding Implicit Assumptions
In contrast, many datasets make extensive assump-
tions that are explicit in the questions. We already
picked on squad, so we now turn to Natural Ques-
tions (Kwiatkowski et al., 2019). For example, the
gold answer to the question “when was the last
time michigan won the championship” is 1989, as-
suming the University of Michigan’s football team;
similarly, the gold answer to the question “what
year did the us hockey team won the olympics”
is 1960 and 1980, ignoring the us women’s team,
which won in 1998 and 2018. Similarly, given the
question “which supreme court judge has served in
international court of justice”, the gold answer is
Dalveer Bhandari, assuming the Indian Supreme
Court. To be clear, the existence of such questions
is not a problem. Natural Questions fill a valu-
able role in describing the (sometimes ambiguous)
needs of real-world information seekers, but by as-
suming single interpretations as the gold answer,
implicit assumptions can either introduce noise or
bias in leaderboard rankings (i.e., giving a bonus
to systems that make the same assumptions as the
dataset).
In other instances, questions would be answerable
if assumptions were made, but Natural Questions
does not make assumptions particularly when it
depend on who is asking the question and when. For
example, the questions “can i buy wine in kentucky
on sunday”, “where am i on the steelers waiting
list”, “when is the real housewives on”, and “who has
majority in the house and senate” are all answerable,
but depend on which county of Kentucky you’re in,
when you paid for your season pass, and the local
network syndicating Real Housewives. However,
Natural Questions calls these unanswerable, while
the previous questions are answerable with implicit
assumptions.
Going back to the question of whether your
dataset is fun (Section 2.1), these implicit assump-
tions can often rob a human player of the fun of
answering the question correctly. Suppose you’re a
us Supreme Court buff and know the justices’ bi-
ographies from Samuel Alito to William Burnham
Woods; if you get the question “which supreme court
judge has served in international court of justice”,
you can confidently say that no American justice
has. . . only to be ruled incorrect because the ques-
tion was implicitly asking about India. Similarly,
if given the question “when did Michigan last win
the championship” and you answer 2014—when the
Michigan State Spartans won the Women’s Cross
Country championship—you would then be told
that you chose the wrong school, the wrong sport,
and the wrong gender. If this were a real trivia
tournament, the players would protest and com-
plain.4
These issues are important not just from an ab-
stract question of fairness; when questions make
arbitrary assumptions, they cannot discriminate
plausible answers from very wrong ones. These
answers show knowledge and reasoning and are
as correct as the official gold questions. Never-
theless, these answers are as wrong as answering
Judge Wapner or 1836.
At best, these will become part of the measure-
ment error of datasets (no dataset is perfect). At
worst, they will recapitulate the biases that went
into the creation of the datasets. Then, the com-
munity will implicitly equate the biases with cor-
rectness: you get high scores if you adopt this set
of assumptions. Then, these systems will enter into
real-world systems, further perpetuating the biases.
3.3 Focus on the Bubble
When writing a tournament, of course the authors
want every question to be as good as possible. But
the reality is that time and resources are limited.
Thus, authors of tournaments have a policy of “fo-
cusing on the bubble”, where the “bubble” are the
questions mostly likely to discriminate between top
teams. As we discuss in Section 2.3, these questions
should be the bulk of your dataset.
For humans, authors and editors focus on the
questions and clues that they predict will be the
deciding matches in a tournament. These questions
are thoroughly playtested, vetted, and edited until
they are as good as possible. Only after these ques-
4Where to draw the line is a matter of judgment;
computers—who lack common sense—might find ques-
tions ambiguous where humans would not.
tions have been perfected will the other questions
undergo the same level of polish.
For computers, the same logic applies. You
should expend the most effort (both for authors
and annotators) to ensure that these questions are
correct, free of ambiguity, and unimpeachable. How-
ever, as far as we can tell, the authors of qa datasets
do not give any special attention to these questions.
Unlike a human trivia tournament, however—
with finite patience of the participants—this does
not mean that you should necessarily remove all
of the easy or hard questions from your dataset—
spend more of your time/effort/resources on the
bubble. You would not want to introduce a sam-
pling bias that leads to inadvertently forgetting how
to answer questions like “who is buried in Grant’s
tomb?” (Dwan, 2000, Chapter 7).
4 Quizbowl: The Worst Question
Answering Format (except for all
the others)
While we have discussed qa from a broad perspec-
tive, we now turn to a very specific format. For
general question answering and language under-
standing, we believe it is a strong format and should
be part of mainstream qa bakeoffs (if nothing else,
you can stage fun human–computer face-offs). How-
ever, we emphasize that we have no delusion that
mainstream qa will adopt this format. However,
given then community’s emphasis on fair evalua-
tion, computer qa can borrow aspects from the gold
standard of human qa. We discuss what this may
look like in Section 5, but first we describe how the
gold standard of human qa works.
4.1 What is Quizbowl
We have shown several examples of Quizbowl ques-
tions, but we have not yet explained in detail how
the format works; see Rodriguez et al. (2019) for
a more comprehensive description. You might be
scared off by how long the questions are. However,
in real trivia tournaments based on the Quizbowl
format, these questions are usually not finished.
This is because these questions are designed to be
interrupted.
Two agents listen to the questions read by a
moderator. As soon as someone knows the answer
to the question, they use a signaling device to “buzz
in”. If the agent who buzzed in is right, they get
points. Otherwise, they lose points and the rest of
the question is read for the other team.
Not all trivia games with buzzers have this prop-
erty, however. For example, take Jeopardy! , the
subject of Watson’s tour-de-force. While Jeopardy!
also uses signaling devices, these only work at the
end of the question; Ken Jennings, one of the top
Jeopardy! players explains it on a Planet Money
interview (Malone, 2019):
Jennings: The buzzer is not live until Alex
finishes reading the question. And if you buzz
in before your buzzer goes live, you actually
lock yourself out for a fraction of a second. So
the big mistake on the show is people who are
all adrenalized and are buzzing too quickly,
too eagerly.
Malone: OK. To some degree, "Jeopardy!"
is kind of a video game, and a crappy video
game where it’s, like, light goes on, press but-
ton - that’s it.
Jennings: (Laughter) Yeah.
Malone: Is that true?
Jennings: I do like to think of it as a beau-
tiful art and not a really crappy video game.
Thus, the buzzer is a gimmick for Jeopardy! to
ensure good television; however, Quizbowl uses
the buzzer to better discriminate knowledge (Sec-
tion 2.3).
4.2 Pyramidality
Recall that an effective dataset (tournament) is one
that can reliably discriminate who knows the most
about a subject, and that the higher the proportion
of effective questions ρ, the better. Is there a way
to make nearly every question able to effectively
discriminate the better system/player? Quizbowl
does this by adding the discrimination within a
question: after every word, the system must decide
whether it has enough information to answer the
question. The system that can answer first is judged
to have answered the question better than systems
that require more information.
Another aspect of the art of writing Quizbowl
questions is to arrange the clues so that these ques-
tions are maximally pyramidal. Thus, questions
begin with hard clues—ones that require deeper
knowledge and logic—to more accessible clues that
are well known.
An abstract way of considering why this is valu-
able is through Rademacher complexity: how likely
is it that a bad system could score well on the
dataset?
In contrast to Triviaqa (Joshi et al., 2017), which
is also written by trivia experts, also contains many
non-pyramidal questions. So while it benefits from
knowledgeable writers, it cannot discriminate be-
tween systems as well.
4.3 The Editing Process
Quizbowl questions are created in two phases by
two different individuals, both who are knowledge-
able about the subject. First, the author of the
question selects the answer, assembles clues (in a
pyramidal order), and ties them together. However,
this is not the end of a process; a subject editor
then removes ambiguity, adjusts the list of accept-
able answers, and sometimes tweaks the clues to
ensure the question will be maximally discrimina-
tive. Finally, a head editor or packetizer will ensure
that the overall set of questions has a diverse set
of questions, has uniform difficulty, and does not
contain repeats.
4.4 Unnatural Questions
Trivia questions are fake: the person asking the
question already know the answer. But then they’re
no more fake than the exams you have at the end of
a course, where the teacher presumably knows the
answer. Trivia questions are designed to test knowl-
edge. . . which in many ways is also what we want
from QA dataset, particularly given the emphasis
on leaderboards.
Experts can know when their questions are am-
bigiuous; while “what play has a character who’s
father is dead” is could refer to many different
plays (Hamlet, Antigone, Proof, inter alia), but
a good writer would know to write it as “whose
uncle Claudius poisoned his father?”. When au-
thors omit these cues, the question is derided as a
“hose” (Eltinge, 2013), which robs the tournament
of fun (Section 2.1).
One of the benefits of contrived formats is that
you can focus on phenomena that you want to
test (which may be rare in nature or amendable to
cheating). Just like a teacher can recognize that
students struggle with long division and assign more
problems on that, you can focus on what computers
struggle with. Dua et al. (2019) used this framework
to focus on quantitative reasoning by excluding
questions a reading comprehension system could
answer. In working with trivia enthusiasts to craft
adversarial examples (Wallace et al., 2019), one
author had a question that contained the phrase
“this author opens Crime and Punishment”; the
top system confidently answers Fyodor Dostoyevski.
However, that phrase was embedded in a longer
question “The narrator in Cogwheels by this author
opens Crime and Punishment to find it has become
The Brothers Karamazov ”. Again, this shows the
inventiveness and linguistic dexterity of the trivia
community.
A counterargument is that when real humans ask
questions—e.g., on Yahoo! Questions (Szpektor
and Dror, 2013) or Quora (Iyer et al., 2017)—they
do not follow the craft of question writing. This can
sometimes result in confusion or divergent answers
(e.g., someone answering “I assume you meant. . . ”).
In contrast to trivia questions or exams where an
expert seeks to verify someone else’s expertise, real
information seeking questions are sometimes am-
biguous, leave the specificity undefined, or make
incorrect assumptions. Researchers hoping to an-
swer those questions must cope with the noise and
ambiguity in the real world; this is a noble and im-
portant task and must continue. Ideally, however,
these datasets should recognize the ambiguity in
the scoring mechanism (any of the interpretations
should be correct) or systems should be able to
refine the questions via interaction (e.g., did you
mean. . . ).
This is already an active area of research, as
the recent emphasis on conversational qa (Reddy
et al., 2018; Choi et al., 2018). While existing re-
search has focused on how to minimize ambiguities
from coreference or pragmatic constraints (Elgohary
et al., 2019), interesting future research would be to
rewrite questions to resolve or to make ambiguity
explicit.
4.5 Quizbowl’s problems
Complexity Quizbowl is a more complex task
than other datasets. Unlike other datasets where
you just need to decide what to answer but also
when to answer the question. While this improves
how discriminative the dataset is, it can hurt your
popularity because you cannot just copy/paste code
from other qa tasks. However, the underlying mech-
anisms (e.g., reinforcement learning) share proper-
ties with other tasks, such as simultaneous trans-
lation (Grissom II et al., 2014; Ma et al., 2019),
human incremental processing (Levy et al., 2008;
Levy, 2011), and opponent modeling (He et al.,
2016).
Distribution Quizbowl “in the wild” has a very
specific distribution over subjects. Unlike Natural
Questions, which often has questions about movies,
music, and current events (i.e., what real people
care about) or questions generated randomly from
Wikipedia pages (squad, inter alia), Quizbowl fo-
cuses primarily on academic content (i.e., what a
well-rounded student should learn from a classi-
cal liberal arts education). While there are some
advantages to this such as diversity across time,
geography, and subject, this is less likely to contain
common sense information. However, the Quizbowl
format could be applied to other subjects.
5 A Call to Action
You may disagree with the superiority of Quizbowl
as a qa framework (even for trivia nerds, not all
agree. . . de gustibus non est disputandum). In this
final section, we hope to distill our advice into a
call to action regardless of your question format of
choice. Here are our recommendations if you want
to have an effective leaderboard.
5.1 Talk to Trivia Nerds (and everybody
else)
You should talk to trivia nerds. It’s not just that
they’re lonely, but they also have useful information
(not just about the election of 1876). The skill of
trivia is not just to collect this information but to
see connections between these disparate facts (Jen-
nings, 2006). These skills are exactly those that we
want computers to develop.
They’re writing these questions anyway; we can
save money and time if we pool resources. Com-
puter scientists can benefit if the trivia community
writes questions that aren’t trivial for computers
to solve (e.g., avoiding quotes and named entities).
The trivia community can benefit from tools that
make their job easier: show related questions, link
to Wikipedia articles, or predict where humans will
answer the question.
And, above all, give the trivia community credit.
For example, if you use trivia questions scraped
from websites to build a trivia qa dataset, you
should contact the original authors to make sure it
is okay and thank them in your paper.
Likewise, the broader public has unique knowl-
edge and skills. In contrast to low-paid crowdwork-
ers, public platforms for question answering and
fun citizen science (Bowser et al., 2013) have re-
vealed how much expertise is available for free. . . if
you can engage the relevant communities. These
sites also reward high-quality answers through up-
votes and engagement (although whether a good
answer implies factual accuracy is an open ques-
tion). For example, the Quora query “Is there a
nuclear control room on nuclear aircraft carriers?”
is purportedly answered by someone who worked
in such a room (Humphries, 2017).
There should also be deeper, more frequent dis-
cussion of actual questions within the nlp com-
munity. Part of every post-mortem of trivia tour-
naments is a detailed discussion of the questions,
where good questions are praised and bad ques-
tions are excoriated. This is not meant to shame
the askers but rather to help build and reinforce
cultural norms: questions should be well-written,
precise, and fulfill the creator’s goals. Just like
trivia tournaments, qa datasets resemble a product
for sale. Creators want people to invest time and
sometimes money (e.g., gpu hours) in using their
data and submitting to their leaderboards. It is
“good business” to build a reputation for quality
questions and being willing to discuss individual
questions.
5.2 Make your Questions Discriminative
As we argued in Section 2.3, you should maximize
the proportion of questions that are discriminative.
While we argue that the Quizbowl format poten-
tially allows every question to be discriminative,
we recognize that not everyone is crazy enough
to adopt this (beautiful) format. For more tradi-
tional qa tasks, however, you can still maximize
the usefulness of your dataset by making sure as
many questions as possible are challenging (but not
impossible) for today’s qa systems.
5.3 Eat Your Own Dog Food
As you develop new question answering tasks, you
should feel comfortable playing the task as a hu-
man. Importantly, this is not just to replicate what
crowdworkers are doing (also important) but to
remove hidden assumptions, institute fair metrics,
and define the task well. For this to feel real, you
will need to keep score; have all of your coauthors
participate and compare their scores.
Again, we emphasize that human and computer
skills are not identical, but this is a benefit: humans
natural aversion to unfairness will help you create a
better task, while computers will blindly optimize a
broken objective function (Bostrom, 2003). As you
go through the process of playing on your question–
answer dataset, you can see where you might have
fallen short on the goals we outline in Section 3.
Again, we do not harbor the illusion that ev-
eryone will adopt Quizbowl as a format. But you
can use some of the intuitions to make your data
more discriminative. For example, in visual qa,
you can offer increasing resolutions of the image:
the better system should be able to do more with
less. For other settings, create pyramidality by
adding additional metadata: coreference, semantic
parses, refinement, disambiguation, or for table-
based qa, the correct column mappings. In short,
consider multiple versions/views of your data that
progress from extremely difficult to easy. This not
only makes more of your dataset discriminative but
also helps reveal what makes a question answer-
able, i.e. what key word or information solves the
puzzle (Klagge, 2010, Chapter 10).
5.4 Embrace Multiple Answers or Specify
Specificity
As qa moves to more complicated formats and
answer candidates, what constitutes a correct an-
swer becomes more complicated. Fully automatic
evaluations are valuable for both training and quick-
turnaround evaluation. In the case of answers where
annotators may disagree about an answer, it be-
comes more important to explicitly state what level
of specificity is required (e.g., September 1, 1939
vs. 1939 or Lenninism vs. socialism). Or, if not
all questions have a single answer, link answers to
a knowledge base with multiple surface forms or
explicitly enumerate which multiple answers are
acceptable.
However, with more complicated systems and
evaluations, a return to the yearly evaluations of
trecqa may be the best option. This improves
not only the quality of evaluation (we can have
real-time human judging) but also lets the test
set reflect the build it/break it cycle (Ruef et al.,
2016), as attempted by the 2019 iteration of fever.
Moreover, another lesson the qa community could
learn from trivia games is to turn it into a spectacle:
exciting games with a telegenic host. This has a
benefit to the public, who see how qa systems
fail on difficult questions and to qa researchers,
who have a spoonful of fun sugar to inspect their
systems’ output and their competitors’.
In between are automatic metrics which mimic
the flexibility of human raters, inspired by evalua-
tions for machine translation (Papineni et al., 2002;
Specia and Farzindar, 2010) or summarization (Lin,
2004).
5.5 Truth in Evaluation and Advertising
While—particularly for leaderboards—it is tempt-
ing to turn everything into a single number, rec-
ognize that there are often different sub-tasks and
types of players who deserve recognition. A simple
model that requires less training data or runs in un-
der ten milliseconds may be objectively more useful
than a bloated, brittle monster of a system that has
a slightly higher F1. While you may only rank by
a single metric (this is what trivia tournaments do
too), you may want to recognize the highest-scoring
model that was built by undergrads, took no more
than one second per second, was trained only on
Wikipedia, etc.
Make realistic claims about human–computer
comparisons. If your task is realistic, fun, and chal-
lenging, then you will be able to find skilled humans
to play against your computer agents. They will not
only give you “real” human baseline numbers but
can also tell you how to fix your question answering
dataset. . . after all, they’ve been at it longer than
you have.
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