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Abstract
Using the spectral subspaces obtained in [U. Haagerup, H. Schultz, Invariant subspaces of operators in a
general II1-factor, preprint, 2005], Brown’s results (cf. [L.G. Brown, Lidskii’s theorem in the type II case,
in: H. Araki, E. Effros (Eds.), Geometric Methods in Operator Algebras, Kyoto, 1983, in: Pitman Res.
Notes Math. Ser., vol. 123, Longman Sci. Tech., 1986, pp. 1–35]) on the Brown measure of an operator
in a type II1 factor (M, τ ) are generalized to finite sets of commuting operators in M. It is shown that
whenever T1, . . . , Tn ∈M are mutually commuting operators, there exists one and only one compactly
supported Borel probability measure μT1,...,Tn on B(C
n) such that for all α1, . . . , αn ∈ C,
τ
(
log |α1T1 + · · · + αnTn − 1|
)= ∫
Cn
log |α1z1 + · · · + αnzn − 1|dμT1,...,Tn (z1, . . . , zn).
Moreover, for every polynomial q in n commuting variables, μq(T1,...,Tn) is the push-forward measure of
μT1,...,Tn via the map q :C
n → C.
In addition it is shown that, as in [U. Haagerup, H. Schultz, Invariant subspaces of operators in a general
II1-factor, preprint, 2005], for every Borel set B ⊆ Cn there is a maximal closed T1-, . . . , Tn-invariant sub-
spaceK affiliated withM, such that μT1|K,...,Tn|K is concentrated on B. Moreover, τ (PK) = μT1,...,Tn (B).
This generalizes the main result from [U. Haagerup, H. Schultz, Invariant subspaces of operators in a gen-
eral II1-factor, preprint, 2005] to n-tuples of commuting operators inM.
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1. Introduction
In [4] Brown showed that for every operator T in a type II1 factor (M, τ ) there is one and
only one compactly supported Borel probability measure μT on C, the Brown measure of T ,
such that for all λ ∈ C,
τ
(
log |T − λ1|)= ∫
C
log |z − λ|dμT (z).
In [7] it was shown that given T ∈M and B ∈ B(C), there is a maximal closed T -invariant
projection P = PT (B) ∈M, such that the Brown measure of PT P (considered as an element
of PMP ) is concentrated on B . Moreover, PT (B) is hyper-invariant for T ,
τ
(
PT (B)
)= μT (B), (1.1)
and the Brown measure of P⊥T P⊥ (considered as an element of P⊥MP⊥) is concentrated
on Bc .
In particular, if S,T ∈M are commuting operators and A,B ∈ B(C), then PS(A)∧PT (B) is
S- and T -invariant. Thus, it is tempting to define a Brown measure for the pair (S,T ), μS,T , by
μS,T (A×B) = τ
(
PS(A)∧ PT (B)
)
, A,B ∈ B(C). (1.2)
In order to show that μS,T extends (uniquely) to a Borel probability measure on C2, we introduce
the notion of an idempotent valued measure (cf. Section 3), and for T ∈M and B ∈ B(C) we
define an unbounded idempotent affiliated with M, eT (B), by D(eT (B)) = KT (B) +KT (Bc)
and
eT (B)ξ =
{
ξ, ξ ∈KT (B),
0, ξ ∈KT (Bc), (1.3)
where KT (B) is the range of PT (B) (cf. Section 3). We prove that the map B → eT (B) is an
idempotent valued measure and this enables us to show that μS,T given by (1.2) has an extension
to a measure on C2 (cf. Section 4). As in [7] we also prove the existence of spectral subspaces
for a set of commuting operators in M. In the case of two commuting operators S,T ∈M, we
show that for B ∈ B(C2) there is a maximal S- and T -invariant projection P ∈ P(M), such
that μS|P (H),T |P (H) (computed relative to PMP ) is concentrated on B . In the case where B =
B1 ×B2, B1,B2 ∈ B(C), P is simply the intersection PS(B1)∧ PT (B2) (cf. Section 5).
Finally, in Section 6 we show that μS,T has a characterization similar to the one given by
Brown in [4]. That is, we show that μS,T is the unique compactly supported Borel probability
measure on B(C2) such that for all α,β ∈ C,
τ
(
log |αS + βT − 1|)= ∫
2
log |αz + βw − 1|dμS,T (z,w),
C
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muting operators. In particular, μαS+βT is the push-forward measure of μS,T via the map
(z,w) → αz + βw. In fact we can show that for every polynomial q in two commuting vari-
ables, μq(S,T ) is the push-forward measure of μS,T via the map q :C2 → C. All this can (and
will) be generalized to arbitrary finite sets of mutually commuting operators.
Section 2 is devoted to a summary of [10] in which we recall the definition of the measure
topology onM and how the closure ofMwith respect to the measure topology may be identified
with the set of closed, densely defined operators affiliated with M. Afterwards we focus our
attention on the set of unbounded idempotents affiliated with M, I(M˜). We prove that these
are in one-to-one correspondence with pairs of projections P,Q ∈ M with P ∧ Q = 0 and
P ∨ Q = 1. More precisely, when E is a closed, densely defined, unbounded operator affiliated
withM with E ·E = E, then P , the range projection of E, and Q, the projection onto the kernel
of E, satisfy that P ∧Q = 0 and P ∨Q = 1. Moreover, D(E) = P(H)+Q(H), and E is given
by
Eξ =
{
ξ, ξ ∈ P(H),
0, ξ ∈ Q(H). (1.4)
Vice versa, when P,Q ∈M with P ∧Q = 0 and P ∨Q = 1, then (1.4) defines a closed, densely
defined, unbounded operator affiliated with M with E ·E = E. In particular, (1.3) defines a
closed, densely defined idempotent affiliated withM. In Section 2 it is also shown that I(M˜) is
stable with respect to addition of countably many idempotents (En)∞n=1 with EnEm = EmEn = 0,
n 
= m. These are results which are needed in the succeeding sections.
2. Idempotents in M˜
We begin this section with a summary of E. Nelson’s “Notes on non-commutative integra-
tion” [10]. We consider a finite von Neumann algebra M represented on a Hilbert space H and
we fix a faithful, normal, tracial state τ onM. We let P(M) denote the set of projections inM.
Nelson defines the measure topology on M as follows. For ε, δ > 0, let
N(ε, δ) = {T ∈M | ∃P ∈P(M): ‖T P ‖ ε, τ(P⊥) δ}.
The measure topology on M is then the translation invariant topology on M for which the
N(ε, δ)’s form a fundamental system of neighborhoods of 0. M˜ is the completion of M with
respect to the measure topology.
Similarly, Nelson defines H˜ to be the completion ofH with respect to the translation invariant
topology on H for which the sets
O(ε, δ) = {ξ ∈H | ∃P ∈ P(M): ‖Pξ‖ ε, τ(P⊥) δ}
form a fundamental system of neighborhoods of 0. According to [10, Theorem 2], the natural
mappings M→ M˜ and H→ H˜ are both injections.
Theorem 2.1. [10, Theorem 1] The mappings
M→M :T →T ∗, M×M→M : (S,T ) →S + T , M×M→M : (S,T ) →S · T ,
H×H→H : (ξ, η) → ξ + η, M×H→H : (T , ξ) → T ξ
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H˜× H˜→ H˜ and M˜× H˜→ H˜, respectively. In particular, H˜ is a complex vector space and M˜
is a complex ∗-algebra with a continuous representation on H˜.
For x ∈ M˜ define
D(Mx) = {ξ ∈H | xξ ∈H} (2.1)
and define Mx :D(Mx) →H by
Mxξ = xξ, ξ ∈D(Mx). (2.2)
Recall that a (not necessarily bounded or everywhere defined) operator A on H is said to be
affiliated with M if AU = UA for every unitary U ∈M′.
Theorem 2.2. [10, Theorem 4] For every x ∈ M˜, Mx is a closed, densely defined operator
affiliated with M, and
M∗x = Mx∗ . (2.3)
Moreover, for x, y ∈ M˜,
Mx+y = Mx +My, (2.4)
Mx·y = Mx ·My, (2.5)
where A denotes the closure of a closable operator A.
A closed, densely defined operator A on H has a polar decomposition A = V |A|, and if A is
affiliated with M, then V ∈M and all the spectral projections (E|A|([0, t[))t>0 belong to M.
Put
An = V
n∫
0
t dE|A|(t).
Assuming that A is affiliated withM, we get that (An)∞n=1 is a Cauchy sequence with respect to
the measure topology. Indeed,
(An+k −An) ·E|A|
([0, n[)= 0,
and τ(E|A|([n,∞[)) → 0 as n → ∞. Hence, there exists a ∈ M˜ such that An → a in measure,
and according to [10, Theorem 3], A = Ma . It follows that every closed, densely defined operator
A affiliated with M is of the form A = Ma for some a ∈ M˜, and this a is uniquely determined.
Indeed, if Ma = Mb , then a and b agree on D(Ma) which is dense inH with respect to the norm
topology and hence dense in H˜ with respect to the measure topology. Since the representation of
M˜ onH is continuous, it follows that a and b agree on all of H˜. By the same argument, if S and
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then S = T .
In summary, M˜ is the completion of M with respect to the measure topology but it may also
be viewed as the set of closed, densely defined operators affiliated withM. In particular, if S and
T belong to the latter, then Theorem 2.2 tells us that S∗, S + T and S · T are also closed, densely
defined and affiliated with M.
Notation 2.3. In what follows we shall identify M˜ with the set of closed, densely defined oper-
ators affiliated with M, but whenever necessary, we will specify which one of the two pictures
mentioned above we are using. In general, lower case letters will represent elements of the com-
pletion of M with respect to the measure topology, whereas upper case letters will represent
closed, densely defined operators affiliated with M. For x ∈ M˜ we will denote by ker(x),
range(x) and supp(x) the kernel of Mx , the range of Mx and the support projection of Mx ,
respectively.
In the rest of this section we will study the set of idempotent elements in M˜,
I(M˜) = {e ∈ M˜ | e · e = e}. (2.6)
Alternatively, if M˜ is viewed as the set of closed, densely defined operators affiliated with M,
then I(M˜) is the subset of operators E fulfilling that E ·E = E.
The following proposition shows that I(M˜) is in one-to-one correspondence with the set of
pairs of projections P,Q ∈M such that P ∧Q = 0 and P ∨Q = 1.
Proposition 2.4. Let E ∈ I(M˜). Then the range of E, range(E), and the kernel of E, ker(E)
(which is the range of 1 −E), are closed subspaces of H, with
range(E)∩ ker(E) = {0} (2.7)
and
range(E)+ ker(E) =H. (2.8)
Moreover,D(E) = range(E)+ker(E). Conversely, if P , Q ∈M are projections with P ∧Q = 0
and P ∨ Q = 1, then there is a unique idempotent E ∈ M˜ with D(E) = P(H) + Q(H),
range(E) = P(H) and ker(E) = Q(H), and E is determined by
Eξ =
{
ξ, ξ ∈ P(H),
0, ξ ∈ Q(H). (2.9)
Proof. Write E = Me for a (uniquely determined) element e ∈ M˜ with e · e = e and recall
from (2.1) that
D(E) = {ξ ∈H | eξ ∈H}.
Let E ·E denote the densely defined operator on H obtained by composing E with itself. Then
D(E ·E) = {ξ ∈D(E) | Eξ ∈D(E)}= {ξ ∈D(E) | eEξ ∈H}= {ξ ∈D(E) | e2ξ ∈H}.
462 H. Schultz / Journal of Functional Analysis 236 (2006) 457–489But e2 = e as everywhere defined operators on H˜. Hence, for ξ ∈D(E),
e2ξ = eξ = Eξ,
and it follows that D(E · E) =D(E) and that E · E = E (without taking closure). In particular,
range(E) ⊆D(E). Moreover, since E ·E = E,
range(E) = {ξ ∈D(E) | Eξ = ξ}= ker(1 −E).
According to [8, Exercise 2.8.45], the kernel of a closed operator is closed. Hence, ker(E) and
range(E) = ker(1 −E) are closed. Moreover,
range(E)∩ ker(1 −E) = ker(1 −E)∩ ker(E) = {0}.
Clearly, range(E)+ ker(E) ⊆D(E), and since
ξ = Eξ + (1 −E)ξ, ξ ∈D(E),
the converse inclusion also holds. That is,
D(E) = range(E)+ ker(E).
Let P and Q denote the projections onto range(E) and ker(E), respectively. Then by the above,
P ∧Q = 0 and P ∨Q = 1, and E is the operator onD(E) = P(H)+Q(H) determined by (2.9).
In particular, E is uniquely determined by its range and its kernel.
Conversely, assume that P and Q are projections inM, such that P ∧Q = 0 and P ∨Q = 1,
and let E be the operator onD(E) = P(H)+Q(H) determined by (2.9). Then clearly, E ·E = E
(without taking closure), range(E) = P(H), and ker(E) = Q(H). Moreover, the graph of E is
given by
G(E) = {(ξ + η, ξ) | ξ ∈ P(H), η ∈ Q(H)}
= {(u, v) ∈H×H | u− v ∈ Q(H), v ∈ P(H)},
which is clearly a closed subspace of H×H. Hence, E ∈ I(M˜). 
Definition 2.5. We define tr :I(M˜) → [0,1] by
tr(e) = τ(supp(e)), e ∈ I(M˜), (2.10)
where supp(e) ∈P(M) denotes the support projection of Me .
Remark 2.6. For every x ∈ M˜, supp(x) ∼ Prange(x) so one also has that for e ∈ I(M˜),
tr(e) = τ(Prange(e)). (2.11)
Throughout the paper we will, without further mentioning, make use of this identity.
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eiej = 0 when i 
= j . Then e1 + · · · + en ∈ I(M˜), and
(a) ker(e1 + · · · + en) =⋂ni=1 ker(ei);
(b) supp(e1 + · · · + en) =∨ni=1 supp(ei);
(c) range(e1 + · · · + en) =∨ni=1 range(ei);
(d) tr(e1 + · · · + en) =∑ni=1 tr(ei).
Proof. It suffices to consider the case n = 2. The general case follows by induction over n ∈ N.
If e1, e2 ∈ I(M˜) with e1e2 = e2e1 = 0, then obviously, e1 + e2 ∈ I(M˜).
(a) Clearly, ker(e1) ∩ ker(e2) ⊆ ker(e1 + e2). On the other hand, if ξ ∈ ker(e1 + e2), then
eiξ = ei(e1 + e2)ξ = 0 (i = 1,2), whence ker(e1 + e2) ⊆ ker(e1)∩ ker(e2).
(b) Since supp(e1 + e2) is the projection onto [ker(e1 + e2)]⊥, (b) follows from (a).
(c) For a closed, densely defined operator S affiliated with M, range(S) = ker(S∗)⊥. Using
that every idempotent has closed range (cf. Proposition 2.4) and applying (a) to e∗1 +· · ·+ e∗n, we
find that
range(e1 + · · · + en) = range(e1 + · · · + en) =
[
ker
(
e∗1 + · · · + e∗n
)]⊥
=
n∨
i=1
ker
(
e∗i
)⊥ = n∨
i=1
range(ei).
(d) For i = 1,2 put Pi = Prange(ei ). Since e1e2 = e2e1 = 0, for ξ ∈ P1(H) ∩ P2(H) we have
that
ξ = e1ξ = e2e1ξ = 0.
Then by Kaplansky’s formula (cf. [8, Theorem 6.1.7]),
P1 ∨ P2 − P1 ∼ P2 − P1 ∧ P2 = P2,
so that
τ(P1 ∨ P2) = τ(P1)+ τ(P2).
According to (c), P1 ∨ P2 is the projection onto range(e1 + e2), and then by Remark 2.6,
tr(e1 + e2) = tr(e1)+ tr(e2). 
Proposition 2.8. Let (en)∞n=1 be a sequence of idempotents in M˜ with enem = emen = 0 when
n 
= m. Then there is an idempotent in M˜, which we denote by ∑∞n=1 en, such that ∑Nn=1 en →∑∞
n=1 en in measure as N → ∞. Moreover, supp(
∑N
n=1 en) ↗ supp(
∑∞
n=1 en), whence
supp
( ∞∑
en
)
=
∞∨
supp(en), (2.12)n=1 n=1
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( ∞∑
n=1
en
)
=
∞∑
n=1
tr(en). (2.13)
Also,
range
( ∞∑
n=1
en
)
=
∞∨
n=1
range(en). (2.14)
Proof. Let
fn =
n∑
k=1
ek, n ∈ N. (2.15)
Then, according to Proposition 2.7, supp(fn) =∨nk=1 supp(ek), and tr(fn) =∑nk=1 tr(ek). We
prove that (fn)∞n=1 is a Cauchy sequence in M˜. For n, k ∈ N, let
Pn,k = supp(fn+k − fn) =
k∨
l=1
supp(en+l ). (2.16)
Then
(fn+k − fn)P⊥n,k = 0, (2.17)
so for every ε > 0,
fn+k − fn ∈ N
(
ε, τ (Pn,k)
)= N
(
ε,
k∑
l=1
tr(en+l )
)
. (2.18)
Now,
∑n
k=1 tr(ek) = tr(fn) 1, so for arbitrary δ > 0 there is an n0 ∈ N such that
∞∑
k=n0
tr(ek) δ. (2.19)
It follows from (2.18) and (2.19) that when n n0 and k  1, then fn+k − fn ∈ N(ε, δ). Thus,
(fn)
∞
n=1 is a Cauchy sequence in M˜. Put
e = lim
n→∞fn ∈ M˜. (2.20)
For all k,n ∈ N, fn+kfn = fnfn+k = fn, and hence
efn = fne = fn, (2.21)
so that e · e = e.
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∞∑
k=1
tr(ek) = lim
n→∞
n∑
k=1
tr(ek) = lim
n→∞ tr(fn) = limn→∞ τ(Pn) = tr(P ).
It follows from (2.21) that for every n ∈ N, Pn  supp(e). Hence P  supp(e). On the other
hand, for every n ∈ N, fn(1 − Pn) = 0, so
e(1 − P) = lim
n→∞
[
fn(1 − Pn)
]= 0 (2.22)
(the limit refers to the measure topology). Thus, supp(e) P , and we have shown that supp(e) =
P =∨∞k=1 supp(ek) and that (2.13) holds.
In order to prove (2.14), let ξ ∈ range(em). Then emξ = ξ and
( ∞∑
n=1
en
)
ξ = emξ = ξ.
Thus,
range
( ∞∑
n=1
en
)
⊇
∞∨
n=1
range(en). (2.23)
On the other hand, we know that range(
∑∞
n=1 en) ⊆ H, and since range(
∑N
n=1 en) ⊆∨∞
n=1 range(en) for all N ∈ N, we also have that
range
( ∞∑
n=1
en
)
⊆
( ∞∨
n=1
range(en)
)∼
,
where ∼ denotes closure with respect to the measure topology. Intersecting by H on both sides
of the inclusion, we get that
range
( ∞∑
n=1
en
)
⊆
∞∨
n=1
range(en). (2.24)
This proves (2.14). 
We shall make use of the following theorem from [2]. For a published proof of it, we refer the
reader to [1].
466 H. Schultz / Journal of Functional Analysis 236 (2006) 457–489Theorem 2.9. [2] Let E and F be (not necessarily closed) subspaces of H which are affiliated
with M.2 Then E ∩ F is affiliated with A, and
E ∩ F = E ∩ F . (2.25)
Lemma 2.10. Consider idempotents e, f ∈ M˜. Let P = Prange(e), Q = Prange(1−e), R = Prange(f )
and S = Prange(1−f ). Then ef = f e if and only if
(P ∧R)∨ (P ∧ S)∨ (Q ∧R)∨ (Q ∧ S) = 1. (2.26)
Proof. Clearly,
1 = ef + e(1 − f ) + (1 − e)f + (1 − e)(1 − f ). (2.27)
Suppose that ef = f e, and let g1 = ef , g2 = e(1 − f ), g3 = (1 − e)f and g4 = (1 − e)(1 − f ).
Then g1, . . . , g4 are idempotents with support projections P1, P2, P3 and P4, respectively, such
that ( 4∨
i=1
Pi
)
(H) =H. (2.28)
Moreover, P1  P ∧R, P2  P ∧ S, P3 Q∧R and P4 Q∧ S. This shows that (2.26) holds.
On the other hand, assume that (2.26) holds. According to (2.26) and Theorem 2.9,
H0 :=D(ef )∩D(f e)∩
[
(P ∧R)(H) + (P ∧ S)(H) + (Q∧R)(H) + (Q ∧ S)(H)]
is dense in H so it suffices to prove that ef and f e agree on H0. To see this, let ξ ∈ D(ef ) ∩
D(f e)∩ (P ∧R)(H). Then
ef ξ = eξ = ξ = f ξ = f eξ, (2.29)
and similarly, when ξ ∈ D(ef ) ∩D(f e) ∩ (P ∧ S)(H), ξ ∈ D(ef ) ∩D(f e) ∩ (Q ∧ R)(H) or
ξ ∈D(ef )∩D(f e)∩ (Q ∧ S)(H). Thus, ef agrees with f e on H0. 
3. An idempotent valued measure associated with T ∈M
As in the previous section, consider a finite von Neumann algebra M with a faithful, normal,
tracial state τ . Inspired by the notion of a spectral measure we make the following definition.
Definition 3.1. Let (X,F) denote a measurable space. An idempotent valued measure on (X,F)
(with values in M˜) is a map e from F into I(M˜) such that:
(i) e(X) = 1,
(ii) e(F1)e(F2) = e(F2)e(F1) = 0 when F1,F2 ∈F with F1 ∩ F2 = ∅,
2 A subspace E ofH is said to be affiliated withM if for all T ∈M′ , T (E) ⊆ E. Note that if E is affiliated withM,
then the projection onto E belongs toM, and if E is closed, then this is a necessary and sufficient condition for E to be
affiliated withM.
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∑N
n=1 e(Fn) converges
in measure as N → ∞ to e(⋃∞n=1 Fn), i.e.
e
( ∞⋃
n=1
Fn
)
=
∞∑
n=1
e(Fn).
Note that because of (ii) and Proposition 2.8, the limit in (iii) actually exists.
From now on we will assume that M is in fact a type II1 factor. Recall from [7] that for
T ∈M and B ⊆ C a Borel set there is a maximal T -invariant projection P = PT (B) ∈M, such
that the Brown measure of PT P (considered as an element of PMP ) is concentrated on B .
Moreover, PT (B) is hyper-invariant for T ,
τ
(
PT (B)
)= μT (B), (3.1)
and the Brown measure of P⊥T P⊥ (considered as an element of P⊥MP⊥) is concentrated
on Bc . We let KT (B) denote the range of PT (B). Then the aim of this section is to prove:
Theorem 3.2. Let T ∈M, and for B ∈ B(C), let eT (B) with D(eT (B)) =KT (B) +KT (Bc) be
given by
eT (B)ξ =
{
ξ, ξ ∈KT (B),
0, ξ ∈KT (Bc). (3.2)
Then eT (B) ∈ I(M˜), and B → eT (B) is an idempotent valued measure.
The proof of this theorem uses various results which we state and prove below. The first one
of these is a lemma which we proved in [7], but for the sake of completeness we give the proof
here as well.
Lemma 3.3. Let T ∈M, and let P ∈M be a non-zero, T -invariant projection. Then for every
B ∈ B(C),
KT |P (H) (B) =KT (B)∩ P(H), (3.3)
where T |P(H) is considered as an element of the type II1 factor PMP .
Proof. Let Q ∈ PMP denote the projection onto KT |P (H) (B), and let R = PT (B)∧P . We will
prove that QR and R Q.
Clearly, Q P . In order to see that Q PT (B), recall that PT (B) is maximal with respect
to the properties:
(i) PT (B)T PT (B) = T PT (B);
(ii) μPT (B)T PT (B) (computed relative to PT (B)MPT (B)) is concentrated on B .
Since
QTQ = QTPQ = T PQ = TQ, (3.4)
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PT (B), and hence QR.
Similarly, to prove that R Q, we must show that:
(i′) RT PR = T PR, i.e. RTR = T R;
(ii′) μRTPR = μRTR (computed relative to RMR) is concentrated on B .
Note that if PT (B) = 0, then R Q, so we may assume that PT (B) 
= 0. (i′) holds, because
R(H) = P(H) ∩ PT (B)(H) is T -invariant when P(H) and PT (B)(H) are T -invariant. In order
to prove (ii′), at first note that R(H) is T PT (B)-invariant. Hence
μTPT (B) = τ1(R) ·μRTR + τ1
(
R⊥
) ·μR⊥T R⊥ , (3.5)
where
τ1 = 1
τ(PT (B))
· τ |PT (B)MPT (B).
It follows that
τ1(R) ·μRTR
(
Bc
)
 μTPT (B)
(
Bc
)= 0, (3.6)
and thus, if R 
= 0, then μRTR(Bc) = 0, and (ii′) holds. If R = 0, then R Q is trivially ful-
filled. 
Proposition 3.4. For every Borel set B ⊆ C,
KT (B) =KT ∗
((
Bc
)∗)⊥
, (3.7)
where A∗ := {z | z ∈ A} for A ⊆ C. Moreover, for all Borel sets A,B ⊆ C,
KT (A) ∩KT (B) =KT (A ∩B), (3.8)
and
KT (A∪B) =KT (A)+KT (B). (3.9)
Proof. Let B ∈ B(C) and let P = PT (B). Then P⊥ is T ∗-invariant, and
μP⊥T ∗P⊥
(
B∗
)= μ(P⊥T ∗P⊥)∗(B) = μP⊥T P⊥(B) = 0 (3.10)
(recall that μP⊥T P⊥ is concentrated on Bc). Thus, μP⊥T ∗P⊥ is concentrated on C \ B∗, and
maximality of PT ∗(C \B∗) implies that
PT (B)
⊥ = P⊥  PT ∗
(
C \B∗). (3.11)
Since
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(
PT ∗
(
C \B∗))= μT ∗(C \B∗)= 1 −μT ∗(B∗)= 1 −μT (B) = τ(PT (B)⊥),
we get from (3.11) that PT (B)⊥ = PT ∗(C \B∗).
Next, let A,B ∈ B(C). By maximality of PT (A) and PT (B), PT (A ∩ B) PT (A) ∧ PT (B),
so ⊇ holds in (3.8). We let K := KT (A) ∩KT (B), and we let Q denote the projection onto K.
Then, according to Lemma 3.3,
K=KT |KT (A) (B) =KT |KT (B) (A),
proving that μQTQ is concentrated on A and on B and therefore on A ∩ B . Consequently, Q
PT (A∩B), so ⊆ also holds in (3.8).
Finally, we infer from (3.7) and (3.8) that
KT (A∪B) =KT
((
Ac ∩Bc)c)=KT ∗((Ac ∩Bc)∗)⊥ =KT ∗((Ac)∗ ∩ (Bc)∗)⊥
= [KT ∗((Ac)∗)∩KT ∗((Bc)∗)]⊥ =KT ∗((Ac)∗)⊥ +KT ∗((Bc)∗)⊥
=KT (A)+KT (B). 
It follows from Propositions 3.4 and 2.4 that for B ∈ B(C), eT (B) given by (3.2) belongs to
I(M˜), as stated in Theorem 3.2.
Lemma 3.5. Let (xn)∞n=1 be a sequence in M˜, and suppose τ(supp(xn)) → 0 as n → ∞. Then
xn → 0 in the measure topology.
Proof. This is standard. 
If S ∈ M commutes with T ∈ M, then for every B ∈ B(C), KT (B) and KT (Bc) are
S-invariant, and therefore S commutes with eT (B) as well. We prove that, as a consequence
of this, [eS(A), eT (B)] = 0 for every A ∈ B(C).
Lemma 3.6. Let T ∈ M, and let e ∈ I(M˜) with [e,T ] = 0. Then for every B ∈ B(C),
[e, eT (B)] = 0. In particular, if S ∈M commutes with T , then [eS(·), eT (·)] = 0.
Proof. Let P = Prange(e), Q = Prange(1−e), R = Prange(eT (B)) and S = Prange(1−eT (B)). We prove
that (2.26) holds. Since eT = T e, P(H) and Q(H) are T -invariant. Then by Lemma 3.3,
KT |P (H) (B) =KT (B) ∩ P(H) = R(H) ∩ P(H),
and
KT |P (H)
(
Bc
)=KT (Bc)∩ P(H) = S(H) ∩ P(H).
Hence (R ∧ P) ∨ (S ∧ P) = P , and similarly, (R ∧Q)∨ (S ∧Q) = Q. It follows that
1 = P ∨Q = (R ∧ P) ∨ (S ∧ P)∨ (R ∧Q) ∨ (S ∧Q),
as desired. 
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KT (B1) ∩KT (B2) = {0}, i.e. range(eT (B1)) ∩ range(eT (B2)) = {0}. According to Lemma 3.6,
[eT (B1), eT (B2)] = 0 so that eT (B1)eT (B2) ∈ I(M˜). Moreover,
range
(
eT (B1)eT (B2)
)⊆ range(eT (B1))∩ range(eT (B2))= {0},
and we conclude that eT (B1)eT (B2) = eT (B2)eT (B1) = 0.
Now, let (Bn)∞n=1 be a sequence of mutually disjoint Borel sets. Then for each N ∈ N we get
from Proposition 3.4 and Lemma 2.7 that
range
(
eT
(
N⋃
n=1
Bn
))
=KT
(
N⋃
n=1
Bn
)
=KT (B1)+ · · · +KT (BN)
= range(eT (B1)+ · · · + eT (BN))
and
ker
(
eT
(
N⋃
n=1
Bn
))
=KT
((
N⋃
n=1
Bn
)c)
=KT
(
N⋂
n=1
Bcn
)
=
N⋂
n=1
KT
(
Bcn
)= N⋂
n=1
ker
(
eT (Bn)
)
= ker(eT (B1)+ · · · + eT (BN)).
Since an element e in I(M˜) is uniquely determined by its kernel and its range, it follows that eT
is additive, i.e.
eT
(
N⋃
n=1
Bn
)
= eT (B1)+ · · · + eT (BN) (N ∈ N). (3.12)
Additivity of eT implies that
eT
( ∞⋃
n=1
Bn
)
−
∞∑
n=1
eT (Bn) = lim
N→∞
(
eT
( ∞⋃
n=1
Bn
)
−
N∑
n=1
eT (Bn)
)
= lim
N→∞ eT
( ∞⋃
n=N+1
Bn
)
(3.13)
(the limits refer to the measure topology), where
τ
(
supp
(
eT
( ∞⋃
n=N+1
Bn
)))
= τ
(
PT
( ∞⋃
n=N+1
Bn
))
= μT
( ∞⋃
n=N+1
Bn
)
→ 0,
as N → ∞.
Combining this with (3.13) and Lemma 3.5, we find that eT is σ -additive as well. 
Note that in the case where T is a normal operator, B → PT (B) is just the spectral measure
of T , and eT (B) = PT (B).
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As in the previous section, let M be a type II1 factor. The purpose of this section is to prove:
Theorem 4.1. Let n ∈ N, and let T1, . . . , Tn ∈M be commuting operators. Then there is a prob-
ability measure μT1,...,Tn on (Cn,B(Cn)), which is uniquely determined by
μT1,...,Tn(B1 × · · · ×Bn) = τ
(
n∧
i=1
PTi (Bi)
)
, B1, . . . ,Bn ∈ B(C), (4.1)
where PTi (Bi) ∈M is the projection onto KTi (Bi) (cf. Section 2).
The idea of proof is as follows. As mentioned in the previous section (cf. Lemma 3.6), if
S ∈M commutes with T ∈M, then [eS(A), eT (B)] = 0 for all A,B ∈ B(C). We may therefore
define a map eT1,...,Tn from B(C)n into I(M˜) by
eT1,...,Tn(B1, . . . ,Bn) = eT1(B1)eT2(B2) · · · eTn(Bn), B1, . . . ,Bn ∈ B(C). (4.2)
We will then define ν on B(C)n by
ν(B1, . . . ,Bn) = τ
(
supp
[
eT1,...,Tn(B1, . . . ,Bn)
])= τ(Prange(eT1,...,Tn (B1,...,Bn)))
= τ
(
n∧
i=1
PTi (Bi)
)
, B1, . . . ,Bn ∈ B(C), (4.3)
and we will prove that ν extends (uniquely) to a probability measure, μT1,...,Tn on (Cn,B(Cn)).
Theorem 4.2. Consider uncountable, complete, separable metric spaces (X1, d1), . . . , (Xn, dn).
Suppose ν :B(X1) × · · · ×B(Xn) → [0,∞[ is a map satisfying:
(1) for all B2 ∈ B(X2),B3 ∈ B(X3), . . . ,Bn ∈ B(Xn), B → ν(B,B2, . . . ,Bn) is a measure on
(X1,B(X1));
(2) for all B1 ∈ B(X1),B3 ∈ B(X3), . . . ,Bn ∈ B(Xn), B → ν(B1,B,B3, . . . ,Bn) is a measure
on (X2,B(X2));
...
(n) for all B1 ∈ B(X1),B2 ∈ B(X2), . . . ,Bn−1 ∈ B(Xn−1), B → ν(B1,B2, . . . ,Bn−1,B) is a
measure on (Xn,B(Xn)).
Then there is a unique measure μ on
⊗n
i=1 B(Xi), such that for all B1 ∈ B(X1),B2 ∈
B(X2), . . . ,Bn ∈ B(Xn),
μ(B1 ×B2 × · · · ×Bn) = ν(B1,B2, . . . ,Bn). (4.4)
Proof. According to [9, Remark 1, p. 358], (Xi,B(Xi)) is Borel equivalent to ([0,1],B([0,1])),
i.e. there is a bijective bimeasurable map φi : (Xi,B(Xi)) → ([0,1],B([0,1])). Therefore we
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We define F : Rn → [0,1] by
F(x1, . . . , xn) = ν
(]−∞, x1], . . . , ]−∞, xn]), x1, . . . , xn ∈ R. (4.5)
Because of (1)–(n), F is increasing in each variable separately and satisfies:
(a) if x(k)i ↘ xi , i = 1, . . . , n, then F(x(k)1 , . . . , x(k)n ) ↘ F(x1, . . . , xn),
(b) if xi ↘ −∞ for some i ∈ {1, . . . , n}, then F(x1, . . . , xn) ↘ 0,
(c) if xi ↗ ∞ for all i ∈ {1, . . . , n}, then F(x1, . . . , xn) ↗ 1.
Then, according to [3, Corollary 2.27], there is a (unique) probability measure μ on (Rn,B(Rn))
such that for all x1, . . . , xn ∈ R,
μ
(]−∞, x1] × · · · × ]−∞, xn])= F(x1, . . . , xn). (4.6)
Let x2, . . . , xn ∈ R be fixed but arbitrary. Then the (finite) measures
B → μ(B × ]−∞, x2] × · · · × ]−∞, xn])
and
B → ν(B, ]−∞, x2], . . . , ]−∞, xn])
have the same distribution functions. Hence they must be identical. That is, for all B ∈ B(R),
μ
(
B × ]−∞, x2] × · · · × ]−∞, xn]
)= ν(B, ]−∞, x2], . . . , ]−∞, xn]). (4.7)
Now, let B1 ∈ B(R) and x3, . . . , xn ∈ R be fixed but arbitrary. Then (4.7) shows that the (finite)
measures
B → μ(B1 ×B × ]−∞, x3] × · · · × ]−∞, xn])
and
B → ν(B1,B, ]−∞, x3], . . . , ]−∞, xn])
have the same distribution functions, so they must be identical as well. That is, for all B ∈ B(R),
μ
(
B1 ×B × ]−∞, x3] × · · · × ]−∞, xn]
)= ν(B1,B, ]−∞, x3], . . . , ]−∞, xn]). (4.8)
Continuing like this we find that (4.4) holds. 
It follows from Theorem 4.2 that in order to show that μT1,...,Tn exists, we must prove that
(1)–(n) of Theorem 4.2 hold in the case where X1 = · · · = Xn = C, and where ν is given by (4.3).
From now on we will, in order to simplify notation a little, consider the case n = 2, and we
will assume that S,T ∈M are commuting operators. It should be clear that the proof given
below may be generalized to the case of arbitrary n ∈ N.
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νA(B) = ν(A,B) = τ
(
PS(A) ∧ PT (B)
)
, B ∈ B(C) (4.9)
(cf. (4.3)) is a measure on (C,B(C)).
Proof. According to Theorem 3.2 and Definition 3.1, eT (∅) = 0, so
νA(∅) = τ
(
supp
[
eS(A)eT (∅)
])= 0.
Let (Bn)∞n=1 be a sequence of mutually disjoint sets from B(C). Then eT (
⋃∞
n=1 Bn) =∑∞
n=1 eT (Bn), so
eS(A)eT
( ∞⋃
n=1
Bn
)
=
∞∑
n=1
eS(A)eT (Bn) (4.10)
with eS(A)eT (Bn)eS(A)eT (Bm) = eS(A)eT (Bn)eT (Bm) = 0 when n 
= m. Hence, by Proposi-
tion 2.8,
tr
(
eS(A)eT
( ∞⋃
n=1
Bn
))
=
∞∑
n=1
tr
(
eS(A)eT (Bn)
)
. (4.11)
This shows that νA is a measure. 
It now follows from Lemma 4.3 and Theorem 4.2 that there is one and only one (probability)
measure μS,T on B(C
2) such that for all A,B ∈ B(C),
μS,T (A×B) = τ
(
supp
[
eS,T (A,B)
])= τ(PS(A)∧ PT (B)), (4.12)
and this proves Theorem 4.1 in the case n = 2.
5. Spectral subspaces for commuting operators S,T ∈M
Theorem 5.1. Let S, T ∈M be commuting operators, and let B ⊆ C2 be any Borel set. Then
there is a maximal, closed, S- and T -invariant subspace K =KS,T (B) affiliated with M, such
that the Brown measure μS|K,T |K is concentrated on B . Let PS,T (B) ∈M denote the projection
onto KS,T (B). Then more precisely:
(i) if B = B1 ×B2 with B1,B2 ∈ B(C), then
PS,T (B) = PS(B1)∧ PT (B2); (5.1)
(ii) if B is a disjoint union of the sets (B(k)1 × B(k)2 )∞k=1, where B(k)i ∈ B(C), k ∈ N, i = 1,2,
then
PS,T (B) =
∞∨
k=1
[
PS
(
B
(k)
1
)∧ PT (B(k)2 )]; (5.2)
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PS,T (B) =
∧
B⊆U,U⊆C2 open
PS,T (U). (5.3)
Moreover,
μS,T (B) = τ
(
PS,T (B)
)
, B ∈ B(C2). (5.4)
Remark 5.2. Every non-empty, open subset of C2 ∼= R4 is a disjoint union of countably many
standard intervals, i.e. sets of the form
∏4
i=1]ai, bi], where −∞ < ai < bi < ∞, 1  i  4.
Hence, it follows from Theorem 5.1 that the map B(C2) → P(M) :B → PS,T (B) is uniquely
determined by its values on such standard intervals.
Proof of Theorem 5.1. We let K denote the set of sets of the form B1 ×B2 with B1,B2 ∈ B(C).
Consider an arbitrary sequence of mutually disjoint sets from K, (B(k)1 ×B(k)2 )∞k=1, and define
PS,T
( ∞⋃
k=1
(
B
(k)
1 ×B(k)2
)) := ∞∨
k=1
[
PS
(
B
(k)
1
)∧ PT (B(k)2 )]. (5.5)
Clearly, P := PS,T (⋃∞k=1(B(k)1 ×B(k)2 )) satisfies that
(a) P is S- and T -invariant.
In addition, we prove that with K= P(H),
(b) μS|K,T |K is concentrated on B :=
⋃∞
k=1(B
(k)
1 ×B(k)2 ), and
(c) P is maximal with respect to properties (a) and (b).
(c) will entail that the right-hand side of (5.5) is independent of the way in which we write B
as a disjoint union of countably many sets from K, and hence, that PS,T (B) does, as indicated
by the notation, only depend on the set B .
To see that (b) holds, note that if Q ∈M is any S- and T -invariant projection, and if we let
L= Q(H), then by (4.1) and Lemma 3.3,
μS|L,T |L(B) =
∞∑
k=1
μS|L,T |L
(
B
(k)
1 ×B(k)2
)
=
∞∑
k=1
τQMQ
(
PS|L
(
B
(k)
1
)∧ PT |L(B(k)2 ))
=
∞∑
k=1
τQMQ
(
PS
(
B
(k)
1
)∧ PT (B(k)2 )∧Q). (5.6)
Then using Proposition 2.8, we get that
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∞∑
k=1
τPMP
(
PS
(
B
(k)
1
)∧ PT (B(k)2 )∧ P )
=
∞∑
k=1
τPMP
(
PS
(
B
(k)
1
)∧ PT (B(k)2 ))
= 1
τ(P )
∞∑
k=1
tr
(
eS
(
B
(k)
1
)
eT
(
B
(k)
2
))
= 1
τ(P )
tr
( ∞∑
k=1
eS
(
B
(k)
1
)
eT
(
B
(k)
2
))
= 1
τ(P )
τ
( ∞∨
k=1
[
PS
(
B
(k)
1
)∧ PT (B(k)2 )]
)
= 1.
Thus, (b) holds.
Now, suppose that Q ∈M is an S- and T -invariant projection, and that μS|L,T |L is concen-
trated on B , where L= Q(H). Then by Lemma 3.3 and Proposition 2.8,
P ∧Q =
( ∞∨
k=1
[
PS
(
B
(k)
1
)∧ PT (B(k)2 )]
)
∧Q
=
∞∨
k=1
[
PS|L
(
B
(k)
1
)∧ PT |L(B(k)2 )]
= P
range(
∑∞
k=1 eS|L (B
(k)
1 )eT |L (B
(k)
2 ))
.
Hence, Proposition 2.8 and (5.6) imply that
τQMQ(P ∧Q) = trQMQ
( ∞∑
k=1
eS|L
(
B
(k)
1
)
eT |L
(
B
(k)
2
))
=
∞∑
k=1
trQMQ
(
eS|L
(
B
(k)
1
)
eT |L
(
B
(k)
2
))
=
∞∑
k=1
τQMQ
(
PS|L
(
B
(k)
1
)∧ PT |L(B(k)2 ))
= μS|L,T |L(B)
= 1.
Thus, P ∧Q = Q, and this shows that (c) holds.
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many mutually disjoint sets from K. Thus, we have now proved existence of PS,T (U) for every
such U , and for general B ∈ B(C2) we will define
PS,T (B) :=
∧
B⊆U,U⊆C2 open
PS,T (U). (5.7)
Then again, P := PS,T (B) satisfies that
(a) P is S- and T -invariant.
Moreover, we prove that with K= P(H),
(b) μS|K,T |K is concentrated on B , and
(c) P is maximal with respect to the properties (a) and (b).
These properties will entail that when B happens to be a union of countably many mutually
disjoint sets from K, then (5.7) agrees with the previous definition of PS,T (B) (cf. (5.5)).
Now, to see that (b) holds, note that μS|K,T |K is regular (cf. [6, Theorem 7.8]), and hence
μS|K,T |K(B) = inf
{
μS|K,T |K(U) | B ⊆ U, U ⊆ C2 open
}
. (5.8)
Let U be any open subset of C2 containing B . Write U as a union of countably many mutually
disjoint sets from K:
U =
∞⋃
k=1
(
B
(k)
1 ×B(k)2
)
.
Then, according to (5.6),
μS|K,T |K(U) =
∞∑
k=1
τPMP
(
PS
(
B
(k)
1
)∧ PT (B(k)2 )∧ P ),
and using Proposition 2.8 and Lemma 3.3 we find that
μS|K,T |K(U) = trPMP
( ∞∑
k=1
eS|K
(
B
(k)
1
)
eT |K
(
B
(k)
2
))
= τPMP
( ∞∨
k=1
[
PS|K
(
B
(k)
1
)∧ PT |K(B(k)2 )]
)
= τPMP
(
PS,T (U) ∧ P
)
= τPMP (P )
= 1,
where PS,T (U) is given by (5.5). Hence by (5.8), μS|K,T |K is concentrated on B .
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where L= Q(H), then μS|L,T |L is concentrated on U for every open set U containing B . Hence,
by the first part of the proof, Q PS,T (U) for every such U , and it follows from the definition
of PS,T (B) that Q P .
Concerning (5.4), note that if B = B1 × B2, where B1,B2 ∈ B(C), then, by the definitions
of μS,T and PS,T (B), (5.4) holds. If B is a disjoint union of sets (B(k))∞k=1 = (B(k)1 × B(k)2 )∞k=1,
where B(k)i ∈ B(C), k ∈ N, i = 1,2, then
μS,T (B) =
∞∑
k=1
τ
(
PS,T
(
B
(k)
1 ×B(k)2
))= ∞∑
k=1
τ
(
supp
(
eS
(
B
(k)
1
)
eT
(
B
(k)
2
)))
.
Applying Proposition 2.8 we thus find that
μS,T (B) = τ
(
supp
( ∞∑
k=1
eS
(
B
(k)
1
)
eT
(
B
(k)
2
)))
= τ
( ∞∨
k=1
supp
(
eS
(
B
(k)
1
)
eT
(
B
(k)
2
)))
= τ
( ∞∨
k=1
PS,T
(
B
(k)
1 ×B(k)2
))
= τ(PS,T (B)).
Finally, for general B ∈ B(C2), since μS,T is regular,
μS,T (B) = inf
{
μS,T (U) | B ⊆ U ⊆ C2, U open
}
= inf{τ(PS,T (U)) | B ⊆ U ⊆ C2, U open}
= τ
( ∧
B⊆U⊆C2, U open
PS,T (U)
)
= τ(PS,T (B)). 
The proof given above may clearly be generalized to the case of n commuting operators
T1, . . . , Tn ∈M, so that Theorem 5.1 has a slightly more general version:
Theorem 5.3. Let n ∈ N, let T1, . . . , Tn ∈M be commuting operators, and let B ⊆ Cn be any
Borel set. Then there is a maximal closed subspace, K =KT1,...,Tn(B), affiliated with M which
is Ti -invariant for every i ∈ {1, . . . , n}, and such that the Brown measure μT1|K,...,Tn|K is concen-
trated on B . Let PT1,...,Tn(B) ∈M denote the projection onto KT1,...,Tn(B). Then more precisely:
(i) if B = B1 × · · · ×Bn with Bi ∈ B(C), then
PT1,...,Tn(B) =
n∧
PTi (Bi); (5.9)
i=1
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k ∈ N, i = 1, . . . , n, then
PT1,...,Tn(B) =
∞∨
k=1
PT1,...,Tn,
(
B(k)
); (5.10)
(iii) and for general B ∈ B(Cn),
PT1,...,Tn(B) =
∧
B⊆U, U⊆Cn open
PT1,...,Tn(U). (5.11)
Moreover, for every B ∈ B(Cn),
μT1,...,Tn(B) = τ
(
PT1,...,Tn(B)
)
. (5.12)
6. An alternative characterization of μS,T
In this final section we are going to give a characterization of the Brown measure of two
commuting operators in M, which is different from the one we gave in Theorem 4.1. Recall
from [4] that for T ∈M, the Brown measure of T , μT , is the unique compactly supported Borel
probability measure on C which satisfies the identity
τ
(
log |T − λ1|)= ∫
C
log |z − λ|dμT (z) (6.1)
for all λ ∈ C.
We are going to prove that a similar property characterizes μS,T .
Theorem 6.1. Let S,T ∈M be commuting operators. Then μS,T is the unique compactly sup-
ported Borel probability measure on C2 which satisfies the identity
τ
(
log |αS + βT − 1|)= ∫
C2
log |αz + βw − 1|dμS,T (z,w) (6.2)
for all α,β ∈ C.
Remark 6.2. Let S,T ∈M be as in Theorem 6.1. Note that if μS,T satisfies (6.2) for all α,β ∈ C,
then for all α,β,λ ∈ C,
τ
(
log |αS + βT − λ1|)= ∫
C2
log |αz + βw − λ|dμS,T (z,w). (6.3)
This is clear for λ 
= 0, and for λ = 0, (6.3) follows from the fact that two subharmonic functions
defined in C coincide iff they agree almost everywhere with respect to Lebesgue measure. It now
follows from Brown’s characterization of μαS+βT that μαS+βT is the push-forward measure να,β
of μS,T via the map (z,w) → αz + βw. On the other hand, if να,β = μαS+βT , then (6.2) holds.
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r ′(T ) := max{|z| ∣∣ z ∈ supp(μT )}. (6.4)
Also recall from [7, Corollary 2.6] that in fact
r ′(T ) = lim
p→∞
(
lim
n→∞
∥∥T n∥∥1/n
p/n
)
. (6.5)
Lemma 6.3. Let S,T ∈M be commuting operators. Then the modified spectral radii, r ′(S),
r ′(T ), r ′(ST ) and r ′(S + T ), satisfy the inequalities
r ′(ST ) r ′(S) · r ′(T ), (6.6)
and
r ′(S + T ) r ′(S)+ r ′(T ). (6.7)
Proof. (6.6) follows from (6.5) and the generalized Hölder inequality (cf. [5]): for A,B ∈M
and for 0 < p,q, r ∞ with 1/r = 1/p + 1/q ,
‖AB‖r  ‖A‖p‖B‖q .
To prove (6.7), note that
supp(μS) ⊆
{
z ∈ C ∣∣ Re z r ′(S)},
and
supp(μT ) ⊆
{
z ∈ C ∣∣ Re z r ′(T )}.
According to [4, Theorem 4.1], μeS and μeT are the push-forward measures of μS and μT ,
respectively, via the map z → ez. Hence,
supp(μeS ) ⊆
{
z ∈ C ∣∣ |z| er ′(S)},
and
supp(μeT ) ⊆
{
z ∈ C ∣∣ |z| er ′(T )},
and it follows from (6.6) that
r ′
(
eS+T
)= r ′(eSeT ) er ′(S)er ′(T ) = er ′(S)+r ′(T ).
Thus, supp(μeS+T ) ⊆ B(0, er ′(S)+r ′(T )), and then, by one more application of [4, Theorem 4.1],
supp(μS+T ) ⊆
{
z ∈ C ∣∣ Re z r ′(S)+ r ′(T )}.
480 H. Schultz / Journal of Functional Analysis 236 (2006) 457–489Repeating this argument, we find that for arbitrary θ ∈ [0,2π[,
supp(μeiθ (S+T )) ⊆
{
z ∈ C ∣∣ Re z r ′(S)+ r ′(T )},
i.e.
supp(μS+T ) ⊆
{
z ∈ C ∣∣ Re(e−iθ z) r ′(S) + r ′(T )}.
Since θ was arbitrary, we conclude that
supp(μS+T ) ⊆ B
(
0, r ′(S)+ r ′(T )),
and this proves (6.7). 
Lemma 6.4. Let S,T ∈M be commuting operators, and let α,β ∈ C. Then μαS,βT is the push-
forward measure of μS,T via the map hα,β :C×C → C×C given by
hα,β(z,w) = (αz,βw).
Proof. Recall that μαS,βT is uniquely determined by the property that for all B1,B2 ∈ B(C),
μαS,βT (B1 ×B2) = τ
(
PαS(B1) ∧ PβT (B2)
)
. (6.8)
Now, it is easily seen that for α 
= 0 and β 
= 0,
PαS(B1) = PS
(
1
α
B1
)
and PβT (B2) = PT
(
1
β
B2
)
.
Hence,
μαS,βT (B1 ×B2) = τ
(
PS
(
1
α
B1
)
∧ PT
(
1
β
B2
))
= μS,T
(
1
α
B1 × 1
β
B2
)
= μS,T
(
h−1α,β(B1 ×B2)
)
. (6.9)
If for instance α = 0, then PαS(B1) = 0 if 0 /∈ B1 and PαS(B1) = 1 if 0 ∈ B1. It then follows that
(6.9) holds in this case as well. Similar arguments apply if β = 0. 
Proof of Theorem 6.1. As noted in Remark 6.2, it suffices to prove that for all α,β ∈ C, μαS+βT
is the push-forward measure of μS,T via the map (z,w) → αz + βw. At first we will consider
the case α = β = 1. Define a :C×C → C by
a(z,w) = z +w (z,w ∈ C).
We are going to prove that for all B ∈ B(C),
μS+T (B) = μS,T
(
a−1(B)
)
. (6.10)
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μS+T (U) μS,T
(
a−1(U)
)
. (6.11)
Indeed, if this holds, then by regularity of μS+T and a(μS,T ), for every Borel set B ⊆ C,
μS+T (B) = inf
{
μS+T (U)
∣∣ B ⊆ U, U open}
 inf
{
a(μS,T )(U)
∣∣ B ⊆ U, U open}
= μS,T
(
a−1B
)
.
Since both measures are probability measures, and the above inequality holds for both B and Bc ,
we must have identity. That is, (6.10) holds.
Now, let U ⊆ C be any open set. Then V := a−1(U) is open in C2 and we may write V as a
countable union of mutually disjoint “boxes,”
V =
∞⋃
n=1
I (zn, δn)× I (wn, δn),
where for z ∈ C and δ > 0,
I (z, δ) := {w∈C ∣∣ Re(z)− δ< Re(w) Re(z)+ δ, Im(z)− δ< Im(w) Im(z)+ δ}. (6.12)
We can even choose zn,wn and δn > 0 so that
B(zn +wn,2
√
2δn) ⊆ U. (6.13)
This requires a little consideration and for the convenience of the reader, we provide an argument
in Lemma 6.7.
Now, according to Theorem 5.1,
μS,T
(
a−1(U)
)= τ(PS,T (V ))= τ
( ∞∨
n=1
[
PS
(
I (zn, δn)
)∧ PT (I (wn, δn))]
)
,
and we also have that
μS+T (U) = τ
(
PS+T (U)
)
.
Hence, it suffices to prove that for every n ∈ N,
PS+T (U) PS
(
I (zn, δn)
)∧ PT (I (wn, δn)). (6.14)
Fix n ∈ N, and set P = PS(I (zn, δn))∧ PT (I (wn, δn)). Then by Lemma 6.3,
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([
S + T − (zn +wn)1
]∣∣
P(H)
)
 r ′
([S − zn1]∣∣P(H))+ r ′([T −wn1]∣∣P(H))
 r ′
([S − zn1]∣∣PS(I (zn,δn))(H))+ r ′([T −wn1]∣∣PT (I (wn,δn))(H))
 2
√
2 δn,
and it follows that μS+T |P (H) is concentrated on B(zn +wn,2
√
2δn) ⊆ U . Hence, P 
PS+T (U), and we are done.
Now, if α,β ∈ C, then we conclude from the above and Lemma 6.4 that
μαS+βT (B) = μαS,βT
(
a−1(B)
)= μS,T (h−1α,β(a−1(B)))= μS,T ((a ◦ hα,β)−1(B)),
and since (a ◦ hα,β)(z,w) = αz + βw, this completes the proof of the identity (6.2).
To prove uniqueness of μS,T , suppose that ν is a compactly supported Borel probability mea-
sure on C2 which satisfies the identity (6.2) for all α,β ∈ C. That is, for all α,β ∈ C, μαS+βT is
the push-forward measure of ν via the map (z,w) → αz + βw. Then, to prove that ν = μS,T , it
suffices to prove that for all y = (y1, . . . , y4) ∈ R4,∫
R4
ei(y,x) dμS,T (x) =
∫
R4
ei(y,x) dν(x) (6.15)
(here we identify C with R2). For x = (x1, . . . , x4) ∈ R4 and y = (y1, . . . , y4) ∈ R4, note that
(y, x) = Re((y1 − iy2)(x1 + ix2)+ (y3 − iy4)(x3 + ix4)),
and hence with α = y1 − iy2 and β = y3 − iy4 we find that∫
R4
ei(y,x) dμS,T (x) =
∫
C2
ei Re(αz+βw) dμS,T (z,w) =
∫
C
ei Re z dμαS+βT (z)
=
∫
C2
ei Re(αz+βw) dν(z,w) =
∫
R4
ei(y,x) dν(x),
as desired. 
Remark 6.5. In the proof above it was shown that for U ⊆ C an open set, we have the following
inequality:
PS+T (U) PS,T
(
a−1(U)
)
. (6.16)
But it was also shown that the two projections above have the same trace:
τ
(
PS+T (U)
)= μS+T (U) = μS,T (a−1(U))= τ(PS,T (a−1(U))).
Hence, the two projections in (6.16) are identical, and by Theorem 5.1(iii), for every Borel set
B ⊆ C, we must have that
PS+T (B) = PS,T
(
a−1(B)
)
. (6.17)
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arbitrary finite set of commuting operators, {T1, . . . , Tn}. That is, we actually have the following
alternative description of μT1,...,Tn .
Theorem 6.6. Let n ∈ N, and let T1, . . . , Tn be mutually commuting operators in M. Then
μT1,...,Tn is the unique compactly supported Borel probability measure on Cn which satisfies
the identity
τ
(
log |α1T1 + · · · +αnTn −1|
)= ∫
Cn
log |α1z1 + · · · +αnzn −1|dμT1,...,Tn(z1, . . . , zn) (6.18)
for all α1, . . . , αn ∈ C.
Lemma 6.7. Define a :C2 → C by
a(z,w) = z +w,
and let U ⊆ C be an open set. Then for every pair (S,T ) of commuting operators inM, we may
write V := a−1(U) as a countable disjoint union of sets (I (zn, δn) × I (wn, δn))∞n=1, where for
z ∈ C and δ > 0,
I (z, δ) := {w ∈ C ∣∣ Re(z) − δ < Re(w) Re(z) + δ, Im(z) − δ < Im(w) Im(z) + δ}.
Moreover, we can ensure that for each n ∈ N,
B(zn +wn,2
√
2 δn) ⊆ U. (6.19)
Proof. Divide C2 into mutually disjoint “boxes” of the form I (z,1) × I (w,1). Take the count-
ably many of these, (I (z(1)n ,1) × I (w(1)n ,1)), which are contained in V and satisfy (6.19) (with
δn = 1). Next, divide C2 into boxes once more by cutting each of the previous ones into 16
boxes of equal size (edge length 1/2). Take those, (I (z(2)n ,1/2) × I (w(2)n ,1/2)), which are not
contained in
⋃
n I (z
(1)
n ,1) × I (w(1)n ,1) but which are contained in V and satisfy (6.19) (with
δn = 1/2). Continue like this and obtain a set V0 ⊆ V of the form
V0 =
∞⋃
m=1
⋃
n
I
(
z(m)n ,2
−m)× I(w(m)n ,2−m).
We claim that this disjoint union is all of V . Indeed, let (z,w) ∈ V . Then z + w ∈ U so there is
an ε > 0 such that B(z +w,ε) ⊆ U . Choose m ∈ N so large that 2−m < ε
4
√
2
. Then, if |z − z′|√
2 2−m and |w −w′|√2 2−m, one has that
B
(
z′ +w′,2√2 2−m)⊆ B(z +w,4√2 2−m)⊆ U.
Thus, when we have divided C2 into boxes of edge length at most 2−m, then the one box con-
taining (z,w) will satisfy (6.19). Then it is just a matter of taking m so large that the box is also
contained in V . It follows that (z,w) ∈ V0. 
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in M. Then
μS−1T1S,...,S−1TnS = μT1,...,Tn . (6.20)
Indeed, this follows from the characterization of μT1,...,Tn given in Theorem 6.6 and from the fact
that for all T ∈M, μS−1T S = μT (cf. [4]).
Proposition 6.9. Let S,T ∈M be commuting operators. Then μST is the push-forward measure
of μS,T via the map m : (z,w) → zw.
Proof. The proof is essentially the same as the one we gave above when considering the map
a : (z,w) → z +w. Again it suffices to show that for every open set U ⊆ C,
μST (U) μS,T
(
m−1(U)
)
, (6.21)
and for such an open set U we write V := m−1(U) as a countable union of mutually disjoint
“boxes” as in (6.12), but this time we make sure that δn > 0 is so small that
B
(
znwn,
√
2 δn
(‖T ‖ + |zn|))⊆ U. (6.22)
As in the previous case, one only has to show that for every n ∈ N,
PST (U) PS
(
I (zn, δn)
)∧ PT (I (wn, δn)).
Fix n ∈ N and set P = PS(I (zn, δn))∧ PT (I (wn, δn)). Since
r ′
([S − zn1]∣∣P(H)) r ′([S − zn1]∣∣PS(I (zn,δn))(H))√2 δn,
and
r ′
([T −wn1]∣∣P(H)) r ′([T −wn1]∣∣PT (I (wn,δn))(H))√2 δn,
and since
ST − znwn1 = (S − zn1)T + zn(T −wn1),
we have (cf. Lemma 6.3) that
r ′
([ST − znwn1]∣∣P(H)) r ′([(S − zn1)T ]∣∣P(H))+ |zn|r ′([T −wn1]∣∣P(H))
 r ′
([S − zn1]∣∣P(H))‖T ‖ + |zn|r ′([T −wn1]∣∣P(H))

√
2 δn
(‖T ‖ + |zn|).
Thus, μST |P (H) is concentrated on B(znwn,
√
2δn(‖T ‖ + |zn|)) ⊆ U , and therefore P  PST (U),
as desired. 
H. Schultz / Journal of Functional Analysis 236 (2006) 457–489 485Remark 6.10. As in the additive case, we infer from the proof given above that for every Borel
set B ⊆ C we have:
PST (B) = PS,T
(
m−1(B)
)
. (6.23)
Proposition 6.11. Consider type II1 factors M1 and M2 with faithful tracial states τ1 and τ2,
respectively. Let S ∈M1 and T ∈M2. Then
μS⊗1,1⊗T = μS ⊗μT , (6.24)
and it follows that
μS⊗1+1⊗T = μS ∗μT , (6.25)
μS⊗T = μS  μT , (6.26)
where ∗ (, respectively) denotes additive (multiplicative, respectively) convolution.
Proof. μS⊗1+1⊗T (μS⊗T , respectively) is the push-forward measure of μS⊗1,1⊗T via the map
a : (z,w) → z + w (m : (z,w) → zw), respectively), and μS ∗ μT (μS  μT , respectively) is the
push-forward measure of μS ⊗μT via that same map. Thus, (6.25) and (6.26) follow from (6.24).
To see that the latter holds, let B1,B2 ∈ B(C). It is easily seen that
PS⊗1(B1) = PS(B1)⊗ 1 and P1⊗T (B2) = 1 ⊗ PT (B2).
Hence,
μS⊗1,1⊗T (B1 ×B2) = (τ1 ⊗ τ2)
[(
PS(B1)⊗ 1
)∩ (1 ⊗ PT (B2))]
= τ1
(
PS(B1)
)
τ2
(
PT (B2)
)
= μS(B1)μT (B2)
= (μS ⊗μT )(B1 ×B2).
This proves (6.24). 
7. Polynomials in n commuting variables
In this final section we will prove:
Theorem 7.1. Let n ∈ N, and let q be a polynomial in n commuting variables, i.e. q ∈
C[z1, . . . , zn]. Then for every n-tuple (T1, . . . , Tn) of commuting operators in M, one has that
μq(T1,...,Tn) = q(μT1,...,Tn), (7.1)
where q(μT1,...,Tn) is the push-forward measure of μT1,...,Tn via q :Cn → C.
The proof relies on the previous sections and a few technical lemmas.
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Borel sets A ⊆ Ci and B ⊆ Cn−i , one has that
PT1,...,Tn(A×B) = PT1,...,Ti (A) ∧ PTi+1,...,Tn(B). (7.2)
Proof. Fix Borel sets A1, . . . ,Ai ⊆ C, put A = A1 ×· · ·×Ai , and let B ⊆ Cn−i be any open set.
Then we may write B as a disjoint union of Cartesian products of Borel sets B(j)m , i + 1 j  n,
i.e.
B =
∞⋃
m=1
[
B(i+1)m × · · · ×B(n)m
]
.
Then by Theorem 5.3, (7.2) holds. Now, let B ⊆ Cn−i be any Borel set. Then by Theorem 5.3,
PTi+1,...,Tn(B) =
∧
B⊆U, U open
PTi+1,...,Tn(U),
and it follows from the above that
PT1,...,Ti (A)∧ PTi+1,...,Tn(B) =
∧
B⊆U, U open
PT1,...,Ti (A) ∧ PTi+1,...,Tn(U) (7.3)
=
∧
B⊆U, U open
PT1,...,Tn(A×U). (7.4)
Since PT1,...,Tn(A×B) PT1,...,Tn(A×U) when B ⊆ U , this implies that
PT1,...,Ti (A) ∧ PTi+1,...,Tn(B) PT1,...,Tn(A×B). (7.5)
On the other hand, (7.4) shows that
τ
(
PT1,...,Ti (A)∧ PTi+1,...,Tn(B)
)= inf
B⊆U, U open τ
(
PT1,...,Tn(A×U)
)
= inf
B⊆U, U openμT1,...,Tn(A ×U).
For fixed A as above, the map B → μT1,...,Tn(A×B) defined on Borel subsets of Cn−i is a finite
(hence regular) Borel measure. Therefore we conclude that
τ
(
PT1,...,Ti (A)∧ PTi+1,...,Tn(B)
)= μT1,...,Tn(A×B) = τ(PT1,...,Tn(A×B)).
Comparing this identity with (7.5), we find that (7.2) holds for this particular A. Now fix an
arbitrary Borel set B ⊆ Cn−i , and proceed in the same manner. That is, at first assume that
A ⊆ Ci is open and verify that (7.2) holds in this case. Then finally consider an arbitrary Borel
set A. 
H. Schultz / Journal of Functional Analysis 236 (2006) 457–489 487Lemma 7.3. Let n ∈ N and let α ∈ C. Define an, m(α)n :Cn+1 → C by
an(z1, . . . , zn, zn+1) = (z1, . . . , zn + zn+1), (7.6)
m(α)n (z1, . . . , zn, zn+1) = (z1, . . . , αznzn+1). (7.7)
Then for any (n+ 1)-tuple (T1, . . . , Tn+1) of commuting operators in M one has that
μT1,...,Tn−1,Tn+Tn+1 = an(μT1,...,Tn+1) (7.8)
and
μT1,...,Tn−1,αTnTn+1 = m(α)n (μT1,...,Tn+1). (7.9)
Proof. The proof is based on Lemma 7.2 and the fact that by (6.17) and (6.23), for any Borel set
B ⊆ C we have
PTn+Tn+1(B) = PTn,Tn+1
(
1−1(B)
) (7.10)
and
PαTnTn+1(B) = PαTn,Tn+1
(
m−1(B)
)= PTn,Tn+1((m(α))−1(B)).
In order to prove (7.8), consider arbitrary Borel sets B1, . . . ,Bn ⊆ C. We must show that
μT1,...,Tn−1,Tn+Tn+1(B1 × · · · ×Bn) = μT1,...,Tn+1
(
a−1n (B1 × · · · ×Bn)
)
,
i.e. that
μT1,...,Tn−1,Tn+Tn+1(B1 × · · · ×Bn) = μT1,...,Tn+1
(
B1 × · · · ×Bn−1 × a−1(Bn)
)
. (7.11)
But by Lemma 7.2 and by (7.10),
PT1,...,Tn−1,Tn+Tn+1(B1 × · · · ×Bn) = PT1(B1)∧ · · · ∧ PTn−1(Bn−1)∧ PTn+Tn+1(Bn)
= PT1(B1)∧ · · · ∧ PTn−1(Bn−1)∧ PTn,Tn+1
(
a−1(Bn)
)
= PT1,...,Tn+1
(
B1 × · · · ×Bn−1 × a−1(Bn)
)
,
and this proves (7.11). (7.9) follows in a similar way. 
Lemma 7.4. Let n ∈ N, and let σ ∈ Sn (the group of permutations of {1,2, . . . , n}). Then for any
n-tuple (T1, . . . , Tn) of commuting operators in M,
μTσ(1),...,Tσ(n) = σ(μT1,...,Tn), (7.12)
where identify σ with the corresponding permutation of coordinates Cn → Cn.
Proof. This follows easily from Theorem 4.1. 
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fi(z1, . . . , zn) = (z1, . . . , zn, zi).
Then for n commuting operators T1, . . . , Tn ∈M, one has that
μT1,...,Tn,Ti = fi(μT1,...,Tn). (7.13)
Proof. Given Borel sets B1, . . . ,Bn+1 ⊆ C we must show that
μT1,...,Tn,Ti (B1 × · · · ×Bn+1) = μT1,...,Tn
(
f−1i (B1 × · · · ×Bn+1)
)
. (7.14)
Clearly,
f−1i (B1 × · · · ×Bn+1) = B1 × · · · × (Bi ∩Bn+1)× · · · ×Bn
so that the right-hand side of (7.14) is
τ
(
PT1(B1)∧ · · · ∧ PTi (Bi ∩Bn+1)∧ · · · ∧ PTn(Bn)
)
= τ(PT1(B1)∧ · · · ∧ PTi (Bi) ∧ PTi (Bn+1)∧ · · · ∧ PTn(Bn)).
But this is exactly the left-hand side of (7.14) and we are done. 
We will not give the proof of Theorem 7.1 in full generality but rather, by way of an example,
illustrate how it goes. Consider for instance 3 commuting operators T1, T2, T3 ∈ M and the
polynomial q ∈ C[z1, z2, z3] given by
q(z1, z2, z3) = 1 + 2z22 + z1z2z3. (7.15)
At first define φ1 : C3 → C5 by
φ1(z1, z2, z3) = (z2, z2, z1, z2, z3).
By repeated use of Lemmas 7.4 and 7.5 we find that
μT2,T2,T1,T2,T3 = φ1(μT1,T2,T3).
Next define φ2 :C5 → C2 by
φ2(z1, . . . , z5) = (2z1z2, z3z4z5),
and by repeated use of (7.9) and Lemma 7.4 conclude that
μ2T 22 ,T1T2T3
= (φ2 ◦ φ1)(μT1,T2,T3).
With φ3 :C2 → C given by
φ3(z1, z2) = z1 + z2
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μ(q−1)(T1,T2,T3) = (φ3 ◦ φ2 ◦ φ1)(μT1,T2,T3) = (q − 1)(μT1,T2,T3).
It is now a simple matter to show that for all λ ∈ C,
τ
(
log
∣∣q(T1, T2, T3)− λ1∣∣)=
∫
C
log |z − λ|dq(μT1,T2,T3)(z),
and then by Brown’s characterization of μq(T1,T2,T3), μq(T1,T2,T3) = q(μT1,T2,T3), as desired.
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