Despite the great successes of machine learning, it can have its limits when dealing with insufficient training data. A potential solution is to incorporate additional knowledge into the training process which leads to the idea of informed machine learning. We present a research survey and structured overview of various approaches in this field. We aim to establish a taxonomy which can serve as a classification framework that considers the kind of additional knowledge, its representation, and its integration into the machine learning pipeline. The evaluation of numerous papers on the bases of the taxonomy uncovers key methods in this field.
Introduction
Machine learning has shown great success in building models for pattern recognition in domains ranging from computer vision [1] over speech recognition [2] and text understanding [3] to Game AI [4] . In addition to these classical domains, machine learning and in particular deep learning become more and more important and successful in various fields of engineering and science [5] , [6] , [7] . These success stories are grounded in the data-based nature of the approach of learning from a tremendous number of examples.
There are many circumstances, however, where purely data-driven approaches find their limits or lead to unsatisfactory results. The most obvious scenario is that not enough data is available to train sufficiently complex models. Beyond that there can be a need to further increase the performance of a model as well as its efficiency, e.g., by reducing training or inference time. Another important aspect is that a purely data-driven model might not meet constraints such as dictated by natural laws or regulatory or security guidelines. With machine learning models becoming more and more complex, there is also a rising need for models to be interpretable and transparent. Last but not least, there is a general interest to increase the abstraction capabilities of machine learning models to facilitate transfer learning.
These issues have led to increased research on how to improve machine learning models by explicitly incorporating domain knowledge into the learning process. For instance, knowledge data bases have been used together with regular training data in hybrid learning for neural networks [8] . Logic rules [9] , [10] , [11] or science-based constraints [12] , [13] have been added as an additional regularization term to the loss function. Knowledge graphs can enhance neural networks with knowledge about relations between instances [14] , which is of specific interest in image classification [15] , [16] or text analysis [17] . Finally, physical simulations have been used to enrich data in machine learning [18] , [19] , [20] .
Although all these works have the same goal of integrating additional knowledge into machine learning, they differ in the type of knowledge and how it is integrated into the learning process. They also have different names such as knowledge-based artificial neural networks [8] , physics-guided neural networks [12] , semantic-based regularization [11] , physics-informed neural networks [21] , or physics-informed machine learning [20] . The heterogeneity in both the nomenclature and the underlying approaches hampers a comprehensible understanding of the state-ofthe art of integrating additional knowledge into machine learning and raises the need for a careful survey.
Recent surveys provide partial overviews of the field. For example, Karpatne et. al [22] establish the paradigm of "theory-guided data science" and describe ways of enforcing scientific consistency in machine learning models. Another survey [23] focuses on graph neural networks and a research direction framed as "relational inductive bias". These surveys, however, concentrate on specific types of knowledge.
This work aims at a comprehensive survey that gives an overview of the integration of additional knowledge into machine learning for various types of knowledge and integration approaches and points out (potential) links between different approaches and open research questions. Our main contribution is a taxonomy that can be used as a classification framework. Moreover, we propose the term informed machine learning to subsume research on the explicit incorporation of additional knowledge into machine learning models.
Our presentation is structured as follows: First, we position the term informed machine learning in a broader context and give a delineation to related areas. Second, we describe our taxonomy and the underlying methodology. Subsequently, we classify research papers according to this In conventional machine learning, data is the input to a learning process, which detects patterns in the data (black arrows). In informed machine learning additional knowledge is explicitly taken into account, so that it builds a second source of information. The knowledge can be integrated in the data, the learning process, or to the patterns (blue arrows). Our focus is on the integration into the learning process.
taxonomy and identify different major routes of integrating additional knowledge. This survey is work in progress. In future versions, we will give a detailed description of the different routes, unify concepts, and give an outlook on future directions, in particular, from the application point of view.
Informed Machine Learning
In this section we describe our notion of informed machine learning, its scientific background and give a delineation to related areas.
Definition
Informed machine learning constitutes a form of hybrid learning where the two sources of information are Data & Knowledge. The information flow of informed machine learning is shown in Figure 1 . In principle, the additional knowledge can be integrated at three different stages of the machine learning pipeline: The training data, the learning process itself, or the final pattern, i.e., the trained model.
Using human knowledge in data acquisition, e.g. through simple data annotation or feature selection by consulting with domain experts, is a standard approach in machine learning. However, we do not consider this as informed machine learning since knowledge is only used to create the data but not to provide a second source of information besides the data. In contrast, if knowledge creates a second data source which serves together with the original data as a hybrid source, we consider this as informed machine learning. An example is simulation-based learning, where simulations are used to create additional labeled data [12] .
The focus of this study is on that form of informed machine learning where knowledge is integrated directly into the machine learning process. The learning process can be described in two component: The hypothesis space, and the training algorithm. The goal is to integrate the knowledge such that it has a regularization effect. Examples are the extension of the loss function by science-based constraints [12] , [13] which then serve as regularizing consistency terms, or choosing a specific subset of the hypothesis space [16] , [24] .
It is important to note that we do not try to define a hard boundary between non-informed and informed machine learning. Neither do we imply that traditional machine learning does not make use of expert knowledge. Machine learning models have always been informed by assumptions based on knowledge. Our main goal is to provide a literature survey about recent research directions that make these assumptions more explicit.
Background and Related Areas
If we consider a scientific spectrum between conventional machine learning as a purely data-based approach and conventional mathematical modelling as a purely knowledge-based approach, informed machine learning resides between these two extremes.
The focus of our survey is the incorporation of additional knowledge in machine learning. We do not include the opposite direction of informed machine learning, that is how machine learning as a data-based approach can be used for knowledge-based approaches, e.g. surrogate modelling in simulation sciences, grey-box modelling in engineering, or data science for scientific discovery.
With respect to the different learning categories, informed machine learning is important in all of them ranging from supervised, unsupervised and reinforcement learning to active learning. We do not exclude any of these categories, however, the majority of the analyzed papers are from the field of supervised learning.
Taxonomy
In this section we introduce our taxonomy for informed machine learning. We focus on the process of integrating knowledge into the machine learning pipeline and divide this process into three stages. Each of these stages comes along with a corresponding question: Q1: Which type of knowledge is integrated? Q2: How is this knowledge represented or transformed (for the use in machine learning)? Q3: Where is the knowledge integrated in the machine learning pipeline?
We answer these three questions for each analyzed paper. Based on a comparative and iterative approach, we find that specific answers occur frequently. As a consequence, we propose a taxonomy which can serve as a classification framework ( Figure 2 ). For each of our guiding questions, we propose a set of possible answers which we discuss in detail in the following.
Knowledge Type
We describe knowledge on a qualitative level and consider a spectrum ranging from formalized to not formalized are not necessarily disjoint but rather build a continuous spectrum from formalized to not formalized knowledge. The small circle on the following connecting line illustrates that a mixture of knowledge types can be merged and is then processed further. The answers to the two following questions, "How is the knowledge represented or transformed?" and "Where is the knowledge integrated in the machine learning pipeline?" are disjoint but can occur in combination. The goal of this taxonomy is to sort research activities according to this framework so that specific paths along the categories represent research sub-fields. knowledge. A formal definition of knowledge is beyond the scope of this survey. The interested reader may consult a definition of knowledge in the context of data science given by Fayyad et al. [25] .
We roughly position different types of knowledge along their degree of formality, from the natural sciences, over process flow and world knowledge, to (expert's) intuition. This list of knowledge types is neither complete nor sharply distinguishable or disjoint. Often, knowledge can be assigned to several of these types.
Knowledge acquired in the (natural) sciences is typically formalized either in terms of mathematical equations (e.g. physical laws) or in terms of relations between instances and/or classes (e.g. the standard model in physics, ontologies in biology, etc.).
Such relations between objects do not need to origin from the sciences but can also be information about process flows or some form of aggregated human knowledge (e.g. knowledge bases like wikipedia) to which we refer as world knowledge.
In contrast, intuitive knowledge is not formalized. This form of knowledge can be general (intuitive physics, intuitive psychology) or specific to individuals: an engineer acquires knowledge by several years of experience working in a specific domain. In the context of cognitive science, this implicit knowledge is used by humans to reason in the world surrounding them [26] .
Knowledge Representation and Transformation
This category describes how knowledge is transformed or represented so that it can be used in the machine learning pipeline. In the following we list various types, which we encountered so far in our literature survey.
Logic Rules evaluate Boolean expressions and return a conclusion. These rules can be (hard) logic rules with a discrete output space, soft logic rules where the outcome is a random binary variable, and fuzzy logic rules where the output is a scalar in a continuous space.
Constraints are mathematical expressions in terms of equations or inequalities.
Differential equations describe changes of variables with respect to space or time.
Statistical relations can be in the form of correlations, conditional distributions or causal probabilistic dependencies.
Similarity measures allow to evaluate the similarity of data points.
Symmetries describe invariances under transformations such as translations or rotations.
Knowledge graphs consist of nodes describing concepts connected by edges describing relations. In addition, a node may also have attributes.
Simulations take a mathematical model as input and explicitly solve for certain entities. They provide a way of transforming knowledge into data points.
Human interaction offers a way of transforming the knowledge of a particular human into a machine readable signal, for instance via speech or keyboard input.
Knowledge Integration
In general, machine learning tries to approximate an unknown target function and requires four different components. The training data consisting of inputs (and targets in the supervised setting), the hypothesis space, the training algorithm, and the final hypothesis. In each of these, one can incorporate additional knowledge and we provide intuitive examples in the following.
Training Data. A standard way of incorporating knowledge is to consider the underlying training data. A classical example is feature engineering where features are created from a specific combination of other features according to an expert's intuition. A more explicit form of informed machine learning that goes beyond feature engineering is simulationbased machine learning where the training data is augmented through simulation results.
Hypothesis Space. Integrating knowledge into the hypothesis space is common in the sense, say, defining a neural network's architecture and hyper-parameters. For example, a convolutional neural network applies knowledge of locality and translation invariance of objects in images. More generally, knowledge can be integrated by choosing the structure of the model. In the case of probabilistic models, expert knowledge can be incorporated into the structure of the probability distributions, for example, in form of existing or non-existing links between variables.
Training Algorithm. Training algorithms typically involve a loss function that can be modified according to additional knowledge, for example, by designing an appropriate regularizer. In the case of probabilistic models, Figure 4 : Another example of a path through the taxonomy. This path illustrates papers that use as a knowledge type some kind of world knowledge, represent it in form of knowledge graphs, and integrate them into the hypothesis space.
expert knowledge can be integrated in form of probability distributions of a parameter set via Bayesian priors.
Final Hypothesis. Finally, the output of the pipeline, i.e. the final hypothesis, can be bench-marked against existing knowledge. For example, predictions that are not in line with known constraints could be filtered and/or marked as suspicious.
Examples
In order to illustrate the use of the informed machine learning taxonomy, we show two paths through the taxonomy. We chose two paths that we frequently observed for different research papers and thus represent prominent directions of research.
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Tr. Algorithm (Det.) [41] , [42] , [43] Simulation Tr. Data [12] , [18] , [19] , [44] , [45] Table 1: Paths that occur most frequently (three or more literature items) in our taxonomy. Figure 3 shows the path from natural sciences, over constraints, to the training algorithm (integration by adding a regularizing term in the loss function). An exemplary paper for this approach is [12] where the authors improve databased lake temperature modelling by integrating physical laws which define relations between temperature, density and height. Figure 4 shows the path from world knowledge, over knowledge graphs, to the hypothesis space (integration by choosing the model structure). An exemplary paper for this is [16] which improve object detection in images by incorporating knowledge graphs of relations among objects.
Literature Classification
A classification of the reviewed literature according to our taxonomy can be found in Table 2 .
Each paper can be assigned to one (or more) entries for each category. We compare the entries for the categories representation/transformation and integration and observe that specific combinations occur frequently. The most frequent "paths" through the taxonomy are listed in Table 1 . These paths comprise similar papers and form sub-fields of informed machine learning research. These sub-fields will be described and analyzed in more detail in a future version of our survey paper.
Summary and Outlook
In this paper, we considered the term informed machine learning to describe the idea of explicitly integrating additional knowledge into data-driven machine learning. Our main contribution was a taxonomy which classifies scientific papers in this area based on their particular integration method. This classification revealed similarities between papers and allowed us to identify sub-fields which we will investigate in detail in future versions of this survey. 
