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UNIQUE ASYMPTOTICS OF COMPACT ANCIENT
SOLUTIONS TO THREE-DIMENSIONAL RICCI FLOW
SIGURD ANGENENT, SIMON BRENDLE, PANAGIOTA DASKALOPOULOS, AND
NATASA SESUM
Abstract. We consider compact ancient solutions to the three-dimensional
Ricci flow which are noncollapsed. We prove that such a solutions is ei-
ther a family of shrinking round spheres, or it has a unique asymptotic
behavior as t→ −∞ which we describe. This analysis applies in partic-
ular to the ancient solution constructed by Perelman.
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1. Introduction
A solution to a geometric evolution equation such as the Ricci flow or
the Mean Curvature Flow is called ancient if it exists for all t ∈ (−∞, T ],
for some T . In the special case where the ancient solution exists for all
t ∈ (−∞,∞), it is called eternal. Ancient solutions were first studied by
Hamilton [19]. They play a central role in Perelman’s work [25],[26] on
singularity formation in the Ricci flow in dimension 3. In particular, blow up
limits at a singularity give rise to an ancient solution. In higher dimensions,
there is a similar picture if we assume that the initial metric has positive
isotropic curvature (see [20], [4]). For all these flows, the requirement that a
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solution should exist for all times t ≤ T is quite restrictive, especially when
combined with a noncollapsing assumption or a positive curvature condition.
In various cases, it is possible to give a complete classification; this gives a
very precise description of how singularities form.
For the two-dimensional Ricci flow, Perelman [25] proved that there is only
one noncollapsed ancient solution, namely the shrinking spheres. Daskalopou-
los, Hamilton, and Sˇesˇum [14] gave a complete classification of all compact
ancient solutions to the Ricci flow in dimension 2, without any noncollapsing
assumptions. It turns out that the complete list contains only the shrinking
spheres and the King solution. The latter was first discovered by King [22]
(and later independently by Rosenau [27]) in the context of the logarith-
mic fast-diffusion equation on R2. The King solution also appears as the
sausage model in the context of quantum field theory, in the independent
work of Fateev-Onofri-Zamolodchikov [16]. While the King solution is not
self-similar, it may be visualized as two cigar solitons glued together. Non-
compact ancient solutions to the two-dimensional Ricci flow were classified
by Daskalopoulos and Sˇesˇum [15] (see also [10]). It turns out in this case the
only ancient solutions with bounded curvature are the cigar solitons. This
gives a classification of all ancient solutions to the two-dimensional Ricci
flow, covering both the compact and noncompact case.
Solutions analogous to the King solution exist in the higher dimensional
Yamabe flow as well. Like the King solution, this is a rotationally symmetric
ancient solution which is not self-similar. It can be written in closed form,
and was found by King [22]. However, in the case of the Yamabe flow many
more ancient solutions exist. The known examples on Sn include a fine-
parameter family of Type I ancient solutions found in [11] (which includes
the King solution as a special case), and the so-called ”towers of bubbles”
constructed in [12] (which are of Type II). These examples suggest that it
will be difficult to classify all ancient solutions to the Yamabe flow.
For curve shortening flow (i.e. mean curvature flow for curves in the
plane), Daskalopoulos, Hamilton, and Sˇesˇum [13] classified all ancient com-
pact convex solutions by showing that the only possibilities are the shrinking
circles and the so-called Angenent ovals. In higher dimensions, White [28]
and Haslhofer and Hershkovits [21] constructed compact ancient solutions
which are rotationally symmetric but are not solitons. These can be viewed
as the higher dimensional generalization of the Angenent ovals; however, no
closed form expression seems to exist. For mean curvature flow in R3, Bren-
dle and Choi [6] classified all noncompact ancient solutions which are convex
and noncollapsed: the only example is the rotationally symmetric bowl soli-
ton which moves by translations under the flow. An analogous result holds
in higher dimensions, under an additional assumption that the ancient solu-
tion is uniformly two-convex (cf. [7]). Angenent, Daskalopoulos, and Sˇesˇum
[2] recently classified all compact ancient solutions which are uniformly two-
convex and noncollapsed. They showed that, besides the shrinking spheres,
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there is only one example, namely the ancient oval solution constructed by
White [28] and by Haslhofer–Hershkovits [21].
Our main focus in this paper will be the Ricci flow in dimension 3. In the
three-dimensional case, Perelman made the following conjecture:
Conjecture 1.1 (Perelman [25]). Let (M,g(t)) be a noncompact ancient
solution to the Ricci flow in dimension 3 which is κ-noncollapsed and has
positive curvature. Then (M,g(t)) is isometric to the Bryant soliton.
The first major step towards Perelman’s conjecture was carried out in
[3], where it was shown that the Bryant soliton is the only steady gradient
Ricci soliton in dimension 3 which is noncollapsed and has positive cur-
vature. Perelman’s conjecture was recently solved in full generality in [5].
The proof in [5] consists of two parts. In the first part, it is shown that
any noncompact ancient κ-solution which is rotationally symmetric must be
the Bryant soliton. In the second part, it is shown that every noncompact
ancient κ-solution is, in fact, rotationally symmetric.
In the compact case, Perelman established the existence of a rotationally
symmetric ancient κ-solution on S3. This ancient solution is of Type II, i.e.
supS3×(−∞,0](−t)R(x, t) = ∞. Perelman’s solution can be viewed as the
three-dimensional analogue of the two-dimensional King solution. However,
unlike the King solution (which is collapsed), Perelman’s ancient solution is
noncollapsed. Going forward in time, Perelman’s ancient solution shrinks
to a round point. As t → −∞, Perelman’s ancient solution looks like two
Bryant solitons glued together.
The following conjecture can be viewed as the analogue of Perelman’s
Conjecture 1.1 in the compact setting:
Conjecture 1.2. Let (S3, g(t)) be a compact ancient solution to the Ricci
flow in dimension 3 which is κ-noncollapsed and has positive curvature.
Then g(t) is either a family of contracting spheres or Perelman’s ancient
solution.
As pointed out in [5], the methods in that paper imply that any compact
ancient κ-solution in dimension 3 must be rotationally symmetric. The
classification of compact ancient solutions with rotational symmetry is a
difficult problem. A major challenge in this problem comes from the fact
that Perelman’s solution is not given in explicit form and is not a soliton.
A similar challenge appears in the classification of ancient compact ancient
solutions to mean curvature flow which was resolved in [2]. To overcome this
problem, one needs a very precise understanding of the asymptotic behavior
of the ancient solution as t→ −∞. In this paper, we carry out the necessary
asymptotic analysis for compact rotationally symmetric ancient solutions to
the three-dimensional Ricci flow:
Theorem 1.3. Let (S3, g(t)) be a rotationally symmetric ancient κ-solution
which is not isometric to a family of shrinking spheres. Then we can find
a reference point q ∈ S3 such that the following holds. Let F (z, t) denote
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the radius of the sphere of symmetry in (S3, g(t)) which has signed distance
z from the reference point q. Then the profile F (z, t) has the following
asymptotic expansions:
(i) Fix a large number L. Then, as t→ −∞, we have
F (z, t)2 = −2t− z
2 + 2t
2 log(−t) + o
( (−t)
log(−t)
)
for |z| ≤ L√−t
(ii) Fix a small number θ > 0. Then as t→ −∞, we have
F (z, t)2 = −2t− z
2
2 log(−t) + o(−t)
for |z| ≤ 2√1− θ2
√
(−t) log(−t).
(iii) The reference point q has distance (2+o(1))
√
(−t) log(−t) from each
tip. The scalar curvature at each tip is given by (1 + o(1)) log(−t)(−t) .
Finally, if we rescale the solution around one of the tips, then the
rescaled solutions converge to the Bryant soliton as t→ −∞.
In a forthcoming work [8], we will use Theorem 1.3 to settle Conjecture
1.2, in a similar way that results about unique asymptotics of ancient ovals
shown in [1] were used to prove the classification result of closed ancient
mean curvature flow solutions (see [2]).
In order to prove Theorem 1.3 we will combine techniques developed in
[1] and [5]. In [5], under the assumption on rotational symmetry, Brendle
constructed barriers by using gradient Ricci solitons with singularity at the
tip which were found by Bryant [9]. In the proof of Theorem 1.3, we use
these barriers to localize our equation in the parabolic region, similarly as
in [1] and [5]. The localization enables us to do spectral decomposition in
the parabolic region and obtain refined asymptotics of our solution in the
parabolic region.
The outline of the paper is as follows: In Section 2, we record some basic
properties of compact ancient κ-solutions. In particular, we show that, if −t
is sufficiently large, the solution looks like the Bryant soliton near each tip.
In Section 3, we use the barriers from [5] to achieve the spectral ecomposition
of our solution. This allows us to apply the Merle-Zaag lemma (see in [24]).
This leaves us with two possibilities: either the positive modes dominate, or
the neutral mode dominates. The former case is ruled out in Section 4. In
the latter case, we obtain precise asymptotics in the parabolic region (see
Section 5). Subsequently, we combine this exact behavior in the parabolic
region together with barrier arguments to obtain the precise behavior of our
solution in the intermediate region (see Section 6). Finally, in Section 7,
we obtain the precise behavior of the distance from the reference point q to
each tip. Combining this estimate with Hamilton’s Harnack inequality [18],
we obtain precise asymptotics for the scalar curvature at each tip.
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2. Basic properties of compact ancient solutions
Throughout this paper, we assume that (S3, g(t)), t ∈ (−∞, 0], is an
ancient κ-solution which is rotationally symmetric. Moreover, we assume
that (S3, g(t)) is not a family of shrinking round spheres.
Lemma 2.1. The asymptotic soliton of (S3, g(t)) is a cylinder. In other
words, suppose that we fix a point q ∈ S3. Consider a sequence of times
tk → −∞ and a sequence of points pk ∈ S3 such that supk ℓ(pk, tk) < ∞,
where ℓ denotes the reduced distance from (q, 0). If we dilate the mani-
fold (S3, g(tk)) around the point pk by the factor (−tk)−
1
2 , then the rescaled
manifolds converge to a cylinder of radius
√
2.
Proof. By work of Perelman [25], the limit is a shrinking gradient Ricci
soliton. We distinguish two cases:
Case 1: If the limit is compact, then it must have constant sectional
curvature 14 . In particular, the sectional curvatures of (S
3, g(tk)) lie in the
interval [ 1−εk(−4tk) ,
1+εk
(−4tk) ], where εk → 0 as k → ∞. Hamilton’s curvature
pinching estimates now imply that (S3, g(t)) has constant sectional curvature
for each t (cf. [17]). Thus, (S3, g(t)) is a family of shrinking round spheres,
contrary to our assumption.
Case 2: If the limit is noncompact, then results of Perelman imply that
the limit is a cylinder of radius
√
2 (cf. [26], Section 1.1). This proves the
assertion.
Lemma 2.2. Given any sequence of times tk → −∞, we have
sup
x∈S3
R(x, tk) diamg(tk)(S
3, g(tk))→∞.
Proof. By work of Perelman [25], we can find a sequence of points pk ∈ S3
such that ℓ(pk, tk) ≤ 3 for each k. By Lemma 2.1, if we dilate the manifold
(S3, g(tk)) around the point pk by the factor (−tk)−
1
2 , then the rescaled
manifolds converge to a cylinder of radius
√
2. From this, the assertion fol-
lows.
Proposition 2.3. Consider a sequence of times tk → −∞ and an arbitrary
sequence of points xk ∈ S3. If we dilate the flow around the point (xk, tk) by
the factor R(xk, tk)
1
2 , then (after passing to a subsequence) the rescaled flows
converge to either a family of shrinking cylinders or the Bryant soliton.
Proof. By Perelman’s compactness theorem for ancient κ-solutions, the
rescaled flows converge to an ancient κ-solution. If the limit is compact, then
supk supx∈S3 R(x, tk) diamg(tk)(S
3, g(tk)) < ∞, which contradicts Lemma
2.2. Consequently, the limit must be noncompact. The results in [5] now
imply that the limit is either a family of shrinking cylinders or the Bryant
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soliton.
Proposition 2.4. Consider a sequence of times tk → −∞. If we rescale
the solution around one of the tips, then the rescaled solutions converge to
the Bryant solution.
Proof. By symmetry, the tracefree part of the Ricci tensor vanishes at
the tip. Consequently, if we rescale around the tip, the limit cannot be a
cylinder. By Proposition 2.3, the only possible limit is the Bryant soliton.
Corollary 2.5. Let Rtip,1(t) and Rtip,2(t) denote the scalar curvature at the
tips. Then d
dt
Rtip,1(t) ≤ o(1)Rtip,1(t)2 and ddtRtip,2(t) ≤ o(1)Rtip,2(t)2.
Proof. This is a direct consequence of Proposition 2.4.
Corollary 2.6. We have (−t)Rtip,1(t) → ∞ and (−t)Rtip,2(t) → ∞ as
t→ −∞.
Proof. This follows by integrating the differential inequality in Corollary
2.5.
Proposition 2.7. Given ε > 0 and δ > 0, we can find a time t0 = t0(ε, δ)
so that the following holds. Suppose (p, t) is a point in spacetime such that
t ≤ t0, and the radius of the sphere of symmetry through (p, t) is at least
δ
√−2t. Then (p, t) lies at the center of an ε-neck.
Proof. We argue by contradiction. Suppose that there exists a sequence
of points (pk, tk) in space-time with the following properties:
• tk → −∞.
• The sphere of symmetry through (pk, tk) has radius at least δ
√−2tk.
• The point (pk, tk) does not lie at the center of an ε-neck.
By assumption, the sphere of symmetry through (pk, tk) has radius rk ≥
δ
√−2k. At the point (pk, tk), the sectional curvature of the plane tangent
to the sphere of symmetry is at most r−2k . Consequently, the minimum
sectional curvature at (pk, tk) satisfies Kmin(pk, tk) ≤ r−2k ≤ 1δ2(−2k) .
Since the point (pk, tk) does not lie at the center of an ε-neck, we must have
lim infk→∞R(pk, tk)−1Kmin(pk, tk) > 0. Since (−tk)Kmin(pk, tk) ≤ 12δ2 , it
follows that lim supk→∞(−tk)R(pk, tk) < ∞. On the other hand, we have
(−tk)Rtip,1(tk) → ∞ and (−tk)Rtip,2(tk) → ∞ by Corollary 2.6. This
gives R(pk, tk)
−1Rtip,1(tk) → ∞ and R(pk, tk)−1Rtip,2(tk) → ∞. By Perel-
man’s longrange curvature estimate, the distance of (pk, tk) from each tip
is bounded from below ρk R(pk, tk)
− 1
2 , where ρk → ∞. Hence, if we dilate
the flow around the point (pk, tk) by the factor R(pk, tk)
1
2 and pass to the
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limit, then the limit contains a line. By the Cheeger-Gromov splitting the-
orem, the limit splits off a line. Thus, the limit is a cylinder. Therefore,
(pk, tk) must lie on an ε-neck if k is sufficiently large. This is a contradiction.
3. Asymptotic analysis near the cylinder
We begin by fixing a base point q. This point will be chosen such that
lim supt→−∞(−t)R(q, t) ≤ 100. The existence of such a point follows from
the Neck Stability Theorem of Kleiner and Lott [23]. The result in [23] is
stated in the noncompact setting, but the argument can be easily adapted
to the compact case:
Proposition 3.1 (cf. Kleiner-Lott [23], Section 6). There exists a point
q ∈ S3 with the property that lim supt→−∞(−t)R(q, t) ≤ 100.
Proof. Suppose that the assertion is false. By Lemma 2.1, we can find a
sequence of points (qk, sk) in space-time and a sequence of positive numbers
εk → 0 with the property that (qk, sk) lies at the center of an evolving
εk-neck. Our assumption implies lim supt→−∞(−t)R(qk, t) > 100 for each
k. This implies lim supt→−∞(sk − t)R(qk, t) > 100 for each k. For each
k, we define tk := sup{t ≤ sk : (sk − t)R(qk, t) > 10}. Clearly, tk ≤
sk − ε−1k R(qk, sk)−1, (sk − tk)R(qk, tk) = 10, and (sk − t)R(qk, t) ≤ 10 for
all t ∈ [tk, sk].
Let ℓk(x, t) denote the reduced distance of (x, t) from (qk, sk), and let
Vk(t) =
∫
(sk − t)−
3
2 e−ℓk(x,t) dvolg(t) denote the reduced volume. By defi-
nition of tk, we have ℓ(qk, tk) ≤ 12√sk−tk
∫ sk
tk
√
sk − tR(qk, t) dt ≤ 100. For
each k, lim inft→−∞ Vk(t) ≥ Vcyl(−∞), where Vcyl(−∞) denotes the reduced
volume of a family of shrinking cylinders. Moreover, since (qk, sk) lies on
an εk-neck, we can find a sequence τk → −∞ such that lim supk→∞ Vk(sk +
τkR(qk, sk)
−1) ≤ Vcyl(−∞).
We now dilate the flow around the point (qk, tk) by the factor (sk− tk)−
1
2 .
By work of Perelman, the rescaled flows converge in the Cheeger-Gromov
sense to a smooth limit. On the limit, the reduced volume is constant,
and equals Vcyl(−∞). Consequently, the limit must be a shrinking gradient
Ricci soliton. Since (sk − tk)R(qk, tk) = 10 for each k, the limit is non-flat.
Moreover, the limit cannot have constant curvature, for otherwise our an-
cient solution (S3, g(t)) would have constant curvature, contradicting our
assumption. Thus, the limiting gradient soliton must be a cylinder with
scalar curvature 1. In particular, (sk − tk)R(qk, tk) → 1 as k → ∞. This
contradicts the fact that (sk − tk)R(qk, tk) = 10 for each k.
Proposition 3.2. Consider a sequence of times tk → −∞. If we dilate
the flow around the point (q, tk) by the factor (−tk)−
1
2 , then the rescaled
manifolds converge to a cylinder of radius
√
2.
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Proof. By our choice of q, we have lim supt→−∞(−t)R(q, t) < ∞. Con-
sequently, limt→−∞ ℓ(q, t) < ∞, where ℓ denotes the reduced distance from
(q, 0). Hence, the assertion follows from Lemma 2.1.
For each t, we denote by F (z, t) the radius of a sphere of symmetry which
has signed distance z from the reference point q. In particular, F (0, t) is the
radius of the sphere of symmetry passing through q. Since the manifold has
positive sectional curvature, we have Fzz ≤ 0. Moreover, we have Fz = ±1
at the tips. Consequently, −1 ≤ Fz ≤ 1 at each point in space-time.
Proposition 3.3. The function F satisfies the evolution equation
Ft(z, t) = Fzz(z, t) − F (z, t)−1 (1− Fz(z, t)2)
− 2Fz(z, t)
∫ z
0
Fzz(z
′, t)
F (z′, t)
dz′
= Fzz(z, t) − F (z, t)−1 (1 + Fz(z, t)2)
+ 2Fz(z, t)
[
F (0, t)−1 Fz(0, t)−
∫ z
0
Fz(z
′, t)2
F (z′, t)2
dz′
]
.
Proof. Let us fix a point p ∈ S3. Let r(t) denote the radius (with respect
to the metric g(t)) of the sphere of symmetry passing through the point p,
and let z(t) denote the signed distance of that sphere from the reference
point q. Clearly, r(t) = F (z(t), t), hence
r′(t) = Ft(z(t), t) + Fz(z(t), t) z′(t).
Using the formula
Ric = −Fzz
F
(g + dz ⊗ dz) + 1− F
2
z
F 2
(g − dz ⊗ dz),
we obtain
z′(t) = 2
∫ z(t)
0
Fzz(z
′, t)
F (z′, t)
dz′
and
r′(t) = Fzz(z(t), t) − F (z(t), t)−1 (1− Fz(z(t), t)2).
Putting these facts together, we obtain
Ft(z, t) = Fzz(z, t)− F (z, t)−1 (1− Fz(z, t)2)
− 2Fz(z, t)
∫ z
0
Fzz(z
′, t)
F (z′, t)
dz′.
Integration by parts gives
Ft(z, t) = Fzz(z, t) − F (z, t)−1 (1 + Fz(z, t)2)
+ 2Fz(z, t)
[
F (0, t)−1 Fz(0, t)−
∫ z
0
Fz(z
′, t)2
F (z′, t)2
dz′
]
.
This completes the proof.
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Definition 3.4. For each t, let rmax(t) = supz F (z, t) denote the maximum
radius at time t.
Lemma 3.5. We have −12 ddtrmax(t) ≥ 1. In particular, rmax(t) ≥
√−2t for
each t.
Proof. Consider the point where the radius is maximal. At that point,
F = rmax(t), Fz = 0, and Fzz ≤ 0. Using the evolution equation for F ,
we conclude that −12 ∂∂t(F 2) ≥ 1 at the point where the radius is maximal.
Thus, we conclude that −12 ddtrmax(t) ≥ 1. Integrating over t, we obtain
rmax(t) ≥
√−2t for each t. This completes the proof of Lemma 3.5.
Lemma 3.6. We have −12 ddtrmax(t) ≤ 1 + o(1) as t→ −∞. In particular,
rmax(t) ≤ (1 + o(1))
√−2t as t→ −∞.
Proof. Let ε > 0 be given. Let us consider the point where the radius
is maximal. At that point, F = rmax(t) ≥
√−2t and Fz = 0. Proposition
2.7 implies that the point where the radius is maximal lies on an ε-neck
if −t is sufficiently large. Hence, if −t is sufficiently large, then we have
Fzz ≥ −εF−1 at the point where the radius is maximal. Using the evolu-
tion equation for F , we obtain −12 ∂∂t(F 2) ≤ 1 + ε at the point where the
radius is maximal. Thus, we conclude that −12 ddtrmax(t) ≤ 1+ε if −t is suffi-
ciently large. Since ε > 0 is arbitrary, it follows that −12 ddtrmax(t) ≤ 1+o(1)
as t → −∞. This finally implies rmax(t) ≤ (1 + o(1))
√−2t as t → −∞.
This completes the proof of Lemma 3.6.
The following barrier argument plays a key role in our analysis:
Proposition 3.7. Suppose that a is sufficiently large. Moreover, suppose
that t¯ is a time with the property that rmax(t)√−2t ≤ 1 + 1100 a−2 for all t ≤ t¯.
Then Fz(z, t)
2 < ψa
(F (z,t)√−2t ) whenever t ≤ t¯ and F (z, t) ≥ r∗a−1√−2t, where
r∗ and ψa are defined as in [5].
Proof. Our assumption implies that F (z,t)√−2t ≤
rmax(t)√−2t ≤ 1+ 1100 a−2. Let I
denote the set of all times t ≤ t¯ with the property that Fz(z, t)2 < ψa
(F (z,t)√−2t )
whenever F (z, t) ≥ r∗a−1
√−2t. It follows from Proposition 2.7 that t ∈ I
if −t is sufficiently large (depending on a).
We claim that I = (−∞, t¯]. Suppose this is false. Let t0 := inf{t ∈
(−∞, t¯] : t /∈ I}. We can find a point z0 such that F (z0, t0) ≥ r∗a−1
√−2t0
and Fz(z0, t0)
2 = ψa
(F (z0,t0)√−2t0 ). Clearly, Fz(z0, t0) 6= 0 since ψa is positive; in
other words, the function z 7→ F (z, t0) does not attain its maximum at z0.
If F (z0, t0) = r∗a−1
√−2t0, then
Fz(z0, t0)
2 ≤ 1 < 2 + a−1βa(r∗) = ψa(r∗a−1) = ψa
(F (z0, t0)√−2t0
)
.
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This contradicts our choice of (z0, t0). Thus, we conclude that F (z0, t0) >
r∗a−1
√−2t0.
Since Fz(z0, t0) 6= 0, we can find a function u(r, t) such that Fz(z, t)2 =
u(F (z, t), t) in a neighborhood of the point (z0, t0). The function u is de-
fined in a neighborhood of (r0, t0), where r0 := F (z0, t0). Clearly, u(r, t) <
ψa
(
r√−2t
)
for t < t0, and u(r0, t0) = ψa
(
r0√−2t0
)
. As in [5], the function
u(r, t) satisfies
ut = uurr − 1
2
u2r + r
−2 (1− u) (rur + 2u).
On the other hand, the function Ψa(r, t) := ψa
(
r√−2t
)
satisfies
Ψa,t > ΨaΨa,rr − 1
2
Ψ2a,r + r
−2 (1−Ψa) (rΨa,r + 2Ψa).
This is a contradiction. This completes the proof of Proposition 3.7.
We now perform a rescaling. We define
G(ξ, τ) := e
τ
2 F (e−
τ
2 ξ,−e−τ )−
√
2.
Then
Gτ (ξ, τ) = Gξξ(ξ, τ) − 1
2
ξ Gξ(ξ, τ)
+
1
2
(
√
2 +G(ξ, τ)) − (
√
2 +G(ξ, τ))−1 (1 +Gξ(ξ, τ)2)
+ 2Gξ(ξ, τ)
[
(
√
2 +G(0, τ))−1 Gξ(0, τ) −
∫ ξ
0
Gξ(ξ
′, τ)2
(
√
2 +G(ξ′, τ))2
dξ′
]
.
Proposition 3.2 implies that, as τ → −∞, the functions G(ξ, τ) converges
to 0 in C∞loc.
Definition 3.8. For each τ , let ρmax(τ) := supξ G(ξ, τ) = e
τ
2 rmax(−e−τ )−√
2.
Lemma 3.9. We have ρmax(τ) ≥ 0 for each τ . Moreover, ρmax(τ) → 0 as
τ → −∞.
Proof. This is an immediate consequence of Lemma 3.5 and Lemma 3.6.
For each time τ¯ , we define
δ(τ¯ ) := sup
τ≤τ¯
(|G(0, τ)| + ρmax(τ)).
By definition, δ(τ¯ ) is an increasing function of τ¯ . Moreover, δ(τ¯ ) → 0 as
τ¯ → −∞.
Lemma 3.10. For −τ¯ sufficiently large, the function τ¯ 7→ δ(τ¯ ) is Lipschitz
continuous with Lipschitz constant 1. In particular, the function τ¯ 7→ δ(τ¯ )
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is differentiable almost everywhere, and 0 ≤ δ′(τ¯ ) ≤ 1 for −τ¯ sufficiently
large.
Proof. If −τ is sufficiently small, then the functions τ 7→ G(0, τ) and
τ 7→ Gξ(0, τ) are Lipschitz continuous with Lipschitz constant 14 . Moreover,
we have shown above that 12
d
dt
rmax(t)
2 → −1 as t → −∞. This implies
d
dτ
ρmax(τ) → 0 as τ → −∞. Hence, if −τ is sufficiently large, then the
function τ 7→ ρmax(τ) is Lipschitz continuous with Lipschitz constant 12 .
Putting these facts together, we conclude that the function τ¯ 7→ δ(τ¯ ) is Lip-
schitz continuous with Lipschitz constant 1. This proves the first statement.
The second statement follows from Rademacher’s theorem.
Proposition 3.11. Fix τ¯ , and let a := 110 δ(τ¯ )
− 1
2 . Then we have Gξ(ξ, τ)
2 ≤
ψa
(
1 + G(ξ,τ)√
2
)
whenever τ ≤ τ¯ and G(ξ, τ) ≥ (r∗a−1 − 1)
√
2, where r∗ is
defined as in [5].
Proof. By definition of δ(τ¯ ), we have ρmax(τ) ≤ δ(τ¯ ) for all τ ≤ τ¯ .
This implies rmax(t)√−2t ≤ 1 + δ(τ¯ ) for all t ≤ −e−τ¯ . Hence, we may ap-
ply Proposition 3.7 with t¯ = −e−τ¯ and a = 110 δ(τ¯ )−
1
2 . Using Propo-
sition 3.7, we conclude that Fz(z, t)
2 < ψa
(F (z,t)√−2t ) whenever t ≤ t¯ and
F (z, t) ≥ r∗a−1
√−2t. In other words, Gξ(ξ, τ)2 < ψa
(
1 + G(ξ,τ)√
2
)
when-
ever τ ≤ τ¯ and G(ξ, τ) ≥ (r∗a−1 − 1)
√
2.
Lemma 3.12. We have |G(ξ, τ)|+ |Gξ(ξ, τ)| ≤ C δ(τ)
1
4 for |ξ| ≤ 2δ(τ)− 1100 .
Proof. By definition of δ(τ), we have |G(0, τ)| ≤ δ(τ). Moreover, ap-
plying Proposition 3.11 with τ¯ = τ , we obtain Gξ(ξ, τ)
2 ≤ C δ(τ) whenever
G(ξ, τ) ≥ − 1√
2
. Putting these facts together, the assertion follows.
Lemma 3.13. We have
∣∣ ∂m
∂ξm
G(ξ, τ)
∣∣ ≤ C(m) for |ξ| ≤ δ(τ)− 1100 .
Proof. The proof is analogous to the noncompact case (see [5], Lemma
3.8).
Lemma 3.14. We have |Gξξ(ξ, τ)| ≤ C δ(τ)
1
8 for |ξ| ≤ δ(τ)− 1100 .
Proof. The proof is analogous to the noncompact case (see [5], Lemma
3.9).
Lemma 3.15. We have
|Gξ(0, τ)|4 ≤ C δ(τ)
1
100
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 |G(ξ, τ)|2 dξ
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and∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 |Gξ(ξ, τ)|4 dξ ≤ C δ(τ)
1
100
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 |G(ξ, τ)|2 dξ
+ C exp(−1
8
δ(τ)−
1
50 ).
Proof. The proof is analogous to the noncompact case (see [5], Lemma
3.10).
Lemma 3.16. We have∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 |Gτ (ξ, τ) −Gξξ(ξ, τ) + 1
2
ξ Gξ(ξ, τ)−G(ξ, τ)|2 dξ
≤ C δ(τ) 1100
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 |G(ξ, τ)|2 dξ +C exp(−1
8
δ(τ)−
1
50 ).
Proof. The proof is analogous to the noncompact case (see [5], Lemma
3.11).
We now perform a spectral decomposition for the operator
LG := Gξξ − 1
2
ξ Gξ +G.
This operator is symmetric with respect to the inner product ‖G‖2H =∫
R
e−
|ξ|2
4 G2 dξ. The eigenvalues of this operator are 1 − n2 , and the cor-
responding eigenfunctions are Hn(
ξ
2 ), where Hn is the n-th Hermite polyno-
mial. Let us write H = H+ ⊕H0 ⊕H−, where the subspace H+ is defined
as the span of H0(
ξ
2) and H1(
ξ
2 ), the subspace H0 is defined as the span of
H2(
ξ
2), and H− is the orthogonal complement of H+ ⊕ H0. Moreover, let
P+, P0, and P− denote the orthogonal projections associated with the direct
sum H = H+⊕H0⊕H−. The eigenvalues of the operator −Gξξ+ 12 ξ Gξ−G
on H+ are bounded from above by −12 . Similarly, the eigenvalues of the
operator −Gξξ + 12 ξ Gξ −G on H− are bounded from below by 12 .
Let χ denote a cutoff function satisfying χ(s) = 1 for s ∈ [−12 , 12 ], χ(s) = 0
for s ∈ R \ [−1, 1], and sχ′(s) ≤ 0 for all s ∈ R. We define
γ(τ) :=
∫
R
e−
ξ2
4 |G(ξ, τ)χ(δ(τ) 1100 ξ)|2 dξ,
γ+(τ) :=
∫
R
e−
ξ2
4 |P+(G(ξ, τ)χ(δ(τ)
1
100 ξ))|2 dξ,
γ0(τ) :=
∫
R
e−
ξ2
4 |P0(G(ξ, τ)χ(δ(τ)
1
100 ξ))|2 dξ,
γ−(τ) :=
∫
R
e−
ξ2
4 |P−(G(ξ, τ)χ(δ(τ)
1
100 ξ))|2 dξ.
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Clearly, 1
C
γ(τ) ≤ γ+(τ) + γ0(τ) + γ−(τ) ≤ C γ(τ). Using Lemma 3.12, we
obtain
γ(τ) ≤ C sup
{|ξ|≤δ(τ)− 1100 }
|G(ξ, τ)|2 ≤ C δ(τ) 14 .
In particular, γ(τ)→ 0 as τ → −∞.
We first analyze the evolution of γ+(τ), γ0(τ), and γ−(τ).
Lemma 3.17. We have
γ+(τ − 1) ≤ e−1 γ+(τ) + C δ(τ) 1200 sup
[τ−1,τ ]
γ(·) +C exp(− 1
64
δ(τ)−
1
50 ),
|γ0(τ − 1)− γ0(τ)| ≤ C δ(τ) 1200 sup
[τ−1,τ ]
γ(·) + C exp(− 1
64
δ(τ)−
1
50 ),
γ−(τ − 1) ≥ e γ−(τ)− C δ(τ) 1200 sup
[τ−1,τ ]
γ(·)− C exp(− 1
64
δ(τ)−
1
50 ).
Proof. This follows from Lemma 3.16. The proof is analogous to the
noncompact case (see [5], Lemma 3.12).
We next analyze the evolution of ρ(τ). We begin with a lemma:
Lemma 3.18. Fix a time τ , and let ξ∗ be the point where the function
G(ξ, τ) attains its maximum. Then 0 < −Gξξ(ξ∗, τ) ≤ C γ(τ)
1
4 .
Proof. Without loss of generality, we may assume that ξ∗ ≥ 0. Note that
2 |Gξξξ(ξ, τ)| ≤ C whenever G(ξ, τ) ≥ − 1√2 . Consequently, −Gξξ(ξ, τ) ≥
−12 Gξξ(ξ∗, τ) > 0 for all ξ ∈ [ξ∗ + 1C Gξξ(ξ∗, τ), ξ∗]. Since Gξ(ξ∗, τ) = 0,
it follows that Gξ(ξ, τ) ≥ 12C Gξξ(ξ∗, τ)2 for all ξ ≤ ξ∗ + Gξξ(ξ∗, τ). Since
ξ∗ ≥ 0 and Gξξ(ξ∗, τ) is very small, we know that ξ∗ +Gξξ(ξ∗, τ) ≥ −1, and
consequently Gξ(ξ, τ) ≥ 12C Gξξ(ξ∗, τ)2 for all ξ ≤ −1. We distinguish two
cases:
Case 1: If G(−3, τ) ≥ 0, then G(ξ, τ) ≥ 12C Gξξ(ξ∗, τ)2 for ξ ∈ [−2,−1].
Case 2: If G(−3, τ) ≤ 0, then G(ξ, τ) ≤ − 12C Gξξ(ξ∗, τ)2 for ξ ∈ [−5,−4].
In either case, we conclude that
∫ 5
−5 |G(ξ, τ)|2 dξ ≥ 14C2 Gξξ(ξ∗, τ)4. Con-
sequently, Gξξ(ξ∗, τ)4 is bounded by a large constant times γ(τ).
Lemma 3.19. The function ρ(τ) satisfies
d
dτ
ρmax(τ) ≥ ρmax(τ)− Cρmax(τ)2 − C γ(τ)
1
4 .
Proof. We compute
d
dτ
ρmax(τ) =
1
2
(
√
2 + ρmax(τ))− (
√
2 + ρmax(τ))
−1 +Gξξ(ξ∗, τ),
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where ξ∗ is the point where the function G(ξ, τ) attains its maximum. Using
Lemma 3.18, we obtain
d
dτ
ρmax(τ) ≥ ρmax(τ)− Cρmax(τ)2 − C γ(τ)
1
4 .
This proves the assertion.
Lemma 3.20. have
ρmax(τ − 1) ≤ e−
1
2 ρmax(τ) + C sup
[τ−1,τ ]
γ(·) 14
if −τ is sufficiently large.
Proof. Lemma 3.19 implies d
dτ
ρmax(τ) ≥ 12 ρmax(τ) − C γ(τ)
1
4 if −τ is
sufficiently large. If we integrate this differential inequality, the assertion
follows.
Lemma 3.21. We have
γ+(τ − 1) + ρmax(τ − 1)8
≤ e−1 (γ+(τ) + ρmax(τ)8) + C δ(τ)
1
200 sup
[τ−1,τ ]
γ(·) +C exp(− 1
64
δ(τ)−
1
50 ).
Proof. By Lemma 3.17, we have
γ+(τ − 1) ≤ e−1 γ(τ)+ + C δ(τ) 1200 sup
[τ−1,τ ]
γ(·) + C exp(− 1
64
δ(τ)−
1
50 )
Moreover, using Lemma 3.20 and Young’s inequality, we obtain
ρmax(τ − 1)8 ≤ e−1 ρmax(τ)8 + C sup
[τ−1,τ ]
γ(·)2.
Adding these inequalities, the assertion follows.
We now define
Γ(τ¯) := sup
τ≤τ¯
(γ(τ) + ρmax(τ)
8),
Γ+(τ¯) := sup
τ≤τ¯
(γ+(τ) + ρmax(τ)
8),
Γ0(τ¯ ) := sup
τ≤τ¯
γ0(τ),
Γ−(τ¯) := sup
τ≤τ¯
γ−(τ).
Clearly, 1
C
Γ(τ¯) ≤ Γ+(τ¯) + Γ0(τ¯) + Γ−(τ¯ ) ≤ C Γ(τ¯). It follows from Lemma
3.12 that γ(τ) ≤ C δ(τ) 14 . Moreover, ρmax(τ) ≤ δ(τ) by definition of δ(τ).
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Putting these facts together gives Γ(τ¯) ≤ C δ(τ¯ ) 14 . In particular, Γ(τ¯) → 0
as τ¯ → −∞. Using Lemma 3.21 and Lemma 3.17, we obtain
Γ+(τ¯ − 1) ≤ e−1 Γ+(τ¯) + C δ(τ¯ ) 1200 Γ(τ¯) + C exp(− 1
64
δ(τ¯ )−
1
50 ),
|Γ0(τ¯ − 1)− Γ0(τ¯ )| ≤ C δ(τ¯ ) 1200 Γ(τ¯) + C exp(− 1
64
δ(τ¯ )−
1
50 ),
Γ−(τ¯ − 1) ≥ eΓ−(τ¯)− C δ(τ¯ ) 1200 Γ(τ¯)− C exp(− 1
64
δ(τ¯ )−
1
50 ).
It follows from standard interpolation inequalities that |G(0, τ)| ≤ C γ(τ) 14 ,
hence supτ≤τ¯ |G(0, τ)| ≤ C Γ(τ¯ )
1
4 . Since supτ≤τ¯ ρmax(τ) ≤ Γ(τ¯)
1
8 , it follows
that
δ(τ¯ ) = sup
τ≤τ¯
(|G(0, τ)| + ρmax(τ)) ≤ C Γ(τ¯ )
1
8 .
Consequently, exp(− 164 δ(τ¯ )−
1
50 ) ≤ C δ(τ¯ )9 ≤ C δ(τ¯ )Γ(τ¯). Putting these
facts together, we conclude that
Γ+(τ¯ − 1) ≤ e−1 Γ+(τ¯) + C δ(τ¯ ) 1200 Γ(τ¯ ),
|Γ0(τ¯ − 1)− Γ0(τ¯)| ≤ C δ(τ¯ ) 1200 Γ(τ¯),
Γ−(τ¯ − 1) ≥ eΓ−(τ¯ )− C δ(τ¯ ) 1200 Γ(τ¯).
The following lemma is inspired by a lemma of Merle and Zaag (cf. [24],
Lemma A.1):
Proposition 3.22. We either have Γ0(τ¯ )+Γ−(τ¯) ≤ o(1) Γ+(τ¯), or Γ+(τ¯)+
Γ−(τ¯ ) ≤ o(1) Γ0(τ¯) as τ¯ → −∞.
Proof. By definition, Γ−(·) is an increasing function. This implies
Γ−(τ¯ ) ≥ Γ−(τ¯ − 1) ≥ eΓ−(τ¯) − o(1) Γ(τ¯ ). Thus, Γ−(τ¯) ≤ o(1) Γ(τ¯ ). If
lim supτ¯→−∞
Γ0(τ¯)
Γ+(τ¯)
= 0, then Γ0(τ¯) + Γ−(τ¯ ) ≤ o(1) Γ+(τ¯ ), and we are done.
Hence, it remains to consider the case lim supτ¯→−∞
Γ0(τ¯ )
Γ+(τ¯ )
> 0. Fix α > 0
so that lim supτ¯→−∞
Γ0(τ¯ )
Γ+(τ¯ ) > α. Let I := {τ¯ : Γ0(τ¯ ) > αΓ+(τ¯)}. Then
inf I = −∞. Moreover, if τ¯ ∈ I and −τ¯ is sufficiently large, then we have
Γ0(τ¯ − 1)− e 12αΓ+(τ¯ − 1) ≥ Γ0(τ¯)− e− 12αΓ+(τ¯)− o(1) Γ(τ¯ )
≥ (1− e− 12 ) Γ0(τ¯ )− o(1) Γ(τ¯ )
≥ 0
and, furthermore,
Γ0(τ)− e− 12αΓ+(τ) ≥ Γ0(τ¯ − 1)− e− 12αΓ+(τ¯ )
≥ Γ0(τ¯)− e− 12αΓ+(τ¯)− o(1) Γ(τ¯ )
≥ (1− e− 12 ) Γ0(τ¯)− o(1) Γ(τ¯ )
≥ 0
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for all τ ∈ [τ¯ − 1, τ¯ ]. In other words, if τ¯ ∈ I and −τ¯ is sufficiently large,
then τ¯ − 1 ∈ I, Γ0(τ¯−1)
Γ+(τ¯−1) ≥ e
1
2α, and Γ
0(τ)
Γ+(τ)
≥ e− 12α for all τ ∈ [τ¯ − 1, τ¯ ].
Iterating this argument, we conclude that Γ
0(τ¯−k)
Γ+(τ¯−k) ≥ e
1
2α for every positive
integer k, and Γ
0(τ)
Γ+(τ) ≥ e−
1
2α for all τ ≤ τ¯ .
To summarize, we have shown that if lim supτ¯→−∞
Γ0(τ¯ )
Γ+(τ¯) > α, then
lim supτ¯→−∞
Γ0(τ¯)
Γ+(τ¯)
≥ e 12α and lim inf τ¯→−∞ Γ
0(τ¯ )
Γ+(τ¯ )
≥ e− 12α. Since α is ar-
bitrary, we conclude that lim inf τ¯→−∞
Γ0(τ¯)
Γ+(τ¯) = ∞. This implies Γ+(τ¯) +
Γ−(τ¯ ) ≤ o(1) Γ0(τ¯). This completes the proof of Lemma 3.22.
4. Ruling out the case when the positive modes dominate
Our goal in this section is to rule out the case Γ0(τ¯)+Γ−(τ¯ ) ≤ o(1) Γ+(τ¯ ).
Using the iteration in the previous section, we find Γ+(τ¯) ≤ O(eτ¯ ). In
particular, ρmax(τ) ≤ O(e τ8 ). Equivalently, rmax(t) ≤
√−2t (1+O((−t)− 18 ).
In the following, we will successively improve this asymptotic estimate for
rmax(t).
Definition 4.1. Given 0 < α < 1, we say that condition (⋆α) holds if
rmax(t) ≤
√−2t (1 +O(−t)−α).
Clearly, (⋆α) holds for α =
1
8 . Moreover, we recall that rmax(t) ≥
√−2t.
Proposition 4.2. Suppose that (⋆α) holds for some 0 < α < 1. If −t is
sufficiently large, then Fz(z, t)
2 ≤ C (−t)− α1−α whenever F (z, t) ≥ √−t.
Proof. By assumption, rmax(t)√−2t ≤ 1 + O((−t)−α). Hence, we can find a
constant K with the following properties:
• rmax(t)2+2t
rmax(t)2
≤ Kα
1001−α rmax(t)2α
for −t ≥ K 2α .
• ψa(s) ≥ a−2(s−2− 1)+ 116 a−4 for s ∈ [1− θ, 1+ 1100 a−2] and a ≥ K.
• 1 + a−1βa(r∗) > 0 for a ≥ K.
In the following, we consider a large number a ≥ K. Using the inequality
rmax(t) ≥
√−2t, we obtain
rmax(t)√
−2t+Ka 2(1−α)α
≥ rmax(t)√−(2 +K−1)t ≥
√
2
2 +K−1
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if −t ≥ K2a 2(1−α)α . Moreover,
−2t+Ka 2(1−α)α
rmax(t)2
− 1 + 1
100
a−2
=
Ka
2(1−α)
α
rmax(t)2
− rmax(t)
2 + 2t
rmax(t)2
+
1
100
a−2
≥ Ka
2(1−α)
α
rmax(t)2
− K
α
1001−α rmax(t)2α
+
1
100
a−2
≥ 0
for −t ≥ K2a 2(1−α)α . Note that in the last step we have used the elementary
inequality x+ y ≥ xαy1−α with x := Ka
2(1−α)
α
rmax(t)2
and y := 1100 a
−2.
Consequently,
rmax(t)√
−2t+Ka 2(1−α)α
≤ (1− 1
100
a−2)−
1
2 ≤ 1 + 1
100
a−2
for−t ≥ K2a 2(1−α)α . In particular, if−t ≥ K2a 2(1−α)α and F (z, t) ≥ r∗a−1
√
−2t+Ka 2(1−α)α ,
then the quantity
ψa
(
rmax(t)√
−2t+Ka 2(1−α)α
)
is defined and is positive.
If −t is sufficiently large (depending on a), then
Fz(z, t)
2 < ψa
(
F (z, t)√
−2t+Ka 2(1−α)α
)
whenever F (z, t) ≥ r∗a−1
√
−2t+Ka 2(1−α)α . (This follows from Proposition
2.7.) Moreover, we have
Fz(z, t)
2 ≤ 1 < 2 + a−1βa(r∗) = ψa(r∗a−1) = ψa
(
F (z, t)√
−2t+Ka 2(1−α)α
)
whenever −t ≥ K2a 2(1−α)α and F (z, t) = r∗a−1
√
−2t+Ka 2(1−α)α . Using the
maximum principle, we conclude that
Fz(z, t)
2 < ψa
(
F (z, t)√
−2t+Ka 2(1−α)α
)
whenever −t ≥ K2a 2(1−α)α and F (z, t) ≥ r∗a−1
√
−2t+Ka 2(1−α)α . Conse-
quently, Fz(z, t)
2 ≤ Ca−2 whenever −t ≥ K2a 2(1−α)α and F (z, t) ≥ √−t.
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Putting t = −K2a 2(1−α)α , the assertion follows.
Corollary 4.3. Suppose that (⋆α) holds for some 0 < α < 1. Then
diam(S3, g(t)) ≥ 1
C
(−t) 12(1−α) if −t is sufficiently large.
Proof. We know that the maximum value of F (z, t) is at least
√−2t.
Moreover, Proposition 4.2 implies that |Fz(z, t)| ≤ C (−t)−
α
2(1−α) whenever
F (z, t) ≥ √−t. From this, the assertion follows.
Proposition 4.4. Suppose that (⋆α) holds for some 0 < α < 1. More-
over, suppose that (p0, t0) in space-time with the property that the sphere
of symmetry through the point (p0, t0) has radius at least
√−2t0. If −t0 is
sufficiently large, then −(F 2)zz ≤ C (−t0)−(1+ α
2
200
)α at the point (p0, t0).
Proof. We denote by F˜ (z, t) the radius of the sphere of symmetry which
has signed distance z from the point p0. By assumption, F˜ (0, t0) ≥
√−2t0.
The function F˜ satisfies the evolution equation
F˜t(z, t) = F˜zz(z, t) − F˜ (z, t)−1 (1 + F˜z(z, t)2)
+ 2 F˜z(z, t)
[
F˜ (0, t)−1 F˜z(0, t)−
∫ z
0
F˜z(z
′, t)2
F˜ (z′, t)2
dz′
]
.
In particular,
F˜t(0, t) = F˜zz(0, t) − F˜ (0, t)−1 (1− F˜z(0, t)2).
Using the inequality F˜zz(0, t) ≤ 0, we obtain
F˜t(0, t) ≤ −F˜ (0, t)−1 (1− F˜z(0, t)2),
hence
−1
2
d
dt
(F˜ (0, t)2) ≥ 1− F˜z(0, t)2.
It follows from Proposition 4.2 that F˜z(0, t)
2 ≤ C (−t)− α1−α ≤ C (−t)−α
whenever F˜ (0, t)2 ≥ −t. This implies
−1
2
d
dt
(F˜ (0, t)2) ≥ 1− C (−t)−α > 1
2
whenever F˜ (0, t)2 ≥ −t and−t is sufficiently large. By assumption, F˜ (0, t0)2 ≥
−2t0. Hence, if −t0 is sufficiently large, it follows that F˜ (0, t)2 ≥ −t for all
t ≤ t0. From this, we deduce that
F˜ (0, t)2 ≥ (−2t) (1 − C (−t)−α)
for all t ≤ t0.
In the following, we put ε := α
2
100 and
Q := [−(−t0)
1+ε
2 , (−t0)
1+ε
2 ]× [t0 − (−t0)1+ε, t0].
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Using the estimate for F˜z(z, t)
2 in Proposition 4.2, we obtain
F˜ (z, t)2 ≥ (−2t) (1 − C (−t)−α8 )
for all t ≤ t0 and all z ∈ [−(−t)
1+ε
2 , (−t) 1+ε2 ]. Moreover, the condition (⋆α)
gives
F˜ (z, t)2 ≤ (−2t) (1 + C (−t)−α)
for all t ≤ t0 and all z. We next define a function H˜ by
H˜(z, t) :=
1
2
F˜ (z, t)2 + t.
By assumption, H˜(0, t0) ≥ 0. Moreover, the preceding arguments imply
that we can find a positive constant L such that
−L (−t)1−α8 ≤ H˜(z, t) ≤ L (−t)1−α
in Q. In particular,
−L (−t0)(1+ε)(1−
α
8
) ≤ H˜(z, t) ≤ L (−t0)(1+ε)(1−α)
in Q.
The function H˜ satisfies an equation of the form
H˜t(z, t) − H˜zz(z, t) = −S(z, t),
where the source term S is defined by
S(z, t) := 2 F˜z(z, t)
2−2 F˜ (z, t) F˜z(z, t)
[
F˜ (0, t)−1 F˜z(0, t)−
∫ z
0
F˜z(z
′, t)2
F˜ (z′, t)2
dz′
]
.
By Proposition 4.2, we have F˜z(z, t)
2 ≤ C (−t)− α1−α at each point in Q. This
implies
|S(z, t)| ≤ C (−t)− α1−α ≤ C (−t0)−
α
1−α
at each point in Q. Moreover, the higher derivatives of F˜ satisfy the estimate
| ∂m
∂zm
F˜ (z, t)| ≤ C(m) (−t0)−
m−1
2 in the parabolic cylinder [−(−t0) 12 , (−t0) 12 ]×
[2t0, t0]. (This follows from the pointwise curvature derivative estimate.)
This implies | ∂m
∂zm
S(z, t)| ≤ C(m) (−t0)−m2 in the parabolic cylinder [−(−t0) 12 , (−t0) 12 ]×
[2t0, t0]. Using standard interpolation inequalities, we obtain
| ∂
∂z
S(z, t)| ≤ C (−t0)−
1
2
− α
1−α
+ε,
| ∂
2
∂z2
S(z, t)| ≤ C (−t0)−1−
α
1−α
+ε,
| ∂
∂t
S(z, t)| ≤ C (−t0)−1−
α
1−α
+ε
in the parabolic cylinder [−(−t0) 12 , (−t0) 12 ]× [2t0, t0].
We now introduce two auxiliary functions H˜(1) and H˜(2) on the parabolic
cylinder Q. Let H˜(1) denote the solution of the linear heat equation
H˜
(1)
t (z, t)− H˜(1)zz (z, t) = S(z, t)
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on Q with Dirichlet boundary condition H˜(1) = 0 on the parabolic boundary
of Q. Moreover, let H˜(2) denote the solution of the linear heat equation
H˜
(2)
t (z, t)− H˜(2)zz (z, t) = 0
on Q with Dirichlet boundary condition H˜(2) = L (−t0)(1+ε)(1−α) − H˜ on
the parabolic boundary of Q.
Clearly, H˜(2) is nonnegative, and
H˜(1)(z, t) + H˜(2)(z, t) + H˜(z, t) = L (−t0)(1+ε)(1−α)
at each point in Q. In particular,
H˜(1)zz (0, t0) + H˜
(2)
zz (0, t0) + H˜zz(0, t0) = 0.
Therefore, in order to estimate |H˜zz(0, t0)|, it suffices to bound |H˜(1)zz (0, t0)|
and |H˜(2)zz (0, t0)|.
We begin with the term |H˜(1)zz (0, t0)|. Using the estimate |S(z, t)| ≤
C (−t0)−
α
1−α and the maximum principle, we obtain
|H˜(1)(z, t)| ≤ C (−t0)1−
α
1−α
+ε
in Q. Using standard interior estimates for parabolic equations in the par-
abolic cylinder [−(−t0) 12 , (−t0) 12 ]× [2t0, t0], we conclude that
|H˜(1)zz (0, t0)|
≤ C sup
[(−t0)
1
2 ,(−t0)
1
2 ]×[2t0,t0]
(
(−t0)−1 |H˜(1)|+ |S|+ (−t0)
1
2 | ∂
∂z
S|+ (−t0) | ∂
∂t
S|
)
≤ C (−t0)−
α
1−α
+ε.
In the next step, we estimate the term |H˜(2)zz (0, t0)|. Using the inequality
−H˜(0, t0) ≤ 0 together with the estimate
−H˜(1)(0, t0) ≤ C (−t0)1−
α
1−α
+ε ≤ C (−t0)(1+ε)(1−α),
we obtain
H˜(2)(0, t0) = L (−t0)(1+ε)(1−α) − H˜(1)(0, t0)− H˜(0, t0)
≤ C (−t0)(1+ε)(1−α).
Moreover, we have H˜(2) = L (−t0)(1+ε)(1−α)− H˜ ≤ C (−t0)(1+ε)(1−α8 ) on the
parabolic boundary of Q. Hence, applying Proposition A.2 gives
(−t0)1+ε |H˜(2)zz (0, 0)|
≤ Cµ−2 H˜(2)(0, t0) + Ce−
1
8µ sup
{−(−t0)
1+ε
2 ,(−t0)
1+ε
2 }×[t0−(−t0)1+ε,t0]
H˜(2)
≤ Cµ−2 (−t0)(1+ε)(1−α) + Ce−
1
8µ (−t0)(1+ε)(1−
α
8
),
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where µ ∈ (0, 1) can be chosen arbitrarily. Putting µ := (−t0)−ε2 yields
|H˜(2)zz (0, 0)| ≤ C (−t0)−(1+ε)α+2ε
2
.
Putting these facts together, we conclude that
|H˜zz(0, t0)| ≤ |H˜(1)zz (0, t0)|+ |H˜(2)zz (0, t0)|
≤ C (−t0)−
α
1−α
+ε + C (−t0)−(1+ε)α+2ε2
≤ C (−t0)−(1+
ε
2
)α.
This gives −(F˜ 2)zz ≤ C (−t0)−(1+ ε2 )α at the point (0, t0). From this, the
assertion follows.
Corollary 4.5. Suppose that (⋆α) holds for some 0 < α < 1. If −t is
sufficiently large, then −12 ddt(rmax(t)2) ≤ 1 + C (−t)−(1+
α2
200
)α.
Proof. Consider the point where the radius is maximal. At that point,
F = rmax(t) ≥
√−2t, Fz = 0, and −(F 2)zz ≤ C (−t)−(1+ α
2
200
)α by Propo-
sition 4.4. Using the evolution equation for F , we obtain −12 ∂∂t(F 2) ≤
1 + C (−t)−(1+ α
2
200
)α at the point where the radius is maximal. From this,
the assertion follows.
Corollary 4.6. Suppose that (⋆α) holds for some 0 < α < 1. If 0 < α˜ <
min{(1 + α2200 )α, 1}, then (⋆α˜) holds.
Proof. By Corollary 4.5, we have −12 ddt(rmax(t)2) ≤ 1 + C (−t)−α˜. Inte-
grating this differential inequality gives rmax(t)
2 ≤ −2t + C (−t)1−α˜. Con-
sequently, rmax(t) ≤
√−2t (1 + C (−t)−α˜). Thus, (⋆α˜) holds.
We now finish the argument. Recall that (⋆α) holds for α =
1
8 . Iterating
Corollary 4.6 finitely many times, we conclude that (⋆α) holds for each
0 < α < 1. By Corollary 4.3, this implies
lim inf
t→−∞ (−t)
− 1
2(1−α) diam(S3, g(t)) > 0
for each 0 < α < 1. On the other hand, standard estimates for the change
of distances under Ricci flow imply − d
dt
diam(S3, g(t)) ≤ C√Rmax(t). Since
Rmax(t) is uniformly bounded from above by Hamilton’s Harnack inequality,
we conclude that
lim sup
t→−∞
(−t)−1 diam(S3, g(t)) <∞.
This is a contradiction.
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5. Analysis of the case when the neutral mode dominates
In view of the preceding discussion, we now focus on the case Γ+(τ¯ ) +
Γ−(τ¯ ) ≤ o(1) Γ0(τ¯). For abbreviation, we define a differential operator L by
LG := Gξξ − 1
2
ξ Gξ +G.
Recall that ‖G‖2H :=
∫
R
e−
|ξ|2
4 G2 dξ. Let us define ‖G‖2D :=
∫
R
e−
|ξ|2
4 (G2 +
G2ξ) dξ. Note that ‖G‖2D = 〈G, (2 − L)G〉 if G is compactly supported.
Recall that the subspace H0 is one-dimensional and is spanned by the
second Hermite polynomial H2(
ξ
2 ) = ξ
2 − 2. We consider the projection of
the function
Gˆ(ξ, τ) := G(ξ, τ)χ(δ(τ)
1
100 ξ)
to the subspace H0. More precisely, we write
P0(Gˆ(ξ, τ)) =
√
2α(τ) (ξ2 − 2),
where
α(τ) :=
1
16
√
2π
∫
R
e−
ξ2
4 (ξ2 − 2) Gˆ(ξ, τ) dξ.
Furthermore, we define
A(τ¯) := sup
τ≤τ¯
|α(τ)|.
Clearly, 1
C
A(τ¯)2 ≤ Γ0(τ¯ ) ≤ C A(τ¯)2. This implies 1
C
A(τ¯)2 ≤ Γ(τ¯) ≤
C A(τ¯ )2. Since δ(τ¯ ) ≤ C Γ(τ¯) 18 , we conclude that δ(τ¯ ) ≤ C A(τ¯) 14 .
Lemma 5.1. We have ‖P+Gˆ(ξ, τ)‖H ≤ o(1)A(τ).
Proof. We have
‖P+Gˆ(ξ, τ)‖2H ≤ Γ+(τ) ≤ o(1) Γ(τ) ≤ o(1)A(τ)2.
This proves the assertion.
Lemma 5.2. We have ‖P−Gˆ(ξ, τ)‖H ≤ C δ(τ) 1400 A(τ).
Proof. Recall that Γ−(τ − 1) ≥ eΓ−(τ)− C δ(τ) 1200 Γ(τ). Since Γ−(·) is
monotone increasing, we obtain Γ−(τ) ≤ C δ(τ) 1200 Γ(τ). Consequently,
‖P−Gˆ(ξ, τ)‖2H ≤ Γ−(τ) ≤ C δ(τ)
1
200 Γ(τ) ≤ C δ(τ) 1200 A(τ)2.
This proves the assertion.
From this, the assertion follows.
Lemma 5.3. We have ‖P−Gˆ(ξ, τ)‖D ≤ C δ(τ) 1400 A(τ).
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Proof. Lemma 3.16 implies ∂
∂τ
G(ξ, τ) = LG(ξ, τ) + E(ξ, τ), where the
error term E(ξ, τ) satisfies∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 E(ξ, τ)2 dξ ≤ C δ(τ) 1100 A(τ)2.
Using Lemma 3.10, we obtain ∂
∂τ
G(ξ, τ) = LG(ξ, τ) + Eˆ(ξ, τ), where the
error term Eˆ(ξ, τ) satisfies∫
R
e−
ξ2
4 Eˆ(ξ, τ)2 dξ ≤ C δ(τ) 1100 A(τ)2.
The variation of parameters formula gives
Gˆ(·, τ) = eL Gˆ(·, τ − 1) +
∫ τ
τ−1
e(τ
′−τ+1)L Eˆ(·, τ ′) dτ ′.
This implies
P−Gˆ(·, τ) = eL P−Gˆ(·, τ − 1) +
∫ τ
τ−1
e(τ
′−τ+1)L P−Eˆ(·, τ ′) dτ ′.
Using Lemma 5.2 together with the estimate for ‖Eˆ(·, τ)‖H, we obtain
‖P−Gˆ(·, τ)‖D
≤ C ‖P−Gˆ(·, τ − 1)‖H + C
∫ τ
τ−1
(τ ′ − τ + 1)− 12 ‖Eˆ(·, τ ′)‖H dτ ′
≤ C δ(τ − 1) 1400 A(τ − 1) +C
∫ τ
τ−1
(τ ′ − τ + 1)− 12 δ(τ ′) 1200 A(τ ′) dτ ′
≤ C δ(τ) 1400 A(τ),
where in the last step we have used the fact that the functions δ(·) and A(·)
are monotone increasing.
Lemma 5.4. We have∫
R
e−
ξ2
4 (1 + |ξ|)4 |Gˆ(ξ, τ)−
√
2α(τ) (ξ2 − 2)|2 dξ ≤ o(1)A(τ)2
and ∫
R
e−
ξ2
4 (1 + |ξ|)4 |Gˆξ(ξ, τ)− 2
√
2α(τ) ξ|2 dξ ≤ o(1)A(τ)2.
Proof. By Lemma 5.1, we have∫
R
e−
ξ2
4 (1 + |ξ|)4 |P+Gˆ(ξ, τ)|2 dξ ≤ o(1)A(τ)2
and ∫
R
e−
ξ2
4 (1 + |ξ|)4
∣∣∣ ∂
∂ξ
P+Gˆ(ξ, τ)
∣∣∣2 dξ ≤ o(1)A(τ)2.
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Next, Lemma 5.3 implies∫
R
e−
ξ2
4 |P−Gˆ(ξ, τ)|2 dξ ≤ C δ(τ)
1
200 A(τ)2
and ∫
R
e−
ξ2
4
∣∣∣ ∂
∂ξ
P−Gˆ(ξ, τ)
∣∣∣2 dξ ≤ C δ(τ) 1200 A(τ)2.
This directly implies∫
{|ξ|≤δ(τ)− 11000 }
e−
ξ2
4 (1 + |ξ|)4 |P−Gˆ(ξ, τ)|2 dξ ≤ o(1)A(τ)2
and ∫
{|ξ|≤δ(τ)− 11000 }
e−
ξ2
4 (1 + |ξ|)4
∣∣∣ ∂
∂ξ
P−Gˆ(ξ, τ)
∣∣∣2 dξ ≤ o(1)A(τ)2.
Consequently, ∫
R
e−
ξ2
4 (1 + |ξ|)4 |P−Gˆ(ξ, τ)|2 dξ ≤ o(1)A(τ)2
and ∫
R
e−
ξ2
4 (1 + |ξ|)4
∣∣∣ ∂
∂ξ
P−Gˆ(ξ, τ)
∣∣∣2 dξ ≤ o(1)A(τ)2.
Putting these facts together, we conclude that∫
R
e−
ξ2
4 (1 + |ξ|)4 |(P+ + P−)Gˆ(ξ, τ)|2 dξ ≤ o(1)A(τ)2
and ∫
R
e−
ξ2
4 (1 + |ξ|)4
∣∣∣ ∂
∂ξ
(P+ + P−)Gˆ(ξ, τ)
∣∣∣2 dξ ≤ o(1)A(τ)2.
This proves the assertion.
Lemma 5.5. We have |Gˆξ(0, τ)| ≤ o(1)A(τ).
Proof. Clearly, ∂
∂ξ
P0Gˆ(ξ, τ)
∣∣
ξ=0
= 0. Moreover, Lemma 5.1 implies∣∣ ∂
∂ξ
P+Gˆ(ξ, τ)
∣∣
ξ=0
∣∣ ≤ C ‖P+Gˆ(·, τ)‖H ≤ o(1)A(τ). Finally, using Lemma
5.2 and standard interpolation inequalities, we obtain
∣∣ ∂
∂ξ
P−Gˆ(ξ, τ)
∣∣
ξ=0
∣∣ ≤
C ‖P−Gˆ(·, τ)‖1−
1
10000
H ≤ o(1)A(τ). Putting these facts together, the asser-
tion follows.
Proposition 5.6. The function G satisfies ∂
∂τ
G(ξ, τ) = LG(ξ, τ) +E(ξ, τ),
where∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 E(ξ, τ) (ξ2 − 2) dξ = −128
√
2π α(τ)2 +O(A(τ)2).
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Proof. The source term E(ξ, τ) is given by
E(ξ, τ) = −G(ξ, τ) + 1
2
(
√
2 +G(ξ, τ)) − (
√
2 +G(ξ, τ))−1 (1 +Gξ(ξ, τ)2)
+ 2Gξ(ξ, τ)
[
(
√
2 +G(0, τ))−1 Gξ(0, τ) −
∫ ξ
0
Gξ(ξ
′, τ)2
(
√
2 +G(ξ′, τ))2
dξ′
]
.
Let us write
E(ξ, τ) = − 1
2
√
2
G(ξ, τ)2 − 1√
2
Gξ(ξ, τ)
2 + E1(ξ, τ) + E2(ξ, τ) + E3(ξ, τ),
where
E1(ξ, τ) = −G(ξ, τ) + 1
2
√
2
G(ξ, τ)2 +
1
2
(
√
2 +G(ξ, τ)) − (
√
2 +G(ξ, τ))−1,
E2(ξ, τ) =
[ 1√
2
− (
√
2 +G(ξ, τ))−1
]
Gξ(ξ, τ)
2,
E3(ξ, τ) = 2Gξ(ξ, τ)
[
(
√
2 +G(0, τ))−1 Gξ(0, τ) −
∫ ξ
0
Gξ(ξ
′, τ)2
(
√
2 +G(ξ′, τ))2
dξ′
]
.
Using Lemma 5.4, we obtain∫
R
e−
ξ2
4 Gˆ(ξ, τ)2 (ξ2 − 2) dξ
= 2α(τ)2
∫
R
e−
ξ2
4 (ξ2 − 2)3 dξ + o(1)A(τ)2 = 256√π α(τ)2 + o(1)A(τ)2
and∫
R
e−
ξ2
4 Gˆξ(ξ, τ)
2 (ξ2 − 2) dξ
= 8α(τ)2
∫
R
e−
ξ2
4 ξ2 (ξ2 − 2) dξ + o(1)A(τ)2 = 128√π α(τ)2 + o(1)A(τ)2.
Finally, we estimate the error terms E1(ξ, τ), E2(ξ, τ), and E3(ξ, τ). The
term E1(ξ, τ) satisfies the pointwise estimate |E1(ξ, τ)| ≤ C |G(ξ, τ)|3 ≤
o(1)G(ξ, τ)2 for |ξ| ≤ δ(τ)− 1100 . Using Lemma 5.4, we obtain∣∣∣∣
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 E1(ξ, τ) (ξ
2 − 2) dξ
∣∣∣∣
≤ o(1)
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 G(ξ, τ)2 (ξ2 + 2) dξ ≤ o(1)A(τ)2.
The term E2(ξ, τ) satisfies the pointwise estimate |E2(ξ, τ)| ≤ C |G(ξ, τ)|Gξ(ξ, τ)2 ≤
o(1)Gξ(ξ, τ)
2 for |ξ| ≤ δ(τ)− 1100 . Using Lemma 5.4, we obtain∣∣∣∣
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 E2(ξ, τ) (ξ
2 − 2) dξ
∣∣∣∣
≤ o(1)
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 Gξ(ξ, τ)
2 (ξ2 + 2) dξ ≤ o(1)A(τ)2.
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To estimate the term E3(ξ, τ), we observe that the function ξ 7→ Gξ(ξ, τ) is
monotone decreasing. Hence, if ξ′ lies between 0 and ξ, then Gξ(ξ′, τ) lies be-
tween Gξ(0, τ) andGξ(ξ, τ), and consequently |Gξ(ξ′, τ)| ≤ max{|Gξ(0, τ)|, |Gξ(ξ, τ)|}.
Using Lemma 5.5, we conclude that the term E3(ξ, τ) satisfies the pointwise
estimate
|E3(ξ, τ)| ≤ 2 |Gξ(ξ, τ)|
[
|Gξ(0, τ)| + |ξ|Gξ(0, τ)2 + |ξ|Gξ(ξ, τ)2
]
≤ o(1) |Gξ(ξ, τ)|A(τ) + o(1) |ξ|A(τ)2 + o(1) |ξ|Gξ(ξ, τ)2
for |ξ| ≤ δ(τ)− 1100 . Using Lemma 5.4, we obtain∣∣∣∣
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 E3(ξ, τ) (ξ
2 − 2) dξ
∣∣∣∣
≤ o(1)
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 |Gξ(ξ, τ)|A(τ) (ξ2 + 2) dξ
+ o(1)
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 A(τ)2 |ξ| (ξ2 + 2) dξ
+ o(1)
∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 |Gξ(ξ, τ)|2 |ξ| (ξ2 + 2) dξ
≤ o(1)A(τ)2.
Putting these facts together, the assertion follows.
Corollary 5.7. The function α(τ) satisfies α′(τ) = −8α(τ)2 + o(1)A(τ)2.
Proof. This follows easily from Proposition 5.6.
Corollary 5.8. If −τ is sufficiently large, then A(τ) = |α(τ)|.
Proof. Suppose that A(τ¯) > |α(τ¯ )| for some time τ¯ , where −τ¯ is very
large. We can find a time τ∗ ∈ (−∞, τ¯) such that |α(τ∗)| = A(τ¯ ). By
continuity, we can find an open interval I such that τ∗ ∈ I, I ⊂ (−∞, τ¯ ),
and |α(τ)| ≥ 12 A(τ¯ ) for all τ ∈ I. Corollary 5.7 now implies α′(τ) =
−8α(τ)2 + o(1)A(τ)2 ≤ −A(τ¯)2 for almost all τ ∈ I. Consequently, the
function α(τ) is strictly monotone decreasing on the interval I. This con-
tradicts the fact that the function |α(τ)| attains a local maximum at τ∗.
Corollary 5.9. The function α(τ) satisfies α′(τ) = −(8 + o(1))α(τ)2. In
particular, α(τ) = 1(8+o(1)) τ < 0 if −τ is sufficiently large.
Proposition 5.10. We have (−τ)G(ξ, τ) → − 1
4
√
2
(ξ2 − 2) in C∞loc.
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Proof. Let us fix an arbitrary constant L. Lemma 3.16 implies ∂
∂τ
G(ξ, τ) =
LG(ξ, τ) + E(ξ, τ), where the error term E(ξ, τ) satisfies∫
{|ξ|≤δ(τ)− 1100 }
e−
ξ2
4 E(ξ, τ)2 dξ ≤ C δ(τ) 1100 A(τ)2.
Note that A(τ) ≤ C (−τ)−1 and δ(τ) ≤ C A(τ) 14 ≤ C (−τ)− 14 . Therefore,∫
{|ξ|≤4L}
E(ξ, τ)2 dξ ≤ C(L) (−τ)−2− 1400 .
Using standard interpolation inequalities, we obtain
‖E‖C2m,m([−2L,2L]×[τ−1,τ ]) ≤ C(L) (−τ)−1−
1
1000
for any given positive integer m. Here, C2m,m denotes the space of func-
tions which are 2m-times continuously differentiable in space and m-times
continuously differentiable in time.
Recall that L(ξ2 − 2) = 0. Hence, the function G(ξ, τ) − 1
4
√
2 τ
(ξ2 − 2)
satisfies
∂
∂τ
(
G(ξ, τ) − 1
4
√
2 τ
(ξ2 − 2)
)
= L
(
G(ξ, τ) − 1
4
√
2 τ
(ξ2 − 2)
)
+ E(ξ, τ) +
1
4
√
2 τ2
(ξ2 − 2).
Moreover, using Lemma 5.4 and Corollary 5.9, we obtain∫
{|ξ|≤2L}
∣∣∣G(ξ, τ) − 1
4
√
2 τ
(ξ2 − 2)
∣∣∣2 dξ ≤ o(1)A(τ)2 ≤ o(1) (−τ)−2.
Using standard interior estimates for parabolic equations, we conclude that∥∥∥G(ξ, τ) − 1
4
√
2 τ
(ξ2 − 2)
∥∥∥
C2m([−L,L])
≤ o(1) (−τ)−1
for any given positive integer m. This completes the proof.
Corollary 5.11. The domain of definition of the function ξ 7→ G(ξ, τ) is
an interval of length at most o(1) (−τ).
Proof. Recall that the function ξ 7→ G(ξ, τ) is concave, and G(ξ, τ) ≥
−√2. Hence, the assertion follows from Proposition 5.10.
Corollary 5.12. Let ε > 0 be given. If −τ is sufficiently large, then the
function ξ 7→ G(ξ, τ) attains its maximum in the interval (−ε, ε).
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6. Asymptotics in the intermediate region
We next study the asymptotics in the intermediate region where |z| ≥
M
√−t and F (z, t) ≥ θ√−2t for some small constant θ. The following
result is a consequence of our barrier arguments:
Proposition 6.1. Fix a small number θ ∈ (0, 12) and a large number M ≥
10. If −t is sufficiently large (depending on θ and M), then
Fz(z, t)
2 ≤ M
2 + C(θ)
M2 − 2
1
2 log(−t)
( −2t
F (z, t)2
− 1
)
whenever |z| ≥M√−t and F (z, t) ≥ θ√−2t.
Proof. Let us fix a large number M . By Proposition 5.10, we have
F (z, t) =
√−2t
(
1− M
2 − 2
8 log(−t) + o
( 1
log(−t)
))
and
Fz(z, t)
2 =
M2
8 (log(−t))2 + o
( 1
(log(−t))2
)
for |z| =M√−t. Hence, if a is sufficiently large, then
Fz(z, t)
2 < ψa
(F (z, t)√−2t
)
whenever log(−t) ≥ M2+2
M2−2
a2
2 and |z| =M
√−t. Using the maximum princi-
ple, we obtain
Fz(z, t)
2 < ψa
(F (z, t)√−2t
)
whenever log(−t) ≥ M2+2
M2−2
a2
2 , |z| ≥M
√−t, and F (z, t) ≥ r∗a−1
√−2t.
Using the definition of ψa in [5] we obtain ψa(s) ≤ a−2(s−2−1)+C(θ) a−4
for s ∈ [θ, 1]. Consequently, if a is sufficiently large, then we have
Fz(z, t)
2 ≤ a−2
( −2t
F (z, t)2
− 1
)
+ C(θ) a−4
whenever log(−t) ≥ M2+2
M2−2
a2
2 , |z| ≥ M
√−t, and F (z, t) ≥ θ√−2t. We now
put log(−t) = M2+2
M2−2
a2
2 . Hence, if −t is sufficiently large, then we have
Fz(z, t)
2 ≤ M
2 + 2
M2 − 2
1
2 log(−t)
( −2t
F (z, t)2
− 1
)
+
C(θ)
(log(−t))2
whenever |z| ≥ M√−t and F (z, t) ≥ θ√−2t. Now, in the region |z| ≥
M
√−t, we have
M2 − 2
8 log(−t) ≤
−2t
F (z, t)2
− 1.
Consequently,
Fz(z, t)
2 ≤ M
2 + C(θ)
M2 − 2
1
2 log(−t)
( −2t
F (z, t)2
− 1
)
COMPACT ANCIENT SOLUTIONS TO THREE-DIMENSIONAL RICCI FLOW 29
whenever |z| ≥M√−t and F (z, t) ≥ θ√−2t. This proves the assertion.
Corollary 6.2. Fix a small number θ ∈ (0, 12). If −t is sufficiently large
(depending on θ), then
−(F 2)t(z, t) ≥ 2− C(θ)
log(−t)
whenever |z| ≥ 10√−t and F (z, t) ≥ θ√−2t.
Proof. Recall that Fzz(z, t) ≤ 0 at each point in space-time. Moreover,
Corollary 5.12 implies Fz(z, t) ≥ 0 for z ≤ −
√−t and Fz(z, t) ≤ 0 for
z ≥ √−t. Using the evolution equation for F , we obtain
Ft(z, t) = Fzz(z, t)− F (z, t)−1 (1− Fz(z, t)2)
− 2Fz(z, t)
∫ z
0
Fzz(z
′, t)
F (z′, t)
dz′
≤ −F (z, t)−1 (1− Fz(z, t)2)
for |z| ≥ √−t. Applying Proposition 6.1 with M = 10 gives Fz(z, t)2 ≤
C(θ)
log(−t) whenever |z| ≥ 10
√−t. Putting these facts together, we conclude
that
Ft(z, t) ≤ −F (z, t)−1
(
1− C(θ)
log(−t)
)
whenever |z| ≥ 10√−t and F (z, t) ≥ θ√−2t. From this, the assertion fol-
lows.
Proposition 6.3. Fix a small number θ ∈ (0, 12) and a large number M ≥
10. If −t is sufficiently large (depending on θ and M), then
F (z, t)2 ≥ −2t− M
2 + C(θ)
M2 − 2
z2
2 log(−t)
whenever |z| ≥M√−t and F (z, t) ≥ θ√−2t.
Proof. Proposition 6.1 implies∣∣∣ ∂
∂z
√
−2t− F (z, t)2
∣∣∣ ≤
√
M2 + C(θ)
M2 − 2
1
2 log(−t)
whenever |z| ≥ M√−t and F (z, t) ≥ θ√−2t. Moreover, by Proposition
5.10, we have √
−2t− F (z, t)2 ≤
√
1
2 log(−t) |z|
for |z| =M√−t. Consequently,
√
−2t− F (z, t)2 ≤
√
M2 + C(θ)
M2 − 2
1
2 log(−t) |z|
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whenever |z| ≥ M√−t and F (z, t) ≥ θ√−2t. From this, the assertion fol-
lows.
Proposition 6.4. Fix a small number θ ∈ (0, 12) and a large number M ≥
20. If −t is sufficiently large (depending on θ and M), then
F (z, t)2 ≤ −2t− M
2 − C(θ)
M2
z2
2 log(−t)
whenever |z| ≥M√−t and F (z, t) ≥ θ√−2t.
Proof. Let us fix a point (z0, t0) such that |z0| ≥M
√−t0 and F (z0, t0) >
θ
√−2t0. Let t∗ := − z
2
0
M2
. Clearly, t∗ ≤ t0, and |z0| ≥ M
√−t ≥ 20√−t for
all t ∈ [t∗, t0]. Hence, Corollary 6.2 implies that
−(F 2)t(z0, t) ≥ 2− C(θ)
log(−t) > 2θ
2
for all times t ∈ [t∗, t0] satisfying F (z0, t) ≥ θ
√−2t. Since F (z0, t0) >
θ
√−2t0, we conclude that F (z0, t) > θ
√−2t for all times t ∈ [t∗, t0], and
furthermore
−(F 2)t(z0, t) ≥ 2− C(θ)
log(−t) ≥ 2−
C(θ)
log(−t0)
for all times t ∈ [t∗, t0]. Integrating this inequality over [t∗, t0] gives
F (z0, t∗)2 − F (z0, t0)2 ≥ 2(t0 − t∗)−C(θ) (−t∗)
log(−t0)
On the other hand, since |z0| =M
√−t∗, Proposition 5.10 implies
F (z0, t∗)2 = −2t∗ − (M2 − 2) (−t∗)
2 log(−t∗) + o
( (−t∗)
log(−t∗)
)
≤ −2t∗ − (M2 − 4) (−t∗)
2 log(−t∗) .
Putting these facts together, we obtain
F (z0, t0)
2 ≤ −2t0 − (M2 − 4) (−t∗)
2 log(−t∗) + C(θ)
(−t∗)
log(−t0) .
Using the identity t∗ = − z
2
0
M2
, we conclude that
F (z0, t0)
2 ≤ −2t0 − M
2 − 4
M2
z20
2 log(−t∗) +
C(θ)
M2
z20
log(−t0) .
Finally, Corollary 5.11 gives |z0| ≤
√−t0 log(−t0). This implies −t∗ ≤ z20 ≤
(−t0) (log(−t0))2, hence log(−t∗) ≤ log(−t0)+2 log log(−t0) ≤ M2−4M2−6 log(−t0).
Therefore,
F (z0, t0)
2 ≤ −2t0 − M
2 − 6
M2
z20
2 log(−t0) +
C(θ)
M2
z20
log(−t0) .
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This completes the proof.
Combining Proposition 6.3 and Proposition 6.4 and sending M →∞, we
can draw the following conclusions:
Corollary 6.5. Fix a small number θ ∈ (0, 12 ). If −t is sufficiently large (de-
pending on θ), then the set {z : F (z, t) ≥ θ√−2t} is an interval [−z¯1(θ, t), z¯2(θ, t)],
and
z¯1(θ, t) = (2 + o(1))
√
1− θ2
√
(−t) log(−t),
z¯2(θ, t) = (2 + o(1))
√
1− θ2
√
(−t) log(−t).
Corollary 6.6. Fix a small number θ ∈ (0, 12). If −t is sufficiently large
(depending on θ), then
F (z, t)2 = −2t− z
2
2 log(−t) + o(−t)
for |z| ≤ 2√1− θ2
√
(−t) log(−t).
7. Asymptotics in the tip region
In this final section, we analyze the asymptotics of the solution near
each tip. For each t, the function z 7→ F (z, t) is defined on the interval
[−dtip,1(t), dtip,2(t)], where dtip,1(t) and dtip,2(t) denote the distance of the
reference point q from each tip. We first derive an asymptotic formula for
dtip,1(t) and dtip,2(t).
Proposition 7.1. We have
lim
t→−∞
dtip,1(t)√
(−t) log(−t) = limt→−∞
dtip,2(t)√
(−t) log(−t) = 2.
Proof. For each θ ∈ (0, 14), we have dtip,1(t) ≥ z¯1(θ, t). Using Corollary
6.5, we obtain
lim inf
t→−∞
dtip,1(t)√
(−t) log(−t) ≥ lim inft→−∞
z¯1(θ, t)√
(−t) log(−t) = 2
√
1− θ2
for each θ ∈ (0, 14). Moreover, since the function z 7→ F (z, t) is concave, we
have 12 (z¯1(2θ, t) + dtip,1(t)) ≤ z¯1(θ, t). Using Corollary 6.5, we obtain
lim sup
t→−∞
dtip,1(t)√
(−t) log(−t) ≤ lim supt→−∞
2z¯1(θ, t)− z¯1(2θ, t)√
(−t) log(−t) = 4
√
1− θ2−2
√
1− 4θ2
for each θ ∈ (0, 14 ). Sending θ → 0 gives limt→−∞
dtip,1(t)√
(−t) log(−t) = 2. An
analogous argument gives limt→−∞
dtip,2(t)√
(−t) log(−t) = 2. This completes the
proof.
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Finally, we analyze the asymptotic behavior of the scalar curvature at
each tip. We first recall a basic lemma from [5]:
Lemma 7.2. Consider the Bryant soliton, normalized so that the scalar
curvature at the tip equals 1. Let γ be a geodesic ray emanating from the tip
which is parametrized by arclength. Then
∫
γ
Ric(γ′(s), γ′(s)) ds = 1.
Proof. See [5], Lemma 4.12.
Lemma 7.3. We have − d
dt
dtip,1(t) = (1+o(1))Rtip,1(t)
1
2 and − d
dt
dtip,2(t) =
(1 + o(1))Rtip,2(t)
1
2 .
Proof. Let p1, p2 ∈ S3 denote the two tips, so that dtip,1(t) = dg(t)(p1, q)
and dtip,2(t) = dg(t)(p2, q), where q is our fixed reference point. Note that
p1 and p2 do not change over time. Let us fix a time t, and let γ denote the
minimizing geodesic from the tip p1 to the reference point q with respect to
the metric g(t). If −t is sufficiently large (depending on δ), then the solution
looks like the Bryant soliton in the geodesic ball Bg(t)(p1, 2δ
−1R(p1, t)−
1
2 )
(see Proposition 2.4). Using Lemma 7.2, we obtain
(1− δ)R(p1, t)
1
2 ≤
∫
γ∩Bg(t)(p1,δ−1R(p1,t)−
1
2 )
Ric(γ′, γ′) ds ≤ (1 + δ)R(p1, t)
1
2
if −t is sufficiently large (depending on δ).
We next observe that γ is part of a minimizing geodesic from the tip
p1 to the tip p2. Hence, we may apply Theorem 17.4(a) in [19] with σ =
δ−1R(p1, t)−
1
2 and L = dg(t)(p1, q) + δ
−1 R(p1, t)−
1
2 . This gives
0 ≤
∫
γ\Bg(t)(p,δ−1R(p1,t)−
1
2 )
Ric(γ′, γ′) ds ≤ 4δ R(p1, t)
1
2 .
Putting these facts together, we obtain
(1− δ)R(p1, t)
1
2 ≤
∫
γ
Ric(γ′, γ′) ds ≤ (1 + 5δ)R(p1, t)
1
2 .
if −t is sufficiently large (depending on δ). Thus, we conclude that
(1− δ)Rtip,1(t)
1
2 ≤ − d
dt
dtip,1(t) ≤ (1 + 5δ)Rtip,1(t)
1
2
if −t is sufficiently large (depending on δ). Since δ > 0 is arbitrary, it fol-
lows that − d
dt
dtip,1(t) = (1 + o(1))Rtip,1(t)
1
2 . An analogous argument gives
− d
dt
dtip,2(t) = (1 + o(1))Rtip,2(t)
1
2 .
Proposition 7.4. The scalar curvature at each tip satisfies Rtip,1(t) = (1+
o(1)) log(−t)(−t) and Rtip,2(t) = (1 + o(1))
log(−t)
(−t) .
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Proof. Let ε ∈ (0, 12) be given. By Lemma 7.3, we know that
(1− ε)
√
Rtip,1(t) ≤ − d
dt
dtip,1(t) ≤ (1 + ε)
√
Rtip,1(t)
if −t is sufficiently large (depending on ε). By Hamilton’s Harnack inequality
[18], the function t 7→ Rtip,1(t) is monotone increasing. Consequently,
dtip,1((1 + ε)t)− dtip,1(t) ≤ ε(1 + ε) (−t)
√
Rtip,1(t)
and
dtip,1(t)− dtip,1((1− ε)t) ≥ ε(1 − ε) (−t)
√
Rtip,1(t)
if −t is sufficiently large. Using Proposition 7.1, we obtain
2
√
1 + ε− 2 = lim inf
t→−∞
dtip,1((1 + ε)t)− dtip,1(t)√
(−t) log(−t)
≤ ε(1 + ε) lim inf
t→−∞
√
(−t)Rtip,1(t)
log(−t)
and
2− 2√1− ε = lim sup
t→−∞
dtip,1(t)− dtip,1((1− ε)t)√
(−t) log(−t)
≥ ε(1− ε) lim sup
t→−∞
√
(−t)Rtip,1(t)
log(−t) .
Sending ε→ 0, we conclude that limt→−∞
√
(−t)Rtip,1(t)
log(−t) = 1. An analogous
argument gives limt→−∞
√
(−t)Rtip,2(t)
log(−t) = 1. This completes the proof.
Appendix A. An elementary estimate for the one-dimensional
heat equation
In this section, we prove an elementary estimate for the one-dimensional
heat equation on the interval [−1, 1] with Dirichlet boundary conditions.
Recall that the heat kernel for the Dirichlet problem is given by
Kt(x, y) =
1√
4πt
[∑
k∈Z
e−
(x−y+4k)2
4t −
∑
k∈Z
e−
(x+y+4k−2)2
4t
]
for x, y ∈ [−1, 1] and t > 0. Note that Kt(x, 1) = Kt(x,−1) = 0. We first
record some basic properties of the Dirichlet heat kernel Kt(x, y):
Lemma A.1. We can find a large constant C such that the following holds:
(i) K1(0, y) ≥ 1C cos πy2 for all y ∈ (−1, 1).
(ii)
∣∣ ∂2
∂x2
K1(x, y)
∣∣
x=0
∣∣ ≤ C cos πy2 for all y ∈ (−1, 1).
(iii) − ∂
∂y
Kt(0, y)
∣∣
y=1
≥ 1
C
t−
3
2 e−
1
4t and ∂
∂y
Kt(0, y)
∣∣
y=−1 ≥ 1C t−
3
2 e−
1
4t for
all t ∈ (0, 1].
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(iv)
∣∣ ∂2
∂x2
∂
∂y
Kt(x, y)
∣∣
x=0,y=1
∣∣ ≤ C t− 72 e− 14t and ∣∣ ∂2
∂x2
∂
∂y
Kt(x, y)
∣∣
x=0,y=−1
∣∣ ≤
C t−
7
2 e−
1
4t for all t ∈ (0, 1].
Proof. We can find a small constant τ ∈ (0, 1) such that the following
holds:
• − ∂
∂y
Kt(0, y)
∣∣
y=1
≥ 1
C
t−
3
2 e−
1
4t and ∂
∂y
Kt(0, y)
∣∣
y=−1 ≥ 1C t−
3
2 e−
1
4t for
all t ∈ (0, τ ].
•
∣∣ ∂2
∂x2
∂
∂y
Kt(x, y)
∣∣
x=0,y=1
∣∣ ≤ C t− 72 e− 14t and ∣∣ ∂2
∂x2
∂
∂y
Kt(x, y)
∣∣
x=0,y=−1
∣∣ ≤
C t−
7
2 e−
1
4t for all t ∈ (0, τ ].
In particular, − ∂
∂y
Kτ (0, y)
∣∣
y=1
and ∂
∂y
Kτ (0, y)
∣∣
y=−1 are positive numbers.
Since Kτ (0, y) > 0 for all y ∈ (−1, 1), we can find a small number ε > 0
such that Kτ (0, y) ≥ ε cos πy2 for all y ∈ (−1, 1). The maximum principle
now implies Kt(0, y) ≥ ε e−pi
2t
4 cos πy2 for all y ∈ (−1, 1) and all t ∈ [τ, 1]. In
particular, K1(0, y) ≥ ε e−pi
2
4 cos πy2 . This proves statements (i), (iii), and
(iv).
To prove statement (ii), we observe that the function y 7→ ∂2
∂x2
K1(x, y)
∣∣
x=0
is smooth, and vanishes at y = 1 and y = −1. Consequently, ∣∣ ∂2
∂x2
K1(x, y)
∣∣
x=0
∣∣ ≤
C cos πy2 for all y ∈ (−1, 1). This proves (ii).
Proposition A.2. Let h(x, t) be a nonnegative solution of the heat equation
ht − hxx = 0 on the rectangle [−1, 1] × [−1, 0]. Then, for each µ ∈ (0, 1),
|hxx(0, 0)| ≤ Cµ−2 h(0, 0) + Ce−
1
8µ sup
{−1,1}×[−1,0]
h,
where C is a constant.
Proof. The idea is to use the Greens representation formula for the
Dirichlet problem for the heat equation on a rectangle. Fix a point x ∈
(−1, 1). For each t ∈ (0, 1], we define
I(t) :=
∫ 1
−1
Kt(x, y)h(y,−t) dy.
Then
I ′(t) =
∫ 1
−1
[
h(y,−t) ∂
∂t
Kt(x, y) +Kt(x, y)
∂
∂t
h(y,−t)
]
dy
=
∫ 1
−1
[
h(y,−t) ∂
2
∂y2
Kt(x, y)−Kt(x, y) ∂
2
∂y2
h(y,−t)
]
dy
= h(1,−t) ∂
∂y
Kt(x, y)
∣∣∣
y=1
− h(−1,−t) ∂
∂y
Kt(x, y)
∣∣∣
y=−1
.
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We now integrate this identity over t ∈ (0, 1]. Since limt→0 I(t) = h(x, 0), it
follows that
h(x, 0) =
∫ 1
−1
K1(x, y)h(y,−1) dy
−
∫ 1
0
h(1,−t) ∂
∂y
Kt(x, y)
∣∣∣
y=1
dt
+
∫ 1
0
h(−1,−t) ∂
∂y
Kt(x, y)
∣∣∣
y=−1
dt
for x ∈ (−1, 1). We now put x = 0. Using part (i) and (iii) of Lemma A.1,
we obtain
h(0, 0) ≥ 1
C
∫ 1
−1
cos
πy
2
h(y,−1) dy
+
1
C
∫ 1
0
t−
3
2 e−
1
4t [h(1,−t) + h(−1,−t)] dt.
Similarly, using part (ii) and (iv) of Lemma A.1, we obtain
|hxx(0, 0)| ≤ C
∫ 1
−1
cos
πy
2
h(y,−1) dy
+ C
∫ 1
0
t−
7
2 e−
1
4t [h(1,−t) + h(−1,−t)] dt.
Putting these facts together, we conclude that
|hxx(0, 0)| ≤ C
∫ 1
−1
cos
πy
2
h(y,−1) dy
+ C
∫ 1
µ
t−
7
2 e−
1
4t [h(1,−t) + h(−1,−t)] dt
+ C
∫ µ
0
t−
7
2 e−
1
4t [h(1,−t) + h(−1,−t)] dt
≤ C
∫ 1
−1
cos
πy
2
h(y,−1) dy
+ Cµ−2
∫ 1
µ
t−
3
2 e−
1
4t [h(1,−t) + h(−1,−t)] dt
+ C e
− 1
8µ
∫ µ
0
[h(1,−t) + h(−1,−t)] dt
≤ Cµ−2 h(0, 0) + Ce− 18µ sup
{−1,1}×[−1,0]
h
for each µ ∈ (0, 1). This completes the proof.
36 S. ANGENENT, S. BRENDLE, P. DASKALOPOULOS, AND N. SESUM
References
[1] S. Angenent, P. Daskalopoulos, and N. Sˇesˇum, Unique asymptotics of ancient convex
mean curvature flow solutions, arXiv:1503.01178v3
[2] S. Angenent, P. Daskalopoulos, and N. Sˇesˇum, Uniqueness of two-convex closed an-
cient solutions to the mean curvature flow, arXiv:1804.07230
[3] S. Brendle, Rotational symmetry of self-similar solutions to the Ricci flow, Invent.
Math. 194, 731–764 (2013)
[4] S. Brendle, Ricci flow on manifolds with positive isotropic curvature, Ann. of Math.
190, 465–559 (2019)
[5] S. Brendle, Ancient solutions to the Ricci flow in dimension 3, arXiv:1811.02559
[6] S. Brendle and K. Choi, Uniqueness of convex ancient solutions to mean curvature
flow in R3, Invent. Math. 217, 35–76 (2019)
[7] S. Brendle and K. Choi, Uniqueness of convex ancient solutions to mean curvature
flow in higher dimensions, arXiv:1804.00018
[8] S. Brendle, P. Daskalopoulos, and N. Sˇesˇum, in preparation
[9] R.L. Bryant, Ricci flow solitons in dimension three with SO(3)-symmetries, available
at
www.math.duke.edu/~bryant/3DRotSymRicciSolitons.pdf
[10] S.C. Chu, Type II ancient solutions to the Ricci flow on surfaces, Comm. Anal. Geom.
15, 195–215 (2007)
[11] P. Daskalopoulos, M. del Pino, J. King, and N. Sˇesˇum, New type I ancient compact
solutions of the Yamabe flow, Math. Res. Lett. 24, 1667–1691 (2017)
[12] P. Daskalopoulos, M. del Pino, and N. Sˇesˇum, Type II ancient compact solutions to
the Yamabe flow, J. Reine Angew. Math. 738, 1–71 (2018)
[13] P. Daskalopoulos, R. Hamilton, and N. Sˇesˇum, Classification of compact ancient
solutions to the curve shortening flow, J. Diff. Geom. 84, 455–464 (2010)
[14] P. Daskalopoulos, R. Hamilton, and N. Sˇesˇum, Classification of ancient compact
solutions to the Ricci flow on surfaces, J. Diff. Geom. 91, 171–214 (2012)
[15] P. Daskalopoulos and N. Sˇesˇum, Eternal solutions to the Ricci flow on R2, Int. Math.
Res. Not. Art. ID 83610 (2006)
[16] V.A. Fateev, E. Onofri, A.B. Zamolodchikov, Integrable deformations of the O(3)
sigma model. The sausage model, Nuclear Phys. B406, 521–565 (1993)
[17] R. Hamilton, Three-manifolds with positive Ricci curvature, J. Diff. Geom. 17, 255–
306 (1982)
[18] R. Hamilton, The Harnack estimate for the Ricci flow, J. Diff. Geom. 37, 225–243
(1993)
[19] R. Hamilton, The formation of singularities in the Ricci flow, Surveys in Differential
Geometry, vol. II, 7–136, International Press, Somerville MA (1995)
[20] R. Hamilton, Four-manifolds with positive isotropic curvature, Comm. Anal. Geom.
5, 1–92 (1997)
[21] R. Haslhofer and O. Hershkovits, Ancient solutions of the mean curvature flow,
Comm. Anal. Geom. 24, 593–604 (2016)
[22] J.R. King, Exact polynomial solutions to some nonlinear diffusion equations, Physica
D 64, 39–65 (1993)
[23] B. Kleiner and J. Lott, Singular Ricci flows I, Acta Math. 219, 65–134 (2017)
[24] F. Merle and H. Zaag, Optimal estimates for blowup rate and behavior for nonlinear
heat equations, Comm. Pure Appl. Math. 51, 139–196 (1998)
[25] G. Perelman, The entropy formula for the Ricci flow and its geometric applications,
arxiv:0211159
[26] G. Perelman, Ricci flow with surgery on three-manifolds, arxiv:0303109
[27] P. Rosenau, Fast and super fast diffusion processes, Phys. Rev. Lett. 74, 1056–1059
(1995)
COMPACT ANCIENT SOLUTIONS TO THREE-DIMENSIONAL RICCI FLOW 37
[28] B. White, The nature of singularities in mean curvature flow of mean convex sets, J.
Amer. Math. Soc. 16, 123–138 (2003)
Department of Mathematics, University of Wisconsin, Madison WI 53706
Department of Mathematics, Columbia University, New York NY 10027
Department of Mathematics, Columbia University, New York NY 10027
Department of Mathematics, Rutgers University, Piscataway NJ 08854
