Background: The relationship between aging and epigenetic profiles has been
INTRODUCTION
In the very recent past a great deal of work has been performed in an effort to understand the nature of aging, the mechanisms that drive the process, and the biomarkers that may be predictive of, or affected by age. In this effort, a seminal manuscript was published in 2013 which described the ability to use DNA methylation signatures in somatic tissues to predict an individual's chronological age [1] . In this work, Dr. Horvath demonstrated that the epigenetic mechanisms that reflect the aging process are tightly conserved between individual tissues and across multiple species. This finding was, for many reasons, quite remarkable, not the least of which is the significant contrast in epigenetic profiles between various tissues. Clearly, the aging process is one that affects all tissues in the body and so the similarities in signatures that are predictive of this aging pattern perhaps should have not been too surprising.
Despite the general applicability of this model among various tissues, one tissue in particular did not display similar predictive power as was seen with most. In fact testicular tissue and sperm specifically did not appear to be predictive of age at all with the previously described calculator. In our own unreported trials, human sperm DNA methylation profiles do not offer predictive power to determine one's age using this model. In many ways such a finding may have been expected, as this is not the first finding where the male germ line did not follow typical trends in the aging process. Our lab has previously reported that the nature of alterations to sperm DNA methylation signatures associated with age are opposite of what is typically seen in somatic cells [1] [2] [3] [4] . Specifically, we demonstrated that while aging results in a global decrease in methylation and increased regional methylation in most cells, in sperm the opposite was seen. In addition to this case where the male gamete defies conventional age-associated cellular alterations is telomere length. In fact, while most somatic cells experience marked telomere shortening as a hallmark of aging, sperm do not follow the same trend [5] . Clearly, sperm cells are extraordinarily unique and thus require a unique approach to understand both the nature of the aging process and the potential for some of the biomarkers for aging in the sperm to be predictive of an individual's age as it appears that the aging clock in sperm may be entirely unique.
In our previous publications we have described the general trends of aging on the sperm methylome. In these studies, we have shown that sperm have a very distinct pattern of age-associated alteration [2, 3] . We identified over 140 genomic regions (~1kb in size) that displayed differential methylation with age. Of these, only 8 displayed an increase in methylation, and the remainder showed a marked loss of methylation. Intriguingly, these regions of differential methylation appeared to be enriched at genes known to be associated with bipolar disorder and schizophrenia, both diseases known to have increased incidence in the offspring of older fathers. Indeed the epigenetic patterns of aging in sperm, while distinct from the epigenetic patterns of aging in somatic tissues, are striking and extremely consistent and thus provide an excellent opportunity to utilize in a model designed to identify an individual's age.
The pursuit of generating a model to predict an individual's age using the sperm methylome is not only an interesting question from the perspective of the basic sciences, but the patterns of sperm aging, and the unique nature of the sperm make the utilization of this cell type ideal for such a predictive model. Using pure cell populations is ideal for any epigenetic analysis, and while the previously constructed models are effective at predicting age even with tissues that are difficult to purify (which is a testament to quality of model and to the strength of the aging signal), the ideal scenario would be to use a more pure cell population. Human sperm offer just such an opportunity. Many protocols are applied to somatic cell removal in sperm epigenetic studies and they have proven quite effective at isolating only the germ cells, thanks in large part to the highly unique and compact nature of the sperm nucleus/head. Further, the magnitude of the aging signal is quite strong in the sperm (thought to be in part due to the highly proliferative nature of the sperm cells themselves) and as a result, the patterns of aging offer an excellent opportunity for predictive power. In this study, we set out to capitalize on these advantages to build a model that can predict an individual's age using methylation signatures in their germ line. We have also designed experiments to inform us of the actual impact of this prediction and if alterations in an individual's predicted age may be the result of environmental exposures or lifestyles (smoking, obesity, etc.).
RESULTS

Model construction and training:
In the current study we assessed sperm DNA methylation array data (Illumina 450K array) from 3 distinct previously performed studies [2, 6, 7] . From these data sets, we were able to acquire a total of 329 samples that were used to generate the predictive model outlined herein. Individuals with many different fertility phenotypes provided the samples used in this study. Specifically, our training data set includes samples from sperm donors, known fertile individuals, infertility patients (including those seeking intrauterine insemination or even in vitro fertilization treatment at our facility), and individuals from the general population.
Further, our data set includes those that have very different lifestyles and environmental exposures (as an example, both heavy smokers and never smokers are represented in our data set).
We utilized the glmnet package in R to facilitate training and development of our linear regression age prediction model [8] . For training of our model, we limited the training dataset to only 147 regions that we have previously been identified to be strongly associated with the aging process to ensure a more clear interpretability to the results of the model [2] . We trained multiple models to identify the best possible outcomes. First, we trained on all of the beta-values for each CpG located in our regions of interest ("CpG level" training). Second, we generated a mean of beta-values for each region, which included the CpGs within each region respectively. Ultimately, this approach yielded a list of mean beta-values for each region ("regional level" training), and the model was trained only on these averages.
In each of the above-described scenarios, we employed a 10-fold cross validation strategy. This was performed 10 times on unique subgroups of the entire data set ( Figure   1A -F). The results from these ten validations were compared between the CpG level training and the regional level training. To compare the accuracy and predictive power of these models we performed linear regression for each (actual age vs. predicted age) and generated r 2 values. These r 2 values were compared via simple two-tailed t-test to determine if any significant differences exist between the two approaches to model construction (CpG level construction vs. regional level construction). These tests revealed that there was a moderately significant decrease in predictive power in the regional model when considering only the training data sets ( p=0.0428). However, there was no significant difference seen between the test sets (p=0.3439). In fact, while significant, the CpG level model appeared to be more prone to extremes in significantly lower predicative power in individual test sets when compared to the regional level models ( Figure 1G ). In an effort to make the model as simple as possible and in light of these findings, we committed to use the regional level model moving forward.
We additionally assessed the weighting of the features (regions) used in the models constructed during cross validation. We found a great deal of variation in the features selected across the regions screened, though a certain percentage of the regions were heavily weighted and used in 80% or more of the models built during cross validation (a total of 51 features/regions met this criterion). In an effort to avoid over-fitting we compared cross validation (10-fold strategy) only in these 51 regions ("optimized regions") to all of the regions previously screened. We found that both the training and test groups were not statistically different between the optimized regional list and the full regional list ( Figure 1H ). We therefore selected the best performing model that was trained only on 51 regions of the genome (Table 1 ). With this model we are able to generate a prediction of all 329 samples in our data set with an r 2 of approximately 0.89
and an average accuracy in prediction of 93.7% (calculated as the average of | (prediction/actual age)-1|).
Technical validation / replicate performance: Because array-to-array variability can be a concern, we tested our model in a completely independent cohort of samples (different samples from different batches of arrays). We were able identify 10 sperm samples each with 6 technical replicates that were each run on the 450K array (not those used in our cross validation / model training) to determine the precision and consistency the model has in predicting an individuals age. The model performed well with the average standard deviation in age prediction being only 0.877 years and a regression analysis (predicted vs.
actual age) revealing an r 2 of 0.7319 and a p=0.0016 ( Figure 2 ).
Association with regional inter-individual epigenetic instability:
To determine the drivers of the age-associated change in these regions, we examined the level of variability/instability of methylation signals between the individual's screened in our test/training set. We assessed the methylation variability between individuals at each of these sites by methods we have previously described [7] . Using these techniques we binned individuals by year of age and then generated measures of variation within each bin (to avoid the increased levels of variation that would be present simply due to the change with age we have identified). We then tested the difference between variability at the age-associated regions within each bin against the background of the entire array. We found a significantly increased variability on average at age-associated regions compared to background at nearly every age ( Figure 3 ). We also found that highly variable methylation signals at single CpGs is relatively common throughout the array and that the higher average levels of variability within age-associated regions were not defined by CpGs with variability levels elevated above what is seen elsewhere. Instead, the driver of increased averages seen in our analysis of age-associated regions was due to an increase in the frequency of these high variable CpGs, not in the magnitude of their variation ( Figure 3A ).
The impact of smoking on age prediction:
To test the potential diagnostic/clinical utility of our model we have more closely assessed the data in our original cross validation dataset. Specifically we have analyzed our smoking dataset, which includes sperm methylation data from 78 never smokers and 78 smokers. Similar aged men are represented in each group. We additionally isolated a portion of the smoking group who were considered 'long term smokers' for analysis (>10 years consuming cigarettes). We
found an approximately 1.5% increased in predicted age compared to chronological age in all smokers and 2.5% increase in long term smokers. However this difference failed to reach statistical significance. Interestingly, this same pattern was observed (though significantly higher in magnitude) when screening only individuals who were less than 35 years old at the time of collection (Figure 4 ). In these samples we saw a 3% increase in predicted age compared to chronological age in the smoker group and a nearly 6% increase in predicted age in the long-term smokers (p=0.0196).
DISCUSSION
We have developed a sperm age calculator that has the capacity to identify an individual's chronological age based only on their sperm DNA methylation signatures.
While previous studies have very successfully generated an aging calculator for somatic cells, these calculators fail to work effectively with germ line epigenetic signatures.
Herein we have described the development of a linear model that has the ability to accurately predict ages with these signatures. Specifically our model is based on average methylation signatures at 51 genomic loci known to be altered as men age [2] .
In the process of model construction, we evaluated multiple potential methods by which we could train our model. One important consideration was the nature of the population with which the model was trained. While there is a balance in selecting your population (broad applicability vs targeted population) we decided to utilize a population with diverse fertility phenotypes and exposers to ensure that it could perform well with many different phenotypes. As such, we included, smokers and non-smokers, Individuals of known fertility, those currently being treated for infertility, and men from our general population. By doing so we sought to ensure that our model was as broadly applicable as possible.
We also spent a great deal of effort to ensure that the model was as simple as possible.
While training on all data from the entire array may have provided additional power in prediction, it also would likely make the model very difficult to interpret. Instead, we focused only on the regions that we knew were independently predictive of age (based on previous data) and refined the model by only assessing these regions. In fact, we found that even in our simplified model there was some degree of over-fitting that was occurring, and we were able to further simplify form our initial 147 regions down to 51
regions with just as high of predictive power. This effort resulted in a quite robust model (~94% accuracy and an r2 of ~0.89). If our final model had a great deal of room for improvement, there would be a larger need for revisiting our approach and potentially increasing our training feature set to include more, or all, of the array. However, since we have such a robust and interpretable model as it stands, pursuing a different course was not warranted.
Our data indicate that the model constructed herein is also technically robust. We were able to assess previous data from our lab in which 10 individuals had six technical replicates on 450k methylation arrays [9] . This replicate data enabled to assess the power of the model in two distinct ways. First, we were able to assess the predictive power of the model on a completely independent cohort (each of these samples were performed at a different time and on different arrays than what the model was trained upon). Second, we were able to show that the model is able to generate consistent predictions for individuals between technical replicates. Of additional interest is the fact that the samples used in these technical replicates originated from a study that tested the impact of extreme and prolonged temperature exposures on sperm DNA methylation patterns. Thus a portion of the replicates screened were exposed to various magnitudes less than ideal conditions, adding further validity to the strength of the aging signal in the sperm methylome and ultimately to this model. This stability between various batches and samples is important in a model that will have broad applicability.
Our study also indicates that there is significant increases in inter-individual epigenetic instability / variability at sites known to be affected by age. To perform this experiment we had to be careful to only observe variability measures within a fixed age (as the change in methylation over time at age-affected regions would clearly result in increased variability if observed across multiple ages as we know these sites will change).
However, when increased variability is observed at these sites when age is held constant (with only a one year window being considered) it suggests that there is a real biological instability at these sites between individuals. Multiple potential explanations exist for this finding, the simplest of which is that even within a single year's time, the miniscule change that occurs during that period results in elevated variability. This seems unlikely based on our data because we commonly found similar and even higher levels of CpG methylation variability across the genome in non-age-affected regions. While not increased in magnitude at the age-affected sites, there was an increase in the frequency of CpGs with elevated variability, which was the driver for the increased average variability across the age-affected regions. Another potential explanation for this increase in variability is that fathers conceiving offspring at different ages may pass on some of these marks to the offspring. At face value, this seems a bit far-fetched due to the massive reprograming events, which take place in the early embryo and in the primordial germ cells. However, there are data available that suggest that methylation marks in many subtelomeric regions escape reprograming events and can be potentially be passed on to the offspring [10] [11] [12] [13] [14] . Intriguingly, our original sperm aging study showed that the majority of age-affected regions were located in these sub-telomeic regions as well [2] . Such a transmission of age-affects would be remarkable, but may offer a real potential explanation for at least a portion of the variation seen at these regions. Regardless of the mechanism driving the increased variability, these patterns are intriguing and warrant further study.
Our data also suggest that there may be some utility for such a model in a clinical setting.
Specifically, we were able to identify an age-affect of smoking in our cohort of patients.
We found that individuals who smoke appeared to have acceleration in the pattern of aging and thus the individual's "germ line age" was in some cases significantly higher than their chronological age. This represents one example of many different analyses that could be performed and we may find that different levels/types of infertility, obesity, or other environmental exposures may cause acceleration in the aging pattern seen in sperm.
One of the biggest questions that remain if such a finding is real is the potential impact of this age acceleration. Such a pattern could potentially result in increased risk to offspring health as epidemiological data clearly shows increased incidence of neuropsychiatric disease in the offspring of older fathers [15] [16] [17] [18] [19] [20] . Such an increase in risk may not mean that the altered methylation pattern itself causes these offspring abnormalities, but instead the methylation signatures of age are simply a good indicator of the overall state or age of the sperm. Likely of more immediate interest to clinicians is the fact that advanced paternal age is associated with a loss of fecundity and fertility. Specifically, it has been shown that men older than 45 years take ~5 times as long to achieve a pregnancy as men less than 25 years (when controlling of female age) [21] . A similar decrease in fecundity was identified in a large population study in 2000 which showed that (after adjusting for maternal age) men > 35 years had a 50% lower chance of achieving a pregnancy within 12 months of attempting conception [22] . Other studies have also shown decreased fertilizing potential in both IUI and IVF [23, 24] . While the magnitude of this effect remains controversial [25, 26] , it is clear that advanced paternal age does play an important role in a couple's fertility status and can clearly result in, at a minimum, a significantly increased time to pregnancy. For many couples, such potential barriers to achieving a pregnancy are essential to understand and discuss with their care providers.
While none of these associations have been proven in this specific work, the potential clinical utility of the calculator is intriguing and warrants further investigation both in the individual's health/fertility as well as in the prediction of sired offspring phenotype.
The data described herein are quite promising, though some limitations are clear. 
METHODS
Samples, study design, data availability: In the current study we assessed sperm DNA methylation array data from 3 distinct previously performed studies [2, 6, 7] . All of the studies have been previously performed in our laboratory. We included only the samples for which ages for the individuals tested were available. From these data sets, we were able to acquire a total of 329 samples that were used to generate the predictive model outlined herein. Each sample was run on the Illumina 450K methylation array. In each case we used SWAN normalization to generate beta-values (values between 0 and 1 that represent the fraction of a given CpG that is methylated) that were used During the early processing of the sperm samples, great care was taken to ensure that there no somatic cell contamination was present that could potentially influence the results of our studies. To prove that this has effectively taken place we assessed the methylation signatures at a number of sites throughout the genome, each of which are highly differentially methylated between sperm and somatic tissues. In Figure 5 , we show the differential methylation at one representative genomic locus, DLK1, to illustrate the absence of contaminating signals in the samples used in our study. While a great degree of variability exists between the methylation in these samples there exists very little, if any somatic methylation signals. This pure population is key to ensuring a robust model most targeted at detecting the actual variable of interest, age.
Samples used:
We selected the groups to be used for training the predictive model for a few distinct reasons. Individuals with many different fertility phenotypes provided the samples used in this study. Specifically, our training data set includes samples from sperm donors, known fertile individuals, infertility patients (including those seeking intrauterine insemination or even in vitro fertilization treatment at our facility), and individuals from the general population. Further, our data set includes those that have very different lifestyles and environmental exposures (as an example, both heavy smokers and never smokers are represented in our data set).
Model Training:
We utilized the glmnet package in R to facilitate training and development of our linear regression age prediction model [8] . For training of our model, we limited the training dataset to only 147 regions that we have previously identified to be strongly associated with the aging process to ensure the broad interpretability to the results of the model [2] . We trained multiple models to identify the best possible outcomes. First, we trained on all of the beta-values for each CpG located in our regions of interest ("CpG level" training). Second, we generated a mean of beta-values for each region which included the CpGs within each region respectively. Ultimately, this approach yielded a list of mean beta-values for each region ("regional level" training), and the model was trained only on these averages.
In each of the above-described scenarios, we employed a 10-fold cross validation strategy to repeatedly test trainings on 90% of our samples and hold out 10% for a test set. This was performed 10 times on unique subgroups of the entire data set. The results from these ten validations were compared between the CpG level training and the regional level training. To compare the accuracy and predictive power of these models we performed linear regression for each (actual age vs. predicted age) and generated r 2 values. These r 2 values were compared via simple two-tailed t-test to determine if any significant difference exists between the two approaches to model construction (CpG level construction vs. regional level construction).
Technical validation / replicate performance: We tested our model in a completely independent cohort of samples [9] . We were able identify 10 sperm samples each with six technical replicates that were that were each run on the 450K array (not those used in our cross validation / model training) to determine how precise and consistent the model is at predicting an individuals age. These samples were run with the final predictive model to and a linear regression analysis of predicted vs. actual age was performed using R.
Association with regional inter-individual epigenetic instability:
To determine the drivers of the age-associated change in these regions, we examined the level of variability/instability of methylation signals between the individual's screened in our test/training set by a method previously described in a recent publication from our lab [7] .
We assessed the methylation variability between individuals at each of these sites by methods we have previously described [7] . In brief, the variability analysis begins with logit transformation of beta values to ensure homoscedasticity followed by a center scaling (using the 'scale' function in R), which generates a distance from the average for each CpGs. The absolute center scaled value is then used to determine the absolute distance from the mean and is averaged across the age effected regions and background CpGs (all other CpGs on the array). We then compare the center scaled values in these two groups (age affected and background) to determine if there is elevation in variability or distance from the mean. In this specific ananlysis we binned individuals by year of age and then performed center scaling within each bin (to avoid the increased levels of variation that would be present simply due to the change with age we have identified).
We then tested the difference between variability at the age-associated regions within each bin against the background of the entire array.
The impact of smoking on age prediction: To test the potential diagnostic/clinical utility of our model we have more closely assessed the data in our original cross validation dataset. Specifically we have analyzed our smoking dataset, which includes sperm methylation data from 78 never smokers and 78 smokers. Similar aged men are represented in each group. We additionally isolated a portion of the smoking group who were considered 'long term smokers' for analysis (>10 years consuming cigarettes). In this analysis we compared accuracy of the age prediction of each group to determine if there is a significant increase in the age prediction compared to chronological age in individuals who smoke. To do this we identified we compared predicted age vs. actual age by the equation % difference = (predicted age/actual age)-1. We then compared the % difference values for each group via two-tailed t-test to determine if there were significant differences in age acceleration between the two groups.
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