Abstract. Different approaches have been developed to mitigate the state space explosion of model checking techniques. Among them, symbolic verification techniques use efficient representations such as BDDs to reason over sets of states rather than over individual states. Unfortunately, past experience has shown that these techniques do not work well for loosely-synchronized models. This paper presents a new algorithm and a new tool that combines BDD-based model checking with partial order reduction (POR) to allow the verification of models featuring asynchronous processes, with significant performance improvements over currently available tools. We start from the ImProviso algorithm (Lerda et al.) for computing reachable states, which combines POR and symbolic verification. We merge it with the FwdUntil method (Iwashita et al.) that supports verification of a subset of CTL. Our algorithm has been implemented in a prototype that is applicable to action-based models and logics such as process algebras and ACTL. Experimental results on a model of an industrial application show that our method can verify properties of a large industrial model which cannot be handled by conventional model checkers.
Introduction
Model checking is a technique used to verify concurrent systems such as sequential circuit designs and communication protocols, by exhaustively exploring the state space of a finite-space description of the processes involved. The properties to be verified on such systems are typically expressed in (linear or branching) temporal logics such as LTL, CTL or CTL*, with different algorithms and complexities depending on the logic used. In particular, McMillan achieved a breakthrough with the use of symbolic representations based on the use of Ordered Binary Decision Diagrams (BDD) [1] to perform model checking of CTL, making it possible to verify systems with a very large number of states [2] .
Unfortunately, the size of the state space to be explored is frequently prohibitive due, among other causes, to the modeling of concurrency by interleaving. The aim of partial order reduction (POR) techniques is to reduce the number of interleaving sequences that must be be considered. When a specification cannot distinguish between two interleaving sequences that differ only by the order in which concurrently executed events are taken, it is sufficient to analyse one of them [3] . This paper presents a new algorithm and tool that combine BDD-based model checking with partial order reduction (POR) to allow the verification of models featuring asynchronous processes, with significant performance improvements over currently available tools. We start from the ImProviso algorithm of Lerda et al. [4] for computing reachable states, which combines POR and symbolic verification. We merge it with the FwdUntil method of Iwashita et al. [5] that supports verification of a subset of CTL. Our algorithm has been implemented in a prototype that is applicable to action-based models and logics such as LOTOS [6] and ACTL [7] .
The main contributions of this paper are the FwdUntilPOR algorithm that combines POR and forward CTL model checking, a new symbolic model checker which implements this algorithm and is applicable to action-based models and logics, and an experimental evaluation of this algorithm and tool on a realisticsized model.
The remainder of the paper is structured as follows. In Section 2, we introduce some background concepts, definitions and notations that are used throughout the paper. In Section 3, we review the Two-Phase algorithm for POR, and its symbolic incarnation in ImProviso. In Section 4, we discuss a forward approach to CTL symbolic model-checking, built around the FwdUntil operator. In Section 5, we present our own combination of ImProviso and FwdUntil, leading to the ForwardUntilPOR algorithm. In Section 6, we present a prototype of a new symbolic model checker implementing the FowardUntilPOR method. In Section 7, we present the results obtained by applying our method on a case study. Section 8 reviews related works. In Section 9, we give conclusions as well as directions for future work.
Background

Transitions Systems
We model the behaviour of a system as a set T of transitions over some state space S, where each transition is a binary relation over states. Formally, let AP be a set of atomic propositions. A state transition system is a four tuple M = (S, T, S 0 , L) where S is a finite set of states, S 0 ⊆ S is the set of initial states, T is a set of transitions such that for each α ∈ T , α ⊆ S × S and L : S → 2 AP is a function that labels each state with the set of atomic propositions that are true in that state.
We write s
We write enabled(s) for the set of enabled transitions in s. A transition α is deterministic in a state s iff there is at most one s ′ such that s α −→ s ′ . We define the classical pre-and post-image of a set of states X over a set of transitions R, used in backward and forward state-space traversal respectively:
Partial-Order Reduction
The goal of the partial-order reduction methods (POR) is to reduce the number of states explored by model-checking, by not exploring different equivalent interleavings of concurrent events. Naturally, these methods are best suited for strongly asynchronous programs. Interleavings which are required to be preserved may depend on the property to be checked. Partial-order reduction is based on the notions of independence between transitions and invisibility of a transition with respect to a property. Two transitions are independent if they do not disable one another and executing them in either order results in the same state. A transition is invisible with respect to a property f when its execution from any state does not change the value of the atomic propositions in f . Intuitively, if two independent transitions α and β are invisible w.r.t. the property f that one wants to verify, then it does not matter whether α is executed before or after β, because they lead to the same state and do not affect the truth of f .
Partial-order reduction consists in identifying such situations and restricting the exploration to either of these two alternatives. In effect, POR amounts to exploring a reduced model
there is an α ∈ T such that α ′ ⊆ α. In practice, classical POR algorithms [3, 8] execute a modified depth-first search (DFS). At each state s, an adequate subset ample(s) of the transitions enabled in s are explored. To ensure that this reduction is adequate, that is, that verification results on the reduced model hold for the full model, ample(s) has to respect a set of conditions, based on the independence and invisibility notions previously defined. In some cases, all enabled transitions have to be explored. The following conditions are set forth in [9] : C1 Only operations in T − ample(s) that are independent from operations in ample(s) can be executed before an operation from ample(s) is executed.
3
C2 For every cycle in the state graph, there is at least one state s in the cycle that is fully expanded, i.e. ample(s) = enabled(s). C3 If ample(s) = enabled(s), then all transitions in ample(s) are invisible. C4 If ample(s) = enabled(s), then ample(s) contains only one transition that is deterministic in s.
4
Conditions C1, C2 and C3 are sufficient to guarantee that the reduced model preserves properties expressed in LT L X , i.e. linear temporal logic without the next operator (see e.g. [8] ). Condition C4 is significantly more restrictive but is necessary to ensure preservation of branching temporal logics. In that case, [9] shows that there is a so-called visible bisimulation between the complete and reduced models, which ensures preservation of both state-based logics such as CT L * X (and thus CT L X ). This fits our purpose, since we address action-based models and logics.
Conditions C1 and C2 depend on the whole state graph and are not directly exploitable in a verification algorithm. Instead, one uses sufficient conditions, typically derived from the structure of the model description, to safely decide where reduction can be performed. In our case, we refine the model in terms of processes, with local and global variables and transitions and base the reduction on the notion of safe local transition, as developed in next section.
Process Models
We assume a process-oriented modeling language, where a concurrent system consists of a finite set of processes P accessing a set of variables V . Each process p ∈ P maintains a set of local variables V (p) that only it can access. All the processes also share a set of global variables, given by V − p∈P V (p). The global state s ∈ S consists of the values of all the variables; the local state of p, written s(p), consists of the values of the local variables V (p) in s. More generally, we write s(W ) for the values of a set of variables W ⊆ V in s. The set of all possible states of the system is thus the cartesian product of the range of all variables, which we assume to be finite.
Transitions α ∈ T are characterized by the variables V (α) that they may modify or depend on: α is reducible to a relation α 0 on the range of
. We consider that processes participate in all the transitions that affect their variables, and define the set of transitions of a process p as
The locally offered transitions of p in s are the transitions of p that are allowed by
Note that a locally offered transition is not necessarily (globally) enabled, i.e. trans(p, s) ⊆ enabled(p). A transition is safe iff it is deterministic and invisible (w.r.t. the property f being verified) in all states. We write safe(p) for the set of safe local transitions of p, where
With this in hand, we can define sufficient conditions to apply partial-order reduction to our refined process-based models: essentially, as long as some process offers only safe local transitions, among which only one is enabled, then that transition can be selected as the ample set while meeting conditions C1 to C4. More formally, a process p is defined as deterministic in state s if the following conditions are met: (1) only safe local transitions are locally offered by p in s, that is, trans(p, s) ⊆ safe(p), and (2) only one transition of p is enabled in s, that is,
If p is deterministic in s, then s can be partially expanded by ample(s) = T (p) ∩ enabled(s) = {α}, where α is a single safe local transition of p, while maintaining the validity of verification (cf. Section 5).
3 The Two-Phase Approach to Partial Order Reduction
The Two-Phase Algorithm
The Two-Phase algorithm (presented in [10] ) is a variant of the classical DFS algorithm with POR of [3, 8] . It alternates between two distinct phases:
-Phase 1 expands only deterministic states considering each process at a time, in a fixed order. As long as a process is deterministic, the single transition that is enabled for that process is executed. Otherwise, the algorithm moves on to the next process. After expanding all processes, the last reached state is passed on to phase 2. -Phase 2 is simple. It performs a full expansion of the states resulting from the phase 1, then applies phase 1 to the reached states.
In order not to postpone a transition indefinitely, for each cycle in the reduced state space, at least one state in this cycle must be fully expanded. Such an indefinite postponing can only arise within phase 1, and is handled by detecting cycles within the current phase 1 expansion and switching to a phase 2 expansion when they occur.
As shown in [10] , the Two-Phase algorithm produces a reduced state space which is stuttering equivalent to the whole one, and therefore preserves CT L X properties [9] .
ImProviso
[4] proposes ImProviso, a symbolic version for computing the reachable states of the Two-Phase algorithm. It efficiently combines the advantages of POR and symbolic methods. Classical symbolic model checking algorithms use a single transition relation (partitioned or not) to carry out the required computation on the state space. On the other hand, the ImProviso method defines n + 1 transition relations, where n is the number of processes in the system. One is the full transition relation T used in phase 2, and the others contain only the safe local transitions from deterministic states, denoted as T 1 (p) of each process p, used in phase 1.
Contrary to the nested DFS preferred by classical POR methods, the symbolic methods amount to a breadth-first search (BFS). It is thus harder to detect cycles within phase 1 in the symbolic case, and that detection is required to maintain the validity of the algorithm. ImProviso adopts a pessimistic approach: at each step during phase 1, it is assumed pessimistically that any previously expanded state that is reached again might close a cycle, although these occurrences might actually be on different execution paths. This over-approximation guarantees that all cycles are correctly identified, but possibly needlessly reduces the number of states where phase 1 can be applied. This is the key justification for basing ImProviso on the Two-Phase algorithm, as this limits the need for cycle detection to each single execution of phase 1, as opposed to the whole exploration for more traditional POR approaches.
The original ImProviso algorithm is not detailed here but is very similar to the FwdUntilPOR algorithm of Section 5, which is based on ImProviso.
Forward Symbolic Model-Checking of CTL
In [5] , Iwashita et al. present a model checking algorithm based on forward state traversal, which is shown to be more effective than backward state traversal in many situations. Forward traversal is applicable only to a subset of CTL, but can be combined with backward traversal for the rest of the formulae. In the following sections we combine this algorithm with ImProviso in order to extend the advantages of partial-order reduction in symbolic methods from reachability properties to CTL properties.
The semantics of a CTL formula f is defined as a relation s |= f over states s ∈ S. In this paper we define the language of f as L(f ) = {s ∈ S|s |= f }. In the sequel we assimilate temporal logic formulae f to the set of states L(f ) that they denote, for the sake of simplifying the notations. In particular, we denote set-based computations as the formula-based fixpoints that they compute.
Given a formula f and initial conditions h 0 , conventional BDD-based symbolic model-checking can be described as evaluating L(f ) over the sub-formulas of f in a bottom-up manner, and checking whether L(h 0 ) ⊆ L(f ). This can be expressed as checking whether h 0 ⇒ f , or equivalently, whether h 0 ∧¬f = f alse. The evaluation of (future) CTL operators in f results in a backward state-space traversal of the model.
[5] introduces forward exploration by transforming a property h ∧ op(f ) = f alse into equi-satisfiable one op ′ (h) ∧ f = f alse, where a future, backwardtraversal CTL operator op in the right term is transformed into a past, forwardtraversal operator op ′ in the left term. In general, h is then a past-CTL formula. The following (past-temporal) operations over formulae are defined
F wdU ntil(h, f ) computes states s that can be reached from h within f (except for s itself), and EH(h) computes states reachable from a cycle, all within h. On this basis, the following equivalences are established:
The transformation process starts from h 0 ∧ ¬f = f alse, where h 0 is the initial conditions and ¬f is the (suitably re-written) negation of the property to be verified. The equivalences above are applied recurrently until the right part cannot be reduced further, either because all temporal operators have been eliminated or because no rule applies to those remaining. Disjunctions in f can also be handled by case-splitting. Given the final h∧f = f alse, L(h) is evaluated using forward traversal, and the resulting set of states is used as the new initial conditions for a classical, backward model-checking of the remaining f .
By using these equivalences, it is possible to replace an outermost EX, EU or EG operator in f with a forward traversal operator in h. For instance, one can derive the following equivalence:
Unfortunately, it is not possible to achieve the complete conversion of all CTL properties by applying this method. For instance, the following property is not fully transformable, because the negation in the right term cannot be eliminated:
Informally, reduction is possible for a restricted fragment of universal CTL, where temporal operators do not appear in the context of disjunctions nor on the left side of Until operators. 5 
Forward Model Checking with Partial Order Reduction
In this section we bring together the POR approach of ImProviso, presented in Section 3.2, and the forward model checking approach of Section 4. The key element is to define a new algorithm FwdUntilPOR, which applies ImProviso's principles to perform POR during the forward exploration of F wdU ntil. The algorithm for F wdU ntilP OR(h, f ) is given in Listing 1.1, and is based on ImProviso's algorithm in [5] . 1 global T // total t r a n s i t i o n relation
. n ] // safe local t r a n s i t i o n s of each process Universal CTL is the fragment of CTL such that negated normal forms contain only universal path quantifiers (AX, AU, AG, AF ). As detailed in [5] , if the model has a single initial state (L(h0) = {s0}), then the validity of f can also be phrased as h0 ∧ f = f alse, and existential formulae can be handled as well. 
The phase1 procedure performs the first phase, consisting of partial expansion of deterministic transitions. It is composed of two nested loops. The outer one (lines 22 -33) expands all processes in a given order. The inner one (lines 25 -31) expands all deterministic transitions of the current process, from states satisfying f , until no more new states can be found.
The stack variable contains all the states which have already been reached during the current run of phase1. cycleApprox over-approximates the set of states closing a cycle. It contains all the states which have been reached twice during the current run of phase 1. The dead variable gathers all the states with no outgoing deterministic transition for the current process; those states are added back to the current frontier when moving to the next process (line 32).
The original ImProviso algorithm defines an additional outermost loop in phase 1, which guarantees that a state is passed from phase 1 to phase 2 only if it has no enabled deterministic transition for any process. This is useful in the case where a local transition from one process can activate another process, as for example posting a message to a channel that can be subsequently received. In our case, this fixpoint calculation is not needed because by construction our notions of local transition and deterministic process do not allow this kind of situation. It would easily be added back if it were to become useful.
The phase2 procedure performs a full expansion of the states of the current frontier satisfying the constraint f .
Correctness A full formal proof of correctness of the proposed approach is beyond the scope of this paper. The validity of the overall verification technique depends on a number of components, a number of which are inherited from existing techniques and tools. One important point is the validity of the ample sets used for POR, which we address in more details first, based on the definitions of Section 2. The following lemma will be useful in the main proof: Lemma 1. If a process p is deterministic in a state s with enabled(s) ∩ T (p) = {α} and there is a transition α ′ = α such that s
Proof. We have that α ′ ∈ enabled(s). Since enabled(s) ∩ T (p) = {α}, α ′ / ∈ T (p) and s(p) = s ′ (p). trans(p, s) only depends on s(p) so trans(p, s) = trans(p, s ′ ) and enabled(s
Then we come to the main result:
Theorem 1 (Correctness of Ample Sets). Given a state s, if trans(p, s) ⊆ safe(p) and T (p) ∩ enabled(s) = 1, then ample(s) = T (p) ∩ enabled(s) = {α} is a valid ample set for s.
Proof. This requires checking that ample(s) meets conditions C1 to C4 of Section 2.2. C1 is proved by contradiction. Suppose that there is a path s = s 0
where all α i are independent from α and α ′ is dependent on (but different from) α. By applying lemma 1 inductively in s, s 1 , . . . , s m−1 , we get that s(p) = s 1 (p) = · · · = s m (p), and p is deterministic in s m with T (p) ∩ enabled(s m ) = {α}, and therefore α ′ / ∈ T (p). If α ′ / ∈ T (p), then since α ∈ saf e(p), α and α ′ are independent, a contradiction. C2 is satisfied because in every cycle in the reduced graph, at least one state is fully expanded in phase 2 of the algorithm. If the cycle contains at least one states s where no process is deterministic, then that state will not be expanded in phase 1. If the cycle is composed exclusively of states where a process is deterministic, then the algorithm guarantees conservatively that the loop is detected in phase 1 and one state is deferred to phase 2 (see the cycleApprox variable, line 27). C3 is satisfied because either ample(s) = enabled(s) or ample(s) ⊆ safe(s) by construction. C4 is satisfied by construction of ample(s).
⊓ ⊔
The validity of the overall technique follows, based on the following arguments:
1. The equivalence relations between backward and forward operators of section 4 are valid, in the sense that the transformed formulas, introducing forward traversal where feasible, are satisfiable if and only if the original formulas are satisfiable. This result is assumed from [5] . 2. Classical backward BDD-based model-checking, and in particular the reduction of CTL to EX, EU and EG operators, is valid. This is a well-established result, see e.g. [8] . 3. The single enabled transition of a deterministic process p in a state s, as defined in Section 2.3, is indeed a valid ample set for s (Theorem 1). 4. Assuming § 3, FwdUntilPOR performs a valid exploration of a subset of the behaviours explored by F wdU ntil, reduced through POR. This is verified by checking that FwdUntilPOR is a valid symbolic implementation of the TwoPhase algorithm based on deterministic processes as defined in Secton 2.3 in the same way as the original ImProviso, but adapted for adapted for restricting the exploration to paths of the form s 0 → s 1 → . . . → s n−1 → s n where s 0 |= h and ∀i ∈ {0, . . . , n − 1} : s i |= f . 5. The overall, combined forward and backward exploration is a valid modelchecking technique for CT L X . This combines the validity of the transformation ( § 1), of classic CTL model-checking ( § 2) and of the POR-reduced exploration by FwdUntilPOR ( § 4), combined with the observation in Section 2.2 that POR reduction respecting conditions C1 to C4 preserves CT L X properties.
Implementation
We have developed the FwdUntilPOR method in a new symbolic model checker. It allows to describe concurrent systems and to verify CTL properties, and actionbased extension thereof, on these models. Our prototype has been implemented with the Scala language [11] . Scala is a multi-paradigm programming language, fully interoperable with Java, designed to integrate features of object-oriented programming and functional programming. Scala is a pure object-oriented language in the sense that every value is an object. Scala is also a functional language in the sense that every function is a value. To obtain better performance, our model checker uses a BDD package, named BuDDy [12] , written in C.
The model checker defines a language for describing transitions systems. The design of the language has been influenced on the one hand by process algebras and on the other hand by the NuSMV language [13] . A model of a concurrent system declares a set of global variables, a set of shared actions and a set of processes. A process p declares a set of local variables, a set of local actions and the set of shared actions which p is synchronized on. Each process has a distinguished local program counter variable pc. For each value of pc, the behavior of a process is defined by means of a list of action-labelled guarded commands of the form [α] c → u, where α is an action, c is a condition on variables and u is an assignment updating some variables. Shared actions are used to define synchronization between the processes. A shared action occurs simultaneously in all the processes that share it, and only when all enable it.
Properties are expressed in an action-based extension of CTL similar to ACTL [7] 6 . These properties can be checked with three techniques: the backward traversal method, the FwdUntil method (Section 4) and the FwdUntilPOR method (Section 5). If the FwdUntilPOR is applied, some syntactic restrictions are imposed in order to satisfy the conditions allowing the POR. For instance, the propositions allowed in the CT L X properties can only concern the global variables so as to satisfy the visibility condition. For each p, safe commands are determined at compile time and combined into T 1(p). A guarded command is considered as safe if it contains only local variables and actions. For each pc, a list of guarded command gcs is considered as safe, if all elements of gcs are safe and all of them are mutually exclusive .
Ordering of the Variables BDDs require a fixed ordering among the boolean variables used to represent the system. The size of BDDs, and therefore the performance of BDD-based model-checking, strongly depends on this ordering. For instance, the size of the BDD representing a n-bit comparator (
In general, finding the best variable ordering is a NP-complete problem. The topic has been intensively studied and several heuristics have been developed for finding a good ordering between variables.
This research has mostly focused on ordering variables within a state, but there is also an opportunity for optimizing the order of variables used for the transitions relation T (s, α, s ′ ), which ranges over sets of boolean variables, s, α, s ′ respectively. If s α −→ s ′ , s is named the source state and s ′ is named the target state. In order to represent the relation T as a boolean function T (s, α, s ′ ), three sets of boolean variables are used: s = s 1 , s 2 , . . . , s m , α = α 1 , α 2 , . . . , α n and
m . An intuitive approach would be to start with α, followed by s, then s ′ . In the case of strongly asynchronous systems, this approach leads to an explosion of the BDD size [15] . A better solution is proposed in [15] for asynchronous models such as those obtained from process algebra specifications. The action variables are encoded first, followed by an "interlacing" between the source variables and the target variables:
Experimental results show that the resulting BDDs only grow linearly in the number of asynchronous components. Intuitively, the ordering works well due to the fact that, in the case of asynchronous processes, most of the time a small number of processes proceed, so only the variables of those processes change while most variables remains the same (i.e. s i = s ′ i ). These constraints are more efficiently encoded in the BDD, if s i and s ′ i are next to each other in the ordering, similarly to the n-bit comparator example above. Table 1 compares the transition relation BDD size and the time between the intuitive and the interlaced ordering, based on the case study of Section 7. The size of the model is driven by the parameter #drill, and the time corresponds to verifying property p6. It confirms the much reduced growth rate of the interlaced ordering, allowing a much larger number of components to be added. Table 1 . Size of the transition relation BDD (in # nodes) and verification time (in seconds) for property p6 of the Turntable case study, using interlaced vs. non-interlaced orderings, -correspond to memory exhausted (2 GB) In order to assess the effectiveness of our method, we applied it to a turntable model which is described in [16, 17] . For initial experiments, we modelled the system in the NuSMV language. We then converted the language of our prototype. We compared performance of verification using three methods: classical backward, FwdUntil and FwdUntil with POR, as well as with the NuSMV tool and with the non-symbolic tool from the CADP toolset: Evaluator [18] . This section presents the system and the results we obtained. All the test have been run on a 2,16 GHz Intel Core 2 Duo with 2 GB of RAM memory. The turntable system consists of a round turntable, n drills and a testing device, as illustrated in Figure 1 . The turntable transports products between the drills, the testing device and input and output positions. The drills bore holes in the products. After being drilled, the products are delivered to the tester, where the depth of the holes is measured, since it is possible that drilling went wrong. The turntable has n + 3 slots that each can hold a single product. The original model had only one drill; we extended it to represent an arbitrary number of drills. Although a turntable with 40 drills is a bit artificial, it gives a model of a fairly large realistic size.
The original model was described in LOTOS, a formal specification technique based on process algebras [6] . First we translated the LOTOS model into a NuSMV model. The difficult part of this task comes from the fact that LOTOS and NuSMV do not have the same concurrency model. LOTOS has a more expressive synchronization mechanism. The conversion in the prototype language was easier because our language is inspired by languages like LOTOS.
We have verified 13 properties from [17] expressed as a regular alternationfree µ-calculus formulae [19] , here labelled p1 to p13. p1 to p6 are safety properties and p7 to p13 are liveness properties. For instance, the safety property p6 states that if a piece is well drilled, no alarm will be raised during the next cycle. The liveness property p11 states that each piece will be removed from the turntable after it is tested. For 11 of the 13 properties, the FwdUntilPOR method outperforms the classical backward CTL algorithm. However for p1 and p2, the classical method is approximately 30 times faster than the FwdUntilPOR algorithm. Currently, we do not have an explanation for such a difference which is left for further investigation. On this model, the FwdUntil method is less efficient than the classical method, taking exception from the general observation reported in [5] . Table 2 shows the time for the verification of the properties p6 and p11. If the turntable comprises 40 drills, p6 properties is checked approximately 12 times faster and p11 is checked approximately 9 times faster with the FwdUntilPOR method than with the backward method. The causes for the huge increase for CADP between 3 and 4 drills remain to be investigated. Table 2 . Verification times (in seconds) for properties p6 and p11 of the Turntable model, using NuSMV, CADP and our prototype using standard backward exploration (Bwd), FwdUntil (Fwd) and FwdUntilPOR (Fwd+POR). -indicates that the computation did not end within 5 hours. Table 3 compares the time needed for computing the reachable state space between NuSMV and our prototype. We notice that NuSMV cannot handle a model beyond 4 drills, while our prototype can still easily handle up to 40 drills. It is quite interesting to note that while POR increases the number of BDD nodes for the reduced state space (likely due to breaking some symmetry in the full state space), it results in substantial speed improvements. One possible explanation for the huge difference between NuSMV and our prototype is that the modeling language of NuSMV, as opposed to that of our prototype, does not support synchronization through shared actions, and so the translation of the original LOTOS model is more convoluted and less straightforward. This issue deserves further investigation.
Related Work
In [20] , Alur et al. transform an explicit model checking algorithm performing partial order reduction and able to check invariance of local properties. They start from a DFS algorithm to obtain a modified BFS algorithm. Both expand an ample set of transitions in each step. In order to detect the cycles, they assume pessimistically that each previous expanded state might close a cycle. By contrast, ImProviso makes a smaller over-approximation of such states because it only needs to consider cycles formed exclusively by deterministic transitions. Consequently it looks for possible cycles only with respect to states visited during phase 1. Table 3 . BDD size (in # nodes), state space size (in # states) and computation time (in seconds) for the reachable state space of the Turntable model in NuSMV vs. our prototype, both with full and POR exploration (i.e. using the ImProviso algorithm).
-indicates that the computation did not end within 5 hours.
In [21] , Abdulla et al. present a general method for combining POR and symbolic model checking. Their method can check safety properties either by backward or forward reachability analysis. So as to perform the reduction, they employ the notion of commutativity in one direction, a weakening of the dependency relation which is usually used to perform POR. It can be applied either to finite or infinite state spaces. One difference between this approach and ours is the checked properties. This approach deals both with backward and forward reachability analysis, while we are able to check a subset of CT L X properties using only forward analysis.
In [22] , Kurshan et al. introduce a partial order reduction algorithm based on static analysis. They notice that each cycle in the state space is composed of some local cycles. The method performs a static analysis of the checked model so as to discover local cycles and set up all the reductions at compile time. The reduced state space can be handled with symbolic techniques. Their approach differs from ours in that it performs the reduction at compile time. On the contrary our approach performs the reduction at run time. Lerda et al. suggest that the Improviso method is more efficient than the one introduced by Kurshan et al. [4] . However, we think that it still would be interesting to see how both approaches can benefit from each other.
In [23] , Fantechi et al. present SAM, a symbolic model checker based on BSP (Boolean symbolic programming), a programming language aimed at defining computations on boolean functions. SAM takes as input an LTS s and a (possibly recursive) µ-ACTL formula p, and transforms both into BSP programs, which are then compiled into a sequence of calls to BDD primitives. Checking that s verifies p reduces to checking whether the boolean function "tr(s) ⇒ tr(p)" is a tautology. SAM is able to check µ-ACTL formulae which is a richer language that the one of our prototype, but does not address performance optimizations such as partial-order reduction.
Conclusion and Perspectives
In this paper, we introduced the FwdUntilPOR algorithm that combines two existing techniques to provide efficient symbolic model checker of CTL on asynchronous models. The first technique is the ImProviso algorithm which efficiently merges POR and symbolic methods. The second technique is the forward symbolic model checking approach applicable to a subset of CTL.
We also implemented the FwdUntilPOR algorithm in a new symbolic model checker. Its input syntax supports actions-based models and logics. We show on a realistic-sized case study that our method achieves a strong improvement in comparison to the classical backward algorithm, in the majority of cases.
Although it is usually considered that symbolic model checking is inadequate for loosely-synchronized models, our results show that with appropriate optimization this approach might in fact be quite effective to tackle the state space explosion problem. On this basis, we plan to develop our approach and our prototype in a number of ways:
-We plan to extend the FwdUntilPOR method for applying POR to a larger subset of CTL. We will investigate how the approach of [21] can be extended for combining the classical backward symbolic model checking algorithms and POR. -We need to explore how it is possible to compute a better approximation of the deterministic states. There exists a large body of literature on this subject. -We need to extend our prototype by adding generation of counter-examples for failed properties Another source of improvement can come from applying traditional partitioning techniques to BDDs representing the transition relations. Besides, it would be convenient to accept or translate, as input, a popular language such as LOTOS in order to exploit the numerous case studies available in this formalism. -As observed in our case study, for some properties the FwdUntilPOR method performs much worse than the standard backward model checking. We will investigate this issue, in order to try to characterize the classes of properties where this happens and to investigate whether our algorithm can be improved to better handle those cases.
