Abstract. Let F denote a field with char F = 2. The Racah algebra ℜ is the unital associative F-algebra defined by generators and relations in the following way. The generators are A, B, C, D. The relations assert that
Introduction
In this paper, we consider a universal analogue of the classical Racah algebras which appear in a variety of contexts. The Racah algebras were first discovered in the study of the coupling problem for three angular momenta [24] , though the algebras were not referred to as the Racah algebras until much later. Approximately twenty years later, Granovskiȋ and Zhedanov rediscovered the Racah algebras in an alternate presentation, now referred to as the standard presentation, and gave a realization for the Racah algebras in terms of the intermediate Casimir operators of the Lie algebra su(2) [11] . The algebras were again rediscovered in [6] , but this time in the context of Leonard triples of Racah type. In addition to the works cited above, connections have been found between the Racah algebras and a host of other areas including the Askey scheme of classical orthogonal polynomials, superintegrable models, and the Racah problem for the Lie algebra su(1, 1) [5, 7-15, 20-23, 27, 28] .
For the rest of the present paper, we let F denote a field with char F = 2. Let Z denote the set of all integers and let N denote the set of all nonnegative integers. The unadorned tensor products are meant to be over F. When we discuss an algebra, we mean a unital associative algebra. When we discuss a subalgebra, we assume that it has the same unit as the parent algebra.
We let ℜ denote the F-algebra defined by generators and relations in the following way. It follows from the above definition that the element δ = A + B + C is also central in ℜ. The algebra ℜ is a universal analogue of the original Racah algebras and is referred to as the Racah algebra hereafter [10, 24] . We now mention some earlier work concerning this algebra. In [18, 19] , the second author explores the relationship between ℜ and the additive double affine Hecke algebra H of type (C ∨ 1 , C 1 ). The author shows that ℜ is isomorphic to a subalgebra of H and leverages this fact along with the information in [2, 17] to classify the lattices of ℜ-submodules of finitedimensional irreducible H-modules, provided that F is algebraically closed with characteristic zero.
In [3] , the present authors discuss the algebra ℜ and investigate its Casimir class which we now define. Let C denote the commutative subalgebra of ℜ generated by α, β, γ, δ. Inspired by the work by Genest-Vinet-Zhedanov in [7, Section 2], we consider the following coset of C in ℜ:
where { , } stands for the anticommutator. We refer to this coset as the Casimir class of ℜ and call an element of the Casimir class a Casimir element of ℜ. In [3] , we show that every Casimir element Ω of ℜ is central in ℜ. Further, we show that Ω is algebraically independent over C and that whenever char F = 0, the center of ℜ is precisely C [Ω] . Some of the results in [3] focus on a set of Casimir elements {Ω A , Ω B , Ω C } which is invariant under a certain D 6 -action on ℜ. In particular, we show that for Ω ∈ {Ω A , Ω B , Ω C }, the elements
for all i, k, ℓ, r, s, t ∈ N and j ∈ {0, 1} are a basis for the F-vector space ℜ. The present paper builds upon this work. We now give an overview of the present paper. In this paper we explore the relationship between the Racah algebra ℜ and the universal enveloping algebra U(sl 2 ). Along this vein there are three main results. First we show that there exists a unique algebra homomorphism
Here a, b, c are mutually commuting indeterminates, F[a, b, c] denotes the F-algebra of polynomials in a, b, c that have all coefficients in F, and x, y, z are the equitable generators for U(sl 2 ). Further, the homomorphism ♮ sends
where Λ is the normalized Casimir element of U(sl 2 ). The second main result is that the images of Ω A , Ω B , Ω C under ♮ are
respectively. The third main result is that the homomorphism ♮ is an injection and thus provides an embedding of ℜ into F[a, b, c] ⊗ U(sl 2 ). We use the injection to show that ℜ contains no zero divisors. The present paper is organized as follows. In Section 2, we recall the Lie algebra sl 2 and its universal enveloping algebra U(sl 2 ). In Section 3, we give some results concerning commutators of elements in U(sl 2 ). In Section 4, we recall some facts concerning the Racah algebra ℜ. In Section 5, we show the existence and uniqueness of the homomorphism ♮ :
. In Section 6, we discuss a Poincaré-Birkhoff-Witt basis for U(sl 2 ) and its associated Z-grading of U(sl 2 ). In Section 7, we extend the Z-grading of U(sl 2 ) to a Z-grading of F[a, b, c]⊗U(sl 2 ) and describe the homogeneous components of certain elements of F[a, b, c] ⊗ U(sl 2 ). In Section 8, we discuss the images of the Casimir elements Ω A , Ω B , Ω C under ♮. In Section 9, we give some results concerning algebraic independence. In Section 10, we show that the map ♮ is injective.
2. The Lie algebra sl 2 and its universal enveloping algebra U(sl 2 )
In this section we recall the Lie algebra sl 2 and its universal enveloping algebra U(sl 2 ). For additional information on sl 2 and U(sl 2 ), see [1, 25] .
Let sl 2 = sl 2 (F) denote the Lie algebra over F that has basis E, F, H and Lie bracket
We refer to E, F, H as the natural or standard basis for sl 2 and refer to the above presentation as the natural or standard presentation for sl 2 . In [16] , the authors introduce an alternative basis X, Y, Z of sl 2 called the equitable basis which we describe in the lemma below. For a comprehensive study of the equitable basis of sl 2 , see [1] .
Lemma 2.1. [16, Lemmas 3.2 and 3.4(i)] The Lie algebra sl 2 is isomorphic to the Lie algebra over F that has basis X, Y, Z and Lie bracket
An isomorphism with the standard presentation for sl 2 is given by
The inverse of this isomorphism is given by
Note 2.2. For notational convenience, for the rest of the present paper, we will identify the copy of sl 2 given in the original definition with the copy given in Lemma 2.1, via the isomorphism given in Lemma 2.1.
We now describe the universal analogue of sl 2 . By the universal enveloping algebra U(sl 2 ) of sl 2 , we mean the F-algebra with generators e, f , h and relations
There is a natural embedding of sl 2 into U(sl 2 ) via which we associate the basis elements E, F, H of sl 2 with the generators e, f, h of U(sl 2 ). This association, along with the equitable basis for sl 2 , gives rise to what is known as the equitable presentation for U(sl 2 ). Let
Solving these equations for e, f , h yields that
We see that x, y, z generate U(sl 2 ). The elements x, y, z are called the equitable generators of U(sl 2 ) and are subject to the following relations:
We conclude the section by mentioning a notable element of U(sl 2 ) which will appear later in our discussion of the Racah algebra. We let
and call Λ the normalized Casimir element of U(sl 2 ) [25, p. 11] . With respect to the equiatble presentation, the normalized Casimir element of U(sl 2 ) is given by (10) Λ = − xy + yz + zx + yx + zy + xz 2 .
It is quick to verify that Λ is central in U(sl 2 ).
3. Some commutators in U(sl 2 )
Recall the universal enveloping algebra U(sl 2 ) discussed in Section 2. In this section, we give some results concerning commutators of certain elements in U(sl 2 ). These results will be used in Section 5 when proving the first main result. Throughout the rest of the paper, we let [ , ] denote the usual commutator.
Lemma 3.1. The following equations hold in U(sl 2 ):
Proof. This result follows from (8).
Lemma 3.2. The following equations hold in U(sl 2 ):
Proof. This result follows from (8) and Lemma 3.1.
Lemma 3.3. The following elements of U(sl 2 ) coincide:
Proof. By (8), we see that zyx + zx = z(xy − x − y) + zx = zxy − zy and also that zyx + zx = (yz − y − z)x + zx = yzx − yx. So the expressions in (11) are all equal. The remaining equalities can be similarly obtained. 
Proof. We first show (13). By Lemma 3.3 and Definition 3.4, w = xyz−xz and w = yzx−yx. Thus,
Equations (14), (15) can be shown similarly. Proof. This result follows from (8) and Lemma 3.5.
The Racah algebra ℜ
In this section we recall some facts about the Racah algebra ℜ from [3] and define a bilinear form on ℜ which we will use when proving the third main result in Section 10. (16) and each of
We call ℜ the Racah algebra.
For notational convenience, we let
Let C denote the commutative subalgebra of ℜ generated by α, β, γ, δ. By [3, Lemma 5.2], the elements {α r δ s β t |r, s, t ∈ N} form a basis for the F-vector space C. Let the curly bracket { , } stand for the anticommutator. We call the coset 
for all i, k, ℓ, r, s, t ∈ N and j ∈ {0, 1} (24) are a basis for the F-vector space ℜ. Later in this paper we will be considering elements of ℜ as linear combinations of these basis elements. To aid in our discussion, we define a bilinear form , : ℜ × ℜ → F such that u, v = δ u,v for all u, v in the basis (24) . Observe that the basis (24) is orthnormal with respect to , . We see that for u ∈ ℜ,
Note that there are only finitely many nonzero summands in this sum.
Recall from the Introduction that a, b, c are three mutually commuting indeterminates and that F[a, b, c] denotes the F-algebra of polynomials in a, b, c that have all coefficients in F. In this section, we prove the first theorem concerning the map ♮ :
where x, y, z are the equitable generators for U(sl 2 ). The homomorphism ♮ sends
where Λ denotes the normalized Casimir element of U(sl 2 ).
For notational convenience, throughout the rest of the paper we let
♮ denote the expressions occurring on the right-hand side of (25)- (32) respectively.
Proof of Theorem 5.1: To establish the existence of the homomorphism ♮, it suffices to verify that
Equations (33) 
Use (8).
Use (8) and Lemma 3.1. Note that the homomorphism is unique since A, B, C, D generate ℜ.
In Section 2, we recalled the universal enveloping algebra U(sl 2 ). In this section, we recall a Poincaré-Birkhoff-Witt basis for U(sl 2 ) and discuss the associated Z-grading of U(sl 2 ). In the next section, we will extend the Z-grading of U(sl 2 ) to a Z-grading of F[a, b, c] ⊗ U(sl 2 ). We will use these gradings when proving Theorems 8.1 and 10.1.
We first establish some terminology which we will use going forward. Let A denote an F-algebra and let H, K denote F-subspaces of A. By H · K, we mean the F-subspace of A spanned by hk for all h ∈ H and k ∈ K. For all n ∈ N, the notation H n stands for
For notational convenience, we define H 0 to be F1, where 1 is the unit of A. Following [4, p.202], we define graded algebras as follows. We call the algebra A a Z-graded algebra if there exists a decomposition
We now turn our attention to a basis for U(sl 2 ). 
The basis in Lemma 6.1 is referred to as a Poincaré-Birkhoff-Witt basis or PBW-basis for short. We can use this PBW-basis to form a Z-grading of U(sl 2 ) in the following way. For each integer n, let U n denote the F-subspace of U(sl 2 ) spanned by
The sequence {U n } n∈Z is a Z-grading of U(sl 2 ). With respect to this Z-grading, the elements e, h, f are homogeneous with degree −1, 0, 1 respectively. By (9), Λ is homogeneous with degree 0. By construction, for n ∈ Z, U n has a basis consisting of the elements e i h j f k such that k − i = n. Shortly we will display a second basis for U n which will aid us in proving the remaining theorems. We will need the following result.
Proof. Assume i ≥ 1; otherwise the result is trivial. It follows from (5) that eh = (h − 2)e and thus e i−1 h = (h − 2(i − 1))e i−1 . Using these facts along with (9), we see that
The result follows from these comments and induction on i.
We are now ready to give a second basis for the F-vector space U n .
Lemma 6.3. For each n ∈ N, both of the following hold: (i) the F-vector space U n has a basis
(ii) the F-vector space U −n has a basis
Proof. We first show (i). Let H denote the subalgebra of U(sl 2 ) generated by h. Observe that the elements {h j } j∈N are linearly independent by Lemma 6.1 and so it follows that for each i ∈ N, {(h + 2i) j } j∈N is a basis for H. By Lemma 6.1, the sum U n =
Observe that since {e i h j f n+i |i, j ∈ N} is a basis for U n , {e i (h + 2i) j f n+i |i, j ∈ N} is also a basis for U n . The result follows from these comments.
Part (ii) can be similarly shown.
We now consider the Z-grading {U n } n∈Z from an alternative point of view. For notational convenience, we let
Observe that it follows from (7) that
Recall from (6) that y = h/2. Note that ν x , y, ν z are homogeneous with degree 1, 0, −1 respectively. Further observe that ν x , y, ν z form a generating set for U(sl 2 ) and that
We remark that the Casimir element Λ can be expressed in the following ways:
(41) Λ = 4ν x ν z + y(y + 1), Λ = 4ν z ν x + y(y − 1).
From this we see that both ν x ν z , ν z ν x are homogeneous with degree 0.
We now give a reformulation of Lemma 6.3 in terms of Λ, y, ν x , ν z .
Lemma 6.4. For each n ∈ N, both of the following hold: (i) the F-vector space U n has a basis
Proof. This is a reformulation of Lemma 6.3 using (6) and (38).
In the coming sections, it will be useful to consider the homogeneous components of various elements of U(sl 2 ). With this in mind, we define the following family of maps for future use.
Definition 6.5. For n ∈ Z, let π n : U(sl 2 ) → U(sl 2 ) denote the F-linear map such that (π n − I) U n = 0 and π n U m = 0 for m = n. Thus, π n is the projection map from U(sl 2 ) onto U n . For u ∈ U(sl 2 ), we call π n (u) the homogenous component of u of degree n.
Recall from the Introduction that a, b, c are three mutually commuting indeterminates and that F[a, b, c] denotes the F-algebra of polynomials in a, b, c that have all coefficients in F. In Section 6 we recalled a PBW-basis of U(sl 2 ) and the associated Z-grading of U(sl 2 ). In this section, we extend the Z-grading of U(sl 2 ) to a Z-grading of F[a, b, c] ⊗ U(sl 2 ) and discuss the homogeneous components of certain elements of F[a, b, c] ⊗ U(sl 2 ).
It follows from Lemma 6.4 that Λ, y, ν x , ν z form a generating set for the F-algebra U(sl 2 ). Therefore the following elements form a generating set for the F-algebra F[a, b, c] ⊗ U(sl 2 ):
The Z-grading of U(sl 2 ) given in Section 6 can be extended to a Z-grading of F[a, b, c]⊗U(sl 2 ) whose homogeneous components are described as follows. For n ∈ Z, the n-homogeneous 
Lemma 7.1. For each n ∈ N, both of the following hold:
Proof. The result follows from Lemma 6.4 and the fact that {a r b s c t | r, s, t ∈ N} is a basis for F[a, b, c].
Corollary 7.2. For each n ∈ N, both of the following hold:
Shortly we will describe the homogeneous components of
To aid us in this task, we first express the elements A ♮ , B ♮ in terms of ν x , ν z rather than x, z.
Lemma 7.3. The following equations hold in F[a, b, c] ⊗ U(sl 2 ):
Proof. Use (39) to rewrite A ♮ and B ♮ in terms of ν x , ν z .
Motivated by the above result, we define
We additionally define
We now mention a few quick results concerning the elements R, L, θ, ϑ. 
Proof. This result follows from (40). 
Moreover,
Lemma 7.7. The following equations hold in F[a, b, c] ⊗ U(sl 2 ): Proof. This result follows from (47) and Lemma 7.7.
We are now ready to describe the homogeneous components of
♮ and some related products. To aid us in displaying these results, we define the following family of maps. Proof. The result follows from Lemma 7.1.
Lemma 7.11. For each of the elements
Proof. Lemma 7.13. For i, j, k ∈ N, the homogeneous component of (A
and the homogenenous component of (A
Proof. The result follows from Lemma 7.12.
The images of Ω
In Section 7, we described the images of the generators of the Racah algebra ℜ under the homomorphsim ♮ in terms of their homogeneous components. In this section, we use those results to describe the images of the Casimir elements Ω A , Ω B , Ω C under ♮.
(ii) The image of Ω B under ♮ is
Proof. We first show (i). By (21) and Theorem 5.1, the image of Ω A under ♮ is given by
We begin by considering each of the products
Due to the large number of terms in each of these products, we decompose each product into its homogeneous components. All homogeneous components not displayed in the tables below are zero. For the sake of brevity, we write δ ♮ rather than the expression 1 ⊗ Λ + a(a + 1) ⊗ 1 + b(b + 1) ⊗ 1 + c(c + 1) ⊗ 1 whenever possible.
We begin with (D ♮ ) 2 . Recall from Lemma 7.11 that
[R, L]+ϑL. It follows from this fact along with Corollary 7.6 and Lemma 7.8 that the nonzero homogeneous components of (D ♮ ) 2 are as follows:
We now consider the products B ♮ A ♮ C ♮ and C ♮ A ♮ B ♮ . Using Corollary 7.6, Lemma 7.8, and Lemma 7.11, we find that that the nonzero homogeneous components of B ♮ A ♮ C ♮ are as follows:
It can similarly be shown that the nonzero homogeneous components of C ♮ A ♮ B ♮ are as follows:
We now consider the product (A ♮ ) 2 . Recall from Lemma 7.11 that A ♮ = R + ϑ(ϑ + 1 ⊗ 1). It follows from this along with Corollary 7.6 that the nonzero homogeneous components of (A ♮ ) 2 are as follows:
We now consider the product B ♮ γ ♮ . Recall from Lemma 7.11 that B ♮ = L + θ(θ − 1 ⊗ 1). It follows from this fact along with Lemma 7.10 that the nonzero homogeneous components of B ♮ γ ♮ are as follows:
We now consider the product C ♮ β ♮ . It follows from Lemma 7.10 and Lemma 7.11 that the nonzero homogeneous components of C ♮ β ♮ are as follows:
We now consider the product A ♮ δ ♮ . Recall from Lemma 7.11 that A ♮ = R + ϑ(ϑ + 1 ⊗ 1). It follows from this fact along with Lemma 7.10 that the nonzero homogeneous components of A ♮ δ ♮ are as follows:
If we now use (21) and Lemma 7.7 along with the information contained in the above tables, we see that the image of Ω A under ♮ is as given in (i).
The proofs of (ii), (iii) are similar.
9. The algebraic independence of θ, α ♮ , β ♮ , δ ♮ , and a Casimir element
Recall the homomorphism ♮ : ℜ → F[a, b, c] ⊗ U(sl 2 ) from Section 5. In this section, we show that for any Casimir element Ω of ℜ, the elements θ (or ϑ), α ♮ , β ♮ , δ ♮ , Ω ♮ are algebraically independent over F. We use an approach similar to the one used in [26, Section 8] .
Let
denote mutually commuting indeterminates and let F[x 1 , x 2 , x 3 , x 4 ] denote the F-algebra consisting of the polynomials in {x i } 4 i=1 that have all coefficients in F. We define the following elements in F[x 1 , x 2 , x 3 , x 4 ]: 
We call an element x
in the basis (57) a monomial. We define the rank of this monomial to be 5h + i + 3j + 2k. For example, consider the monomials that comprise y 2 . The monomials x 1 x 3 , x 1 x 4 , x 2 x 3 , x 2 x 4 have rank 8, 7, 4, 3 respectively.
To prove the lemma, it suffices to show that the following elements are linearly independent over F:
r, s, t, u ∈ N.
Given integers r, s, t, u ∈ N, we write y 
This system has a unique solution:
is the leading monomial for exactly one element of (58). By these comments, the elements (58) are linearly independent over F. The result follows.
Lemma 9.2. For any Casimir element Ω of ℜ, the following hold:
Proof. We first show (i). Recall from Section 4 that Ω−Ω A can be expressed as a polynomial in α, β, δ. Thus, it suffices to show that θ,
By Lemma 7.1, the following are algebraically independent over F:
Therefore the following are algebraically independent over F:
Consequently the following are algebraically independent over F:
The above five elements are
respectively. Thus, the elements θ, Ω Proof. Let X denote an element in the kernel of ♮. We show that X = 0. Let Ω ∈ {Ω A , Ω B , Ω C } and recall the basis of ℜ given in (24) . Let S = S(X) denote the 7-tuples (i, j, k, ℓ, r, s, t) of nonnegative integers such that j ∈ {0, 1} and
By construction, (61) X = (i,j,k,ℓ,r,s,t)∈S
Applying the homomorphism ♮ to each side of (61) we see that (62) 0 = (i,j,k,ℓ,r,s,t)∈S
For a 7-tuple (i, j, k, ℓ, r, s, t) ∈ S, we define its height to be i + j and its depth to be j + k. We let S + n denote the set of elements of S which have height n and let S − n denote the set of elements of S which have depth n.
Assume that X = 0 so that S is nonempty. Since {S n Ω ♮ ℓ α ♮ r β ♮ s δ ♮ t n, ℓ, r, s, t ∈ N, n ≤ 2M.
The above linear dependency contradicts Lemma 9.2. Case M ≤ N: Applyπ N to each side of (62). Let (i, j, k, ℓ, r, s, t) ∈ S and consider the corresponding summand in (62). The image of this summand underπ N can be evaluated using Lemma 7.13. Observe that the image is nonzero only when (i, j, k, ℓ, r, s, t) ∈ S + N . Using (62) and Lemma 7.13, we find that 
Consider the equation (64) above. Recall that S + N is nonempty and that by construction, X, A i D j B k Ω ℓ α r β s γ t = 0 for all (i, j, k, ℓ, r, s, t) ∈ S + N . Consider (i, j, k, ℓ, r, s, t) ∈ S + N . Recall that j ∈ {0, 1}, i + j = N, and j + k ≤ M. By assumption, M ≤ N. Therefore j + k ≤ N. For these constraints on i, j, k, the possible solutions (i, j, k) are (N, 0, 0), (N, 0, 1), . . . , (N, 0, N), (N − 1, 1, 0), (N − 1, 1, 1) , . . . , (N − 1, 1, N − 1 The above list and the sequence {θ n } 2N n=0 are both bases for the F-vector space consisting of polynomials in θ of degree at most 2N. With these comments in mind, (64) gives a nontrivial F-linear dependency among
n, ℓ, r, s, t ∈ N, n ≤ 2N.
The above linear dependency contradicts Lemma 9.2. In each case we reach a contradiction under the assumption that X = 0. Therefore X = 0 and hence ♮ is injective.
