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AN APPLICATION OF FUNCTIONAL EQUATIONS
FOR GENERATING ε-INVARIANT MEASURES
JANUSZ MORAWIEC AND THOMAS ZÜRCHER
Abstract. Let (X,A, µ) be a probability space and let S : X → X
be a measurable transformation. Motivated by the paper of K. Niko-
dem [Czechoslovak Math. J. 41(116) (4) (1991) 565–569], we con-
centrate on a functional equation generating measures that are
absolutely continuous with respect to µ and ε-invariant under S.
As a consequence of the investigation, we obtain a result on the ex-
istence and uniqueness of solutions ϕ ∈ L1([0, 1]) of the functional
equation
ϕ(x) =
N∑
n=1
|f ′
n
(x)|ϕ(fn(x)) + g(x),
where g ∈ L1([0, 1]) and f1, . . . , fN : [0, 1] → [0, 1] are functions
satisfying some extra conditions.
1. Introduction
The aim of this paper is to study the problem of the existence of
solutions ϕ ∈ L1(X) of the following equation
(1.1) ϕ = Pϕ+ g,
where g ∈ L1(X) and P : L1(X)→ L1(X) are given. In the rest of the
introduction, we let X = [0, 1] be equipped with the Borel σ-algebra
and the Lebesgue measure. The motivation for studying such a problem
is twofold. An original impulse for our investigation came from the
paper [7], where integrable solutions of the equation
(1.2) ϕ(x) =
1
2
ϕ
(x
2
)
+
1
2
ϕ
(
x+ 1
2
)
+ g(x)
were investigated in connection with ε-invariant measures under the
2-adic transformation. The next section contains more details on ε-in-
variant measures and on functional equations associated with them.
Let us note here only that equation (1.2) is a very particular case of
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an interesting functional equation of the form
(1.3) ϕ(x) =
N∑
n=1
|f ′n(x)|ϕ(fn(x)) + g(x).
We will always assume that N ≥ 2.
The second inspiration to study integrable solutions of equation (1.3),
and hence also of (1.1), is strictly connected with a problem posed by
Janusz Matkowski in [3] and a question posed during the 47th Inter-
national Symposium on Functional Equations by Jacek Wesołowski in
connection with probability measures investigated in [4]. Namely, as-
sume that f1, . . . , fN : [0, 1]→ [0, 1] are strictly increasing contractions
satisfying
(1.4) fn((0, 1)) ∩ fm((0, 1)) = ∅ for all n 6= m
and consider the class C consisting of all increasing and continuous
functions φ : [0, 1]→ [0, 1] such that φ(0) = 0, φ(1) = 1 and
φ(x) =
N∑
n=1
φ(fn(x))−
N∑
n=1
φ(fn(0)).
Wide classes of singular functions belonging to the class C were con-
structed in [5, 6]. So far we have some idea how singular functions
from the class C look like, but we do not know much about absolutely
continuous functions from C. However, we know that under a weak
assumption on the functions fn, each function belonging to the class
C can be expressed as a convex combination of absolutely continuous
and singular functions from C. Finally, observe that (again under weak
assumptions on the functions fn) absolutely continuous functions be-
longing to the class C are in one-to-one correspondence with densities
satisfying (1.3) with g = 0.
2. Preliminaries
In this section we explain more precisely our impulse for studying in-
tegrable solutions of equation (1.3), as well as of its generalization (1.1).
We begin with recalling some definitions and results useful in the main
part of this paper.
Throughout this paper we assume that (X,A, µ) is a probability
space and S : X → X is a measurable transformation.
In the case where X is a Borel subset of R we assume that A is the
σ-algebra B(X) of all Borel subsets of X and µ is the Lebesgue measure
restricted to B(X).
We say that S is nonsingular if µ(S−1(A)) = 0 for every A ∈ A such
that µ(A) = 0. We say that S is measure preserving if µ(S−1(A)) =
µ(A) for every A ∈ A; we will alternately say that the measure µ
is invariant under S if S is measure preserving. Observe that every
measure preserving transformation is nonsingular.
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Fix a real number ε ≥ 0. A probability measure ν defined on A is
said to be ε-invariant under S if
|ν(S−1(A))− ν(A)| ≤ εµ(A)
for every A ∈ A. It is clear that every measure that is 0-invariant
under S is invariant under S, and so the concept of measures ε-invariant
under S generalizes the notion of measures invariant under S.
From now on, for a nonsingular S we denote by PS the corresponding
Frobenius–Perron operator, i.e. PS : L
1(X) → L1(X) is the operator
uniquely defined by the equation
(2.1)
∫
A
PSf(x)dµ(x) =
∫
S−1(A)
f(x)dµ(x) for every A ∈ A.
The operator PS is linear and continuous. If S is nonsingular, then ev-
ery m-th iterate Sm of S is also nonsingular and the Frobenius-Perron
operator corresponding to Sm is the m-th iterate PmS of PS. Here and
throughout we adopt the convention that P 0 = idX for every opera-
tor P : L1(X) → L1(X). In the case where X = [0, 1] and µ is the
one-dimensional Lebesgue measure the Frobenius–Perron operator cor-
responding to S can be written explicitly as follows
(2.2) PSf(x) =
d
dx
∫
S−1([0,x])
f(y) dy
(see [2, Formula 1.2.7]).
A useful tool for studying measures ε-invariant under nonsingular S
that are absolutely continuous with respect to µ reads as follows.
Theorem 2.1 (see [7, Theorem 1]). A finite measure ν that is abso-
lutely continuous with respect to µ is ε-invariant under a nonsingular
S if and only if the Radon–Nikodym derivative f of ν with respect to µ
satisfies
|PSf(x)− f(x)| ≤ ε for µ-almost all x ∈ X.
In the case where ε = 0 in Theorem 2.1, we recognize the well know
fact saying that an absolutely continuous measure ν with respect to µ
is invariant under a nonsingular S if and only if the Radon-Nikodym
derivative f of ν with respect to µ is a fixed point of the Frobenius–
Perron operator PS (see [2, Theorem 4.1.1]).
From Theorem 2.1 we see that to find measures ε-invariant under a
nonsingular transformation S it is enough to solve, in the space L1(X),
equation (1.1) with P = PS and |g| ≤ ε. Therefore, we are inter-
ested in finding solutions ϕ ∈ L1(X) of the following special case of
equation (1.1)
(2.3) ϕ = PSϕ+ g.
We will do it for a wide class of important transformations. But before
we introduce the class, observe that according to (2.1) a necessary
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condition for g ∈ L1(X) in order that equation (2.3) has a solution
ϕ ∈ L1(X) is
(2.4)
∫
X
g(x)dµ(x) = 0.
A measure preserving S such that S(A) ∈ A for every A ∈ A is
said to be exact if limm→∞ µ
(
Sm(A)
)
= 1 for every A ∈ A such that
µ(A) > 0. The following characterization of exactness is well known.
Theorem 2.2 (see [2, Corollary 4.4.1]). A measure preserving S is ex-
act if and only if for every f ∈ L1(X) the sequence (PmS f)m∈N converges
in L1(X) to
∫
X
f(x)dµ(x).
3. A generalization of a Nikodem result
We begin this section with a result on the existence of integrable
solutions of equation (2.3), whose proof is a direct trace of the proof of
Theorem 2 from [7], but for the convenience of the readers we repeat
it.
Theorem 3.1. Assume that g ∈ L1(X), S is exact and PS1 = 1.
Then equation (2.3) has a solution in L1(X) if and only if the series∑∞
m=0 P
m
S g converges in L
1(X). Moreover, every solution ϕ ∈ L1(X)
of equation (2.3) is of the form
ϕ =
∞∑
m=0
PmS g + c,
where c is a real constant.
Proof. Assume first that the series
∑∞
m=0 P
m
S g converges in L
1(X). Fix
a real constant c and set ϕ =
∑∞
m=0 P
m
S g + c. The linearity and conti-
nuity of PS jointly with the equality PS1 = 1 imply
PSϕ+ g =
∞∑
m=0
Pm+1S g + PSc+ g =
∞∑
m=0
PmS g + c = ϕ.
Assume now that ϕ ∈ L1(X) satisfies (2.3). Then, by the linearity
of PS, we have
P kSϕ = P
k+1
S ϕ+ P
k
Sg
for every k ∈ N. Adding the above equation over k = 0, . . . , m leads to
m∑
k=0
P kSg = ϕ− P
m+1
S ϕ.
for every m ∈ N. Finally, passing with m to ∞ and making use of
Theorem 2.2, we conclude that the series
∑∞
k=0 P
k
Sg converges in L
1(X)
and that
∞∑
k=0
P kSg = ϕ−
∫
X
ϕ(x)dµ(x),
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which completes the proof. 
Now we define a transformation S whose Frobenius–Perron operator
appears in equation (1.3). For this purpose put X = [0, 1] and fix
strictly monotone functions f1, . . . , fN : [0, 1] → [0, 1] satisfying (1.4).
Note that the functions fn are differentiable almost everywhere on
[0, 1] as they are monotone. Now define the announced transforma-
tion S : [0, 1]→ [0, 1] by putting
(3.1) S(x) =
{
f−1n (x) for x ∈ fn((0, 1)) and n ∈ {1, . . . , N},
0 for x 6∈
⋃N
n=1 fn((0, 1)).
Clearly, S is well defined by (1.4). Moreover, it is nonsingular pro-
vided that all the functions f1, . . . , fN satisfy Luzin’s condition N (or
equivalently all the inverses f−11 , . . . , f
−1
N are nonsingular) and
(3.2)
N⋃
n=1
fn([0, 1]) = [0, 1].
Applying formula (2.2) we see that the Frobenius–Perron operator PS
corresponding to a nonsingular S defined by formula (3.1) is of the
form
(3.3) PSf =
N∑
n=1
|f ′n|
(
f ◦ fn
)
.
Therefore, in the case where S is defined by formula (3.1) equation (2.3)
reduces to equation (1.3) and Theorem 3.1 implies the following result.
Corollary 3.2. Assume that g ∈ L1([0, 1]) and f1, . . . , fN : [0, 1] →
[0, 1] are strictly monotone nonsingular functions satisfying (1.4) and
(3.4)
N∑
n=1
|f ′n(x)| = 1 for almost all x ∈ [0, 1].
If S : [0, 1]→ [0, 1] defined by formula (3.1) is exact, then equation (1.3)
has a solution in L1([0, 1]) if and only if the series
∞∑
m=1
N∑
n1,...,nm=1
(
m∏
k=1
|f ′nk ◦ fnk−1 ◦ · · · ◦ fn1|
)
g ◦ fnm ◦ fnm−1 ◦ · · · ◦ fn1
converges in L1([0, 1]). Moreover, every solution ϕ ∈ L1([0, 1]) of equa-
tion (1.3) is of the form
ϕ = g+
∞∑
m=1
N∑
n1,...,nm=1
(
m∏
k=1
|f ′nk◦fnk−1◦ · · · ◦fn1|
)
g◦fnm◦fnm−1◦· · ·◦fn1+c,
where c is a real constant.
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There is a known criterion (being very close to a characterization)
of exactness of nonsingular transformations (see [2, Proposition 5.6.2
and Remark 5.6.1 on p. 1111]). A wide class of interesting examples of
exact transformations defined by formula (3.1), including transforma-
tions studied by Rényi in [9] and by Rohlin in [10] (see also [11]), can
be found in [2, Chapter 6.2]. Now we give one of the simplest possible
realization of the assumptions of Corollary 3.2. For this purpose, fix
non-zero real numbers α1, . . . , αN such that
(3.5)
N∑
n=1
|αn| = 1
and put
βn =
n∑
k=1
|αk| −
|αn|+ αn
2
,
(3.6) fn(x) = αnx+ βn
for all x ∈ [0, 1] and n ∈ {1, . . . , N}. Clearly, (3.5) implies (3.4). More-
over, it is well known that in the considered case the transformation
defined by formula (3.1) is exact (see [2, Theorem 6.2.1, Definition 5.6.2
and Proposition 5.6.2]). Thus by Corollary 3.2 we conclude that any
solution ϕ ∈ L1([0, 1]) of the equation
(3.7) ϕ(x) =
N∑
n=1
|αn|ϕ (αnx+ βn) + g(x)
is of the form
ϕ(x) =
∞∑
m=1
N∑
n1,...,nm=1
(
m∏
k=1
|αnk |
)
g
(
m∏
i=1
αnix+
m∑
i=1
βni
m∏
j=i+1
αnj
)
+ g(x) + c,(3.8)
where c ∈ R; here we adopt the convention that
∏m
j=m+1 aj = 1 for all
m ∈ N and aj ∈ R.
Finally, note that Corollary 3.2 reduces to Theorem 2 from [7] in the
case where N = 2 and f1, f2 are given by (3.6) with α1 = α2 =
1
2
.
4. Examples
In this section we give four examples of measures ε-invariant under
a given nonsingular transformation. The first two examples will be
constructed by hand, whereas in the next two we will apply Theorem 3.1
and Corollary 3.2.
We begin with the general observation that every measure invari-
ant under a nonsingular transformation S generates a large class of
measures that are ε-invariant under S.
1There are actually two remarks numbered 5.6.1 in the book.
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Example 4.1. Assume that S is nonsingular and µ is invariant under S.
Fix sets A1, . . . , Am ∈ A and real numbers ε, ε1, . . . , εm > 0 such that
ε =
∑m
i=1 εi. Next define a finite measure ν on A by putting
ν(A) =
m∑
i=1
εiµ(A ∩ Ai).
Then observe that for every A ∈ A we have
∣∣ν(S−1(A))− ν(A)∣∣ ≤ m∑
i=1
εi
∣∣µ(S−1(A) ∩Ai)− µ(A ∩ Ai)∣∣
≤
m∑
i=1
εimax
{
µ
(
S−1(A) ∩Ai
)
, µ(A ∩ Ai)
}
≤
m∑
i=1
εimax
{
µ
(
S−1(A)
)
, µ(A)
}
= εµ(A).
Note that if x1, . . . , xm are fixed points of a nonsingular S, then every
convex combination of the Dirac measures δx1 , . . . , δxm is a probability
measure that is invariant under S. Thus Example 4.1 shows that any
transformation defined by formula (3.1) with strictly monotone func-
tions f1, . . . , fN satisfying (1.4), (3.2) and sending sets of measure zero
to sets of measure zero has ε-invariant measures.
The next example is of similar type as the first one, however the
difference is that we will not assume the existence of a measure that is
invariant under S. It concerns transformations defined by formula (3.1)
with X = [0, 1) and fn of the form (3.6).
Example 4.2. Fix positive real numbers α1, . . . , αN satisfying (3.5)
and let for every n ∈ {1, . . . , N} the function fn be given by (3.6).
Then put X = [0, 1) and consider the transformation S : [0, 1)→ [0, 1)
defined by (3.1). Obviously, S is nonsingular.
For all k ∈ N and n1, . . . , nk ∈ {1, . . . , N} we put
Ink,...,n1 = [fnk ◦ · · · ◦ fn1(0), fnk ◦ · · · ◦ fn1(1)).
A simple induction with the use of the strict increasingness of f1, . . . , fN ,
(1.4) and (3.2) shows that for every k ∈ N and n1, . . . , nk, m1, . . . , mk ∈
{1, . . . , N} we have
(4.1) Ink,...,n1 ∩ Imk ,...,m1 = ∅ for (nk, . . . , n1) 6= (mk, . . . , m1),
(4.2) Ink,...,n1 =
N⋃
n=1
Ink,...,n1,n,
(4.3)
N⋃
n1,...,nk=1
Ink,...,n1 = [0, 1).
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Next for every k ∈ N we put
Sk =
{
Ink,...,n1 : n1, . . . , nk ∈ {1, . . . , N}
}
and S0 = {[0, 1)}.
It is easy to see that the family S =
⋃∞
k=0 Sk ∪ {∅} is a semi-algebra
of subsets of the interval [0, 1); i.e. [0, 1) ∈ S and I, J ∈ S implies
I ∩ J ∈ S and [0, 1) \ I can be expressed as a finite disjoint union of
sets in S (see [8, Definition 1.4.1]). Note that the σ-algebra generated
by the semi-algebra S coincides with the family B([0, 1)) of all Borel
subsets of the interval [0, 1).
Fix ε ∈ [0, 1], two different numbers p, q ∈ {1, . . . , N} and define a
function ξ : {0, . . . , N} → R by putting
ξ(n) =


εmin{αp, αq} for n = p,
−εmin{αp, αq} for n = q,
0 for n 6∈ {p, q}.
Clearly,
(4.4)
N∑
n=1
ξ(n) = 0.
Now we want to define a probability measure ν0 on S; i.e. a function
ν0 : S → [0, 1] such that ν0(∅) = 0 and ν0(
⋃
n∈N Jn) =
∑
n∈N ν0(Jn) for
all pairwise disjoint elements (Jn)n∈N of S with
⋃
n∈N Jn ∈ S (see [8,
Section 2.3]). We will do it inductively.
In the first step we define ν0 on S0 ∪ S1 by putting
ν0([0, 1)) = 1 and ν0(In) = αn + ξ(n).
It is clear that ν0(In) ∈ [0, 1] for every In ∈ S1. Moreover, (3.5) and (4.4)
imply
ν0 ([0, 1)) = 1 =
N∑
n=1
αn =
N∑
n=1
ν0 (In) ,
and we see (according to (4.3) and (4.1) with k = 1) that ν0 is well
defined on S0 ∪ S1.
To do the inductive step we assume that for a fixed k ∈ N we have
defined ν0 on
⋃k
n=0 Sk. Now we define ν0 on Sk+1 by putting
ν0(Ink+1,...,n1) =
(
αnk+1 + ξ(nk+1)
) k∏
i=1
αni.
(Note that adopting the convention that
∏0
i=1 αni = 1 the above for-
mula for ν0 coincides with that from the first step.) Applying (3.5) we
obtain
(4.5)
N∑
n=1
ν0(Ink,...,n1,n) =
(
αnk + ξ(nk)
) k−1∏
i=1
αni
N∑
n=1
αn = ν0(Ink,...,n1)
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for every Ink,...,n1 ∈ Sk, which means (according to (4.2) and (4.1)) that
ν0 is well defined on
⋃k+1
n=0 Sk.
Finally, putting ν0(∅) = 0 we have defined ν0 on S.
It remains to prove that ν0 is σ-additive. For this purpose fix a
pairwise disjoint sequence (Jm)m∈N of elements of the semi-algebra S
such that
⋃
m∈N Jm = J ∈ S. It simplifies the argument, and causes
no loss of generality, to assume J = [0, 1). Thus we need to show that∑
m∈N ν0(Jm) = 1.
Define a nondecreasing sequence (km)m∈N of integers in such a way
that {J1, . . . , Jm} ⊂
⋃km
k=1 Sk for every m ∈ N. Note that for all m ∈ N,
l ∈ {1, . . . , m} and I ∈ Skm , we have either Jl ∩ I = ∅ or Jl ∩ I = I.
Next for every m ∈ N put
Dm =
{
I ∈ Skm : I ⊂
m⋃
l=1
Jl
}
and dm =
∑
I∈Skm\Dm
ν0(I).
Making use of (4.2), (4.5) and (4.3) we conclude that
m∑
l=1
ν0(Jl) =
∑
I∈Dm
ν0(I) =
∑
I∈Skm
ν0(I)− dm = 1− dm.
Now it is enough to show that
(4.6) lim
m→∞
dm = 0.
By the definition of ν0 it is easy to see that for every I ∈ S we have
ν0(I) ≤ 2l(I);
here and later on the symbol l denotes the Lebesgue measure on the
real line. This jointly with (4.1) yields
dm ≤ 2
∑
I∈Skm\Dm
l(I) = 2l

 ⋃
I∈Skm\Dm
I

 = 2l
(
∞⋃
l=m+1
Jl
)
.
Passing with m to ∞ we get (4.6).
Thus we have proved that ν0 is a probability measure defined on the
semi-algebra S.
Extend ν0 to a probability measure ν : B([0, 1)) → [0, 1]; such an
extension exists and it is unique (see [8, Corollary 2.4.9 and Proposi-
tion 2.5.1]).
Now we will show that the measure ν is ε-invariant under S.
For this purpose fix Ink,...,n1 ∈ Sk. Then
S−1(Ink,...,n1) =
N⋃
n=1
In,nk,...,n1,
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which jointly with (4.1), (3.5) and (4.4) implies
ν
(
S−1(Ink,...,n1)
)
=
N∑
n=1
ν0(In,nk,...,n1) =
k∏
i=1
αni
N∑
n=1
(
αn + ξ(n)
)
=
k∏
i=1
αni = ν(Ink ,...,n1)− ξ(nk)
k−1∏
i=1
αni.
In consequence,
(4.7)
∣∣ν(S−1(Ink,...,n1))− ν(Ink ,...,n1)∣∣ = |ξ(nk)|
k−1∏
i=1
αni ≤ εl(Ink,...,n1).
Fix a set B ∈ B([0, 1)), a number δ > 0 and choose a countable
family {Fj : j ∈ J} of pairwise disjoint elements of the semi-algebra S
such that
⋃
j∈J Fj ⊂ B,∣∣∣∣∣ν(B)− ν
(⋃
j∈J
Fj
)∣∣∣∣∣ ≤ δ and
∣∣∣∣∣ν(S−1(B))− ν
(
S−1
(⋃
j∈J
Fj
))∣∣∣∣∣ ≤ δ;
such a family exists, because on any complete separable metric space
any finite Borel measure is regular (see [1, Theorem 7.1.4]). Then
making use of (4.7) we get∣∣ν(S−1(B))− ν(B)∣∣ ≤∑
j∈J
∣∣ν (S−1(Fj))− ν(Fj)∣∣ + 2δ
≤ ε
∑
j∈J
l(Fj) + 2δ ≤ εl(B) + 2δ.
Finally, tending with δ to 0 we conclude that the measure ν is ε-
invariant under S.
To give the next two examples we need the following observation.
Remark 4.3.
(i) If ϕ solves (2.3), then
∫
X
g(x)dµ(x) = 0.
(ii) If PSg = 0, then
∫
X
g(x)dµ(x) = 0.
(iii) If PSg = 0, then P
m
S g = 0 for every m ∈ N.
Proof. The first two statements are an immediate consequence of (2.1),
whereas the third one follows from the linearity of PS. 
Remark 4.3 helps us to apply Theorem 3.1. Indeed, assertion (i)
says that to find an integrable solution of (2.3) we must assume that
g has integral equals zero over X. In view of assertion (ii) it can be
realized by choosing g in such a way that PSg = 0. Having chosen such
a g, assertion (iii) implies the convergence of the series
∑∞
m=0 P
m
S g to g.
Concluding, if we fix ε ∈ [0, 1] and g ∈ L1(X) such that |g| ≤ ε and
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PSg = 0, then g + 1 is the density of a probability measure that is
ε-invariant under S, i.e. the formula
(4.8) ν(A) = µ(A) +
∫
A
g(x)dµ(x) for every A ∈ A
defines a probability measure that is ε-invariant under S.
To see that in many cases g can be fixed in such a way that |g| ≤ ε
and PSg = 0, we consider in the next two examples the case where
X = [0, 1] and S is defined by formula (3.1).
Example 4.4. Fix strictly monotone functions f1, . . . , fN : [0, 1] →
[0, 1] satisfying (1.4), (3.2), (3.4). We assume that fN(0) ≥ fn(1) for
n ≤ N − 1 and further that |f ′N | ≥
1
2
. Then choose an integrable
function g0 : [0, fN(0)] → [0, ε] and extend it to an integrable function
g : [0, 1] → [0, ε] by putting g = − 1
|f ′
N
|
∑N−1
n=1 |f
′
n|
(
g0 ◦ fn ◦ f
−1
N
)
on
(fN(0), 1]. Since in the considered case PS is of the form (3.3), we have
PSg =
∑N
n=1 |f
′
n|
(
g ◦ fn
)
= 0.
The last example shows not only how to choose a g with |g| ≤ ε and
PSg = 0, but how to choose such a g to calculate the integral in (4.8).
Example 4.5. Put X = [0, 1] and let S be defined by formula (3.1)
with the fn given by (3.6), where α1, . . . , αN are non-zero real numbers
satisfying (3.5). Fix ε ∈ [0, 1] and real numbers γ1, . . . , γN ∈ [−ε, ε]
such that
∑N
n=1 |αn|γn = 0. Choose g to be a constant equal to γn
on every interval In = (min{fn(0), fn(1)},max{fn(0), fn(1)}). Then
PSg =
∑N
n=1 |αn|γn = 0. Finally, according to (4.8) we conclude that
the formula
ν(A) =
N∑
n=1
(1 + γn)l(A ∩ In)
defines a Borel probability measure that is ε-invariant under S.
5. Further results
We begin this section with a generalization of Theorem 3.1. To
formulate the result, we recall some definitions.
A linear operator P : L1(X)→ L1(X) is said to be aMarkov operator
if Pf ≥ 0 and ‖Pf‖ = ‖f‖ for every f ∈ L1(X) such that f ≥ 0. It is
easy to see that every Frobenius–Perron operator is a special type of
Markov operator. We say that a sequence (fm)m∈N of functions from
L1(X) is weakly Cesàro convergent to a function f ∈ L1(X) if
lim
m→∞
1
m
m∑
k=1
∫
X
fk(x)h(x)dµ(x) =
∫
X
f(x)h(x)dµ(x)
for every h ∈ L∞(X). A Markov operator P : L1(X) → L1(X) such
that P1 = 1 is said to be ergodic if for every density f ∈ L1(X) the
sequence (Pmf)m∈N is weakly Cesàro convergent to 1.
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Note that if P : L1(X)→ L1(X) is a Markov operator and ϕ ∈ L1(X)
is a solution of equation (1.1), then∫
X
g(x)dµ(x) =
∫
X
ϕ(x)dµ(x)−
∫
X
Pϕ(x)dµ(x) = 0.
Thus condition (2.4) is necessary for g ∈ L1(X) in order that equa-
tion (1.1) has a solution in L1(X).
Theorem 5.1. Assume (2.4) and let P : L1(X) → L1(X) be an er-
godic Markov operator. Then equation (1.1) has a solution in L1(X)
if and only if the sequence
(∑m−1
k=0
m−k
m
P kg
)
m∈N
converges in L1(X).
Moreover, every solution ϕ ∈ L1(X) of equation (1.1) is of the form
ϕ = lim
m→∞
m−1∑
k=0
m− k
m
P kg + c,
where c is a real constant.
Proof. Since P is an ergodic Markov operator, it follows that 1 is the
unique density such that P1 = 1; indeed, assuming that there exists
another density f ∈ L1(X) such that Pf = f , we would have∫
X
f(x)h(x)dµ(x) = lim
m→∞
1
m
m∑
k=1
∫
X
P kf(x)h(x)dµ(x) =
∫
X
h(x)dµ(x)
for every h ∈ L∞(X), which is impossible in the case where f 6= 1.
Now from [2, Theorem 5.2.2] (see also Proposition 5.2.1 in the same
source) we conclude that for every density f ∈ L1(X) the sequence(
1
m
∑m
k=1 P
kf
)
m∈N
converges to 1 in L1(X), and by the linearity of P
we deduce that for every f ∈ L1(X) the sequence
(
1
m
∑m
k=1 P
kf
)
m∈N
converges to
∫
X
f(x)dµ(x) in L1(X). In particular, making use of (2.4),
that is that the integral of g over X vanishes, we obtain
(5.1) lim
m→∞
1
m
m∑
k=1
P kg = 0.
Assume first that the sequence
(∑m−1
k=0
m−k
m
P kg
)
m∈N
converges in
L1(X). Fix a real constant c and set ϕ = limm→∞
∑m−1
k=0
m−k
m
P kg + c.
The linearity and continuity of P jointly with the equality P1 = 1 and
(5.1) imply
Pϕ+ g = lim
m→∞
m−1∑
k=0
m− k
m
P k+1g + Pc+ g
= lim
m→∞
m−1∑
k=0
m− k
m
P kg + lim
m→∞
1
m
m∑
k=1
P kg + c = ϕ.
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Assume now that ϕ ∈ L1(X) satisfies (1.1). Then, by the linearity
of P , we have
m− k
m
P kϕ =
m− k
m
P k+1ϕ+
m− k
m
P kg
for all m ∈ N and k ∈ {0, . . . , m− 1}. Adding the above equation over
k = 0, . . . , m− 1 with fixed m, leads to
ϕ−
1
m
m∑
k=1
P kϕ =
m−1∑
k=0
m− k
m
P kg
for every m ∈ N. Finally, passing with m to ∞ and making use of the
fact that the sequence
(
1
m
∑m
k=1 P
kϕ
)
m∈N
converges to
∫
X
ϕ(x)dµ(x) in
L1(X), we conclude that the sequence
(∑m−1
k=0
m−k
m
P kg
)
m∈N
converges
in L1(X) and that
ϕ−
∫
X
ϕ(x)dµ(x) = lim
m→∞
m−1∑
k=0
m− k
m
P kg,
which completes the proof. 
Theorem 5.1 generalizes Theorem 3.1 in two directions, because there
are Markov operators that are not Frobenius–Perron operators and
there are transformations S that are not exact, but the corresponding
Frobenius–Perron operators are ergodic. For example, it is easy to see
that the operator defined in Section 3 by formula (3.3) can be ergodic,
but not exact. Moreover, it fails to be a Frobenius–Perron operator
in the case where at least one of the functions fn does not satisfy the
Luzin’s condition N, but it is still a Markov operator in such a case.
The second result of this section shows that it can happen that equa-
tion (1.1) can have exactly one integrable solution; note that in such a
case we must have P1 6= 1.
Theorem 5.2. Assume that the operator P : L1(X) → L1(X) is lin-
ear and continuous such that for every density f ∈ L1(X) the se-
quence (Pmf)m∈N converges to the trivial function in L
1(X). Then
equation (1.1) has a solution in the space L1(X) if and only if the series∑∞
m=0 P
mg converges in L1(X). Moreover, every solution ϕ ∈ L1(X)
of equation (1.1) is of the form
(5.2) ϕ =
∞∑
m=0
Pmg.
Proof. By the linearity of P it is easy to see that the sequence (Pmf)m∈N
converges to the trivial function in L1(X) for every f ∈ L1(X).
Assume first that the series
∑∞
m=0 P
m
S g converges in L
1(X). Setting
ϕ =
∑∞
m=0 P
mg and applying the linearity and continuity of P we
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obtain
Pϕ+ g =
∞∑
m=0
Pm+1g + g =
∞∑
m=0
Pmg = ϕ.
Assume now that ϕ ∈ L1(X) satisfies (1.1). By the linearity of P we
have P kϕ = P k+1ϕ+ P kg and hence
m∑
k=0
P kg = ϕ− Pm+1ϕ
for every m ∈ N. Passing with m to ∞ we deduce that the series∑∞
k=0 P
kg converges in L1(X) and that (5.2) holds. 
To give an example of a realization of the assumptions of Theo-
rem 5.2 fix, to the end of this paper, strictly monotone functions
f1, . . . , fN : [0, 1] → [0, 1] satisfying condition (1.4) and consider the
operator P0 : L
1([0, 1])→ L1([0, 1]) defined by
P0f =
N∑
n=1
|f ′n|
(
f ◦ fn
)
.
Obviously, P0 is linear. To see that P0 is continuous note that (1.4)
yields
(5.3)
∫
A
P0f(x)dx =
N∑
n=1
∫
A
|f ′n(x)|f(fn(x))dx =
∫
⋃N
n=1 fn(A)
f(y)dy
for all nonnegative f ∈ L1([0, 1]) and Lebesgue measurable sets A ⊂
[0, 1].
Assume now that the family {f1, . . . , fN} forms an iterated function
system and let A∗ be its attractor, i.e.
A∗ =
⋂
m∈N
Am,
where A0 = [0, 1] and Am =
⋃N
n=1 fn(Am−1) for every m ∈ N. Fix a
nonnegative f ∈ L1([0, 1]). According to (5.3) we have
‖Pm0 f‖ =
∫
Am
f(y)dy
for every m ∈ N, and as the sequence (Am)m∈N is descending we get
lim
m→∞
‖Pm0 f‖ =
∫
A∗
f(y)dy.
In consequence, we have proved the following lemma.
Lemma 5.3. If the family {f1, . . . , fN} forms an iterated function sys-
tem with the attractor of Lebesgue measure zero, then for every non-
negative f ∈ L1([0, 1]) the sequence (Pm0 f)m∈N converges to the trivial
function in L1([0, 1]).
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As an immediate consequence of Theorem 5.2 and Lemma 5.3, we
obtain the following result.
Corollary 5.4. Assume that the family {f1, . . . , fN} forms an iter-
ated function system and let its attractor have Lebesgue measure zero.
Then equation (1.3) has a solution in L1([0, 1]) if and only if the se-
ries
∑∞
m=0 P
m
0 g converges in L
1([0, 1]). Moreover, every solution ϕ ∈
L1([0, 1]) of equation (1.3) is of the form
ϕ =
∞∑
m=0
Pm0 g.
Observe that assumptions of Corollary 5.4 are satisfied if the fn
are defined by (3.6) with real numbers α1, . . . , αN and non-zero real
numbers β1, . . . , βN such that
0 ≤ min{β1, α1 + β1} < max{β1, α1 + β1} ≤ min{β2, α2 + β2}
< max{β2, α2 + β2} ≤ · · · ≤ min{βN , αN + βN}
< max{βN , αN + βN} ≤ 1
and
N⋃
n=1
[min{βn, αn + βn},max{βn, αn + βn}] 6= [0, 1].
It is easy to see that the family {f0, . . . , fN} forms an iterated function
system and its attractor A∗ has Lebesgue measure zero. Thus by Corol-
lary 5.4 we conclude (in contrast to the counterpart case from Section
3) that now equation (3.7) has exactly one solution ϕ ∈ L1([0, 1]) and
it is of the form (3.8) with c = 0.
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