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トに支配されないもの (Skyline ポイントと呼ぶ) の集合を検索する問合せは Skyline 問合せ [1] と
呼ばれ，これまで数多くの研究が行われてきている．データポイントの集合 D = fd1; d2; d3g が
図 1.1 のリレーションの各タプルで表現されているとする．このとき，D において，属性の集合
A = f 価格;雰囲気 g に関してある di 2 D が支配されないとは，di の全ての A 中の属性の値が
優れているようなデータポイントが D 中に存在しない (すなわち， 6 9dj 2 D s.t. 8as 2 A(dj as
di) ^ 9at 2 A(dj at di))ことである．価格に関しては小さい方が，雰囲気に関しては大きい方が
優れているとすると，ホテル Bはホテル Aに支配されることになる．また，ホテル A，Cは他のど
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ホテル名 価格 雰囲気 駅からの距離
d1 A 7,000 4 100m
d2 B 8,000 3 150m
d3 C 9,000 5 50m










ントの集合 D が存在するとする．このとき，D において，属性の集合 A = f価格，部屋の大きさ g







ば，選択 (filterling)，結合 (join)，ソート (sort)などのデータベース演算の処理が知られており，こ
れらの演算についての効率化の議論が行われてきた [5][6][7][8]．その中に，機械では検索困難な
情報を人手で検索する人力検索 (Human-powered Search) がある．Human-powered Search の特徴
は，データを絞る際に元となる対象のデータが，計算機に格納されているデータ等に限定せず，
データを収集することである．Human-powered Search の処理は，多くのシステムで利用されてい





定義 1 (支配). dk，dl をそれぞれデータポイントとし，これらが持つ属性の (部分) 集合を A =
fa1; a2; :::; amgとする．このとき，dk が Aに関して dl を支配することを DominatesA(dk; dl)と
表記し，次のように定義する．
DominatesA(dk; dl)
 8as 2 A (dk as dl) ^ 9at 2 A (dk at dl)
定義 2 (Skylineポイント). データポイントの集合をD = fd1; d2; :::; dngとし，これらのデータポイ
ントが持つ属性の (部分)集合を A = fa1; a2; :::; amgとする．このとき，あるデータポイント dk が
D の Aに関する Skylineポイントであることを SkylineD[A](dk)と表記し，次のように定義する．
SkylineD[A](dk) 6 9dl 2 D (DominatesA(dl; dk))
定義 3 (Skylineポイント収集). (暗黙の)データポイントの集合をD = fd1; d2; :::; dngとし，これら
のデータポイントが持つ属性の (部分集合)を A = fa1; a2; :::; amgとする．このとき，Skylineポイ
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定理 1 (データポイント間の関係 1). ある D，Aに対して，9di 2 D(SkylineD[A](di))とする．こ
のとき，9ak 2 A(dj ak di)となるような Skylineポイント dj が存在可能である．
証明：定義 1により，9ak 2 A(dj ak di)である時，DominatesA(di; dj)が成立しない．した
がって，SkylineA[D](di)と SkylineA[D](dj)は両立しうる． 2
定理 2 (データポイント間の関係 2). ある D，Aに対して，9dj 2 D(SkylineD[A](dj))とする．こ
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図 4.4 TaskA:提示されたデータポイントに対して，少なくとも一つの属性において優位なデー
タポイントを入力
のとき， 6 9ak 2 A(dj ak di)であるようなデータポイント di は存在しない．
証明：上記の条件を満たす場合，定義 1,2により，di = dj もしくはDominatesA(di; dj)が成立
する． 2
タスクデザイン B.タスクデザイン Bでは 2つのタスク Task B1, Task B2を用いて Skylineポイン
トの収集を行う．これは，タスクデザイン Aに比べて，探索範囲を狭めたものである．
Skylineに関する属性集合 A = fa1; a2gとする．Task B1は，現時点の Skyline上で隣り合う 2つ
のデータポイント di, dj (ただし di a1 dj)を基準ポイントとし，dj より a1 に関して優位で，かつ，
di より a2 に関して優位なデータポイントを収集する．Task B2は，現時点の Skyline上の端にある
データポイント di を基準ポイントとして生成し，そのデータポイントが他と比べて最も優位な属性
(図 4.7の Aの場合には洞峰公園からの距離)に関して，di より優位なデータポイントを収集する．
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ある．正確な探索範囲の把握は難しいため，Skylineは反比例の式 xy = で表せると仮定す
る．この戦略では，が小さいデータポイントを選択する．例えば，図 4.10のようなデータ
ポイントの集合D = fd1; d2; d3; d4gがあった場合，D中から原点に近いデータポイントを一





の集合 D = fd1; d2; d3; d4gがあった場合，d2 を基準データポイントとするタスクの期待値
を考える．まず，実線で囲まれた支配数計算領域 (Xi; Yj)に新たにデータポイントが入力さ
れた時に支配できるデータポイント数を数える．支配数計算領域 (X4; Y4)に新たにデータポ
イントが入力された場合，4つのデータポイント (d1; d2; d3; d4)を支配することができる．支
配数計算領域のアルゴリズムの詳細は，4.4.3節で説明する．
これにより，各タスクの結果に関して，支配データポイント数の期待値 (支配期待値)を計算














本節ではタスクデザイン Bの TaskB1のタスク順序について議論する．タスクデザイン Aの場合
と同様に，3つの戦略を考えることが出来る．
ランダム戦略 既に収集したデータポイント中の Skyline ポイントから隣り合う 2 つのデータポイ
ントのペアをランダムに一つ選ぶ戦略である．例えば，図 4.12のようなデータポイントの集
合 D = fd1; d2; d3; d4gと D 中の Skylineポイントの集合 S = fd1; d2; d3gがあった場合，S
中の隣り合うデータポイントのペアからランダムに一つ選択する．
面積最小タスク選択戦略 タスクデザイン A と異なり，タスクデザイン B では探索範囲の面積を
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図 4.14 支配数期待値最大タスク選択戦略
簡単に計算できる．例えば，図 4.13のようなデータポイントの集合 D = fd1; d2; d3; d4gが




ば，図 4.14のようなデータポイントの集合 D = fd1; d2; d3; d4gがあった場合，各タスクの
探索範囲に含まれる支配数計算領域の数の和を求め，タスクの面積で割ると支配期待値が最
も大きいのは d1; d2 を基準データポイントとするタスクであるので，これらを基準データポ
イントとするタスクを選択する．
4.4.3 支配期待値計算アルゴリズム
図 4.15 を用いてアルゴリズムの説明を行う．データポイントの集合を D =
fd1; d2; :::; dn 1; dng，属性の集合を A = fX;Y g とする．まず，各データポイントに
各属性を優位な順に並べた順序に従ってラベル付けを行う．各属性のラベルは，属性名に順
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図 4.15 支配数期待値最大タスク選択戦略
領域を列挙したら，各領域にデータポイントが新たに入力された場合に支配
できるデータポイント数を算出する．各領域 (Xi; Yj) の支配できるデータポイ
ントの集合を DominatedPoints(Xi; Yj) と書く．これは，D 中のデータポイン
ト (Xk; Yl) のうち，k  i ^ l  j であるもの全てとして計算できる．例えば，
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図 5.1 実データ実験：タスクデザイン Aの再現率








最も少ないタスク数で再現率 1の結果を得た．また，タスクデザイン Aとタスクデザイン Bの結果
を比較すると，タスクデザイン A よりタスクデザイン B の方がより少ないタスク数で再現率 1 と
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図 5.3 実データ実験に用いたデータの散布図























する．人工データは 3種類用いた．これらのデータは 2次元のデータであり，各データは 1000個の
データポイントからなる．使用したデータと Skylineポイントの数は次のとおりである．
 正の相関を持つデータ．この内 Skylineポイントの数は 2個である．
 負の相関を持つデータ．この内 Skylineポイントの数は 24個である．
















タスクデザイン A. タスクデザイン Aにランダム戦略，面積最小タスク選択戦略を適用した場合の
シミュレーションの結果得られた各再現率を図 5.4に示す．ランダム戦略では 25タスク目，面積最
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図 5.4 正の相関：タスクデザイン A
図 5.5 正の相関：タスクデザイン B
小タスク選択戦略では 11タスク目に再現率 1となった．





タスクデザイン A. タスクデザイン Aにランダム戦略，面積最小タスク選択戦略を適用した場合の
シミュレーションの結果得られた各再現率を図 5.6に示す．ランダム戦略では 1790タスク目，面積
最小タスク選択戦略では 1175タスク目に再現率 1となった．
タスクデザイン B. タスクデザイン Bにランダム戦略，面積最小タスク選択戦略，支配数期待値最
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図 5.6 負の相関：タスクデザイン A





タスクデザイン A. タスクデザイン Aにランダム戦略，面積最小タスク選択戦略を適用した場合の
シミュレーションの結果得られた各再現率を図 5.8に示す．ランダム戦略では 432タスク目，面積
最小タスク選択戦略では 408タスク目に再現率 1となった．
タスクデザイン B. タスクデザイン Bにランダム戦略，面積最小タスク選択戦略，支配数期待値最
大タスク選択戦略を適用した場合のシミュレーションの結果得られた各再現率を図 5.9に示す．ラ
ンダム戦略では 66タスク目，面積最小タスク選択戦略では 42タスク目，支配数期待値最大タスク
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図 5.8 無相関：タスクデザイン A
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