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CONCEPTION D'UN E MÉTHOD E ROBUST E D E RECONNAISSANCE D E LA 
PAROLE POUR UN SYSTÈME EMBARQU É 
CHARPENTIER, Christophe 
RÉSUMÉ 
Malgré sa présence grandissante dans les applications de la vie quofidienne, la 
reconnaissance robuste de la parole reste un défi à relever lorsqu'il s'agit de l'appliquer à 
partir de systèmes aux ressources limitées, même pour un vocabulaire très simple 
(recomiaissance de chiffres connectés à travers un canal téléphonique). Plutôt que d'utiliser 
une approche traditionnelle fondée sur les modèles de Markov cachés, qui nécessite un 
calcul intensif, et qui ne fonctionne d'ailleurs pas toujours bien dans des conditions 
acoustiques défavorables, la méthode présentée dans ce document se base sur un modèle de 
constmction globale, identique pour l'ensemble des chiffres du vocabulaire, pour réduire la 
complexité de la tâche de recormaissance tout en maintenant un bon niveau d'efficacité. 
Après une phase de segmentation découpant le signal en une succession d'unités 
acoustiquement homogènes, un processus de reconstmction se charge d'insérer ces 
segments dans le modèle global, en se fondant sur certaines contraintes et propriétés propres 
au vocabulaire concerné, pour amver à détemiiner au final le candidat le plus susceptible de 
coiTcspondre au mot inconnu. La reconnaissance de chiffres aussi bien isolés que connectés 
est alors peraiise avec un taux de réussite satisfaisant, au moyen d'une quantité de calculs 
très réduite, tout comme l'espace mémoire requis. 
CONCEPTION D'UN E METHOD E ROBUST E D E RECONNAISSANCE D E LA 
PAROLE POU R U N SYSTÈME EMBARQU É 
CHARPENTIER, Clmstophe 
ABSTRACT 
Despite its growing présence in many daily applications, robust speech récognition remains 
a challenge, when used on embedded Systems, even for a very simple vocabulary 
(récognition of connected digits through a téléphone channel). Rather than using a 
traditional approach based on the hidden Markov Models, which requires intensive 
Computing, and does not always work well in adverse acoustical conditions, the method 
presented in this paper is based on an overall construction model, invariant for ail the digits 
in the vocabulary, to reduce the complexity of the récognition task while maintaining a good 
level of effîciency. After a segmentation phase, during which the signal is eut in a 
succession of acoustically homogeneous units, a reconstmction process put thèse segments, 
using constramts and properties set by the structure of the vocabulary, to achieve the 
sélection of the candidate that corresponds most likely to the unknown unit. The récognition 
of isolated digits, as well as connected, is pemiitted with a good success rate, using a very 
limited number of calculations, and a low amount of required memory. 
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INTRODUCTION 
La transmission de la parole fait appel à deux mécanismes bien distincts (Furui, 1989) : tout 
d'abord le dispositif de production dont le but est de générer l'onde acoustique contenant les 
informations à transmettre, puis le mécanisme de perception dont le rôle est de recevoir ce 
signal et d'en extraire les paramètres importants, pour les envoyer ensuite au cei'veau. Ce 
dernier joue finalement le rôle du dispositif de compréhension chargé de décoder les 
informations. Ces deux dispositifs font appel à des processus fort complexes, mettant enjeu 
de nombreux organes du corps humain, allant du simple cartilage aux os, en passant par les 
muscles, chaque élément jouant un rôle très important pour un échange parfait de 
l'information. Au niveau de la production du son, la juxtaposition de tous ces éléments 
entraîne la possibilité de créer des sons très variés, que ce soit en ternies de composantes 
fréquentielles, d'intensité ou de hauteur. C'est de la complexité de l'appareil de producfion 
de la parole que le langage humain tire toute sa richesse. Au niveau de la perception, 
l'objectif semble plus simple : décoder les informations contenues dans l'onde sonore. Le 
dispositif associé à cette tâche est pourtant bien plus alambiqué, notamment en raison de la 
nécessité de transfomier la vibration de l'air en infomiation compréhensible par le cei'veau. 
Si plusieurs millénaires d'évolution ont été nécessaires à l'être humain pour maîtriser 
parfaitement la transmission orale de l'information, les chercheurs en traitement du signal 
n'ont bénéficié que de quelques décennies pour tenter de dompter la grande complexité de 
la parole et des mécanismes qui lui sont associés, en vue de pemiettre son utilisation dans 
les relations homme-machine. 
Avec l'essor des technologies de l'infomiation, les apphcations faisant appel au signal de 
parole se sont en effet muhipliées, et jouent maintenant un rôle prépondérant dans notre 
quotidien. Des systèmes de télécommunication aux processus à commande vocale, en 
passant par les applications multimédia, l'être humain est régulièrement amené à interagir 
avec les machines que ce soit pour être compris, pour transmettre une information ou en 
recevoir. Toutes ces nouvelles utilisations de la parole ont été rendues possibles grâce à la 
concentrafion des chercheurs sur trois principaux axes de traitement du signal vocal : le 
codage, la synthèse et la reconnaissance. Alors que le premier est notamment très important 
pour la téléphonie mobile, où la limitation des canaux de transmission impose de représenter 
les informations vocales au moyen d'un nombre réduit de données, le second est encore 
relativement peu utilisé, compte tenu de son intérêt limité et des difficultés que l'on éprouve 
à générer une voix synthétique la moins artificielle possible. En revanche, la reconnaissance 
de la parole est un domaine en pleine expansion depuis plusieurs années, grâce au 
développement de systèmes électroniques de plus en plus élaborés, offrant des gains 
significatifs de puissance et d'espace mémoire, et permettant l'utilisation, pour les 
applications destinées au grand public, de méthodes jusque là principalement cantonnées 
aux séances d'essais en laboratoires. Néanmoins, ces avancées technologiques ont surtout 
permis aux outils tels que les logiciels de dictée vocale de se démocratiser, tandis que de 
nombreuses autres applications sont embarquées sur des systèmes aux ressources encore 
trop limitées pour pemiettre une reconnaissance de qualité dans des conditions adaptées à 
leur utilisation. 
Parmi ces systèmes embarqués, nous pouvons citer les processeurs de traitement du signal 
présents notamment dans les téléphones mobiles. Appams au début des années 80 et 
spécialisés dans les opérations de traitement du signal, ces processeurs sont parfaitement 
adaptés aux systèmes mobiles en raison de leur faible consommation et de leur propension à 
effectuer avec une grande efficacité les opérations de multiplication-addition, très présentes 
dans le traitement de la parole. Les téléphones cellulaires, quant à eux, ont de nombreuses 
raisons de faire appel à la reconnaissance de la parole, notamment pour la numérotation 
vocale des numéros de téléphone, composés de suites de chiffres, voire de noms 
préenregistrés. La réussite de telles tâches est néamiioins fortement limitée par les capacités 
réduites des processeurs en question, et si l'on arrive à obtenir de bons résultats lorsque les 
conditions de reconnaissance sont idéales, la qualité se dégrade rapidement quand on élargit 
l'utilisafion de l'applicafion à un grand nombre de locuteurs ou à des environnements 
bmités. La faute en incombe principalement à l'utilisafion de méthodes de reconnaissance 
qui ne sont pas adaptées au système sur lequel elles sont implémentées, ou à la tâche 
demandée, comme c'est le cas de celles basées sur les modèles de Markov cachés ou sur la 
programmation dynamique, qui ont effectivement été conçues à l'origine pour fonctionner 
sur des systèmes fixes capables de leur fournir notamment des dictionnaires de référence 
imposants et des vitesses de calcul « phénoménales ». Sur des systèmes embarqués, ces 
méthodes sont donc bridées, et il serait plus intéressant de développer des méthodes de 
reconnaissance adaptées à une tâche spécifique, en tenant compte des ressources 
disponibles. 
L'objectif de ce mémoire sera donc de concevoir une méthode de reconnaissance de la 
parole destinée à reconnaître des chiffres, tant isolés que connectés, pouvant fonctionner 
aisément sur un système embarqué, c'est-à-dire répondant aux contraintes d'espace mémoire 
et de temps d'exécution limités. L'intérêt ici sera de proposer un algorithme adapté au 
vocabulaire considéré, à savoir les chiffres allant de 0 à 9, prononcés en anglais, afin 
d'optimiser au maximum son fonctionnement selon les caractéristiques du système, tout en 
obtenant un taux de réussite convenable, pour un grand nombre de locuteurs différents. Pour 
ce faire, nous reprendrons certains éléments intéressants des autres méthodes habituellement 
utilisées, en les ajustant à notre environnement de travail, de manière à réduire le plus 
possible la quantité de calculs nécessaires à la reconnaissance. Ce document sera donc 
organisé de façon à suivre le cheminement d'une chaîne de traitement de la parole, en 
partant de l'onde sonore jusqu'au processus de décision finale de la reconnaissance, retenant 
à chaque fois les notions et propriétés importantes pour la conception finale de notre 
méthode. 
Le premier chapitre parlera de l'étude du processus de production de la parole. Pour réaliser 
notre système de reconnaissance, il serait effectivement vain, et quelque peu utopique, 
d'essayer de reproduire le plus fidèlement possible l'appareil auditif, tant les éléments 
impliqués sont complexes et possèdent de nombreuses caractéristiques encore non 
maîtrisées. L'objectif étant de concevoir une méthode capable de fonctionner sur un 
système relativement peu puissant et travaillant avec un vocabulaire réduit, notre intérêt ne 
se situe pas dans une étude approfondie de l'appareil de perception de la parole. En 
revanche, il peut être très intéressant de pouvoir tirer parti des caractéristiques spécifiques 
du signal généré par le corps humain pour aiTÎver à en extraire des paramètres contenant le 
plus d'infoniiations possibles. C'est pour cette raison qu'il nous est nécessaire d'étudier, au 
moins brièvement, la source de ce signal, c'est-à-dire l'appareil vocal humain, et de 
déterminer de quelle façon sa structure nous aidera à comprendre le signal que nous avons à 
traiter. Les connaissances acquises sur le signal de parole seront alors mises à profit au 
cours du chapitre 2, lors de la présentation des outils généralement utilisés dans les systèmes 
traitement du signal pour d'extraire des renseignements précis sur l'infonnation véhiculée 
par l'onde sonore. On cherchera notamment à détemiiner une façon de représenter cette 
infomiation au moyen d'un nombre restreint de données, en se basant pour cela sur 
certaines caractéristiques propres au signal vocal. 
La seconde grande partie de notre étude sera consacrée à la tâche de reconnaissance vocale. 
Le chapitre 3 nous permettra tout d'abord de nous familiariser avec ce domaine, avant de 
s'attarder sur la description du fonctionnement des principales méthodes de recormaissance. 
Nous aurons ainsi l'opportunité d'obsei'ver leurs caractéristiques, pour ensuite discuter de 
leurs avantages et inconvénients lorsqu'elles sont utilisées dans des systèmes embarqués. 
Tenant compte des conclusions de cette discussion, la méthode conçue pour ce mémoire 
sera alors présentée au cours du chapitre 4. Nous prendrons soin de décrire chacun des 
éléments importants qui la composent et qui font sa particularité, avant d'exposer dans le 
chapitre 5 les résultats que nous avons obtenus au cours de nombreuses séries de tests 
destinés à vérifier son efficacité dans trois domaines importants : l'espace mémoire requis, 
la rapidité d'exécution, et la qualité de la reconnaissance. 
CHAPITRE 1 
LE PROCESSUS D E PRODUCTION D E LA PAROL E 
1.1 Introductio n 
Au cours de ce premier chapitre, nous allons décrire brièvement les mécanismes entrant en 
jeu lors du fonctionnement de l'appareil vocal humain, du moment où le son est créé, 
jusqu'au moment où il sort de la bouche, en commençant par une rapide présentation des 
organes utilisés. S'en suivra ensuite une description du mécanisme de production et des 
différents types de sons ainsi générés. Nous temiinerons enfin ce par une ouverture vers le 
domaine du traitement du signal, en montrant comment il est possible de transposer les 
éléments présentés lors des deux premières parties dans le domaine électrique, pour faciliter 
le traitement du signal vocal. 
1.2 L'apparei l voca l humai n 
Ce que l'on appelle l'appareil vocal humain est constitué des poumons, de la trachée, du 
larynx, du pharynx, et enfin des cavités nasales et orales. Connectés les uns aux autres, ils 
fomient une sorte de tube représentant l'appareil de production de la parole. La figure 1.1 
présente un schéma de cet ensemble d'organes. Cet appareil peut être divisé en trois sous-
ensembles : le premier, composé des poumons et de la trachée, alimente le second, constitué 
du larynx, dont la fonction est d'exciter le dernier ensemble, représenté par le conduit vocal. 
Chaque sous-système a donc une fonction bien précise dans le mécanisme de la phonafion. 
Décrivons rapidement le fonctionnement de chacun d'entre eux, en vue de mieux 
comprendre leur rôle dans la production de la parole. 
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Figure 1.1 Schéma  de  l'appareil vocal  humain. 
(Tiré de Sadaoki Furui, 1985) 
1.2.1 Le s poumons et la trachée 
Dans la parole, le rôle des poumons est de fournir l'air nécessaire à la production d'un son. 
Cet air est ensuite transporté, au travers de la trachée, jusqu'au reste de l'appareil vocal. En 
résumé, l'appareil respiratoire joue le rôle de fournisseur d'énergie auprès du mécanisme de 
production de la parole. Cela n'a toutefois pas d'importance dans notre étude du traitement 
du signal de parole car finalement, la force de l'expirafion d'air influe uniquement sur la 
puissance du son qui sera produit, et nom sur ses caractéristiques fréquentielles. 
1.2.2 L e larynx 
Deuxième élément important de l'appareil de production de la parole, le larynx est un 
ensemble de muscles et de cartilages mobiles, entourant une cavité située au niveau de la 
partie supérieure de la trachée. La figure 1.2 nous présente une description du larynx, vu 
sous deux coupes différentes. 
ipiglOîtC 
L-pigioue 
muqueuse \ 
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vo exiles 
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trachée 
Figure 1. 2 Schéma  descriptif  du  larynx. 
(Tiré de Boite, 1987) 
Cet ensemble de cartilages héberge deux lèvres symétriques horizontales, faites de 
ligaments et de muscles, appelées cordes vocales. Placées en travers du larynx et vibrant au 
contact des masses d'air en provenance de la trachée, les cordes vocales peuvent se fermer 
ou s'écarter pour déterminer une ouverture triangulaire appelée glotte. L'air peut ainsi y 
passer librement lors de la respiration, de la voix chuchotée, ou des sons sourds, tandis que 
les sons de nature périodique sont produits grâce aux vibrations des cordes vocales 
resserrées (Boite, 1987). Le larynx est l'organe essentiel de la voix, sa présence 
différenciant l'être humain de nombreuses autres espèces animales. Nous verrons par la 
suite son influence quant à la nature du son produit. 
1.2.3 L e conduit voca l 
Ce terme désigne généralement tout ce qui se situe entre les cordes vocales et les lèvres. 
Considéré comme une succession de tubes ou cavités acoustiques de sections différentes, le 
conduit vocal est composé du pharynx, de la cavité orale et de la cavité nasale. Toutes ces 
cavités jouent un rôle très important dans la forme finale du son produit. Elles sont en 
quelque sorte une caisse de résonance de l'appareil de production de la parole. 
Le pharynx, débutant au croisement de la trachée et de l'œsophage et s'étendant jusqu'au 
voile du palais, se contente juste de faire circuler le son en provenance de la glotte, mais sa 
fomie peut être modifiée en bougeant d'autres éléments du conduit vocal. La cavité orale est 
constituée d'éléments extrêmement mobiles tels que la langue, la mâchoire, le palais et les 
lèvres qui, en modifiant la fomie de la caisse de résonance, modifient les sons qui en 
sortent. La cavité nasale est immobile, mais peut être connectée ou déconnectée du reste du 
conduit vocal en modifiant la position du voile du palais. 
Voilà qui clôt notre description sommaire de l'appareil de production de la parole. 
Toutefois, plus de précisions sur les caractéristiques des différents organes présentés ici 
peuvent être trouvées dans les ouvrages de Parsons (1986) et Rowden (1992). Concemant 
la perception auditive, il existe de nombreux ouvrages accordant une rapide description des 
éléments mis en jeu dans ce dispositif Pour de plus amples explications, il sera ainsi 
possible de se référer à l'étude très détaillés réalisée par Pickles (1988), mais les références 
de Boite(1987) et Fumi (1989) nous présentent une étude plus condensée sur les points 
importants que sont la physiologie de l'oreille, ses relations avec le cerveau ainsi que les 
phénomènes de sélection et masquage fréquentiel. 
1.3 L a production d'u n so n 
Maintenant que nous connaissons les principaux acteurs du processus de production de la 
parole, nous allons décrire rapidement leur fonctionnement ainsi que la façon dont ils 
influent sur la nature du son produit. 
Comme nous l'avons expliqué précédemment, tout ce processus a pour origine l'air expulsé 
des poumons. Mais la véritable créafion du signal de parole a lieu au niveau des cordes 
vocales. C'est à cet endroit que, sous l'effet des vibrations, la pression de l'air est en 
quelque sorte transfomiée en une suite de pulsations quasi-périodiques ou aléatoires. Une 
première distinction très importante est donc faite quant aux différents types de sons 
produits : les sons générés par une vibration pseudo-périodique des cordes vocales sont dits 
voisés, tandis que les sons obtenus à partir d'un simple écoulement de l'air au travers de la 
glotte sont dits sourds ou non voisés. 
L'onde ainsi obtenue est ensuite modulée en fréquence en passant au travers du conduit 
vocal. Sous l'effet résonateur des différentes cavités, et en fonction de la position des 
organes tels que les dents, la langue, les lèvres, la bouche ou le voile du palais, différents 
types de sons peuvent alors être produits pour un même type de pulsation. De très légères 
variations de l'agencement de cet ensemble d'organes peuvent entraîner de grosses 
modifications dans la signification des mots, et engendrer notamment d'autres distinctions 
entre les sons : on opposera ainsi les voyelles  aux consonnes,  les sons plosifs aux  fricatifs et 
les occlusifs  aux liquides. 
Toutes ces catégories de sons, qui peuvent ensuite être divisées en sous-catégories, 
représentent autant de petites unités phonétiques différentes pennettant au langage humain 
d'être si riche. Ces unités sont appelées phonèmes, et leur nombre peut varier d'une langue 
à l'autre; on recense notamment 36 phonèmes différents pour la langue française, tandis que 
l'anglais en comporte 42. Étant domié que nous ne ferons pas appel aux phonèmes lors de 
l'élaboration de notre méthode de reconnaissance vocale, nous ne nous pencherons pas plus 
profondément sur ces éléments. Il est toutefois possible de se référer en à l'ouvrage de 
Flanagan (1972) pour obtenir une étude phonétique assez complète. Kenneth Churcli 
(1987) présente également une étude très complète de l'utilisation du vocabulaire 
phonétique dans la reconnaissance de la parole. En revanche, les caractéristiques globales 
des sons produits par l'appareil vocal nous intéressent fortement. Nous allons donc revenir 
plus en détail sur ce qui différencie un son voisé d'un son non voisé. 
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1.3.1 Le s sons voisés 
Les sons voisés résultent donc de l'excitation du conduit vocal par des impulsions 
périodiques de pression fiées aux oscillations des cordes vocales. La fréquence 
fondamentale du signal, également appelée pitch, est alors détenninée par la fréquence de 
vibration des cordes vocales, alors que son intensité est liée à la pression de l'air en amont 
du larynx. Selon Boite ( 1987) la fréquence du fondamental varie en fonction des individus, 
allant de 80 à 200 Hz pour une voix masculine, de 150 à 450 Hz pour une voix féminine, et 
de 200 à 600 Hz pour une voix d'enfant. 
Nous pouvons observer l'allure temporelle d'un son voisé sur la figure 1.3 ainsi que sa 
représentation fréquentielle sur la figure 1.4. 
Figure 1. 3 Représentation  temporelle  du  son voisé  « a 
0 50 0 10LI 0 150 0 200 0 250 0 300 0 350 0 400 0 450 0 
Fréquence l'Hz'i 
Figure 1. 4 Représentation  fréquentielle du  son voisé  «  a ». 
Il apparaît donc clairement qu'un son voisé est quasi-périodique, et que son spectre affiche 
un premier pic d'amplitude à la fréquence du fondamental, suivis d'autres pics appelés 
formants, et correspondant aux fréquences propres du conduit vocal. L'ensemble de ces 
raies va représenter le timbre de la voix, et peut nous donner beaucoup d'indications sur le 
son produit ou le locuteur qui le prononce. 
1.3.2 Le s sons non voisé s 
Les sons non voisés sont produits lorsque les cordes vocales ne vibrent pas. Le son est alors 
uniquement du à un frottement de l'air dans le conduit vocal, et peut être assimilé à un bruit 
blanc filtré par la transmittance du conduit vocal. Les figures 1.5 et 1.6 présentent les 
représentations temporelle et spectrale d'un son non voisé. 
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Figure 1.5 Représentation  temporelle  du  son non  voisé  «  s ». 
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Figure 1.6 Représentation  fréquentielle  du  son non  voisé  «  s ». 
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Ainsi, un son non voisé ne présente aucune structure périodique, donc pas de fréquence 
fondamentale, et voit son énergie nettement répartie dans les hautes fréquences. Pour cette 
raison, il est relativement difficile de le distinguer d'un bruit quelconque. 
Différencier deux sons de catégories différentes s'annonce donc relativement aisé, la 
présence ou non d'une fréquence fondamentale nous indiquant très rapidement la catégorie 
à laquelle appartient le mot. En revanche, il sera bien plus difficile de différencier deux sons 
d'une même catégorie. Une minutieuse analyse du signal vocal sera donc nécessaire afin 
d'arriver à extraire des paramètres suffisamment précis pour distinguer des différences 
minimes entre deux sons de même « catégorie ». Durant la partie suivante, nous 
expliquerons brièvement en quoi la structure si particulière du processus de production de la 
parole, que nous venons de détailler, peut nous aider à traiter facilement le signal qu'il 
génère. 
1.4 Modélisatio n d u mécanisme de production d e la parole 
De ce que nous avons observé précédemment, nous pouvons retenir que chaque son de 
parole est le fruit des actions successives des poumons, du larynx et du conduit vocal, tous 
agissant indépendamment les uns des autres pour pemiettre à l'être humain de pouvoir 
produire une très grand quantité de sons différents. Cette relative indépendance des sources 
et de leurs transformations est justement à la base de la théorie acoustique de la production 
de la parole, longuement détaillée par Flanagan (1972). Cette théorie considère les ternies 
de source, souvent non linéaires, et un filtre linéaire qui transforme le signal de source en 
modifiant son enveloppe spectrale. Nous pouvons ainsi résumer le cheminement du son, 
depuis son origine jusqu'à sa sortie du coips humain, et assimiler chacun des organes de 
production de la parole à des éléments plus « mécaniques », comme présenté sur la figure 
1.7. 
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Figure 1. 7 Schématisation  du  processus de  production de  la parole. 
La source sonore peut donc être modélisée par une suite d'impulsions périodiques, pour les 
sons voisés, ou un bmit blanc, pour les sons non voisés, excitant un filtre dit tous-pôles, 
dont les éléments représentent les caractéristiques du conduit vocal. Concernant les 
caractéristiques du son engendré, nous pouvons dire que la source d'excitation foumit le 
fondamental, et le conduit vocal engendre un phénomène de résonance qui crée des 
formants. Nous verrons qu'une telle modélisation nous sera fortement utile par la suite, 
lorsqu'il s'agira de tirer partie des propriétés spécifiques du signal vocal pour en extraire des 
informations de façon la plus efficace possible. Ce sera le sujet du second chapitre. 
CHAPITRE 2 
LE TRAITEMENT NUMÉRIQU E D U SIGNAL VOCA L 
2.1 Préambul e 
Le premier chapitre ayant pemiis de définir le comportement global du signal vocal, il 
convient maintenant de s'intéresser aux différentes façons d'en extraire des infomiations 
exploitables. L'objectif de ce chapitre est de s'appuyer sur les caractéristiques particulières 
du signal de parole afin de détemiiner la méthode d'extraction de paramètres la plus 
appropriée aux besoins du système développé au cours de ce mémoire. Pour ce faire, nous 
décrirons les différentes étapes d'une chaîne de traitement du signal telle qu'utilisée 
généralement dans les systèmes de reconnaissance de la parole, en détaillant chacun des 
processus de transformation qui conduisent à une fomie exploitable de l'information 
véhiculée par le signal. 
Au cours du chapitre 1, le signal de parole a été présenté comme un déplacement d'air 
transportant simultanément des infomiations linguistiques et émotionnelles, engendré par un 
ensemble de muscles et d'organes. A partir de ce point, et pour les besoins de notre étude, il 
sera considéré comme une fomie d'onde contenant tout un jeu d'informations sur le 
message qu'elle transporte. Le temie x(n) représentera, par conséquent, le n'"^ '™ échantillon 
de parole ayant pénétré dans le système. Une telle représentation du signal est obtenue à 
l'aide d'un Convertisseur Analogique-Numérique (CAN), qui sélectionne la valeur du 
signal analogique d'entrée à chaque instant T,i = Tn-i + Te, T^  représentant la période 
d'échantillonnage exprimée en secondes. Plus généralement, on parlera en ternie de 
fréquence d'échantillonnage, domiée par la fomiule 2.1 : 
K=y (2.1 ) 
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À partir de là, il est possible de représenter la chaîne de traitement du signal vocal au moyen 
de la figure 2.1, tirée du livre de Juiiqua et Haton (1996), qui donne un bon aperçu global 
des différentes tâches à effectuer avant d'entrer dans le processus de reconnaissance. 
Parole 
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Décalage d'une 
trame 
? 
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Numérisation 
'"Tf 
Découpage en trame de N 
échantillons 
ir 
Préaccentuation 
1 ' 
Fenêtrage 
Extraction de paramètres, 
encodage... 
y^ Fir 1 du \ . 
Figure 2.1 La  chaîne de  traitement du  signal. 
L'architecture de ce chapitre s'appuiera donc sur ce schéma, en détaillant au cours de la 
première partie les processus de prétraitement du signal que sont le découpage du signal en 
trames constituées d'une quantité finie d'échantillons, la préaccentuation et le fenêtrage. La 
seconde partie foumira quant à elle une description des principaux outils utilisés dans les 
applications de traitement du signal pour extraire des informations significatives sur le 
17 
signal. Enfin, la dernière partie sera consacrée à la présentation des principales méthodes de 
paramétrisation du signal, destinées à représenter les caractéristiques de la parole sous une 
fonne condensée, en conservant le maximuni d'infomiations possibles. 
2.2 L a chaine de prétraitement d u signal 
Tel que mentionné au cours du chapitre 1, lors du processus de production de la parole, 
l'appareil vocal évolue constamment, de façon très rapide, et la moindre petite variafion de 
sa forme peut entraîner une modification très importante du son généré. Si cette particularité 
rend le langage humain si riche, elle est également à l'origine de la complexité du signal de 
parole, mais surtout de son caractère non-stationnaire. Ainsi, pour obtenir une représentation 
précise de l'état du signal à un instant donné, il est important de travailler sur des tranches 
temporelles très courtes, bien que suffisamment longues pour contenir assez de 
renseignements sur l'infomiation contenue dans le signal. Généralement, on préfère donc 
travailler sur des périodes allant de 10 à 30 ms, durant lesquelles le signal est considéré 
comme étant quasi statiomiaire (Boite, 1987). 
Ainsi, une fois le signal numérisé, la première action d'un système de traitement de la 
parole est de regrouper les échantillons entrants en un bloc de taille finie, appelé trame. Par 
la suite, nous noterons N la taille de la trame, en nombre d'échantillons, et toutes les 
opérations effectuées, dites alors « court temie », ne concerneront que cette trame. Le reste 
du signal sera traité en décalant la trame de façon répétée, d'un nombre d'échantillons L, L 
était inférieur à N, jusqu'à la fin du signal. C'est ensuite sur ces trames de parole que 
peuvent s'apphquer les opérations destinées à préparer le signal d'entrée pour la phase 
d'extraction des infomiations. Cette partie est généralement constituée de deux blocs, que 
nous allons décrire brièvement. 
2.2.1 Préaccentuatio n d u signal 
Passage très fréquemment rencontré dans les applications de traitement de la parole, la 
préaccentuation a pour effet d'accentuer la partie haute du spectre du signal. En effet, la 
forte concentration énergétique des basses fréquences, observée dans la plus grande majorité 
des spectres de parole, est considérée comme une nuisance car, lors de l'analyse, elle 
minimise l'importance de l'énergie du signal aux moyennes et hautes fréquences. Ce 
problème est souvent partiellement résolu en passant le signal dans un filtre de 
transmittance l - a . z ' , c'est le processus de préaccentuafion. Concrètement, le signal 
préaccentué est donc donné par la fomiule 2.2 (Kunt, 1984). 
y{n) =  s{n)-a xs{n-l)  (2.2) 
Où s(n) correspond au n'*^"^*^  échantillon du signal d'entrée, et a  est une constante dont la 
valeur est généralement fixée entre 0,9 et 1. De rares systèmes optent toutefois pour une 
valeur recalculée à chaque nouvelle trame, à l'aide de la fomiule 2.3. 
yV-2 
^s{n)xs{n +  l) 
^o,„ = ' ' ^^  (2.3) 
Y,s'{n) 
Néanmoins, bien que ce procédé apparaisse dans la plupart des systèmes de traitement du 
signal, de nombreuses applicafions de reconnaissance vocale ne l'utilisent pas. La principale 
raison étant que, si le rehaussement de l'énergie des hautes fréquences ne modifie que très 
peu la stmcture des sons non voisés, dont les principales composantes spectrales sont situées 
dans cette zone, cela affecte en revanche très fortement la plupart des sons voisés, dont les 
caractéristiques majeures sont représentées par les premiers foniiants. Vergin et 
O'Shaughnessy (1995) ont démontré à quel point cela peut nuire aux taux de 
reconnaissance, et présentent même une méthode pemiettent de calculer un coefficient a 
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adapté à la catégorie du signal, pour accroître ainsi fortement la qualité de la 
reconnaissance. Toutefois, bien que très efficace, un tel procédé s'avère coûteux en nombre 
de calculs, et n'est donc pas forcément adapté au système développé au cours de ce 
mémoire. 
2.2.2 Fenêtrag e du signal 
Indispensable au traitement du signal, la création de blocs de N échantillons n'en reste pas 
moins porteuse d'effets néfastes pour le spectre du signal. En effet, le découpage brutal subi 
aux extrémités de la trame fait apparaître des discontinuités engendrant l'apparition de 
composantes hautes fréquences indésirables. Il est ainsi nécessaire d'appliquer à la trame 
d'échantillons ce que l'on appelle une fenêtre de pondération, dont le but est d'adoucir les 
discontinuités en réduisant le poids des échantillons situés aux extrémités, par rapport à 
ceux situés au centre. Qu'elles soient de type triangulaire, comme la fenêtre de Bartlett, de 
fomie convexe comme celle de Kaiser, ou bien sinusoïdale comme celles de Hamming, Von 
Hann et Blackman, l'objectif ici n'est pas de toutes les décrire, mais de présenter celle qui 
semble la plus adaptée à nos besoins. Toutefois, nous ne pouvons que conseiller les 
ouvrages de Christian Gargour (2001) et Tamal Bose (2004) pour obtenir de plus amples 
informations sur les fenêtres. 
La fenêtre de pondération la plus utilisée dans le domaine de la reconnaissance vocale est la 
fenêtre de Hamming, que l'on peut réaliser à l'aide de la fomiule 2.4. 
W{1) =  < 
27r/ 4;r/ ^ 
k, -  k,  cos ~"' I + k, cosi 
- [L-IJ  '' U - 1 . 
0 < / < I - l 
autrement 
(2.4) 
Où k,  = 0,54, k^_  = 0,46 et A-, = 0. Précisons que les fenêtres de Von Hann et de Blackman 
sont obtenues à l'aide de la même fomiule, en modifiant simplement les valeurs des 
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coefficients k,,  k-,  et k^.  De forme semblable, on leur préfère néanmoins la fenêtre de 
Hamming car elle n'annule pas le signal aux extrémités, permettant ainsi une meilleure 
transition entre les trames successives de signal. On peut observer la forme de la fenêtre de 
Hamming sur la figure 2.2. 
Figure 2.2 Forme  temporelle  de  la fenêtre de  Hamming. 
Harris (1978), lors de son étude de l'ufilisafion des fenêtres pour l'analyse spectrale par 
Transformée de Fourier Discrète (TFD) présente les TFD de nombreuses fenêtres, 
permettant ainsi de visualiser leurs effets sur le spectre des signaux qu'elles pondèrent. 
L'observafion de la TFD d'une fenêtre rectangulaire, à la figure 2.3, perniet en effet de 
mesurer la faible atténuation entre le lobe principal et le lobe secondaire, ainsi que les 
chutes d'atténuation de 6 dB par octave pour les lobes suivants, caractéristiques d'une 
fonction présentant des discontinuités. 
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Figure 2.3 Transformée  de  Fourier Discrète d'une  fenêtre rectangidaire. 
En revanche, la TFD d'une fenêtre de Hamming, à la figure 2.4, nous présente bien une 
atténuation nettement plus forte entre le lobe principal et le lobe secondaire. Notons 
également que la faible discontinuité aux extrémités de la fenêtre entraîne une atténuation 
des lobes suivants bien différente de la fenêtre rectangulaire. 
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Figure 2.4 Transformée  de  Fourier Discrète de  la fenêtre de  Hamming. 
Ces caractéristiques font que les spectres des signaux pondérés à l'aide de cette fenêtre sont 
nettement moins affectés par le procédé qu'avec une fenêtre rectangulaire, et l'information 
contenue dans le signal n'est donc pas altérée. C'est pour cette raison que l'on retrouve la 
fenêtre de Hamming dans la plupart des systèmes de recormaissance vocale, domaine où une 
représentation parfaite du signal original est exigée. 
Cette première phase de traitement du signal permet donc de préparer idéalement le signal 
en vue de la phase d'extraction de paramètres décrivant l'information qu'il contient, phase 
dont nous décrivons plusieurs méthodes fréquemment utilisées, au cours de la partie 
suivante. 
2.3 Les outils de traitement du signal 
Pour répondre aux besoins des nombreuses applicafions du traitement de la parole, telles 
que le codage, la synthèse ou la reconnaissance de la voix, il existe un très grand nombre 
d'outils d'analyse, allant du simple calcul d'énergie jusqu'à la modélisation complète d'un 
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conduit vocal. Au cours de cette partie, nous détaillerons principalement les outils 
nécessaires à la conception de notre méthode de reconnaissance, ou tout du moins certaines 
notions qui nous seront fort utiles par la suite. 
2.3.1 Énergi e du signal 
L'énergie d'un signal est une caractérisfique liée à la quantité d'infonnation représentée. 
Plus concrètement, l'énergie sera très faible en période de silence, et élevée en présence 
d'activité vocale, dépendamment de la catégorie et de l'amplitude du son émis. On la 
détemiine au moyen de la fomiule 2.5. 
E = j]xfr,) (2.5) 
2.3.2 Tau x de passage par zéro 
Le taux de passage par zéro est notamment très utile pour différencier une zone voisée 
d'une zone non voisée. En effet, une des principales différences entre ces deux zones est la 
fréquence avec laquelle le signal change de signe entre deux échantillons successifs. On 
détermine donc le pourcentage de changements de signe, par rapport au nombre total 
d'échanfiUons, au moyen de la fomiule 2.6 (Boite, 1987). 
1 W - l , 
^ ^ = :TT7 Z i^'^"4^-(^)]- signe[x{k -  1)] ] (2.6) 
2N i-= o 
Étant donné qu'une zone non voisée voit son énergie principalement répartie dans les hautes 
fréquences, les valeurs de ZC seront bien plus élevées pour un son non voisé que pour un 
son voisé. 
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2.3.3 Étud e spectral e 
La façon la plus répandue d'étudier « l'intérieur » d'un signal est d'observer ses 
composantes spectrales. Les figures 1.3 et 1.6, qui nous présentent les répartitions 
hamioniques respectives d'un son voisé et d'un son non voisé, nous montrent bien à quel 
point une analyse fréquentielle peut nous permettre d'observer idéalement les 
caractéristiques d'un signal, et notamment de conclure quant à la périodicité ou non de 
celui-ci. L'outil le plus utilisé est la transformée de Fourier, qui donne le contenu 
harmonique d'un signal, c'est-à-dire la répartition de ses composantes fréquentielles ainsi 
que leurs amplitudes (Kunt, 1984). Pour un signal discret, la définition de la transformée de 
Fourier continue est donnée par la formule 2.7. 
- ](ûn 
X{e''")= Y,x{n)xe  (2.7) 
/ ;=-cG 
La transformée de Fourier court-terme, qui est la transfomiée de Fourier d'un signal de 
taille finie est donnée par la formule 2.8. 
X(e'"0 = X-^-(")xe (2.8) 
11=0 
Étant domié que nous travaillons dans le domaine numérique, nous utiliserons plutôt la 
transformée de Fourier Discrète (TFD), que l'on obfient à l'aide de la formule 2.9. 
N-\ -ilmilc/ 
X{k) =  Y,^{n)xe ^ (2.9) 
«=o 
Précisons également qu'il est possible de retrouver le signal x(n) à partir de sa TFD, en 
utilisant la formule 2.10. 
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1 ^  /2OT t 
^i'^)--X^^''^^' ' (2.10) 
A i= u 
2.3.4 Autocorrélatio n d u signal 
L'autocoiTélation d'un signal est la con"élation de ce signal avec lui-même, et son estimation 
est donnée par la fomiule suivante 2.11 (Boite, 1987). 
1 /V- i 
^,, {k ) = —— Y.  •<') ^ -^(^ + ') (2.11) 
N -  k  ,= 0 
On parle généralement de l'autocorrélation en termes de coefficients d'autocorrélation, qui 
peuvent être calculés selon la fomiule 2.12. 
pAk) =  ^Jk)/<PJO) (2.12) 
Concrètement, la fonction d'autocorrélation mesure la ressemblance entre un signal et des 
versions décalées de ce même signal. Pour un signal périodique, la ressemblance est donc 
maximale lorsque le décalage est égal à un multiple de la période. En cas de signal non-
périodique, le résultat obtenu est un signal aléatoire, comme le montrent les figures 2.5 et 
2.6 qui présentent respectivement les coefficients d'autocon-élation des sons « a » et « s » 
utilisés au chapitre 1. 
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Figure 2.5 Coefficients  d'autocorrélation  du  son voisé « a ». 
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Figure 2.6 Coefficients  d'autocorrélation  du  son non voisé « s ». 
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Si l'autocorrélation est principalement utihsée pour la détection de la fréquence 
fondamentale (en multipliant la distance, en tenues d'échantillons, entre deux pics 
d'amplitude maximale, par la fréquence d'échantillonnage), elle est très utile dans le 
domaine de la recomiaissance vocale lorsqu'il s'agit de différencier une zone voisée d'une 
zone non-voisée. Cette méthode nécessite toutefois d'importantes ressources, que ce soit en 
terme de puissance de calcul qu'en temie de stockage des coefficients. 
2.3.5 Densit é spectrale de puissance 
La densité spectrale de puissance, qui nous présente la répartition fréquentielle de l'énergie 
d'un signal est détenninée, approximativement, à partir de la transfomiée de Fourier, par la 
formule 2.13 (Boite, 1987). 
S{e'"')^\X{e''")\' (2.13) 
Il est également possible d'obtenir la densité spectrale de puissance, à partir de 
l'autocorrélation du signal, selon la formule 2.14. 
Sie"") = J^^Jn).e (2.14) 
H = 0 
Cette partie nous aura pemiis de présenter plusieurs outils généraux, utilisés également dans 
de nombreux autres domaines, mais foumisseurs d'informations importantes sur l'état du 
signal. Il existe toutefois de nombreuses autres façons d'extraire des infomiations du signal 
de parole, telles que les transformées en ondelettes, ou l'étude par banques de filtres. 
Néanmoins ces notions ne seront pas utilisées par la suite de ce mémoire, puisqu'elles sont 
notamment très coûteuses en calculs. C'est pourquoi nous ne les détaillerons pas, mais 
conseillerons de se reporter aux ouvrages spécialisés pour obtenir de plus amples 
informations sur ces outils. Il reste cependant deux autres notions sur lesquelles il est 
important de s'attarder : la modélisation autorégressive et le traitement homomorphique. 
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très utiles pour obtenir des renseignements sur l'état du signal vocal, mais dont l'intérêt 
majeur pour notre application est de pemiettre sa représentation au moyen d'un nombre 
restreint de paramètres. La prochaine partie sera donc consacrée à la description de ces 
méthodes, et des calculs devant être mis en œuvre pour paramétrer le signal. 
2.4 Le s outils de paramétrisation d u signal vocal 
Destinée à représenter les caractéristiques du signal vocal au moyen d'un nombre réduit de 
données, la paramétrisation est une étape nécessaire à de nombreux systèmes de traitement 
du signal, des appareils de télécommunication aux applications de reconnaissance de la 
parole. Allégement des calculs, diminution de la quantité de données à transmettre et 
réduction de la taille mémoire nécessaire sont autant d'avantages peraiis par le codage de la 
parole. Il existe de nombreuses façons de paramétrer le signal, la plupart d'entre elles se 
basant sur certaines propriétés spécifiques au signal vocal pour en extraire un maximum 
d'informations, en un minimum de domiées. C'est notamment le cas du codage par 
prédiction linéaire (souvent appelé LPC, pour Linear  Prédiction  Coding),  qui est une 
conséquence de la modélisation autorégressive de la parole, et qui peut ensuite donner lieu 
à d'autres méthodes de paramétrisation dérivées de ses coefficients. 
2.4.1 Modélisatio n autorégressiv e du signai vocal 
Une caractéristique très intéressante du signal vocal, mise en évidence sur la figure 1.7, est 
que sa production peut être assimilée à l'excitation d'un filtre par une source pseudo-
périodique ou aléatoire. En d'autres tenues, nous pouvons considérer le signal vocal comme 
étant la convolution de la source u(n) et de la réponse impulsiomielle du filtre représentant 
le conduit vocal, h(n), comme présenté sur la formule 2.15. 
x{n) = u{n)®h{n) (2.15) 
29 
Si, à première vue, cette donnée semble jouer un grand rôle dans le domaine de la synthèse 
de la parole, étant donné qu'il suffit « simplement » d'injecter une source adéquate dans un 
filtre pour générer de la voix, elle est également très utile pour le codage et la 
reconnaissance de la parole. En effet, la possibilité de modéliser le conduit vocal par les 
coefficients d'un filtre pemiet de posséder des infomiations très précises sur le signal à 
partir d'un nombre de données très restreint. Nous allons donc décrire les étapes conduisant 
à une telle modélisation simplifiée de l'organe de producfion de la parole (Boite, 1987). 
Ramenée dans le domaine discret, la fomiule 2.15 devient la fomiule 2.16. 
X{z)^U{z)H{z) (2.16) 
Où H(z), qui représente la transmittance du conduit vocal, est un filtre tous-pôles  d'ordre p, 
dont la fomiule est donnée par l'équafion 2.17. 
H{z) =  j ^ (2.17) 
\ + 'Y,a{i).z-' 
<"=i 
En rajoutant un temie correspondant au gain de la source d'excitation, nous pouvons donc 
dire que la production de la parole peut être modélisée par l'équation 2.18. 
.y(--)= " " * ' " ' (2,18) 
Le terme de modélisafion autorégressive vient du fait qu'un signal est dit autorégressif 
lorsqu'il est engendré par récurrence, c'est-à-dire que chaque échantillon peut être déterminé 
à partir des échantillons précédents. Ce qui est clairement le cas ici, étant donné que si l'on 
repasse la formule 2.18 dans le domaine temporel, nous obtenons l'expression 2.19. 
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({n) -F ^fl(/)..\-(;; - /) = a.u{n) (2.19) 
Comme nous l'avons expliqué précédemment, l'excitation u(n) est soit une suite 
d'impulsions périodiques, soit un bruit blanc, et les coefficients a(i) représentent les 
caractérisfiques du conduit vocal. Ces coefficients sont d'ailleurs appelés « coefficients de 
prédiction », car en cas d'excitation nulle, chaque échanfillon x(n) pourrait être prédit à 
partir des p échantillons précédents, associés aux coefficients de prédiction. La figure 2.7 
représente le modèle autorégressif de producfion de la parole. 
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I 
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! + £«(/). 
Parole 
synthétisée 
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Figure 2. 7 Modèle  autorégressif  de  production de  la  parole. 
Pour mieux comprendre l'intérêt du modèle autorégressif, il est utile de visualiser son 
spectre. Le spectre d'un signal synthétique obtenu au moyen du système décrit par la figure 
2.7 est en effet une approximation du spectre du signal qui aurait été généré au travers d'un 
conduit vocal dont on aurait déterminé les caractéristiques. Cette approximation étant 
d'autant meilleure que l'ordre du filtre de prédiction est élevé. Si l'on applique la fomiule 
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2.13 à la transformée de Fourier du signal synthétisé, on obtient donc la densité spectrale de 
ce signal, présentée par la fomiule 2.20. 
S,{e'"') =  S,{e'"). 
G 
\ + Y^a{k).{e'"')-' 
t<=] 
(2.20) 
Où S^,{e"")est  la densité spectrale de la source. On peut ainsi définir le spectre du modèle 
autorégressif par la formule 2.21. 
SMie'"') = 
i+X«w-(^ "r'' 
!c =  ] 
(2.21) 
Nous pouvons donc observer, sur la figure 2.8, la densité spectrale d'un modèle 
autorégressif d'ordre 20, superposé sur la densité spectrale du signal original, le son « a » 
déjà utilisé précédemment. La figure 2.9 présente quant à elle la densité spectrale du même 
modèle, mais pour un ordre de 100. L'objectif de cette comparaison étant de visualiser 
l'importance de l'ordre de prédiction, dans la précision de modélisation d'un signal. 
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Figure 2.8 Densité  spectrale  d'un  modèle  autorégressif  d'ordre  20. 
-| r I ~ r 
Signal origina l 
M 0 d è I e a ut o ré a re s s il 
K iMli'l l u ^  IJ^ J il 
J 1  I  1 _ 
'0 5U 0 100 0 150 0 200 0 250 0 300 0 350 0 400 0 
Fréquence (Hz) 
Figure 2.9 Densité  spectrale  d'un  modèle  autorégressif  d'ordre  100. 
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Nous observons ainsi que, pour une valeur de l'ordre de prédiction relativement faible, la 
fonction SM(e"") reproduit fidèlement l'enveloppe de la densité spectrale réelle. Pour un 
ordre très élevé, la reproduction est quasi-parfaite. L'intérêt de cet outil réside donc dans le 
fait qu'il est possible de représente la majeure partie de l'infomiation spectrale du signal à 
l'aide d'un nombre très restreint de paramètres : les coefficients de prédiction, le gain du 
modèle et la fréquence fondamentale de la source; là où la TFD nécessite une très grande 
quantité de données et de calculs pour arriver à peu près au même résultat. Nous allons donc 
décrire à présent ralgorithme peniiettant d'obtenir ces coefficients de prédiction linéaire. 
2.4.2 Le s coefficients LP C 
Introduite par Wiener en 1966, la notion de prédiction linéaire a depuis été reprise dans de 
nombreuses applications. Utilisée pour la première fois dans le domaine du traitement et de 
la synthèse de la parole par Itakura et Saito en 1968, elle tire son intérêt du fait qu'elle 
utilise idéalement le caractère autorégressif du modèle de production de la parole, pour 
représenter efficacement l'infomiation vocale au moyen d'une dizaine de coefficients, 
obtenus à l'aide d'une faible quantité de calculs. Rabiner et Schafer (1978) consacrent une 
grande partie de leur ouvrage à l'utilisation de la paramétrisation LPC dans le domaine de la 
reconnaissance vocale, et détaillent les étapes nécessaires au calcul des coefficients, la 
première étant l'établissement d'un système d'équations à résoudre, les équations de Yule-
Walker. 
2.4.2.1 Établissemen t de s équations de Yule Walker 
Nous avons vu que le signal vocal obéissait au modèle autorégressif d'ordre p défini par la 
formule 2.19, faisant de lui un signal autorégressif Cette formule peut également s'écrire 
d'une autre façon, présentée par l'équafion 2.22. 
p 
x{n) =  -Y^a,x{n-k) (2.22) 
A =  l 
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Où x{n)  est une estimation du signal original. La différence entre cette estimation et le 
signal réel est appelée erreur de prédiction linéaire, notée e(n), définie par la formule 2.23. 
e{n) = .x{n) - x{n)  =  x{n) + V a,.x{n  - k) (2.23) 
Plus généralement, on estimera donc l'erreur de prédiction selon la formule présentée par 
l'équation 2.24. 
e{n) = 2]ai.x{n -  k)  avec  c/g = 1 (2.24) 
/t=0 
Il va de soi que lorsque les coefficients de prédiction sont exacts, l'erreur n'est pas nulle, 
mais correspond au signal d'excitation, et le signal vocal est ainsi parfaitement modélisé. Le 
critère usuellement retenu pour estimer les coefficients de prédiction est la minimisation de 
l'énergie de l'en'eur de prédiction, appelée énergie résiduelle, dont la formule est donnée 
par l'équation 2.25. 
N + p-i 
E,= t^efri) (2.25) 
Soit, en associant les formules 2.24 et 2.25 : 
N + p-\ 
i{n) + Y^a^x{n-k) 
ii=\ 
(2.26) 
Les valeurs de a^.  qui minimisent Ep sont donc les valeurs qui annulent sa dérivée. Il faut 
donc dériver Ep par rapport à chacun des coefficients a^ , comme présenté par la formule 
2.27. 
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dE. 
da 
^ =  0, /c = l,2,...,; 7 (2.27) 
Il reste ainsi à résoudre un système de p équations à p inconnues, dites équations de Yule-
Walker, définies par la relation 2.28. 
N + p-\ p  N  + p-\ 
^ .v(/;-/)..Y(/;) = ^f l^ Y^x{n-i).x{n-k),  i^l,...,p 
H = 0 A - l 1 1 = 0 
(2.28) 
Pour simplifier ces équations, on peut faire intervenir la fomiule de l'autocovariance, 
donnée par l'équation 2.29, pemiettant ainsi d'exprimer les équations de Yule-Walker sous 
la fomie donnée par la fomiule 2.30. 
^{i, k) = y]-ï(" - i).x{n  - k) (2.29) 
rl>{m^Y^a,.rt>„{i,k) 
i-=i 
(2.30) 
Pour résoudre ce système, les deux méthodes les plus couramment utilisées sont la méthode 
de l'autocorrélation, introduite pour la première fois par Itakura et Saito en 1968, et la 
méthode de la covariance, établie par Atal et Schroeder en 1968. Nous allons présenter la 
première méthode, car c'est celle que nous utiliserons au cours de notre étude. Son 
hypothèse de départ est la réduction de la fonction d'autocovariance, présentée en 2.30, à la 
fonction d'autocorrélation, comme présenté par l'équation 2.31. 
N-\-(i-l<) 
ip{i,k) = r{i - k)  =  '^x{n).x{n  +  i - k) (2.31) 
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On peut ainsi exprimer les équations de Yule-Walker sous la forme donnée par la formule 
2.32, ou bien, pour plus de clarté, sous une fomie matricielle, présentée par l'équation 2.33. 
J]a,.r-{i~k) =  -r-{i), 
A - = l 
1 =  1.....P (2.32) 
r(0) 
r(l) 
r(2) 
r{l) 
/•(O) 
r(l) 
r(2) 
/-(l) 
r(0) 
r{p-l) r-{p-2)  r-{p-3) 
r-{p-l)~ 
rip-2) 
r-{p-3) 
/ • ( O ) 
" i 
'^'2 
" 3 
f'p_ 
= -
~r{\)' 
/-(2) 
/ • (3) 
f{p)_ 
(2.33) 
Ces équations jouent donc un rôle très important, car ce sont elles qui nous permettent de 
déterminer les coefficients de prédiction. Mais résoudre un tel système d'équations par des 
méthodes algébriques classiques demanderait un nombre faramineux de calculs. C'est pour 
cette raison que des algorithmes spéciaux de résolution ont été mis en place. Outre les 
algorithmes de Burg (1975) et Schiur (1917), la méthode la plus ufilisée dans le domaine du 
codage de la parole est celle de Levinson-Durbin (1960), qui solutionne le système au 
moyen d'un algorithme récursif 
2.4.2.2 Algorithm e de Levinson-Durbi n 
Cette technique de résolution utilise la stmcture particulière de la grande matrice 
d'autocorrélation présente dans la fomiule 2.33. En effet, cette matrice est Toeplitz 
symétrique, c'est-à-dire que la diagonale joue le rôle d'axe de symétrie. Cela pemiet de 
simplifier grandement les calculs, en autorisant une résolution par récursivité sur l'ordre de 
prédiction. Rowden (1991) présente cet algorithme de la façon suivante : 
a) pour le premier tour, calculer le temie d'erteur initial EQ, le coefficient de réflexion 
kl et le coefficient prédicteur ai(l); 
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E, =  r(0) (2.34) 
A - , = ^ (2.45) 
a,{l) =  k, (2.36) 
b) à partir du second tour, et jusqu'au p"^ '^ ^ tour, en notant j l'indice du tour, effectuer 
les opérations des équations 2.37, 2.38, 2.39 et 2.40; 
/ - I 
''(,/)-X^/-i(").'-(7-") 
k, =  ™  (2.37 ) 
a,(j) =  k. (2.38) 
a -{m)  = a •_,{m)-k  •.a-_,{j-m)  m  = l / - l (2.39) 
E^=E^_,.{l-k;) (2.40) 
c) enfin, déterminer les coefficients de prédiction, solutions du système, à partir des 
coefficients a calculés au cours de l'algorithme. 
a. =ap{m)  m  = \,...,p (2.41) 
Largement utilisés dans la plupart des systèmes de traitement de la parole, les coefficients 
LPC ont également donné lieu à d'autres représentations paramétriques du signal, 
notamment dans le but d'améliorer l'efficacité de la quantification nécessaire à la 
transmission du signal, domaine auquel se prêtent mal les coefficients de prédiction. Ainsi, 
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les coefficients de réflexion, ou coefficients PARCOR (pour PARtial CORrelation), les 
coefficients Log Area Ratio (LAR) et les coefficients Line Spectruni Pair (LSP) apparaîtront 
souvent dans les systèmes de télécommunication. Néanmoins ils sont très peu utilisés dans 
le domaine de la reconnaissance vocale, et on leur préfère grandement d'autres paramètres, 
pouvant également être déterminés à partir de l'analyse LPC, les coefficients LPCC, appelés 
également coefficients cesptraux, auxquels nous consacrerons la dernière partie de ce 
chapitre, après avoir défini la notion de cepstre. 
2.4.3 Étud e cepstral e 
L'analyse cepstrale est une autre façon d'étudier le signal de parole, le premier à utiliser 
cette teclinique en traitement du signal vocal étant Peter Noll en 1967. L'hypothèse de 
départ est la même que précédemment : le signal de parole résulte de la convolution d'une 
excitation et d'une réponse impulsionnelle. L'analyse cepstrale a pour objectif de séparer les 
contributions de la source et du conduit vocal, apportant ainsi certains avantages par rapport 
à la transfomiée de Fourier : d'une part l'observation d'un spectre lissé coiTCSpondant aux 
caractéristiques du conduit vocal, et d'autre part une détemiination aisée de la fréquence 
fondamentale. De très bonnes explications sur l'analyse cepstrale sont foumies par Calliope 
(1989) ou Rabiner et Schafer (1978). 
Le point de départ de l'analyse cepstrale est le traitement homomoiphique qui consiste à 
effectuer une déconvolution du signal donné par la fomiule 2.15. Le fonctionnement de 
cette déconvolufion est donné par la figure 2.10. 
x(n) 
TF 
X(k) 
Logj. 
Log|X(k)l 
FFT' 
c(n) 
Figure 2.10 Traitement  homomorphique  pour  le  calcul du  cepstre. 
Ainsi, la première étape est d'effectuer une TFD du signal vocal, pour obtenir le résultat 
présenté par la formule 2.42. 
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X{k) =  U{k).H{J<) (2.42) 
La TFD a donc transformé la convolution des deux signaux en une multiplication, rendant 
ainsi la séparation plus aisée. En effet, nous savons que le logarithme d'un produit de deux 
signaux donne une addition des logaritlinies de ces signaux. L'étape suivante est ainsi 
donnée par la fomiule 2.43. 
X{co) = Log[\X{c))\] = Log[\U{co)\] + Log[\H{co)\] (2.43) 
Que nous noterons donc selon la fomiule 2.44. 
X{co) = Û{co) + H{ù)) (2.44) 
Une transfomiée de Fourier inverse nous ramène alors dans un domaine pseudo-temporel 
appelé domaine quéfrentiel. Le signal ainsi obtenu est présenté par la fomiule 2.45. 
é{n) =  ïî{ri) + h{n) (2.45) 
Les ?(«) sont les coefficients cepstraux approchés du signal x(n), alors que ïï{n)  et h{n) 
sont les transposées dans le domaine quéfrentiel de u{n)  et h(n).  La figure 2.11 nous 
montre la représentation du cepstre sur l'échelle quéfrentielle (qui s'exprime en secondes). 
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Figure 2.11 Cepstre  du son voisé  «  a ». 
Cette figure, qui semble présenter une stmcture périodique à partir d'un certain point, peut 
s'expliquer par les hypothèses suivantes : 
u{n) est la contribution de l'excitation. C'est donc une suite d'impulsions séparées 
de no échantillons (où no correspond à la fréquence fondamental FQ). Sur la figure 
2.11, nous observons effectivement une répétition régulière de pics, qui est donc 
due à la présence de u{ri)  dans le cepstre c{n)  ; 
- h{n)  est la réponse impulsionnelle d'un filtre à réponse impulsionnelle finie (RIF). 
Ses valeurs sont donc élevées au début, mais décroissent au cours des échantillons, 
pour devenir rapidement négligeables lorsque l'on arrive à no. C'est effectivement 
le phénomène observé sur les premiers échantillons du cepstre. 
En isolant les signaux u{n)  et h{rt) , il est donc possible d'observer la réponse fréquentielle 
du conduit vocal, ainsi que la fréquence fondamentale de l'excitation. Étant domié que la 
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contribution de h{n)  dans d{ri)  a  lieu principalement sur les UQ premiers échantillons, une 
simple fenêtre temporelle F de longueur IIQ, comme présentée par la formule 2.46, nous 
permet d'isoler h{n). 
F.. = 0 
SI n  <  n , 
si n > n , 
(2.46) 
On peut également isoler ïï{ri)  en utilisant un filtre qui ne retiendrait que les échantillons 
après no. Pour retrouver les signaux originaux u(n) et h(n) exprimés dans un domaine 
temporel, il nous faut ensuite réaliser un traitement homomorphique inverse de celui réalisé 
auparavant, qui éliminerait ainsi la composante logarithmique. La figure 2.12 présente un tel 
traitement. 
h{n) 
FFT 
H{k) 
exp. 
H{k) 
FFT' 
" S 
h{n) 
Figure 2.12 Traitement  homomorphique inverse. 
Les figures suivantes présentent le résultat de l'analyse cepstrale. Nous rappelons tout 
d'abord, au moyen de la figure 2.13, la densité spectrale de puissance du signal étudié, puis 
présentons les densités spectrales de puissance de h(n) sur la figure 2.14 et u(n) sur la figure 
2.15. 
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Figure 2.13 Densité  spectrale  du  son voisé  « a ». 
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Figure 2.14 Densité  spectrale  du  conduit  vocal. 
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Figure 2.15 Densité  spectrale  de  la source. 
43 
Il est donc fortement possible, grâce à l'analyse cepstrale, de déterminer avec une bonne 
qualité l'enveloppe spectrale du conduit vocal, ainsi que le signal d'excitation. Cela permet, 
pour l'analyse du signal vocal, d'extraire certaines caractéristiques intéressantes sur le 
signal étudié. L'analyse cepstrale peut d'ailleurs être effectuée dans bien d'autres domaines 
que le traitement du signal vocal, dès lors que l'on souhaite séparer différents signaux 
convolués. Une bonne étude de ce que représente le cepstre était nécessaire, étant donné que 
c'est un outil très important pour extraire des infomiations caractérisant le signal vocal, 
malheureusement, la détermination du cepstre par l'intermédiaire de la TFD est assez 
coûteux en calculs, et donc peu adapté à une utilisation sur un système à faibles capacités. 
Toutefois, il est possible de l'estimer au moyen des coefficients LPCC, obtenus à partir des 
coefficients de prédiction linéaire. Nous allons donc tout d'abord décrire les étapes de ce 
processus, pour ensuite mentionner les raisons pour lesquelles l'utilisation des coefficients 
cepstraux peut s'avérer très judicieuse pour la conception de notre système de 
reconnaissance vocale. 
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2.4.4 Le s coefficients LPC C 
2.4.4.1 Déterminatio n de s coefficients LPC C 
La méthode d'obtention des coefficients LPCC à partir des coefficients LPC a été introduite 
pour la première fois par Markel et Gray en 1976. On obfient tout d'abord le premier 
coefficient au moyen de la fomiule 2.47. 
c,=lnic7') (2.47) 
Où a" est le gain du modèle LPC. Les coefficients restants sont obtenus à l'aide de la 
fomiule 2.48. 
'""' f k^ 
^''"+Z ~ '^'-^ '"'-^  m  = l,...,p (2.48) 
Généralement, l'ordre de la représentafion cepstrale est plus grand que l'ordre de prédiction. 
Ainsi, les coefficients Cm, pour m supérieur à p, sont calculés selon la formule 2.49. 
c„,^2l\~^k-^'.„-k pourm>p  (2.49) 
De nombreuses études, notamment celles de luang et al en 1986, Itakura et Umezaki en 
1987 ou Junqua et al en 1993, ont prouvé que, parmi les différents types de paramétrisation, 
les coefficients cepstraux étaient ceux qui fournissaient les meilleurs résultats en terme 
d'efficacité de la reconnaissance. Réputés pour être particulièrement robustes, et nécessitant 
une faible quantité de calculs, les coefficients cepstraux s'avèrent donc être la forme de 
paramétrisation idéale à la conception d'une méthode robuste de reconnaissance vocale 
destinée à fonctionner sur un processeur de traitement du signal. De plus, nous allons 
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maintenant présenter diverses caractéristiques de ces coefficients, observées au cours de 
notre étude, qui pourront s'avérer fort utiles par la suite. 
2.4.4.2 Caractéristique s particulière s de s coefficients LPC C 
La figure 2.16 présente les valeurs des coefficients LPCC du son « a » utilisé 
précédemment, pour un ordre de paramétrisation fixé à 20. Les valeurs des coefficients ont 
été reliées entre elles, de façon à mieux visualiser leur évolution, au fur et à mesure que l'on 
se rapproche du coefficient d'ordre maximal. 
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Figure 2.16 Coefficients  LPCC du  son «  a », pour un  ordre 20. 
Deux caractéristiques sont à retenir de cette figure. Tout d'abord, l'amplitude du premier 
coefficient est nettement plus élevée que celles des coefficients suivants. Deuxièmement, il 
semblerait que plus on s'éloigne du premier coefficient, plus l'amplitude diminue, selon une 
décroissance exponentielle, pour se stabiliser autour d'une valeur très faible, à partir du 
onzième coefficient dans le cas de la figure 2.16. La différence, nettement visible, entre le 
premier coefficient et les autres est expliquée par la fomiule 2.47. Il est en effet obtenu à 
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partir du gain du modèle LPC, là où les suivants sont obtenus par récursivité à partir des 
coefficients précédents, et des coefficients de prédiction (de faible amplitude). Si cette 
caractéristique nous intéresse, c'est tout simplement car elle signifie que le premier 
coefficient LPCC est porteur d'infomiations sur l'énergie du signal. La figure 2.17 va nous 
pemiettre de mieux observer cette propriété. 
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Figure 2.17 Évolution  de  l'énergie et  du premier coefficient  LPCC  pour le  chiffre 6. 
On observe aisément, au moyen de la figure 2.17, que les évolutions de l'énergie et du 
premier coefficient LPCC suivent globalement la même courbe. Très intéressante, cette 
caractéristique pourrait notamment nous pemiettre d'éviter d'utiliser du temps de calcul 
pour calculer l'énergie du signal, quand le coefficient déjà détemiiné peut jouer ce rôle. 
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Nous avons pu effectuer une autre observation intéressante, concernant cette fois-ci les 
second et troisième coefficients : leur capacité à se comporter différemment selon que l'on 
est en présence de son voisé ou non voisé. Plus précisément, leur valeur est positive en 
présence de son voisé, et devient négative en présence de son non voisé. La figure 2.18 
présente cette caractéristique, en affichant l'évolution des ces deux coefficients pour le 
chiffre 6. 
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Figure 2.18 Evolution  des  second et  troisième coefficients  LPCC  pour le  chiffre 6. 
Parfaitement adapté pour étudier cette propriété, le chiffre 6 (en anglais) est consfitué de 
parties non voisées à chaque extrémité, et d'une zone voisée suivie d'une zone de silence au 
centre. Sur la figure 2.18, les coefficients 2 et 3 présentent bien des valeurs négatives aux 
deux extrémités du chiffre, tandis que la zone voisée est également parfaitement repérée 
grâce aux valeurs positives. Quant à la zone de silence, si le coefficient 3 semble 
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parfaitement faire la distinction avec la zone non voisée, le coefficient 2 oscille entre 
valeurs positives et négatives. 
Les coefficients d'ordre supérieur ne semblent pas présenter d'infonnation particulière sur 
le signal, lorsqu'ils sont pris séparément. Utilisés ensemble, ils sont en revanche porteurs de 
renseignements sur les caractéristiques plus fines du signal. 
Ces constatations effectuées sur le comportement des coefficients LPCC vont nous aider 
dans notre choix d'utiliser ce jeu de paramètres pour concevoir le système de 
reconnaissance vocale. En effet, contrairement aux coefficients LPC, qui représentent les 
coefficients d'un filtre, et n'ont donc aucun intérêt lorsqu'ils sont pris séparément les uns 
des autres, les coefficients LPCC portent des informations directes sur l'état du signal, 
comme l'énergie, ou la présence de voisement. En plus de disposer d'une représentation 
robuste de la parole, il nous sera donc possible d'utiliser ces paramètres, séparément ou 
ensemble, pour optimiser le plus possible notre méthode. 
Ce chapitre nous aura donc permis de présenter tous les éléments indispensables à la 
réalisation d'un système de reconnaissance de la parole, en ce qui concerne la phase 
d'extraction de l'information contenue dans l'onde sonore. Diverses méthodes de traitement 
ont été étudiées, allant du simple calcul de l'énergie jusqu'aux procédés se basant sur la 
stmcture particulière du processus de traitement de la parole, et une méthode de 
paramétrisation adaptée à nos besoins a été retenue pour représenter le signal. En l'état, 
nous allons pouvoir présenter, au cours du prochain chapitre, les différents procédés 
généralement utilisés pour transcrire l'infomiation extraite du signal en un jeu de caractères 
représentant la signification visuelle du son émis par le locuteur. 
CHAPITRE 3 
LA RECONNAISSANCE VOCAL E 
3.1 Introductio n 
Sujet de nombreuses recherches depuis plusieurs décennies, la reconnaissance automatique 
de la parole est considérée comme le Saint Graal des chercheurs en traitement du signal 
vocal. Ayant pour objectif de faciliter la relation homme-machine en annihilant le lien 
physique qui oblige souvent l'être humain à utiliser ses mains pour interagir avec une 
machine ou un ordinateur, cette technologie suscite bien des attentes dans de nombreux 
domaines. Si le milieu industriel prévoit l'utilisation de la reconnaissance vocale pour des 
commandes de machines ou des contrôles de processus, les applications grand public en 
feront plutôt un usage dédié à l'amélioration de la vie quofidienne, comme les logiciels de 
dictée automatique ou la composition vocale des numéros de téléphone. La grande diversité 
des tâches et des conditions d'utilisation est, en plus de la complexité du signal vocal, la 
raison principale pour laquelle plus de cinquante ans de recherche ont été nécessaires pour 
permettre la conception de systèmes fonctionnels. 
Pour mieux situer le problème, il est intéressant de présenter les progrès effectués depuis les 
débuts de la recherche sur la reconnaissance vocale, à la fin des années 40. Si nous ne 
décrirons pas en détail toutes les avancées réalisées au cours des cinq demières décennies, 
dont Fumi (2005) foumit un très bon résumé, nous présenterons en revanche les grandes 
phases de recherche qui nous ont amenés à la situation actuelle. 
3.1.1 Historiqu e 
Depuis la naissance de la reconnaissance automatique de la parole en 1949 et le sténo-
sonographe de J. Dreyfus-Graf, on peut dire que chaque décennie aura apporté son lot de 
découvertes. Les années 50 auront ainsi vu naître des avancées significatives sur les 
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systèmes monolocuteurs, avec notamment le premier reconnaisseur de chiffres, en 
employant principalement les unités phonétiques du langage. 
C'est au cours des années 60 que sont apparus les premiers systèmes utilisant l'électronique 
numérique, permettant ainsi de réaliser de nombreux progrès, principalement grâce à 
l'augmentation de la taille des vocabulaires utilisés, et à la numérisation des banques de 
filtres. C'est également au cours de cette décennie qu'ont été utilisés pour la première fois 
les coefficients de prédiction linéaire ainsi que les algorithmes de programmation 
dynamique, deux avancées importantes pour les recherches futures, ces derniers ne 
commençant à être réellement utilisés qu'au début des années 80. 
La recherche dans le domaine de la reconnaissance vocale a pris toute son ampleur à partir 
des années 70, en grande partie grâce à l'apparition des méthodes statisfiques basées sur les 
chaînes de Markov, qui utilisent une modélisation stochastique du langage. Nécessitant 
toutefois une puissance de calcul très élevée et un apprentissage très long, ces méthodes 
commenceront à être de plus en plus utilisées à partir de la décennie suivante, avec 
l'apparition des premiers processeurs de traitement du signal. 
Les années 80 auront donc surtout servi à essayer de profiter des processeurs de plus en plus 
puissants pour appliquer les méthodes développées auparavant, les recherches se 
concentrant alors sur trois axes principaux : 
- les méthodes basées sur la reconnaissance de fomie, et la programmation 
dynamique; 
- la reconnaissance se fondant sur approche probabiliste de la production de la parole; 
- la reconnaissance utilisant les réseaux de neurones et les systèmes experts. 
Depuis cette période, et jusqu'à nos jours, aucune avancée majeure n'a été effectuée, et la 
recherche est quelque peu en stagnation, tentant surtout d'améUorer les méthodes 
développées au cours des décennies précédentes, ou de travailler sur des façons 
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d'augmenter la qualité de la reconnaissance en conditions défavorables. Ces dernières 
années ont en effet vu apparaître de plus en plus d'applications intégrant une fonction de 
reconnaissance vocale, entraînant par-là même des utilisations dans des environnements 
variés, loin des conditions idéales des expériences réalisées en laboratoire. Ainsi, les 
applications de reconnaissance automatique de la parole embarquées dans les téléphones 
cellulaires, ou autres appareils transportables, amènent les chercheurs à essayer d'améliorer 
l'efficacité des méthodes en milieux bruités, tandis que les logiciels de dictée vocale, encore 
tous basés sur les modèles de Markov, nécessitent de meilleurs algoritlimes d'apprentissage 
ou des vocabulaires de plus en plus grands. 
Ces cinquante années de recherche ont donc pemiis d'aboutir à des méthodes efficaces, 
utilisées dans de plus en plus d'applications, mais encore loin d'être parfaites, et il faudra 
encore de longues études avant de trouver la méthode universelle pemiettant à l'être humain 
de communiquer oralement avec une machine dans toutes les circonstances. 
3.1.2 Classificatio n de s méthodes de reconnaissance vocal e 
Si les recherches sur la reconnaissance vocale ont empmnté de nombreuses voies, c'est en 
partie à cause des différents types de problèmes à résoudre. Tout d'abord au niveau de la 
façon d'aborder la tâche à accomplir, et ensuite au niveau des conditions associées à la 
réalisation de cette tâche. 
Pour le premier point, il existe effectivement différents types de tâches, selon la nature du 
système que l'on souhaite créer (Calliope, 1989) : 
- reconnaissance ou compréhension : à savoir si l'on souhaite simplement reconnaître 
les mots, ou bien faire en sorte que la machine comprenne également leur 
signification, comme dans le cadre d'un dialogue; 
- système « auto-organisateur » ou « fondé sur des connaissances », entre lesquels la 
différence vient principalement de la façon de traiter le signal : simplement extraire 
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les infomiations à l'aide d'outils mathématiques, ou bien se fonder directement sur 
les propriétés linguistiques pour effectuer un choix; 
- reconnaissance globale par mots ou reconnaissance analytique, où il s'agit de 
déterminer si l'on souhaite identifier un mot en le considérant dans son ensemble, 
ou bien en effectuant une segmentation à  priori pour appliquer ensuite un traitement 
spécifique selon la nature du segment. 
Une fois le type de méthode sélectionné, viennent ensuite s'ajouter ce que l'on appelle les 
facteurs de complexité, qui dépendent du type d'application visé : 
- reconnaissance mono-locuteur ou multi-locuteurs; 
- recomiaissance de mots isolés ou de parole continue; 
- reconnaissance d'un vocabulaire restreint ou large; 
- reconnaissance en environnement calme ou bmyant. 
Ces critères, qui viennent réduire ou augmenter la complexité de la reconnaissance, sont les 
principaux éléments à prendre en compte lors de la conception d'une méthode de 
reconnaissance de la parole, afin de s'adapter aux conditions d'utilisation du système. Ainsi, 
nous pouvons préciser la classification de la méthode développée au cours de ce mémoire : 
l'objectif sera de concevoir une méthode s'appuyant sur des paramètres suffisamment 
robustes pour garantir de bonnes perfonnances en milieu bruité, en vue d'une simple 
identificafion des mots prononcés aussi bien de façon isolée que continue, par des locuteurs 
différents, et pour un vocabulaire restreint constitué des dix chiffres de 1 à 0. Quant à la 
façon d'accomplir cette tâche, le caractère continu de la prononciation des mots nécessitera 
une méthode basée sur la segmentation du signal, et une bonne comiaissance du vocabulaire 
concerné. 
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3.1.3 Architecture d'un e méthod e de reconnaissance vocal e 
Bien que très variés et utilisant différentes approches, les systèmes de reconnaissance vocale 
se basent généralement sur la même architecture, constituée de plusieurs étapes, que l'on 
peut visualiser au moyen de la figure 3.1. 
parole Extraction des 
paramètres — • 
Détection 
d'activité vocale - • 
Processus de 
reconnaissance — • Décision 
.^,^^=?-j 
Figure 3.1 Structure  d'une  méthode  de  reconnaissance vocale. 
Ainsi, après la phase d'extraction des paramètres que nous avons présentée au chapitre 2, 
une détection d'activité vocale est habituellement ufilisée afin de repérer les limites du mot 
ou de la chaîne de mots que l'on souhaite reconnaître. Cette étape peut d'ailleurs se situer 
avant la phase d'extraction des paramètres, mais les données nécessaires à la détection 
d'activité vocale sont généralement déterminées au cours de celle ci. La seconde grande 
partie de ce chapitre sera donc consacrée à la présentation des méthodes utilisées pour 
différencier la parole du bmit de fond. 
Une fois le signal vocal isolé, vient le cœur du système : la phase de reconnaissance et la 
prise de décision. Comme mentionné lors de l'historique, différentes approches peuvent être 
utilisées pour décoder le signal de parole en se basant sur les paramètres extraits auparavant. 
Nous en retiendrons particulièrement deux : tout d'abord l'approche acoustico-phonétique, 
qui se fonde sur une très bomie connaissance des propriétés acoustiques de la parole pour 
associer une unité phonémique à chaque région du signal et ainsi déterminer quel est le mot 
ou la chaîne de mots qui auraient pu être produits à partir de la séquence de phonèmes 
observée. La seconde approche, de type « reconnaissance de fonne », s'appuie sur la 
comparaison des paramètres du signal avec un ensemble de références, afin de détemiiner 
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quelle est la référence la plus proche du mot à reconnaître. Principalement différentes dans 
la façon qu'elles ont de traiter l'infomiation, nous consacrerons les parties 3 et 4 de ce 
chapitre à une étude plus approfondie de ces approches. 
3.2 L a détection d'activit é vocal e 
L'objectif de la détection d'activité vocale est de séparer les zones de parole des autres 
zones qui sont sans intérêt pour le traitement de la parole. D'une grande utilité dans le 
domaine des télécommunications, lorsqu'il s'agit de libérer un canal de transmission si l'on 
n'y repère aucune activité de parole, cette étape est également très importante dans le 
domaine de la reconnaissance vocale afin de maximiser la qualité de la reconnaissance, en 
travaillant sur des fomies représentant idéalement les mots du vocabulaire. Wilpon et al 
(1984) ont en effet démontré que d'un taux de réussite de 93%, pour un vocabulaire de 10 
chiffres parfaitement isolés, on pouvait tomber à moins de 70% de réussite lorsque l'on 
déplaçait les limites de début et de fin jusqu'à 150ms. Plus précisément, une simple erreur 
de 4 trames de 15ms dans la délimitafion des mots entraînait une chute de 3%. 
Si, pour des mots prononcés dans des conditions idéales et correctement articulés, la 
détection des zones de parole est aisée, ce n'est malheureusement pas toujours le cas dans la 
pratique. Entre les problèmes attribués au locuteur, tels que les bmits liés à l'ouverture et la 
fermeture de la bouche ou à la respiration, les bmits de fond, ou la distorsion introduite par 
le canal de transmission, la dégradation du signal est parfois trop grande pour détecter 
idéalement les limites des zones de parole. Ce problème a été l'objet de nombreuses 
recherches, qui ont abouti à diverses approches. Nous pouvons ainsi mentionner 
l'algoritlime de l'amiexe G.729B de l'ITU (Benyassine et al,  1997), très utilisé dans les 
applications de téléphonie mobile, en raison de sa capacité à détecter les zones de parole en 
temps réel, à partir des coefficients LPC. Mais les algonthmes les plus couramment utilisés 
en reconnaissance de la parole utilisent plutôt des segments de parole entiers, dont ils 
éliminent les zones non désirables entourant la parole. C'est le cas de l'algorithme basé sur 
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l'énergie court-terme et le taux de passage par zéro, présenté par Rabiner et Sambur en 
1975, et dont le déroulement général est présenté sur la figure 3.2. 
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ZC du silence 
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IZCT 
Signal 
Calcul des 
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énergétiques 
Estimation de 
IMX et IMN 
Détemiination 
deN, 
Détemiination 
dcN. 
Chercher de N| 
à N , - 2 5 1e 
nombre M| de 
trames pour 
lesquelles 
ZC > IZCT 
Chercher de N^ 
àN2 + 25 1e 
nombre Mi  de 
trames pour 
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ZC > IZCT 
N] devient la 
première trame 
pour laquelle 
ZC > IZCT 
NT devient la 
dernière trame 
pour laquelle 
ZC > IZCT 
Figure 3. 2 Déroulement  de  la  détection  d'activité  selon  Rabiner  et  Sambur. 
(Tiré de Rabiner et Sambur, 1975) 
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L'idée est ici de détemiiner séparément les points de début et de fin de la zone de parole, en 
se basant tout d'abord sur l'énergie, puis en affinant la recherche à l'aide du taux de passage 
par zéro (ZC). Les 100 premières millisecondes du signal sont considérées comme étant une 
zone de silence et utilisées pour détemiiner les paramètres du bruit de fond : la moyenne et 
l'écart-type du taux de passage par zéro, respectivement IZC et Gi/r , ainsi que la moyenne 
de l'énergie court-terme, IMN. La seconde étape consiste à calculer les valeurs de seuils de 
taux de passage par zéro selon la formule 3.1, et d'énergie, selon les formules 3.2 à 3.5 (IF 
étant une valeur fixée par l'utilisateur, et IMX la valeur maximale de l'énergie sur toute la 
durée du signal). 
IZCT =  rmn{IF, IZC +  2.cr... ) (3.1) 
/, = 0,03 X {IMX -  IMN)  +  IMN (3.2) 
/ , = 4 X IMN (3.3) 
ITL = niin(/,,/, (3.4) 
ITU =  5xITL (3.5) 
La détection de la trame de début de la zone d'activité vocale, notée Ni, se fait selon le 
schéma de la figure 3.3, la procédure pour détemiiner la trame de fin de parole. Ni,  se 
déroulant de la même façon, mais en partant de la fin du signal, et en opérant à reculons. 
L'idée est de rejoindre les régions pour lesquelles l'énergie dépasse le seuil ITL, puis le 
seuil ITU, sans être retombée sous ITL. 
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m =  1 
N, = 1 
non 
Fin < 
Figure 3.3 Détection  énergétique  de  la trame de  début de la zone d'activité  vocale. 
(Tiré de Rabiner et Sambur, 1975) 
L'affinage de la recherche se fait ensuite en utilisant le taux de passage par zéro, selon la 
demière partie du schéma de la figure 3.2, en se déplaçant d'un certain nombre de trames, à 
partir du premier point déterminé, vers le début (ou la fin) du signal. Si le taux de passage 
par zéro dépasse plus de 3 fois le seuil IZCT, la point de limitation de l'activité vocale 
devient la demière trame ayant dépassé IZCT. Cette phase pemiet d'inclure dans la zone de 
parole les éventuelles zones non voisées, donc l'énergie est plus faible que les zones 
voisées. 
Pour illustrer le résultat obtenu grâce à cette méthode, nous présentons sur la figure 3.4 une 
détection d'activité vocale pour le chiffre 7 (prononcé en anglais) entouré de larges zones de 
silence. Très intéressante pour sa relative simplicité, cette méthode a également foumi de 
très bons résultats dans de nombreuses applications de reconnaissance de la parole, aussi 
bien en milieux calmes que bruités, si toutefois les paramètres du bmit de fond restent 
stables durant toute la durée du signal considéré. 
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Figure 3.4 Détection  des  limites d'activité  vocale  pour le  chiffre 7. 
3.3 La reconnaissance d e type acoustico-phonétiqu e 
Cette approche se base sur l'hypothèse que le langage humain est constitué d'une quantité 
finie d'unités phonétiques, et que ces unités peuvent être identifiées au travers de certaines 
propriétés visibles du signal ou de son spectre (Rabiner, 1993). 
L'objectif des méthodes basées sur cette approche est donc de segmenter le signal en 
régions dans lesquelles les propriétés acoustiques sont représentatives d'une classe d'unités 
phonétiques, et ensuite d'étiqueter ces zones en se basant sur une très bonne connaissance 
du langage concemé et des unités acoustiques qui le constituent. Bien évidemment, plus le 
vocabulaire est grand, plus le nombre de phonèmes considéré est important, et 
l'identification phonémique des régions du signal de parole n'en devient que plus 
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compliquée. La demière phase consiste à déterminer quel est le mot constitué par cette 
chaîne de phonèmes. On peut visualiser le déroulement global du décodage acoustico-
phonétique de la parole au moyen de la figure 3.5. 
Parole Analyse du 
signal 
Détermination 
caractéristique 1 
Détermination 
caracténstique n 
— • 
- • 
Segmentation 
et 
étiquetage 
— • 
Stratégie de 
contrôle 
et décision 
Parole 
reconnue 
Figure 3.5 Déroulement  d'un  système  de  reconnaissance acoustico-phonétique. 
Ainsi, après l'habituelle phase d'analyse du signal destinée à fournir une représentation des 
caractéristiques spectrales du signal, un système de reconnaissance de la parole par 
décodage acoustico-phonétique se compose de trois étapes, que nous allons décrire 
sommairement. 
3.3.1 Extractio n des paramètres pertinent s 
L'objectif de cette étape est de convertir les caractéristiques spectrales du signal en un jeu 
d'indices acoustiques décrivant les propriétés physiques des sons. Ces indices peuvent être 
binaires, et donc notifiés par leur présence ou leur absence, comme : 
le voisement; 
la nasalité; 
la frication. 
60 
On peut également les considérer selon leur valeur, comme : 
- la fréquence fondamentale; 
- l'énergie (haute et basse fréquence). 
Pour détemiiner les valeurs de ces différents indices, on peut donc aussi bien utiliser des 
outils élémentaires tels que le taux de passage par zéro ou le calcul de l'énergie, que la 
représentation fréquentielle du signal, la prédiction linéaire, ou l'analyse cepstrale. 
À la sortie de cet étage, chaque trame de signal est donc représentée par un ensemble 
d'indices simples fournissant des indications sur ses propriétés acoustiques. Il reste alors à 
combiner judicieusement ces indices pour distinguer les unités phonétiques du mot. C'est le 
rôle de la phase de segmentation et d'étiquetage. 
3.3.2 Segmentatio n e t étiquetage des sons de parole 
La segmentation consiste à découper le signal de parole en unités clairement définies, en se 
basant sur l'évolution temporelle des indices déterminés à l'étape précédente. L'objectif est 
donc de trouver des régions stables, à l'inténeur desquelles les valeurs des indices ne varient 
pas, ou peu. Si à l'origine, cette tâche était réalisée manuellement par des phonéticiens 
entraînés, de nombreuses méthodes de segmentation automatique ont depuis fait leur 
apparition, qui utilisent principalement des fonctions mesurant les discontinuités locales du 
signal. Mais ces discontinuités n'étant pas toujours synchrones selon les locuteurs, les 
langages, ou les modèles phonétiques utilisés, l'objectif des chercheurs a été de déterminer 
une façon idéale d'interpréter les discontinuités acoustiques du signal en tenues 
d'infomiations linguistiques globales. Ainsi, plutôt que de parler de phonèmes, la notion de 
« phones homogènes » introduite par Caelen et al  (1983) considère le regroupement en un 
seul segment de tous les échantillons spectraux homogènes, sans se baser sur une 
connaissance du langage. Il appartient ensuite au système de rattraper la sursegmentation 
éventuellement engendrée par cette technique, en greffant un modèle interprétatif sur ces 
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segments pour former des unités phonétiques plus larges (Perennou et al,  1985). Dans cette 
approche, nous pouvons mentionner les récentes techniques de segmentation, basées sur 
l'algorithme de Hiill Convex  (Li et Lin, 1999), ou bien sur des techniques de programmation 
dynamique (Sharma et Mammone, 1996). 
L'étiquetage phonétique d'un segment se fait ensuite en combinant les valeurs des indices 
détemiinés auparavant, afin d'identifier le son paniii l'ensemble des phonèmes ou unités 
acoustiques du vocabulaire considéré. Si la grande diversité des phonèmes peut rendre cette 
tâche très ardue, comme l'a démontré Calliope (1989), l'ufilisation d'un arbre de décision, 
pemiettant de procéder par élimination successive des différentes classes de sons, simplifie 
grandement le processus. Rabiner (1993) a ainsi présenté diverses méthodes de 
classification, et une façon d'accomplir aisément une telle procédure est présentée à la 
figure 3.6. 
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Figure 3.6 Arbre  de  classification binaire  des  sons de  parole. 
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Une telle procédure offre la possibihté de détecter rapidement les classes de sons plus 
« simples », tandis que les sons plus complexes sont identifiés après un processus plus long, 
et pouvant faire appel à d'autres arbres de décision, comme par exemple le classificateur de 
voyelles. Toutefois, ce procédé basé sur des critères de décision basiques ne prend pas 
entièrement en compte toute la complexité du langage humain, dont le comportement est 
loin d'être binaire. Cela nous pemiet malgré tout de mieux visualiser la tâche à accomplir 
pour identifier les différentes catégories de sons. 
3.3.3 Décisio n e t stratégie de contrôle 
Les étapes décrites jusqu'ici domient ainsi naissance à une chaîne de phonèmes, plus 
communément appelée « treillis de phonèmes » en raison de la possibilité d'identifier 
chaque segment par plusieurs choix de phonèmes correspondants aux meilleurs candidats 
issus de l'arbre de décision. Il appartient ensuite au système de se baser sur une très bonne 
connaissance du langage et des contraintes linguistiques pour détemiiner quel est le mot 
correspondant le plus à cette séquence. L'intelligence artificielle et les systèmes experts sont 
souvent favorisés par les chercheurs pour effectuer cette tâche (Carbonnel et al,  1983), et 
l'on parle également de stratégie de contrôle qui consiste à exploiter les contraintes lexicales 
pour revenir éventuellement sur la phase de segmentation et réajuster le découpage. 
Cette approche est donc fortement appréciée des chercheurs, en raison de sa propension à 
mimétiser les actions du cerveau humain, ainsi que la possibilité de fonctionner aussi bien 
sur des mots isolés que des chaînes de mots. Nous noterons plus particulièrement la notion 
très intéressante de classification des sons qui permet, grâce à une très bonne connaissance 
du vocabulaire considéré et une utilisation intelligente des propriétés acoustiques, de 
détenniner la catégorie phonétique des éléments de parole. Toutefois, bien que 
théoriquement très attirantes, ces méthodes rencontrent peu de succès une fois mises en 
pratique, notamment en raison de la trop grande complexité du langage humain, que 
cinquante années de recherche n'ont toujours pas pemiis de maîtriser parfaitement. Les 
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chercheurs préfèrent donc souvent appliquer des méthodes altematives, comme celles 
basées sur la reconnaissance de fomies. 
3.4 Méthodes basée s sur la reconnaissance de forme s 
Les méthodes basées sur la reconnaissance de fomies sont apparues pour la première fois 
dans les années 60-70 (Junqua, 1996), après que des nombreuses années de recherche 
acoustico-phonétique n'aient abouti à aucun résultat probant. Ici, l'idée est de comparer la 
forme globale du mot à reconnaître avec l'ensemble des mots constituant le vocabulaire de 
référence. Le grand intérêt de ces méthodes réside donc dans le fait qu'elles ne requièrent 
pas une excellente connaissance théorique du langage et de ses unités phonétiques, offrant 
ainsi au système la possibilité de travailler sur des langages différents, en modifiant 
« simplement » le dictionnaire contenant les références. La figure 3.7 présente la stmcture 
générale d'un système basé sur la technique de reconnaissance globale. 
Parole 
• 
Extraction des 
paramètres 
• 
é 
— • - Entraînement 
\ 
t 
Processus de 
comparaison • 
Dictionnaire 
de références 
J 
Décision 
Figure 3.7 Déroulement  général  d'un  système  de  reconnaissance déformes. 
Les trois phases principales sont donc : 
- l'entraînement, qui consiste à déterminer la « fonne » moyenne de chaque mot du 
vocabulaire, en le prononçant de façon répétée. Le résultat idéal est généralement 
consfitué d'un grand nombre de versions du même mot, afin de bien prendre en compte 
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les variations possibles iiitra et inter locuteurs. Nous présenterons plus loin les 
méthodes utilisées pour créer un dictionnaire réduit à partir d'un très grand nombre de 
références; 
- la comparaison entre les mots de référence et le mot à reconnaître, faisant appel à des 
mesures de dissemblance spectrale, que nous présenterons par la suite, et des méthodes 
d'alignement temporel entre les deux fonnes à comparer; 
- la décision, qui va sélectionner la référence la plus proche de l'image acoustique du 
mot à identifier, à partir des résultats de l'étape précédente. 
Le cœur du problème se situe dans le processus de comparaison. Deux méthodes sont 
généralement mises en avant : l'une basée sur un calcul de dissemblance générale, après 
alignement temporel des deux fomies à comparer, et l'autre basée sur des modèles 
statistiques de production pour chaque mot du vocabulaire, l'identification d'un mot 
revenant alors à rechercher le modèle qui la plus forte probabilité de l'avoir produit. Nous 
allons donc décrire brièvement ces deux types de méthodes, après avoir présenté quelques 
mesures de dissemblance spectrale entre deux vecteurs acoustiques. 
3.4.1 Mesur e de dissemblance entre deux vecteurs acoustique s 
Une des clés de la plupart de ces algorithmes de reconnaissance de fomies réside dans la 
possibilité de mesurer la distance, ou plutôt la dissemblance, entre deux vecteurs de 
caractéristiques spectrales. Contrairement aux méthodes acoustico-phonétiques, dont les 
indices acoustiques sont essenfiellement qualitatifs et par conséquent fixés de façon 
empirique, les mesures de dissemblance foumissent un véritable résultat numérique 
facilement interprétable. Considérant que x et y sont deux vecteurs spectraux de dimension 
p, d(x,y) représentant la distance entre ces deux vecteurs, Gray et Markel (1976) ont alors 
défini les distances associées aux nomies Li (n > 1) présentées à la formule 3.6. 
à„(^^y)= E^-^A-.n-) " "  (3.6 ) 
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Où Xk et yk sont les coefficients du spectre obtenus après analyse par TFD. Les plus utilisées 
sont les distances di et d2 (distance euclidienne). Dans le cas des coefficients de prédiction 
linéaire, la mesure appelée Log  Likelihood  Ratio  (LLR), introduite par Itakura (1975), est 
généralement ufihsée. Elle est définie par la fomiule 3.7 où, p étant l'ordre du modèle de 
prédiction, x et y sont deux vecteurs de p+1 coefficients, et R est la matrice des coefficients 
d'autocoiTélation évalués sur le signal con-espondant à y. 
^,,^(.v,.v) = log 'xRx'"^ 
V-' vRv 
(3.7) 
Puisque les coefficients cepstraux se prêtent parfaitement à la représentation du signal de 
parole dans les systèmes de reconnaissance, plusieurs mesures de distance, basées sur ces 
coefficients, ont été proposées, la plus simple étant la distance cepstrale euclidienne 
présentée par la fomiule 3.8. 
d\cp{x,y) =  Y,(Cy{n)-cJn))- (3.8) 
Afin de normaliser la contribution de chaque coefficient, des fonctions de pondération 
peuvent être utihsées, comme présenté sur la formule 3.9. 
<i-rep,v(.\-,V) = ^ ( w ( « ) x ( c „ ( / 0 - C „ ( / 0 ) ) ' (3.9) 
Si la fonction w(n) = n a prouvé son efficacité à de nombreuses reprises puisqu'elle permet 
d'unifomiiser l'amplitude des coefficients (Hanson et Wakita, 1986), on lui préférera la 
fonction de pondération introduite par Juaiig et al (1986), présentée à la formule 3.10. 
w{n) = 
ri.TT . 
l - l - /?xsin(^) , \<n<L 
0, /; < 0, n>L 
(3.10) 
66 
L étant le nombre de coefficients cepstraux, et h généralement fixé à L/2. La séquence 
w(n)xc(n), correspondant à une fomie plus adoucie du spectre, pemiet donc de réduire la 
sensibilité du spectre aux conditions d'analyse (bruit,...), sans altérer sa structure, et s'avère 
donc particulièrement efficace en milieu bruité. 
Il existe de nombreuses autres méthodes pour mesurer la distance entre deux formes 
acoustiques, et l'ouvrage de Rabiner (1993) en présente une description très détaillée. Ici, 
nous avons présenté les mesures de dissemblance les plus utilisées en pratique, et ayant 
prouvé leur efficacité dans de nombreux systèmes. 
3.4.2 Reconnaissanc e basé e sur l'alignement tempore l de s forme s 
3.4.2.1 Présentatio n d u problème 
La tâche de reconnaissance consiste ici à identifier un mot prononcé par un locuteur en 
détemiinant sa distance vis-à-vis de l'ensemble des mots du vocabulaire de référence. Étant 
donné qu'un mot est représenté par une succession de vecteurs acoustiques court-tenne, 
l'opération consiste donc à mesurer les distances locales entre chacun des vecteurs 
spectraux, x, et y,, des deux fomies à comparer, X et Y, de longueur T, la distance totale 
entre ces deux mots étant alors obtenue par accumulation de toutes ces distances locales, 
comme présenté par la formule 3.11. 
D{X,Y) = j^d{x,,y,) (3.11) 
1=1 
Toutefois, et c'est bien là l'une des complexités majeures de la reconnaissance de la parole, 
un vocabulaire est généralement constitué de mots de tailles différentes, et un même mot 
peut être prononcé à des vitesses d'élocution vanables, engendrant ainsi une transfomiation 
non linéaire de l'échelle temporelle. Afin de rendre la mesure de distance indépendante des 
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fluctuations du rytlinie de prononciation et de la vitesse d'élocution, les chercheurs ont mis 
en œuvre des algorithmes de comparaison dynamique. 
3.4.2.2 L a programmation dynamiqu e 
Également appelée DTW, pour Dynamic  Time  Warping,  la notion de programmation 
dynamique a été introduite par Bellman en 1954, mais utilisée pour la première fois en 
reconnaissance vocale par Vintsyuk en 1968. L'algorithme consiste alors à calculer de façon 
récursive la distance minimale accumulée pour chaque point (i,j) en tenant compte de 
certaines contraintes locales sur la façon avec laquelle le chemin optimum atteint ce point. 
Pour plus de clarté, la figure 3.8 présente la comparaison de deux mots X et Y, de tailles 
respectives T^ et Ty (en temie de nombre de trames). Chaque point visible sur cette figure 
correspond à une distance locale d(x,,yj). 
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Figure 3.8 Comparaison  des  mots X et Y. 
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La comparaison est donc basée sur la recherche du chemin optimum w de longueur K, 
défini par la formule 3.12, et dont la distance associée est donnée par la formule 3.13 
(Kunt, 1984). 
[i{k).j{k)\ k  = U,...,K 
'(1) = 1 ,/(l) = l 
i{K) = f fiK)  =  f. 
(3.12) 
T.^l(-^'.ikrynki)''S(k) 
D {X,Y)  =  ^ 
N(g) 
(3.13) 
Où g(k) est un coefficient de pondération, et N(g) un facteur de normalisation généralement 
fixé selon la fomiule 3.14. 
N{g) = f+f. (3.14) 
La recherche du chemin optimum, c'est-à-dire de distance accumulée minimale, se fait donc 
au moyen de contraintes locales destinées à réduire le nombre de calculs et à prendre en 
compte le caractère temporel, donc unidirectiomiel, du chemin. Sakoe et Chiba ont proposé 
en 1978 plusieurs contraintes, dont les principales sont présentées sur la figure 3.9. 
( i - U j ) ( i , j ) (1-1,J) ( i . j ) (1-1,J) d , ] ) 
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(1-1,J- l ) ( i , J - l ) 
(a) 
(1-1 , j - l ) 
( i- l ,J-2) 
(b) 
( i - 2 , j - l ) ( i - l , j - l i , J - l ) 
Figure 3.9 Contraintes  locales  sur  le chemin optimal. 
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Ainsi, si l'on souhaite détemiiner le chemin optimal en se basant sur les contraintes de type 
a), la distance accumulée entre le point (1 , 1) et le point (i , j), notée D(i,j), sera déterminée 
par la formule 3.15. 
D{i,j) = d{i,j) +  min D{i-\,j-l) +  d{i,j) 
D{i.j-l) 
(3.15) 
L'algorithme général de programmation dynamique peut donc être réalisé selon le schéma-
bloc présenté à la figure 3.10 (r étant l'espace de recherche accordé autour de la diagonale, 
dans le but de réduire le nombre de calculs). 
1 = 1 , j = l 
Condition initiale 
D(l,l) = 2.d(l,l) 
i = i+ 1 
oui 
OUI 
oui 
J=J +  1 
D(i,j) = min(.) 
non 
Distance finale 
D{T^,T^. 
DrJX,Y) = 
N 
i = j - r 
Figure 3.10 Algorithme  de  programmation dynamique. 
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Les méthodes de reconnaissance par programmation dynamique ont déjà prouvé leur 
efficacité dans de nombreux systèmes, produisant des taux d'eireur inférieurs à 1% pour des 
petits vocabulaires monolocuteurs. Quant à l'augmentation de la taille du vocabulaire, elle 
ne pose que le problème de l'augmentation du volume de calcul et de place mémoire 
nécessaire. La programmation dynamique peut également être utilisée pour la 
reconnaissance de mots enchaînés, en effectuant une comparaison globale de la suite à 
reconnaître avec des suites de référence constituées par la concaténation des mots du 
vocabulaire. Cette tâche s'accomplit néanmoins au prix d'une très grande quantité 
d'opérations, et d'une capacité à détecter les limites exactes de chaque mot à l'intérieur de 
la phrase. Cette tendance à nécessiter de nombreux calculs, ainsi qu'un espace mémoire 
imposant, puisque chaque mot du vocabulaire doit être représenté par l'ensemble de ses 
vecteurs spectraux court-tenne, est la raison pour laquelle les algorithmes de programmation 
dynamique sont particulièrement difficiles à implémenter sur des systèmes aux ressources 
limitées. 
3.4.3 Reconnaissanc e basé e sur une modélisation statistiqu e des forme s 
3.4.3.1 Concep t généra l 
L'approche probabiliste de la reconnaissance de la parole consiste à modéliser la production 
d'une unité linguistique (phonème, syllabe, mot,...) en prenant en considération la 
statistique des diverses prononciations de cette même unité, le but étant d'identifier une 
unité inconnue en détenninant le modèle ayant la plus forte probabilité de l'avoir produite 
(Rabiner, 1993). Le modèle utilisé est une chaîne de Markov, une séquence composée d'un 
nombre fini d'états, correspondant chacun à un événement observable, et de probabilités de 
transition entre chaque état. 
3.4.3.2 Présentatio n de s modèles de Markov caché s 
En reconnaissance de la parole, on parlera de modèle de Markov caché (ou HMM pour 
Hidden Markov Model), étant donné que seuls les vecteurs acoustiques émis sont observés. 
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mais que leur observation est une fonction de probabilité de l'état. Autrement dit, à chaque 
état peuvent correspondre plusieurs observations. La figure 3.11 montre un exemple de 
modèle de Markov caché à 4 états représentant une unité de parole (nous considérerons que 
c'est un mot). 
Figure 3.11 Modèle  de  Markov Caché  à 4 états. 
Un modèle de Markov caché est donc défini par plusieurs éléments : 
- un nombre d'états, noté N. Chaque état peut représenter un phonème, une unité 
acoustique, ou même un mot entier, selon la nature de ce que l'on souhaite modéliser; 
- un nombre M de symboles distincts, [oi, oi,..., OM], coiTespondant aux observations 
possibles à chaque état. Ainsi, si le modèle représente la production d'un mot, ces 
symboles pourront être un ensemble de vecteurs acoustiques représentant les différents 
phonèmes du vocabulaire, chacun ayant une probabilité plus ou moins forte d'être 
observé à un état du modèle. Chaque vecteur acoustique issu du mot à reconnaître est 
alors comparé à l'ensemble de ces symboles, pour être représenté dans le modèle par le 
symbole le plus proche; 
- des probabilités de transifion entre les états, la probabilité que le modèle passe de 
l'état Si à Sj entre l'mstant t et l'instant t-Ll étant notée selon la fonnule 3.16; 
P{t +  l  =  e.\t  =  e,) (3.16) 
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- des probabilités de distribution des M symboles pour chacun des N états, notées 
selon la formule 3.17; 
/ r ( A') = P{o, \e,)  l<k<M,  \<  j<N  (3.16) 
- un état initial, qui est la probabilité d'être à l'état e, à l'instant t = 1. 
Afin de prendre en compte les variations de prononciation des mots, chaque état peut 
donner lieu à trois transitions : retour sur lui-même, transition sur l'état suivant, ou saut de 
l'état suivant. Il est intéressant de remarquer que cela coiTcspond aux contraintes utilisées 
dans les algorithmes de programmation dynamique, et la conséquence en est identique, 
puisque, peu importent les tailles des mots à reconnaître, les modèles s'aligneront toujours 
avec eux. 
3.4.3.3 Apprentissag e de s modèle s 
Le nombre d'états d'un modèle est généralement choisi de façon empirique, après une 
longue étude du vocabulaire concemé, tandis que les paramètres ajj et bj(k) sont obtenus au 
cours d'une phase d'apprentissage, à partir d'un nombre important d'énoncés du même mot. 
Cette phase d'entraînement, qui pemiet donc d'ajuster les paramètres du modèle en 
maximisant les probabilités d'observation jusqu'à stabilisation, est réalisée en utilisant une 
procédure itérative telle que l'algorithme de Baum-Welch (Baum, 1972). 
3.4.3.4 Reconnaissanc e de s modèle s 
Supposons qu'un mot inconnu X = [xi, X2, ..., x j est émis par une suite d'états consfituant 
un certain parcours S de longueur L : 
5:[e,„„,e,„.,,...,e„,,J (3.17) 
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avec n(l) = 1 et n(L) = N. Le mot peut donc être produit par tous les parcours issus du 
premier état, et aboutissant au dernier état, comme le montre la figure 3.12 pour un mot de 7 
obsei-vations, sur un modèle à 4 états. 
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Figure 3.12 Parcours  possibles dans  un modèle de  Markov. 
Le long d'un parcours, le mot est émis avec une probabilité pi(x) égale au produit des 
probabilités des transitions effectuées multiplié par le produit des probabilités des émissions 
successives. L'objectif est de détemiiner la probabilité finale maximale, c'est-à-dire celle 
qui est associée au chemin opfimum (Kunt, 1984) : 
P^^^JX) = maxp,.{X) (3.18) 
Cette tâche est réalisée au moyen de l'algorithme de Viterbi (1967). S'apparentant quelque 
peu à l'algorithme de programmation dynamique, il procède en ne retenant, à chaque instant 
t et pour chaque état j , que les parcours auxquels est associée la plus grande probabilité 
d'avoir émis la séquence [xi, X2,..., x,], selon la fomiule 3.19. 
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/^,(,/) = ^,(A-,)xniax / V , ( , / - 1 ) X " H , (3-19) 
P,.fj-2)xa,_,-
Au final, la probabilité associée au chemin optimum est la probabifité à l'instant t = L et à 
l'état e = N : 
P,..A-'^)-PLW (3.18) 
L'identification du mot inconnu est alors effectuée en sélectionnant, panni tous les modèles 
de référence, celui fournissant la plus forte probabilité d'émission. 
Introduite pour la première fois dans les systèmes de reconnaissance vocale à la fin des 
années 70, cette méthode a depuis largement prouvé son efficacité et foumi de très bons 
résultats dans de nombreuses applications, notamment pour les tâches de reconnaissance de 
parole continue. Néamnoins, comme pour la DTW, la quantité de calculs requise à chaque 
recomiaissance est très élevée, et la réussite est également très dépendante de la phase 
d'entraînement. C'est pour cela que les résultats deviennent nettement moins bons en 
environnements bmités, et que ce procédé s'accorde peu avec une implémentation sur des 
systèmes aux ressources limitées. Des HMM, nous retiendrons donc le fait de modéfiser un 
mot du vocabulaire en une succession d'états principaux, et de « reconstruire » le mot selon 
ce modèle, à partir des observations acoustiques. 
3.4.4 Algorithme s d e classificatio n 
II est un dernier point important que l'on doit considérer lors de la conception d'une 
méthode de recormaissance vocale, c'est la gestion du dictiomiaire de références. Comme 
mentionné précédemment, pour être efficaces les méthodes de recomiaissance de fonne 
travaillent à partir d'un large vocabulaire de référence, obtenu au moyen de prononciations 
répétées de chaque unité de parole. Que ces unités soient des mots entiers, comme pour la 
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programmation dynamique, ou bien des phonèmes, vecteurs spectraux ou autres petits 
événements acoustiques, comme pour les HMM, plus le système contient de versions d'une 
même unité à comparer, et plus la reconnaissance a de chances de rencontrer un taux de 
réussite élevé, notamment dans le cas des systèmes multilocuteurs. 
Malheureusement, les limitations techniques imposées par les systèmes, aussi bien en tenne 
de rapidité de calcul que de place mémoire, nous empêchent souvent d'embarquer une trop 
gi'ande quantité de références. Il est donc important de pouvoir optimiser le contenu du 
dictionnaire, afin de ne garder qu'un nombre restreint de versions de chaque mot, tout en 
conservant une grande diversité dans les représentations possibles de ce mot. Cette tâche 
peut être accomplie au moyen d'algorithmes de classification. Les premiers, appanis à la fin 
des années 70 (Levinson et al,  1979), nécessitaient une intei"vention humaine pour guider le 
processus. C'est pourquoi une nouvelle classe d'algorithmes de classification automatique a 
été développée, dont les plus utilisés encore de nos jours sont le « Unsuper-vised cliistering 
Without Aver-aging » (UWA) et le « Modified K-Means  » (MK-M) présentés par Wilpon et 
Rabiner en 1985. L'algorithme MK-M, dérivé des méthodes de quantification vectorielle, 
est présenté par le schéma bloc de la figure 3.13. 
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Figure 3.1 3 Schéma  bloc  de  la  procédure de  classification  M-KM. 
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À partir d'un ensemble de plusieurs références, cet algoritlime fournit un nombre de sous-
ensembles Jmax fixé par l'utilisateur, chacun étant représenté par son centroïde, c'est-à-dire 
l'élément ayant la distance la plus rapprochée de tous les autres éléments du sous-ensemble. 
Les distances entre les éléments peuvent être des distances locales comme celles présentées 
dans la partie 3.4.1, si l'on souhaite classer des petites unités acoustiques représentées par 
un simple vecteur de paramètres, ou bien une mesure de dissemblance globale obtenue, par 
exemple, par DTW si l'on traite avec des mots de parole complets. La figure 3.14 
schématise le résultat d'une classification d'un ensemble de 38 éléments en 4 sous-
ensembles, les centroïdes étant repérés par un petit cercle. 
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Figure 3.14 Classification  d'un  ensemble  de  38 éléments en  4 sous-ensembles. 
3.5 Conclusion 
Ce chapitre nous a pemiis de présenter la stmcture globale d'une méthode de 
reconnaissance de la parole. De la détecfion d'activité vocale à la création d'un dictionnaire 
de références, les tâches à effectuer sont nombreuses pour airiver à une reconnaissance 
optimale. Mais le choix le plus important teste celui de la procédure à utiliser pour 
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reconnaître le mot de parole, et les trois principales méthodes décrites au cours de ce 
chapitre abordent toutes le sujet selon des aspects différents, et avec plus ou moins de 
réussite, dépendaiiiment des conditions d'application. 
Pour les applications fonctionnant sur des systèmes aux ressources limitées, comme les 
processeurs de traitement du signal utilisés pour la téléphonie mobile, ce choix se porte 
régulièrement sur les algoritlimes de programmation dynamique ou les modèles de Markov 
cachés, des sacrifices devant toutefois être réalisés pour s'adapter aux conditions imposées 
par le système, notamment en ce qui concemé la taille du vocabulaire. Les résultats sont 
donc généralement très bons, toumant autour de 5% d'eneur, pour les systèmes 
monolocuteurs utihsant des vocabulaires de quelques mots. Ainsi, Suyay et  al  (2004) 
obtiennent un taux de réussite de 94,85% lors d'une reconnaissance de 5 chiffres isolés 
utilisant la DTW, sur le processeur TMS320LF2407. Le passage en reconnaissance 
indépendante du locuteur réduit toutefois grandement la qualité de la reconnaissance si le 
nombre de références n'est pas suffisamment large. Lévy et  al  (2004) ont effectivement 
démontré que, d'un pourcentage d'eneur de 4,8%, on pouvait descendre à 42,54% en 
passant en multilocuteur, là où les expériences en laboratoires foumissent des résultats 
proches du 95% de réussite. 
De ce point de vue, les méthodes utilisant les modèles de Markov cachés rencontrent plus de 
succès. Pour un temps de calcul à peu près semblable et une taille mémoire raisonnable, 
Levy et al (2004) sont donc passés de 42%) d'erreur obtenues par DTW à 6%o d'eireur en 
utilisant les HMM. Plus généralement, cette méthode fournit des taux de réussite 
nionolocuteur aux alentours de 99% pour des petits vocabulaires de mots isolés, comme des 
chiffres ou des mots de commande, mais avec des tailles mémoire de l'ordre de plusieurs 
Mo. En applications multilocuteurs, Levy et al  (2005) sont passés d'un taux d'emeur de 
ll%o pour un vocabulaire de 47Ko à 3,7% pour un vocabulaire de 8 737 Ko. Le dernier 
point problématique concerne le temps de calcul, et peut être visualisé grâce à Hui et al 
(1998), pour qui la phase de reconnaissance en DTW représentait plus de 70%o du temps de 
calcul total (le reste étant occupé par la phase de traitement du signal). 
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Toutes ces méthodes sont donc très séduisantes, mais souffrent du fait qu'elles ont 
initialement été conçues pour des systèmes assez généraux disposant de ressources élevées, 
et seule une augmentation constante de ces ressources a pennis jusqu'ici d'améliorer les 
performances. Il serait donc intéressant d'essayer d'utiliser chacun des aspects attractifs de 
ces différentes méthodes, en les regroupant au sein d'une même méthode, afin d'obtenir de 
bons résultats pour une application précise. La description de notre méthode, basée sur cette 
considération, sera présentée au cours du chapitre suivant. 
CHAPITRE 4 
CONCEPTION D'UN E MÉTHOD E D E RECONNAISSANCE D E LA PAROL E 
POUR UN SYSTÈME EMBARQU É 
4.1 Introduction 
Notre objectif est donc de développer une méthode pouvant reconnaître des chiffres, isolés 
ou connectés, prononcés par un seul ou plusieurs locuteurs différents. La grande difficulté 
provient du fait que cette méthode doit pouvoir être utilisée sur un processeur de traitement 
du signal, et donc produire de bons résultats tout en satisfaisant aux contraintes de mémoire 
et de rapidité imposées par un tel système. En empmntant certaines caractéristiques des 
algorithmes présentés au chapitre précédent, et en nous basant sur une bonne comiaissance 
du vocabulaire concemé, nous tenterons donc de concevoir une méthode la plus optimisée 
possible pour l'utilisation que nous souhaitons en faire, tout en obtenant des résultats 
proches des systèmes plus classiques. 
Le déroulement général de notre méthode est présenté sur la figure 4.1, et se rapproche donc 
fortement de ce qui a été présenté au chapitre précédent. 
Extraction des 
paramètres — • 
^gjgl^w^K - ^ l l ^ - s f 
Détection 
d'activité vocale - • Segmentation 
Dictionnaire de 1 
références | 
— • 
Identification 
des segments 
' r 
Reconnaissance 
des chiffres • 
Figure 4.1 Déroulement  de  notre méthode de  reconnaissance. 
La première étape, qui consiste à extraire les infomiations nécessaires au décodage de la 
parole, comporte les tâches décrites au chapitre 2 : à partir d'un signal échantillonné, que 
nous découpons en trames d'environ 13ms superposées à 50%, sur lesquelles on applique 
une fenêtre de Hamming, une analyse par prédiction linéaire est effectuée, de laquelle on en 
déduit les coefficients cepstraux. Comme mentionné auparavant, le choix se porte sur ces 
coefficients en raison de leur robustesse et de leur capacité à transporter explicitement des 
informations sur le signal. Un nombre de 20 coefficients sera sélectionné pour représenter 
une trame de parole, afin de disposer d'une information très précise sur le signal. 
La seconde étape concemé la détection d'activité vocale, nécessaire pour éliminer les zones 
de silence entourant les chiffres ou les chaînes de chiffres. Nous utiliserons la méthode 
travaillant à partir de l'énergie et du taux de passage par zéro, présentée au chapitre 2, en y 
apportant toutefois quelques modifications destinées à l'adapter au système et au 
vocabulaire sur lequel nous travaillons. Nous présenterons ces an'angements au cours de la 
seconde partie de ce chapitre. 
L'étape suivante se trouve être le découpage du signal vocal en segments acoustiquement 
uniformes. Si la reconnaissance de chiffres isolés peut s'effectuer en prenant la fomie 
globale du mot, dans le cas de chiffres connectés il faut être capable de détemiiner les 
frontières entre ces mots. Ici, nous tenterons plutôt de repérer les frontières entre les zones 
de parole à l'intérieur desquelles les caractéristiques spectrales varient peu. Ce procédé, 
faisant appel à une mesure des variations spectrales au cours des trames successives, sera 
décrit lors de la troisième partie de ce chapitre. 
La quatrième et dernière étape se décompose en deux parties différentes. L'objectif sera 
d'utiliser la succession de segments obtenus grâce à la phase précédente afin de détemiiner 
quels sont le ou les chiffres engendrés par cette séquence. La première partie du processus 
consistera donc à identifier tout d'abord les segments en les comparant avec l'ensemble des 
références contenues dans le dictionnaire. Une fois chaque segment étiqueté, on procédera 
alors à une « reconstmction » du chiffre, un peu à la manière des modèles de Markov 
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cachés, mais en s'adaptant plutôt aux spécificités et caractéristiques du vocabulaire ufilisé 
ici. Ces deux tâches seront décrites au cours des parties 5 et 6 de ce chapitre, la quatrième 
étant consacrée à la description de la constitution du dictionnaire de référence. 
4.2 La détection d'activit é vocal e 
Comme mentionné au chapitre 3, la détection d'activité vocale est une étape très importante 
en vue d'obtenir les résultats les plus satisfaisants possibles, et de réduire la quantité de 
calculs et la place mémoire utilisés pour la procédure de reconnaissance. La figure 4.2 
présente bien ce problème, le chiffre 8 (prononcé en anglais), tiré de la base de données TI-
DIGITS, étant entouré de larges zones de silence non nécessaires à la reconnaissance, dont 
la taille est égale, sinon supérieure, à la taille du chiffre lui-même. 
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Figure 4.2 Chiffre  8 non isolé des zones de  silence. 
Mais cette figure présente également une autre information intéressante : tout comme le 
chiffre 6, le chiffre 8 possède une zone de silence «intérieure» qu'il est nécessaire de 
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conserver afin de ne pas couper le chiffre en deux. La méthode de détection d'activité 
vocale (DAV) décrite dans le chapitre 3 apparaît donc comme étant idéale pour notre 
vocabulaire, puisqu'elle effectue la détection à partir des limites extrêmes du signal, en 
s'an'êtant à la première zone de parole rencontrée, sans se soucier des éventuelles zones de 
silence à l'intérieur des frontières obtenues. Néanmoins, cette caractéristiques des chiffres 6 
et 8 présente également un inconvénient pour cette méthode : les zones « isolées » sont des 
sons non-voisés, autrement dit leur énergie peut parfois être faible, et donc non détectée par 
l'algorithme de Rabiner. Nous allons donc présenter les légères modifications à apporter à 
l'algorithme afin de le rendre fonctionnel pour notre vocabulaire, puis nous introduirons 
ensuite une seconde modification portant sur l'utilisation du paramètre de l'énergie, dont 
nous pouvons simplifier le calcul en utihsant les coefficients LPCC. 
4.2.1 Modificatio n d e l'algorithme d e Rabiner 
Si l'on observe le schéma-bloc de la figure 3.2, une fois la première limite fixée grâce aux 
seuils d'énergie, l'algorithme affinait sa détection en parcourant le signal sur une dizaine de 
trames à partir de ce point, et modifiait sa décision si le seuil du taux de passage par zéro 
était dépassé sur plus de trois trames. Cette technique n'est donc pas adaptée si une zone de 
parole non détectée au premier abord se trouve trop éloignée du reste du mot, comme c'est 
souvent le cas pour les chiffres 6 et 8. De plus, la zone d'affinage par le taux de passage par 
zéro apparaît parfois trop grande, et il aiTÎve que la présence de pics isolés, due à une 
mauvaise qualité du signal, entraîne un déplacement indésirable de la limite d'activité 
vocale. Nous utiliserons donc une méthode d'affinage persormalisée faisant appel à trois 
tests consécutifs, comme présenté sur la figure 4.3. 
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Figure 4.3 Déroulement  de  la modification apportée  à  l'affinage de  détection. 
Les opérations à effectuer sont donc les suivantes : 
décalage du premier point de limite tant que la valeur de l'énergie reste supérieure au 
seuil Si défini par la formule 4.1. Cela permet de prendre en compte une pente 
énergétique qui serait plutôt douce; 
S, 
2.{ITU +  ITL) (4.1) 
décalage basé cette fois-ci sur deux paramètres : on déplace le point de limite aussi 
longtemps que l'énergie reste supérieure au seuil ITL, et que dans le même temps le 
taux de passage par zéro reste supérieur au seuil IZCT. Cette opération a pour but de 
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mieux prendre en compte les parties non voisées ayant une faible amplitude 
énergétique; 
décalage effectué tant que le taux de passage par zéro est supérieur au seuil IZCT sur 
plus de trois trames consécutives. Cela perniet donc d'éviter de prendre en compte 
une valeur qui serait un simple pic d'amplitude isolé. 
Cette succession de tests nous a fourni des résultats satisfaisants, dont on peut observer un 
exemple sur la figure 4.4, représentant la détection des limites du chiffre 6 (prononcé en 
anglais). 
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Figure 4.4 Exemple  de  détection d'activité  vocale  modifiée pour le  chiffre 6. 
On peut y observer les limites N^ et N?,, telles qu'obtenues selon ralgorithme initial, après 
affinage à partir des points Nie et N2e. Les limites Nim et Nim représentent quant à elles les 
frontières obtenues grâce à la série de vérificafions présentées précédemment. 
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4.2.2 Appor t des coefficients LPC C 
La méthode présentée jusqu'à présent fait appel à l'énergie court-tenne, calculée selon la 
fonnule 2.5. Cela implique donc de parcourir une première fois le signal entier en calculant 
l'énergie pour chaque trame, avant de le reparcourir une seconde fois pour détenniner les 
frontières des zones de parole. Cette procédure consomme donc du temps de calcul et de la 
mémoire, mais peut être simplifiée en utilisant la caractéristique des coefficients LPCC 
présentée au chapitre 2. 
En effet, le premier coefficient correspond à l'énergie du signal, comme nous avions pu le 
constater au moyen de la figure 2.17. Si l'échelle d'amplitude est différente, entre l'énergie 
et ce coefficient, la fomie globale de leur évolution est identique. Il serait donc judicieux, 
puisque les coefficients LPCC sont déjà à notre disposition, de remplacer l'énergie par ce 
premier coefficient lors de la procédure de recherche des zones de parole. Cela impliquerait 
donc simplement d'effectuer le calcul du taux de passage par zéro en même temps que 
l'extraction des paramètres, afin que le module de détection d'activité vocale n'ait qu'à 
utiliser des données déjà calculées auparavant, sans avoir à reparcourir entièrement le 
signal. Cette modification est donc très importante en vue d'une optimisation maximale de 
notre méthode de reconnaissance vocale, et la figure 4.5 présente l'absence de différences 
entre une détection utilisant l'énergie et une détection utilisant le premier coefficient 
cepstral. 
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Figure 4.5 Comparaison  de  la DA V utilisant l'énergie  et  le premier coefficient  LPCC. 
4.3 La segmentatio n 
Maintenant que nous possédons la forme exacte du mot ou de la chaîne de mots à 
recormaître, il est possible de commencer le processus de recomiaissance. Mais étant donné 
que notre application a pour objectif de fonctionner sur des chaînes de chiffres coimectés, il 
est impératif de pouvoir séparer les chiffres afin de les étudier isolément les uns des autres. 
La segmentation en chiffres entiers est rendue d'autant plus difficile que ces derniers sont 
généralement prononcés sans intermption entre chaque mot, comme le montre la figure 4.6 
qui présente la séquence « two zéro nine zéro four ». 
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Figure 4.6 Exemple  d'une  séquence  de  chiffres prononcés successivement. 
De nombreuses méthodes tentent de repérer les frontières entre chaque chiffre, comme 
Zaabi (2004) qui utilise la méthode de Hiill  Convex  associée à l'énergie du signal pour 
repérer les zones de creux énergétique, considérant qu'elles représentent généralement une 
transition entre deux chiffres. Dans le cadre de notre étude, nous considérerons plutôt un 
découpage en segments acoustiquement homogènes. Pour ce faire, nous ferons appel à la 
méthode de segmentation basée sur les filtres hybrides multi-niveaux, également appelés 
MHF pour Multi Hybrid  Filter,  introduits part Faundez et Vallverdu (1996). Cette méthode, 
qui s'appuie sur les variations des caractéristiques spectrales du signal au cours du temps est 
très intéressante car elle permet de travailler à partir des coefficients de prédiction linéaire. 
Nous allons donc présenter le déroulement général d'une segmentation par MHF, avant de 
décrire la façon dont nous procéderons pour l'appliquer à notre système. 
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4.3.1 Algorithm e d e segmentation pa r filtre hybride s multi-niveau x 
Cette méthode s'appuie donc sur la mesure des discontinuités locales des caractéristiques 
spectrales de la parole, en travaillant trame par trame sur toute la durée du signal. Pour 
mesurer ces discontinuités, l'algorithme sélectionne à chaque pas un groupe de neuf trames, 
au centre duquel se trouve la trame en cours, comme présenté sur la figure 4.7. Chacune de 
ces trames est donc représentée par un vecteur pouvant contenir les coefficients spectraux 
du signal obtenus après une analyse par TFD, ou même les coefficients de prédiction 
linéaire. 
T-4 T-3 T-2 T-, To T, T2 T3 T4 
Figure 4.7 Ensemble  de  trames utilisées  pour un  tour d'algorithme. 
L'algoritlime travaille ensuite sous la fomie de filtres hybrides multi-niveaux : multi-
niveaux car la sortie est le résultat de deux étapes successives de filtrage, et hybrides car 
cela combine du filtrage linéaire et non linéaire. Au premier étage, on obtiendra huit 
ensembles de paramètres spectraux. M,, qui sont en fait les moyennes des paramètres de huit 
groupes de trames. Une différence est alors effectuée entre chacun de ces ensembles au 
moyen d'une mesure de dissemblance comme la distance spectrale euclidienne ou la 
distance LLR présentées au chapitre 2. Nous obtenons donc un ensemble de sept valeurs D, 
qui représentent les différences spectrales entre les parties situées à gauche de la trame, et 
celles situées à sa droite. La figure 4.8 schémafise les opérations réalisées durant cette étape. 
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Figure 4.8 Premier  étage  du MHF. 
Les sept différences spectrales D = [Di D2 D3 D4 D5 D^ , D7] sont alors utilisées dans le 
second étage, qui consiste à appliquer le filtre non linéaire présenté par la fonnule 4.2. 
S = mm{D} (4.2) 
Si on utilisait le filtre maxfj,  il y aurait une tendance à détecter les transitions avec 
anticipation, et cela influera sur les trames suivantes. Le filtre mirif},  en revanche, prendra 
en compte la plus petite valeur de la variation. Si la plus petite différence est déjà haute, cela 
signifiera donc d'autant plus que la variation spectrale entre deux trames est réellement 
élevée. 
Répétées pour chaque trame du signal, ces opérations foumissent une variable représentant 
l'évolution des caractérisfiques spectrales au cours du signal. Ainsi, lorsqu'on perçoit un pic 
d'amplitude très élevée de cette variable, cela signifie qu'à cet instant précis on se trouve 
entre deux zones aux caractéristiques spectrales différentes. La figure 4.9 présente cela pour 
une chaîne de plusieurs chiffres, avec un algorithme se basant sur les paramètres LPC. 
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Figure 4.9 Résultat  des  MHF appliqués  sur  les coefficients LPC. 
Il nous reste donc à déterminer une façon judicieuse d'interpréter des variations spectrales 
afin d'en déduire les frontières des différents segments acoustiques. La figure 4.9 nous 
montre bien à quel point cette tâche s'avère compliquée, en raison du caractère très instable 
du signal. Un filtrage pourrait permettre de lisser la courbe, facilitant ainsi la détection des 
pics majeurs, mais serait très coîiteux en calculs. Nous ferons donc appel aux coefficients 
LPCC, tout d'abord car il est plus intéressant de les utiliser étant donné qu'ils sont déjà en 
notre possession, et ensuite car nous pouvons tirer avantage de leurs caractéristiques afin de 
simplifier la détection des pics. Nous allons maintenant présenter le déroulement de notre 
algorithme complet de segmentation. 
4.3.2 Déroulement de la méthode utilisé e 
Les coefficients cepstraux représentant les caractéristiques spectrales du signal, leur 
utilisation dans les filtres hybrides multi-niveaux est donc parfaitement justifiée. Mais, fait 
encore plus intéressant, contrairement aux coefficients LPC, les coefficients cepstraux 
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peuvent être utilisés séparément, comme nous l'avons déjà mentionné auparavant. Notre 
algorithme de segmentation tirera donc profit de ces caractéristiques, en effectuant trois 
segmentations MHF, chacune travaillant sur des groupes distincts de coefficients. L'objectif 
sera ensuite d'an'iver à combiner intelligemment les trois résultats afin d'obtenir la 
segmentation désirée. La figure 4.10 présente le déroulement global de la procédure. 
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Figure 4.10 Déroulement  de  la segmentation utilisant  les  coefficients LPCC. 
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4.3.2.1 Séparatio n de s coefficients LPC C 
Le premier étage de la procédure consistera à isoler les coefficients en trois groupes 
distincts : 
le premier groupe sera constitué du seul premier coefficient LPCC, utilisé tel quel 
sous forme d'un vecteur contenant toutes ses valeurs prises au cours du signal de 
parole. L'intérêt de ce « groupe » sera de pennettre une segmentation énergétique du 
signal; 
le second groupe contiendra les deuxième et troisième coefficients cepstraux. 
L'objectif sera ici de pemiettre notamment un découpage entre les zones voisées et 
non voisées du signal; 
quant au troisième groupe, il rassemblera l'ensemble des coefficients cepstraux 
restants, afin de permettre une segmentation du signal selon les variations de ses 
caractéristiques spectrales plus fines, à la manière de ce qui était fait avec l'ensemble 
des coefficients LPC sur la figure 4.9. Ces demiers coefficients n'ont aucune 
signification quand ils sont pris isolément, mais leurs variations très rapides font 
qu'ils représentent une source d'infomiation importante lorsqu'ils sont utilisés en 
groupe. 
4.3.2.2 Détectio n de s pics de variations spectrale s 
Le second étage de l'algorithme consiste à appliquer les filtres hybrides multi-niveaux à 
chaque groupe de coefficients, et à en déterminer les pics de variations majeures. Pour ce 
faire, on fixe trois valeurs importantes : 
un seuil d'amplitude minimale requise pour sélectionner un pic : seuil_pic; 
un seuil permettant de détenniner si la variable de variation spectrale est repassée 
sous une certaine amplitude minimum entre la sélection de deux pics successifs : 
seuilj-etour; 
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une durée minimale requise entre la sélection de deux pics successifs : écart juin. 
L'algorithme de sélection des pics à partir du résultat fourni par le passage dans les filtres 
hybrides multi-niveaux, présenté par le schéma de la figure 4.11, vérifie la valeur de la 
variation spectrale pour chaque trame, et effectue les tests suivants : 
si les trames adjacentes sont toutes les deux d'amplitude inférieure, on est en 
présence d'un pic. On vérifie donc si son amplitude est suffisamment élevée pour 
que l'on puisse la valider; 
si c'est le cas, on teste la valeur «retour», qui nous indique si l'amplitude est 
retombée sous le seuil seuil_retoitr  depuis la sélection du dernier pic, ou non. En 
fonction du résultat, on fixe la valeur d'écart minimum autorisé entre deux pics 
consécutifs : soit écarijnin, soit le double lorsque le retour n'a pas eu lieu; 
on vérifie ensuite si cet écart a été respecté entre le deniier pic vahdé et celui que 
l'on est en train de tester : si c'est le cas, on valide le pic; sinon cela signifie que les 
deux pics sont considérés comme étant trop proches pour être validés tous les deux, 
on garde donc celui ayant l'amplitude la plus élevée; 
si l'on n'est pas arrivé à la fin du signal, on passe à la trame suivante, en prenant soin 
de réactualiser l'indice de retour. 
Cette méthode foumit un résultat con-ect pour les trois groupes de coefficients, résultat que 
l'on peut visualiser au moyen des figures 4,12, 4.13 et 4.14. La figure 4,12 nous montre 
notamment que lorsque les chiffres sont prononcés de façon rapprochée, il est très difficile 
de réaliser un découpage énergéfique, tandis que la figure 4.13 présente clairement 
l'efficacité d'un découpage en zones de catégories différentes. Enfin, la figure 4.14 pemiet 
de visualiser qu'un découpage basé sur les variations spectrales fines est nettement plus 
difficile à réaliser. 
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Figure 4.11 Algorithme  de  sélection des  pics de  variations spectrales. 
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Figure 4.14 Segmentation  MHF  basée  sur les petits coefficients  LPCC. 
4.3.2.3 Déterminatio n de s frontières finales 
Chaque groupe de coefficients semble donc présenter des propriétés de segmentation 
intéressantes; mais pris isolément ils sont soit incomplets soit trop précis pour pemiettre une 
bonne segmentation. La demière étape de l'algorithme de segmentation consiste donc à 
combiner judicieusement ces trois groupes pour obtenir un résultat satisfaisant. Cela sera 
réalisé en deux phases : 
la première phase consistera à regrouper la segmentation basée sur le premier 
coefficient avec celle basée sur les second et troisième coefficients. Les deux jeux de 
pics seront en fait superposés en un seul et même ensemble : lorsque deux pics 
venant de deux groupes différents seront jugés trop proches, on ne retiendra que 
celui ayant la plus forte amplitude. Le résultat sera donc un ensemble de frontières 
nettement plus complet que ceux obtenus auparavant; 
la seconde phase consistera à compléter encore la segmentation, en ajoutant, dans 
l'ensemble des deux premiers groupes, le pic de plus forte amplitude venant du 
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troisième groupe, si toutefois il ne coïncide pas avec une frontière déjà retenue. Un 
processus d'affinage de la segmentafion sera ensuite effectué, en insérant les pics du 
troisième groupe dans les intervalles entre deux frontières consécutives jugés trop 
grands. Nous cherchons effectivement à découper le signal en phones homogènes, 
c'est-à-dire en unités relativement courtes; un segment trop long pourrait donc être 
du à la non-détection d'une transition entre deux zones acoustiquement différentes. 
Le résultat final présente une bonne segmentation entre les différents événements sonores, 
même si une sur-segmentation est parfois obtenue. Mais le principal objectif de ce module 
est de manquer le moins de frontières possibles, puisque cette éventuelle sur-segmentation 
pourra être rattrapée par la suite de la méthode, qui consistera à reconstmire le signal à 
partir des segments obtenus. La figure 4.15 présente un exemple de segmentation finale 
pour un chiffre isolé, tandis que la figure 4.16 concemé une chaîne de chiffres connectés. 
Notons que cette segmentation nous ramène à la notion de phone homogène, évoquée au 
cours du chapitre 2. Il reste donc à déterminer comment identifier et utiliser cette succession 
d'unités, et la partie qui suit nous aidera dans cet exercice, en détaillant la constitution du 
dictionnaire contenant les références qui seront utilisées pour réaliser cette tâche. 
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Figure 4.15 Segmentation  complète  d'un  chiffre  isolé. 
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Figure 4.16 Segmentation  complète  d'une  chaîne  de  chiffres. 
4.4 Le dictionnaire de référence s 
Rappelons-le, notre objectif est d'effectuer la reconnaissance de chiffres prononcés en 
anglais, allant de 0 à 9, le zéro ayant deux prononciations possibles. Afin d'optimiser au 
maximum notre méthode de reconnaissance vocale, il est important de s'appuyer sur les 
caractéristiques spécifiques du vocabulaire. Parmi ces spécificités, on peut notamment citer 
sa taille, et donc par conséquent la faible quantité de sons différents qui le composent. Ce 
sont justement ces sons qui nous intéressent ici, puisque, la segmentation nous ayant permis 
de les isoler, il nous faudra à présent être capable de les identifier. Cela sera fait en partie à 
l'aide d'un dictionnaire contenant l'ensemble des sons de référence, et dont nous allons 
décrire la constitution, au moyen d'une rapide étude du vocabulaire. 
4.4.1 Étude du vocabulaire 
De nombreuses observations sur le comportement de la segmentation pour les chiffres de ce 
vocabulaire nous ont permis de constater que chaque chiffre se découpait généralement de 
la même façon sur ses différentes versions. Autrement dit, pour chacun des onze chiffres, il 
est possible d'extraire un modèle segmenté global, pouvant être constitué de trois à six 
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segments selon les chiffres. Sur l'ensemble du vocabulaire, nous observons donc un total de 
40 segments différents, et l'annex e 1  présente le modèle découpé de chaque chiffre, ainsi 
que la répartition des 40 segments sur l'ensemble du vocabulaire. 
Mais « 40 segments » ne signifie pas « 40 sons différents ». Parmi les onze chiffres, on 
retrouve en effet une redondance de certains sons, suffisamment importante pour classer les 
différents sons en un petit nombre de catégories, comme présenté sur la figure 4.17. Cette 
catégorisation des unités acoustiques du vocabulaire nous permettra d'étiqueter chaque 
segment selon sa catégorie, simplifiant ainsi la procédure de reconnaissance en étant 
capable de détecter la classe de l'élément à identifier. L'avantage de s'adapter aux 
caractéristiques d'un vocabulaire donné est que le nombre de catégories obtenues est bien 
plus réduit que celui généralement retenu pour classer l'ensemble des phonèmes du langage. 
Notons également que, du fait de cette classification, un segment peut être associé à 
plusieurs chiffres, et pas seulement à celui dont il est tiré. 
non-voise 
[ 11 unités] 
son 
[40 unités] 
voise 
[27 unités] 
silence 
[2 unités] 
consonne 
[6 unités] 
voyelle 
[21 unités] 
son \o\ 
[7 unités] 
autres 
[14 unités] 
Figure 4.17 Classification  des  sons du vocabulaire. 
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Il reste enfin une demière caractéristique intéressante concernant ce vocabulaire. La 
segmentation nous pemiet d'observer que les onze chiffres sont généralement constitués 
d'états, similaires à ceux présents dans un modèle de Markov cachés. Plus précisément, nos 
observations nous amènent à considérer que le modèle de conception des chiffres est fomié 
de quatre états : un début, un milieu, un intérieur, et une fin. 
( Début j ( Milieu ) ( Intérieur ) ( '^ "' ' ) 
Figure 4.18 Modélisation  d'un  chiffre  en quatre états. 
Le modèle présenté à la figure 4.18 représente toutefois un aspect général des chiffres, tous 
n'étant effectivement pas constitués de ces quatre parties. Ainsi, si le chiffre 6 est constmit 
avec les quatre états différents, le chiffre 1 n'en comporte que deux : un milieu et une fin. 
Un modèle ne commence donc pas forcément à l'état de début et ne s'arrête pas 
obligatoirement à l'état de fin, et l'état d'intérieur peut être sauté puisqu'il n'est pas présent 
dans tous les chiffres. L'état de milieu est en revanche l'élément clé de tous les chiffres, 
puisqu'il est présent pour chacun d'entre eux. Nous pouvons retrouver en annexe 1  les états 
dont sont constitués chacun des onze chiffres du vocabulaire. Un détail intéressant est à 
relever afin de compléter cette analyse : les états de début et de fin sont systématiquement 
constitués de sons non-voisés (pour les chiffres 2, 3, 4, 5, 6, 7, 8 et zéro) ou de consonnes 
(pour les chiffres 1 et 9), tandis que les états de miheu toujours constitués de voyelles, que 
ce soit des sons \o\ ou autres. 
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4.4.2 Constitutio n d u dictionnaire d e référence s 
Pour le processus de reconnaissance, un dictionnaire est nécessaire afin de pouvoir 
comparer une fonne inconnue avec l'ensemble des références. Dans notre cas, ce 
dictionnaire sera constitué des 40 segments mentiomiés précédemment, chaque segment 
étant représenté par un vecteur de coefficients LPCC. En vue de couvrir une vaste gamme 
de prononciations différentes, tous les segments de référence seront représentés par 
plusieurs versions, ces versions étant sélectionnées parmi un ensemble bien plus large, grâce 
à l'algorithme de classification présenté au chapitre 3. Dans l'optique de prendre en compte 
les caractéristiques décrites à la partie précédente, chaque segment de référence sera 
identifié selon : 
le chiffre auquel il est associé; 
sa catégorie phonétique; 
l'état auquel il appartient. 
Pour ce faire, nous utiliserons un tableau à trois dimensions, nommé « tableau 
d'association », constitué de 40 lignes et 16 colonnes, chacune contenant deux informations, 
comme cela est schématisé sur la figure 4.19. 
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Figure 4.19 Schématisation  du  tableau d'association des  segments. 
Ce tableau d'association se présente de la façon suivante : 
les 40 lignes représentent les 40 segments acoustiques du vocabulaire; 
chaque ligne se voit associer 16 colonnes : les neuf premières représentent les 
chiffres de 1 à 9; les deux suivantes représentent les deux prononciations du zéro; et 
les colonnes suivantes correspondent aux catégories auxquelles sont susceptibles 
d'appartenir les segments : silence, non-voisé, voyelle, son \o\, et superposition. 
Cette demière catégorie indique en fait si le segment en question peut 
éventuellement, dans le cas de chiffres connectés, représenter à la fois la fin d'un 
chiffre et le début du suivant; 
chacune des onze premières colonnes contient donc deux infonnations : l'état auquel 
le segment est associé dans le chiffre, indiqué sous la fomie d'une valeur allant de 1 
à 5 (la valeur 5 indiquant que le segment en question peut aussi bien être associé à 
un état de début qu'à un état de fin dans le chiffre concemé); et le poids que l'on 
accorde au segment dans le chiffre concerné, indiqué sous la forme d'une valeur 
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comprise entre 0 et 3 (0 si l'on considère que le segment n'a rien à voir avec le 
chiffre en question, et 3 s'il a une très forte probabilité de lui appartenir). Ces 
valeurs peuvent être assimilées aux probabilités d'émission présentes dans les 
modèles de Markov cachés. 
Quant aux cinq dernières colonnes, elles ne contiendront qu'un simple indice qui 
sera activé en fonction de l'appartenance du segment à la catégorie. 
Ce tableau d'association regi^oupe donc toutes les infomiations nécessaires â la constmction 
d'un chiffre à partir d'une séquence de segments, un peu comme les modèles de Markov 
contiennent des infomiations de probabilités de distribution des vecteurs acoustiques pour 
chaque état, et pour chaque modèle, excepté que la phase d'entraînement des modèles a été 
remplacée par une étude minutieuse du vocabulaire concemé. L'annex e 2 présente le 
contenu du tableau d'association pour le vocabulaire constitué des chiffres 0 à 9. 
4.5 L'identificatio n de s segments 
La procédure de segmentation nous foumit donc une succession de segments acoustiques 
qu'il faut maintenant être capable d'identifier afin de pouvoir compléter le processus de 
reconnaissance. L'objectif ici est donc d'arriver à étiqueter chaque segment inconnu selon le 
numéro d'une ou plusieurs références contenues dans le dictionnaire, cette procédure se 
réalisant en deux étapes : la première consistant à représenter le segment inconnu par un 
seul vecteur spectral significatif de l'information globale contenue dans le segment, et la 
seconde utihsant ce vecteur pour le comparer avec l'ensemble des références. Nous 
décrivons maintenant ces deux opérations. 
4.5.1 Représentatio n d'u n segmen t 
Un segment de parole, tel qu'obtenu grâce à la phase précédente, est donc défini par deux 
frontières entourant une succession de vecteurs acoustiques. Notre objectif est de 
représenter l'information contenue entre ces deux frontières au moyen d'un seul vecteur. 
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Etant donné que la procédure de segmentation décrite au cours de la partie précédente est 
censée avoir délimité des zones aux caractéristiques spectrales constantes, une moyenne de 
l'ensemble des vecteurs spectraux contenus par chaque zone devrait théoriquement 
convenir. On obtient cela avec la formule 4.3, TV étant la taille du segment en nombre de 
trames et C le vecteur de coefficients/?+7 cepstraux. 
N 
Ic,,(/o 
C{k)^ , k  =  \,...,p +  l (4.3) 
Néanmoins, en pratique cette unifonnité acoustique des segments n'est pas toujours 
respectée. En effet, si le découpage est basé sur la sélecfion des pics de variations spectrales 
majeures, cela ne signifie pas pour autant que les paramètres du signal ne varient pas entre 
deux pics sélecfionnés, en atteste la difficulté que l'on éprouvait pour extraire les frontières 
désirées. Comme nous l'avions mentionné, un signal n'est stable que sur des petites durées, 
de l'ordre de la dizaine de millisecondes, et c'est pour cette raison que nous travaillons par 
trames. Sur des zones de plusieurs centaines de millisecondes, comme c'est souvent le cas 
pour nos segments, le signal n'est donc que très rarement statiomiaire, mais il transporte tout 
de même une infonnation globale, et c'est cette infomiation que nous souhaitons 
représenter. Effectuer une moyenne des caractéristiques spectrales de l'ensemble d'un 
segment risquerait donc d'altérer cette information, et ce notamment en raison des zones 
d'extrémités qui sont bien souvent des zones de transition entre deux segments. 
Pour « éliminer » ces parties indésirables, nous effectuerons une mini-segmentation à 
l'intérieur du segment, en séparant les zones lorsqu'apparaît une grande différence 
spectrale, mais en se basant cette fois-ci simplement sur un calcul progressif de la moyenne 
des caractéristiques spectrales, en partant du début du segment. Ainsi, lorsque l'on rencontre 
une trame dont la distance par rapport à cette moyenne est supérieure à un certain seuil, on 
recommence le processus en prenant comme nouveau point de départ la trame en question, 
tout en mémorisant les infomiations du « mini-segment » précédent. Au final, si le segment 
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n'était effectivement pas stationnaire dans sa totalité, on se retrouve avec plusieurs 
segments, chacun étant représenté par un vecteur, parmi lesquels il ne faudra en retenir 
qu'un seul. Cette sélection s'opère selon la procédure présentée par la figure 4.20. 
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Figure 4.20 Processus  d'uniformisation  de  segment. 
On peut décrire les quatre principales étapes comme suit : 
on regroupe tout d'abord les segments dont la différence spectrale est inférieure à un 
certain seuil : il est effectivement possible que deux mini-segments acoustiquement 
identiques ou proches aient été séparés par une zone de signal « indésirable ». On 
effectue cette opération à l'aide d'une matrice contenant les distances entre tous les 
segments, réactualisant cette matrice à chaque regroupement éventuel de mini-
segments, cette procédure étant réalisée jusqu'à stabilisation; 
107 
la seconde opérafion consiste à éliminer les mini-segments que l'on juge trop petits 
pour être représentatifs de la totalité du segment. Cette sélection se fait par rapport à 
un pourcentage de la taille de ce dernier, ce pourcentage étant plus ou moins élevé 
selon l'amplitude énergétique moyenne du segment (ceci afin de mieux éliminer les 
zones indésirables aux extrémités); 
le segment d'amplitude énergétique la plus faible est ensuite éliminé; 
au final, on ne retient que le mini-segment le plus long. 
Ces opérations pennettent d'unifomiiser les segments sur lesquels on sera amenés à 
travailler, tout en essayant le plus possible de ne pas alourdir inutilement les calculs : 
lorsque le signal est idéal, le calcul progressif de la moyenne des caractéristiques ne 
rencontre aucun obstacle. Ce n'est que lorsque la segmentation ne s'est pas faite dans les 
conditions idéales que la procédure d'unifonnisation est enclenchée et, là encore, si toutes 
les zones indésirables ont été éliminées avant la fin du processus, les tests restants ne seront 
pas sollicités. 
4.5.2 Identificatio n d'u n segmen t 
L'étiquetage d'un segment peut se faire de façon très « simple » : à l'aide d'une mesure de 
dissemblance, on compare le segment en question avec l'ensemble des références contenues 
dans le dicfionnaire, en ne retenant que la référence ayant présenté la distance la plus 
proche. Toutefois, deux problèmes surviennent en procédant de la sorte : le processus de 
comparaison peut être lent, dépendamment du nombre de références à comparer; et si cela 
fonctionne très bien lorsque les conditions de reconnaissance sont idéales, il en est 
autrement dans un contexte multilocuteurs ou bruité. Afin de répondre à ces deux 
problèmes, notre méthode d'identification sera basée sur une reconnaissance a  priori de la 
catégorie à laquelle appartient le segment, en nous basant sur deux des distinctions sonores 
présentées sur la figure 4.17 : la détection de voisement/non-voisement, puis, pour les sons 
voisés, la distinction consonne/voyelle, le déroulement général de ce processus 
d'identification étant présenté sur la figure 4.21, et détaillé par la suite. 
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Figure 4.21 Processus  d'identification  de  segment. 
4.5.2.1 Distinctio n d e catégorie voisée/non-voisé e 
Ce sont les deux grandes catégories de sons constituant notre vocabulaire. Comme 
mentionné précédemment, ce sont les second et troisième coefficients cepstraux qui nous 
renseignent sur l'état de voisement du signal; plus précisément, la détection d'un son non-
voisé s'effectue selon deux tests : 
un premier test est effectué sur le second coefficient LPCC : si sa valeur est 
inférieure à zéro, on déclarera le segment comme étant non-voisé; 
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si le premier test n'a pas été concluant, un second est opéré, portant sur le deuxième 
coefficient LPCC et l'énergie du signal : une valeur du coefficient inférieure à zéro, 
associée à une faible amplitude énergétique sera considérée comme une preuve de 
non-voisement. L'introduction du critère énergétique est due au fait que cette 
caractéristique du troisième coefficient cepstral est moins « stable » que pour le 
second, mais les sons non-voisés ayant généralement une faible amplitude 
énergétique, la réunion de ces deux critères foumit une bonne assurance de réussite. 
Lorsqu'aucun des deux tests n'est concluant, le segment est alors considéré comme étant 
voisé. Cette technique de classification fournit de très bons résultats : sur un ensemble de 30 
versions de chacun des 40 segments du vocabulaire, 100% des sons voisés ont été 
correctement détectés, tandis que les sons non-voisés l'ont été à 94.33%. S'opère ensuite la 
seconde classification, selon que le son est une consomie ou une voyelle. 
4.5.2.2 Distinctio n d e catégorie consonne/voyell e 
Cette distinction se fait selon l'énergie du segment, plus précisément en mesurant la 
différence entre l'énergie du segment inconnu et la moyenne énergétique des références de 
chaque catégorie. En effet, dans notre vocabulaire de onze chiffres, les consonnes 
coiTCspondent au son \ii\. Si aucune caractéristique des coefficients cepstraux ne nous 
pemiet d'effectuer la différenciation entre ces deux catégories, nous avons en revanche 
remarqué que ces sons \n\ étaient généralement d'une amplitude énergétique bien plus faible 
que les autres sons voisés. Ce critère n'étant toutefois pas d'une précision redoutable, et 
donc porteur d'éventuelles cireurs si l'on base toute notre décision finale sur la simple 
observation de son comportement, nous en déduirons trois conclusions possibles présentées 
ci-après : 
le son est effectivement une consonne si la différence entre l'énergie du segment et 
l'énergie de l'ensemble des voyelles de référence est supérieure à un certain seuil; 
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le son est effectivement une voyelle si la différence entre l'énergie du segment et 
l'énergie de l'ensemble des consonnes de référence est supérieure à un certain seuil; 
la différence est soit trop faible soit trop grande dans les deux cas pour que l'on 
puisse effectuer un choix, on se déclare alors en catégorie indétenninée. 
La classification d'un segment n'est donc pas une finalité, elle sert essentiellement à diriger 
le processus d'identification afin de réduire l'espace de recherche. Néanmoins, cette 
catégorisation étant effectuée sur des critères certes satisfaisants, mais relativement simples, 
à la manière de ce qui est réalisé dans les approches acoustico-phonétiques décrites au 
chapitre 3, il est important d'incorporer au processus d'identification des mesures de 
sécurité permettant d'élargir l'espace de recherche lorsque les conditions idéales de 
reconnaissance ne semblent pas rencontrées. 
4.5.2.3 Processu s d'identificatio n finale 
La finalité du processus d'identification est de retenir un ou plusieurs candidats choisis 
parmi les références appartenant à la catégorie du segment incomiu, ces candidats étant en 
fait les références ayant foumi les mesures de dissemblance les plus basses, selon les 
formules présentées à la partie 3.4.1. Ici, nous retiendrons les quatre références les plus 
proches, ceci dans le but de s'assurer une certaine marge de correction, et nous conserverons 
également les valeurs des distances associées à ces quatre « étiquettes ». Ces distances 
seront en effet des indices de « sécurité » sur lesquelles nous nous baserons pour 
éventuellement revenir sur le choix de la catégorie puisque de leur comportement, nous 
pouvons déduire plusieurs hypothèses présentées ci-dessous : 
une distance très faible augure de façon quasi certaine une reconnaissance réussie; 
une distance moyenne laisse planer le doute sur la réussite de la recomiaissance, et 
certaines mesures de correction devraient être mises en œuvre afin de s'assurer de 
l'exactitude du résultat; 
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une distance trop élevée ne laisse que très peu de doutes quant à l'échec de la 
reconnaissance, échec probablement du à une erreur dans la sélection de la catégorie. 
Les procédures de correction à entamer dans les second et troisième cas dépendent alors de 
la catégorie du segment : 
dans le cas d'un son non-voisé, étant domié que le critère de sélection fournissait une 
réussite de l'ordre de 94%, la reconnaissance est généralement réussie, et les 
distances relativement faible, compte tenu du fait que cette catégorie comporte peu 
d'éléments, tous spectralement assez proches les uns des autres. Une distance trop 
élevée entraîne donc immédiatement le passage du segment dans la catégorie des 
sons voisés; 
dans le cas des consonnes, le constat est le même que pour les sons non-voisés : cette 
catégorie comporte peu d'éléments, tous très proches puisque de sonorité \n\, et leur 
faible amplitude pemiet de les repérer avec une très bonne précision. Néanmoins, 
l'utilisation de l'énergie comme critère de classification est loin de s'avérer aussi 
efficace que les second et troisième coefficients cepstraux, et c'est pour cela que l'on 
préférera se rediriger vers la catégorie indéterminée en cas de distance moyennement 
élevée; 
dans le cas des voyelles, la classificafion selon l'énergie s'avère plus efficace, et une 
distance trop élevée sera plutôt synonyme de mauvaise reconnaissance à l'intérieur 
même de la catégorie, étant donné la grande diversité des sons qui la composent. On 
privilégiera alors une procédure de coiTCCtion se basant sur un nouveau calcul des 
distances ne tenant compte que des coefficients cepstraux d'ordre élevé (afin de 
prendre en compte les caractéristiques plus fines du signal); 
dans le cas où la catégorie est indéterminée, la procédure de correction fera surtout 
appel à une plus longue succession de tests basés sur différents seuils de distances, 
pennettant de diriger le choix vers la catégorie la plus probable. 
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L'objectif de tout ce processus est donc de s'assurer le plus possible de la réussite de 
l'identification du segment, et cela de façon intelligente : lorsque toutes les conditions de 
reconnaissance semblent correctes (catégorie repérée, distance faible,...), le résultat est 
sélectionné très rapidement, tandis que plus le choix est indécis, et plus les mécanismes de 
vérification et de coiTCction sont enclenchés. Si une telle procédure est inutile dans le cas 
d'une reconnaissance nionolocuteur, elle est en revanche fort utile en présence de locuteurs 
différents, où la diversité des sons prononcés est bien plus élevée. La sortie de ce module de 
notre système de reconnaissance est schématisée sur la figure 4.22, qui présente bien 
l'intérêt de sélectionner plusieurs candidats pour chaque segment, puisque pour le deuxième 
segment notamment, la référence qui lui est théoriquement associée n'est placée qu'en 
troisième position. 
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Figure 4.22 Sortie  du  module d'identifications  de  segments. 
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4.6 Reconnaissanc e de s chiffre s 
4.6.1 Présentatio n 
La demière phase de notre système de reconnaissance vocale consiste à reconstruire les 
chiffres du vocabulaire à partir du treillis d'unités acoustiques obtenu grâce aux opérations 
décrites jusqu'ici. Le chapitre 2 nous avait pemiis de présenter diverses méthodes 
remplissant ce rôle : les modèles de Markov cachés, notamment, qui utilisent un modèle 
constitué d'états pour reconstmire les mots au moyen de fonctions probabiUstes; ou même 
la DTW, dont le déroulement s'apparente quelque peu à une reconstitution continue {i.e. 
trame par trame) du chiffre suivant les fomies des références, une telle reconstitution 
pouvant éventuellement être réalisée de façon moins continue, à partir d'unités acoustiques 
plus larges. Ces deux méthodes ont pour objectif de repérer la foime ou le modèle se 
rapprochant le plus du mot à reconnaître, mais les algorithmes pour y arriver sont très 
lourds, en raison de la nécessité de déterminer le « chemin » le plus court parmi un très 
grand nombre. Ici, nous nous appuierons sur certaines caractéristiques intéressantes de ces 
deux méthodes afin de les associer dans un algorithme plus adapté à nos besoins. 
Cet algoritlnne prendra la fonne d'une reconstmction des chiffres selon un modèle 
acoustique prédéfini, en utilisant, pour chaque segment, l'ensemble des informations 
obtenues â l'étage précédent, associées à un modèle de connaissance spécifique du 
vocabulaire concemé. En partant d'un état initial, l'objectif sera alors de calculer, au fur et à 
mesure que les segments se succèdent, une mesure de ressemblance avec les onze chiffres 
de référence, jusqu'à sélectionner celui dont le choix semble le plus cohérent. Les outils 
nécessaires à ce procédé, ainsi que son déroulement complet, seront présentés au cours des 
parties suivantes. 
4.6.2 L e tableau de construction 
Alors que, pour reconnaître un chiffre de taille Ki, les HMM à N états et les algorithmes de 
programmation dynamique travaillaient sur des espaces de recherche respectifs de K|*N et 
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KI*KR « cases », KR étant la taille de la référence à comparer, et ce pour chacun des chiffres 
de référence, notre méthode travaillera sur un espace de dimension 11*6, que l'on peut 
modéliser par un tableau, présenté sur la figure 4.23, dont les lignes représentent les 11 
chiffres du vocabulaire, et les colonnes se définissent de la façon suivante : 
les quatre premières colonnes coirespondent aux quatre états du modèle présenté 
précédemment par la figure 4.18, et contiendront chacune un poids de constmction, 
que nous définirons par la suite; 
la cinquième colonne contient la somme des quatre premières; 
la sixième coloime indique le nombre d'états activés {i.e.  dont le poids de 
construction n'est pas nul) sur la hgne. 
One 
Two 
Three 
Four 
Five 
Six 
Seven 
Eight 
Nine 
Zéro 
Oh 
Début Milieu Intérieur Fin Poids États actifs 
Figure 4.23 Représentation  du  tableau de  construction. 
Pour chaque segment de parole, ce tableau sera amené à être rempli selon un processus 
présenté sur la figure 4.24, et décrit plus en détail par la suite. 
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Figure 4,2 4 Schématisation  du  processus de  remplissage  du  tableau  de  construction. 
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Le poids de constmcfion, tel que menfionné ci-dessus, est une valeur s'apparentant quelque 
peu aux probabilités de distribution des modèles de Markov cachés (plus la probabilité que 
le segment soit associé à un état est grande, et plus la donnée se rapproche de 1), excepté 
qu'ici cette valeur statistique prend la fonne d'une mesure de dissemblance inverse entre un 
état donné et le segment acoustique considéré, c'est-à-dire que plus le poids est élevé et plus 
le segment est suscepfible d'appartenir à l'état en question. Au début de la reconnaissance, 
toutes les cases du tableau sont donc initialisées à zéro, et seront ensuite remplies en 
fonction de l'appartenance des segments aux chiffres (lignes) et aux états (colonnes), au 
moyen du poids de constmction. Chaque segment étant constitué de quatre candidats, le 
poids à insérer dans une case d'état est détenniné en fonction de trois critères : 
la position du candidat, indiquée par une valeur allant de 1 à 4; 
la distance du candidat, représentée par une valeur comprise entre 0 et 4, suivant que 
cette mesure se situe dans certains intervalles de distance fixés empiriquement; 
le poids d'association du candidat au chiffre (ligne), foumi par le tableau 
d'association présenté en annexe 2, indiqué par une valeur comprise entre 0 et 3. 
Le poids d'un candidat est alors donné par la multiplication de ces trois valeurs, comme 
indiqué par la fomiule 4.4. 
P =  P  X  P  X  P  (A  4\ 
candidat posifion  dis  laii ce association  \^^-^/ 
Ce poids sera ensuite additionné au contenu de la case d'état associée au candidat, si 
toutefois certaines contraintes sont respectées. En effet, à la manière des contraintes de 
cheminement imposées dans les autres méthodes de reconnaissance, il y a ici des 
contraintes, basées sur la stmcture du vocabulaire à reconstruire, dont la vérification 
détermine si le poids d'un candidat peut-être inséré dans un état selon le statut des autres 
états du chiffre considéré. On peut définir ces contraintes de la façon suivante : 
a) on ne peut pas insérer de début si le milieu est déjà activé; 
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b) on ne peut pas insérer de milieu si l'intérieur et/ou la fin sont déjà activés; 
c) on ne peut pas insérer d'intérieur si le milieu n'est pas activé; 
d) on ne peut pas insérer de fin si le milieu n'est pas activé; 
e) les chiffres 2, 4, 6, 7, 9 et zéro doivent impérativement avoir un début activé pour 
pouvoir insérer un milieu; 
f) on ne peut pas insérer de début si le début est déjà activé; 
g) on ne peut pas insérer de fin si la fin est déjà activée. 
Ces deux dernières contraintes ont été fixées afin de faciliter la reconnaissance de chiffres 
comiectés, pour pemiettre la réinitialisation du tableau lorsque l'on repère que la 
constmcfion d'un chiffre est teniiinée et qu'il faut alors passer au suivant. Si tous ces 
critères sont respectés, la case est donc mise à jour en y ajoutant le poids détenniné 
auparavant, et ces opérations sont répétées pour chacune des 11 lignes du tableau, en 
indiquant à chaque fois au système quelles sont les lignes ayant connu une entrée sur ce 
segment. 
À la fin du remplissage du tableau par l'ensemble des candidats d'un segment, il reste une 
opération importante à effectuer afin de compléter cette phase, concemant la prise en 
compte de certaines catégories acoustiques : les sons non voisés et les voyelles (autres que 
sons \o\). Ces deux catégories sont en effet constituées de nombreux éléments, tous 
relativement proches les uns des autres, spectralement parlant. Le fait qu'ils apparaissent 
donc assez souvent dans le processus de reconnaissance, et que leur étiquetage précis soit 
parfois plus difficile à obtenir que pour les autres catégories engendre la nécessité de foumir 
au système la preuve qu'ils étaient présents, si jamais une erreur d'étiquetage n'a pas permis 
l'activation des cases adéquates. Il s'agit donc ici de compenser cette éventuelle erreur en 
activant les états de poids nul correspondant à la catégorie détectée sur au moins un des 
candidats du segment grâce au tableau d'association. L'objectif est alors de pouvoir 
continuer la reconstmction avec les segments suivants, en prenant en compte le fait que 
certains états auraient peut-être du être activés, sans toutefois en être certain. Cette 
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incertitude est notifiée au moyen de poids spéciaux, dépendamment des catégories 
considérées : 
pour un segment de catégorie non-voisée, un poids de 0,5 est choisi; 
pour un segment de catégorie voyelle, un poids de 0,25 est choisi. 
A la fin de l'analyse de chaque segment, le tableau de reconstruction indique donc l'état 
d'avancement de la reconstmction de tous les chiffres potentiellement candidats à la 
reconnaissance. Un exemple est foumi sur la figure 4.25, qui présente le tableau de 
reconstmction après l'analyse du premier segment du chiffre 6 de la figure 4.22. 
One 
Two 
Three 
Four 
Five 
Six 
Seven 
Eight 
Nine 
Zéro 
Oh 
Début 
0,5 
0,5 
0,5 
0,5 
60 
60 
9 
Milieu Intérieur Fin Poids 
0,5 
0,5 
0,5 
0,5 
60 
60 
9 
États actifs 
1 
Figure 4.25 Exemple  de  tableau de  reconstruction rempli  pour un  segment. 
Sachant comment remplir le tableau pour un segment, il nous reste alors à répéter 
successivement ces actions sur toute la séquence de segments jusqu'à repérer que la 
reconstmction du chiffre en cours de reconnaissance semble complétée, auquel cas on se 
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basera sur les deux dernières colonnes de chaque ligne (poids total et nombre d'états 
activés) pour déterminer quel est le chiffre le plus susceptible de coller au chiffre inconnu. 
Un élément important de ce processus consiste donc à détecter les transitions entre les 
chiffres afin de pemiettre la réinitialisation du tableau de construction en vue de poursuivre 
la reconnaissance après la validation d'un chiffre. L'algorithme utilisé pour réaliser ces 
tâches sera donc présenté ci-après. 
4.6.3 Déroulemen t d e l'algorithme comple t de reconnaissanc e 
L'algonthnie complet utiUsera simultanément deux tableaux de constmction, un troisième 
étant également tenu à disposition pour être utilisé dans certains cas de figure. Le premier 
tableau sert en fait à effectuer la reconstmction du chiffre en cours de reconnaissance. Ce 
qui signifie qu'une fois le premier segment passé, son remplissage s'effectue de la même 
manière que présentée précédemment, mais uniquement sur les lignes déjà activées, 
l'objectif étant de pouvoir continuer la reconstmction en tenant compte des états activés au 
cours des segments précédents. Le second tableau, quant à lui, est utilisé pour permettre le 
démarrage d'une nouvelle constmction, dans le cas des chiffres connectés, lorsque l'on 
détecte, grâce au tableau 1, que la constmction en cours est complétée. Remis à zéro à 
chaque nouveau segment, ce tableau 2 est alors rempli de façon régulière sur l'ensemble de 
ses lignes, comme si l'on était au tout début d'un chiffre. Cette méthode permet donc aussi 
bien la reconnaissance de chiffres isolés que connectés, sans nécessité de connaître à 
l'avance le nombre de chiffres à reconnaître. Mais le processus complet ne consiste pas 
seulement à remplir des tableaux, il y a un nombre important d'opérations à effectuer pour 
chaque segment, afin notamment de repérer les fins de chiffres, d'assurer les transitions 
entre les chiffres successifs, et de valider des constmctions complètes. 
L'algorithme entier est donc schématisé sur la figure 4.26, et des explications plus précises 
concemant le déroulement des parties importantes de cet algorithme seront données par la 
suite. 
120 
Procédures de 
fin de tour 
Procédures de 
transition entre 
deux chiffres 
Figure 4.26 Schématisation  de  l'algorithme de  reconnaissance de  chiffres. 
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4.6.3.1 Vérification s post-remplissag e 
Suite au remplissage du tableau de construction, certaines vérifications sont à effectuer afin 
d'orienter la suite du processus, dépendamment de la position du segment venant d'être 
traité. Pour le premier segment, il faut s'assurer que ce n'est pas également le dernier, 
auquel cas on lance immédiatement la procédure de validation pour stopper le processus, au 
lieu de passer au tour suivant. Pour les segments ultérieurs, les actions post-remplissage 
dépendent principalement des entrées qu'a connues le tableau 1. Si le segment en cours a 
effectivement fait avancer la constmction, on peut alors passer au tour suivant, si tour 
suivant il y a. En revanche, si le tableau de construction n'a connu aucune évolution par 
rapport à son état précédent, cela peut signifier que la constmction en cours est complétée, 
et qu'il faut alors passer à la reconnaissance du chiffre suivant. Mais cette étape de 
transition s'accompagne d'une vérification importante, dont l'objectif est de s'assurer que la 
stagnation de la construction en cours est bien due à l'apparition d'un nouveau chiffre, et 
non à un segment mal identifié. Cette procédure est décrite ci-après. 
4.6.3.2 Tes t de saut de segment 
L'objectif est de simuler la continuation de la reconstmction comme si le segment en cours 
n'avait jamais existé. C'est donc ici que l'on fait appel au troisième tableau de constmcfion, 
dans lequel on copie le contenu du premier tableau, et ce afin que la simulation n'en modifie 
pas la teneur au cas où ce test ne serait pas concluant. On effectue donc une extrapolation 
sur les événements à venir, en remplissant ce nouveau tableau à partir des informations du 
segment suivant, mais cela uniquement sur la ou les lignes de poids le plus élevé. Il est 
effectivement important que cette vérification n'ait valeur que d'éventuelle correction de 
dernier recours, et qu'elle n'entraîne pas la continuation d'une constmction qui n'aurait pas 
lieu d'être. Le résuhat retenu est uniquement la présence ou non d'une entrée dans ce 
troisième tableau. Si c'est posifif, on jugera alors qu'il est judicieux de continuer la 
constmction en cours sur le tableau 1. Sinon, on peut alors lancer le processus de validation 
du chiffre, et passer à la constmction du chiffre suivant. 
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Cette procédure n'est toutefois enclenchée que si certaines conditions sont rencontrées : 
le segment sauté ne doit pas dépasser une certaine taille, auquel cas on jugerait qu'il 
est inconscient de négliger entièrement une partie du signal pouvant avoir une 
certaine importance dans la signification du chiffre; 
le segment sauté ne doit pas être un silence, puisqu'un tel son ne peut apparaître que 
lors des transitions entre deux chiffres, ou bien en présence des chiffres 6 et 8, mais 
pour lesquels il aurait alors engendré une entrée dans le tableau de constmction; 
le segment sauté ne doit pas appartenir à la catégorie des non-voisés, étant donné que 
ces sons n'apparaissent qu'en début ou fin de chiffre. Le fait qu'ils n'engendrent 
aucune entrée dans le tableau signifie donc qu'ils n'ont pas répondu aux contraintes 
de construction mentionnées précédemment et qu'ils représentent plutôt le 
commencement d'un nouveau chiffre. 
Autrement dit, ce test n'est effectué qu'en présence de voyelles de petites tailles, catégorie 
la plus représentée, et la plus propice aux sursegmentations et autres erreurs d'identification. 
4.6.3.3 Procédure s de fin de tour 
Lorsque la construction est amenée à continuer, certaines opérations doivent être effectuées 
avant de passer au segment suivant, afin d'assurer une bonne poursuite de la reconstmction 
en tenant compte des événements produits au cours de ce tour. On cherchera notamment à : 
apporter un soutien aux chiffres dont la constmction semble avancer; 
vérifier que la reconstmction ne s'étend pas au-delà de durées raisonnables. 
Concemant le premier point, on souhaite donc favoriser les lignes du tableau qui évoluent, 
par rapport à celles qui stagnent. Plus concrètement, en fonction de la détection ou non 
d'une entrée au cours d'un remplissage, on va récompenser/sanctionner chaque ligne activée 
du tableau, de la façon suivante : 
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si la ligne connaît une entrée au cours du traitement d'un segment, son poids est 
majoré d'un tiers de sa valeur; 
si la ligne ne connaît aucune entrée au cours du traitement d'un segment, son poids 
est minoré d'un tiers de sa valeur, et son indice d'inactivité est incrémenté. Précisons 
également que lorsque qu'une ligne est inactive durant deux segments consécutifs, 
elle est automatiquement désactivée, et son poids est remis à zéro. 
Le but de ce procédé est d'assurer une véritable évolution de la construction au fur et à 
mesure que les segments se succèdent, afin que le tableau de constmction semble progresser 
en même temps que l'on avance dans la chaîne de segments, sans que les actions isolées 
réalisées plusieurs tours auparavant n'aient trop d'incidence dans le résultat. 
Concemant la durée de la reconstruction, il faut garder à l'esprit que la durée moyenne des 
mots du vocabulaire que nous souhaitons reconnaître n'excède que très rarement la demie 
seconde. Sachant cela, il est important de mettre régulièrement à jour la taille du chiffre en 
construction, en fonction de la taille des segments rencontrés, afin de pouvoir mettre un 
terme à cette construction lorsque la durée du chiffre dépasse un seuil limite. De la même 
manière, on fixera une taille limite aux sons \o\ : présents dans quatre mots du vocabulaire 
(1, 4, 0 et zéro), ces sons peuvent aussi bien débuter les chiffres que les conclure, et donc 
nuire à la reconnaissance lorsque les chiffres en question sont connectés. Le dépassement de 
cette taille limite entraînera alors le commencement de la constmction d'un nouveau chiffre. 
Ces procédures, tout comme le test de saut de segment, sont rendues nécessaires par le 
caractère complexe et inconstant du signal vocal, qui force régulièrement le système à 
mettre en œuvre des mesures de correction pour obtenir une bonne qualité de 
reconnaissance. Dans des conditions de segmentation et d'identification idéales, de telles 
actions ne seraient effectivement pas nécessaires, et la reconstitution des chiffres pourrait se 
dérouler avec un simple remplissage des tableaux de constmction. 
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4.6.3.4 Procédure s d e transition entr e deux chiffre s 
Lorsqu'un chiffre est complété, il convient de lancer, si besoin est, la constmction du chiffre 
suivant. Comme nous l'avons mentionné précédemment, dans la majeure partie des cas les 
infonnations nécessaires à ce nouveau départ se trouvent dans le tableau 2, mais certaines 
situations requièrent un traitement particulier. Les actions à réaliser dépendront donc des 
conditions rencontrées : 
lorsque le segment en cours est un silence, on imtialise toutes les cases du tableau 1 
à zéro; 
lorsque le tableau 1 s'avère entièrement vide, ce qui airive quand le segment 
précédent était un silence, un simple transfert du contenu du tableau 2 vers le tableau 
1 pemiet de débuter la constmction d'un nouveau chiffre; 
lorsque l'on est en présence d'un son non-voisé, on copie également le contenu du 
tableau 2 dans le tableau 1 ; 
lorsqu'aucune des conditions mentionnées ci-dessus n'est rencontrée, la procédure 
est plus complexe, le nouveau contenu du tableau 1 dépendant alors du résultat d'un 
test de superposition destiné à déterminer si le deniier segment du chiffre venant de 
se conclure se confond avec le premier segment du chiffre à venir. 
Ce test de superposition est rendu nécessaire en raison de la présence, dans le vocabulaire, 
de sons pouvant être situés aussi bien en début qu'en fin de chiffre. C'est notamment le cas 
du son \ii\, présent à la fois en fin des chiffres 1, 7 et 9, et en début de chiffre 9, mais 
également des sons \o\ et \s\, voire \t\, dont l'appartenance à cette catégorie de superposition 
est notifiée dans le tableau des associations. Cette particularité ne permet donc pas une 
détection idéale des frontières lorsque les chiffres concernés sont prononcés de façon 
continue les uns à la suite des autres, comme le montre la figure 4.27. Sur cette figure, 
présentant les prononciations successives des chiffres 1 et 9, le troisième segment, qui 
représente à la fois le son \n\ final du one et le son \ii\ initial du nine, est découpé en un seul 
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bloc, sans distinction entre la partie appartenant au premier chiffre, et celle appartenant à 
son successeur. 
2000 
1000 
-1000 
-2000 
-3000 
0 
Ctiaine d e chiffr e 1 9 
0,2 U, ; 
Durée l's' i 
0,4 
Figure 4.27 Exemple  de  chiffres consécutifs  superposés. 
Lorsque le segment précédent a donc été repéré comme appartenant à une catégorie de 
superposition, la procédure de vérification est lancée, faisant une nouvelle fois appel au 
troisième tableau de constmction. Ce test se déroule alors en deux étapes : 
le tableau 3 est tout d'abord rempli avec les quatre candidats du segment précédent; 
on effectue ensuite second un remplissage uniquement sur les lignes activées, avec 
les infonnations du segment en cours, en réduisant toutefois les valeurs des seuils de 
distances tolérées, afin que ce test ne soit pris en compte que lorsque les condifions 
de reconnaissance sont jugées satisfaisantes. 
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Si une entrée est repérée à l'issue de la seconde étape, on estimera alors qu'il y a 
effectivement une superposition des deux chiffres consécutifs, et on place alors le contenu 
du tableau 3 dans le tableau 1. Si le test n'est en revanche pas concluant, ou que le segment 
précédent n'appartenait pas à une catégorie de superposition, on copie simplement le 
contenu du tableau 2 dans le tableau 1. 
Toutes ces opérations pennettent donc d'assurer la continuité du processus de 
reconnaissance au cours des différents chiffres, mais la réussite de cette continuité dépend 
principalement de la capacité du système à repérer avec exactitude la fin de constmction 
d'un chiffre, capacité d'autant plus élevée que l'étiquetage des segments est correct. 
Concemant les chiffres dont la reconstitution est complétée, il reste d'ailleurs à les identifier 
en analysant le contenu final du tableau de reconstmction. 
4.6.3.5 Validatio n d e la construction 
Cette procédure d'identification sert en fait à valider toute la constmction effectuée 
auparavant, puisqu'il ne s'agit pas simplement de sélectionner le chiffre ayant le poids le 
plus élevé, mais également de s'assurer que ce chiffre répond à certains critères de 
modélisation, comme : 
- une taille minimale; 
un nombre minimal d'états activés, selon les chiffres considérés; 
l'activation obligatoire de certains états clés, selon les chiffres considérés. 
Concrètement, une fois l'assurance acquise que la taille du chiffre constmit est 
suffisamment grande pour autoriser la validation, la ligne de poids maximal est 
sélectionnée, et son contenu est vérifié pour garantir la cohérence du choix de validation, 
compte tenu de la stmcture des mots du vocabulaire : 
les chiffres 3, 8 et 0 peuvent ne posséder qu'un seul état activé; 
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les chiffres 1, 2, 4, 5 et zéro doivent posséder au moins deux états actifs; 
les chiffres 6 et 7 doivent impérativement présenter un intérieur actif lorsque leur 
milieu n'est activé que par un poids de 0,25; 
le chiffre 9 doit posséder une fin active, si le poids de son milieu est égal à 0,25. 
Ces exigences assurent une certaine logique dans la validation des chiffres, puisque si elles 
ne sont pas respectées par la ligne de poids maximal, c'est alors la ligne venant en second 
qui est sélectionnée pour procéder à la validation. Il serait effectivement illogique de 
valider, par exemple, un chiffre 7 ne présentant qu'un début, quand le chiffre 5, de poids 
moins fort, semble bien plus complet. Ces procédures de correction sont donc présentes 
pour rattraper certaines erreurs, mais dans la majorité des cas, c'est bien la ligne de poids 
maximal qui sera retenue, les erreurs provenant alors plutôt d'étiquetages incorrects. Pour 
conclure cette partie, et mieux visualiser la tâche de validation, la figure 4.28 présente le 
contenu final du tableau de constmction pour le chiffre 6 présenté sur la figure 4.22. 
One 
Two 
Three 
Fou 
Five 
Six 
Seven 
Eight 
Nine 
Zéro 
Oh 
Début 
0,5 
60 
60 
12 
Milieu 
32 
24 
0,5 
28 
Intérieur 
60 
Fin 
60 
Poids 
32,5 
204 
60.5 
40 
États actifs 
2 
4 
2 
2 
Figure 4.28 Exemple  de  construction complétée  pour le  chiffre 6. 
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4.7 Conclusio n 
De la segmentation en unités phoniques, au processus de reconnaissance basé sur la 
modélisation acoustique du vocabulaire, on retrouve dans cette méthode plusieurs aspects 
mentionnés au cours du chapitre précédent, et utilisés de façon différente dans de nombreux 
systèmes. Ici, nous nous sommes principalement focalisés sur le caractère restreint du 
vocabulaire étudié, et la possibilité d'en classer les sons selon plusieurs catégories afin de 
réduire l'espace de recherche et de faciliter l'identification des unités acoustiques 
incomiues. Découlant de cette analyse lexicale, une technique se présentait alors, consistant 
à simuler la reconstruction des chiffres, à la manière des méthodes de modélisation 
probabiliste, mais selon une approche plus adaptée à nos besoins, tirant parti d'une bonne 
connaissance du vocabulaire pour pemiettre la reconnaissance d'une façon peu coûteuse en 
calculs et en mémoire. 
Cette dernière caractéristique est d'ailleurs l'un des atouts majeurs de la méthode 
développée pour ce mémoire, et ce grâce à aux particularités apportées à chacune des étapes 
importantes du processus. Au-delà du choix de représenter l'infomiation vocale au moyen 
des paramètres robustes que sont les coefficients cepstraux, c'est donc surtout leur 
utilisation intelligente pour les tâches de détection d'activité vocale et de segmentation qui 
rend leur présence intéressante dans l'optique d'optimiser au maximum le processus pour 
une application sur un système aux ressources limitées. La structure de la tâche de 
reconnaissance présente quant à elle un très grand intérêt, de par son espace de recherche 
réduit et l'absence de longs calculs destinés à trouver le chemin optimal. Le second 
avantage introduit par cette méthode concemé la taille du vocabulaire de référence, puisque 
ce dernier n'est constitué que de 40 unités différentes, chacune représentée par un simple 
vecteur spectral. Cette volonté d'optimisation ne doit néanmoins pas nuire à la qualité de la 
reconnaissance, et le chapitre 5 nous pemiettra de présenter les résultats des divers tests 
effectués pour s'assurer de l'efficacité de notre méthode de reconnaissance vocale. 
CHAPITRE 5 
PRÉSENTATION DES RÉSULTATS 
5.1 Introductio n 
La méthode présentée au chapitre précédent semble donc théoriquement très séduisante, 
mais il faut maintenant évaluer ses perfomiances pratiques, afin de pouvoir tirer des 
conclusions quant à son efficacité. Ce chapitre aura donc pour but de présenter les résultats 
des tests de reconnaissance des dix chiffres constituant notre vocabulaire, effectués sur un 
grand ensemble de locuteurs différents. Les paramètres utilisés pour représenter le signal 
sont ceux décrits au début du chapitre 4 : un jeu de 20 coefficients obtenus à partir de trames 
de 13ms supeiposées à 50%. Nous présenterons donc tout d'abord la base de données 
utilisée pour constituer notre dictionnaire de référence ainsi que l'ensemble des échantillons 
de test. Viendra ensuite la présentation des résultats axée sur trois éléments majeurs : 
le gain de place mémoire obtenu grâce à la création d'un dictionnaire spécialement 
adapté aux caractéristiques du vocabulaire étudié; 
la rapidité du processus de recomiaissance; 
la réussite de la reconnaissance en milieux mono et multi-locuteurs, pour des chiffres 
tant isolés que connectés. 
Concemant ces deux demiers points, il sera intéressant d'observer l'apport de certains 
aspects du processus d'identification de segments. Cette phase est en effet une des clés de la 
reconnaissance, puisque tout le processus de reconstmction est basé sur les résultats de 
l'étiquetage, et des erreurs à ce niveau peuvent donc réduire considérablement l'efficacité 
de la méthode. C'est notamment pour cela que l'on a mis en œuvre tout un système 
d'identification des segments par catégorisation acousfique, censé réduire l'espace de 
comparaison et ainsi apporter une plus grande liberté de traitement, selon la catégorie dans 
laquelle se trouve le son. Ainsi, alors que l'on devrait initialement comparer l'unité 
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inconnue avec chacune des 40 références, la détection de voisement permet de diviser 
l'espace de comparaison en deux parties, avant que la sélection énergétique ne divise elle-
même la partie des sons voisés. Le processus d'identification final vient ensuite compléter le 
tout, en appliquant tout un système de vérifications et coiTcctions pour revenir en arrière en 
cas de doute. Il serait donc intéressant de mesurer l'évolution de la qualité de la 
reconnaissance au fur et à mesure que l'on développe la catégorisation, et la figure 5.1 
présente le cheminement des tests que nous effectuerons, incorporant également l'apport de 
l'unifomiisation acoustique des segments, décrite au paragraphe 5.1 du chapitre 4. 
Test 1 : 
Comparaison sans 
catégorisation ni 
uniformisation de 
segment 
Test 2: 
Comparaison avec 
détection de 
voisement 
Test 5: 
Comparaison avec 
détection de voisement et 
séparation énergétique 
consonne 
Tes 
s/voyelles 
t7 : 
Comparaison utilisant le 
processus complet 
d'identification, sans 
l'uniformisation de 
segment 
Test 3 
Comparaison avec 
uniformisation de 
segment 
Test 4: 
Comparaison avec 
détection de voisement et 
unifomiisation de 
segr nent 
1 ' 
Test 6: 
Comparaison avec 
détection de voisement, 
séparation énergétique 
consonnes/voyelles et 
uniformisation de 
segment 
— • 
Test 8: 
Comparaison utilisant le 
processus complet 
d'identification et 
r uniformisation de 
segment 
Figu re 5.1 Répartition  des  tests effectués pour évaluer  l'efficacité  de  la reconnaissance. 
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5.2 L a base de données TI-DIGIT S 
Les données utilisées pour constituer nos références et les occurrences de test proviennent 
du corpus TI-DIGITS. Cette base de données, qui regroupe plus de 25 000 séquences de 
chiffres prononcées par plus de 300 hommes, femmes et enfants différents dans un 
enviromiement calme, et échantillonnées à 20 000 Hz, a été constmite au Texas en 1982, 
pour les besoins des laboratoires de Texas Instmments Incorporated (Léonard, 1984). Plus 
précisément, pour chacun des locuteurs, 77 séquences de chiffres sont mémorisées, 
comprenant aussi bien des chiffres isolés (mais entourés de larges zones de silence), que des 
chaînes de deux à sept chiffres connectés. Il est à préciser que les locuteurs ont été 
sélectionnés parmi 21 régions dialectiques des États-Unis, afin de foumir une bonne 
représentation de l'ensemble des prononciations possibles à travers les différents accents. 
L'objectif d'une telle base de données est de foumir suffisamment d'échantillons de parole 
pour pouvoir évaluer les performances des systèmes de reconnaissance vocale 
multilocuteurs. 
Ici, notre intérêt sera de clairement séparer l'ensemble de référence et l'ensemble de test, 
afin de pouvoir opérer les tests de façon entièrement indépendante des locuteurs 
d'entraînement. Sur les 55 locuteurs masculins en notre possession, nous en utiliserons donc 
25 pour constituer notre dictionnaire de référence, tandis que les tests de reconnaissance 
seront réalisés sur les chiffres prononcés par les 30 locuteurs restants. Chacun des 40 
segments acoustiques du vocabulaire sera donc représenté par 25 versions différentes, à 
partir desquelles nous procéderons à une classification pour n'en conserver qu'un nombre 
réduit, tout en gardant un ensemble suffisamment représentatif de la grande variabilité des 
prononciations. Quant à l'ensemble de test, ces 30 locuteurs possédant chacun deux versions 
de chaque chiffre isolé, cela nous foumit un assortiment de 660 mots à identifier, ce qui 
représente une quantité suffisamment importante pour juger de l'efficacité de la méthode. 
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5.3 Taill e d u dictionnaire d e référence s 
Comme nous l'avons mentiomié au chapitre 3, la taille du dictionnaire de référence joue un 
rôle très important dans bien des applications de reconnaissance de la parole. Plus celle-ci 
est grande, et plus la réussite est assurée, cette affirmation étant d'autant plus vraie pour les 
méthodes de reconnaissance de formes comme la programmation dynamique ou les modèles 
de Markov cachés. Un des objectifs principaux de la méthode développée au cours de ce 
mémoire était donc d'arriver à travailler à partir d'un nombre réduit de références, pour 
pouvoir être applicable sur des systèmes aux ressources limitées. Le choix d'un découpage 
des chiffres en segments acoustiques prédéterminés allait dans ce sens, puisque l'ensemble 
des chiffres du vocabulaire n'est alors représenté qu'au moyen de 40 vecteurs spectraux. 
Chaque segment étant représenté par plusieurs versions (nous choisirons un nombre de 16), 
toutes constituées d'un jeu de 21 coefficients cepstraux, nous pouvons détailler le contenu 
du dictionnaire de la façon suivante : 
40 segments acoustiques représentant les 11 chiffres; 
16 versions de chaque segment; 
21 coefficients LPCC pour représenter un segment acoustique; 
16 bits pour coder un coefficient. 
Le dictiormaire ainsi constitué nécessitera donc un espace mémoire de 27 Ko. Pour 
bénéficier d'un point de comparaison, il peut être intéressant de présenter un tel calcul pour 
une méthode de reconnaissance par programmation dynamique. Sachant que dans ce cas là, 
chacun des chiffres doit être représenté par l'ensemble des vecteurs court-terme qui le 
composent et que, pour le vocabulaire présentement étudié, on dénombre une moyenne de 
74 trames par chiffre, on peut donc détailler le contenu du dictionnaire de la façon suivante : 
11 chiffres entiers; 
74 trames, en moyemie, pour constituer un chiffre; 
16 versions de chaque chiffre; 
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21 coefficients LPCC pour représenter une trame; 
16 bits pour coder un coefficient. 
Ce qui nous donne un dictionnaire dont la taille est égale à 547 Ko. Le tableau 5.1 nous 
pemiet de comparer les deux valeurs obtenues, et rend bien compte du gain de place réalisé 
grâce à la création d'un dictionnaire spécialement adapté à la stmcture du vocabulaire 
étudié. On peut également comparer cela avec les 47 Ko et 8737 Ko requis par Levy pour 
obtenir des taux de réussite respectifs de 89% et 96,3%, en utilisant les modèles de Markov 
cachés (Lévy et al, 2004). 
Tableau 5.1 
Comparaison de la taille des dictionnaires de référence 
Taille du 
dictionnaire d e 
référence 
Méthode développé e 
pour ce mémoire 
27 Ko 
Méthode par 
programmation dynamiqu e 
547 Ko 
5.4 Rapidité de la reconnaissanc e 
La taille réduite du dictionnaire de référence n'offre pas des avantages uniquement en ce qui 
concemé l'espace mémoire, elle est également très importante pour réduire le temps de 
calcul nécessaire à la reconnaissance des chiffres. Le processus d'identification est 
effectivement basé sur une comparaison avec l'ensemble des références, et moins il y en a, 
plus cette phase est rapide. C'est donc là tout l'intérêt de la classification des sons, qui 
pemiet de réduire d'avantage l'espace de comparaison. Le tableau 5.2 présente le temps de 
calcul, en secondes, nécessaire à la phase d'étiquetage des segments pour la reconnaissance 
de chacun des 11 chiffres du vocabulaire, effectuée au moyen des huit tests présentés sur la 
figure 5.1. 
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Tableau 5.2 
Durée du processus d'étiquetage des segments (en secondes) 
Chiffre 
One 
Two 
Three 
Four 
Five 
Six 
Seven 
Eight 
Nine 
Zéro 
Oh 
moyenne 
Test 1 
0,0646 
0,0438 
0,0619 
0,0579 
0,0589 
0,0604 
0,0599 
0,0403 
0,0681 
0,068 
0,0391 
0,0566 
Test 2 
0,0413 
0,0234 
0,0361 
0,0323 
0,0290 
0,0225 
0,0355 
0,0198 
0,0423 
0,0395 
0,0257 
0,0316 
Test 3 
0,0635 
0,0442 
0,061 
0,0603 
0,0609 
0,0609 
0,0615 
0,0406 
0,0693 
0,0692 
0,0401 
0,0574 
Test 4 
0,0443 
0,0229 
0,0349 
0,0354 
0,0319 
0,0255 
0,037 
0,0216 
0,0465 
0,0418 
0,0276 
0,0336 
Test 5 
0,0473 
0,0228 
0,0323 
0,0322 
0,0296 
0,0207 
0,035 
0,0208 
0,0447 
0,0395 
0,0249 
0,0318 
Test 6 
0,0494 
0,0255 
0,0366 
0,0416 
0,0369 
0,0241 
0,037 
0,0249 
0,0453 
0,0447 
0,0265 
0,0357 
Test? 
0,0542 
0,0281 
0,044 
0,0353 
0,0354 
0,0299 
0,0485 
0,0282 
0,0655 
0,0499 
0,0359 
0,0413 
Tests 
0,0563 
0,0308 
0,0483 
0,0447 
0,0427 
0,0333 
0,0505 
0,0323 
0,0661 
0,0551 
0,0375 
0,0486 
L'analyse de ce tableau nous montre l'intérêt d'une séparation des sons voisés/non-voisés 
pour effectuer la reconnaissance, puisque le test 2 est 1,8 fois plus rapide que le test 1. 
L'uniformisation des segments, introduite dans les tests 3 et 4, ne rallonge quant à elle que 
très peu le temps de calcul, de même que l'ajout du procédé de sélection consonne/voyelle 
par différenciation énergétique, présent dans les tests 5 et 6. Le processus complet 
d'étiquetage, incluant les opérations de vérification et de coiTection, rallonge en revanche 
nettement plus le temps de traitement, mais ce demier reste tout de même largement 
inférieur à celui obtenu au moyen du test de base. Pour juger de son intérêt, il restera alors à 
déterminer son influence sur la qualité de la reconnaissance. 
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Il est également important de mesurer le temps de traitement des autres modules de notre 
méthode de reconnaissance, à savoir : 
le module 1 constitué des étapes d'extraction des paramètres et de détection 
d'activité vocale; 
le module 2 constitué de la phase de segmentation; 
le module 4 constitué de la phase de reconstruction et de reconnaissance des chiffres. 
Le tableau 5.3 présente donc ces mesures pour la recomiaissance de chacun des 11 chiffres 
du vocabulaire, incluant également la durée de traitement du module 3, qui coixespond à 
l'étiquetage des segments effectué au moyen du test 8. 
Tableau 5.3 
Temps de traitement des différentes parties de la méthode de reconnaissance (en secondes) 
Chiffre 
One 
Two 
Three 
Four 
Five 
Six 
Seven 
Eight 
Nine 
Zéro 
Oh 
moyenne 
Durée 
du 
chiffre 
0,4399 
0,3621 
0,4489 
0,4468 
0,5536 
0,6146 
0,5351 
0,3351 
0,5255 
0,5342 
0,3555 
0,4684 
Durée du 
module 1 
0,2107 
0,2037 
0,2021 
0,2213 
0,2313 
0,265 
0,2386 
0,201 
0,2253 
0,2323 
0,201 
0,2211 
Durée du 
module 2 
0,0281 
0,0228 
0,0274 
0,0283 
0,0332 
0,0338 
0,0312 
0,0214 
0,0335 
0,031 
0,0244 
0,0286 
Durée du 
module 3 
0,0563 
0,0308 
0,0483 
0,0447 
0,0427 
0,0333 
0,0505 
0,0323 
0,0661 
0,0551 
0,0375 
0,0452 
Durée du 
module 4 
0,0155 
0,0161 
0,0162 
0,0162 
0,0156 
0,0157 
0,016 
0,0156 
0,016 
0,0172 
0,0156 
0,0159 
Durée totale de 
la 
reconnaissance 
0,3129 
0,2734 
0,2940 
0,3105 
0,3228 
0,3478 
0,3363 
0,2703 
0,3409 
0,3356 
0,2785 
0,3108 
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Ce tableau nous permet donc de constater que la durée de la phase de reconstmction est 
négligeable par rapport à la durée totale de traitement. C'est une grande réussite, étant 
donné que ce processus de recherche du chemin optimum était l'un des éléments les plus 
complexes des autres méthodes de reconnaissance. Mais plus globalement, nous pouvons 
noter la rapidité de l'ensemble du processus de reconnaissance par rapport à l'étape de 
traitement du signal (module 1), comme cela est clairement présenté dans le tableau 5.4. 
Tableau 5.4 
Répartition du temps de calcul 
Pourcentage de la 
durée total e 
Phase de traitement 
du signal 
71% 
Phase de 
segmentation 
9,2% 
Phase de 
reconnaissance 
19,8% 
Si l'on y inclut la phase de segmentation, le processus de reconnaissance ne représente donc 
que 29% du temps total de traitement. Ces chiffres sont à comparer avec les résultats 
obtenus par Hui et  al  (1998), lesquels présentaient une reconnaissance par programmation 
dynamique occupant plus de 70% de la durée totale de traitement. Pour plus de précision, 
nous avons donc également effectué une reconnaissance par programmation dynamique des 
11 chiffres de notre vocabulaire, dans des conditions semblables à celles utilisées pour les 
tests présentés plus haut : même ensemble de référence, même ensemble de test, même 
nombre de coefficient cesptraux...Le tableau 5.5 présente donc une comparaison entre les 
durées de traitement de la reconnaissance par notre méthode, et par la méthode de 
programmation dynamique. 
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Tableau 5.5 
Comparaison des durées de reconnaissance par deux méthodes 
différentes (en secondes) 
Chiffre 
One 
Two 
Three 
Four 
Five 
Six 
Seven 
Eight 
Nine 
Zéro 
Oh 
Moyenne 
Méthode développé e 
pour ce mémoir e 
0,3129 
0,2734 
0,294 
0,3105 
0,3228 
0,03478 
0,3363 
0,2703 
0,3409 
0,3356 
0,2785 
0,3108 
Méthode de 
programmation dynamiqu e 
3,9626 
4,1098 
4,0574 
4,1589 
4,4630 
4,6713 
4,3194 
3,6743 
4,3969 
4,4261 
3,7354 
4,1796 
On peut ainsi observer que la méthode présentée au cours de ce mémoire affiche un temps 
de calcul 13 fois inférieur au temps requis pour effectuer la reconnaissance en utilisant un 
algorithme de programmation dynamique. Cette différence importante provient du fait que 
l'on a été capable d'adapter la méthode de recomiaissance à la structure du vocabulaire 
concemé, réduisant alors considérablement l'espace de comparaison ainsi que la complexité 
du processus de recherche de la référence la plus proche du mot incomiu. Précisons tout de 
même que ces tests ont été réalisés au moyen du logiciel Matlab, sur un ordinateur doté d'un 
processeur relativement récent. Une utilisation sur un processeur de traitement du signal 
moins puissant ne permettrait donc pas d'obtenir une telle rapidité de calcul, mais l'intérêt 
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ici est de pouvoir observer le gain de temps obtenu grâce aux spécificités de notre méthode 
par rapport à d'autres plus exigeantes. 11 reste maintenant à déterminer si tous ces gains 
d'espace mémoire et de rapidité n'ont pas engendré trop de sacrifices au niveau de la qualité 
de la recomiaissance. 
5.5 Réussit e de la reconnaissanc e 
L'efficacité d'une méthode de reconnaissance vocale se mesure principalement sur sa 
capacité à assurer un taux de réussite élevé. La méthode développée pour ce mémoire est 
conçue pour fonctiormer aussi bien sur des chiffres isolés que connectés, mais nous nous 
focaliserons tout d'abord sur les résultats des reconnaissances de chiffres isolés, puisque 
c'est de là que découle majoritairement la réussite de la reconnaissance de chiffres 
connectés. En premier lieu, il est intéressant de s'assurer du succès de la recomiaissance 
monolocuteur, c'est-à-dire utilisant comme locuteurs de tests ceux employés pour constituer 
le dictionnaire de références. Le résultat global obtenu est de 94,55% de chiffres reconnus 
correctement, et bien que légèrement inférieur aux résultats obtenus par les méthodes plus 
complexe, il en reste malgré tout acceptable. 
Les résultats de la reconnaissance multilocuteurs foumissent quant à eux plus d'indications 
quant à la robustesse de la méthode. Le succès y est effectivement plus difficile à obtenir, 
étant donné les grandes variations de prononciation entre chaque locuteur différent. Le 
processus d'identification de segments joue donc ici un rôle très important, et il est 
intéressant de présenter les résultats en fonction de l'évolution de sa complexité. Le tableau 
5.6 regroupe donc l'ensemble des résultats de reconnaissance pour chacun des huit tests 
présentés sur la figure 5.1. 
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Tableau 5.6 
Taux de réussite global de la reconnaissance indépendante du locuteur, pour des chiffres 
isolés 
Pourcentage 
de chiffre s 
correctement 
reconnus 
Testl 
76,36 
Test 2 
76,67 
Test 3 
80 
Test 4 
78,18 
Tests 
77,88 
Test 6 
80,91 
Test? 
84,24 
Test 8 
90,15 
On peut ainsi obsei-ver l'apport des différents éléments du processus d'étiquetage de 
segments. En premier lieu, c'est l'uniformisation des segments qui semble présenter une 
grande efficacité par rapport à un simple calcul de moyenne spectrale de l'ensemble des 
trames d'un segment. Son association avec le processus complet d'étiquetage nous pemiet 
ensuite d'obtenir un résultat largement supérieur aux autres tests. En retenant le meilleur 
test, on peut alors effectuer une comparaison avec la reconnaissance par programmation 
dynamique, comme présenté par le tableau 5.7. 
Tableau 5.7 
Comparaison des taux de réussite de la reconnaissance par deux méthodes 
différentes (en secondes) 
Pourcentage de 
chiffres 
correctement 
reconnus 
Méthode développé e 
pour ce mémoire 
90,15 
Méthode de 
programmation dynamiqu e 
93,94 
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La différence de réussite est certes à l'avantage de la méthode de recormaissance par 
programmation dynamique, mais l'écart est suffisamment faible pour que l'on puisse 
considérer le résultat de notre méthode comme étant satisfaisant, compte tenu des 
différences de complexité entre ces deux algoritlimes. 
Le demier point à vérifier concemé la réussite de la reconnaissance sur des chaînes de 
chiffres connectés, puisque c'est une des caractéristiques importantes de notre méthode. 
Nous effectuons donc des tests sur des séquences de deux, trois et quatre chiffres, les 
résultats étant présentés dans le tableau 5.8. 
Tableau 5.8 
Résultats de la reconnaissance de chiffres connectés 
Pourcentage d e 
chiffres 
correctement 
reconnus 
Séquence de 2 
chiffres 
85,56 
Séquence d e 3 
chiffres 
81,98 
Séquence de 4 
chiffres 
77,08 
Si le résultat est correct pour de courtes séquences de chiffres, nous pouvons observer que la 
réussite diminue en même temps que le nombre de chiffres d'une séquence augmente. La 
segmentation est notamment en cause, étant donné que la détection des pics de variations 
spectrales est d'autant plus difficile que la zone de parole traitée est grande. Un second 
élément d'explication peut être apporté par la séparation consomies/voyelles par sélection 
énergétique, qui est moins efficace lorsque l'énergie moyenne de la zone de parole est 
élevée, ce qui est le cas quand plusieurs chiffres sont prononcés successivement en un temps 
restreint. 
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5.6 Conclusion 
Le tableau 5.9 présente un récapitulatif des résultats principaux de la méthode de 
reconnaissance vocale présentée au cours de ce mémoire. 
Tableau 5.9 
Récapitulatif des résultats principaux de la reconnaissance multilocuteurs sur 
des chiffres isolés 
Chiffre 
One 
Two 
Three 
Four 
Five 
Six 
Seven 
Eight 
Nine 
Zéro 
Oh 
moyenne 
Réussite 
(%) 
95 
96,67 
86,67 
93,33 
86,67 
98,34 
95 
88,34 
85 
75 
93,33 
90,30 
Durée du chiffr e 
(s) 
0,4399 
0,3621 
0,4489 
0,4468 
0,5536 
0,6146 
0,5351 
0,3351 
0,5255 
0,5342 
0,3555 
0,4684 
Durée totale de reconnaissanc e 
(s) 
0,3129 
0,2734 
0,2940 
0,3105 
0,3228 
0,3478 
0,3363 
0,2703 
0,3409 
0,3356 
0,2785 
0,3112 
On en retient donc que le taux de reconnaissance est satisfaisant pour la taille du 
dictionnaire à partir duquel nous travaillons. Pour rappel, la plupart des systèmes de 
reconnaissance travaillent avec des dictionnaires de plusieurs centaines, voire milliers, de 
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Ko. La rapidité observée est également très appréciable, grâce à un algorithme de 
reconnaissance spécialement adapté au vocabulaire concemé. Notre méthode devrait donc 
pouvoir fonctionner sur des systèmes aux ressources limitées, et fournir des résultats 
convenables. Il reste toutefois à améliorer la reconnaissance des chiffres connectés, en se 
focalisant principalement sur les phases de segmentation et d'étiquetage, puisque c'est de là 
que proviennent les principales erreurs. 
CONCLUSION 
L'objectif de ce mémoire était de développer une méthode de reconnaissance robuste de la 
parole pouvant travailler sur un vocabulaire de dix chiffres, à partir d'un système possédant 
des ressources limitées. La plupart des méthodes utilisées habituellement sont en effet très 
lourdes en calculs et en place mémoire, et voient leurs résultats chuter dès lors que l'on 
tente de les alléger. Nous avons donc jugé judicieux d'analyser le vocabulaire à identifier, 
afin d'en extraire certaines caractéristiques qui pounaient nous aider à élaborer un moyen. 
La méthode ainsi enfantée se base sur un modèle général de construction des chiffres, à 
partir duquel nous pouvons simuler leur reconstruction. Les éléments utilisés pour cette 
reconstmction sont des segments acoustiques obtenus après un découpage basé sur les 
variations spectrales du signal, sur toute la durée du chiffre à identifier. L'algorithme de 
reconstitution prend également en compte de nombreuses propriétés propres aux éléments 
du vocabulaire étudié, qu'elles soient d'ordre acoustique ou lexical, afin de réduire l'espace 
de recherche, et de favoriser la sélection intelligente du chiffre le plus similaire à celui que 
nous souhaitons identifier. 
Les résultats obtenus sur un grand nombre de locuteurs différents se montrent très 
satisfaisants, surtout si l'on prend en compte les larges gains d'espace mémoire et de temps 
d'exécution obtenus par rapport aux autres méthodes plus classiques. On peut ainsi noter 
que ces gains sont si imposants qu'il nous serait possible de rajouter plus de références dans 
le dictionnaire, ou d'améliorer le processus d'identification de segments, afin de rehausser 
les performances, tout en restant encore dans les limites de ressources fixées par le système. 
L'intérêt de cette méthode se situe également dans la possibilité de reconnaître des chaînes 
de chiffres connectés sans ajout de complexité par rapport à la reconnaissance de chiffres 
isolés. Cette tâche fonctionne d'ailleurs coiTectement, mais est tout de même très 
dépendante de la qualité des phases de segmentafion et d'identification. Une améliorafion de 
ces deux éléments serait effectivement une des clés pour garantir de meilleurs résultats de 
reconnaissance. 
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Enfin, il pourrait être intéressant d'adapter cette méthode à d'autres vocabulaires, en 
réajustant simplement le modèle et les contraintes de construction aux nouvelles 
caractéristiques de l'espace de travail. Si cela a fonctionné pour notre vocabulaire de dix 
chiffres, il n'y a effectivement pas de raison que ce ne puisse pas être le cas pour n'importe 
quel autre vocabulaire restreint, si tant est que l'on est capable de l'analyser suffisamment 
minutieusement pour en détenniner les propriétés de modélisation. 
ANNEXE I 
REPARTITION DES SEGMENTS DE REFERENCE PARMI LES ONZE 
CHIFFRES DU VOCABULAIRE 
La méthode de recomiaissance développée au cours de ce mémoire s'appuie sur un 
dictionnaire de 40 unités acoustiques, pour reconnaître les chiffres allant de 0 à 9 prononcés 
en anglais (le zéro ayant alors deux prononciations différentes). Cette annexe présente donc, 
au moyen d'une série de figures, la répartition des ces 40 segments sur l'ensemble des 11 
chiffres. Ces segments ont effectivement été sélectionnés selon les résultats les plus 
courants du découpage effectué au moyen de la méthode de segmentation présentée au 
chapitre 4. Il est donc important de préciser que, en pratique, le découpage obtenu n'est pas 
toujours si parfait, dépendamment de la qualité du signal et du locuteur, mais ce document a 
surtout pour objectif de pemiettre la visualisafion des parties importantes constituant chacun 
des chiffres du vocabulaire. 
Chaque figure de cette annexe se présentera donc de la façon suivante : 
la partie centrale contient la fonne temporelle du chiffre, les frontières entre les 
segments successifs étant clairement affichées; 
la partie supérieure affiche les états auxquels sont associés les segments en question : 
début, milieu, intérieur ou fin; 
la partie inférieure affiche la numérotation des segments, telle qu'elle sera utihsée 
pour étiqueter les segments inconnus lors de la phase de reconnaissance. 
Il est enfin important de préciser que les voyelles de certains chiffres ont été découpées en 
trois segments afin d'assurer une meilleur représentation de ces sons, connaissant la 
difficulté avec laquelle ils sont recomius. Les dites voyelles sont ainsi découpées en deux 
segments, là où une variation spectrale est régulièrement obsei-vée, tandis qu'un troisième 
segment représente la totalité du son. 
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Figure Al. l Segmentation  du  chiffre  «  one ». 
Figure Al.2 Segmentation  du  chiffre  «  two ». 
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Figure Al.3 Segmentation  du  chiffre  «  three ». 
Figure A1.4 Segmentation  du  chiffre  «four  ». 
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Figure Al.5 Segmentation  du  chiffre  «five  ». 
Figure Al.6 Segmentation  du  chiffre  «  six ». 
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Figure AL? Segmentation  du  chiffre  «  seven ». 
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Figure Al.8 Segmentation  du  chiffre  «  eight ». 
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Figure A 1.9 Segmentation  du  chiffre  «  nine ». 
Figure Al.10 Segmentation  du  chiffre  «  zéro ». 
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Figure Al . l l Segmentation  du  chiffre  «  oh ». 
ANNEXE II 
TABLEAU D'ASSOCIATION DES SEGMENTS DE RÉFÉRENCE 
Lors de la phase de reconstmction, les 40 segments présentés en annexe 1 sont utilisés par le 
biais d'un tableau indiquant leurs associations avec les différents chiffres du vocabulaire, 
ainsi que leur appartenance à certaines catégories. Ce tableau est donc constitué de 40 
lignes, chacune voyant ses informations réparties de la façon suivante : 
les onze premières colonnes indiquent lorsqu'un son peut être retrouvé dans un ou 
plusieurs chiffres du vocabulaire. Quand c'est le cas, la colonne correspondante 
présente deux informations : une première valeur indiquant l'état du son dans le 
modèle du chiffre, comprise entre 1 et 5 (la valeur 5 signifiant que le segment en 
question peut aussi bien être associé à un état de début que de fin). La seconde 
valeur, comprise entre 1 et 3, représente la force d'association du segment avec le 
chiffre. Lorsque le segment n'est pas associé à un chiffre, la colonne contient 
simplement la valeur 0; 
les cinq dernières colonnes, activées par la valeur 1 ou désactivées par la valeur 0, 
indiquent la catégorie à laquelle appartient le segment : silence, non-voisé, voyelle, 
son \o\ et superposition. Il est important de noter qu'un segment peut n'avoir aucune 
de ces catégories activées. La catégorie « voyelle », notamment, n'est en effet 
activée que pour les segments de voyelles les plus difficiles à identifier avec 
précision. 
Le programme de reconnaissance stocke toutes ces infomiations dans un seul tableau à trois 
dimensions. Pour des raisons de commodité, nous le présenterons ici sous la fonne de quatre 
paires de tableaux, chacune étant constituée d'un premier tableau indiquant les associations 
des segments avec les chiffres, tandis que le second indiquera les catégories des segments. 
Ces quatre paires représentent les quatre catégories de sons : non-voisé (incluant les 
silences), consonnes, voyelles \o\ et autre voyelles. 
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Tableau A2.1 
Tableau d'association des segments de sons non-voisés 
5 
9 
13 
15 
17 
18 
20 
21 
22 
24 
30 
31 
36 
One 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Two 
1 3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 3 
0 
Three 
0 
1 2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Four 
0 
0 
1 
1 
3 
3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Five 
0 
0 
1 
1 
4 
3 
3 
3 
0 
0 
0 
0 
4 1 
0 
0 
0 
Six 
0 
0 
0 
0 
0 
5 
3 
5 
5 
3 
3 
3 
3 
0 
3 3 
0 
0 
Seven 
0 
0 
0 
0 
3 
1 
2 
3 
0 
1 
1 
3 
3 
3 
3 
0 
0 
0 
Eight 
4 3 
0 
0 
0 
0 
0 
3 3 
0 
0 
0 
3 
4 
3 
3 
0 
Nine 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Zéro 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 3 
Oh 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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Tableau A2.2 
Tableau de catégorisation des segments de sons non-voisés 
5 
9 
13 
15 
1? 
18 
20 
21 
22 
24 
30 
31 
36 
Silence 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 
0 
0 
Non-voisé 
1 
1 
1 
1 
1 
1 
0 
1 
1 
0 
0 
1 
1 
Voyelle 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Son \o\ 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
superposition 
1 
0 
0 
0 
0 
1 
0 
1 
1 
0 
0 
1 
0 
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Tableau A2.3 
Tableau d'association des segments de consonnes 
3 
25 
26 
27 
33 
35 
One 
4 3 
0 
4 3 
0 
4 
4 
3 
3 
Two 
0 
0 
0 
0 
0 
0 
Three 
0 
0 
0 
0 
0 
0 
Four 
0 
0 
0 
0 
0 
0 
Five 
0 
0 
0 
0 
0 
0 
Six 
0 
0 
0 
0 
0 
0 
Seven 
4 
4 
4 
4 
4 
4 
2 
3 
3 
3 
2 
2 
Eight 
0 
0 
0 
0 
0 
0 
Nine 
5 3 
0 
5 3 
0 
5 
5 
3 
3 
Zéro 
0 
0 
0 
0 
0 
0 
Oh 
0 
0 
0 
0 
0 
0 
Tableau A2.4 
Tableau de catégorisation des segments de consonnes 
3 
25 
26 
27 
33 
35 
Silence 
0 
0 
0 
0 
0 
0 
Non-voisé 
0 
0 
0 
0 
0 
0 
Voyelle 
0 
0 
0 
0 
0 
0 
Son \o\ 
0 
0 
0 
0 
0 
0 
superposition 
1 
0 
1 
0 
1 
1 
Tableau A2.5 
Tableau d'association des segments de voyelles 
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6 
7 
8 
10 
11 
12 
16 
19 
23 
28 
29 
32 
34 
3? 
One 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Two 
2 
2 
2 
3 
3 
3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Three 
0 
0 
0 
2 
2 
2 
3 
3 
3 
0 
0 
0 
0 
0 
0 
0 
0 
Four 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Five 
0 
0 
0 
0 
0 
0 
2 3 
0 
0 
0 
0 
0 
2 2 
0 
Six 
0 
0 
0 
0 
0 
0 
0 
2 3 
0 
0 
0 
0 
0 
0 
Seven 
0 
0 
0 
0 
0 
0 
0 
0 
2 3 
0 
0 
0 
0 
0 
Eight 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
2 
2 
3 
3 
3 
0 
0 
Nine 
0 
0 
0 
0 
0 
0 
2 2 
0 
0 
0 
0 
0 
2 3 
0 
Zéro 
0 
0 
0 
0 
0 
0 
0 
2 2 
0 
0 
0 
0 
0 
2 3 
Oh 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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Tableau A2.6 
Tableau de catégorisation des segments de voyelles 
6 
7 
8 
10 
11 
12 
16 
19 
23 
28 
29 
32 
34 
3? 
Silence 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Non-voisé 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Voyelle Son \o\ 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
superposition 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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Tableau A2.7 
Tableau de catégorisation des segments de voyelles \o\ 
1 
2 
4 
14 
38 
39 
40 
One 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
1 
2 
1 
1 
Two 
0 
0 
0 
0 
0 
0 
0 
Three 
0 
0 
0 
0 
0 
0 
0 
Four 
2 
2 
2 
2 
2 
2 
2 
2 
1 
2 
3 
2 
1 
1 
Five 
0 
0 
0 
0 
0 
0 
0 
Six 
0 
0 
0 
0 
0 
0 
0 
Seven 
0 
0 
0 
0 
0 
0 
0 
Eight 
0 
0 
0 
0 
0 
0 
0 
Nine 
0 
0 
0 
0 
0 
0 
0 
Zéro 
3 2 
0 
3 
3 
3 
2 
1 
3 
0 
0 
Oh 
2 
2 
2 
2 
2 
2 
2 
1 
3 
1 
1 
2 
3 
3 
Tableau A2.8 
Tableau de catégorisation des segments de voyelles \o\ 
1 
2 
4 
14 
38 
39 
40 
Silence 
0 
0 
0 
0 
0 
0 
0 
Non-voisé 
0 
0 
0 
0 
0 
0 
0 
Voyelle 
0 
0 
0 
0 
0 
0 
0 
Son \o\ superposition 
1 
0 
1 
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