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Abstract
Let X → B be a proper flat morphism between smooth quasi-projective varieties
of relative dimension n, and L→ X a line bundle which is ample on the fibers. We
establish formulas for the first two terms in the Knudsen-Mumford expansion for
det(pi∗Lk) in terms of Deligne pairings of L and the relative canonical bundle K.
This generalizes the theorem of Deligne [1] which holds for families of relative di-
mension one. As a corollary, we show that when X is smooth, the line bundle η
associated to X → B, which was introduced in Phong-Sturm [12], coincides with the
CM bundle defined by Paul-Tian [10, 11]. In a second and third corollaries, we es-
tablish asymptotics for the K-energy along Bergman rays, generalizing the formulas
obtained in [11].
1 Introduction
Let π : X → B be a flat proper morphism of integral schemes with constant relative
dimension n, and let L→ X be a relatively ample line bundle. The theorem of Knudsen-
Mumford [6] says that there exist functorially defined line bundles λj = λj(X,L,B)→ B
with the property:
det π∗(Lk) ≈ λ
( kn+1)
n+1 ⊗ λ
( kn)
n ⊗ · · · ⊗ λ0 for k >> 0 (1.1)
In the case n = 1, Deligne [1] showed that λ2(L,X,B) = 〈L,L〉X/B , the Deligne pairing
of L with itself. If in addition the varieties X and B are smooth, Deligne proved that
λ1(L,X,B)
2 = 〈LK−1, L〉X/B, where K = KX/B = KX ⊗ K
−1
B is the relative canonical
line bundle. Our first result provides a generalization of these formulas to the case where
n ≥ 0:
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Theorem 1 Let π : X → B be a proper flat morphism of integral schemes of relative
dimension n ≥ 0 and let L→ X be a line bundle which is very ample on the fibers.
1. There is a canonical functorial isomorphism
λn+1(L,X,B) = 〈L, ..., L〉X/B (1.2)
2. If X and B are smooth, and K is the relative canonical line bundle of X → B, then
there is a canonical functorial isomorphism
λ2n(L,X,B) = 〈L
nK−1, L, ...L〉X/B (1.3)
where the right sides of (1.2) and (1.3) are Deligne pairings of n+ 1 line bundles.
Remark 1. Knudsen-Mumford prove that the leading term, λn+1(L,X,B), is equal to the
Chow bundle, so (1.2) follows immediately by combining their result with the theorem of
Zhang [24], which gives a formula for the Chow bundle in terms of the Deligne pairing
〈L, ..., L〉. Thus the main content of Theorem 1 is the isomorphism (1.3).
Remark 2. We need to make precise the meaning of “functorial” in statements (1.1), (1.2)
and (1.3). This will be done in §4.
Remark 3. The proof of Theorem 1 generalizes to the case where X → B is a relative
complete intersection, but for simplicity of exposition, we restrict to the smooth setting.
Remark 4. If the base B is compact, then it is easy to see that both sides of (1.2) and
(1.3) have the same Chern class. But in the statement of Theorem 1, the base B is not
assumed to be compact. This means that we can not use a Chern class argument and that
we must work directly with the sections of the relevant line bundles. Allowing B to be
non-compact is important for applications to Ka¨hler geometry, where cases of interest are
test configurations X → B for which the base B is the complex plane.
We shall give proofs of (1.1), (1.2) and (1.3) which use Bertini’s theorem and go by
induction on the dimension n. The proofs are self-contained, and do not rely on the
n = 1 result of Deligne, or the results of Knudsen-Mumford [6] and Zhang [24].
Next we describe two applications of Theorem 1. The first says that the line bundle η,
which was introduced in [12], coincides with the CM line bundle ηCM, which was defined
by Paul-Tian [10, 11]. In order to state the precise result, we first recall the necessary
definitions.
Let π : X → B be a flat proper map of smooth quasi-projective varieties of relative
dimension n, and let L → X be a line bundle which is relatively ample on the fibers.
Let p(k) = a0k
n + a1k
n−1 + · · · be the Hilbert polynomial of the fibers of π, and let
µ = 2a1
a0
= nc1(X)·c1(L)
n−1
c1(L)n
. Let K = KX/B be the relative canonical bundle of X → B.
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The line bundle η → B was introduced in [12] and it is defined as follows:
η(L,X) = 〈L, ..., L〉µ ⊗ 〈K,L, ..., L〉(n+1) , (1.4)
where, in each of the two Deligne pairings, there is a total of n+ 1 line bundles. In [12] it
is proved that the line bundle η has a metric given by the Mabuchi K-energy. In [13] this
point of view was developed and applied to the calculation of the K-energy of a complete
intersection, thus providing a non-linear generalization of the Futaki invariant formulas
discovered by Lu [8] and Yotov [22] (see also the related work of Hou [5], Liu [7], and
Yotov [21]).
Remark 5. We learned recently that the line bundle η had also been deduced from
Riemann-Roch by Shou-Wu Zhang, in a 1993 letter to P. Deligne [23].
The line bundle ηCM → B was introduced in [10] and it is defined as follows:
ηCM(L,X) = λn+1(L,X,B)
µ ⊗
(
λn+1(L,X,B)
n
λn(L,X,B)2
)(n+1)
. (1.5)
This extends to a bundle on the Hilbert scheme whose weights are the Donaldson-Futaki
invariants which were defined in [3].
Corollary 1 Let π : X → B be a flat proper map of smooth quasi-projective varieties
and L → X a line bundle which is very ample on the fibers. Then there is a canonical
functorial isomorphism η(L,X)→ ηCM(L,X).
Before stating the next corollary we need to recall some background from Ka¨hler geometry
(full definitions will be provided in §6): Let X1 be a compact complex manifold and
L1 → X1 an ample line bundle. Then Donaldson [3] defines a test configuration T for
(X1, L1) to be a triple L → X → C plus a homomorphism ρ : C
× → Aut(L,X,C),
where X is a scheme, L→ X is a C× equivariant line bundle, π : X → C is flat and C×
equivariant, π−1(1) = X1 and L|X1 = L1. Donaldson associates to T a rational number
F (T ) which is called the Futaki invariant of T , and which is defined by
ρ(τ)|ηCM(L,X)0 = τ
−F (T )
where ηCM(L,X)0 is the fiber of ηCM(L,X)→ C at the origin. This invariant generalizes
the invariant defined by Tian [18] in the case where the central fiber is normal. We say
that (X1, L1) is K-stable if F (T ) ≤ 0 for all test configurations T , with equality if and
only if T is a product. The conjecture of Yau [19], Tian [18] and Donaldson [3] says that
X1 has a metric of constant scalar curvature in c1(L1) if and only if the pair (X1, L1) is
K-stable.
3
Now assume that L→ X → C is a test configuration with X smooth. Let ω be a Ka¨hler
metric on X, and let ωt = ω|Xt where for t ∈ C
×, we put Xt = π−1(t). Let d =
∫
X1
ωn1 and
define, as in [18], the function
ψ(t) =
1
d
∫
Xt
log
[
ωn ∧ (dπ ∧ dπ¯)
ωn+1
]
ωnt (1.6)
Here we view π : X → C as a holomorphic function, so that dπ is a 1-form on X. The
expression f = ω
n∧(dpi∧dp¯i)
ωn+1
is the ratio of two (n+1, n+1) forms on X whose denominator
is strictly positive, and thus f is a non-negative smooth function on X. Then ψ : C× → R
is smooth and bounded above as t → 0. Let ν(t) = ν(ω1, ρ(t)
∗ωt) be the K-energy of
ρ(t)∗ωt with respect to the base point ω1. Then we have the following generalization of
the formula proved in [11]:
Corollary 2 Let L → X → C be a test configuration with X smooth, and let ω ∈ c1(L)
be a Ka¨hler metric on X. Then
ν(t) − ψ(t) =
F (T )
(n+ 1)d
log |t|2 + O(1) (1.7)
Hence, if the central fiber of X has no component of multiplicity greater than one, then
lim
t→0
ν(t)
log |t|2
=
F (T )
(n + 1)d
(1.8)
This result was obtained in [11] under the following additional assumption: There is a
triple (L,X ,B) with X → B a flat map between smooth projective varieties, L → X
relatively very ample, P(π∗L) ≈ B × PN , (X,L) ≈ (Xb,OPN (1)) for some b ∈ B, with
the property: There is an action of SL(N + 1,C) on the data commuting with all the
projections such that ρ is the restriction of a one parameter subgroup of SL(N + 1,C).
The purpose of Corollary 2 is to remove this assumption.
More generally, suppose L → X → C is a test configuration T and L′ → X ′ → B a flat
family satisfying the hypothesis of Corollary 1. Suppose that there is an imbedding C ⊆ B
such that T is the restriction of the flat family to C. Thus X ′ is smooth, but X need not
be smooth. Then we have the following generalization of Theorem 1 in [11] :
Corollary 3 Let ω ∈ c1(L
′) be a Ka¨hler metric on X ′ and η a Ka¨hler metric on B. Define
ψ(t) =
1
d
∫
Xt
log
[
ωn ∧ π∗ηm
ωn+m
]
ωnt (1.9)
where n +m is the dimension of X. Then
ν(t) − ψ(t) =
F (T )
(n+ 1)d
log |t|2 + O(1) (1.10)
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2 Review of the Deligne pairing
We recall some of the results of Deligne [1] and Zhang [24]: Let π : X → B be a flat
projective morphism of integral schemes of pure relative dimension n. If L0, ..., Ln are line
bundles on X, then the Deligne pairing 〈L0, ..., Ln〉(X/B) is a line bundle on B. It is
locally generated by symbols 〈s0, ..., sn〉, where the sj are rational sections of the Lj whose
divisors, (sj), have empty intersection. The transition functions are determined by the
following relation:
〈s0, ..., fsi, ...sn〉 = f [Y ] · 〈s0, ..., sn〉 (2.1)
where f is a rational function, Y = ∩j 6=i(sj) is flat over B, and f [Y ] = NormY/B(f).
The fact that (2.1) determines a well defined line bundle follows from the Weil reciprocity
formula, which says that if f and g are rational functions on a projective curve such that
(f) ∩ (g) = ∅, then
f [(g)] = g[(f)] (2.2)
where g[(f)] =
∏
j g(pj)
µj if (f) =
∑
j µjpj .
The Deligne pairing satisfies a useful induction formula which is described as follows:
Suppose sj is a rational section of Lj such that Y → B is flat where Y = (sj). Then the
map 〈s0|Y , ..., sˆj|Y , ..., sn|Y 〉(Y/B)→ 〈s0, ..., sn〉(X/B) defines an isomorphism
〈L0|Y , ..., Lˆj|Y , ..., Ln|Y 〉(Y/B)→ 〈L0, ..., Ln〉(X/B) (2.3)
Next let us suppose that for some i < j that Li = Lj , and let 〈s0, ..., sn〉 and 〈t0, ..., tn〉 be
generating sections for 〈L0, ..., Ln〉 as above. Assume that sk = tk for all k 6= i, j. Assume
also that si = tj and sj = ti. Then we have the following formula from [1]
〈s0, ..., sn〉 = (−1)
d〈t0, ..., tn〉 (2.4)
where d =
∏
k 6=i c1(Lk). In [1], the relation (2.4) is only stated for n = 1, but the general
case follows from this and from (2.3).
Finally, we recall that if hj is a smooth metric on Lj, then there is an induced metric
〈h0, ..., hn〉 on the line bundle 〈L0, ..., Ln〉. This metric has the following property: Let φ
be a smooth function on X. Then h0e
−φ is a metric on L0 and
〈h0e
−φ, ..., hn〉 = 〈h0, ..., hn〉 · e−ψ (2.5)
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where ψ : B → C is the function
ψ =
∫
X/B
φ · ω1 ∧ · · · ∧ ωn (2.6)
and ωj = −
√−1
2pi
∂∂¯ log hj is the curvature of hj .
3 Bertini’s Theorem
Our proofs require a variant of Bertini’s theorem to cut down the dimension of our family
X → B so that we obtain a smooth family of smaller relative dimension. We state the
version of the theorem that we need and, for the sake of completeness, we supply a proof.
Proposition 1 Let X ⊆ PN be a smooth quasi-projective subvariety and let Y ⊆ X be
any subvariety with Y 6= X. Let H0 ⊆ P
N be a hyperplane such that H0 ∩ X is smooth.
Let ℓ be a generic pencil of hyperplanes containing H0, that is, ℓ is a generic line in
PN∗ = {H ⊆ P
N : H is a hyperplane} which passes through H0 ∈ P
N
∗ . Then there exists
an open set U ⊆ X such that Y ⊆ U and H ∩ U is smooth for all H ∈ ℓ.
Proof. We first recall the proof of the usual Bertini theorem: Let X ⊆ PN be a smooth
variety of dimension n and let ℓ be a generic pencil of hyperplanes. We wish to show that
H∩X is smooth for all but finitely manyH ∈ ℓ. To see this, let F : X → X×Gr(n,N) (the
set of n planes in PN) be the map which sends x to (x, Tx(X)). Let p : X ×Gr(n,N)→
Gr(n,N) be the projection map. Let Z ⊆ Gr(n,N)×PN∗ be the set of pairs (λ,H) such
that λ ⊆ H . Then π1 : Z → Gr(n,N) has fibers of dimension N−n−1. Let π2 : Z → P
N
∗
be the projection onto the second factor. Thus B = (π2π
−1
1 pF )(X) ⊆ P
N
∗ is a constructible
set of dimension at most N − 1. Moreover, H ∈ B ⇐⇒ H ∩X is not smooth. Thus most
hyperplanes (a non-empty Zariski open set) will intersect X along a smooth divisor. On
the other hand, a line in PN∗ (i.e., a pencil of hyperplanes) will, in general, contain a finite
number of hyperplanes H for which H ∩X is singular.
Now we prove the proposition: Let BY = (π2π
−1
1 pF )(Y ) ⊆ P
N
∗ . Then BY is constructible
and has dimension at most N − 2. Thus a generic pencil ℓ misses BY . Let {H1, ..., Hk} =
{H ∈ ℓ : H ∩ X is not smooth }. Let Uj ⊆ Hj ∩ X be the set of smooth points. Then
Y ⊆ Uj . Then U = ∩Uj is the desired open set, proving the proposition.
Next we let f : X → B be a projective flat morphism between smooth varieties and
L → X a line bundle which is very ample on fibers. Assume that B is affine and fix
b0 ∈ B. Assume as well that X ⊆ B ×P
N is the imbedding given by the complete linear
series of L.
Proposition 2 There exists s ∈ H0(X,L) such that {s = 0} ⊆ X is smooth and flat over
B′ where b0 ∈ B′ ⊆ B is open. Moreover, if s1, s2 ∈ H0(X,L) are two such sections, then
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there exists s′ ∈ H0(X,L) such that {ts1 + (1 − t)s′ = 0} and {ts2 + (1 − t)s′ = 0} are
smooth and flat over B′′ for all t ∈ C (where b0 ⊆ B′′ ⊆ B′ is open).
Proof. Let f : B → Cm be an imbedding where f = (f0, ..., fm) and fj : B → C a
regular function, and f0 = 1. Let x0, ..., xN be the homogeneous coordinates on P
N . Then
the map PN × B → PM given by (x, b) → (fixj) is an imbedding which restricts to an
imbedding of X →֒ PM . Here M = (m+1)(N +1)− 1. Thus, if cij are generic constants,
the usual Bertini theorem says that s =
∑
ij cijfixj = 0 is a smooth subvariety of X. And
this subvariety is flat over B (possibly after shrinking B a little).
Now let s1, s2 ∈ H
0(X,L). Then there exist regular functions f0, ..., fm with f0 = 1 such
that si is a C linear combination of the sections fixj and such that (x, b) → (fixj) is an
imbedding of PN × B. The existence of s′ now follows from Proposition 1.
4 Formula for the leading term
In this section we prove (1.1) and (1.2). Although the results are not new, a methodology
will be developed which will also yield, with suitable adaptations, a proof of (1.3).
Before constructing the isomorphisms of (1.1) and (1.2), we must first make precise the
meaning of “functorial”: Let B be a scheme and suppose we are given, for all sufficiently
large positive integers k, a line bundle Mk → B. Then associated to such a sequence
M• = (Mk) we define, as in [6], a new sequence ∆M• as follows: (∆M•)k = Mk ⊗M−1k−1.
Now let π : X → B be a flat proper morphism of integral schemes of relative dimension
n, and L → X a line bundle which is relatively ample on the fibers. Then a precise
formulation of the Knudsen-Mumford theorem (1.1) is the following:
Theorem 2 There exists, for k >> 0, an isomorphism
σk(L,X,B) : ∆
(n+2)det(π∗Lk) → OB (4.1)
with the functorial property: If φ : (L′, X ′, B′)→ (L,X,B) is a cartesian morphism then
σk(L
′, X ′, B′) ◦ φ∗ = φ∗ ◦ σk(L,X,B) (4.2)
where φ∗ denotes the maps OB → OB′ and ∆(n+2)det(π∗L•)k → ∆(n+2)det(π′∗L
′•)k induced
by φ.
Here we say that φ = (φ2, φ1, φ0) is cartesian if φ0 : B
′ → B and φ1 : X ′ → X are
morphisms such that πφ1 = φ0π
′, the induced map X ′ → X×B B′ is an isomorphism, and
φ2 : L
′ → φ∗1L is an isomorphism of line bundles over B
′.
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Let us spell out the equivalence between (4.1) and (1.1), which is the usual formulation of
the Knudsen-Mumford theorem: Fix n ≥ 0 and assume that (4.1) holds. For k >> 0, we
define
λn+1(X,L, k) = ∆
(n+1)det(π∗L•)k (4.3)
Then (4.1) defines a family of functorial isomorphisms σk,k′(n + 1) : λn+1(X,L, k) →
λn+1(X,L, k
′). Now fix k0 >> 0 and define λn+1(X,L) = λn+1(X,L, k0). Let
λn(X,L, k) = ∆
(n)
{
det(π∗L•)⊗
[
λn+1(X,L)
( •n+1)
]−1}
k
(4.4)
Then σk,k′(n+1) defines functorial isomorphisms σk,k′(n) : λn(X,L, k)→ λn(X,L, k
′). Let
λn(X,L) = λn(X,L, k0) and define
λn−1(X,L, k) = ∆(n−1)
{
det(π∗L•)⊗
[
λn+1(X,L)
( •n+1)
]−1
⊗
[
λn(X,L)
( •n)
]−1}
k
Continuing in this fashion, we construct line bundles λj(X,L) for 0 ≤ j ≤ n + 1 which
satisfy (1.1). Moreover, if φ : B′ → B is a base change, then the construction of the λj pro-
vides an isomorphism φ∗λj(X,L)→ λj(X ′, L′) which is compatible with the isomorphism
φ∗det(π∗Lk)→ det(π′∗L
′k).
Next we give a precise formulation of the statement (1.2) which gives the formula for
λn+1(X,L) in terms of a Deligne pairing:
Theorem 3 Let π : X → B be a flat projective morphism of quasi-projective schemes of
relative dimension n, and L → X a line bundle which is very ample on the fibers. There
exists, for k >> 0, an isomorphism
τk(L,X,B) : ∆
(n+1)det(π∗L•)k → 〈L, ..., L〉 (4.5)
with the functorial property: If φ : (L′, X ′, B′)→ (L,X,B) is a cartesian morphism then
τk(L
′, X ′, B′) ◦ φ∗ = φ∗ ◦ τk(L,X,B) (4.6)
where φ∗ denotes the isomorphism φ∗〈L, ..., L〉 → 〈L′, ..., L′〉 as well as the isomorphism
φ∗∆(n+2)det(π∗Lk) → ∆(n+2)det(π′∗L
′k) induced by φ. In particular, there is a functorial
isomorphism
λn+1(L,X,B) → 〈L, ..., L〉 (4.7)
Note that Theorem 3 implies Theorem 2 upon defining σ•(L,X,B) = ∆τ•(L,X,B).
Finally we give the precise formulation of (1.3):
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Theorem 4 Let π : X → B be a flat projective morphism of smooth quasi-projective
varieties of relative dimension n, and L → X a line bundle which is very ample on the
fibers. There exists, for k >> 0, an isomorphism
µk = µk(L,X,B) : [∆
(n)detπ∗(Lk)]2 → 〈L, ...L〉2k〈KX/BL
n, ..., L〉−1 (4.8)
with the functorial property: If φ : (L′, X ′, B′)→ (L,X,B) is a cartesian morphism then
µk(L
′, X ′, B′) ◦ φ∗ = φ∗ ◦ µk(L,X,B) (4.9)
In particular, there is a functorial isomorphism
λ2n(L,X,B) = 〈L
nK−1, L, ...L〉X/B (4.10)
Proof of Theorem 3: We will define τk(L,B) first on the level of stalks. Thus, we fix b0 ∈ B,
and we define τ(L,B′) where b0 ∈ B′ ⊆ B is some small open neighborhood. In order to
avoid cumbersome notation, we shall write B instead of B′, with the understanding that
B has possibly been replaced by a smaller open neighborhood of b0. The definition we
give will depend on some choices, so the main task will be to show that after shrinking B
even further, that different sets of choices define the same τk(L,X,B).
We start with the case of relative dimension zero: Fix a section s which generates L
(shrinking the base B if necessary). Then multiplication by s defines an isomorphism
between Lk−1 and Lk and thus an isomorphism det(π∗Lk−1) → det(π∗Lk). This provides
a nowhere vanishing section ξ of ∆det(π∗Lk) and the map 〈s〉 7→ ξ defines τk(L,B)−1.
Now let n, the relative dimension, be arbitrary. Choose generic sections s1, ..., sn of π∗L
and for 0 ≤ k ≤ n, let Xk ⊆ X be the subscheme defined by sk+1 = sk+2 = · · · = sn = 0.
Thus Xn = X and, applying Proposition 2, we conclude that Xj → B is a projective flat
map between smooth quasi-projective varieties (again, with the understanding that B has
been replaced by a smaller open neighborhood of b0).
Multiplication by sj defines an exact sequence
0 → π∗Lk−1Xj → π∗L
k
Xj
→ π∗LkXj−1 → 0 (4.11)
Taking determinants defines an isomorphism
κsj : ∆det(π∗L
k
Xj
) → det(π∗L|kXj−1) (4.12)
More precisely, if t1, ..., ta is a basis of H
0(B, π∗Lk−1Xj ), choose u1, ..., ub ∈ H
0(B, π∗LkXj ) so
that {sjt1, ..., sjta, u1, ..., ub} is a basis of H
0(B, π∗LkXj ). Then we define
κsj
(
(sjt1 ∧ · · · ∧ sjta ∧ u1 · · · ∧ ub)⊗ (t1 ∧ · · · ∧ ta)
−1) = u˜1 ∧ · · · ∧ u˜b
9
where u˜i = ui|Xj−1.
Define the isomorphism κ(s1, ..., sn) = ∆κs1 ◦∆
(2)κs2 ◦ · · · ◦∆
(n)κsn . Then
κ(s1, ..., sn) : ∆
(n+1)det(π∗Lk) → ∆det(π∗LkX0) (4.13)
Now let ιsj : 〈L|Xj , ..., L|Xj〉Xj/B → 〈L|Xj−1 , ..., L|Xj−1〉Xj−1/B be the induction isomorphism
defined by (2.3). Define the isomorphism ι(s1, ..., sn) = ιs1 ◦ · · · ◦ ιsn. Then
ι(s1, ..., sn) : 〈L, ..., L〉X/B → 〈L|X0〉X0/B (4.14)
Finally, define
τk(L,X,B)(s1, ..., sn) = ι(s1, ..., sn)
−1 ◦ τk(L|X0, X0, B) ◦ κ(s1, ..., sn) (4.15)
Lemma 1 The isomorphism τk(L,X,B)(s1, ..., sn) is independent of the choice of generic
sections s1, ..., sn.
Once Lemma 1 is proved, we can define τk(L,X,B) = τk(L,X,B)(s1, ..., sn) for any choice
of defining sections. This is a local definition, since B has been replaced by a small open
subset of b0. Now Lemma 1 implies that the local isomorphisms glue together to give
a unique isomorphism which is globally defined and easily seen to satisfy the functorial
properties: If s1, . . . , sn are general elements of H
0(L) used to define τk(X,L,B) then we
can use the pullbacks of these to H0(L′), which are also general, to define τ(X ′, L′, B′).
Thus, to prove Theorem 3, it suffices to prove the lemma.
Proof of Lemma 1. First we show that τk is independent of the ordering of the sections
s1, ..., sn. To see this, it suffices to show that τk is invariant under a permutation which
switches sj−1 and sj for some j < n, and fixes all the other sections. Let’s verify this
for j = n (the general case is similar): Let κ˜(sn−1, sn) = κsn−1 ◦ ∆κsn . Thus we have
κ˜(sn−1, sn) : ∆(2)det(π∗Lk) → det(π∗Lk|Xn−2). From the definition of κsj , we easily see
that
κ˜(sn, sn−1) = (−1)pn−1(k−1)κ˜(sn−1, sn) (4.16)
where p = pn is the Hilbert polynomial for L → X → B and pj−1(k) = ∆pj(k) =
pj(k)−pj(k−1). Indeed, let Ek−1 be an ordered basis ofH0(X,Lk−1) . Let Fk ⊆ H0(X,Lk)
be an ordered set of sections whose restrictions toXn−1 form a basis ofH0(Xn−1, Lk). Then
(sn−1Ek−1, Fk) is an ordered basis of H0(X,Lk) and
κsn
(
det(snEk−1, Fk)
det(Ek−1)
)
= det(Fk|Xn−1)
We repeat this process with X replaced by Xn−1: Let Fk−1 ⊆ H0(X,Lk−1) be an ordered
set such that Fk−1|Xn−1 ⊆ H
0(Xn−1, Lk−1) is a basis. Let Hk ⊆ H0(X,Lk) an ordered set
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such that (sn−1Fk−1|Xn−1 , Hk|Xn−1) is a basis of H
0(Xn−1, Lk). So, starting with Fk−1 and
Hk we define Fk = (sn−1Fk−1, Hk). If, in addition, we fix a basis Ek−2 ⊆ H0(X,Lk−2), we
can define Ek−1 = (sn−1Ek−2, Fk−1). Then we obtain
κsn
(
det(snsn−1Ek−2, snFk−1, sn−1Fk−1, Hk)
det(sn−1Ek−2, Fk−1)
)
= det(sn−1Fk−1|Xn−1 , Hk|Xn−1)
κsn
(
det(snEk−2, Fk−1)
det(Ek−2)
)
= det(Fk−1|Xn−1)
Thus
∆κsn
(
det(snsn−1Ek−2, snFk−1, sn−1Fk−1, Hk)det(Ek−2)
det(sn−1Ek−2, Fk−1)det(snEk−2, Fk−1)
)
=
det(sn−1Fk−1, Hk)
det(Fk−1)
where, to ease the notation, we’ve omitted the restrictions to Xn−1. Applying κsn−1 to
both sides we obtain
κ˜(sn−1, sn)
(
det(snsn−1Ek−2, snFk−1, sn−1Fk−1, Hk)det(Ek−2)
det(sn−1Ek−2, Fk−1)det(snEk−2, Fk−1)
)
= det(Hk)
If we interchange sn and sn−1 in the ratio
(
det(snsn−1Ek−2, snFk−1, sn−1Fk−1, Hk)det(Ek−2)
det(sn−1Ek−2, Fk−1)det(snEk−2, Fk−1)
)
the sign changes by a factor of (−1)|Fk−1|. On the other hand, (4.11) implies that |Fk−1| =
pn−1(k − 1). This proves (4.16).
Next, applying ∆ successively, we have ∆(n−1)κ˜(sn, sn−1) = (−1)d∆(n−1)κ˜(sn−1, sn) where
d = ∆(n−1)pn−1(k − n) = p0(k − n). But p0 = c1(L)n is a constant. Thus d = c1(L)n.
On the other hand, (2.4) implies that permuting sn and sn−1 in ι(s1, ..., sn) introduces the
same factor of (−1)d. Thus the two factors cancel, and we see that τk is independent of
the ordering of the sj.
Now let us fix two choices of sections, (s1, ..., sn) and (s
′
1, ..., s
′
n). We must show that
τk(L,X,B)(s1, ..., sn) = τk(L,X,B)(s
′
1, ..., s
′
n). Clearly we may assume that si = s
′
i for all
but one index i. Since τk is independent of the ordering of the sections, we may assume
that sj = s
′
j for all j ≥ 2. In other words, in the proof of Lemma 1, we may assume that
n = 1.
If n = 1, then
τ−1k (s1)(〈s1, s0〉) =
det(E)det(s0s1E, s1F, s0F )
det(s0E,F )det(s1E,F )
(4.17)
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Here E is any basis of H0(π∗Lk−2) and F ⊆ H0(π∗Lk−1) is any set of linearly independent
elements such that (s0E,F ), (s1E,F ) and (s
′
1E,F ) each form a basis of H
0(π∗Lk−1).
We must show that τk(s1)(〈s1, s0〉) = τk(s
′
1)(〈s1, s0〉). Since 〈s
′
1, s0〉 = f((s0))〈s1, s0〉
where, f = s′1/s1 and (s0) is the divisor of s0, it suffices to show that τk(s
′
1)(〈s
′
1, s0〉) =
f((s0))τk(s1)(〈s1, s0〉). But this follows immediately from (4.17). This completes the proof
of Lemma 1 as well as the proofs of Theorem 3 and Theorem 2.
5 Relative dimension zero
In this section we prove Theorem 4 in the case n = 0.
Lemma 2 Let π : Y → B be a finite flat morphism of integral schemes and let L→ Y be
a line bundle. Then there is a canonical isomorphism
det(π∗L)2 = 〈L〉2 ⊗ δY/B (5.1)
where δY/B ⊆ OB is the discriminant of the extension Y → B.
Proof. This question is local on the base, so we may assume Y → B is a finite morphism
of degree r between affine varieties. Thus Y = spec(T ) and B = spec(S) where S ⊆ T is
a extension of rings such that T is a free S module of rank r.
1) We must prove
det(π∗O)2 = δY/B (5.2)
2) We must also show
(det π∗L)⊗ (det π∗O)−1 = 〈L〉 (5.3)
To see (5.3), let s be a section of L. Then multiplication by s defines a map OY → L
and thus a map π∗O → π∗L and hence a section of (det π∗L)⊗ (det π∗OY )−1. One easily
checks that this defines the isomorphism asserted by (5.3).
As for (5.2), let θ1, ..., θr ∈ T , where r is the degree of S ⊆ T . Let σ1, ..., σr be the imbed-
dings of T into the algebraic closure of the fraction field of S. Then det(σi(θj))
2 ∈ δY/B.
In fact, δY/B is generated by all such elements, so this map gives the isomorphism (5.2)
and Lemma 2 is proved.
Lemma 3 Let π : Y → B be a finite flat separable morphism of quasiprojective varieties
of relative dimension zero, and let DY/B ⊆ OY be the sheaf of ideals which annihilates
ΩY/B, the module of relative differentials. Then DY/B is locally free of rank one and
〈DY/B〉Y/B = δY/B (5.4)
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Proof. We may assume that B and Y are affine: Y = spec(T ) and B = spec(S). Then
D ⊆ T is an ideal. Choose α ∈ T such that T = S[α]. The existence of such an α
is guaranteed by Nakayama’s lemma (perhaps after shrinking the base). Let f be the
minimal monic polynomial for α, so that f(α) = 0 and deg f = d. Then, as is well known,
ΩY/B ≈ T/(f
′(α)) (5.5)
Let us briefly recall the proof. Since S[α] = S[X]/(f) we have an exact sequence [4]:
(f)/(f)2 → ΩS[X]/S ⊗ T → ΩT/S → 0
where the first arrow is the map u 7→ du ⊗ 1. The module in the middle is the free T
module generated by dX ⊗ 1. The image of the first map is the free T module generated
by df ⊗ 1 = f ′(X)dX ⊗ 1 = dX ⊗ f ′(α). This proves (5.5).
Now we can define the isomorphism of (5.4): If f ′(α) is a generator of D then we associate
to it the basis {1, α, ..., αd−1} of p∗O and thus an element of det(p∗O)2. To see that this
is well defined, let f ′(γ) be another generator. Then, from the definition of the Deligne
pairing,
〈f ′(α)〉 = NormT/S
(
f ′(α)
f ′(γ)
)
〈f ′(γ)〉
On the other hand, if M is the matrix defined by
(1 α · · · αd−1)M = (1 γ · · · γd−1)
then
(αkj )M = (γ
k
j )
where αj ranges over all the conjugates of α (j = 1, ..., d) and k = 0, 1, ..., d − 1. Taking
the determinant of both sides, and using the Vandermonde determinant formula, we see
that
det(M)2 =
∏
i6=j(γi − γj)∏
i6=j(αi − αj)
= NormT/S
(
f ′(γ)
f ′(α)
)
Thus the map 〈f ′(α)〉 7→ [det(αkj )]
2 is a well defined isomorphism from 〈D〉 to δ, and this
proves Lemma 3.
Lemma 4 Let π : Y → B be a finite flat separable morphism of smooth quasi-projective
varieties. Then DY/B = K
−1
Y/B. Thus if L → Y is a line bundle, we have a canonical
isomorphism:
det(π∗L)2 → 〈L〉2 ⊗ 〈K−1Y/B〉 (5.6)
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Replacing L by Lk yields an isomorphism
µk(L, Y,B) : det(π∗Lk)2 → 〈L〉2k ⊗ 〈K−1Y/B〉 (5.7)
Proof. As before, we may assume B = spec(S) and Y = spec(T ). We have an exact
sequence [4]
0 → π∗ΩB/C → ΩY/C → ΩY/B → 0,
where injectivity of the second arrow follows from the fact that it is a full rank morphism
of two vector bundles. According to (5.5), ΩY/B = T/(f
′(α)). Thus H0(Y,ΩY/C) has a
basis ω1, ..., ωm with the property: f
′(α)ω1, ω2, ..., ωm is a basis of H0(Y, π∗ΩB/C). This
shows that K−1Y/B is principal, and generated by f
′(α). Since f ′(α) also generates DY/B,
Lemma 4 is proved.
6 Arbitrary relative dimension
In this section we complete the proof of Theorem 4. First we define the isomorphism µk
of (4.8). To do this, we choose sections s1, ..., sN of L which are in general position.
The adjunction formula says that (KX/BL
n)|Xn−1 = KXn−1/B(L|Xn−1)
n−1. Thus we have
an isomorphism:
ι˜sN : 〈L, ...L〉
2k
X/B〈KX/BL
n, ..., L〉−1X/B → 〈L, ...L〉
2k
Xn−1/B〈KXn−1/BL
n−1, ..., L〉−1Xn−1/B (6.1)
where, on the left side, there are n + 1 terms in each pairing and on the right side there
are n terms. Continuing in this fashion, we obtain an isomorphism:
ι˜(s1, ..., sN) = ι˜s1 ◦ · · · ◦ ι˜sN : 〈L, ...L〉
2k
X/B〈KX/BL
n, ..., L〉−1X/B → 〈L
k
Y 〉
2
Y/B〈K
−1
Y/B〉Y/B (6.2)
where Y = X0.
Define the isomorphism κ˜(s1, ..., sn) = κs1 ◦∆κs2 ◦ · · · ◦∆
(n−1)κsn. Then
κ˜(s1, ..., sn) : ∆
(n)det(π∗Lk) → det(π∗LkX0) (6.3)
Finally, define
µk(L,X,B)(s1, ..., sn) = ι˜(s1, ..., sn)
−1 ◦ µk(L|X0, X0, B) ◦ κ˜
2(s1, ..., sn) (6.4)
As in the proof of Theorem 3, the proof of Theorem 4 follows from the following :
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Lemma 5 The isomorphism µk(L,X,B)(s1, ..., sn) is independent of the choice of generic
sections s1, ..., sn.
The first step is to show that µk doesn’t change if the sections s1, ..., sn are permuted. The
proof is similar to the first step in the proof of Lemma 1, so we omit it.
As before, we are reduced to proving Lemma 5 in the case n = 1: We shorten the notation
by writing µ(s) = µk(L,X,B)(s). Thus
µ(s) : [∆det π∗(Lk)]2 → 〈L,L〉2k〈KX/BL,L〉−1 = 〈L2k−1K−1X/B, L〉
Step 1. If s is a generic section, then for every t ∈ C× we have
µ(s) = µ(ts) (6.5)
To prove this, we first recall the definition of µ:
µ(s) = ι˜(s)−1 ◦ µ(L|X0, X0, B) ◦ κ˜(s)
2 (6.6)
Here X0 = {s = 0}. We claim that there is an integer p with the property
κ˜2(ts) = tpκ˜2(s) and ι˜(ts) = tpι˜(s) . (6.7)
If we prove (6.7) then (6.6) implies µ(s) = µ(ts). Thus we need only prove (6.7).
To ease the notation, we shall write ι for ι˜ and κ for κ˜. First we examine κ(ts). Recall
that κ(s) : ∆det(π∗Lk)→ det(π∗LkX0) is defined by
κ(s)
(
det(sF,H)
det(F )
)
= det(H)
where F is an ordered basis of H0(X,Lk−1) and H ⊆ H0(X,Lk) is an ordered set such
that (sF,H) is a basis of H0(X,Lk). Replacing s by ts we have
κ(s)
(
det(sF,H)
det(F )
)
= κ(ts)
(
det(tsF,H)
det(F )
)
= κ(ts)t|F |
(
det(sF,H)
det(F )
)
Thus κ(s) = t|F |κ(ts).
Next we calculate ι(ts). Recall that
ι(s) : 〈L2k−1K−1X/B, L〉 → 〈L
2kK−1X0/B〉
In other words,
ι(s) : 〈L1−2kKX/B, L〉
−1 → 〈L−2kKX0/B〉
−1
The definition is given as follows:
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ι(s)(〈ω, s〉−1) = 〈Ad(s)(ω)〉−1 (6.8)
where Ad(s) : L1−2kK−1X/B |X0 → L
−2kKX0/B is the isomorphism given by the adjunction
formula, and is characterized by the formula:
ω
s
=
df
f
∧Ad(s)(ω)
where f is any local defining equation of X0 ⊆ X.
Thus, replacing s by ts we see that
Ad(ts)(ω) = t−1Ad(s)(ω)
so, if deg(L) is the degree of L on a fiber of X → B, we have
〈Ad(ts)(ω)〉 = t− deg(L)〈Ad(s)(ω)〉
using properties of the Deligne pairing. Replacing s by ts in (6.8) we get
ι(ts)(〈ω, ts〉−1) = 〈Ad(ts)(ω)〉−1 = tdeg(L)〈Ad(s)(ω)〉−1 . (6.9)
On the other hand, the properties of the Deligne pairing imply
〈ω, ts〉−1 = tm〈ω, s〉−1 ,
where m is the degree of L2k−1K−1 on a fiber of X → B. Thus we conclude
κ2(s) = t2|F |κ2(ts) and ι(s) = tm−deg(L)ι(ts) .
To prove (6.7) we must show that 2|F | = m− 1, that is, we must show
2 dim(H0(X,Lk−1) = deg(L2k−1K−1)− deg(L) = deg(L2(k−1)K−1) (6.10)
The Riemann-Roch formula tells us that 2 dim(H0(X,Lk)) = deg(L2kK−1) for k suffi-
ciently large. This now proves (6.5) and completes Step 1.
To describe Step 2, we first recall that
µ−1(s) : 〈L2k−1K−1X/B , L〉 → [∆det π∗(L
k)]2
To prove Lemma 5 we must show that if s, s′ are generic sections, then µ(s) = µ(s′). To
do this, we connect s to s′ by a line st = (u + t)s′ = s + ts′, and study µ(st) as t varies.
But µ(st) is only defined if Yt = {st = 0} is smooth and flat over B. Bertini’s theorem
says that Yt is smooth and flat over B for all but finitely many t. On the other hand, by
Proposition 2, if s′′ is a generic section, then {s+ ts′′ = 0} and {s′ + ts′′ = 0} are smooth
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and flat for all t ∈ C (possibly after shrinking the base B). Thus we may assume that Yt
is smooth and flat over B for all t ∈ C so that µ(st) is well defined for all t ∈ C.
Thus we let s, s′ ∈ H0(X, π∗L) be generic sections with the property: Yt = {s + ts′ = 0}
is smooth and flat over B for all t ∈ C. Let η ∈ H0(X, π∗(L2k−1K−1)) be such that
(η) ∩ (s) = (η) ∩ (s′) = ∅. To prove Lemma 5 we must show that
µ−1(s)(〈η, s〉) = µ−1(s′)(〈η, s〉) (6.11)
We write s = us′ where u is a rational function such that (u) ∩ (η) = ∅. Thus
〈η, s〉 = u[(η)]〈η, s′〉 (6.12)
where, for b ∈ B,
u[(η)](b) =
∏
q∈(η)∩Xb
u(q) (6.13)
Step 2. Let m be the degree of L2k−1K−1 on a fiber of X → B. Then we claim that
µ−1(s′)(〈η, s′〉) = lim
t→∞ t
−mµ−1(st)(〈η, st〉) . (6.14)
To prove (6.14), first recall that
µ−1(s) : 〈L2k−1K−1X/B , L〉 → [∆det π∗(L
k)]2
We must show that if s, s′ are generic, then µ(s) = µ(s′), which is equivalent to showing
that µ−1(s) = µ−1(s′).
We now return to the proof of (6.14). Recall that st = ts
′ + s. Relation (6.5) implies
µ(st) = µ(s
′ + 1
t
s). We can thus rewrite (6.14) as follows:
lim
t→0
µ−1(s′ + ts)〈(η, s′ + ts〉) = µ−1(s′)(〈η, s′〉)
Thus, to prove (6.14), we must show that for fixed η, the map
F (t) = µ−1(s′ + ts)(〈η, s′ + ts〉) (6.15)
is a continuous function of t and a neighborhood of t = 0. Here s, s′ ∈ H0(B, π∗L) and
η ∈ H0(B, π∗(L2k−1K−1X/B)). To do this, we let X˜ = X × C, B˜ = X × C and we let
π˜ : X˜ → B˜ be the map π˜(x, t) = (π(x), t). We let p : X˜ → X be the projection map and
L˜ = p∗L so that L˜→ X˜ is a line bundle.
If s˜ ∈ H0(B˜, π˜∗L˜) and η˜ ∈ H0(B˜, π˜∗(L˜2k−1K
−1
X˜/B˜
)) then µ˜−1(s˜)(〈η˜, s˜〉) is a section of
[∆detπ˜∗(L˜k)]2, that is,
µ˜−1(s˜)(〈η˜, s˜〉) : B ×C → [∆detπ˜∗(L˜k)]2
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Now fix t0 ∈ C and let σt0 : B → B ×C be the map σt0(b) = (b, t0). Then
σ∗t0 [∆detπ˜∗(L˜
k)]2 = [∆detπ∗(Lk)]2
With these preliminaries, we return to the proof of the continuity of F . Fix s, s′ as before
and let s˜ : X × C → L be the map s˜(x) = s′(x) + ts(x). Thus s˜ ∈ H0(B˜, π˜∗L˜), in other
words, s˜ is a section of L˜→ X˜.
It follows from the definition of µ and µ˜ that for each t0 ∈ C and b ∈ B we have
µ−1(s′ + t0s)(〈η, s′ + ts〉)(b) = σ∗t0 [µ˜
−1(s˜)(〈η˜, s˜〉)(b, t0)]
Now the right side of this equation is manifestly continuous (in fact, analytic) in the t0
variable. This shows that F (t) is an analytic function of t, and thus continuous at t = 0.
This completes Step 2.
Now we can finish the proof of Lemma 5: for t ∈ C with (η) ∩ (st) = ∅, we define
ρη(b; t) ∈ C
× by the formula
µ(s)µ(st)
−1(〈η, st〉) = ρη(b; t)〈η, s〉 (6.16)
We define ρη(b; t) for an arbitrary number t ∈ C as follows: Suppose t0 ∈ C is such that
(η) ∩ (st0) 6= ∅. Then choose η
∗ a generic section of H0(B, π∗(L2k−1K−1)). Then
ρη∗(b; t)
η∗
η
((s)) ·
η
η∗
((st)) = ρη(b; t)
The left side is well defined in a neighborhood of t = t0 and this shows that ρη(b; t) extends
to an analytic function on all of t ∈ C which vanishes precisely when (η) ∩ (st) 6= ∅, that
is, precisely when u(q) = −t for some q ∈ (η). Moreover, according to (6.14), t−mρη(b; t)
has a finite limit as t → ∞. This shows that ρη(b; t) is a polynomial of degree m. Thus
we have
ρη(b; t) = α(b)
∏
q∈(η)
(t+ u(q))
with α(b) 6= 0. Since ρη(b; 0) = 1, we must have α(b) = u[(η)]
−1. Now (6.16) implies
t−mµ(st)−1(〈η, st〉) = t−mρη(b; t)µ−1(s)〈η, s〉 (6.17)
Taking the limit as t→∞, and applying (6.14), we obtain
µ−1(s′)(〈η, s′〉) = u[(η)]−1µ−1(s)〈η, s〉 (6.18)
Thus (6.11) follows from (6.12).
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7 Asymptotics of the Mabuchi K-energy
In this section we prove Corollary 2 (the proof of Corollary 3 is exactly the same, so we
omit it). First we recall some properties of the Deligne metric: Let π : X → B be a
flat projective morphism between smooth quasi-projective varieties. Let n be the relative
dimension of π, and for 0 ≤ j ≤ n, let hj be a smooth metric on Lj . Let 〈h0, ..., hn〉 be
the Deligne metric on 〈L0, ..., Ln〉 as defined by Deligne [1] and Zhang [24]. This metric
is continuous by the result of Moriwaki [9] and it satisfies the following change of metric
property [13]:
〈h0, ..., hn−1, hne
−φ〉 = 〈h0, ..., hn〉e
−Φ (7.19)
where
Φ =
∫
X/B
φ ·
∏
k<n
c′1(hk) (7.20)
and c′1(hk) = −
i
2pi
∂∂¯ log hk.
Next we recall the formula for η:
η(L,X) = 〈L, ..., L〉µ ⊗ 〈K,L, ..., L〉(n+1) (7.21)
If h is a metric on L with positive curvature ω, then 1
ωn
is a smooth metric on K and thus
we obtain a Deligne metric
η(h) = 〈h, ..., h〉µ ⊗ 〈
1
ωn
, h, ..., h〉(n+1) (7.22)
which is smooth on X ′ ⊆ X, the union of all the smooth fibers.
The key property of the metric η(h) is the following transformation rule [12, 13]: Let
ω′ = ω +
√−1
2pi
φ be a Ka¨hler metric in the same Ka¨hler class as ω. Then
η(he−φ) = η(h)e−ν˜(ω,ω
′) (7.23)
where ν˜(ω, ω′) = d(n + 1)ν(ω, ω′), d is the degree of L on a smooth fiber, and ν(ω, ω′)
is the K-energy of ω′ with respect to ω. In fact, one may use (7.23) to define ν(ω, ω′).
Since the map ρ(t) : (L1, h1e
−φ) → (Lt, ht) is an isometry (this is the definition of φ) we
conclude that for any non-zero section s1 of η(L,X),
ν(t) = ν(ω1, ρ(t)
∗ωt) =
1
d(n+ 1)
log
‖ρ(t)s1‖
2
‖s1‖2
(7.24)
where ‖ · ‖ is the metric defined by η(h).
Proof of Corollary 2. Let
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η∗(h) = 〈h, ..., h〉µ ⊗ 〈
π∗(dt ∧ dt¯)
ωn+1
, h, ..., h〉(n+1) (7.25)
Then η∗(h) is a continuous metric on all of η(L,X). Moreover, (7.19) implies
η∗(h) = η(h)e−d(n+1)ψ (7.26)
Combining this with (7.23) we see that if s1 is a non-zero element of L1, then
1
d(n+ 1)
· log
‖ρ(t)s1‖
2
∗
‖s1‖2∗
= ν(t) − ψ(t) + ψ(1) (7.27)
where ‖ · ‖∗ is the metric defined by η∗(h).
To complete the proof of Corollary 2, we need the following:
Lemma 6
log
‖ρ(t)s1‖∗
‖s1‖∗
= F (T ) log |t| + ǫ(t) (7.28)
where ǫ(t) is a continuous function in a neighborhood of t = 0.
Proof. Let s : C → η(L,X) be a nowhere vanishing section. Define, for t 6= 0 and z ∈ C,
the function f(t, z) by the formula
ρ(t)(s(z)) = f(t, z)s(tz) (7.29)
Then Theorem 1 together with [10] implies f(t, 0) = tF (T ). Applying ρ(t′) to both sides of
(7.29) we get
ρ(t′)ρ(t)(s(z)) = f(t′, tz)f(t, z)s(t′tz) = f(t′t, z)s(t′tz) (7.30)
Thus
f(t, z) =
f(tz, 1)
f(z, 1)
=
g(tz)
g(z)
(7.31)
for all z 6= 0, where g(t) = f(t, 1). Since the right side of (7.31) approaches tF (T ) as z
approaches zero, we see that g does not have an essential singularity at the origin. Define
an integer
q ∈ Z (7.32)
such that h(t) = t−qg(t) is non-zero and holomorphic in a neighborhood of t = 0. Then
f(t, z) = tqh(tz)/h(z). This shows that
q = F (T ) (7.33)
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and
log
‖ρ(t)s1‖∗
‖s1‖∗
= F (T ) log |t| + ǫ(t) (7.34)
where
ǫ(t) = log |h(t)/h(1)| + log ‖s(t)‖∗ − log ‖s1‖∗ (7.35)
By Moriwaki [9], the term log ‖s(t)‖∗ is continuous. Since h(t) is holomorphic and non-
vanishing near t = 0, we conclude that ǫ(t) is continuous.
Remark 6. It has been pointed out to us by Shou-Wu Zhang that q can be viewed as a
non-archimedian Mabuchi functional on the space of test configurations.
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