Deep generative models (DGMs) are effective on learning multilayered representations of complex data and performing inference of input data by exploring the generative ability. However, little work has been done on examining whether the representations are discriminative enough to get good prediction performance. In this paper, we present max-margin deep generative models (mmDGMs), which explore the strongly discriminative principle of max-margin learning to improve the discriminative power of DGMs, while retaining the generative capability. We develop an efficient doubly stochastic subgradient algorithm. Empirical results on MNIST and its variant datasets demonstrate that (1) max-margin learning can significantly improve the classification performance of DGMs and meanwhile retain the ability of inferring input data; and (2) mmDGMs are competitive to the state-of-the-art networks that have a similar structure.
Introduction
Max-margin learning has been effective on learning discriminative models, with many examples such as the univariate-output support vector machines (SVMs) [5] and the multivariate output maxmargin Markov networks (or structured SVMs) [26, 1, 27] . However, the ever-increasing size of complex data makes it hard to construct such a fully discriminative model, which has only one single layer of adjustable weights, due to the facts that: (1) the manually constructed features may not well capture the underlying high-order statistics; and (2) a fully discriminative approach cannot reconstruct the input data when noise or missing values are present.
To address the first challenge, previous work has considered incorporating latent variables into a max-margin model, including the partially observed maximum entropy discrimination Markov networks [33] , the structured latent SVMs [29] and the max-margin min-entropy models [16] . All this work has primarily focused on a shallow structure of the latent variables. To improve the flexibility, learning SVMs with a deep latent structure has been presented in [25] . However, these methods do not address the second challenge, which requires a generative model to describe the inputs. The recent work on learning max-margin generative models include the max-margin Harmoniums [4] , the max-margin MedLDA topic models [30] , and the nonparametric Bayesian latent SVMs [32] which can resolve the unknown dimension of latent features from data. However, one limitation of these methods is that they only consider the shallow structure of latent variables, which may not be flexible enough to describe complex data.
Much work has been done on learning generative models with a deep structure of nonlinear hidden variables, including deep belief networks [21, 13, 18] , autoregressive models [12, 8] , and stochastic variations of neural networks [2] . For such models, inference is a challenging problem, but fortunately with much recent progress on stochastic variational inference algorithms [10, 19] . However, the primary focus of deep generative models has been on unsupervised learning, with the goals of learning latent representations and generating samples of the inputs. Though the latent representations can be used with a downstream classifier to make predictions, it is often beneficial to learn a joint model that considers both the input and response variables. One recent attempt is the conditional generative models [9] , which treat labels as conditions of a deep generative model to describe input data. The conditional DGMs are learned in a semi-supervised setting, which is not exclusive to ours.
In this paper, we revisit the max-margin learning principle and present a max-margin deep generative model (mmDGM), which learns multi-layer representations that are good for both classification and input inference. Our mmDGM model conjoins the flexibility of deep generative models on describing input data and the strong discriminative ability of max-margin learning on making accurate predictions. We formulate mmDGM as solving a variational inference problem of a deep generative model regularized by a set of max-margin posterior constraints, which bias the model to learn representations that are good for prediction, and we define the max-margin posterior constraints as a linear functional of the target variational distribution of the latent presentations. Then, we develop a doubly stochastic subgradient descent algorithm, which generalizes the Pagesos algorithm [23] to consider nontrivial latent variables. For the variational distribution, we build a recognition model to capture the nonlinearity, similar as in [10, 19] . Empirical results on MNIST and its variants demonstrate that mmDGM can significantly improve the prediction performance, which is competitive to the state-of-the-art methods with a similar network, while retaining the capability of generating input samples and completing their missing values.
Other related work: The recent work [6] presents a convolutional neural networks conditioned on class labels with the primary goal of generating 3D images instead of predicting class labels. Regularized Bayesian inference (RegBayes) [31] presents a generic framework for constrained Bayesian inference, from which our work draws inspirations; but no existing work has attempted to learn a multi-layer representations with highly nonlinear transformations.
The rest of the paper is organized as follows. Sec. 2 reviews the basics of deep generative models. Sec. 3 presents the max-margin deep generative models, with a doubly stochastic subgradient algorithm. Sec. 4 presents experimental results. Finally, Sec. 5 concludes.
Basics of Deep Generative Models
We start from a general setting, where we have
. A deep generative model assumes that each x n ∈ R D is generated from a vector of latent variables z n ∈ R K , which itself is following some distribution. The joint probability of a deep generative model is as follows:
where p(z n |α) is the prior of the latent representations and p(x n |z n , β) is the likelihood model for generating the observations. For notation simplicity, we define θ = (α, β).
Depending on the structure of z, various deep generative models have been developed, such as the deep belief networks [21, 13] , deep sigmoid networks [17] , deep latent Gaussian models [19] , and deep autoregressive models [8] . In this paper, we focus on the directed deep generative models, which can be easily sampled from via an ancestral sampler.
However, in most cases learning deep generative models is challenging due to the intractability of posterior inference. The state-of-the-art methods resort to stochastic variational methods. Specifically, to learn the unknown parameters, maximum likelihood estimation (MLE) can be performed, that is,θ = argmax θ log p(X|θ). Let q(Z) be the variational distribution that approximates the true posterior p(Z|X, θ). A variational upper bound of the per sample negative log-likelihood (NLL) − log p(x n |α, β) is:
where KL(q||p) is the Kullback-Leibler (KL) divergence between distributions q and p. Then, an upper bound of the full negative log-likelihood,
It is important to notice that if we do not make restricting assumption on the variational distribution q, the lower bound is tight by simply setting q(Z) = p(Z|X, θ). That is, the maximum likelihood estimation problem is equivalent to solving the variational problem:
However, since the true posterior is intractable except a handful of special cases, we must resort to approximation methods. One common assumption is that the variational distribution is of some parametric form, q φ (Z), and then we optimize the variational bound with respect to the variational parameters. For deep generative models, another challenge arises that the variational bound is often intractable to compute analytically. To address this challenge, the early work further bounds the intractable parts with tractable ones by introducing more variational parameters [22] . However, this technique increases the gap between the bound being optimized and the log-likelihood, potentially resulting in poorer estimates. Much recent progress [10, 19, 17] has been made on hybrid Monte Carlo and variational methods, which approximates the intractable expectations and their gradients over the parameters (θ, φ) via some unbiased Monte Carlo estimates. Furthermore, to handle large-scale datasets, stochastic optimization of the variational objective can be used with a suitable learning rate annealing scheme. It is important to notice that variance reduction is a key part of these methods in order to have fast and stable convergence.
Most of the existing work on directed deep generative models has been focusing on the generative capability on inferring the observations, such as filling in missing values [10, 19, 17] , while little work has been done on investigating the predictive power, except the semi-supervised DGMs [9] which builds a DGM conditioned on the class labels and learns the parameters via MLE. Below, we present max-margin deep generative models, which explore the discriminative max-margin principle to improve the predictive ability of the latent representations, while retaining the generative capability.
Max-margin Deep Generative Models
We now consider the supervised learning setting, where the training data is a pair (x, y) with x ∈ R D being the input features and y being the ground truth label. Without loss of generality, we consider the multi-class classification, where y ∈ C = {1, . . . , M }. A max-margin deep generative model (mmDGM) consists of two components: (1) a deep generative model to describe the input features; and (2) a max-margin classifier to consider supervision. For the generative model, we can in theory adopt any existing DGM model that defines a joint distribution of p(X, Z|θ) as in Eq. (1). For the max-margin classifier, instead of fitting the input features into a classifier as in the conventional methods (e.g., SVMs), we define the linear classifier on the latent representations, whose learning will be regularized by the supervision signal as we shall see. Specifically, if the latent representation z is given, we define the latent discriminant function
where f (y, z) is an M K-dimensional vector that concatenates M subvectors, with the yth being z and all others being zero, and η is the corresponding weight vector.
We consider the case that η is a random vector, following some prior distribution p 0 (η). Then our goal is to infer the posterior distribution p(η, Z|X, Y), which is typically approximated by a variational distribution q(η, Z) for computational tractability. Notice that this posterior is different from the one in the vanilla DGM. We expect that the supervision information will bias the learned representations to be more powerful on predicting the labels at testing. To account for the uncertainty of (η, Z), we take the expectation and define the discriminant function
and the final prediction rule that maps inputs to outputs is:
Note that different from the conditional DGM model [9] , which puts the class labels upstream, the above classifier is a downstream model, in the sense that the supervision signal is determined by conditioning on the latent representations.
The Learning Problem
We want to jointly learn the parameters θ and infer the posterior distribution q(η, Z). Based on the equivalent variational formulation of MLE, we define the joint learning problem as solving:
is the difference of the feature vectors; ∆l n (y) is the loss function that measures the cost to predict y if the true label is y n ; and C is a nonnegative regularization parameter balancing the two components. In the objective, the variational bound is defined
, and the margin constraints are from the classifier (4). If we ignore the constraints (e.g., setting C at 0), the solution of q(η, Z) will be exactly the Bayesian posterior, and the problem is equivalent to do MLE for θ.
By absorbing the slack variables, we can rewrite the problem in an unconstrained form: min
where the hinge loss is:
Due to the convexity of max function, it is easy to verify that the hinge loss is an upper bound of the training error of classifier (4) , that is, R(q(η, Z); X) ≥ n ∆l n (ŷ n ). Furthermore, the hinge loss is a convex functional over the variational distribution because of the linearity of the expectation operator. These properties render the hinge loss as a good surrogate to optimize over. Previous work has explored this idea to learn discriminative topic models [30] , but with a restriction on the shallow structure of hidden variables. Our work presents a significant extension to learn deep generative models, which pose new challenges on the learning and inference.
The Doubly Stochastic Subgradient Algorithm
The variational formulation of the learning problem naturally suggests that we can develop a variational approximation algorithm to address the intractability of the true posterior. We now present a new algorithm to solve the joint problem (6). Our algorithm is a doubly stochastic generalization of the Pegasos (i.e., Primal Estimated sub-GrAdient SOlver for SVM) algorithm [23] for the classic SVMs with fully observed input features, with the new extension of deal with a highly nontrivial structure of latent variables.
First, we make the structured mean-field (SMF) assumption that q(η, Z) = q(η)q φ (Z), where φ are the variational parameters. Under the SMF assumption, we can evaluate the discriminant function as
. Moreover, we can solve for the optimal solution of q(η) in some analytical form. In fact, by the calculus of variations, we can show that given the other parts the solution is
where ω are the Lagrange multipliers. If the prior is normal, p 0 (η) = N (0, σ 2 I), we have the normal posterior:
Therefore, even though we didn't make a parametric form assumption of q(η), the above results show that the optimal posterior distribution of η is Gaussian. Since we only use the expectation in the optimization problem and in prediction, we can directly solve for the mean parameter λ instead of q(η). Further, in this case we can verify that KL(q(η)||p 0 (η)) = ||λ|| 2 2σ 2 and then the equivalent objective function in terms of λ can be written as:
where R(λ, φ; X) = N n=1 (λ, φ; x n ) is the total hinge loss, and the per-sample hinge-loss is (λ, φ;
Below, we present a doubly stochastic subgradient descent algorithm to solve this problem.
The first stochasticity arises from a stochastic estimate of the objective by random mini-batches. Specifically, the batch learning needs to scan the full dataset to compute subgradients, which is often too expensive to deal with large-scale datasets. One effective technique is to do stochastic subgradient descent [23] , where at each iteration we randomly draw a mini-batch of the training data and then do the variational updates over the small mini-batch. Formally, given a mini batch of size m, we get an unbiased estimate of the objective:
The second stochasticity arises from a stochastic estimate of the per-sample variational bound and its subgradient, whose intractability calls for another Monte Carlo estimator. Formally, let z l n ∼ q φ (z|x n , y n ) be a set of samples from the variational distribution, where we explicitly put the conditions. Then, an estimate of the per-sample variational bound is
and an estimate of the per-sample hinge loss is
Note thatL is an unbiased estimate of L, while˜ is a biased estimate of . Nevertheless, we can still show that˜ is an upper bound estimate of under expectation. Furthermore, this biasedness does not affect our estimate of the gradient. In fact, by using the equality ∇ φ q φ (z) = q φ (z)∇ φ log q φ (z), we can construct an unbiased Monte Carlo estimate of ∇ φ (L(θ, φ; x n ) + (λ, φ; x n )) as:
where the second part roots from the hinge loss with the loss-augmented predictionỹ n = argmax y (∆l
. For θ and λ, the estimates of the gradient ∇ θ L(θ, φ; x n ) and the subgradient ∇ λ (λ, φ; x n ) are easier, which are:
Notice that the sampling and the gradient ∇ φ log q φ (z l n ) only dependent on the variational distribution, not the underlying model.
Algorithm 1 Doubly Stochastic Subgradient Algorithm
Initialize θ, λ, and φ repeat draw a random mini-batch of m data points draw random samples from noise distribution p( ) compute subgradient g = ∇ θ,λ,φL (θ, λ, φ; X m , ) update parameters (θ, λ, φ) using subgradient g. until Converge return θ, λ, and φ
The above estimates consider the general case where the variational bound is intractable. But in some cases, we can compute the KL-divergence term analytically, e.g., when the prior and the variational distribution are both Gaussian. In such cases, we only need to estimate the rest intractable part by sampling, which often reduces the variance [10] . Similarly, we could use the expectation of the features directly, if it can be computed analytically, in the computation of subgradients (e.g., g θ and g λ ) instead of sampling, which again can lead to variance reduction.
With the above estimates of subgradients, we can use stochastic optimization methods such as SGD [23] and Adagrad [7] to update the parameters, as outlined in Alg. 1. Overall, our algorithm is a doubly stochastic generalization of Pegasos to deal with the highly nontrivial latent variables. Now, the remaining question is how to define an appropriate variational distribution q φ (z) to obtain a robust estimate of the subgradients as well as the objective. Two types of methods have been developed for unsupervised DGMs, namely, variance reduction [17] and auto-encoding variational Bayes (AVB) [10] . Though both methods can be used for our models, we focus on the AVB approach. For continuous variables Z, under certain mild conditions we can reparameterize the variational distribution q φ (z) using some simple variables . Specifically, we can draw samples from some simple distribution p( ) and do the transformation z = g φ ( , x, y) to get the sample of the distribution q(z|x, y). We refer the readers to [10] for more details. In our experiments, we consider the special Gaussian case, where we assume that the variational distribution is a multivariate Gaussian with a diagonal covariance matrix:
whose mean and variance are functions of the input data. This defines our recognition model. Then, the reparameterization trick is as follows: we first draw standard normal variables l ∼ N (0, I) and then do the transformation z l n = µ(x n , y n ; φ) + σ(x n , y n ; φ) l to get a sample. For simplicity, we assume that both the mean and variance are function of x only, e.g., the outputs of a multi-layer perceptron (MLP). However, it is worth to emphasize that although the recognition model is unsupervised, the parameters φ are learned in a supervised manner because the subgradient (8) depends on the hinge loss. We can also have alternative ways to characterize the variational distribution with supervised networks, which composes our future work.
Experiments
We now present our experimental results on the widely adopted MNIST and its variant datasets for handwritten digits recognition. Since the goal of our model is to learn latent features that both explain the data well and are more discriminative in supervised tasks, we examine the results with two types of criteria, i.e., the variational lower bound and prediction error rates. Though mmDGMs are applicable to any deep generative models that define a joint distribution of X and Z, we concentrate on the Variational Auto-encoder (VA) [10] , which is unsupervised. We denote our mmDGM with VA by MMVA. To perform classification using VA, we first learn the feature representations by VA, and then build a linear SVM classifier on these features using the Pegasos stochastic subgradient algorithm [23] . This baseline will be denoted by VA+Pegasos.
For the recognition model in defining the variational distribution (9), we follow the settings in [9] and employ a two-layer MLP in both VA and MMVA. The mean and variance of the latent z are transformed from the last layer of the recognition model through a linear operation. It should be noticed that we could use not only the expectation of z but also the activation of any layer in the [21] 0.95 CDBN [13] 0.82 DLSVM [25] 0.87 recognition model as features. The only theoretical difference is from where we add a hinge loss regularization to the gradient and back-propagate it to previous layers. In the experiments of VA and MMVA, the mean of z has the same nonlinearity but typically much lower dimension than the activation of the last layer in the recognition model, and hence often leads to a worse performance.
To obtain the best empirical results, we add label information explicitly in both layers of the recognition model, i.e., we concatenate the activations of 2 layers as the features used in the supervised tasks.
Results on MNIST
We present both the prediction performance and the results on generating samples.
Predictive Performance
To show the discriminative power of max-margin learning, we compare MMVA with the VA+Pegasos baseline on the standard MNIST dataset, which consists of images of 10 different classes (0 to 9) of size 28 × 28 with 50,000 training samples, 10,000 validating samples and 10,000 testing samples.
To take advantages of Bayesian approach, instead of using the zero-mean standard Gaussian prior, we introduce an informative Gaussian prior in the training procedure to refine the posterior distribution. In this setting, the mean vectors, which could be pre-extracted from the training data by any other discriminative models, are different for individual data points to explain different digits and writing styles. Notice that we do not use the informative prior of the testing data when we do classification since it is irrelevant to the computation of the posterior distribution of testing data. In our experiments, we use features learned by a well-tuned deep convolutional network from an unpublished work as the mean of the prior for both VA and MMVA. The network has 5 convolutional layers and 2 max-pooling layers, and the features could achieve test error rate 0.3% on the standard MNIST data. We still use the identity matrix as the covariance to remain the generative capability.
In the zero mean case, we set the dimension of the latent variables to 50 following [9] to compare with VA and the conditional generative VA. In the case with an informative prior, we change the dimension of latent variables to 96 both for VA and MMVA to match the dimension of the prior. All of the MLPs have 500 hidden units at each layer. We set the weight decay term of Pegasos to 10
in all of the models and train Pegasos with 200,000 mini-batches of size 100 for all VA models to ensure the convergence of the prediction weights. Our model is not too sensitive to the choice of C, which controls the relative weight of generative part and discriminative part. We set C = 15 for all MMVA models on standard MNIST dataset. Typically, our model has better performance with an unsupervised pre-training procedure because the hinge loss part makes sense only when we have reasonable features. The number of total epochs and corresponding global learning rate are the same for VA and MMVA. Table 1 shows the error rates, where VA+Pegasos and MMVA are the models with a standard Gaussian prior; and Prior+VA+Pegasos and Prior+MMVA are the corresponding models with the informative prior of VA and MMVA respectively. VA+Class-condtionVA refers to the best model in [10] , which stacks an unsupervised model and a class conditional model together. All of the results of VA and MMVA are obtained by optimizing the validation performance. We also compare our results to various models with a similar structure, including deep Boltzmann machine (DBM) [21] , convolutional deep belief networks (CDBN) [13] and the deep learning with L 2 -SVMs (DLSVM) [25] , whose accuracy scores are shown in the last three rows in Table 1 . All of these three models have at least 2 hidden layers and at least 500 hidden units in each hidden layer and are trained with full 60,000 data. From the results, we can see that benefiting from max-margin principle, our model significantly outperforms the two-stage method of VA+Pegasos in both cases of priors. Furthermore, with only 50,000 training data, the prediction error rate of MMVA is among the best results under similar structures and a comparable number of hidden layers and hidden units.
We further use the t-SNE algorithm [15] to embed the features learned by VA and MMVA on 2-D plane as in Fig. 1 (a) and Fig. 1 (b) respectively, using the same data points randomly sampled from the standard MNIST dataset. Compared to the VA's embedding, MMVA separates the images from different categories better, especially for the confusable digits such as digit "4" and "9", which are represented by pink star and green triangle respectively in the figures. These results show that MMVA, which benefits from the max-margin principle, learns more discriminative representations of digits than VA.
Generative Performance
We further investigate the generative capability of MMVA on fitting the input data as well as on generating samples. Figure 2 presents the variational lower bounds by VA and MMVA with both types of priors. We can see that MMVA has comparable or even better bounds, suggesting that the label information may help to explain the data and lead to a better local optima. Further, we can see that given an informative prior, both VA and MMVA obtain a tighter log likelihood estimation of data, which indicates that the informative prior could also help to explain data. Figure 3 illustrates the images randomly sampled from VA and MMVA, where we output the expectation of the gray value at each pixel to get a smooth visualization. Given a standard Gaussian prior, the images randomly sampled from VA and MMVA are shown in Figure 3 randomly generated images by VA and MMVA, with the standard normal prior and K = 50; (c) images randomly generated by MMVA and (d) images generated with latent variables equaling to the informative mean vectors by MMVA, when using the informative Gaussian prior and K = 96. All these models use identity matrices in corresponding dimensions as covariance matrix. (b) respectively. Given an informative prior, we randomly sampled the indices of the training data firstly and then sample Gaussian random variables following the individual prior corresponding to the selected training data as latent variables to generate data, which is illustrated in Figure 3 (c). We also generate images whose latent variables are exact the informative mean vectors in Figure 3 (d) to visualize the prior. It can be seen that images corresponding to the prior mean have "standard" hand writing style, which could be classified easily. With the power of prior knowledge, the images randomly generated are forced to be less ambiguous, as in Figure 3 (c), even with a higher latent dimension.
Results on MNIST Variations
We also test the performance of VA and MMVA on the MNIST variations datasets [11] as in Table 2 , where we state the number of the layers explicitly to compare the results clearly. We choose 6 tasks with 10,000 training samples, 2,000 validating samples and 50,000 testing samples among all the 8 tasks, and ignore the other two tasks whose datasets are very small. We use the same network structures as in Sec 4.1 and the standard Gaussian prior for both VA and MMVA. The value of C varies from 15 to 100 for different tasks to obtain the best performance on the validation set. With the same total epochs and corresponding parameters, we can see that MMVA significantly outperforms VA in error rates. Furthermore, with rather simple and general network structures, MMVA has comparable results to many other models on several tasks without pre-processing.
Missing Data Imputation and Classification
Finally, we test the performance of MMVA on the task of image classification with missing values based on the standard MNIST dataset. Overall, our results indicate that with max-margin principle, our model retains the generative capability to infer the missing values and leads to a better classification result when the missing ratio is not too large.
We consider the case with a standard Gaussian prior. Both our MMVA and the baseline method of VA+Pegasos are learned on the original MNIST training set with 50,000 samples for 3,000 epochs without pre-training. In the testing phase, we consider two types of missing values [14] : (1) each pixel is missing randomly with a pre-fixed probability; and (2) a rectangle located at the center of the image is missing. Given the perturbed images, we uniformly initialize the missing values between 0 and 1, and then iteratively do the following steps: (1) using the recognition model to sample the hidden variables; (2) predicting the missing values to generate images; and (3) using the refined images as the input of the next round. Figure 4 illustrates the imputation results of MMVA for 20 iterations in the two noising conditions. We can see that in most cases the original images can be fairly well recovered, which demonstrates the generative capability of MMVA.
(a) 60% pixels are dropped randomly (b) a center rectangle of size 12 × 12 is missing Figure 4 : Imputation results of MMVA in two noising conditions: column 1 shows the true data; column 2 shows the perturbed data; and the remaining columns show the imputations for 20 iterations. Table 3 compares the classification error rates of various methods, including the linear SVM on the noisy data, VA+Pegasos, and MMVA. The first three rows consider the cases of randomly missing values and the numbers in the brackets are the missing probability respectively. The last three rows consider the cases of missing rectangle located at the center and the numbers in the brackets are the size of the rectangles respectively. In noisy data case, we train a linear SVM on the standard training data (without noise) and test it on the perturbed images. For VA and MMVA, we train a linear SVM on the features extracted from the standard training data and test it on the features extracted from the denoised data. To have a clear and fair competition, we denoise 200 iterations both for VA and MMVA and train the linear SVM using Pegasos withp same parameters in all of the cases. We can see that when the noise is not too large, MMVA achieves better results than VA, and both methods significantly improve the accuracy by imputing the missing values. When the noise is large, MMVA can still recover the original images, as illustrated in Fig. 4 . Overall, such results demonstrate the advantages of a deep generative model.
Conclusions and Future Work
We propose max-margin deep generative models (mmDGMs), which conjoin the predictive power of max-margin principle and the generative ability of deep generative models. We develop a doubly stochastic subgradient algorithm to learn all parameters jointly, and finally present extensive results to demonstrate that mmDGMs can significantly improve the prediction performance of deep generative models, while retaining the strong generative ability on generating input samples as well as completing missing values. In fact, we achieve low error rates on MNIST which are competitive among the many reported networks with a similar architecture.
Our current analysis is based on a deep generative model with a simple 2-layer MLP as the recognition model. In the future, we would like to investigate even deeper networks, which are often enhanced by special operations (e.g., convolution and pooling), to fit more sophisticated data, such as natural images.
