Abstract
Introduction
Over the past years, Many research results show the possibility that brain signals recorded from the scalp or from within the brain could control external device to complete certain tasks which disabilities cannot complete. The signals used to communicate through a computer usually include: P300, event-related desynchronization (ERD), visual evoked potential(VEP), etc.
The aim of BCI is to translate the activity of brain into command to control external device completing the task of communication [1, 2] . To achieve this goal, we need to recognize the patterns of the brain. Now, in EEG MI classification, lots of work is put in the methods for difference feature extraction. In this paper, we will discuss aspects of classification methods. These most common methods include multi-class support vector machine(M-SVM) and artificial neural networks(ANN). SVM has been applied to multiclass BCI problems using the one-versus rest(OVR) strategy. ANN have been applied to binary and multiclass mental tasks classification. Schalk, et al. proposed a new concept in BCI: detection instead of classification. They introduces and validates signal detection, which does not require the analysis procedures (preliminary analyses to identify the brain signal features best suited for communication) [3] .
OCSVM is an extension to SVMs to estimate the support vectors of a distribution introduced by Schölkopf et al [4] . Various areas have the applications of OCSVM: image retrieval [5] , geometry invariant texture retrieval [6] , Clustering [7] , communication signal modulation scheme recognition [8] , etc. In EEG-based signal processing, OCSVM is usually used to detect epilepsy [3, 9] , in the cases that the number of samples of one class is much less than another.
In this paper, OCSVM is introduced as an detective method for EEG MI classification, with almost the same number of samples of three classes. In this paper, we choose OCSVM to classify three MI tasks. First, the characteristics of feature samples in one class are modeled using this algorithm. Then, for every class, we construct a model. So, for every new feature samples, we select the nearest model as its class.
The introduced method is tested on brain pattern recognition data to correctly distinguish three MI tasks. First, we use the common spatial pattern (CSP) to derive the feature samples for every class. The method was compared to Linear discriminant analysis (LDA), Multi-class support vector
Methods

Feature extraction
In this paper, we use the well-known algorithm called Common Spatial Patterns(CSP) to derive the feature vectors for training. The main idea of CSP is to use a linear transform to project the multi-channel EEG data into a spatial subspace with a projection matrix, each row of which consists of the weights corresponding to each channel. This transformation can maximize the variance of two-class signal matrices. The algorithm is based on the simultaneous diagonalization of the covariance matrices of both classes [11] . At first, CSP is applied to two imaginary tasks [12, 13] . But in this paper, three kinds of tasks need to be distinguished. So, we use a method based on one-versus-the-rest(OVR) algorithm, an extension of common spatial patterns(CSP) algorithm to multi-class case [14, 15] .
Suppose there are three class tasks A, B, and C [14] Step1: Estimate covariance matrices using equation(1)
X and C X are matrices with dimension of N (channels) by T (samples) (T>N). A X ， B X and C X represent a trial of the all channels signal of class A, class B, and class C.
Step2: Separate one class from others. Here, we separate feet from hands. Factorize the sum covariance matrices of A R , B R and C R using equation (2) let
U is the matrix of eigenvector with the dimension of N by N, and U is also the unitary matrices of principal components.  is a diagonal matrix of eigenvalues with dimension of N by N.
Here, we separate feet from hands. Then, the two classes signals can be modeled as [16] Step3: Construct whitening transformation matrix using equation(5)
Step5: Find the maximum and minimum eigenvalues of A R ，then we can find the spatial filters(SF1 and SF2) corresponding to the eigenvalues which make the two classes with maximum separability. Then use the filters to process the signals as (8):
X is a data matrix of preprocessed multi-channel EEG. The feature vector corresponding to one source activity was defined as:
Computation step and detailed description about CSP can be found in [14, 15] . In this process, a key point feature frequency band selection problem. In this paper, the preprocessed multi-channel EEG signals were cut into 17 overlapped frequency band with bandwidth of 4 and overlapping bandwidth of 2. Then we select the band with best separability. We select one frequency band obtaining best separability, so the feature vectors are 4-dimensional vectors.
In this paper, the results of these types of classifiers are compared. In our case, we define left hand MI as class1, right hand MI as class 2, feet MI as class 3.
Linear discriminant analysis( LDA)
LDA defines two measures: within-class scatter matrix and between-class scatter matrix.
Within-class scatter matrix:
The number of classes is c, j i X reprensents the ith sample of class j, j m is the mean of class j, m is the mean of all class. The basic idea of LDA is to makes the direction of Fisher criterion function reaches an extremum value as the best projection direction vector. So maximize the between-class measure, at the same time minimize the within-class measure [17] .
In our case, we combine three LDA classifiers to make decision. As described in Figure 1 . First, we combine two of three classes as one class with the label of -1. Then the rest class is labeled as 1. Using a LDA classifier, we get a result which we look as the value belongs to class 1. After repeating the process twice, as shown in Fig.1 , we get three results: result1, result2, result3 (corresponding to the original class1, class2, class3 respectively). Then we compare the three results and choose the maximum as the classification result. 
Probabilistic neural network(PNN)
PNN is feedforward neural networks with 2 hidden layers, and is a typical nonlinear classifier, which uses minimum Bayesian risk criterion. PNN network has 4-layer structure: input layer, pattern layer, summation layer and decision layer.
The input layer receives and normalizes input vector which is the feature extracted from EEG signal using CSP. We set the number of neurons in the pattern layer as 3 for our 3 MI classification. Every unit in pattern layer represents a training vector. Compute the Euclidean distance between the input vector and every training vector, then realize nonlinear mapping with Gaussian kernel: the spherical Gaussian radial basis function which is a Parzen probability density function estimator as Equation (12) 
The summation layer computes the summation of each pattern and multiply the loss factor. The decision layer selects the largest one in summation layer as the classification result. 
Multi-class support vector machine( M-SVM)
For comparison with the OCSVM, we also use M-SVM here, we use LIBSVM software package, designed by Taiwan University, Dr. Lin Zhiren, a freely-available library of SVM tools. It can solve classification and regression estimation problems and distribution problems, and so on. In this paper, we use LIBSVM to solve classification problem and a Gaussian radial basis function was selected as the kernel function. Based on statistical learning theory, there developed a new machine learning method: SVM, which is to find the optimal separating hyper-plane through learning in the feature space. This method can overcome the shortcomings of rule-based classification algorithm and use less training data to achieve higher classification accuracy. However, SVM was originally proposed for the binary case. To solve multi-classification problems, it requires constructing multiple classifiers (one to one, one to many, etc.), training models and determining the complex parameters. In this paper, we select an extended method: OCSVM to solve the problem. It achieves good results.
One-class support vector machine (OCSVM)
We consider training data
Where n is the number of training samples. First, map the data into the feature space, then find a smallest separating hyper-sphere through learning in the feature space, containing samples as many as possible. We want the sphere to be as small as possible while at the same time, including the training samples as many as possible. This problem can be transformed as the following optimization problem:
where w and ρ are hyper-sphere parameters,  is the map from input space to feature space. By setting the parameter  (0< ≤1), the radius R of hyper-sphere and the number of training samples it can contain are adjusted to a compromise. When  is small, it try to make the sphere contain samples as many as possible; and when  is large, then it try to compress the sphere. l is the number of training samples,  is a slack variable.
The dual problem is :
s.t.
is the kernel function. In this paper, the kernel function is the Gaussian kernel function
So, when we train using OCSVM algorithm, two parameters  and need to be set. The details of the OCSVM for classification are decribed as follows:
For every class, selecting the parameters  and  , training using OCSVM, we get the solutions are: 
The discriminant function to make a decision, finding the Maximum of )
3. Results
Data description and processing
We use the BCI Competition 2008 IV dataset II a. The competition data set consists of EEG data from 9 subjects. The cue-based BCI paradigm consisted of four different motor imagery tasks, namely the imagination of movement of the left hand (class 1), right hand (class 2), both feet (class 3), and tongue (class 4). Two sessions on different days were recorded for each subject. Each session is comprised of 6 runs separated by short breaks. One run consists of 48 trials (12 for each of the four possible classes), yielding a total of 288 trials per session. We choose the first three classes as the data we processed. For every subject we combine the two sessions as one data set. Twenty-two Ag/AgCl electrodes (with inter-electrode distances of 3.5 cm) were used to record the EEG. All signals were recorded monopolarly with the left mastoid serving as reference and the right mastoid as ground. The signals were sampled with 250Hz and bandpass-filtered between 0.5Hz and 100Hz. The signals were further bandpass-filtered between 0.5Hz and 40Hz in this paper. The sensitivity of the amplifier was set to 100 µV. An additional 50Hz notch filter was used to suppress line noise.
Results of four algorithm
For the feature vectors of every person, we use ten-fold cross-validation to get the mean classification accuracy(MCA) of every algorithm(alg) with the same feature samples extracted through the CSP, The results is shown as follow. There are 9 subjects denoted as A01-A09. Besides, for every subject, we calculate the variance of the ten classification accuracy, which is also plot on the figure3. 
Discussion and Conclusion
By the results, the detective method OCSVM in the EEG-based three MI tasks classification has distinct advantages. Based on detection method, OCSVM construct a model for every class. When there are new samples, every model detects and selects ones belong to their own class. This detective method provides a new way to solve the classification problem.
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