Abstract: Recurrent Neural Network (RNN) has been widely applied for sequence modeling. In RNN, the hidden states at current step are full connected to those at previous step, thus the influence from less related features at previous step may potentially decrease model's learning ability. We propose a simple technique called parallel cells (PCs) to enhance the learning ability of Recurrent Neural Network (RNN). In each layer, we run multiple small RNN cells rather than one single large cell. In this paper, we evaluate PCs on 2 tasks. On language modeling task on PTB (Penn Tree Bank), our model outperforms state of art models by decreasing perplexity from 78.6 to 75.3. On Chinese-English translation task, our model increases BLEU score for 0.39 points than baseline model.
h t and x t denote hidden states and input vector at time step t respectively.
In this line, we propose a model named RNN-PCs (Recurrent Neural Network with Parallel Cells) to improve the learning ability of RNN, meanwhile to largely reduce the number of parameters. The model replaces global recurrent connections with small local connections. We replace a single large cell with many smaller ones (the hidden states have less units). As in the right part of figure 1, the hidden states are no longer full connected but only connected in a local manner. Figure 2 shows an unrolled 2 layer RNN with 2 parallel cells. In each layer of RNN, each small cell extracts and saves features from outputs of previous layer independently. And the outputs of small cells are concatenated as the output of current layer. The design has several advantages. First, each cell extracts features independently. Features in one cell transferred by its own recurrent connection and are not impacted by features in other cells. Second, parameters for recurrent connection decrease significantly. Also, one cell has to be placed entirely in one GPU. Now we have multiple small cells rather than one single larger cell, thus we can place these cells in different GPUs to optimize the training. Thirdly, Parallel Cells(PCs) does not modify the inner structure of cells, as a result, PCs can be used along with any type of RNN cells, such as LSTM. Indeed, our idea of RNN-PCs is inspired by the multi-filter mechanisms in CNN. CNN uses multi filters to generate multi feature maps. Next, the feature maps are stacked as the input of following steps. RNN-PCs works in a similar manner. We use multi cells to extract different features from current inputs. And the outputs are stacked as the inputs of following steps. On the empirical stage, CNN shows that different filters are running for different features. We also make an empirical study on language modeling task, and show that different cells offer different set of features. 
Celli denotes the parallel cell i.
We evaluate RNN-PCs on two tasks: language modeling and Chinese-English translation. The language modeling task is conducted on Penn Tree Bank (PTB). Our model outperforms state of art systems by decreasing perplexity from 78.6 to 75.3. On the task of Chinese-English machine translation, the proposed model achieves BLEU score X, outperforms the strong baseline model of BLEU score Y. The rest of the paper is organized as follows. Section 2 describes models, including background models and parallel cells. Section 3 reports experiments. In section 4, based on the task of language modeling, we make some empirical study to observe the behavior of RNN-PCs. Finally, section 5 draws conclusions.
2.Methods 2.1 Background Models
We briefly go through background models used in the paper, including recurrent neural network(RNN), long-short term memories(LSTM) and their variants. Naïve Recurrent Neural Network RNN cell is the basic computation component in RNN. A cell is mainly composed by three parts, input vector，hidden states and recurrent connection. Generally, the output of the cell are the hidden states. RNN dynamics can be viewed as a deterministic transition from the past hidden states to current states given current input. Recurrent connection defines how to the transition procedure happens.
We let subscript denote time step and subscript denote layers. Let h ∈ ℝ be hidden states of RNN cell in time step t at layer l. Let T , : ℝ → ℝ be a linear transform with a bias, e.g. y = Wx + b, for some W and b, where x ∈ ℝ and y ∈ ℝ . Let f(. ) be sigmoid, tanh, relu or other non-linear activate functions. Let ⨀ be element-wise multiplication.
At time step t in layer l, the hidden state h is determined by previous hidden state h and current input x . h = f(T , h + x ) Long Short-Term Memories Long short-term memory (LSTM) (Hochreiter and Schmidhuber 1997) addresses the problem of learning long range dependencies by augmenting the RNN with a memory cell vector c ∈ ℝ . In this paper, we follow LSTM architecture by Graves (2013) . LSTM uses forget gate f, input gate i, output gate o to control the data flow. The equations are as follows. 
Parallel cells
The key idea of PCs is to replace a single large cell with several small parallel cells. Figure 3 shows the a basic RNN cell and its counterpart parallel cells solution. The left side is a basic RNN cell whose hidden states has m units. Let RC be the cell's recurrent connection. Let x,h be the input vector and hidden vector respectively. The right side shows a counterpart parallel cells solution. There are n small parallel cells, each with m/n unit of hidden states. Thus both the left and the right side have equal total unit of hidden states to retain information from the past. The small cells accept input x and generate outputs h_1,h_2…h_n respectively. The final output h is concatenated by h_1,h_2…h_n. 
3.Experiments
We present results in language modeling, machine translation and part-of-speech(POS) tagging.
language modeling Task and Dataset
We conduct word-level word prediction experiments on the Penn Tree Bank (PTB) dataset. The data is from Tomas Mikolov's webpage 1 . We use exactly the same training data and test data as other researchers (Zaremba et al., 2014; Kim et al., 2016) , about 90% for training and 10% for testing. The vocabulary size is 10k. We use a UNK symbol for the rest of rare words. Zaremba et al.(2014) achieved state of art performance on PTB with a two layer regularized LSTM.
Model and Training Details
At each time step, word is mapped to a fix length word vector and then fed into LSTM. LSTM outputs a probability distribution of the next word. Our models are regularized LSTM with PCs. In table 2, We show the performance of our model with different wide. When wide=1, the model is a plain 2 layer LSTM. When wide=3 to 10, the models get similar performance. Note that when wide=10, the LSTM cell contains about only 10% of parameters, while reduce 4.5 perplexity than plain LSTM. However, continue to add parallel cells will harm the performance. For wide=15, the perplexity increases to 77.5. We suggest that use PCs will reduce the unnecessary connections from unrelated features. But when the cell is getting too small to afford a necessary feature sets, the overall performance will decrease. For plain LSTM, setting the units of hidden states larger than 1500 will not improve the performance. From 1500 to 1950, the perplexity grows from 78.4 to 80.0. However, parallel cells can still benefit from increasing units of hidden states. 
Machine Translation Task and Dataset
We conduct experiments on a Chinese-English translation task. The purpose of this experiment is to evaluate that whether PCs has a substantial improvement on large RNN. For consideration of speed, we only include training and testing samples when both sides contain less than 50 words. We limit the source and target vocabularies to the most frequent 30K words in Chinese and English, including a UNK symbol for other words, a PAD symbol for padding and a EOS for end of the Bahdanau et al.(2015) proposed a encoder-decoder model with attention for machine translation. Both the encoder and decoder were RNNs and the cell type was Gate Recurrent Units(GRU). The encoder RNN read source words one by one, and the final hidden states encoded all the information of the source sequences. The hidden states were then fed into decoder RNN. At each time step, took states of aligned source states and previous generated target words as inputs, the decoder output current target word. They used bidirectional RNN for the all layers of the encoder to catch both forward and backward information. Wu et al.(2016) used LSTM cells for translation. For speed and parallel running consideration, they only used bidirectional RNN in the first layer of the encoder. Their systems were also comparable to other state of art systems. The baseline model for machine translation in this paper is the same as Bahdanau' work, while there are two minus differences. First, only the first layer of encoder is bidirectional. Second, the cells used in RNNs are LSTM. We implement PCs for both encoder and the decoder RNN. The bidirectional layer and other layers in encoder does not share parameters. The encoder contains 4 layers, 1 bidirectional bottom layer and 3 single directional layers. The decoder contains 3 layers. The word embedding dimension and size of hidden states are 1024. We use cross entropy loss function and stochastic gradient decent for optimization. The batch size is 32. We train the model with initial learning rate 0.5, and apply weight decay by 0.93 in every 3000 batches if the cost of validation set does not decrease. We clip the norm of the gradients at 5. We dropout 20% of recurrent connections. We train each model for about 800k batches. Results Table 3 shows the results of baseline model and our model. For the baseline model, it takes about 824000 batches to get the best bleu score in dev set. For translation model with parallel cells, it takes about 714000 batches to get best bleu score. With parallel cells, the translation model gets a improvement of 0.39 on bleu score. Baseline Translation the mongolian side thanked china for its many years to aid the mongolian government .
Model and Training Details
Parallel cells(wide=3) the mongolian side thanked china for its assistance to mongolia over the past years . We suppose that predict a word requires a set of features offered by cells. As a result, when we mask a cell, if the prediction of target word depends heavily on the features in the cell, the perplexity will increase sharply, and vice versus. We run a single layer LSTM, with 420 unit of hidden states and wide=3, dropout rate=0.2 on PTB.
On test set, we mask the parallel cells in turns to see what changes. Figure 4 shows how we mask the cells. Figure 5 show three group of samples selected from test set. The words are all selected from about top 100 most frequency word set. It can be seen that for similar words, masked models have similar performance on perplexity. For example, when we consider copular verbs, generally, mask1 gets the lowest average perplexity on all words, while mask2 gets almost the highest perplexity. We can conclude that when predicting copular verbs, cell1 provides less important features than cell2. 
comparison with model averaging
A PCs-RNN with m hidden units and n parallel cells consumes as much computing and memory resource as n small naïve RNN with m/n hidden units. Thus, we want to compare the performance between PCs-RNN and its counterpart ensemble models that consumes the same resource. Table 3 compares the results of model averaging. 2 model1 cost as much resource as 6 model3. However, 2 model1 outperform 10 model3 on model averaging. 38 model2 achieve previous state of art perplexity on model averaging. However, we outperform that by using only 10 model1. We can conclude that, after model averaging, PCs can still substantially outperforms naïve RNN with equivalent, or less computing and memory resource.
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