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Preface
In this monograph various notions related to metric spaces are considered,
including Hausdorff-type measures and dimensions, Lipschitz mappings, and
the Hausdorff distance between nonempty closed and bounded subsets of a
metric space. Some familiarity with basic topics in analysis such as Riemann
integrals, open and closed sets, and continuous functions is assumed, as in
[60, 100, 187], for instance. There is no attempt to be exhaustive in any
way, and more information in a variety of directions can be found in the
bibliography.
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Chapter 1
Metric spaces
1.1 Real numbers
Let us begin by reviewing some aspects of the real numbers. As usual, we
write R for the real numbers, and Rn for the n-tuples of real numbers, where
n is a positive integer. We also write Z for the integers, and Z+ for the
positive integers.
If a, b are real numbers with a < b, then the intervals (a, b), [a, b), (a, b],
and [a, b] can be defined as the sets of real numbers x which satisfy a < x < b,
a ≤ x < b, a < x ≤ b, and a ≤ x ≤ b, respectively. For [a, b] we also allow
a = b, in which case [a, b] consists of the one point. These intervals are
all bounded, and their lengths are defined to be b − a. It can sometimes be
convenient to consider unbounded intervals of the form (−∞, b), (−∞, b],
(a,∞), [a,∞), and (−infty,∞) = R, whose lengths are defined to be +∞.
If J denotes an interval in the real line, then we may write |J | for the
length of J .
Let A be a subset of R. A real number b is said to be an upper bound if
a ≤ b for all a ∈ A. A real number c is said to be the least upper bound, or
supremum, if it is an upper bound for A, and if c ≤ b for every other upper
bound b of A. It is easy to see from the definition that the supremum is
unique if it exists. A basic property of the real numbers is completeness for
the ordering, which means that every nonempty subset A of R which has an
upper bound has a least upper bound. If A is a nonempty subset of R which
has no upper bound in the real numbers, then we shall make the convention
of saying that the supremum is equal to +∞. The supremum of A is denoted
1
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supA.
Similarly, if A is a subset of R and d is a real number, then d is said to
be a lower bound of A if d ≤ a for all a in A. A real number h is said to
be the greatest lower bound, or infimum, of A if it is a lower bound for A,
and if d ≤ h for all other lower bounds of A. Again, it is easy to see from
the definition that the infimum is unique if it exists. From the completeness
property of the real numbers described in the previous paragraph, one can
show that a nonempty subset of R with a lower bound has an infimum. One
way to do this is to show that the infimum of A is equal to the supremum
of −A = {−a : a ∈ A}, where −A is nonempty and has an upper bound
because A is nonempty and has a lower bound. Another approach is to obtain
the infimum of A as the supremum of the set of lower bounds of A. This
second argument has the nice feature that it applies to any linearly-ordered
set. Compare with [187].
If A is a nonempty subset of R which does not have a lower bound,
then we shall make the convention that the infimum is equal to −∞. The
infimum of A is denoted inf A in either case. Often in these notes we shall
be concerned with infima and suprema of nonempty sets of nonnegative real
numbers, so that the infimum exists as a real number, but the supremum
might be +∞.
The real numbers together with −∞, +∞ are called the extended real
numbers, as in [187]. The usual ordering on the real numbers extends to
the extended real numbers, and to some extent the arithmetic operations do
too. For instance, if x is a real number, then x +∞ is defined to be +∞,
x−∞ is defined to be −∞, while ∞−∞ is normally left undefined. If A is
a nonempty set of extended real numbers, the infimum and supremum of A
can be defined for A in the same way as above, as extended real numbers.
Let I be a nonempty set, and suppose that to each element i of I is
associated a nonnegative real number ai. Consider the sum∑
i∈I
ai.(1.1)
If I is finite, then this sum is defined in the usual way. If I is infinite, then
we can define this sum to be the supremum of∑
i∈F
ai,(1.2)
where F runs through all finite subsets of I. Thus the sum may be equal to
+∞. Sometimes the terms ai may be allowed to be nonnegative extended
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real numbers, and the whole sum is automatically equal to +∞ if any one of
the terms is equal to +∞.
If the sum (1.1), then for each ǫ > 0 the number of i ∈ I such that ai ≥ ǫ
is at most 1/ǫ times the sum (1.1). In particular, the number of such i ∈ I is
finite. As a consequence, if the sum (1.1) is finite, then the set of i ∈ I such
that ai > 0 is at most countable. In these notes, we shall only be concerned
with situations in which I is at most countable anyway.
The absolute value |x| of a real number x is defined to be equal to x when
x ≥ 0 and to −x when x ≤ 0. Thus the absolute value of x is always a
nonnegative real number, and one can check that |x + y| ≤ |x| + |y| for all
real numbers x, y. Also, the absolute value of a product of two real numbers
is equal to the product of their absolute values.
Let n be a positive integer. If x, y are elements of Rn and t is a real
number, then we can define x + y and t x as elements of Rn by adding the
coordinates of x and y in the first case, and multiplying the coordinates of x
by t in the second. For each x in Rn, we define |x|, the standard Euclidean
norm of x, by
|x| =
( n∑
j=1
x2j
)1/2
.(1.3)
It is easy to see that |t x| = |t| |x| for all x ∈ Rn and all t ∈ R, and it is
well-known that
|x+ y| ≤ |x|+ |y|(1.4)
for all x, y ∈ Rn.
If X is a set and E is a subset of X , then the indicator function on X
associated to E is denoted 1E and defined by 1E(x) = 0 when x ∈ X\E,
1E(x) = 1 when x ∈ E.
1.2 Some basic notions and results
Let (M, d(x, y)) be a metric space. For the record, this means that M is
a nonempty set, and that d(x, y) is a nonnegative real-valued function on
M ×M such that d(x, y) = 0 if and only if x = y, d(x, y) = d(y, x) for all
x, y ∈M , and
d(x, z) ≤ d(x, y) + d(y, z)(1.5)
for all x, y, z ∈ M . For each positive integer n, Rn equipped with the
standard Euclidean metric |x − y| defines a metric space. Of course ev-
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ery nonempty subset of M can be viewed as a metric space itself, just by
restricting the metric on M to Y .
If x is an element of M and r is a positive real number, then we write
B(x, r) for the open ball in M with center x and radius r, defined by
B(x, r) = {y ∈M : d(x, y) < r}.(1.6)
Similarly, the closed ball with center x and radius r is denoted B(x, r) and
defined by
B(x, r) = {y ∈M : d(x, y) ≤ r}.(1.7)
1.2.1 Open and closed subsets and normality of metric
spaces
If E is a subset of M and p is an element of M , then p is said to be a limit
point of E if for every ǫ > 0 there is a point x in E such that x 6= p and
d(x, p) < ǫ. If every limit point of E is also an element of E, then E is said
to be a closed subset of M . This is the same as saying that a point p in M
lies in E if for every ǫ > 0 there is a point x in E such that d(x, p) < ǫ. A
closed ball B(x, r) as in (1.7) is always a closed subset of M , and the empty
set and M itself are closed subsets of M .
For any subset E, the closure is denoted E and is defined to be the union
of E and the set of limit points of E. Equivalently, a point p lies in E if for
every ǫ > 0 there is an x in E such that d(p, x) < ǫ. It is not difficult to
show that the closure of E is always a closed subset of M . Thus E = E if
and only if E is closed, and the closure of E can be described as the smallest
closed subset of M that contains E. If D is a subset of M , then D is dense
in M if the closure of D is equal to M .
A subset U of M is said to be open if for every x in U there is an r > 0 so
that B(x, r) is contained in U . An open ball B(x, r) as in (1.6) is always an
open subset of M , as are the empty set and M itself. A basic fact is that U
is open if and only if M\U is a closed subset of M . For any subset E of M ,
the interior E◦ of E is the set of points x in E for which there is an r > 0
so that B(x, r) is contained in E. One can check that E◦ is always an open
subset of E, E◦ = E if and only if E is an open set, and E◦ is the largest
open subset of E.
Notice that the interior of E is the same as the complement in M of the
1.2. SOME BASIC NOTIONS AND RESULTS 5
closure of the complement of E, i.e.,
E◦ =M\(M\E).(1.8)
If E1, E2 are subsets of M , then it is not difficult to show that
(E1 ∪ E2) = E1 ∪ E2, (E1 ∩ E2) ⊆ E1 ∩ E2(1.9)
and
E◦1 ∪ E
◦
2 ⊆ (E1 ∪ E2)
◦, E◦1 ∩ E
◦
2 = (E1 ∩ E2)
◦.(1.10)
The boundary of a subset E of M is denoted ∂E and defined by
∂E = E\E◦.(1.11)
This is equivalent to
∂E = E ∩ (M\E),(1.12)
and in particular
∂E = ∂(M\E).(1.13)
The empty set and M itself have empty boundary in M . Observe that if E1,
E2 are subsets of M , then
∂(E1 ∪ E2) ⊆ ∂E1 ∪ ∂E2(1.14)
and
∂(E1 ∩ E2) ⊆ ∂E1 ∪ ∂E2.(1.15)
As a metric space, M enjoys the Hausdorff property that for every pair
of distinct elements x, y in M there are open sets U1, U2 such that x ∈ U1,
y ∈ U2, and U1 ∩ U2 = ∅. For this one can simply take U1, U2 to be the
balls B(x, d(x, y)/2), B(y, d(x, y)/2). A stronger version of this is called
“regularity” and says that if x is an element of M and F is a nonempty
closed subset of M which does not contain x as an element, then there are
open subsets V1, V2 of M such that x ∈ V1, F ⊆ V2, and V1 ∩ V2 = ∅. To
see that this holds, choose r > 0 so that B(x, r) ∩ F = ∅, and then choose
V1 to be B(x, r/2), and V2 to be the set of z in M such that d(x, z) > r/2.
An even stronger separation property is called normality and states that if
F1 and F2 are nonempty closed subsets of M such that F1 ∩ F2 = ∅, then
there are open subsets W1, W2 of M such that F1 ⊆ W1, F2 ⊆ W2, and
W1 ∩W2 = ∅. To find such a pair W1, W2, choose for each x in F1 a positive
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real number r1(x) so that B(x, r1(x)) ∩ F2 = ∅, and choose for each y in F2
a positive real number r2(y) so that B(y, r2(y)) ∩ F1 = ∅. Define W1, W2 by
W1 =
⋃
x∈F1
B(x, r1(x)/2), W2 =
⋃
y∈F2
B(y, r2(y)/2).(1.16)
Clearly W1, W2 are open subsets of M which contain F1, F2, respectively, as
subsets. It is not difficult to show that W1 ∩W2 = ∅. One can strengthen
this a bit further by saying that there are open subsets W˜1, W˜2 of M such
that F1 ⊆ W˜1, F2 ⊆ W˜2, and the closures of W˜1 and W˜2 are disjoint. In fact,
this can be obtained as a consequence of the previous normality property,
by first using normality to find disjoint open subsets W1, W2 of M such that
F1 ⊆ W1, F2 ⊆ W2, and then using normality again to find open subsets
W˜1, W˜2 of M such that F1 ⊆ W˜1, F2 ⊆ W˜2 and the closures of W˜1, W˜2 are
contained in W1, W2, respectively.
1.2.2 Bounded, compact, and totally bounded sets
A subset of M is said to be bounded if it is contained in a ball. If A is a
bounded subset of M , then the diameter diamA of A is defined by
diamA = sup{d(x, y) : x, y ∈ A}.(1.17)
In this case the diameter of A is a finite real number. If A is an unbounded
subset of M , then the diameter of A is defined to be +∞. We make the
convention that the diameter of the empty set is equal to 0.
A sequence {pj}
∞
j=1 in M is said to converge to a point p in M if for every
ǫ > 0 there is a positive integer N such that
d(pj, p) < ǫ for all j ≥ N.(1.18)
In this case we write
lim
j→∞
pj = p,(1.19)
and one can check that the limit p is unique. A sequence {pj}
∞
j=1 in M is
said to be a Cauchy sequence if for every ǫ > 0 there is a positive integer N
so that
d(pj, pk) < ǫ for all j, k ≥ N.(1.20)
It is easy to see that a convergent sequence is a Cauchy sequence. A metric
space in which every Cauchy sequence is a convergent sequence is said to
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be complete. A well-known fact is that the Euclidean spaces Rn with their
standard metrics are complete metric spaces. Also, any metric space can be
embedded isometrically into a complete metric space, where the image of the
first metric space is dense in the second one, and this “completion” is unique
up to isometric equivalence.
A subset E of M is closed if and only if every sequence of points in E
which converges in M has its limit in E. For any subset E of M , the closure
E of E is equal to the set of points inM which occur as limits of sequences of
points in E. This includes constant sequences {pj}
∞
j=1, in which all the pj’s
are the same, so that the elements of E are limits of sequences of points in
E. A subset D of M is dense in M if and only if every element of M occurs
as the limit of a sequence of points in D.
If {xj}
∞
j=1 is a sequence of points in some set X , and if {jl}
∞
l=1 is a strictly
increasing sequence of positive integers, so that
j1 < j2 < j3 < · · · ,(1.21)
then the sequence {xjl}
∞
l=1 obtained by restricting the {xj}
∞
j=1 to {jl}
∞
l=1 is
called a subsequence of {xj}
∞
j=1. In particular, {xj}
∞
j=1 is a subsequence of
itself, by taking jl = l for all l. Note that a Cauchy sequence in a metric
space converges as soon as it has a convergent subsequence.
In these notes we shall often be concerned with subsets of metric spaces
which are compact. As usual, compactness can be characterized in a number
of equivalent ways. In brief, a subset K ofM is compact if (a) every for every
covering of K by open subsets of M there is a subcovering of K from this
covering with only finitely many elements, or (b) every infinite subset of K
has a limit point in K, or (c) every sequence of points in K has a subsequence
which converges. If Y is a nonempty subset of M and K is contained in Y ,
then K is compact as a subset ofM if and only if K is compact as a subset of
Y , viewed as a metric space itself, with the restriction of the metric from M .
In particular, if K is nonempty, we can take Y = K, so that K is compact
as a subset of M if and only if K is compact as a subset of itself, viewed as
a metric space on its own, with the restriction of the metric from M . This
is quite different from the properties of being open or closed.
In the case of a Euclidean space Rn, the compact subsets are exactly the
closed and bounded subsets, by the Heine–Borel theorem.
A subset A of M is said to be totally bounded if for every ǫ > 0 there is
a finite collection of balls in M with radius ǫ whose union contains A as a
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subset. Compact sets are totally bounded, and subsets of totally bounded
sets are totally bounded. As with compactness, a subset A of M is totally
bounded as a subset of M if and only if it is totally bounded as a subset of
itself, viewed as a metric space on its own, with the restriction of the metric
from M .
A well-known theorem states that a metric space is compact if and only if
it is totally bounded and complete. This is equivalent to saying that a subset
of a complete metric space is compact if and only if it is closed and totally
bounded. Another way to look at this is that a subset A of M is totally
bounded if and only if every sequence of points in A has a subsequence
which is a Cauchy sequence. Roughly speaking, these results can be treated
in much the same way as classical results about compactness properties of
closed and bounded subsets of Rn.
1.2.3 Separable metric spaces
Recall that M is said to be separable if there is a subset D of M which is
dense and at most countable. In this survey we shall be primarily interested
in separable metric spaces. For example, the Euclidean spaces Rn with their
standard metrics are separable, because the set of points in Rn with rational
coordinates is countable and dense.
A metric space which is totally bounded is also separable. In fact, a
metric space M is separable if and only if for each ǫ > 0 there is a subset
Dǫ of M which is at most countable and such that for each x ∈ M there is
a y ∈ Dǫ that satisfies d(x, y) < ǫ. The property of being totally bounded is
the same as saying that one can do this with Dǫ being finite for each ǫ > 0.
If M is a metric space, a collection B of open subsets of M is said to
be a basis for the topology if every open subset of M can be expressed as a
union of subsets of M which are elements of B. This is equivalent to saying
that for each x in M and each positive real number r there is an open set U
which is an element of B such that x is an element of U and U is a subset of
B(x, r). Separability of M can be characterized by the existence of a basis
B for the topology of M which has at most countably-many elements. For if
D is a dense subset of M which is at most countable, then the collection of
balls of the form B(y, 1/n), where y runs through the elements of D and n
runs through the positive integers, is a basis for the topology of M which is
at most countable. Conversely, if B is a basis for the topology of M which is
at most countable, then one can get a subset D of M which is dense and at
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most countable by choosing a point in each element of B and putting it into
D.
A basic fact about separable metric spaces is that every subset E of a
separable metric space M contains a subset which is dense in E and at most
countable. In other words, every nonempty subset of M defines a separable
metric space itself, with the restriction of the metric from M . This is not
difficult to show, but notice that a particular dense subset of M may not
have any elements in any particular subset E of M .
A subset of a metric space is said to be countably compact if for every
open covering of the set there is a subcovering with at most countably many
elements. Clearly a compact set is countably compact. A well-known result
states that a metric space M is countably compact if and only if it is sep-
arable. Indeed, if M is countably compact, then for every r > 0 there is
a family of balls of radius r with at most countably many elements which
covers M , and this implies that M is separable. Conversely, suppose that M
is separable, and that {Uα}α∈A is an open covering of M . Let B be a basis
for the topology ofM which is at most countable. Define B1 to be the subset
of B consisting of those open subsets V of M in B which are contained in a
Uα for some α ∈ A. Since B is a basis for the topology of M , each Uα is a
union of elements of B. Hence⋃
V ∈B1
V =
⋃
α∈A
Uα = M.(1.22)
For each V in B1, choose an α(V ) ∈ A such that V ⊆ Uα(V ). Then⋃
V ∈B1
Uα(V ) = M,(1.23)
and {Uα(V ) : V ∈ B1} is a subcovering ofM from the covering {Uα}α∈A which
has at most countably many elements.
1.3 The Baire category theorem
Let (M, d(x, y)) be a metric space. If U , V are dense open subsets of M ,
then the intersection U ∩ V is also a dense open subset of M . This is not
difficult to verify. More precisely, if U is a dense open subset of M and D is
a dense subset of M , then the intersection U ∩D is a dense subset of M . Of
course the intersection of two dense sets in general can be dense.
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Now suppose that {Uj}
∞
j=1 is a sequence of dense open subsets of M . In
general, the intersection of all of the Uj’s might be the empty set. This occurs
when M is the set of rational numbers, equipped with the usual metric, for
instance. The Baire category theorem states that if M is a complete metric
space, then in fact
⋂∞
j=1Uj is a dense subset of M .
Let us briefly review the proof. Let B0 be any closed ball inM . It suffices
to show that B0 contains an element of
⋂∞
j=1Uj . Since U1 is a dense open
subset of M , there is a closed ball B1 in M such that B1 ⊆ B0, B1 ⊆ U1,
and the radius of B1 is less than 1. Similarly, because U2 is a dense open
subset of M , there is a closed ball B2 in M such that B2 ⊆ B1, B2 ⊆ U2,
and the radius of B2 is less than 1/2. Proceeding in this manner, for each
positive integer j there is a closed ball Bn such that Bj ⊆ Bj−1, Bj ⊆ Uj,
and the radius of Bj is less then 1/j. It follows that the sequence of centers
of the Bj’s is a Cauchy sequence, and so the assumption that M is complete
implies that this sequence converges to a point p in M . One can check that
p lies in each Bj , and hence in each Uj , as well as the given ball B0.
There is a complementary picture for closed sets with empty interior. In
any metric space M , if E and F are closed sets with empty interior, then
E ∪ F is also a closed set with empty interior. This does not work without
the assumption that the sets be closed, since the real line is the union of the
sets of rational and irrational numbers, each of which has empty interior.
In a complete metric space the union of sequence of closed sets with empty
interior also has empty interior, although this union is not a closed set in
general.
If F is any nonempty closed subset of M and j is a positive integer,
consider the set Uj which is the union of the balls B(x, 1/j) with x ∈ F .
This is an open subset of M which contains F as a subset. It is not difficult
to check that
F =
∞⋂
j=1
Uj .(1.24)
Thus every closed subset of a metric space can be expressed as the intersection
of a sequence of open sets. By passing to complements one obtains that every
open subset of a metric space can be expressed as the union of a sequence of
closed subsets.
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1.4 Continuous mappings
Let (M, d(x, y)) and (N, ρ(u, v)) be metric spaces, and let E be a nonempty
subset of M . A mapping f from E to N is said to be continuous if for every
x in E and every ǫ > 0 there is a δ > 0 so that
ρ(f(x), f(y)) < ǫ for all y ∈ E such that d(y, x) < δ.(1.25)
The mapping f is said to be uniformly continuous if for every ǫ > 0 there is
a δ > 0 such that
ρ(f(x), f(y)) < ǫ for all x, y ∈ E such that d(y, x) < δ.(1.26)
A basic result states that if E is compact and f : E → N is continuous, then
f is also uniformly continuous.
Let us assume for simplicity that E =M , to which one can reduce anyway.
Another basic result states that f : M → N is continuous if and only if
f−1(U) is an open subset ofM for all open subsets U of N . This is equivalent
to saying that f : M → N is continuous if and only if f−1(A) is a closed
subset ofM whenever A is a closed subset ofN . An alternate characterization
states that f :M → N is continuous if and only if for every sequence {xj}
∞
j=1
of points in M which converges to some point x, the sequence {f(xj)}
∞
j=1
converges in N to f(x).
If M1, M2, M3 are metric spaces and h1 : M1 → M2, h2 : M2 → M3 are
continuous mappings, then the composition h2 ◦h1, defined by (h2 ◦h1)(x) =
h2(h1(x)), is a continuous mapping from M1 to M3. If h1 : M1 → M2,
h2 : M2 →M3 are uniformly continuous, then h2◦h1 is a uniformly continuous
mapping from M1 to M3. These statements are easy to check.
A mapping f : M → N is said to be bounded if the image f(M) of f is
contained in a bounded subset of N . A basic result states that if f : M → N
is continuous and K is a compact subset ofM , then f(K) is a compact subset
of N . In particular, f is bounded in this case. Also, if E is a subset of M
which is totally bounded and f : M → N is uniformly continuous, then f(E)
is totally bounded.
A homeomorphism from M to N is a one-to-one mapping f of M onto N
such that f : M → N and f−1 : N →M are both continuous. If f : M → N
is continuous, M is compact, and f is a one-to-one mapping of M onto N ,
then f is a homeomorphism of M onto N . For instance, f maps closed
subsets of M to closed subsets of N in this case, since closed subsets of M
are compact.
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Suppose that f1, f2 are continuous mappings from M to N , and that E
is a dense subset of M . If f1 and f2 are equal on E, then they are equal
on all of M . In other words, a continuous mapping is uniquely determined
by its restriction to a dense subset. Conversely, suppose that D is a dense
subset of M , and that f is a continuous mapping from D into N . In order
for there to be a extension of f to a continuous mapping from M to N , it is
sufficient that f be uniformly continuous, and that N be complete. In this
case the extension will also be uniformly continuous.
1.4.1 Real-valued functions
Of course constant functions are always continuous. If f1(x), f2(x) are real-
valued continuous functions onM , then the sum f1(x)+f2(x) and the product
f1(x) · f2(x) are also continuous functions on M . The sum of uniformly
continuous real-valued functions is uniformly continuous, but this does not
work for the product in general. It does work if at least one of the two
functions is bounded. If f(x) is a continuous real-valued function on M and
E is a subset of M such that f(x) 6= 0 for all x ∈ M , then 1/f(x) is a
continuous function on E. If we assume that f(x) is uniformly continuous,
then it may not be true that 1/f(x) is uniformly continuous on E, but this
is the case if there is a positive real number c such that |f(x)| ≥ c for all x
in E.
On Rn, the n coordinate functions
x = (x1, . . . , xn) 7→ xj ,(1.27)
1 ≤ j ≤ n, are continuous, as one can easily verify. As a result, polynomials
on Rn are continuous functions, and rational functions, which are quotients
of polynomials, are continuous on the set where the denominator does not
vanish.
Lemma 1.28 For each element p of M , d(x, p) is uniformly continuous as
a real-valued function of x on M .
This follows from the triangle inequality. Namely,
d(x, p) ≤ d(y, p) + d(x, y)(1.29)
and
d(y, p) ≤ d(x, p) + d(x, y),(1.30)
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so that
|d(x, p)− d(y, p)| ≤ d(x, y).(1.31)
Let A be a nonempty subset of M , and set
dist(x,A) = inf{d(x, z) : z ∈ A}(1.32)
for x in M . Note that
dist(x,A) = dist(x,A)(1.33)
for all x in M , and that dist(x,A) = 0 if and only if x lies in the closure of
A.
Lemma 1.34 As a function of x on M , dist(x,A) is uniformly continuous.
For this we use the triangle inequality again. If x and y are arbitrary
elements of M and z is an arbitrary element of A, then
dist(x,A) ≤ d(x, z) ≤ d(x, y) + d(y, z).(1.35)
By taking the infimum over z it follows that
dist(x,A) ≤ d(x, y) + dist(y, A).(1.36)
Similarly,
dist(y, A) ≤ d(x, y) + dist(x,A),(1.37)
so that
| dist(x,A)− dist(y, A)| ≤ d(x, y).(1.38)
Note that for any nonempty subset A of M ,
dist(x,A) = dist(x,A)(1.39)
for all x in M , as one can verify from the definitions.
Suppose that F1, F2 are disjoint nonempty closed subsets of M . Define a
real-valued function φ(x) on M by
φ(x) =
dist(x, F1)
dist(x, F1) + dist(x, F2)
.(1.40)
Because F1 and F2 are disjoint and closed, the denominator in the definition
of φ(x) is never equal to 0. Thus φ(x) is a continuous function on M which
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takes values in the interval [0, 1], and it satisfies φ(x) = 0 if and only if x ∈ F1
and φ(x) = 1 if and only if x ∈ F2.
In general this function φ(x) may not be uniformly continuous. For exam-
ple, if M = R\{0}, F1 = (−∞, 0), and F2 = (0,∞), then F1, F2 are disjoint
nonempty closed subsets of M , φ(x) is defined completely by φ(x) = 0 when
x ∈ F1 and φ(x) = 1 when x ∈ F2, and φ is clearly not uniformly continuous.
Let us say that a mapping f : M → N is locally bounded if for every
p in M there is an r > 0 so that f(B(p, r)) is a bounded subset of N .
Thus continuous mappings are automatically locally bounded. Let us say
that f : M → N is locally uniformly continuous if for each p ∈ M there is
an r > 0 such that the restriction of f to B(p, r) is uniformly continuous.
Ordinary continuity is already a local condition, and so we do not need to
define “local continuity”. For real-valued functions, the sum and product
of locally bounded functions is locally bounded, and the sum and product
of locally uniformly continuous functions is locally uniformly continuous. If
f(x) is a real valued function on M which is locally uniformly continuous
and which satisfies f(x) 6= 0 for all x ∈ M , then 1/f(x) is locally uniformly
continuous on M .
In particular, the function φ(x) defined in (1.40) is always locally uni-
formly continuous, even if it may not be uniformly continuous. If there is an
ǫ > 0 so that d(y, z) ≥ ǫ for all y ∈ F1 and z ∈ F2, then φ(x) is uniformly
continuous.
Recall that a metric space is said to be locally compact if for every point
x in the space there is are subsets K, U of the space such that K is compact,
U is open, x ∈ U , and U ⊆ K. Thus every continuous mapping from a
locally compact metric space to another metric space is locally uniformly
continuous.
Let us say that a mapping between two metric spaces is countably uni-
formly continuous if the domain can be expressed as the union of an at most
countable family of subsets, on each of which the mapping is uniformly con-
tinuous. One can also assume that the mapping is bounded on each of these
subsets, by making a further decomposition as necessary. As a basic property
of such mappings, if the domain can be expressed as the countable union of
totally bounded subsets, then so can the image of the mapping.
The sum or product of two real-valued countably uniformly continuous
functions is also countably uniformly continuous. This is not difficult to show,
using the observation that if {Ei}i∈I and {Fj}j∈J are families of subsets of
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M such that I, J are at most countable and
⋃
i∈I
Ei =
⋃
j∈J
Fj =M,(1.41)
then {Ei ∩Fj}(i,j)∈I×J is an at most countable family of subsets of M whose
union is also equal to M . Similarly, the reciprocal of a countably uniformly
continuous mapping which does not take the value 0 is countably uniformly
continuous. A locally uniformly continuous mapping between two metric
spaces is countably uniformly continuous if the domain is separable, since
that implies countable compactness.
A subset E of M is said to be σ-compact if it can be expressed as the
union of at most countably many compact sets. IfM is σ-compact, then every
continuous mapping fromM into N is countably uniformly continuous. IfM
is separable and locally compact, then M is σ-compact. If M is σ-compact,
then every open subset of M is σ-compact as well, since every open subset
of a metric space can be expressed as the union of a sequence of closed sets.
1.4.2 Spaces of continuous mappings
We shall write C(M,N) for the space of continuous mappings from M to
N . A mapping f : M → N is said to be bounded if its image is contained
in a bounded subset of N , and we write Cb(M,N) for the space of bounded
continuous mappings from M to N . Note that C(M,N) = Cb(M,N) if M
is compact. If f1, f2 are two bounded continuous mappings from M to N ,
then we set
θ(f1, f2) = sup{ρ(f1(x), f2(x)) : x ∈M}.(1.42)
It is not difficult to verify that this defines a metric on Cb(M,N). The
constant mappings from M to N , which take all of M to a single point in
N , are obviously bounded and continuous, and in this way we get a natural
embedding of N in Cb(M,N). This is an isometric embedding, which is to
say that the given metric ρ(·, ·) on N agrees with the metric θ(·, ·) applied
to the constant mappings.
If {fj}
∞
j=1 is a sequence of mappings from M to N , and if f is another
mapping from M to N , then we say that {fj}
∞
j=1 converges pointwise if
lim
j→∞
fj(x) = f(x) in N(1.43)
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for all x in M . We say that {fj}
∞
j=1 converges to f uniformly if for every
ǫ > 0 there is an integer L so that
ρ(fj(x), f(x)) < ǫ for all j ≥ L.(1.44)
Thus uniform convergence implies pointwise convergence.
A well-known result states that if {fj}
∞
j=1 is a sequence of mappings from
M to N which converges uniformly to a mapping f fromM to N , and if each
fj is continuous, then f is continuous as well. This does not work in general
under the assumption of pointwise convergence instead of uniform conver-
gence. Note that a sequence {fj}
∞
j=1 in Cb(M,N) converges to a function f
in Cb(M,N) with respect to the metric θ defined above if and only if {fj}
∞
j=1
converges uniformly to f . If {fj}
∞
j=1 converges uniformly to f and each fj is
uniformly continuous, then f is uniformly continuous as well.
If N is complete as a metric space, then Cb(M,N) is complete as a metric
space. In other words, if {fj}
∞
j=1 is a Cauchy sequence in Cb(M,N) with
respect to the metric θ and N is complete as metric space, then there is
a function f in Cb(M,N) to which {fj}
∞
j=1 converges uniformly. To show
this, one can first use the assumption that {fj}
∞
j=1 is a Cauchy sequence in
Cb(M,N) to obtain that {fj(x)}
∞
j=1 is a Cauchy sequence in N for all x inM .
Hence {fj}
∞
j=1 converges pointwise to some mapping f from M to N , since
N is complete. Using the assumption that {fj}
∞
j=1 is a Cauchy sequence with
respect to the metric θ, one can check that {fj}
∞
j=1 converges to f uniformly.
As a consequence, f is continuous, and one can also verify that f is bounded
in this case.
Let us write C(M) for the space of continuous real-valued functions on
M , and Cb(M) for the space of bounded continuous real-valued functions on
M . Thus C(M) and Cb(M) are vector spaces over the real numbers, and on
Cb(M) we have the norm
‖f‖sup = sup{|f(x)| : x ∈M}.(1.45)
That is, ‖f‖sup is a nonnegative real number which is equal to 0 exactly when
f is identically equal to 0, ‖tf‖sup = |t| ‖f‖sup for all real numbers t and all
f in Cb(M), and the triangle inequality for norms holds, namely
‖f1 + f2‖sup ≤ ‖f1‖sup + ‖f2‖sup(1.46)
for all f1, f2 in Cb(M). These properties are not difficult to verify. The
metric θ(·, ·) defined in general above is the same as the metric associated to
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the norm ‖ · ‖sup on Cb(M), which is to say that
θ(f1, f2) = ‖f1 − f2‖sup(1.47)
for all f1, f2 in Cb(M). The completeness of Cb(M) as a metric space implies
that Cb(M) equipped with the norm ‖ · ‖sup is a Banach space. In fact it is
a Banach algebra with respect to the additional operation of multiplication
of functions, which means that
‖f1 f2‖sup ≤ ‖f1‖sup ‖f2‖sup(1.48)
for all f1, f2 in Cb(M).
There is a natural mapping from M to C(M), in which a point p in M
is associated to the continuous function fp(x) = d(x, p). If M is bounded,
then this defines a mapping from M into Cb(M), and one can show that
this mapping is an isometric embedding with respect to the metric θ(·, ·) on
Cb(M). In other words,
sup{|fp(x)− fq(x)| : x ∈M} = d(p, q)(1.49)
for all p, q in M , as one can check. If M is unbounded, then one can adjust
this as follows. Fix an element w of M , which will serve as a base point.
To each point p in M we can associate the function fp(x)− fw(x). It is not
hard to see that this is a bounded continuous function on M , and that the
distance between fp− fw and fq− fw is equal to d(p, q), so that we again get
an isometric embedding of M into Cb(M).
Let us write UC(M,N) for the space of uniformly continuous mappings
fromM to N , and UCb(M,N) for the space of bounded uniformly continuous
mappings fromM to N . As before, for N = R we may simply write UC(M),
UCb(M), respectively. Of course
C(M,N) = Cb(M,N) = UC(M,N) = UCb(M,N)(1.50)
whenM is compact. IfM is totally bounded, then UC(M,N) = UCb(M,N),
since f(M) is then totally bounded and hence bounded in N for every uni-
formly continuous mapping f from M to N .
If M is totally bounded and N is separable, then UC(M,N) is also sep-
arable as a metric space equipped with the supremum metric θ(f1, f2). In
particular, C(M,N) is separable if M is compact and N is separable. Let us
indicate some of the ingredients in the proof of this. Let ǫ > 0 be given. For
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each positive integer l, let UCǫ,l(M,N) be the set of functions f in UC(M,N)
such that
ρ(f(x), f(y)) < ǫ when x, y ∈M, d(x, y) <
1
l
.(1.51)
Thus
UC(M,N) =
∞⋃
l=1
UCǫ,l(M,N),(1.52)
by uniform continuity. Since M is totally bounded, for each positive integer
l there is a finite subset Fl of M such that
M =
⋃
z∈F
B(z, 1/l).(1.53)
If f1, f2 are elements of UCǫ,l(M,N) such that
ρ(f1(z), f2(z)) < ǫ when z ∈ Fl,(1.54)
then
ρ(f1(w), f2(w)) < 3 ǫ when w ∈M.(1.55)
Thus an element of UCǫ,l(M,N) is approximately determined by its values
on Fl, and one can use this and the separability of N to get the separability
of UC(M,N).
1.4.3 Upper and lower semicontinuous functions
A real-valued function f onM is said to be upper semicontinuous if for every
x in M and every ǫ > 0 there is a δ > 0 such that
f(y) < f(x) + ǫ for all y ∈M such that d(x, y) < δ.(1.56)
A real-valued function f onM is said to be lower semicontinuous if for every
x in M and every ǫ > 0 there is a δ > 0 so that
f(y) > f(x)− ǫ for all y ∈ M such that d(x, y) < δ.(1.57)
Clearly a real-valued function on M is continuous if and only if it is both
upper and lower semicontinuous.
Alternatively, f is upper semi-continuous if and only if for each real num-
ber a the set {x ∈M : f(x) < a} is an open subset of M . This is equivalent
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to saying that {x ∈ M : f(x) ≥ a} is a closed subset of M for all real num-
bers a. Similarly, f is lower semicontinuous if for each real number a the set
{x ∈M : f(x) > a} is an open subset of M , and this is equivalent to saying
that {x ∈ M : f(x) ≤ a} is a closed subset of M for each real number a.
In terms of sequences, f is upper semicontinuous if and only if for every
sequence {xj}
∞
j=1 in M which converges to some point x in M one has that
lim sup
j→∞
f(xj) ≤ f(x),(1.58)
and f is lower semicontinuous if and only if
f(x) ≤ lim inf
j→∞
f(xj)(1.59)
for every sequence {xj}
∞
j=1 in M which converges to a point x in M . These
statements are not too hard to check, just from the definitions, in much the
same way as for their counterparts for continuous functions.
A basic result about semicontinuous functions is that ifM is compact and
f is an upper semicontinuous function on M , then there is a point p in M
such that f(x) ≤ f(p) for all x in M . If f is a lower semicontinuous function
on M and M is compact, then there is a q in M such that f(q) ≤ f(y) for
all y in M . Just as for real-valued continuous functions, these assertions can
be verified either using open coverings of M or sequences and subsequences.
If f1, f2 are upper semicontinuous functions on M , then the sum f1 + f2
is upper semicontinuous, while if f1, f2 are both lower semicontinuous, then
f1 + f2 is lower semicontinuous. If f is an upper semicontinuous function on
M and a is a nonengative real number, then a f is an upper semicontinuous
function on M , and if instead f is a lower semicontinuous function on M
and a is a nonnegative real number, then a f is lower semicontinuous. A real
valued function f on M is upper semicontinuous if and only if −f is lower
semicontinuous.
The product of two nonnegative upper semicontinuous functions is upper
semicontinuous, and the product of two nonnegative lower semicontinuous
functions is lower semicontinuous. More generally, the product of a nonneg-
ative continuous function with a function which is upper or lower semicon-
tinuous is also upper or lower semicontinuous, respectively.
Suppose that φ(t) is a real-valued function on the real line which is mono-
tone increasing. As is well known, the left and right hand limits automatically
exist at every point in the real line in this case, and satisfy
lim
x→t−
φ(x) ≤ φ(t) ≤ lim
x→t+
φ(x).(1.60)
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The function φ is continuous on R if and only if the inequalities in (1.60) are
equalities for all t ∈ R. One can check that φ is upper semicontinuous on R
if and only if the second inequality in (1.60) is an equality for all t ∈ R, and
φ is lower semicontinuous on R if and only if the first inequality in (1.60) is
an equality for all t ∈ R.
If f is an upper semicontinuous real-valued function on M and φ is a
monotone increase real-valued function on R which is upper semicontinuous,
then φ◦f is an upper semicontinuous function onM . Similarly, if f is a lower
semicontinuous real-valued function on R and φ is a monotone increasing
real-valued function on R which is lower semicontinuous, then φ ◦ f is a
lower semicontinuous function on M .
1.5 Connectedness
Let (M, d(x, y)) be a metric space. Two subsets A, B of M are said to be
separated if
A ∩B = ∅, A ∩ B = ∅.(1.61)
A subset E of M is said to be connected if it cannot be written as the union
of two separated sets.
If E, Y are subsets of M with Y nonempty and E ⊆ Y , then E is
connected as a subset of M if and only if E is connected as a subset of Y ,
viewed as a metric itself, with the restriction of the metric from M . This is
not difficult to verify, just from the definition. In particular, E is connected
as a subset of M if and only if E is connected as a subset of itself, viewed as
a metric space, with the restriction of the metric from M .
The empty set and sets with only one element are automatically con-
nected. It is well-known that the connected subsets of the real line are the
empty set and the subsets which are intervals, which may be open, closed,
or mixed, and which may be bounded or unbounded. This includes the real
line itself.
The connectedness of M itself is equivalent to saying that M cannot be
written as the disjoint union of two nonempty open subsets, or thatM cannot
be written as the disjoint union of two nonempty closed subsets.
The closure of a connected set is always connected. The union of two
connected sets is connected as long as they have nonempty intersection. More
generally, the union of two nonempty connected sets is connected if and only
if they are not separated.
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Let E be a subset of M , and suppose that for every pair of points p, q
in E there is a subset Ep,q of E which is connected and which contains p, q.
Then E is connected.
A set which contains no connected subset with more than one element
is said to be totally disconnected. This terminology will be convenient, but
it has the feature that the empty set and sets with one element are called
connected and totally disconnected.
In general, we can define a relation ∼ on a metric space M by saying
that x ∼ y when x and y are contained in a connected subset of M . This
relation is clearly reflexive and symmetric, and it is also transitive, because
of the earlier remark about the union of two connected sets being connected
when they contain a common element.
Thus ∼ defines an equivalence relation on M . The corresponding equiv-
alence classes are called the connected components of M . It is not hard to
see that the connected components of M are indeed connected subsets of M ,
and in fact they are the maximal connected subsets of M . The connected
components of M are also closed sets, since the closure of a connected set is
always connected.
If (M1, d1(x, y)) and (M2, d2(u, v)) are two metric spaces and f is a con-
tinuous mapping from M1 to M2, and if E is a connected subset of M1, then
f(E) is a connected subset of M2. As a special case of this, suppose that a,
b are real numbers with a ≤ b, and that p(t) is a continuous mapping from
[a, b] into M . We call p(t) a path in M . The image of a path is always a
connected set, since it is the image of a connected set under a continuous
mapping.
A subset E of M is said to be pathwise connected if for each x, y in E
there is a continuous path p(t) defined on an interval [a, b] and taking values
in E such that p(a) = x and p(b) = y. Because the image of the path is
a connected set, it follows that every pair of points in E is contained in a
connected subset of E, so that E is itself connected.
Let us define a relation ≈ on M by saying that x ≈ y if there is a
path in M from x to y, i.e., if there is a closed interval [a, b] in the real
line and a continuous mapping p(t) from [a, b] into M such that p(a) = x,
p(b) = y. Note that x ≈ y implies x ∼ y. One can check that ≈ defines an
equivalence relation on M . The equivalence classes associated to the relation
≈ are pathwise connected subsets of M , and they are called the pathwise-
connected components of M . The pathwise-connected components of M are
the maximal pathwise-connected subsets ofM , and they are contained in the
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ordinary connected components of M .
Connected subsets of the real line are clearly pathwise connected. Now fix
a positive integer n, and suppose that M is an open subset of Rn, equipped
with the standard metric. It is not difficult to show that the pathwise con-
nected components of M are then open subsets of M . In fact the pathwise-
connected components are the same as the connected components, and M is
pathwise-connected if it is connected. This works more generally under local
connectedness conditions for M , which hold in a very simple way for open
subsets of Rn, just using paths along line segments locally.
Fix a positive real number ǫ. By an ǫ-chain in M we mean a finite
sequence z1, . . . , zk of points in M such that d(zj , zj+1) < ǫ when 1 ≤ j ≤
k−1. This condition is considered to hold automatically when k = 1, so that
a single point defines an ǫ-chain. A subset E of M is said to be ǫ-connected
if for every pair of points x, y in E there is an ǫ-chain z1, . . . , zk in E such
that z1 = x and zk = y.
Let us again assume that E = M for simplicity. Define a relation ≃ǫ on
M by saying that x ≃ǫ y if there is an ǫ-chain z1, . . . , zk inM such that z1 = x
and zk = y. It is easy to see that ≃ǫ defines an equivalence relation on M ,
and that the corresponding equivalence classes are the maximal ǫ-connected
subsets of M . By construction, two points in different equivalence classes
associated to ≃ǫ have distance at least ǫ from each other. Using this, one
can show that ifM is connected in the ordinary sense, then M is ǫ-connected
for all ǫ > 0.
Conversely, if M is compact and ǫ-connected for each ǫ > 0, then M is
connected. Note that the set of rational numbers, equipped with the usual
metric, is ǫ-connected for each ǫ > 0, but not connected in the usual sense.
Chapter 2
Some measure functionals and
dimensions
If M is a set, then by a measure functional on subsets of M we mean a
function µ which takes subsets ofM to nonnegative real numbers or +∞ and
which satisfies µ(∅) = 0 and µ(A) ≤ µ(B) whenever A,B ⊆ M and A ⊆ B.
In many cases the measure functional satisfies additional nice properties, at
least for some reaonably-large class of subsets of M .
2.1 Basic notions
Let (M, d(x, y)) be a metric space, and let E be a subset ofM . Define Ucon(E)
to be the collection of finite or countably-infinite families {Ai}i of subsets of
M such that E is contained in the union
⋃
iAi. For each nonnegative real
number α, define the α-dimensional Hausdorff content ofE, denotedHαcon(E),
to be the infimum of the sums
∑
i
(diamAi)
α(2.1)
over all coverings {Ai}i of E in Ucon(E). If some Ai is unbounded, so that
diamAi = +∞, then we interpret (diamAi)
α to be +∞ as well, for all
α ≥ 0. If Ai is bounded and α = 0, then we interpret (diamAi)
α as being
1 when Ai is not empty, and we interpret it as being 0 if Ai is the empty
set. In particular, the α-dimensional Hausdorff content of the empty set
is taken to be 0. Technically, one might also say that for the empty set
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the empty covering is admissible, and that the corresponding empty sum is
automatically equal to 0.
A simple estimate is
Hαcon(E) ≤ (diamE)
α.(2.2)
For α = 0 we have that H0con(E) is equal to 0 when E is the empty set, to 1
when E is nonempty and bounded, and to +∞ when E is unbounded.
Now suppose that δ is an extended real number such that 0 < δ ≤ ∞,
and that α is a nonnegative real number. If E is a subset of M , we define
Uδ(E) to be the collection of finite or countably-infinite families {Ai}i of
subsets of M such that E is contained in the union
⋃
iAi and diamAi < δ
for all i. We then define Hαδ (E) to be the infimum of the same sum (2.1)
over all {Ai}i in Uδ(E) assuming that Uδ(E) is nonempty, and otherwise we
define Hαδ (E) to be +∞. If M is separable, then one can check that Uδ(E)
is always nonempty. In that situation M can be covered by a family of at
most countably many balls of radius r for any fixed r > 0, for instance. In
fact, Uδ(E) is nonempty for all δ > 0 if and only if E contains a countable
dense subset. By contrast, U∞(E) is automatically nonempty, because for
any fixed p in M , E can be covered by the family of balls B(p, n), where n
runs over all positive integers.
It is easy to see that
Hαδ1(E) ≥ H
α
δ2
(E)(2.3)
whenever 0 < δ1 ≤ δ2 ≤ +∞. This is because
Uδ1(E) ⊆ Uδ2(E),(2.4)
while the sums involved in the definitions of Hαδ1(E), H
α
δ2(E) are identical.
In other words, Hαδ1(E) and H
α
δ2
(E) are defined as the infima of the same
expressions, but with different collections of coverings, with the coverings for
Hαδ1(E) being more restricted than the coverings for H
α
δ2(E). Notice also that
Hα∞(E) = H
α
con(E).(2.5)
Again the sums being used are the same, and the coverings of E in U∞(E)
are included in Ucon(E). The converse does not quite hold, but if {Ai}i lies
in Ucon(E) and
∑
i(diamAi)
α < ∞, then diamAi < ∞ for all i, and {Ai}i
lies in U∞(E). It is easy to use this to obtain (2.5).
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When α = 0 we are reduced to the following. If E is the empty set, then
H0δ (E) = 0, and otherwise H
0
δ (E) is equal to the smallest number of sets of
diameter less than δ needed to cover E, where this is interpreted as being
+∞ if no finite covering of E by sets with diameter less than δ exists.
The α-dimensional Hausdorff measure of E is denotedHα(E) and defined
by
Hα(E) = sup{Hαδ (E) : δ > 0}.(2.6)
Because of the monotonicity property (2.3), this is the same as the limit as
δ → 0 of Hαδ (E). By definition,
Hαcon(E) ≤ H
α
δ (E) ≤ H
α(E)(2.7)
for 0 < δ ≤ ∞.
If α = 0, then one can check that Hausdorff measure reduces to counting
measure. That is to say, H0(E) is equal to the number of elements of E
when E is finite, and to +∞ when E is infinite.
Observe that Hαcon, H
α
δ , and H
α are all measure functionals on subsets
of M in the sense described at the beginning of the chapter. Also, for each
α ≥ 0, Hαcon(E) = 0 implies that H
α
δ (E) = 0 for all δ > 0, and hence that
Hα(E) = 0. Thus for a fixed α, the measure functionals Hαcon, H
α
δ , and H
α
vanish on the same subsets of M .
We can make analogous definitions using finite coverings. Namely, for a
subset E of M , let Ufcon(E) denote the collection of finite families {Ai}i of
subsets of M such that E is contained in
⋃
iAi. For each nonnegative real
number α, define HF αcon(E) to be the infimum of∑
i
(diamAi)
α(2.8)
over all finite coverings {Ai}i of E in M . Thus we have the simple inequality
HF αcon(E) ≤ (diamE)
α.(2.9)
For 0 < δ ≤ ∞, define Ufδ (E) to be the collection of finite families {Ai}i
of subsets of M such that E ⊆
⋃
iAi and diamAi < δ for each i. We define
HF αδ (E) to be the infimum of (2.8) over all {Ai}i in U
f
δ (E) if U
f
δ (E) is not
empty, and otherwise to be +∞. Observe that E is totally bounded if and
only if Ufδ (E) is finite for all δ > 0, which is also equivalent to saying that
HF αδ (E) is finite for all δ > 0. If E is unbounded, then HF
α
con(E) and
HF αδ (E) are equal to +∞ for all α, δ.
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As before, Ufδ1(E) ⊆ U
f
δ2
(E) when δ1 ≤ δ2, and hence
HF αδ2(E) ≤ HF
α
δ1
(E)(2.10)
in this case. Also,
HF α∞(E) = HF
α
con(E),(2.11)
almost by definition. We define HF α(E) by
HF α(E) = sup{HF αδ (E) : δ > 0},(2.12)
which is the same as limδ→0HF
α
δ (E), by monotonicity. Thus
HF αcon(E) ≤ HF
α
δ (E) ≤ HF
α(E)(2.13)
for 0 < δ ≤ ∞.
When α = 0, these quantities are the same as their counterparts described
before, i.e., HF 0con(E) = H
0
con(E), HF
0
δ (E) = H
0
δ (E) for 0 < δ ≤ ∞, and
HF 0(E) = H0(E). For each α and δ, HF αcon, HF
α
δ , and HF
α define measure
functionals on subsets of M . If α is fixed, then HF αcon, HF
α
δ , and HF
α are
equal to 0 on the same subsets of M .
Because Uf (E) ⊆ U(E) and Ufδ (E) ⊆ Uδ(E) for all δ, we have that
Hαcon(E) ≤ HF
α
con(E), H
α
δ (E) ≤ HF
α
δ (E), H
α(E) ≤ HF α(E).(2.14)
We shall see cases when these inequalities are strict, and cases where equality
holds.
There are a number of variations of these definitions, in which one might
restrict the sets Ai used in the coverings, or use other measurements of
the sizes of the Ai’s, etc. These matters are related to well-known work
of Carathe´odory, Jordan, and Minkowski, for instance.
Note that if Y is a nonempty subset of M and E is a subset of Y , then
Hαcon(E), HF
α
con(E), H
α
δ (E), HF
α
δ (E), H
α(E), and HF α(E) are the same
for E as a subset of M as they are for E as a subset of Y , viewed as metric
space itself, with the restriction of the metric d(x, y) from M .
2.2 Coverings by open and closed subsets
Let (M, d(x, y)) continue to be some metric space.
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Lemma 2.15 If A is a subset of M , then diamA = diamA.
This is easy to check. As a result, for the definitions of the various
measures of a set E in Section 2.1, one may as well use coverings by families
{Ai}i of closed subsets of M . In other words, if one starts with a covering
{Ai}i of some subset E ofM by arbitrary subsets ofM , then one can replace
this with the family {Ai}i, and the latter is still be a covering of E. This new
covering also satisfies the same side conditions as the initial covering used in
Section 2.1, and does not change the value of sums of the form
∑
i(diamAi)
α.
Lemma 2.16 If E is a subset ofM , then HF αcon(E) = HF
α
con(E), HF
α
δ (E) =
HF αδ (E), and HF
α(E) = HF α(E) for all α ≥ 0 and all 0 < δ ≤ ∞.
This follows easily from the remarks preceding the statement of the
lemma.
Lemma 2.17 Let A be a subset of M , and let r be a positive real number.
Define Ar by
Ar =
⋃
{B(a, r) : a ∈ A}.(2.18)
Then Ar is an open subset ofM such that A ⊆ Ar and diamAr ≤ diamA+2r.
This is easy to see. As a consequence, if one restricts oneself to cover-
ings by open subsets in Section 2.1, then the resulting values of the various
measures of a set E are the same.
Lemma 2.19 If E is a compact subset of M , then Hαcon(E) = HF
α
con(E),
Hαδ (E) = HF
α
δ (E), and H
α(E) = HF α(E) for all α ≥ 0 and 0 < δ ≤ ∞.
Indeed, one can use coverings of E by open sets, and then reduce to finite
subcoverings by compactness.
Lemma 2.20 Let E be a subset of M . For each α ≥ 0 there is a subset E1
of M such that E ⊆ E1, E1 can be written as the intersection of a sequence
of open subsets of M , and Hαcon(E1) = H
α
con(E). The analogous statements
for Hαδ and H
α also hold for all α ≥ 0 and 0 < δ ≤ ∞.
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This is not difficult to show. Fix α > 0, and consider Hαcon(E). If
Hαcon(E) = ∞, then we can simply take E1 = M . Otherwise, for each
positive integer n, let {Ai(n)}i be a covering of E by open subsets of M such
that ∑
i
(diamAi(n))
α < Hαcon(E) +
1
n
.(2.21)
Put
E1 =
∞⋂
n=1
⋃
i
Ai(n).(2.22)
Then E ⊆ E1 and E1 is the intersection of a sequence of open sets by
construction, and it is not difficult to see that Hαcon(E1) = H
α
con(E). Indeed,
Hαcon(E) ≤ H
α
con(E1) because E ⊆ E1, while H
α
con(E1) ≤ H
α
con(E) because
{Ai(n)}i is a covering of E1 for all n. The argument for H
α
δ (E) is quite
similar, except that one should also ask that diamAi(n) < δ for all i and n,
while for Hα(E) one should ask that diamAi(n) < 1/n for all i and n.
2.3 Subadditivity properties
Let M be a set. A measure functional µ on subsets ofM is said to be finitely
subadditive if
µ(E1 ∪ E2) ≤ µ(E1) + µ(E2)(2.23)
for all subsets E1, E2 of M . If
µ
(∑
j
Ej
)
≤
∑
j
µ(Ej)(2.24)
for any at-most-countable family {Ej}j of subsets of M , then µ is said to be
countably subadditive.
For the rest of this section, we assume that (M, d(x, y)) is a metric space.
Lemma 2.25 For each α ≥ 0 and 0 < δ ≤ ∞, HF αcon, HF
α
δ , and HF
α are
finitely subadditive, and Hαcon, H
α
δ , and H
α are countably subadditive.
This is an easy consequence of the definitions. In particular, if E is a
finite subset of M and α > 0, then HF α(E) = 0, and if E ⊆ M is at most
countable and α > 0 then Hα(E) = 0.
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If E is a bounded subset of Rn, then it is not difficult to check that
Hα(E) = HF α(E) = 0 for all α > 0. Using the countable subadditivity of
Hα, it follows that Hα(Rn) = 0 for all α > n.
Let us say that two subsets E1, E2 are η-separated, where η is a positive
real number, if d(x, y) ≥ η for all x in E1 and all y in E2.
Lemma 2.26 Let E1, E2 be a pair of η-separated subsets of M . For all
α ≥ 0 and δ ∈ (0, η] we have that
HF αδ (E1 ∪ E2) ≥ HF
α
δ (E1) +HF
α
δ (E2)(2.27)
and
Hαδ (E1 ∪ E2) ≥ H
α
δ (E1) +H
α
δ (E2).(2.28)
As a result,
HF α(E1 ∪ E2) ≥ HF
α(E1) +HF
α(E2)(2.29)
and
Hα(E1 ∪ E2) ≥ H
α(E1) +H
α(E2).(2.30)
This is not too difficult to verify.
2.4 Dimensions
Let (M, d(x, y)) be a metric space.
Lemma 2.31 Let α, β be nonnegative real numbers such that α ≤ β, and
let E be a subset of M . For 0 < δ <∞ we have that
Hβδ (E) ≤ δ
β−αHαδ (E)(2.32)
and
HF βδ (E) ≤ δ
β−αHF αδ (E).(2.33)
In particular, Hβδ (E) ≤ H
α
δ (E) and HF
β
δ (E) ≤ HF
α
δ (E) when 0 < δ ≤ 1. As
a result, Hβ(E) ≤ Hα(E), HF β(E) ≤ HF α(E), Hαcon(E) = 0 implies that
Hβcon(E) = 0, and HF
α
con(E) = 0 implies that HF
β
con(E) = 0. Furthermore,
if α < β, then Hα(E) < ∞ implies that Hβ(E) = 0, and HF α(E) < ∞
implies that HF β(E) = 0.
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This is easy to check, using the fact that rβ ≤ δβ−α rα when 0 ≤ r < δ.
The Hausdorff dimension, or H-dimension, of a subset E ofM is denoted
dimH(E) and defined to be the infimum of the set
{α ≥ 0 : Hα(E) = 0}(2.34)
when this set is nonempty, and +∞ otherwise. Similarly, the HF -dimension
of E is denoted dimHF (E) and defined to be the infimum of the set
{α ≥ 0 : HF α(E) = 0}(2.35)
when this set is nonempty, and +∞ otherwise. As a variant of the HF -
dimension, the HF ∗-dimension of E is denoted dimHF ∗(E) and defined to
be the supremum of the HF dimensions of E ∩ B(p, n) over all positive
integers n, where p is any fixed point in M . One can easily check that this
does not depend on the choice of p. Of course the HF ∗-dimension of E is
automatically equal to the HF -dimension of E when E is bounded. If E is
unbounded, then the HF -dimension of E is +∞, while the HF ∗-dimension
of E can be finite. Note that the empty set has dimension 0 in each of these
senses.
Lemma 2.36 If E1, E2 are subsets of M such that E1 ⊆ E2, then the Haus-
dorff dimension of E1 is less than or equal to the Hausdorff dimension of E2,
the HF -dimension of E1 is less than or equal to the HF -dimension of E2,
and the HF ∗-dimension of E1 is less than or equal to the HF
∗-dimension of
E2.
This is an easy consequence of the definitions.
Lemma 2.37 If E is a compact subset of M , then the Hausdorff and HF -
dimensions of E are equal.
This follows from the fact that the Hausdorff and HF -measures are equal
for compact sets.
Lemma 2.38 If E is a closed subset of M such that closed and bounded
subsets of E are compact, then the Hausdorff and HF ∗ dimensions of E are
equal.
This is not difficult to verify.
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Lemma 2.39 Let E1, E2 be two subsets ofM . TheHF -dimension of E1∪E2
is equal to maximum of the HF -dimensions of E1 and E2, and the HF
∗-
dimension of E1 ∪E2 is equal to the maximum of the HF
∗ dimensions of E1
and E2.
Indeed, one equality can be obtained from Lemma 2.36, while the other
uses the subadditivity of the HF measures.
Lemma 2.40 Let {Ej}
∞
j=1 be a sequence of subsets of M . The Hausdorff
dimension of
⋃∞
j=1Ej is equal to the supremum of the Hausdorff dimensions
of the Ej’s, j ∈ Z+.
Again, one inequality follows from Lemma 2.36, and the other can be
derived from countable subaddivity of the Hausdorff measures.
2.5 Snowflake transforms
Lemma 2.41 Let a be a real number such that 0 < a ≤ 1. If r1, r2 are
nonnegative real numbers, then (r1 + r2)
a ≤ ra1 + r
a
2.
To see this, observe first that
r1 + r2 ≤ max(r1, r2)
1−a (ra1 + r
a
2).(2.42)
Also, max(r1, r2)
a ≤ ra1 + r
a
2 , and therefore
r1 + r2 ≤ (r
a
1 + r
a
2)
((1−a)/a)+1 = (ra1 + r
a
2)
1/a.(2.43)
This implies the inequality stated in the lemma.
Let (M, d(x, y)) be a metric space, and let a be a real number such that
0 < a ≤ 1. It is not hard to check that (M, d(x, y)a) is then also a metric
space, using the lemma for the triangle inequality. We call (M, d(x, y)a) the
snowflake transform of order a of the metric space (M, d(x, y)). Observe that
the metrics d(x, y) and d(x, y)a determine the same topology on M , which
is the same as saying that the identity mapping on M is a homemorphism
as a map between the metric spaces (M, d(x, y)) and (M, d(x, y)a). Also, a
subset of M is bounded with respect to d(x, y) if and only if it is bounded
with respect to d(x, y)a.
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If A is a subset of M , then the diameter of A with respect to d(x, y)a is
the same as the diameter of A with respect to d(x, y) to the ath power. For
each nonnegative real number α, one can use this to check that Hαcon(A) and
HF αcon(A) with respect to d(x, y) are the same as H
α/a
con (A) and HF
α/a
con (A)
with respect to d(x, y)a. Similarly, for each δ > 0, Hαδ (A) and HF
α
δ (A) with
respect to d(x, y) are the same as H
α/a
δa (A) and HF
α/a
δa (A) with respect to
d(x, y)a. Taking the supremum over δ, we obtain that Hα(A) and HF α(A)
with respect to d(x, y) is the same as Hα/a(A) and HF α/a(A) with respect
to d(x, y)a. The Hausdorff, HF , and HF ∗-dimensions of A with respect
to d(x, y) are equal to the Hausdorff, HF , and HF ∗-dimensions of A with
respect to d(x, y)a divided by a.
Chapter 3
Miscellaneous, 1
3.1 The real line
If A is any subset of the real line, then there is an interval J contained in
the real line such that A ⊆ J and diam J = diamA. Here one should allow
unbounded intervals J to deal with the case where A is unbounded, and
it is convenient to consider the empty set as a kind of degenerate interval,
to be compatible with some of our conventions. As a result of this simple
observation, it follows that for subsets of the real line, if one defines the
measure functionals Hαcon, H
α
δ , H
α, HF αcon, HF
α
δ , and HF
α in the same
manner as in Section 2.1, except for using coverings by families of intervals,
then one gets the same answers as for the earlier definitions using coverings
by families of general sets.
Now let us specialize to the case of α = 1.
Lemma 3.1 Let E be a subset of the real line. For 0 < δ ≤ ∞ we have that
H1con(E) = H
1
δ (E) = H
1(E) and HF 1con(E) = HF
1
δ (E) = HF
1(E).
Indeed, if A is any subset of the real line, and δ > 0, then there is a
covering of A by intervals with diameter less than δ such that the sum of
their lengths is equal to the diameter of A. If A is bounded, then a finite
collection of intervals can be used in the covering. This permits one to replace
a given covering of E by sets of smaller diameter, while keeping the sums of
the diameters of the sets in the covering fixed.
Lemma 3.2 If J = [a, b] is a closed and bounded interval in the real line,
then H1(J) and HF 1(J) are both equal to the length |b− a| of the interval.
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We already know from Lemma 2.19 that H1(J) = HF 1(J), since J is
compact. It is easy to see that HF 1(J) ≤ |b− a|, through explicit coverings
of J . This follows from (2.9) and Lemma 3.1 as well. The remaining point
is that HF 1(J) ≥ |b− a|, and we leave this as an exercise.
Lemma 3.3 If E is a bounded subset of R and α > 1, then Hα(E) =
HF α(E) = 0. For any subset E of R and α > 1, Hα(E) = 0.
The first statement can be verified using simple choices of coverings of E,
while the second follows from countable subadditivity of Hα.
As a consequence of these two lemmas, R has Hausdorff and HF ∗-
dimensions equal to 1, and the Hausdorff, HF , and HF ∗-dimensions of a
closed and bounded interval J = [a, b] with a < b are equal to 1.
Let us now explain how a subset of the real line might be equal to the
intersection of a sequence of dense open sets, and also have Hausdorff dimen-
sion 0. For each positive integer n, let {rj(n)}
∞
j=1 be a sequence of positive
real numbers such that rj(n) < 1/(2n) for all n and j, and
∞∑
j=1
(2rj)
1/n <
1
n
.(3.4)
For instance, one can take rj(n) = (j +mn)
−2n for sufficiently-large choices
of mn. Next, let {xj}
∞
j=1 be an enumeration of the rational numbers. For
each n, put
Un =
∞⋃
j=1
(xj − rj(n), xj + rj(n)).(3.5)
Thus Un is a dense open subset of R, and
H
1/n
1/n (Un) ≤
∞∑
j=1
(2rj)
1/n <
1
n
.(3.6)
If E =
⋂∞
n=1 Un, then E is the intersection of a sequence of dense open subsets
of the real line, and one can check that Hα(E) = 0 for all α > 0.
3.2 Rn for general n
Fix a positive integer n. Recall that a subset E of Rn is said to be convex if
for every pair of points v, w in E and every real number t with 0 ≤ t ≤ 1 we
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have that t v + (1 − t)w also lies in E. For example, open and closed balls
in Rn are convex sets.
If l is a positive integer and y1, . . . , yl are points in R
n, then a convex
combination is a point in Rn of the form
l∑
j=1
λj yj,(3.7)
where λ1, . . . , λl are nonnegative real numbers such that
l∑
j=1
λj = 1.(3.8)
If A is a subset of Rn, then the convex hull is the set consisting of all points
in Rn which are convex combinations of points in A. The convex hull of A
is the smallest convex subset of Rn which contains A.
The closure of a convex set is also convex, as one can easily verify. The
closure of the convex hull of a subset A ofRn can be described as the smallest
closed convex subset of Rn that contains A. Let us mention the classical fact
that the convex hull of a compact subset of Rn is compact. This can be
established by first showing that every element of the convex hull of a subset
A of Rn can be written as a convex combination of less than or equal to n+1
elements of A.
If A is a subset of Rn, then the diameter of the closure of the convex
hull of A is equal to the diameter of A. This simple fact implies that for
the measure functionals on Rn described in Section 2.1, i.e., the various
Hausdorff measures and contents and so on, one can restrict to coverings by
closed convex sets and get the same values as before. This works as well in
any normed vector space. When n = 1, this corresponds to the remark in
the previous section that one can restrict to coverings by intervals and get
the same values for the Hausdorff measures and contents, etc.
Observe that if A is a subset of Rn, then the diameter of A is equal to the
diameter of the image of A under a translation or orthogonal transformation
on Rn. As a result, the measure functionals described in Section 2.1 applied
to a subset E of Rn have the same value as when they are applied to the
image of E under a translation or orthogonal transformation. A similar
remark works in any metric space, concerning sets which are isometrically-
equivalent; Euclidean spaces happen to have a lot of such symmetries.
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Now let us specialize to the case where α = n for the measure functionals
in Section 2.1.
Lemma 3.9 For each positive integer n there is a positive real number C(n)
such that HF n(E) ≤ HF ncon(E) and H
n(E) ≤ Hncon(E) for any subset E of
Rn.
This follows from the geometric fact that if A is a bounded subset of Rn
and δ is a positive real number such that δ < diamA, then A can be covered
by ≤ C(n) δ−n (diamA)n subsets of Rn with diameter less than δ.
If K is a compact subset of Rn which is the closure of a region with
reasonably-nice boundary, then the classical way to measure the volume of
K is by approximating K by a finite union of cubes of the same size. For
reasonably-nice compact sets, approximations of K by unions of cubes con-
tained inK and with disjoint interiors and approximations by unions of cubes
which contain K as a subset give nearly the same estimate of the volume,
and the volume of K is defined to be the limit of these approximations as
the mesh size tends to 0.
Using this, it is not too difficult to show that the n-dimensional Hausdorff
measure of K is equal to the classical volume of K times the n-dimensional
Hausdorff measure of the unit cube Q0 = {x ∈ R
n : 0 ≤ xj ≤ 1 for j =
1, . . . , n}. One can also show that 0 < Hn(Q0) <∞.
More generally, ifm is a positive integer less than n, and ifM is a compact
C1 submanifold of Rn perhaps with boundary, say, then the m-dimensional
Hausdorff measure of M is the same as the classical m-dimensional volume
of M times the m-dimensional Hausdorff measure of an m-dimensional cube
with sidelength equal to 1.
3.3 Cantor sets
Let {αj}
∞
j=1 be a sequence of positive real numbers such that 0 < αj < 1/2
for all j. We shall sometimes denote this sequence simply as A. For each
nonnegative integer j let us define a family Fj(A) of 2
j disjoint closed subin-
tervals of the unit interval [0, 1] as follows. When j = 0 this family consists of
only the unit interval [0, 1] itself. If Fj(A) has already been defined, and I is
an element of Fj(A), then we consider the two closed subintervals of I which
have length equal to αj+1 times the length of I and which each contain one of
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the two endpoints of I. We let Fj+1(A) be the family of closed subintervals
of intervals in Fj(A) obtained in this manner.
It is easy to see that number of intervals in Fj(A) is 2
j, and that they
each have length equal to
j∏
i=1
αi(3.10)
when j ≥ 1. Also, the intervals in Fj(A) are pairwise disjoint, as one can
verify using induction. Put
Ej(A) =
⋃
I∈Fj(A)
I,(3.11)
and observe that
Ej+1(A) ⊆ Ej(A)(3.12)
for all j ≥ 0. Of course each Ej(A) is a nonempty closed subset of [0, 1].
Define E(A), the Cantor set associated to the sequence A = {αj}
∞
j=1, by
E(A) =
∞⋂
j=1
Ej(A).(3.13)
Notice that any point in [0, 1] which occurs as an endpoint of an interval in
Fj(A) for some j also occurs as an endpoint of an interval in Fk(A) for all
k ≥ j, as one can check using induction. Thus these points all lie in E(A),
and it is not difficult to show that the set of these points is dense in E(A).
In particular, 0 and 1 are elements of E(A).
If αj = 1/3 for all j, then E(A) is the classical middle-thirds Cantor set.
For each A, E(A) is a nonempty closed subset of [0, 1] such that each element
of E(A) is a limit point of E(A), but E(A) does not contain any segment
of positive length. These more general “Cantor sets” can be interesting
examples for various questions.
Suppose now that A′ = {α′j}
∞
j=1 is another sequence of positive real num-
bers such that α′j < 1/2 for all j. Thus Fj(A
′), Ej(A
′), and E(A′) can be
defined just as before. For each nonnegative integer j, there is a unique in-
creasing homeomorphism hj from [0, 1] onto itself with the property that hj
maps each interval in Fj(A) onto an interval in Fj(A
′), hj maps each open
subinterval of [0, 1] which is a component of [0, 1]\Ej(A) onto an open inter-
val in [0, 1] which is a component of [0, 1]\Ej(A
′), and the restriction of hj
to any of these intervals in the domain is an affine function, i.e., a function
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of the form a x + b for some positive real number a and real number b. In
other words, one can think of Fj(A) and Fj(A
′) as corresponding to parti-
tions of [0, 1] with the same number of pieces, and hj is the unique increasing
piecewise-linear mapping from [0, 1] onto itself that maps the partition asso-
ciated to Fj(A) to the partition associated to Fj(A
′).
In fact, if i is a nonnegative integer less than or equal to j, then hj
maps each interval in Fi(A) onto an interval in Fi(A
′), and hj(Ei(A)) =
Ei(A
′). However, the restriction of hj to an interval in Fi(A) is not affine
in general. We also have that hj maps each open subinterval of [0, 1] which
is a component of [0, 1]\Ei(A) to an open subinterval of [0, 1] which is a
component of [0, 1]\Ei(A
′), and that the restriction of hj to such an open
interval is affine. To be more precise, hj = hi on [0, 1]\Ei(A) when i < j. Of
course hl(0) = 0 and hl(1) = 1 for all l. It is not difficult to show that {hj}
∞
j=1
converges uniformly on [0, 1] to an increasing homeomorphism h from [0, 1]
onto itself such that h = hj on [0, 1]\Ej(A) and h(Ej(A)) = Ej(A
′) for all j,
and h(E(A)) = E(A′).
Let us return now to the situation of a single sequence A = {αj}
∞
j=1 and
the corresponding Cantor set E(A). There is a natural “Riemann integral”
for continuous functions on E(A), which is defined in terms of limits of
Riemann sums in the usual way. Indeed, let f(x) be a real-valued continuous
function on E(A). Since E(A) is compact, f(x) is uniformly continuous. For
each j ≥ 0 and interval I ∈ Fj(A), pick a point x(I) in I which also lies
in E(A), such as one of the endpoints of I. Define the jth Riemann sum of
f(x) on E(A) to be
2−j
∑
I∈Fj(A)
f(x(I)).(3.14)
Using the uniform continuity of f on E(A), it is not too difficult to show
that the sequence of these Riemann sums forms a Cauchy sequence of real
numbers. Hence it converges, and the limit is our Riemann integral of f on
E(A).
3.4 Monotone increasing functions on R
Let f(x) be a monotone increasing real-valued function on R. Thus
f(x) ≤ f(y) when x ≤ y.(3.15)
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Observe that the sum of two monotone increasing functions is monotone
increasing, that the product of a monotone increasing function with a non-
negative real number is monotone increasing, and that the product of two
nonnegative monotone increasing functions is monotone increasing.
If x is a real number, then the left and right limits of f at x exist, and
are given by
lim
y→x−
f(y) = sup{f(y) : y < x}(3.16)
and
lim
y→x+
f(y) = inf{f(y) : y > x}.(3.17)
Thus
lim
y→x−
f(y) ≤ f(x) ≤ lim
y→x+
f(y),(3.18)
and f is continuous at x if and only if these three quantities are equal. Notice
that if x1 < x2, then
lim
y→x1+
f(y) ≤ lim
y→x2−
f(y).(3.19)
If D denotes the set of points in R at which f is discontinuous, then it
is well-known that D is at most countable. Indeed, if x ∈ D, then we can
associate to x the open interval
Jx = ( lim
y→x−
f(y), lim
y→x+
f(y)).(3.20)
It is not difficult to see that Jx1 ∩ Jx2 = ∅ when x1, x2 ∈ D. For each x ∈ D,
one can choose a rational number in Jx, and this is a one-to-one mapping from
D into the set of rational numbers. It follows that D is at most countable,
since the set of rational numbers is a countable set.
If a, b are real numbers such that a < b, then
∑
x∈D∩(a,b)
(
lim
y→x+
f(y)− lim
y→x−
f(y)
)
≤ f(b)− f(a).(3.21)
To see this it suffices to show that the analogous inequality holds when we
sum over x in any finite subset of D ∩ (a, b). This is not difficult to do,
just from the definitions. Notice also that for x ∈ D ∩ (a, b), the intervals
Jx are contained in (f(a), f(b)), and the inequality states that the sum of
the lengths of these Jx’s is less than or equal to the length of the interval
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(f(a), f(b)). If f is bounded, with A ≤ f(x) ≤ B for some real numbers A,
B and all x ∈ R, then we get that∑
x∈D
(
lim
y→x+
f(y)− lim
y→x−
f(y)
)
≤ B −A.(3.22)
Let a, b be real numbers with a ≤ b again, and suppose that h(x) is a
real-valued function on [a, b]. A partition of [a, b] can be given by a finite
sequence {tj}
n
j=0 of real numbers such that
a = t0 < · · · < tn = b.(3.23)
If P = {tj}
n
j=1 is a partition of [a, b], then the variation of h associated to
this partition is denoted VP (h) and defined by
VP (h) =
n∑
j=1
|h(tj)− h(tj−1)|.(3.24)
Notice that
VP (h) ≥
∣∣∣∣
n∑
j=1
(h(tj)− h(tj−1))
∣∣∣∣ = |h(b)− h(a)|.(3.25)
The total variation of h on [a, b] is denoted V ba (h) and is defined to be the
supremum of VP (h) over all partitions P of [a, b]. This may be +∞, and h
is said to be of bounded variation on [a, b] if V ba (h) <∞.
For any two real-valued functions h1, h2 on [a, b], we have that
V ba (h1 + h2) ≤ V
b
a (h1) + V
b
a (h2).(3.26)
This is easy to check just from the definitions. Also, if h is a real-valued
function on [a, b] and α is a real number, then
V ba (αh) = |α| V
b
a (h),(3.27)
where the right side is interpreted as being 0 is α = 0, even if V ba (h) is infinite.
Thus linear combinations of functions of bounded variation are of bounded
variation.
Here are two basic classes of functions of bounded variation. First, if h is
monotone increasing on [a, b], then h is of bounded variation, and
V ba (h) = h(b)− h(a).(3.28)
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This is simply because VP (h) = h(b) − h(a) for all partitions P of [a, b].
Second, if h is a C-Lipschitz function on [a, b] for some nonnegative real
number C, then it is easy to see that
V ba (h) ≤ C (b− a).(3.29)
Suppose that c is a real number such that a < c < b, and that h is a
real-valued function on [a, b]. Let us check that
V ba (h) = V
c
a (h) + V
b
c (h).(3.30)
If P is any partition of [a, b], then one can add c to P if c is not alreay in
P , and this will only increase the variation of h on the partition, or keep it
the same. Once one has a partition that contains c, one can split it into two
partitions, one of [a, c] and the other of [c, b]. The variation of h associated to
the whole partition is the equal to the sum of the variations associated to the
two smaller partitions. This permits one to show that V ba (h) ≤ V
c
a (h)+V
b
c (h).
Conversely, any pair of partitions of [a, c] and [c, b] can be combined to give
a partition of [a, b], and the other inequality V ba (h) ≥ V
c
a (h) + V
b
c (h) follows
from this.
If h is a function of bounded variation on [a, b], then one can write h(x)
as
h(x) = V xa (h)− (V
x
a (h)− h(x)).(3.31)
It is not too difficult to show that V xa (h) and V
x
a (h) − h(x) are both mono-
tone increasing functions on [a, b]. Thus a function h on [a, b] has bounded
variation if and only if it can be expressed as the difference of two monotone
increasing functions on [a, b].
Now suppose that E is a dense subset of R and that f1, f2 are monotone
increasing functions on R which are equal on E. Then f1, f2 are equal at any
point in R at which they are both continuous. Using monotonicity one can
go a bit further and show that f1, f2 are continuous at the same points in R.
In fact, the set of discontinuities is determined by the common restriction of
f1, f2 to E.
If E is any nonempty subset of R and f(x) is a monotone increasing real-
valued function on E which is bounded on bounded subsets of E, then we
can extend f to a monotone increasing function on all of R, e.g., by setting
F (x) = sup{f(y) : y ∈ E, y ≤ x}(3.32)
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when E ∩ (−∞, x] = ∅. If E ∩ (−∞, x] = ∅ for some x’s, then we can simply
set F (x) = inf{f(y) : y ∈ E} for these x’s.
Let {fj}
∞
j=1 be a sequence of monotone increasing real-valued functions on
R, and assume that E is a dense subset of R such that {fj(x)}
∞
j=1 converges
as a sequence of real numbers for each x in E. Let us write f(x) for the limit
when x ∈ E. It is easy to see that f(x) is monotone increasing on E, and
f(x) is bounded on bounded subsets of E because of monotonicity and the
denseness of E.
Let F (x) be a monotone increasing function on R which is equal to f(x)
when x ∈ E. Because E is dense in R, F (x) is uniquely determined by
f(x) except at an at most countable set of discontinuities, and the set of
discontinuities is determined by f on E. It is not difficult to check that if
x is a point in R at which F is continuous, then {fj}
∞
j=1 converges in R to
F (x).
Suppose that {fj}
∞
j=1 is a sequence of monotone increasing real-valued
functions such that {fj(x)}
∞
j=1 is a bounded sequence of real numbers for ev-
ery x ∈ R. Because of monotonicity, this implies that the fj’s are uniformly
bounded on each bounded subset of R. The compactness of closed and
bounded subsets of R implies that for each x ∈ R there is a subsequence of
{fj}
∞
j=1 which converges in R. By standard arguments about subsequences,
if E is any subset of R which is at most countable, then there is a single sub-
sequence {fjk}
∞
k=1 of {fj}
∞
j=1 such that {fjk(x)}
∞
k=1 is a convergent sequence
of real numbers for all x ∈ E. We may as well choose E to be a dense subset
of R, such as the set of rational numbers. By the arguments in the preced-
ing paragraphs, it follows that {fjk(x)}
∞
k=1 is a convergent sequence of real
numbers for all but at most a countable set of x’s in R. By passing to a sub-
sequence of {fjk}
∞
k=1, we can get a subsequence of {fj}
∞
j=1 which converges
pointwise everywhere on R.
3.5 Some mappings between some C(M)’s
Let E be a nonempty closed subset of [0, 1], and suppose that f(x) is a
real-valued continuous function on E. There is a standard way to define an
extension f̂(x) of f(x) to [0, 1], as follows. One can express [0, 1]\E as a
union of three types of intervals. The first type, which is the “generic” case,
are intervals of the form (a, b), where a, b are elements of E. Thus f(a), f(b)
are already defined, and one defines f̂(x) on (a, b) by f̂(x) = A(x), where
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A(x) = αx + β is the affine function such that A(a) = f(a), A(b) = f(b).
The second type of interval is of the form [0, c), where c is an element of E.
On this interval we define f̂(x) to be constant and equal to f(c). The third
type of interval is of the form (d, 1], where d is an element of E. On this
interval we again define f̂(x) to be constant, and equal to f(d). Depending
on E, any of these three types of intervals may or may not occur. If the first
type occurs, it may occur finitely or countably many times. The second and
third types can occur at most once each.
It is well-known and not difficult to show that f̂(x) as defined in this
manner is a continuous function on [0, 1], using the continuity of f(x) on E.
Also, by construction we have that
sup{|f̂(x)| : x ∈ [0, 1]} = sup{|f(x)| : x ∈ E}.(3.33)
Clearly the mapping f 7→ f̂ is a linear mapping from C(E) into C([0, 1]), and
(3.33) says that this is an isometric embedding with respect to the standard
supremum norms and metrics.
In the other direction, one has the linear mapping from C([0, 1]) into
C(E) which takes a continuous function on [0, 1] and simply restricts it to a
continuous function on E. The norm of the restriction is automatically less
than or equal to the norm of the original function. Of course if one starts
with a continuous function f(x) on E, extends it to the continuous function
f̂(x) on [0, 1] as above, and then restricts that back to E, then one gets f(x)
back again. In other words, the composition of the mapping f 7→ f̂ from
C(E) into C([0, 1]) with the restriction mapping from C([0, 1]) into C(E) is
equal to the identity mapping on C(E).
Let n be a positive integer with n ≥ 2, and let us write [0, 1]n for the
Cartesian product of n copies of [0, 1]. In other words, this is the unit cube in
Rn, consisting of x in Rn such that 0 ≤ xj ≤ 1 for j = 1, 2, . . . , n. There is a
very simple mapping from C([0, 1]) into C([0, 1]n), in which a function of one
variable is viewed as a function of n variables that only depends on the first
variable. One can also look at this as an extension mapping from functions
on an interval to functions on a cube containing the interval. This is a linear
mapping that preserves the supremum norm. In the other direction, one can
define a restriction mapping from C([0, 1]n) to C([0, 1]) by taking a function
on [0, 1]n and restricting it to a function on [0, 1] by setting all but the first
coordinate equal to 0. This is a linear mapping for which the supremum
norm of the intial function on [0, 1]n is automatically greater than or equal
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to the supremum norm of the restricted function on [0, 1]. The composition
of the extension mapping from C([0, 1]) into C([0, 1]n) with the restriction
mapping from C([0, 1]n) into C([0, 1]) is equal to the identity mapping on
C([0, 1]).
Here is another kind of mapping from C([0, 1]n) into C([0, 1]). Let φ(t)
be a continuous function from [0, 1] onto [0, 1]n. Thus φ(t) should be a
“space-filling curve”. Recall that such a mapping cannot be one-to-one,
because then it would be a homeomorphism between [0, 1] and [0, 1]n, and
this is not possible because [0, 1] with a point removed may not be connected,
while [0, 1]n with a point removed is always connected when n ≥ 2. For the
mapping from C([0, 1]n) into C([0, 1]), we simply compose a continuous real-
valued function on [0, 1]n with φ(t) to get a continuous real-valued function
on [0, 1]. This defines a linear mapping from C([0, 1]n) into C([0, 1]) which
preserves the supremum norm, because φ(t) maps [0, 1] onto [0, 1]n.
Chapter 4
More on metric spaces
4.1 Lipschitz mappings
Throughout this section we let (M, d(x, y)) and (N, ρ(u, v)) be metric spaces.
A mapping f : M → N is said to be Lipschitz if there is a nonnegative real
number C such that
ρ(f(x), f(y)) ≤ C d(x, y)(4.1)
for all x, y ∈ M . We also say that f is C-Lipschitz in this case, to mention
the constant C explicitly. Lipschitz mappings are clearly continuous, and
even uniformly continuous.
The space of Lipschitz mappings fromM to N is denoted Lip(M,N), and
the space of C-Lipschitz mappings from M to N is denoted LipC(M,N). We
write Lip(M) for the space of Lipschitz real-valued functions on M , and
LipC(M) for the space of C-Lipschitz real-valued functions on M .
In the case of real-valued functions on Euclidean spaces which are con-
tinuously differentiable, the Lipschitz condition is equivalent to the norm of
the gradient being bounded, and the supremum of the norm of the gradient
is equal to the smallest choice of the constant in the Lipschitz condition. As
a special case of this, if v is a vector in Rn, then the linear function on Rn
which maps a point x in Rn to the inner product of x with v is Lipschitz
with constant equal to the norm of v. The orthogonal projection of Rn onto
any linear subspace is Lipschitz.
Remark 4.2 If α is a positive real number, then a mapping f : M → N is
said to be Lipschitz of order α if there is a nonnegative real number C such
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that
ρ(f(x), f(y)) ≤ C d(x, y)α(4.3)
for all x, y ∈M . Thus f is a Lipschitz mapping in the sense defined before if
and only if it is Lipschitz of order 1. When 0 < α < 1, a mapping f :M → N
is Lipschitz of order α if and only if it is Lipschitz of order 1 with respect to
the snowflake metric d(x, y)α on M and still using the metric ρ(u, v) on N .
When α > 1, a mapping f : M → N is Lipschitz of order α if and only if it
is Lipschitz of order 1 with respect to d(x, y) on M and the snowflake metric
ρ(u, v)1/α on N . If M is Rn with the usual metric and α > 1, then the
only real-valued functions which are Lipschitz of order α are the constant
functions, because such a function would have first derivatives equal to 0
everywhere.
The sum of two real-valued Lipschitz functions on M is a Lipschitz func-
tion, as is the product of a real-valued Lipschitz function and a constant. In
general, the product of two real-valued Lipschitz functions is not necessarily
Lipschitz, but this is the case if at least one of the two functions is bounded.
If f(x) is a real-valued Lipschitz function on M and there is a positive real
number c such that |f(x)| ≥ c for all x in M , then 1/f(x) is also a Lipschitz
function on M .
Lemma 4.4 If p is an element of M , then d(x, p) is 1-Lipschitz as a real-
valued function of x on M . If A is a nonempty subset of M , then dist(X,A),
as defined in (1.32) in Section 1.4, is a 1-Lipschitz function on M .
This follows from the proofs of Lemmas 1.28 and 1.34 in Section 1.4.
Let us say that a mapping f : M → N is locally Lipschitz if for every
x ∈ M there is an r > 0 so that the restriction of f to B(x, r) is Lipschitz.
One can check that the sum and product of real-valued locally Lipschitz
functions on M are also locally Lipschitz, and that if f(x) is a real-valued
locally Lipschitz function on M such that f(x) 6= 0 for all x in M , then
1/f(x) is a locally Lipschitz function on M .
A mapping f : M → N is said to be countably Lipschitz if M can be
expressed as the union of at most countably-many subsets on which f is
Lipschitz. If f : M → N is locally Lipschitz and M is separable, then f is
countably Lipschitz. This follows from the countable compactness of M .
If f : M → N is countably Lipschitz, then M can be expressed as the
union of at most countably-many subsets on which f is both Lipschitz and
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bounded. This is easy to check, by simply decomposing further the subsets
of M on which f is already Lipschitz. Furthermore, the sum and product
of real-valued countably Lipschitz functions is countably Lipschitz, as is the
reciprocal of a nonzero real-valued countably Lipschitz function.
4.1.1 Diameters, measure functionals, and dimensions
Let us write diamM A and diamN B for the diameters of subsets A and B of
M and N , respectively.
Lemma 4.5 If A is a subset ofM and f :M → N is a C-Lipschitz mapping,
then diamN f(A) ≤ C diamM A.
This is easy to check from the definitions.
Proposition 4.6 Let E be a subset of M , α a nonegative real number, and
f :M → N a C-Lipschitz mapping. Under these conditions, we have that
Hαcon(f(E)) ≤ C
αHαcon(E)(4.7)
and
HF αcon(f(E)) ≤ C
αHF αcon(E).(4.8)
Similarly, for each δ, 0 < δ ≤ ∞,
HαC δ(f(E)) ≤ C
αHαδ (f(E))(4.9)
and
HF αC δ(f(E)) ≤ C
αHF αδ (f(E)).(4.10)
Taking the supremum over δ it follows that
Hα(f(E)) ≤ CαHα(E)(4.11)
and
HF α(f(E)) ≤ CαHF α(E).(4.12)
In particular,
dimH(f(E)) ≤ dimH(E),(4.13)
dimHF (f(E)) ≤ dimHF (E),(4.14)
dimHF ∗(f(E)) ≤ dimHF ∗(E).(4.15)
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Note that the various measure functionals and dimensions of f(E) are for
subsets of N , using the metric ρ(u, v), while the various measure functionals
and dimensions for E are for subsets of M , using the metric d(x, y).
The proposition can be shown in a straightforward manner using Lemma
4.5 and the various definitions. When α = 0, one can take Cα = 1, and the
conditions on f can be weakened. For instance, the inequalities H0(f(E)) ≤
H0(E) and HF 0(f(E)) ≤ H0(E) just say that the number of elements of
f(E) is less than or equal to the number of elements of E, and this is true
for any mapping f : M → N .
Corollary 4.16 Suppose that f : M → N is countably-Lipschitz. If E is a
subset of M and α is a nonnegative real number such that Hαcon(E) = 0, then
Hαcon(f(E)) = 0. As a consequence, dimH(f(E)) ≤ dimH(E).
4.1.2 Some approximations and extensions
Proposition 4.17 Let f(x) be a bounded uniformly continuous real-valued
function on M . There exists a sequence {fj}
∞
j=1 of real-valued Lipschitz func-
tions on M which converges to f uniformly.
For this one can take
fj(x) = inf{f(y) + j d(x, y) : y ∈M}.(4.18)
By definition, fj(x) ≤ f(x) for all x in M and j ≥ 1, and it is not difficult
to use the boundedness of f to show that the infimum is always finite. More
precisely, if a is a real number such that f(x) ≥ a for all x in M , then
fj(x) ≥ a for all x in M and j ≥ 1.
If x, x′, and y are arbitrary elements of M , then
fj(x) ≤ f(y) + j d(x, y) ≤ f(y) + j d(x
′, y) + j d(x, x′).(4.19)
As a result,
fj(x) ≤ fj(x
′) + j d(x, x′).(4.20)
From this it follows that fj is j-Lipschitz. Let us also point out that fj(x) =
f(x) for all x in M when f is j-Lipschitz.
Using the boundedness of f , it is not difficult to show that in fact one
only needs to consider y ∈ M with d(x, y) bounded by a constant times 1/j
in the infimum in the definition of fj(x). One can then check that fj(x)
converges to f(x) uniformly when f is uniformly continuous. We leave the
details as an exercise.
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Proposition 4.21 Let E be a nonempty subset of M , let C be a nonnegative
real number, and let h be a real-valued C-Lipschitz function on E. There
exists a C-Lipschitz real-valued function ĥ on M such that ĥ(x) = h(x) when
x ∈ E.
In this case we set
ĥ(x) = inf{h(y) + C d(x, y) : y ∈M}.(4.22)
Thus
ĥ(x) ≤ h(z) + C d(x, z)(4.23)
for all x in M and z in E by definition. Next, let us check that
ĥ(x) ≥ h(w)− C d(x, w)(4.24)
for all x ∈M and w ∈ E, and in particular that the infimum in the definition
of ĥ(x) is finite. For this it is enough to show that
h(w)− C d(x, w) ≤ h(y) + C d(x, y)(4.25)
for all y in E, which is the same as
h(w) ≤ h(y) + C d(x, w) + C d(x, y).(4.26)
This holds because
h(w) ≤ h(y) + C d(w, y) ≤ h(y) + C d(x, w) + C d(x, y),(4.27)
by the hypothesis that h is C-Lipschitz on E and the triangle inequality.
It follows in particular from (4.23) and (4.24) that ĥ(x) = h(x) when
x ∈ E. If x, x′ are arbitrary elements of M and y is any element of E, then
ĥ(x) ≤ h(y) + C d(x, y) ≤ h(y) + C d(x′, y) + C d(x, x′),(4.28)
and hence
ĥ(x) ≤ ĥ(x′) + C d(x, x′).(4.29)
This shows that ĥ is C-Lipschitz, and the lemma follows.
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4.1.3 Spaces of Lipschitz mappings
For the rest of the section we assume that C is a fixed nonnegative real num-
ber, and we consider the collection LipC(M,N) of all C-Lipschitz mappings
from M to N . In particular, if M is bounded, then each Lipschitz mapping
from M to N is bounded, and we can consider LipC(M,N) as a subset of
the space Cb(M,N) of bounded continuous mappings from M to N . As in
Section 1.4, we view this space as a metric space equipped with the metric
θ(f1, f2) = sup{ρ(f1(x), f2(x)) : x ∈M}. Recall that Cb(M,N) is a complete
metric space with respect to this metric when N is complete, and notice that
Cb(M,N) is bounded if N is bounded.
Lemma 4.30 If {fj}
∞
j=1 is a sequence in LipC(M,N) which converges point-
wise to a mapping f from M to N , then f is also an element of LipC(M,N).
This is easy to verify from the definitions.
Lemma 4.31 If M and N are totally bounded, then LipC(M,N) is totally
bounded as a subset of Cb(M,N).
Exercise.
Lemma 4.32 Suppose that M is separable and N has the property that
closed and bounded subsets of it are compact. Let {fj}
∞
j=1 be a sequence
of mappings in LipC(M,N) such that {fj(p)}
∞
j=1 is a bounded subset of N
for some p in M . Then there is a subsequence {fjk}
∞
k=1 of {fj}
∞
j=1 which
converges pointwise on M , i.e., {fjk(x)}
∞
k=1 is a convergent sequence in M
for every x in M .
Because the fj ’s are Lipschitz with bounded constant, the assumption
that {fj(p)}
∞
j=1 is a bounded sequence in N for some p in M implies that
this holds for all p in M . The assumption that closed and bounded subsets
of N are compact then implies that for each x in M there is a subsequence of
{fj(x)}
∞
j=1 that converges inM . By the separability ofM there is a sequence
{xi}
∞
i=1 of points in M which is dense in M . Standard diagonalization argu-
ments about subsequences imply that there is a single subsequence {fjk}
∞
k=1
of {fj}
∞
j=1 such that {fjk(xi)}
∞
k=1 is a convergent sequence in N for each i.
Once one has that {fjk}
∞
k=1 converges pointwise on a dense subset of M , it
is not difficult to show that it converges pointwise on all of M .
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Lemma 4.33 Suppose that M is totally bounded, N is complete, E is a
dense subset of M , and {fj}
∞
j=1 is a sequence of mappings in LipC(M,N)
which converges pointwise on E. Under these conditions, {fj}
∞
j=1 converges
in Cb(M,N) to an element of LipC(M,N).
This is not difficult to verify.
Proposition 4.34 Suppose that M is totally bounded and N is compact. As
a subset of Cb(M,N), LipC(M,N) is then compact.
This is a version of the famous Arzela–Ascoli theorem. One way to look at
it is to use Lemmas 4.30 and 4.31 to say that LipC(M,N) is closed and totally
bounded as a subset of Cb(M,N), which is complete as a metric space since
N is. Alternatively, Lemmas 4.32 and 4.33 can be applied to show that every
sequence in LipC(M,N) has a subsequence which converges to an element of
LipC(M,N).
4.2 The Hausdorff metric
Let (M, d(x, y)) be a metric space. As in Lemma 2.17, if A is a subset of M
and r is a positive real number, then
Ar =
⋃
{B(a, r) : a ∈ A}.(4.35)
is an open subset of M that contains A and has diameter ≤ diamA+ 2r.
Let α be a nonnegative real number, and let E be a subset of M such
that such that Hαcon(E) <∞. For every ǫ > 0 there is an η > 0 so that
HF αcon(Eη) < HF
α
con(E) + ǫ.(4.36)
More generally, if 0 < δ ≤ ∞, Hαδ (E) <∞, and ǫ > 0, then there is an η > 0
so that
HF αδ (Eη) < HF
α
δ (E) + ǫ.(4.37)
That is, any covering of E by finitely many subsets of M can be enlarged
slightly to get a covering of Eη, and one can use this estimate HF
α
con(Eη),
HF αδ (Eη). This type of argument does not work in general for HF
α itself,
as one can see by considering the case where E contains a single point.
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If E1, E2 are nonempty subsets ofM and t is a positive real number, then
we say that E1 and E2 are t-close if
for every x ∈ E1 there is a y ∈ E2 such that d(x, y) < t(4.38)
and
for every y ∈ E2 there is an x ∈ E1 such that d(x, y) < t.(4.39)
This is equivalent to saying that
E1 ⊆ (E2)t, E2 ⊆ (E1)t.(4.40)
Notice that if E1, E2 are bounded nonempty subsets of M which are t-close
for some t > 0, then
| diamE1 − diamE2| ≤ 2t.(4.41)
Lemma 4.42 Suppose that E1, E2, and E3 are nonempty subsets of M and
t, u are positive real numbers such that E1, E2 are t-close and E2, E3 are
u-close. Then E1, E3 are (t+ u)-close.
This is easy to verify.
Lemma 4.43 A subset A of M is totally bounded if and only if for every
t > 0, A is t-close to a finite subset of M . Moreover, M is separable if
and only if for every t > 0, M is t-close to a subset of M which is at most
countable.
This is a straightforward consequence of the definitions.
Lemma 4.44 Suppose that E, F are nonempty subsets of M which are t-
close for some t > 0, and that E is ǫ-connected for some ǫ > 0. Then F is
(ǫ+ 2t)-connected.
In other words, any two elements of E can be connected by an ǫ-chain,
and because E and F are t-close, it is easy to see that any two elements of
F are connected by an (ǫ+ 2t)-chain.
4.2. THE HAUSDORFF METRIC 53
4.2.1 The space of closed and bounded subsets of M
Let us write S(M) for the collection of all nonempty closed and bounded
subsets of M . If E1, E2 are two elements of S(M), define the Hausdorff
distance D(E1, E2) between E1 and E2 by
D(E1, E2) = inf{t > 0 : E1, E2 are t-close}.(4.45)
The boundedness of E1 and E2 ensures that the set of t > 0 such that
E1, E2 are t-close is nonempty. The restriction to closed sets implies that
D(E1, E2) = 0 if and only if E1 = E2.
Lemma 4.46 The Hausdorff distance D(E1, E2) defines a metric on S(M).
This is easy to check, using Lemma 4.42 to show that the Hausdorff
distance satisfies the triangle inequality.
Lemma 4.47 If A is a totally bounded subset of M , then A = {E ∈ S(M) :
E ⊆ A} is a totally bounded subset of S(M). Hence if M is totally bounded,
then S(M) is totally bounded, and separable in particular.
The main point for this lemma is that total boundedness of A implies
that A can be approximated by finite sets, and as a result subsets of A can
be approximated by finite subsets of a fixed finite set for each fixed degree
of approximation.
Lemma 4.48 Suppose that {Ej}
∞
j=1 is a sequence of nonempty closed and
bounded subsets of M which converges to a nonempty closed and bounded
subset E of M in the Hausdorff metric. If each Ej it totally bounded, then
so is E.
This can be derived fairly directly from the definitions.
Lemma 4.49 Suppose that {Ej}
∞
j=1 is a sequence of nonempty closed and
bounded subsets of M which converges to a nonempty closed and bounded
subset E of M . For each x in E, there is a sequence {xj}
∞
j=1 of points in
M such that xj ∈ Ej for all j and limj→∞ xj = x. Conversely, if {jl}
∞
l=1 is
a strictly increasing sequence of positive integers, xjl ∈ Ejl for each l, and
{xjl}
∞
l=1 converges in M to a point x, then x ∈ E.
This characterization of limits of sequences in S(M) is a straightforward
consequence of the definitions.
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4.2.2 Subsets, functions, and embeddings
There is a natural embedding of M into S(M), in which a point p in M is
associated to the subset {p} of M . This is an isometric embedding, which is
to say that
D({p}, {q}) = d(p, q)(4.50)
for all p, q in M .
If E is a nonempty subset of M , let us write fE(x) for the function
dist(x, E). Thus fE(x) is a continuous real-valued function on M which is 1-
Lipschitz. We may as well restrict our attention to nonempty closed subsets
E of M here, since fE(x) = fE(x) for all x in M .
Assume for the moment that M is bounded. Then the mapping E 7→ fE
defines a mapping from S(M) into the space Cb(M) of bounded continuous
real-valued functions on M . In fact this is an isometric embedding of S(M)
into Cb(M), with respect to the supremum distance on Cb(M). Explicitly, if
E1, E2 are elements of S(M), then
D(E1, E2) = sup{|fE1(x)− fE2(x)| : x ∈M}.(4.51)
This is not too difficult to verify.
If M is not bounded, then we can use a basepoint to get an embedding of
S(M) into Cb(M). That is, we fix an element w of M , and associate to each
nonempty subset E ofM the continuous real-valued function fE(x)−f{w}(x)
on M . It is easy to see that this is a bounded function on M when E is a
bounded nonempty subset of M . One can also check that this leads to an
isometric embedding of S(M) into Cb(M), whether or not M is bounded.
4.2.3 Compactness
Lemma 4.52 Suppose that {Kj}
∞
j=1 is a sequence of nonempty compact sub-
sets of M such that Kj+1 ⊆ Kj for all j ≥ 1, and put K =
⋂∞
j=1Kj. Under
these conditions, {Kj}
∞
j=1 converges to K with respect to the Hausdorff met-
ric.
Note that K is a nonempty compact subset of M in this case, by a well-
known result. To prove the lemma, we use essentially the same type of
argument as for that result. It suffices to show that for each ǫ > 0 there
is a positive integer N such that Kj ⊆ K(ǫ) for all j ≥ N , where K(ǫ)
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denotes the set of x ∈ M such that dist(x,K) < ǫ. This is the same as Kǫ
in the sense of (4.35), but we write K(ǫ) now to avoid confusion with Kj .
Let ǫ > 0 be given. Because K(ǫ) is an open subset of M , and the union of
K(ǫ) with the complements of the Kj’s is equal to all of M , it follows from
the compactness of K1 that a finite collection of these open sets are enough
to cover K1. The monotonicity property of the Kj ’s implies more precisely
that K1 is contained in (M\KN ) ∪K(ǫ) for some positive integer N . Hence
Kj ⊆ K(ǫ) when j ≥ N , as desired.
Lemma 4.53 If M is compact, then S(M) is complete as a metric space
with respect to the Hausdorff metric.
In this case S(M) consists simply of the nonempty compact subsets of
M . Let {Ej}
∞
j=1 be a Cauchy sequence in S(M), which we would like to show
converges in S(M). By passing to a subsequence we may assume that
D(Ej, Ej+1) < 2
−j(4.54)
for all j ≥ 1. This uses the fact that a Cauchy sequence converges if any of
its subsequences converge.
For each j, set
E˜j = {x ∈M : dist(x, Ej) ≤ 2
−j}.(4.55)
Each E˜j is a closed subset of M , and hence compact. Also, D(E˜j , Ej) ≤ 2
−j,
and so if {E˜j}
∞
j=1 converges, then so does {Ej}
∞
j=1, and they have the same
limit. Thus it suffices to show that {E˜j}
∞
j=1 converges.
A key point now is that
E˜j+1 ⊆ E˜j(4.56)
for all j. This follows from (4.54) and the definition of E˜j . Therefore {E˜j}
∞
j=1
converges in S(M) to
⋂∞
j=1 E˜j , as in Lemma 4.52.
Note that Lemma 4.53 also works when closed and bounded subsets of
M are compact, even if M itself might be unbounded. This is because any
Cauchy sequence {Ej}
∞
j=1 in S(M) has all of the Ej’s contained in a compact
subset of M .
Proposition 4.57 If M is compact, then S(M) is compact, with respect to
the Hausdorff metric.
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This follows from Lemmas 4.47 and 4.53, which imply that S(M) is totally
bounded and complete when M is compact.
Lemma 4.58 If M is compact, and {Aj}
∞
j=1 is a sequence in S(M) which
converges in the Hausdorff metric to a nonempty compact subset A of M ,
and each Aj is connected, then A is connected.
Assume for the sake of a contradiction that A is not connected. This
implies that A can be expressed as the union of two nonempty disjoint closed
subsets A1, A2. Because of compactness, there is an ǫ > 0 so that d(x, y) ≥ ǫ
for all x ∈ A1 and y ∈ A2. The convergence of {Aj}
∞
j=1 to A in the Hausdorff
metric would then imply that Aj admits a similar decomposition for j large
enough, in contradiction to hypothesis. This proves the lemma.
Lemma 4.59 Suppose that M is compact and totally disconnected, i.e., that
M does not contain a connected subset with at least two elements. Then for
every η > 0 there is a δ > 0 so that a δ-connected subset of M has diameter
less than or equal to η.
Indeed, suppose for the sake of a contradiction that there is an η > 0 so
that for each positive integer n there is a (1/n)-connected subset En of M
with diameter at least η. We may as well assume that each En is a closed
subset of M , since this can be arranged by taking the closure. Since M is
compact, there is a subsequence of the En’s which converges in the Hausdorff
metric to a nonempty closed subset E. One can check that E is connected
and has diameter at least η, contradicting the assumption that M is totally
disconnected.
4.3 General forms of integration
Let (M, d(x, y)) be a metric space. We make the standing assumption in
this section that closed and bounded subsets of M are compact. If f is a
real-valued continuous function on M , then we define the support of f to be
the closure of the set of x ∈ M such that f(x) 6= 0, and we denote this by
supp f . Thus the support of f is a closed subset of M by definition, which
is empty exactly when f is identically equal to 0.
The vector space of real-valued continuous functions on M with bounded
support is denoted C00(M). We write C0(M) for the vector space of real-
valued continuous functions f on M which “tend to 0 at infinity”, in the
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sense that for each ǫ > 0 there is a ball B in M such that |f(x)| < ǫ for all
x ∈M\B. Thus
C00(M) ⊆ C0(M),(4.60)
and of course C00(M) = C0(M) = C(M), the space of all real-valued contin-
uous functions on M , when M is compact. Because of our standing assump-
tions onM , functions in C00(M) are bounded and uniformly continuous, and
indeed the same is true for functions in C0(M).
Recall that Cb(M) denotes the vector space of bounded real-valued con-
tinuous functions on M . If f is an element of Cb(M), then the supremum
norm of f is defined by
‖f‖sup = sup
x∈M
|f(x)|.(4.61)
The supremum metric on Cb(M) is defined by ‖f1 − f2‖sup, and Cb(M) is
complete as a metric space when equipped with this metric.
It is not difficult to show that C0(M) is a closed subset of Cb(M) with
respect to the supremum metric, so that C0(M) is also a complete metric
space when equipped with this metric. In fact, C0(M) is equal to the closure
of C00(M) in Cb(M). We leave it as an exercise to the reader to check that
C0(M) is separable as a metric space. Of course this is very similar to the
separability of C(N) when N is a compact metric space.
If {φj}
∞
j=1 is a sequence of functions in C00(M) and φ is another function
in C00(M), then we define restricted convergence of {φj}
∞
j=1 to φ to mean that
there is a compact subset K of M such that the support of φj is contained in
K for all j and {φj}
∞
j=1 converges to φ uniformly. In this case the support of
φ is also contained in K. A subset E is C00(M) is said to be dense in C00(M)
with respect to restricted convergence if for every function φ in C00(M) there
is a sequence of functions {φj}
∞
j=1 in E with restricted convergence to φ. One
can check that C00(M) has a subset which is at most countable and dense
with respect to restricted convergence.
4.3.1 Nonnegative linear functionals on C00(M)
Let λ be a nonnegative linear functional on C00(M). In other words, λ is a
linear mapping from the vector space C00(M) to the real numbers such that
λ(f) ≥ 0 whenever f is a function on M in C00(M) which is nonnegative,
which is to say that f(x) ≥ 0 for all x ∈M .
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Examples 4.62 (i) If M = Rn, then λ(f) equal to the ordinary Riemann
integral of f defines a nonnegative linear functional on C00(R
n).
(ii) The “Riemann integrals” associated to Cantor sets E(A) as in Section
3.3 define nonnegative linear functionals on C00(R).
(iii) In Rn when n ≥ 2 one can take the integral of a function over a
compact submanifold of dimension k < n, with respect to the element of
k-dimensional volume.
(iv) For any M one has the nonnegative linear functionals corresponding
to “Dirac masses”, in which one chooses a point p ∈ M and defines λ(f) to
simply be f(p).
Notice that if λ1, λ2 are nonnegative linear functionals on C00(M) and a1,
a2 are nonnegative real numbers, then a1 λ1 + a2 λ2 is a nonnegative linear
functional on C00(M).
Remark 4.63 If f(x) is a real-valued function onM , define f+(x) and f−(x)
by
f+(x) = max(f(x), 0), f−(x) = max(−f(x), 0).(4.64)
Thus f+(x), f−(x) are nonnegative functions onM and f(x) = f+(x)−f−(x).
If f(x) is continuous, then so are f+(x), f−(x). Of course the supports of
f+(x), f−(x) are contained in the support of f(x), and f+(x), f−(x) are
bounded functions on M if f(x) is.
Suppose that f , h are functions in C00(M) such that h is nonnegative
and |f(x)| ≤ h(x) for all x in M . Then h + f and h − f are nonnegative
functions, so that λ(h+ f) and λ(h− f) are nonnegative real numbers. This
implies that
|λ(f)| ≤ λ(h).(4.65)
As an application of this, suppose that B is a nonempty closed and
bounded subset of M , and let φB(x) be a function in C00(M) such that
0 ≤ φB(x) ≤ 1 for all x ∈ M and φB(x) = 1 when x ∈ B. For instance, one
can take φB(x) to be a simple piecewise-linear function of dist(x,B). If f is
a function in C00(M) with support contained in B, then
|λ(f)| ≤ λ(φB) ‖f‖sup.(4.66)
Indeed, it is enough to check this when |f(x)| ≤ 1 for all x ∈ B, since one
can reduce to this case by multiplying f by a positive real number. In this
case, |f(x)| ≤ φB(x) for all x ∈M , and (4.66) follows from (4.65).
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The inequality (4.66) implies that λ is continuous with respect to restricted
convergence, in the sense that if {fj}
∞
j=1 is a sequence in C00(M) and f is a
function in C00(M) with restricted convergence of {fj}
∞
j=1 to f , then
lim
j→∞
λ(fj) = f.(4.67)
As a consequence of this, if λ1, λ2 are two nonnegative linear functionals
on C00(M) which are equal on a dense subset E of C00(M) with respect to
restricted convergence, then λ1, λ2 are equal on all of C00(M).
We say that λ is a bounded nonnegative linear functional on C00(M) if
there is a nonnegative real number C such that
|λ(f)| ≤ C ‖f‖sup(4.68)
for all f in C00(M). If M is compact, then this holds automatically with
C = λ(1), where 1 denotes the constant function on M equal to 1.
If λ is bounded, then λ defines a uniformly continuous and in fact Lips-
chitz mapping from C00(M) to the real numbers with respect to the supre-
mum metric on C00(M), and hence extends to a continuous mapping from
C0(M) to the real numbers which is also linear and satisfies (4.68). Using
linearity and nonnegativity, we can extend λ in a natural manner to all of
Cb(M), as follows.
Fix a basepoint p in M . For each positive integer j, define φj ∈ C00(M)
by φj(x) = 1 when d(x, p) ≤ j, φj(x) = d(x, p)− j when j ≤ d(x, p) ≤ j + 1,
and φj(x) = 0 when d(x, p) ≥ j + 1. Thus φj(x) is a continuous piecewise-
linear function of d(x, p), 0 ≤ φj(x) ≤ 1 for all j ≥ 1 and x ∈ M , and
φj(x) ≤ φj+1(x) for all j and x. As a result,
0 ≤ λ(φj) ≤ λ(φj+1) ≤ C(4.69)
for all j, and therefore the sequence {λ(φj)}
∞
j=1 converges. In particular, for
each ǫ > 0 there is a positive integer L such that
0 ≤ λ(φk − φj) < ǫ when k ≥ j ≥ L.(4.70)
Now let f be any bounded real-valued continuous function on M . Clearly
|f(x)(φk(x)− φj(x))| ≤ ‖f‖sup (φk(x)− φj(x))(4.71)
for all x ∈M when k ≥ j, and hence
|λ(f(φk − φj))| ≤ ‖f‖sup λ(φk − φj).(4.72)
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Thus {λ(φj f)}
∞
j=1 is a Cauchy sequence of real numbers, and therefore a
convergent sequence. One can define λ(f) to be the limit of this sequence,
and this extends λ to a nonnegative linear functional on Cb(M).
It is easy to see that this extension of λ to Cb(M) is also bounded in the
sense that (4.68) for all f in Cb(M), and with the same constant C as on
C00(M). This implies that the extension of λ to Cb(M) is continuous as a
mapping from Cb(M) to R, with respect to the supremum metric. There is
a stronger continuity condition that this extension of λ to Cb(M) satisfies,
which is that if {fj}
∞
j=1 is a sequence of functions in Cb(M) and f is another
function in Cb(M), if the supremum norms ‖fj‖sup, j ∈ Z+, are bounded, and
if for each bounded subset B of M the restriction of the fj’s to B converges
uniformly to the restriction of f to B, then
lim
j→∞
λ(fj) = λ(f).(4.73)
To put it a bit differently, the boundedness of λ implies that (4.73) holds
when {fj}
∞
j=1 converges to f uniformly, and in fact we have that (4.73) also
holds under the more general convergence conditions described above. This
is not too hard to check, using the same kind of considerations as before.
Another nice feature of this extension of λ to Cb(M) is that if f(x) is a
function in Cb(M) which is nonnegative, then
λ(f) = sup{λ(φ) : φ ∈ C00(M), 0 ≤ φ(x) ≤ f(x) for all x ∈M}.(4.74)
Again, this is not too difficult to check, using the same kind of considerations
as in the definition of the extension of λ to Cb(M).
Remark 4.75 Let M1, M2 be metric spaces as in this section, with closed
and bounded subsets being compact. Suppose that ρ is a continuous mapping
from M1 to M2 which is proper, which means that the inverse image of
a compact subset of M2 under ρ is a compact subset of M1. If λ1 is a
nonnegative linear functional on C00(M1), then we can get a nonnegative
linear functional λ2 on C00(M2) using ρ by the formula
λ2(f) = λ1(f ◦ ρ)(4.76)
for f in C00(M2). That is, f ◦ ρ is an element of C00(M1) when f is an
element of C00(M2), under the assumption that ρ : M1 → M2 is continuous
and proper. If λ1 is also bounded, then the assumption that ρ is proper is
not really needed, because f ◦ ρ is a bounded continuous function on M1
whenever f is a bounded continuous function on M2 and ρ : M1 → M2 is
continuous. Of course λ2 is then bounded as well.
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4.3.2 Supports of nonnegative linear functionals
Let us return to the situation where λ is a nonnegative linear functional
on C00(M), which may or may not be bounded. If U is an open subset of
M , then we say that λ vanishes on U if λ(f) = 0 whenever f ∈ C00(M)
has support contained in U . For example, if φ is a nonnegative function in
C00(M) and λ(φ) = 0, then λ vanishes on the open set {x ∈M : φ(x) > 0}.
Suppose that U1, U2 are open subsets of M such that λ vanishes on U1,
U2, and let us show that λ vanishes on the union U1 ∪ U2 as well. Let f be
any function in C00(M) such that the support of f is contained in U1 ∪ U2.
Define functions f1, f2 by
fi(x) = f(x)
dist(x,M\U3−i)
dist(x,M\U1) + dist(x,M\U2)
, i = 1, 2,(4.77)
where this is interpreted as being 0 when x ∈M\(U1∪U2). It is not difficult
to see that f1, f2 are elements of C00(M) with support contained in U1, U2,
respectively, and which satisfy f1 + f2 = f . Thus
λ(f) = λ(f1) + λ(f2) = 0,(4.78)
because λ vanishes on U1, U2. This shows that λ vanishes on U1 ∪ U2.
More generally, suppose that {Ui}i∈I is an arbitrary family of open subsets
of M on which λ vanishes. Then λ vanishes on the union of all the Ui’s.
Indeed, let f be a function in C00(M) with support contained in the union
of the Ui’s. Since the support of f is compact, it is contained in the union
of finitely many Ui’s. This permits one to apply the result of the preceding
paragraph.
As a consequence, there is an open subset U of M on which λ vanishes,
and which contains any open subset of M on which λ vanishes. Put E =
M\U . This is a closed subset of M , and it is called the support of λ.
Suppose that f is a function in C00(M) such that f(x) = 0 for all x ∈ E.
For each positive integer j, let ψj be the real-valued continuous function on
M such that ψj(x) = 0 when dist(x, F ) ≤ 1/j, ψj(x) = j dist(x, F )− 1 when
1/j ≤ dist(x, F ) ≤ 2/j, and ψj(x) = 1 when dist(x, F ) ≥ 2/j. Thus ψj is
a continuous piecewise-linear function of dist(x, F ). It is not difficult to see
that the functions ψj(x) f(x) converge uniformly to f(x) as j →∞, and that
the support of ψj f is contained in the support of f and in M\U for each j.
Hence λ(ψj f) = 0 for all j, and λ(ψj f) converges to λ(f) as j →∞. Thus
λ(f) = 0.
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If the support of λ is a compact subset of M , and if φ is a nonnegative
function in C00(M) such that φ(x) = 1 for all x in the support of λ, then we
have that
λ(f) = λ(φ f)(4.79)
for all f in C00(M). Because |φ(x) f(x)| ≤ ‖f‖sup φ(x) for all x ∈M , we get
that
|λ(f)| ≤ λ(φ) ‖f‖sup(4.80)
for all f in C00(M). Thus λ is bounded when it has compact support.
4.3.3 Weak convergence
Let {λj}
∞
j=1 be a sequence of nonnegative linear functionals on C00(M). We
say that {λj}
∞
j=1 is uniformly bounded on bounded subsets of M if for each
bounded subset B of M there is a nonnegative real number CB such that
|λj(f)| ≤ CB ‖f‖sup(4.81)
for all f in C00(M) with support contained in B and for all j. This condition
clearly implies that {λj(f)}
∞
j=1 is a bounded sequence of real numbers for
each f in C00(M). This converse also works, as one can show using (4.66).
We say that {λj}
∞
j=1 is uniformly bounded if there is a nonnegative real
number C such that
|λj(f)| ≤ C ‖f‖sup(4.82)
for all f in C00(M) and all j. In particular, each λj should be a bounded
nonnegative linear functional on C00(M) for this condition to hold.
Now suppose that {λj}
∞
j=1 is a sequence of nonnegative linear functionals
on C00(M), and that λ is another nonnegative linear functional on C00(M).
We say that {λj}
∞
j=1 converges weakly to λ if
lim
j→∞
λj(f) = λ(f)(4.83)
for all f in C00(M). Sometimes this is referred to as weak
∗ convergence, but
we shall use “weak convergence” for simplicity. If {λj}
∞
j=1 converges weakly
to λ, then {λj(f)}
∞
j=1 is a bounded sequence of real numbers for every f in
C00(M), and hence {λj}
∞
j=1 is uniformly bounded on bounded subsets of M .
Notice that if {λj}
∞
j=1 is a uniformly bounded sequence of nonnegative lin-
ear functionals on C00(M) which converges weakly to λ, then λ is a bounded
nonnegative linear functional.
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As a basic example, suppose that {pj}
∞
j=1 is a sequence of points inM and
that p is another point in M , and define linear functionals λj, λ on C00(M)
by λj(f) = f(pj), λ(f) = f(p). Then {λj}
∞
j=1 converges weakly to λ if and
only if {pj}
∞
j=1 converges to p in M .
Let {λj}
∞
j=1 be a sequence of nonnegative linear functionals on C00(M)
which is uniformly bounded on bounded subsets of M , and let E be a dense
subset of C00(M) with respect to restricted convergence. Assume that for
every f in E , {λj(f)}
∞
j=1 is a convergent sequence of real numbers. Using the
uniform boundedness of {λj}
∞
j=1 on bounded subsets of M , one can check
that {λj(f)}
∞
j=1 is a convergent sequence of real numbers for every f in E .
Denoting the limit as λ(f), one can also check that λ(f) is a nonnegative
linear functional on C00(M). Thus {λj}
∞
j=1 converges weakly to λ in the sense
described above.
Suppose that {λj}
∞
j=1 is a sequence of nonnegative linear functionals on
C00(M) which is uniformly bounded on bounded subsets of M , and that E
is a dense subset of C00(M) with respect to restricted convergence which
is at most countable as well. For any function f in C00(M), the sequence
{λj(f)}
∞
j=1 is a bounded sequence of real numbers, and hence has a sub-
sequence that converges. By standard arguments, there is a subsequence
{λjl}
∞
l=1 of {λj}
∞
j=1 such that {λjl(f)}
∞
l=1 is a convergent sequence of real
numbers for every f in E . As in the remarks in the preceding paragraph,
{λjl}
∞
l=1 converges weakly to a nonnegative linear functional on C00(M).
4.4 A few basic inequalities
Let J1, . . . , Jn be a collection of bounded intervals in the real line, and let
a1, . . . , am be positive real numbers. Consider the function
φ(x) =
m∑
p=1
ap 1Jp(x)(4.84)
on R, and the associated quantity
m∑
p=1
ap |Jp|,(4.85)
which is the total integral of φ.
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If L1, . . . , Ln are disjoint intervals in R, then
n∑
q=1
|J ∩ Lq| ≤ |J |(4.86)
for every interval J in R. As a result,
n∑
q=1
m∑
p=1
ap |Jp ∩ Lq| ≤
m∑
p=1
ap |Jp|.(4.87)
If t is a positive real number and L is an interval in R such that φ(x) > t
for all x ∈ L, then
|L| ≤ t−1
m∑
p=1
ap |Jp ∩ L|.(4.88)
Using this one can check that
HF 1con({x ∈ R : φ(x) > t}) ≤ t
−1
m∑
p=1
ap |Jp|.(4.89)
It may be that φ(x) ≤ t for all x ∈ R, so that the left side of (4.89) is equal
to 0, and the inequality holds automatically. If {x ∈ R : φ(x) > t} 6= ∅, then
{x ∈ R : φ(x) > t} can be expressed as a finite union of bounded disjoint
intervals, and the 1-dimensional HF -content of this set is less than or equal
to the sum of the lengths of these intervals. This permits one to derive (4.89)
from (4.88).
Now suppose that A is a nonempty set which is at most countable, and
that {Jp}p∈A is a family of bounded open intervals in R indexed by A. Also
let {ap}p∈A be a family of positive real numbers indexed by p. As before, set
φ(x) =
∑
p∈A
ap 1Jp(x)(4.90)
for x in R, and consider the associated quantity
∑
p∈A
ap |Jp|.(4.91)
The restriction to open intervals here is not too serious, and one can always
enlarge intervals slightly to get open intervals, without increasing the sum
above too much.
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It may be that φ(x) = +∞ for some x’s, so that φ(x) may be an extended
real-valued function in this case. We shall be concerned with the situation
where
∑
i∈I ai |Ji| is finite, and we shall see that the set where φ(x) is infinite
is small in a reasonable sense.
Observe that for each positive real number t and each x ∈ R such that
φ(x) > t, there is a finite subset A1 of A such that∑
p∈A1
ap Jp(x) > t.(4.92)
Because the Jp’s are assumed to be open intervals, it is not difficult to check
that
{x ∈ R : φ(x) > t}(4.93)
is an open subset of R. In other words, φ(x) is lower semicontinuous.
As before, notice that if L1, . . . , Ln are disjoint intervals in R, then
n∑
q=1
∑
p∈A
ap |Jp ∩ Lq| ≤
∑
p∈A
ap |Jp|.(4.94)
This is again basically just a matter of rearranging sums.
If t is a positive real number and L is a closed and bounded interval in
R such that φ(x) > t for all x in L, then
|L| ≤ t−1
∑
p∈A
ap |Jp ∩ L|.(4.95)
Indeed, because L is compact, one can verify that there is a finite subset A1
of A such that ∑
p∈A1
ap 1Jp(x) > t for all x ∈ L,(4.96)
so that (4.88) may be applied. Once one has (4.95) for closed and bounded in-
tervals, the same inequality follows for arbitrary intervals, by approximating
an arbitrary interval by closed and bounded subintervals.
If t is a positive real number, then let us check that
H1con({x ∈ R : φ(x) > t}) ≤ t
−1
∑
p∈A
ap |Jp|.(4.97)
We may as well assume that there is at least one x ∈ R such that φ(x) > t,
since otherwise the left side of the inequality is equal to 0, and the inequality
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holds automatically. Because {x ∈ R : φ(x) > t} is an open subset of R, it
can be expressed as the union of a family {Lq}q∈B of disjoint open intervals
in R, where B is a nonempty set which is at most countable. Thus it suffices
to show that ∑
q∈B
|Lq| ≤ t
−1
∑
p∈A
ap |Jp|.(4.98)
To get this it is enough to show that for each finite subset B′ of B and closed
and bounded intervals L′q ⊆ Lq, q ∈ B
′, we have that
∑
q∈B′
|L′q| ≤ t
−1
∑
p∈A
ap |Jp|.(4.99)
By compactness, there is a finite subset A1 of A such that∑
p∈A1
ap 1Jp(x) > t for all x ∈
⋃
q∈B′
L′q,(4.100)
and it is enough to show that
∑
q∈B′
|L′q| ≤ t
−1
∑
p∈A1
ap |Jp|.(4.101)
This inequality can be derived from (4.88).
As a consequence of (4.97), notice that
H1con({x ∈ R : φ(x) = +∞}) = 0(4.102)
when
∑
p∈A ap |Jp| <∞.
Now suppose that (M, d(x, y)) is a metric space, α is a real number such
that α ≥ 1, and f is a C-Lipschitz real-valued function on M for some
C > 0. Also let E be a nonempty bounded subset of M , and let ǫ > 0 be
given. Because E is assumed to be bounded, HF αcon(E) is finite, and there is
a finite collection of nonempty subsets V1, . . . , Vk ofM such that E ⊆
⋃k
i=1 Vi
and
k∑
i=1
(diamVi)
α < HF αcon(E) + ǫ.(4.103)
For i = 1, . . . , k, let Ji be a closed and bounded interval in the real line such
that f(Vi) ⊆ Ji and
diam Ji = diam f(Vi) ≤ C diamVi.(4.104)
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Consider the function
φ(x) =
k∑
i=1
(diamVi)
α−1 1Ji(x)(4.105)
for x ∈ R. For each x ∈ R, E ∩ f−1(x) is a subset of M which is contained
in the union of the Vi’s such that x ∈ Ji. Hence
HF α−1con (E ∩ f
−1(x)) ≤ φ(x)(4.106)
for each x ∈ R. The analogue of (4.85) in this case is
k∑
i=1
(diamVi)
α−1 |Ji| ≤ C
k∑
i=1
(diamVi)
α(4.107)
< C ·HF αcon(E) + C · ǫ.
From (4.89) it follows that for each t > 0,
HF 1con({x ∈ R : HF
α−1
con (E ∩ f
−1(x)) > t})(4.108)
≤ t−1(C ·HF αcon(E) + C · ǫ).
Since this is true for each ǫ > 0, we get that
HF 1con({x ∈ R : HF
α−1
con (E ∩ f
−1(x)) > t})(4.109)
≤ C t−1HF αcon(E).
Similarly, suppose that E is a nonempty subset ofM such thatHαcon(E) <
∞, and let ǫ > 0 be given. There is an at most countable collection {Vi}i∈I
of nonempty subsets of M such that E ⊆
⋃
i∈I Vi and∑
i∈I
(diamVi)
α < Hαcon(E) + ǫ.(4.110)
Of course
diam f(Vi) ≤ C diamVi(4.111)
for each i ∈ I. Choose a bounded open interval Ji in R for each i ∈ I so
that f(Vi) ⊆ Ji and∑
i∈I
(diamVi)
α−1 |Ji| < C ·H
α
con(E) + C · ǫ.(4.112)
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In other words, the length of Ji may have to be strictly larger than diam f(Vi)
in order for Ji to be an open interval which contains f(Vi), and we ask that
it be only a little bit larger in this way. Consider the function
φ(x) =
∑
i∈I
(diamVi)
α−1 1Ji(x)(4.113)
for x ∈ R. As before, if x ∈ R, then E ∩ f−1(x) is contained in the union of
the Vi’s such that x ∈ Ji, and thus
Hα−1con (E ∩ f
−1(x)) ≤ φ(x).(4.114)
Using (4.97) and (4.112) we get that
H1con({x ∈ R : H
α−1
con (E ∩ f
−1(x)) > t})(4.115)
≤ t−1(C ·Hαcon(E) + C · ǫ).
Because this holds for all ǫ > 0, we obtain
H1con({x ∈ R : H
α−1
con (E ∩ f
−1(x)) > t})(4.116)
≤ C t−1Hαcon(E).
4.5 Topological and Hausdorff dimensions
Two general references are [122, 168].
Let (M, d(x, y)) be a metric space. A subset W of M is said to be clopen
if W is both open and closed. Thus the empty set and M itself are both
clopen subsets ofM , andM has a nonempty proper subset which is clopen if
and only if M is not connected. Observe that finite unions and intersections
of clopen sets are clopen.
We say that M has topological dimension 0 if for each x in M and ǫ > 0
there is a clopen subset W of M such that x is an element of W and W is
a subset of B(x, ǫ). Clearly, if two metric spaces are homeomorphic to each
other and one of them has topological dimension 0, then so does the other.
If E is a nonempty subset of M , then we say that E has topological
dimension 0 if it has topological dimension 0 when viewed as a metric space in
its own right, using the restriction of the metric d(x, y) to E. It is convenient
to say that the empty set has topological dimension equal to −1. Notice
that if a nonempty subset E of M has topological dimension 0 and E1 is
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a nonempty subset of E, then E1 also has topological dimension 0. As a
basic class of examples, a nonempty subset of the real line has topological
dimension 0 if and only if it does not contain an interval of positive length.
It is easy to see that if M has topological dimension 0, then M is totally
disconnected, i.e., M does not contain a connected subset with at least two
elements. The converse holds when M is compact, or merely locally com-
pact. This can be derived from Lemma 4.59. It is known that there are
nonempty bounded subsets of the plane which are totally disconnected and
which become connected after the addition of a single point. Such a set does
not have topological dimension 0, as can be shown using results described
later in this section.
Suppose that E is a nonempty closed subset of M . In this case, E has
topological dimension 0 if and only if for every x in E and every ǫ > 0 there
are closed subsets F1, F2 of E such that x is an element of F1, F1 is a subset
of B(x, ǫ), F1 ∩ F2 = ∅, and F1 ∪ F2 = E.
Lemma 4.117 Let (M, d(x, y)) be a metric space with topological dimension
0. Suppose that K is a compact subset of M and that U is an open subset
of M such that K ⊆ U . Then there is a clopen subset W of M such that
K ⊆W ⊆ U .
Indeed, the assumption that M has topological dimension 0 implies that
for each point p in K there is a clopen subset W (p) of M such that p ∈
W (p) and W (p) ⊆ U . Because K is compact, there exist a finite col-
lection p1, . . . , pn of points in K such that K ⊆
⋃n
i=1W (pi). If we take
W =
⋃n
i=1W (pi), then W is clopen and K ⊆W ⊆ U , as desired.
Proposition 4.118 Let (M, d(x, y)) be a separable metric space with topo-
logical dimension 0. If F1, F2 are disjoint closed subsets of M , then there
are clopen subsets V1, V2 of M such that F1 ⊆ V1, F2 ⊆ V2, V1 ∩ V2 = ∅, and
V1 ∪ V2 = M .
Notice that if F1 or F2 is compact, then this follows from Lemma 4.117.
Because M has topological dimension 0, one can choose for each p in
M a clopen subset U(p) of M such that p is an element of U(p) and either
U(p)∩F1 = ∅ or U(p)∩F2 = ∅. The assumption thatM be separable implies
thatM is countably compact, and hence there is a sequence {pj}
∞
j=1 of points
in M such that M =
⋃∞
j=1U(pj).
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Define subsets Wj of M for j ≥ 1 by W1 = U(p1), Wj is equal to U(pj)
minus the union of the U(pi)’s for 1 ≤ i < j. Thus for each j we have that
Wj is a clopen subset of M , Wj ⊆ U(pj),
j⋃
i=1
Wi =
j⋃
i=1
U(pi),(4.119)
and therefore
∞⋃
i=1
Wi = M.(4.120)
The Wj ’s are also pairwise disjoint, by construction. Let V1 be the union of
the Wi’s which intersect F1, and let V2 be the union of all the other Wi’s.
Then V1 ∩ V2 = ∅, V1 ∪ V2 = M , F1 ⊆ V1, and F2 ⊆ V2. Because the Wi’s are
all clopen, V1 and V2 are both open sets, and hence they are closed sets as
well. This proves the proposition.
Let us reformulate the proposition for closed subsets of a metric space
as follows. If (M, d(x, y)) is a separable metric space and E is a nonempty
closed subset of M with topological dimension 0, and if F1, F2 are disjoint
closed subsets of E, then there are disjoint closed subsets F̂1, F̂2 of M such
that F1 ⊆ F̂1, F2 ⊆ F̂2, and F̂1 ∪ F̂2 = E.
Here is another formulation which is sometimes more convenient. Suppose
that (M, d(x, y)) is a separable metric space, E is a nonempty closed subset
ofM with topological dimension 0, and that F1, F2 are disjoint closed subsets
of M . Then there are disjoint closed subsets F˜1, F˜2 of M such that F1 ⊆ F˜1,
F2 ⊆ F˜2, and E ⊆ F˜1 ∪ F˜2.
Now suppose that (M, d(x, y)) is a separable metric space, and that E1,
E2 are two nonempty closed subsets of M with topological dimension 0. Let
us check that the union E1 ∪ E2 has topological dimension 0 too. Let A,
B be disjoint closed subsets of E1 ∪ E2. Using the result mentioned in the
previous paragraph, one can get disjoint closed subsets of M which contain
A, B, respectively, and whose union contains E1 ∪ E2. More precisely, one
first enlarges A, B to disjoint closed subsets A1, B1 of M such that A ⊆ A1,
B ⊆ B1, and E1 ⊆ A1 ∪ B1. Then one enlarges A1, B1 to get disjoint closed
subsets A2, B2 of M such that A1 ⊆ A2, B1 ⊆ B2, and E2 ⊆ A2 ∪ B2.
Thus A2, B2 are disjoint closed subsets of M which satisfy A ⊆ A2, B ⊆ B2,
and E1 ∪ E2 ⊆ A2 ∪ B2. From this it follows that E1 ∪ E2 has topological
dimension 0.
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In fact there is a version of this for sequences of closed sets with topological
dimension 0. Specifically, let (M, d(x, y)) be a separable metric space, and
let {Ej}
∞
j=1 be a sequence of nonempty closed subsets of M with topological
dimension 0. Under these conditions,
⋃∞
j=1Ej has topological dimension 0
as well. Without loss of generality, we may assume that M =
⋃∞
j=1Ej . Let
A, B be disjoint closed subsets of M . We would like to show that there are
disjoint closed subsets of M which contain A, B, respectively, and whose
union is equal to M .
Basically, we would like to repeat the process as before, but now it is
not clear that the union over all j ≥ 1 leads to closed subsets of M . This
can be fixed using normality of M . Because E1 has topological dimension
0, there are disjoint closed subsets A1, B1 of M such that A ⊆ A1, B ⊆
B1, and E1 ⊆ A1 ∪ B1. By the normality of M , there are disjoint closed
subsets A˜1, B˜1 of M such that A1 is contained in the interior of A˜1 and B1
is contained in the interior of B˜1. Next, one uses the hypothesis that E2 has
topological dimension 0 to obtain disjoint closed subsets A2, B2 of M such
that A˜1 ⊆ A2, B˜1 ⊆ B2, and E2 ⊆ A2 ∪B2. Again normality can be applied
to get disjoint closed subsets of M which contain A2, B2 in their interiors.
Repeating the process we obtain for each j closed subsets Aj , Bj , A˜j, B˜j
such that Aj ∩ Bj = ∅, A˜j ∩ B˜j = ∅, and Ej ⊆ Aj ∪ Bj for all j, Aj , Bj are
contained in the interiors of A˜j, B˜j , respectively, A˜j ⊆ Aj+1 and B˜j ⊆ Bj+1,
and A ⊆ A1, B ⊆ B1. Thus
∞⋃
j=1
Aj =
∞⋃
j=1
A˜j,
∞⋃
j=1
Bj =
∞⋃
j=1
B˜j .(4.121)
If we set U =
⋃∞
j=1Aj and V =
⋃∞
j=1Bj, then we have that A ⊆ U , B ⊆ V ,
U ∩ V = ∅, U ∪ V = M , and U , V are both open subsets of M . Hence they
are also closed, and it follows that M has topological dimension 0.
A nice consequence of this is that if E1, E2 are nonempty subsets of M
with topological dimension 0 and E1 ∪ E2 = M , and if E1 is closed, then
M has topological dimension 0. We already saw an argument for this when
both E1 and E2 are closed, and it does not work for arbitrary subsets of M ,
since the real line is the union of the rationals and irrationals, each of which
have topological dimension 0. If E1 is closed, then M\E1 is open, and it also
has topological dimension 0, since it is a subset of E2. An open set can be
expressed as the union of a sequence of closed sets, and it follows thatM can
be expressed as the union of a sequence of closed subsets with topological
dimension 0, and hence has topological dimension 0 itself.
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Now suppose that M has 1-dimensional Hausdorff content equal to 0. By
countable subadditivity, this holds if M can be expressed as the union of a
sequence of subsets with 1-dimensional Hausdorff content equal to 0. If f is
a real-valued function on M which is Lipschitz, or countably-Lipschitz, then
f(M) is a subset of the real line with 1-dimensional Hausdorff content equal
to 0, and in particular f(M) does not contain an interval of positive length.
By choosing f(x) to be of the form d(p, x), where p is any element of M , it
follows that there are plenty of balls in M which are clopen sets, and hence
that M has topological dimension 0. One can also use this to find plenty of
disjoint closed sets whose union is equal toM and which contain a given pair
of disjoint closed subsets of M .
If n is a positive integer, then M is said to have topological dimension
≤ n if for every point x in M and every ǫ > 0 there is an open subset U of
M such that x ∈ U , U ⊆ B(x, ǫ), and ∂U has topological dimension ≤ n−1,
as a metric space itself. In other words, the property of having topological
dimension ≤ n is defined inductively on n.
Suppose that M has (n + 1)-dimensional Hausdorff content equal to 0,
and that f : M → N is Lipschitz, or countably Lipschitz. Then f−1(t) has
n-dimensional Hausdorff content equal to 0 for all t ∈ R except for a set of
1-dimensional Hausdorff content equal to 0. In particular, this holds for a
dense set of t’s. Using this it is easy to see that M has topological dimension
≤ n in this case.
Chapter 5
Miscellaneous, 2
5.1 Some geometry and analysis on the real
line
Let E be a nonempty finite collection of intervals in the real line. Now, if J1,
J2, and J3 are intervals in R which contain at least one point in common,
then it is easy to see that one of these three intervals is contained in the other
two. Using this simple observation, it follows that there is a subcollection E1
of E such that ⋃
J∈E1
J =
⋃
J∈E
J(5.1)
and any element of R is contained in at most 2 intervals in E .
Now suppose that µ(x) is a monotone increasing function on the real line
which is bounded, and set
A = inf
x∈R
µ(x), B = sup
x∈R
µ(x).(5.2)
Because µ is monotone increasing, we have that µ(x)→ A as x→ −∞ and
µ(x) → B as x → +∞. Thus, for each ǫ > 0, there are real numbers L, N
such that
µ(x) ≤ A+ ǫ(5.3)
when x ≤ L and
µ(x) ≥ B − ǫ(5.4)
when x ≥ N . For each x ∈ R, put
µ(x−) = lim
y→x−
µ(y), µ(x+) = lim
y→x+
µ(x+).(5.5)
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It will be convenient to set µ(−∞) = A and µ(+∞) = B.
Let J be an interval in R, and let us define the µ-length of J , denoted
µ(J), as follows. First, if J is of the form (u, v), then we set
µ(J) = µ(v−)− µ(u+).(5.6)
Second, if J is of the form [u, v), then we set
µ(J) = µ(v−)− µ(u−).(5.7)
Third, if J is of the form (u, v], then we set
µ(J) = µ(v+)− µ(u+).(5.8)
Fourth, if J is of the form [u, v], then we set
µ(J) = µ(v+)− µ(u−).(5.9)
In this case it may be that u = v, so that J consists of a single point. When
J consists of a single point, µ(J) = 0 if and only if µ is continuous at that
point.
Notice that
µ(R) = B − A.(5.10)
If J1, . . . , Jl are disjoint intervals in R, then it is not hard to check that
l∑
i=1
µ(Ji) ≤ B −A.(5.11)
If instead J1, . . . , Jl are intervals in R such that each point in R is contained
in at most two of the Ji’s, then
l∑
i=1
µ(Ji) ≤ 2(B − A).(5.12)
Again, this is not too difficult to verify.
Fix a real number α such that 0 < α ≤ 1, and define a function µ∗α(x) on
R by
µ∗α(x) =(5.13)
sup
{
µ(J)
|J |α
: J is a bounded open interval in R such that x ∈ J},
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where |J | denotes the ordinary length of J , as usual. Thus µ∗α(x) ≥ 0, and
µ∗α(x) = +∞ is possible, although it does not happen too much, as we shall
see.
If µ(x) is constant, then µ(J) = 0 for all intervals J in R, and µ∗α(x) = 0
for all x. Let us assume that µ(x) is not constant, which implies that µ∗α(x) >
0 for all x ∈ R.
Fix a positive real number t, and consider the set
{x ∈ R : µ∗α(x) > t}.(5.14)
If µ∗α(x) > t, then there is a bounded open interval J in R such that x ∈ J
and
µ(J)
|J |α
> t.(5.15)
Thus µ∗α(y) > t for all y ∈ J in these circumstances, so that J is contained
in the set (5.14). This shows that (5.14) is an open subset of R. Also,
µ(J)
|J |α
> t implies that |J | ≤ t−1/α (B − A)α.(5.16)
Suppose that K is a compact subset of (5.14). Thus each element of K is
contained in a bounded open interval J such that |J |α < t−1 µ(J). Because
of compactness, K is contained in the union of finitely many such intervals.
Using the remark at the beginning of the section, there are finitely many
bounded open intervals J1, . . . , Jl in R such that
K ⊆
l⋃
i=1
Ji,(5.17)
each point in R is contained in at most two of the Ji’s, and
|Ji|
α < t−1 µ(Ji)(5.18)
for each i. Thus
HF αcon(K) ≤
l∑
i=1
|Ji|
α <
l∑
i=1
t−1 µ(Ji) ≤ 2 t
−1 (B − A).(5.19)
Suppose that α = 1, and let us check that
H1({x ∈ R : µ∗1(x) > t}) ≤ 2 t
−1 (B − A).(5.20)
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We know that (5.14) is an open subset of the real line, so that it is either
empty or it can be expressed as the union of an at most countable family of
disjoint open intervals in R, and to show (5.20) it is enough to show that the
sum of the lengths of these intervals is less than or equal to 2 t−1 (B − A).
It suffices to show that the sum of the lengths of any finite collection of
these open intervals is less than or equal to 2 t−1 (B − A), and to get this
it is enough to show that the sum of the lengths of any finite collection of
pairwise disjoint closed and bounded intervals contained in (5.14) is less than
or equal to 2 t−1 (B−A). This last assertion follows from (5.19) with α = 1.
Let E be the set of x ∈ R such that
lim inf
y→x−
µ(x)− µ(y)
x− y
, lim sup
y→x−
µ(x)− µ(y)
x− y
,(5.21)
lim inf
y→x+
µ(y)− µ(x)
y − x
, lim sup
y→x+
µ(y)− µ(x)
y − x
are finite and equal to each other. One can show that
H1con(E) = 0.(5.22)
In other words, µ is differentiable almost everywhere on R, in the sense that
the set of exceptions has 1-dimensional Hausdorff content equal to 0.
5.2 Products of nonnegative linear function-
als
Let (M1, d1(·, ·) and (M2, d2(·, ·)) be metric spaces. Consider the metric space
which is the Cartesian product M1 ×M2, consisting of ordered pairs (x, y)
with x ∈M1 and y ∈M2, equipped with the metric
ρ((x, y), (x′, y′)) = d1(x, x
′) + d2(y, y
′).(5.23)
There are other natural choices for the metric on M1 × M2, such as the
maximum of d1(x, x
′), d2(y, y
′), and which are equivalent in terms of the
topology that they determine.
Notice that if U1, U2 are open subsets of M1, M2, respectively, then
U1×U2 is an open subset of M1×M2. In fact these subsets of M1×M2 form
a basis for the topology of M1×M2. Similarly, the Cartesian product of two
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closed subsets of M1, M2 is a closed subset of M1 ×M2. If {(xj , yj)}
∞
j=1 is a
sequence of points in M1 ×M2 and (x, y) is another point in M1 ×M2, then
{(xj , yj)}
∞
j=1 converges to (x, y) in M1 ×M2 if and only if {xj}
∞
j=1 converges
to x in M1 and {yj}
∞
j=1 converges to y in M2. If K1, K2 are compact subsets
of M1, M2, respectively, then K1 ×K2 is a compact subset of M1 ×M2.
As in Section 4.3, let us assume that closed and bounded subsets of
M1 and M2 are compact. This implies that closed and bounded subsets
of M1×M2 are compact as well. Suppose that λ1, λ2 are nonnegative linear
functionals on C00(M1), C00(M2), respectively. We want to define a corre-
sponding nonnegative linear functional λ1 × λ2 on C00(M1 ×M2).
What should λ1 × λ2 be like? A basic property is that if φ1, φ2 are
functions in C00(M1), C00(M2), respectively, then φ(x, y) = φ1(x)φ2(y) is a
function in C00(M1 ×M2), and we would like to have
(λ1 × λ2)(φ) = λ1(φ1) λ2(φ2).(5.24)
In fact this property characterizes λ1× λ2 uniquely, because linear combina-
tions of functions of the form
φ(x, y) = φ1(x)φ2(y), φ1 ∈ C00(M1), φ2 ∈ C00(M2),(5.25)
are dense in C00(M1 ×M2) with respect to restricted convergence.
We can define λ1 × λ2 in a more direct manner as follows. Suppose that
φ(x, y) is any function in C00(M1 ×M2). For each y ∈ M2, we can consider
φ(x, y) as a function of x on M1, which is an element of C00(M1). Let us
write this as φ1,y(x). Thus
λ1(φ1,y)(5.26)
is a real number for each y ∈ M2, and it is not hard to see that this defines
a function on M2 which lies in C00(M2). Therefore, we can apply λ2 to
this function to get a real number, and we can define (λ1 × λ2)(φ) to be
this number. One can easily verify that this defines a nonnegative linear
functional on C00(M1 ×M2) which satisfies the condition (5.24).
We can just as well do this in the other order. If φ(x, y) is a function
in C00(M1 ×M2), then φ2,x(y) = φ(x, y) is a function in C00(M2) for each
x ∈ M1. As a result, we can apply λ2 to this function for each x ∈ M1 to
obtain a real number λ2(φ2,x), and this defines a function in C00(M1). We can
apply λ1 to this function to get a real number, which provides an alternate
approach to defining (λ1 × λ2)(φ).
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The approaches to defining λ1 × λ2 described in the preceding two para-
graphs give the same answer, because they both define nonnegative linear
functionals on C00(M1 × M2) which agree on linear combinations of func-
tions of the form (5.25). This statement is analogous to the familiar fact
in advanced calculus that double integrals can be given in terms of iterated
integrals in either order.
Note that if λ1, λ2 are bounded nonnegative linear functionals onC00(M1),
C00(M2), respectively, then the product λ1 × λ2 is a bounded nonnegative
linear functional on C00(M1×M2). More precisely, if C1, C2 are nonnegative
real numbers such that
|λ1(φ1)| ≤ C1 ‖φ1‖sup,M1(5.27)
for all φ1 in C00(M1), and
|λ2(φ2)| ≤ C2 ‖φ2‖sup,M2(5.28)
for all φ2 in C00(M2), then
|(λ1 × λ2)(φ)| ≤ C1C2 ‖φ‖sup,M1×M2(5.29)
for all φ in C00(M1 ×M2). Here we write ‖f‖sup,M for the supremum norm
of a real-valued function f on a metric space M .
If λ1, λ2 are bounded, so that λ1 × λ2 is also bounded, then λ1, λ2, and
λ1 × λ2 have natural extensions to bounded nonnegative linear functionals
on Cb(M1), Cb(M2), and Cb(M1 ×M2), respectively, as in Section 4.3. For
these extensions we continue to have that
(λ1 × λ2)(φ) = λ1(φ1) λ2(φ2)(5.30)
for φ1 in Cb(M1) and φ2 in Cb(M2), where φ(x, y) = φ1(x)φ2(y).
Suppose that λ1, λ2 are nonnegative linear functionals on C00(M1), C00(M2),
with supports equal to F1 ⊆M1, F2 ⊆M2, respectively. One can check that
the support of λ1 × λ2 in M1 ×M2 is equal to F1 × F2. In particular, if λ1,
λ2 have compact supports in M1, M2, then λ1 × λ2 has compact support in
M1 ×M2.
5.3 Some harmonic analysis
Fix a positive integer n, and let us consider Rn with its usual metric.
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Let λ be a nonnegative linear functional on C00(R
n), and let f be a
function in C00(R
n). For each y ∈ Rn, put
fy(x) = f(y − x).(5.31)
Consider λ(fy), as a real-valued function of y on R
n. This function is called
the convolution of λ and f , and we shall denote it (λ∗f)(y). It is not difficult
to show that λ(fy) is continuous as a function of y.
If λ has compact support in Rn, then the convolution (λ ∗ f)(y) can be
defined for any continuous real-valued function f on Rn, and one can check
that (λ ∗ f)(y) is again continuous. If both λ and f have compact support
in Rn, then the convolution λ ∗ f has compact support in Rn.
When λ is a bounded nonnegative linear functional on C00(R
n), we have a
natural extension of λ to a bounded nonnegative linear functional on Cb(R
n),
as in Section 4.3. In this case the convolution (λ ∗ f)(y) can be defined for
all bounded continuous real-valued functions f on Rn, and one can check
that the convolution is again a bounded continuous function on Rn. More
precisely, if λ is bounded with constant C ≥ 0, then
‖λ ∗ f‖sup ≤ C ‖f‖sup.(5.32)
Let λ be a bounded nonnegative linear functional on C00(R
n), with its
natural extension to a bounded nonnegative linear functional on Cb(R
n). We
can extend λ to a functional defined on complex-valued functions on M , by
setting
λ(f1 + i f2) = λ(f1) + i λ(f2)(5.33)
when f1, f2 are real-valued functions on M . For each w ∈ R
n, let Ew(x) be
the complex exponential function on Rn defined by
Ew(x) = exp(2πix · w),(5.34)
where x · w is the usual inner product on Rn,
x · w =
n∑
j=1
xj wj.(5.35)
Recall that
|Ew(x)| = 1 and Ew(x) = Ew(−x)(5.36)
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for all x ∈ Rn, where a denotes the complex conjugate of a complex number
a, and
Ew(x+ y) = Ew(x)Ew(y)(5.37)
for all x, y ∈ Rn. Define the Fourier transform of λ to be the function λ̂(w)
on Rn given by
λ̂(w) = λ(E−w).(5.38)
One can check that λ̂ is a bounded continuous function on Rn, and more
precisely that if λ is a bounded nonnegative linear functional with constant
C, then
‖λ̂‖sup ≤ C.(5.39)
It is easy to see from the definitions that
λ ∗Ew(y) = λ̂(w)Ew(y).(5.40)
In other words, Ew is an eigenfunction for the linear operator
f 7→ λ ∗ f(5.41)
on Cb(R
n), with eigenvalue λ̂(w).
If λ1, λ2 are nonnegative linear functionals on C00(R
n), then we can try to
define the convolution λ1 ∗λ2, as a nonnegative linear functional on C00(R
n),
by
(λ1 ∗ λ2)(f) = (λ1 × λ2)(F ), F (x, y) = f(x+ y).(5.42)
This makes sense if λ1, λ2 are both bounded, in which case λ1 ∗ λ2 is also a
bounded nonnegative linear functional on C00(R
n), and in fact one can let
f be a bounded continuous real-valued function on Rn. To be more precise,
if λ1, λ2 are bounded with constants C1, C2, then λ1 ∗ λ2 is bounded with
constant C1C2. If at least one of λ1, λ2 has compact support, and f is
a continuous real-valued function on Rn with compact support, then one
can show that the definition of (λ1 ∗ λ2)(f) also makes sense. Observe that
when both λ1, λ2 have compact support, the convolution λ1∗λ2 has compact
support as well, and one can use any continuous real-valued function f on
Rn in the formula above.
This notion of convolution is compatible with the previous one in the
sense that
(λ1 ∗ λ2) ∗ f = λ1 ∗ (λ2 ∗ f)(5.43)
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in the situations where the convolutions are defined, as one can verify. It is
clear from the definition of λ1 ∗ λ2 that
λ1 ∗ λ2 = λ2 ∗ λ1.(5.44)
If λ1, λ2 are bounded nonnegative linear functionals on C00(R
n), then
(λ1 ∗ λ2)̂(w) = λ̂1(w) λ̂2(w)(5.45)
for all w ∈ Rn.
These notions also apply to the case of the n-dimensional torus Tn =
Rn/Zn. Because Tn is compact, C(Tn) = C00(T
n), and a nonnegative linear
functional λ on C(Zn) is automatically bounded with constant C = λ(1). If f
is any continuous function on Tn, then λ∗f can be defined as before, and is a
continuous function on Tn. When w ∈ Zn, the complex exponential function
Ew can be viewed as a function on Tn, since it is periodic, and we define the
Fourier transform λ̂ of λ to be the function on Zn given by λ̂(w) = λ(E−w).
As before, λ ∗ Ew(y) = λ̂(w)Ew(y). If λ1, λ2 are two nonnegative linear
functionals on C(Tn), then the convolution λ1 ∗ λ2 can be defined in the
same way as before, to give another nonnegative linear functional on C(Tn).
Again we have that λ1 ∗ λ2 = λ2 ∗ λ1, (λ1 ∗ λ2) ∗ f = λ1 ∗ (λ2 ∗ f) for any
continuous function f on Tn, and (λ1 ∗λ2)̂(w) = λ̂1(w) λ̂2(w) for all w ∈ Z
n.
Similarly, these notions can be applied to Zn as well. Every function
on Zn is continuous, and C00(Z
n), Cb(Z
n) simply consist of the functions
on Zn which have finite support or which are bounded, respectively. The
convolution λ ∗ f can be defined as before when λ is a nonnegative linear
functional on C00(Z
n) and f is a function on Zn with finite support, or when
λ is a bounded nonnegative linear functional on C00(Z
n) and f is a bounded
function on Zn, or when λ is a nonnegative linear functional on C00(Z
n) with
finite support and f is any function on Zn. When λ and f are bounded, so
is the convolution λ ∗ f . In this case we can view the complex exponential
Ew(x) as defining a function of x on Zn for all w ∈ Tn. This is because Ew1
and Ew2 define the same function on Zn when w1 −w2 ∈ Z
n, so that we can
think of Ew(x) for x ∈ Zn as being defined for each w ∈ Tn = Rn/Zn. If
λ is a bounded nonnegative linear functional on C00(Z
n), then the Fourier
transform λ̂(w) is now viewed as a function on Tn, defined as before by
λ̂(w) = λ(E−w), and one can check that it is continuous. Once again we have
that λ∗Ew = λ̂(w)Ew when λ is a bounded nonnegative linear functional on
C00(Z
n) and w ∈ Tn. If λ1, λ2 are nonnegative linear functionals on C00(Z
n),
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then we can define the convolution λ1 ∗ λ2 as a nonnegative linear functional
on Zn if at least one of λ1, λ2 has finite support, or if both λ1, λ2 are bounded.
If both λ1, λ2 are bounded nonnegative linear functionals on C00(Z
n), then
the convolution λ1∗λ2 is a bounded nonnegative linear functional on C00(Z
n)
too. If λ1, λ2 both have finite support, then the convolution λ1 ∗λ2 has finite
support. We also have that λ1 ∗λ2 = λ2 ∗λ1 and (λ1 ∗λ2)∗f = λ1 ∗ (λ2 ∗f) in
the cases where these are defined. If λ1, λ2 are bounded nonnegative linear
functionals on C00(Z
n), then (λ1 ∗ λ2)̂(w) = λ̂1(w) λ̂2(w) for all w ∈ T
n.
5.4 Riemann–Stieltjes integrals
Let a, b be real numbers with a < b, and let µ(x) be a monotone increasing
function on the interval [a, b]. Thus we have
µ(a) ≤ µ(x) ≤ µ(b)(5.46)
for all x ∈ [a, b].
Suppose that f(x) is a continuous real-valued function on [a, b]. If P =
{tj}
n
j=0 is a partition of [a, b], so that
a = t0 < · · · < tn = b,(5.47)
then we define the mesh of P to be the maximum of tj − tj−1, 1 ≤ j ≤ n. To
such a partition P and the functions f , µ, we associate the sum
n∑
j=1
f(tj) (µ(tj)− µ(tj−1)).(5.48)
Using the uniform continuity of f on [a, b] and the completeness of the real
numbers one can show that there is a real number A such that for every ǫ > 0
there is a δ > 0 so that the absolute value of the sum above minus A is less
than ǫ whenever the mesh of the partition P is less than δ. This number A
is called the Riemann–Stieltjes integral of f with respect to µ on [a, b], and
it is denoted ∫ b
a
f(x) dµ(x).(5.49)
Now suppose that µ(x) is a monotone increasing real-valued function on
the whole real line. Of course if one starts with µ(x) defined on a closed
5.5. SOME GEOMETRY AND ANALYSIS ON METRIC SPACES 83
interval [a, b] as before, then we can easily extend µ(x) to a monotone in-
creasing function on the whole real line by setting µ(x) = µ(a) when x < a,
µ(x) = µ(b) when x > b. If f(x) is an element of C00(R), then we obtain the
Riemann–Stieltjes integral ∫
R
f(x) dµ(x)(5.50)
of f with respect to µ on the whole real line simply by taking the integral∫ b
a f(x) dµ(x) for some a, b such that the support of f is contained in the
interval [a, b].
The integral of f(x) with respect to µ on R defines a nonnegative linear
functional on C00(M). It is not difficult to see that this nonnegative linear
functional is bounded if and only if µ is bounded, and more precisely it is
bounded with constant equal to
sup
x∈R
µ(x)− inf
x∈R
µ(x)(5.51)
when µ is bounded.
It can be shown that every nonnegative linear functional on C00(R) arises
in this manner, i.e., as a Riemann–Stieltjes integral with respect to a mono-
tone increasing function µ(x) on R.
5.5 Some geometry and analysis on metric
spaces
Let (M, d(x, y)) be a metric space. Suppose that A is a nonempty finite
set, and that for each a ∈ A we have a nonempty bounded subset Ea of M .
Define Êa by
Êa = {x ∈M : dist(x, Ea) ≤ diamEa}.(5.52)
Thus
diam Êa ≤ 3 diamEa.(5.53)
Let us define a subset A1 of A as follows. First choose an a1 ∈ A such
that diamEa1 is as large as possible. There may be more than one such a1,
and one simply picks one. Next, choose an a2 ∈ A such that Ea2 is disjoint
from Ea1 and diamEa2 is as large as possible. In general, if a1, . . . , al have
been chosen, then one chooses al+1 ∈ A so that Eal+1 is disjoint from Eaj ,
1 ≤ j ≤ l, and diamEal+1 is as large as possible. If there are no a’s in A such
84 CHAPTER 5. MISCELLANEOUS, 2
that Ea is disjoint from Eaj , 1 ≤ j ≤ l, then we simply stop the process. We
take A1 to be the set of aj’s in A chosen in this manner.
By construction,
Ea ∩ Eb = ∅ when a, b ∈ A1, a 6= b.(5.54)
Furthermore, ⋃
a∈A
Ea ⊆
⋃
b∈A1
Êb.(5.55)
To see this, let a ∈ A be given. If a ∈ A1, then Ea is certainly contained
in the right side of (5.55), and so we assume that a ∈ A\A1. From the
construction of A1 it follows that there is a b ∈ A1 such that
diamEa ≤ diamEb and Ea ∩ Eb 6= ∅.(5.56)
This implies that Ea ⊆ Êb for this choice of b.
Now let us assume that closed and bounded subsets of M are compact,
and that λ is a nonnegative linear functional on M . Let us assume also that
λ is bounded with constant C, so that
|λ(f)| ≤ C ‖f‖sup(5.57)
for all f in C00(M). Note that if one starts with a nonnegative linear func-
tional λ1 on C00(M) which is not bounded, then one can get a bounded
nonnegative linear functional λ on C00(M) by setting λ(f) = λ1(φ f), where
φ is any nonnegative function in C00(M).
For each x ∈M , define Ax to be the set of ordered pairs (U, φ), where U
is an open subset of M such that x ∈ U and diamU > 0, and φ is a function
in C00(M) such that supp φ ⊆ U and 0 ≤ φ(x) ≤ 1 for all x ∈ M . Fix a
positive real number α, and define λ∗α(x) for x ∈ M by
λ∗α(x) = sup
{
λ(φ)
(diamU)α
: (U, φ) ∈ Ax}.(5.58)
Thus λ∗α(x) ≥ 0, and λ
∗
α(x) = +∞ is possible.
Let t be a positive real number, and consider the set
{x ∈M : λ∗α(x) > t}.(5.59)
If x is in this set, then there is a pair (U, φ) ∈ Ax such that
λ(φ)
(diamU)α
> t.(5.60)
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This implies that λ∗α(y) > t for all y ∈ U , and hence that (5.59) is an open
subset of M .
Suppose that K is a compact subset of the open set (5.59). For each
x ∈ K, there is a (Ux, φx) ∈ Ax such that
λ(φx)
(diamUx)α
> t.(5.61)
By compactness there is a finite subset F of K such that
K ⊆
⋃
x∈F
Ux.(5.62)
The remarks at the beginning of the section imply that there is a subset F1
of F such that the Ux’s for x ∈ F1 are pairwise-disjoint and
K ⊆
⋃
x∈F
Ux ⊆
⋃
y∈F1
Ûy,(5.63)
where Ûy is as defined before. Hence
HF αcon(K) ≤
∑
y∈F1
(diam Ûy)
α(5.64)
≤
∑
y∈F1
3α (diamUy)
α
≤
∑
y∈F1
3α t−1λ(φy)
≤ 3α t−1 C,
where C is as in (5.57). This uses (5.61) and the fact that
0 ≤
∑
y∈F1
φy(w) ≤ 1(5.65)
for all z ∈M , since 0 ≤ φy(w) ≤ 1 for all w ∈M , and supp φy ⊆ Uy and the
Uy’s, y ∈ F1, are pairwise-disjoint.
Bibliography
[1] M. Adams and V. Guillemin, Measure Theory and Probability,
Birkha¨user, 1996.
[2] D. Adams and L. Hedberg, Function Spaces and Potential Theory,
Springer-Verlag, 1996.
[3] L. Ambrosio, Some fine properties of sets of finite perimeter in Ahlfors
regular metric spaces, Advances in Mathematics 159 (2001), 51–67.
[4] L. Ambrosio and B. Kirchheim, Currents in metric spaces, Acta Math-
ematica 185 (2000), 1–80.
[5] L. Ambrosio and B. Kirchheim, Rectifiable sets in metric and Banach
spaces, Mathematische Annalen 318 (2000), 527–555.
[6] L. Ambrosio and P. Tilli, Selected Topics on “Analysis on Metric
Spaces”, Scuola Normale Superiore, Pisa, 2000.
[7] J. Anderson, Hyperbolic Geometry, Springer-Verlag, 1999.
[8] P. Assouad, Espaces Me´triques, Plongements, Facteurs, The`se de Doc-
torat (January, 1977), Universite´ de Paris XI, 91405 Orsay, France.
[9] P. Assouad, E´tude d’une dimension me´trique lie´e a` la possibilite´ de
plongement dans Rn, Comptes Rendus de l’Acade´mie des Sciences de
Paris, Se´r. A 288 (1979), 731–734.
[10] P. Assouad, Plongements Lipschitziens dans Rn, Bulletin de la Socie´te´
Mathe´matique de France 111 (1983), 429–448.
86
BIBLIOGRAPHY 87
[11] A. Banyaga, H. Movahedi-Lankarani, and R. Wells, editors, Topics in
Low-Dimensional Topology: Proceedings of the Conference in Honor of
Steve Armentrout, World Scientific, 1999.
[12] D. Bao, S.-S. Chern, and Z. Shen, An Introduction to Riemann–Finsler
Geometry, Springer-Verlag, 2000.
[13] M. Barnsley, Fractals Everywhere, second edition, Academic Press,
1993.
[14] M. Barnsley, Fractal image compression, Notices of the American
Mathematical Society 43 (1996), 657–662.
[15] S. Bates, On the image size of singular maps I, Proceedings of the
American Mathematical Society 114 (1992), 699–705.
[16] S. Bates, On the image size of singular maps II, Duke Mathematical
Journal 68 (1992), 463–476.
[17] S. Bates, W. Johnson, J. Lindenstrauss, D. Preiss, and G. Schechtman,
Affine approximation of Lipschitz functions and nonlinear quotients,
Geometric and Functional Analysis 9 (1999), 1092–1127.
[18] S. Bates and C. Moreira, De nouvelles perspectives sur le the´ore`me de
Morse–Sard, Comptes Rendus des Sce´ances de l’Acade´mie des Sciences
de Paris Se´r. I Math. 332 (2001), 13–17.
[19] S. Bates and A. Norton, On sets of critical values in the real line, Duke
Mathematical Journal 83 (1996), 399–413.
[20] R. Beals, Advanced Mathematical Analysis: Periodic Functions and
Distributions, Laplace Transform and Applications, Springer-Verlag,
1973.
[21] A. Beardon, The Geometry of Discrete Groups, Springer-Verlag, 1983.
[22] A. Beardon, Iteration of Rational Functions: Complex Analytic Dy-
namical Systems, Springer-Verlag, 1991.
[23] A. Bella¨ıche and J.-J. Risler, Sub-Riemannian Geometry, Birkha¨user,
1996.
88 BIBLIOGRAPHY
[24] Y. Benyamini and J. Lindenstrauss, Geometric Nonlinear Functional
Analysis, Volume 1, Colloquium Publications 48, American Mathe-
matical Society, 2000.
[25] R. Bing, The Geometric Topology of 3-Manifolds, Colloquium Publica-
tions 40, American Mathematical Society, 1983.
[26] C. Bishop and T. Steger, Representation-theoretic rigidity in
PSL(2,R), Acta Mathematica 170 (1993), 121–149.
[27] R. Blei, Analysis in Integer and Fractional Dimensions, Cambridge
University Press, 2001.
[28] S. Bochner, Harmonic Analysis and the Theory of Probability, Univer-
sity of California Press, 1955.
[29] S. Bochner, Lectures on Fourier Integrals, Annals of Mathematics Stud-
ies 42, Princeton University Press, 1959.
[30] S. Bochner and K. Chandrasekharan, Fourier Transforms, Annals of
Mathematics Studies 19, Princeton University Press, 1949.
[31] E. Bombieri, editor, Seminar on Minimal Manifolds, Annals of Math-
ematics Studies 103, Princeton University Press, 1983.
[32] M. Bonk, J. Heinonen, and P. Koskela, Uniformizing Gromov Hyper-
bolic Spaces, Aste´risque 270, 2001.
[33] K. Borsuk, Theory of Retracts, Monografie Matematyczne 44, PWN –
Polish Scientific Publishers, 1967.
[34] K. Borsuk, Theory of Shape, Monografi Matematyczne 59, PWN –
Polish Scientific Publishers, 1975.
[35] R. Bott and L. Tu, Differential Forms in Algebraic Topology, Springer-
Verlag, 1982.
[36] G. Bredon, Topology and Geometry, Springer-Verlag, 1993.
[37] J. Bryant, S. Ferry, W. Mio, and S. Weinberger, Topology of homology
manifolds, Bulletin of the American Mathematical Society (N.S.) 28
(1993), 324–328.
BIBLIOGRAPHY 89
[38] J. Bryant, S. Ferry, W. Mio, and S. Ferry, Topology of homology man-
ifolds, Annals of Mathematics (2) 143 (1996), 435–467.
[39] C. Burgess and J. Cannon, Embeddings of surfaces in E3, Rocky Moun-
tain Journal of Mathematics 1 (1971), 259–344.
[40] H. Busemann,Metric Methods in Finsler Spaces and in the Foundations
of Geometry, Annals of Mathematics Studies 8, Princeton University
Press, 1942.
[41] J. Cannon, The recognition problem: What is a topological manifold?,
Bulletin of the American Mathematical Society 84 (1978), 832–866.
[42] J. Cannon, The characterization of topological manifolds of dimension
n ≥ 5, in Proceedings of the International Congress of Mathematicians,
Helsinki, 1978, 449–454, 1980.
[43] L. Carleson and T. Gamelin, Complex Dynamics, Springer-Verlag,
1993.
[44] J. Cheeger, Pinching theorems for a certain class of Riemannian man-
ifolds, American Journal of Mathematics 91 (1969), 807–834.
[45] J. Cheeger, Finiteness theorems for Riemannian manifolds, American
Journal of Mathematics 92 (1970), 61–74.
[46] J. Cheeger, Differentiability of Lipschitz functions on metric measure
spaces, Geometric and Functional Analysis 9 (1999), 428–517.
[47] J. Cheeger and J. Kister, Counting topological manifolds, Topology 9
(1970), 149–151.
[48] R. Coifman and G. Weiss, Analyse Harmonique Non-Commutative
sur certains Espaces Homoge`nes, Lecture Notes in Mathematics 242,
Springer-Verlag, 1971.
[49] R. Coifman and G. Weiss, Extensions of Hardy spaces and their use
in analysis, Bulletin of the American Mathematical Society 83 (1977),
569–645.
[50] A. Connes, Noncommutative Geometry, Academic Press, 1994.
90 BIBLIOGRAPHY
[51] M. Coornaert, Mesures de Patterson–Sullivan sur le bord d’un espace
hyperbolique au sens de Gromov, Pacific Journal of Mathematics 159
(1993), 241–270.
[52] R. Daverman, Embeddings of (n − 1)-spheres in Euclidean n-space,
Bulletin of the American Mathematical Society 84 (1978), 377–405.
[53] R. Daverman, Decompositions of Manifolds, Academic Press, 1986.
[54] R. Daverman, The intimate connections among decomposition theory,
embedding theory, and manifold structure theory, in Geometric Topol-
ogy and Shape Theory, Lecture Notes in Mathematics 1283, 43–47,
1987.
[55] R. Daverman and R. Sher, editors, Handbook of Geometric Topology,
North-Holland, 2002.
[56] G. David and S. Semmes, Fractured Fractals and Broken Dreams:
Self-Similar Geometry through Metric and Measure, Oxford University
Press, 1997.
[57] G. David and S. Semmes, Quasiminimal surfaces of codimension 1 and
John domains, Pacific Journal of Mathematics 183 (1998), 213–277.
[58] G. David and S. Semmes, Regular mappings between dimensions, Pub-
licacions Matema`tiques 44 (2000), 369–417.
[59] G. David and S. Semmes, Uniform Rectifiability and Quasiminimizing
Sets of Arbitrary Codimension, Memoirs of the American Mathematical
Society 687, 2000.
[60] A. Devinatz, Advanced Calculus, Holt, Rinehart, and Winston, 1968.
[61] R. DeVore and R. Sharpley,Maximal Functions Measuring Smoothness,
Memoirs of the American Mathematical Society 293, 1984.
[62] S. Donaldson and P. Kronheimer, The Geometry of 4-Manifolds, Ox-
ford University Press, 1990.
[63] S. Donaldson and D. Sullivan, Quasiconformal 4-manifolds, Acta Math-
ematica 163 (1989), 181–252.
BIBLIOGRAPHY 91
[64] J. Doob, Classical Potential Theory and its Probabilistic Counterpart,
Classics in Mathematics, Springer-Verlag, 2001.
[65] J. Duoandikoetxea, Fourier Analysis, translated and revised by
D. Cruz-Uribe, SFO, American Mathematical Society, 2001.
[66] P. Duren, J. Heinonen, B. Osgood, and B. Palka, editors, Quasi-
conformal Mappings and Analysis: A Collection of Papers Honoring
F.W. Gehring, Springer-Verlag, 1998.
[67] R. Edwards, Demension theory, I, in Geometric Topology: Proceedings
of the Topology Conference Held at Park City, Utah, 1974, 195–211,
Lecture Notes in Mathematics 438, Springer-Verlag, 1975.
[68] R. Edwards, The topology of manifolds and cell-like maps, in Proceed-
ings of the International Congress of Mathematicians, Helsinki, 1978,
111–127, 1980.
[69] L. Evans and R. Gariepy,Measure Theory and Fine Properties of Func-
tions, CRC Press, 1992.
[70] K. Falconer, The Geometry of Fractal Sets, Cambridge University
Press, 1986.
[71] K. Falconer, Fractal Geometry: Mathematical Foundations and Appli-
cations, Wiley, 1990.
[72] K. Falconer, Techniques in Fractal Geometry, Wiley, 1997.
[73] H. Federer, Geometric Measure Theory, Classics in Mathematics,
Springer-Verlag, 1996.
[74] J. Ferna´ndez and M. Melia´n, Rims of Cantor trees, Illinois Journal of
Mathematics 44 (2000), 329–348.
[75] J. Ferna´ndez and M. Melia´n, Escaping geodesics of Riemannian sur-
faces, Acta Mathematica 187 (2001), 213–236.
[76] J. Ferna´ndez and A. Nicolau, Boundary behavior of inner functions and
holomorphic mappings, Mathematische Annalen 310 (1998), 423–445.
92 BIBLIOGRAPHY
[77] S. Ferry, Topological finiteness theorems for manifolds in Gromov–
Hausdorff space, Duke Mathematical Journal 74 (1994), 95–106.
[78] S. Ferry, Notes for Polyhedral and TOP Topology, preprint.
[79] S. Ferry, Controlled Topology and the Characterization of Topological
Manifolds, preprint.
[80] B. Franchi, R. Serapioni, and F. Serra Cassano, Sur les ensembles
de pe´rime`tre fini dans le groupe de Heisenberg, Comptes Rendus des
Se´ances de l’Acade´mie des Sciences de Paris Se´r. I Math. 329 (1999),
183–188.
[81] B. Franchi, R. Serapioni, and F. Serra Cassano, Rectifiability and
perimeter in the Heisenberg group, Mathematische Annalen 321 (2001),
479–531.
[82] D. Freed and K. Uhlenbeck, Instantons and Four-Manifolds, sec-
ond edition, Mathematical Sciences Research Institute Publications 1,
Springer-Verlag, 1991.
[83] M. Freedman, The topology of four-dimensional manifolds, Journal of
Differential Geometry 17 (1982), 357–453.
[84] M. Freedman and F. Luo, Selected Applications of Geometry to Low-
Dimensional Topology, University Lecture Series 1, American Mathe-
matical Society, 1989.
[85] M. Freedman and F. Quinn, Topology of 4-Manifolds, Princeton Uni-
versity Press, 1990.
[86] J. Fu, Curvature of singular spaces via the normal cycle, in Differential
Geometry: Geometry in Mathematical Physics and Related Topics, Los
Angeles CA, 1990, 211–221, Proceedings of Symposia in Pure Mathe-
matics 54, Part 2, American Mathematical Society, 1993.
[87] J. Fu, Curvature measures and Chern classes of singular varieties, Jour-
nal of Differential Geometry 39 (1994), 251–280.
[88] J. Fu, Curvature measures of subanalytic sets, American Journal of
Mathematics 116 (1994), 819–880.
BIBLIOGRAPHY 93
[89] J. Garc´ıa-Cuerva and J. Rubio de Francia, Weighted Norm Inequalities
and Related Topics, North-Holland, 1985.
[90] J. Garnett, Bounded Analytic Functions, Academic Press, 1981.
[91] F. Gehring and J. Va¨isa¨la¨, Hausdorff dimension and quasiconformal
mappings, Journal of the London Mathematical Society (2) 6 (1973),
504–512.
[92] F. Gehring, The Hausdorff measure of sets which link in Euclidean
space, in Contributions to Analysis: A Collection of Papers Dedicated
to Lipman Bers, 159–167, Academic Press, 1974.
[93] F. Gehring, Lower dimensional absolute continuity properties of qua-
siconformal mappings, Mathematical Proceedings of the Cambridge
Philosophical Society 78 (1975), 81–93.
[94] F. Gehring, The Lp-integrability of the partial derivatives of a quasi-
conformal mapping, Acta Mathematica 130 (1973), 265–277.
[95] F. Gehring, Some metric properties of quasi-conformal mappings, in
Proceedings of the International Congress of Mathematicians, Vancou-
ver, 1974, Volume 2, 203–206, 1975.
[96] M. Giaquinta, G. Modica, and J. Soucˇek, Cartesian Currents in the
Calculus of Variations I: Cartesian Currents, Springer-Verlag, 1998.
[97] M. Giaquinta, G. Modica, and J. Soucˇek, Cartesian Currents in the
Calculus of Variations II : Variational Integrals, Springer-Verlag, 1998.
[98] L. Gillman and M. Jerison, Rings of Continuous Functions, Springer-
Verlag, 1976.
[99] E. Giusti, Minimal surfaces and functions of bounded variation,
Birkha¨user, 1984.
[100] R. Goldberg, Methods of Real Analysis, second edition, Wiley, 1976.
[101] R. Greene and P. Petersen, Little topology, big volume, Duke Mathe-
matical Journal 67 (1992), 273–290.
94 BIBLIOGRAPHY
[102] M. Gromov et al., Structures Me´triques pour les Varie´te´s Riemanni-
ennes, Cedic / Fernand Nathan, 1981.
[103] M. Gromov, Quantitative homotopy theory, in Prospects in Mathe-
matics (Princeton NJ, 1996), 45–49, American Mathematical Society,
1999.
[104] M. Gromov et al., Metric Structures for Riemannian and Non-
Riemannian Spaces, Birkha¨user, 1999.
[105] M. Gromov, Spaces and questions, in Visions in Mathematics, Proceed-
ings of the meeting held at Tel Aviv University, 1999, Geometric and
Functional Analysis Special Volume, Part I (2000), 118–161.
[106] M. Gromov and P. Pansu, Rigidity of lattices: An introduction, in
Geometric Topology: Recent Developments (Montecatini Terme, 1990),
39–137, Lecture Notes in Mathematics 1504, Springer-Verlag, 1991.
[107] M. de Guzma´n, Differentiation of Integrals in Rn, with appendices by
A. Co´rdoba, R. Fefferman, and R. Moriyo´n, Lecture Notes in Mathe-
matics 481, Springer-Verlag, 1975.
[108] M. de Guzma´n, Real Variable Methods in Fourier Analysis, North-
Holland, 1981.
[109] P. Haj lasz, A Sard type theorem for Borel mappings, Colloquium Math-
ematicum 67 (1994), 217–221.
[110] P. Haj lasz, Sobolev mappings, co-area formula and related topics, in
Proceedings on Analysis and Geometry, Novosibirsk Akademgorodok,
1999, 227–254, 2000.
[111] R. Hardt and L. Simon, Seminar on Geometric Measure Theory,
Birkha¨user, 1986.
[112] F. Harvey and S. Semmes, Zero divisors of atomic functions, Annals
of Mathematics (2) 135 (1992), 567–600.
[113] A. Hatcher, Algebraic Topology, Cambridge University Press, 2002.
[114] J. Heinonen, Lectures on Analysis on Metric Spaces, Springer-Verlag,
2001.
BIBLIOGRAPHY 95
[115] J. Heinonen and S. Rickman, Quasiregular maps S3 → S3 with wild
branch sets, Topology 37 (1998), 1–24.
[116] J. Heinonen and S. Rickman, Geometric branched covers between gen-
eralized manifolds, Duke Mathematical Journal 113 (2002), 465–529.
[117] J. Heinonen and D. Sullivan, On the locally branched Euclidean metric
guage, Duke Mathematical Journal 114 (2002), 15–41.
[118] E. Hewitt and K. Stromberg, Real and Abstract Analysis, third print-
ing, Springer-Verlag, 1975.
[119] J. Hocking and G. Young, Topology, second edition, Dover, 1988.
[120] J. Horva´th, Topological Vector Spaces and Distributions, Addison-
Wesley, 1966.
[121] S.-T. Hu, Theory of Retracts, Wayne State University Press, 1965.
[122] W. Hurewicz and H. Wallman, Dimension Theory, revised edition,
1948.
[123] J. Hutchinson, Fractals and self-similarity, Indiana University Mathe-
matics Journal 30 (1981), 713–747.
[124] J. Hutchinson and L. Ru¨schendorf, Random fractals and probability
metrics, Advances in Applied Probability 32 (2000), 925–947.
[125] W. Johnson, J. Lindenstrauss, D. Preiss, and G. Schechtman, Uniform
quotient mappings of the plane, Michigan Mathematical Journal 47
(2000), 15–31.
[126] W. Johnson, J. Lindenstrauss, D. Preiss, and G. Schechtman, Lips-
chitz quotients from metric trees and from Banach spaces containing
ℓ1, Journal of Functional Analysis 194 (2002), 332–346.
[127] F. Jones, Lebesgue Integration on Euclidean Space, Jones and Bartlett,
1993.
[128] J.-L. Journe´, Caldero´n–Zygmund Operators, Pseudo-Differential Oper-
ators, and the Cauchy Integral of Caldero´n, Lecture Notes in Mathe-
matics 994, Springer-Verlag, 1983.
96 BIBLIOGRAPHY
[129] I. Kaplansky, Set Theory and Metric Spaces, second edition, Chelsea,
1977.
[130] M. Kapovich, Hyperbolic Geometry and Discrete Groups, Birkha¨user,
2001.
[131] S. Katok, Fuchsian Groups, University of Chicago Press, 1992.
[132] Y. Katznelson, An Introduction to Harmonic Analysis, second edition,
Dover, 1976.
[133] R. Kaufman, A singular map of a cube onto a square, Journal of Dif-
ferential Geometry 14 (1979), 593–594.
[134] J. Kelley and I. Namioka, Linear Topological Spaces, second corrected
printing, Springer-Verlag, 1976.
[135] J. Kigami, Analysis on Fractals, Cambridge University Press, 2001.
[136] R. Kirby, The Topology of 4-Manifolds, Lecture Notes in Mathematics
1374, Springer-Verlag, 1989.
[137] R. Kirby and L. Siebenmann, Foundational Essays on Topological Man-
ifolds, Smoothings, and Triangulations, with notes by J. Milnor and
M. Atiyah, Annals of Mathematics Studies 88, Princeton University
Press, 1977.
[138] B. Kirchheim, Rectifiable metric spaces: Local structure and regularity
of the Hausdorff measure, Proceedings of the American Mathematical
Society 121 (1994), 113–123.
[139] T. Ko¨rner, Fourier Analysis, second edition, Cambridge University
Press, 1989.
[140] P. Koskela, Removable sets for Sobolev spaces, Arkiv fo¨r Matematik 37
(1999), 291–304.
[141] P. Koskela, N. Shanmugalingam, and H. Tuominen, Removable sets
for the Poincare´ inequality on metric spaces, Indiana University Math-
ematics Journal 49 (2000), 333–352.
BIBLIOGRAPHY 97
[142] S. Krantz, A Panorama of Harmonic Analysis, Carus Mathematical
Monographs 27, Mathematical Association of America, 1999.
[143] S. Krantz, Function Theory of Several Complex Variables, second edi-
tion, AMS Chelsea Publishing, 2001.
[144] S. Krantz and H. Parks, The Geometry of Domains in Space,
Birkha¨user, 1999.
[145] S. Krantz and H. Parks, A Primer of Real Analytic Functions, second
edition, Birkha¨user, 2002.
[146] S. Krantz and H. Parks, The Implicit Function Theorem: History, The-
ory, and Applications, Birkha¨user, 2002.
[147] B. Lawson, The Theory of Guage Fields in Four Dimensions, CBMS
Regional Conference Series in Mathematics 58, American Mathemati-
cal Society, 1985.
[148] M. Levin and Y. Sternfeld, Monotone basic embeddings of hereditar-
ily indecomposable continua, Topology and its Applications 68 (1996),
241–249.
[149] M. Levin and Y. Sternfeld, Hyperspaces of two-dimensional continua,
Fundamenta Mathematicae 150 (1996), 17–24.
[150] M. Levin and Y. Sternfeld, The space of subcontinua of a 2-dimensional
continuum is infinite-dimensional, Proceedings of the American Math-
ematical Society 125 (1997), 2771–2775.
[151] J. Luukkainen, Assouad dimension: Antifractal metrization, porous
sets, and homogeneous measures, Journal of the Korean Mathemati-
cal Society 35 (1998), 23–76.
[152] V. Magnani, Elements of Geometric Measure Theory on Sub-
Riemannian Groups, thesis, Scuola Normale Superiore, Pisa, 2002.
[153] J. Maly, D. Swanson, and W. Ziemer, The co-area formula for Sobolev
mappings, Transactions of the American Mathematical Society 355
(2003), 477–492.
98 BIBLIOGRAPHY
[154] R. Man˜e´, Ergodic Theory and Differentiable Dynamics, translated from
the Portuguese by S. Levy, Springer-Verlag, 1987.
[155] O. Martio, S. Rickman, and J. Va¨isa¨la¨, Topological and metric proper-
ties of quasiregular mappings, Annales Academiae Scientiarum Fenni-
cae Ser. A I Math. 488 (1971), 31p.
[156] W. Massey, A Basic Course in Algebraic Topology, Springer-Verlag,
1991.
[157] P. Mattila, Geometry of Sets and Measures in Eucludean Spaces, Cam-
bridge University Press, 1995.
[158] V. Mazya, Sobolev Spaces, Springer-Verlag, 1985.
[159] E. McShane, Integration, Princeton University Press, 1944.
[160] E. McShane and T. Botts, Real Analysis, Van Nostrand, 1959.
[161] V. Milman and G. Schechtman, Asymptotic Theory of Finite Dimen-
sional Normed Vector Spaces, with an appendix by M. Gromov, Lecture
Notes in Mathematics 1200, Springer-Verlag, 1986.
[162] J. Milnor, Topology from the Differentiable Viewpoint, Princeton Uni-
versity Press, 1997.
[163] E. Moise, Geometric Topology in Dimensions 2 and 3, Springer-Verlag,
1977.
[164] R. Montgomery, A Tour of Subriemannian Geometries, their Geodesics
and Applications, Mathematical Surveys and Monographs 91, Ameri-
can Mathematical Society, 2002.
[165] R. Monti and F. Serra Cassano, Surface measures in Carnot–
Carathe´odory spaces, Calculus of Variations and Partial Differential
Equations 13 (2001), 339–376.
[166] F. Morgan, Riemannian Geometry: A Beginner’s Guide, second edi-
tion, A K Peters, 1998.
[167] F. Morgan, Geometric Measure Theory: A Beginner’s Guide, third
edition, Academic Press, 2000.
BIBLIOGRAPHY 99
[168] J. Nagata, Modern Dimension Theory, revised edition, Heldermann
Verlag, 1983.
[169] A. Norton, A critical set with nonnull image has large Hausdorff dimen-
sion, Transactions of the American Mathematical Society 296 (1986),
367–376.
[170] A. Norton, The Zygmund Morse–Sard theorem, Journal of Geometric
Analysis 4 (1994), 403–424.
[171] P. Pansu, Dimension conforme et sphe`re a` l’infini des varie´te´s a` cour-
bure ne´gative, Annales Academiae Scientiarum Fennicae Ser. A I Math.
14 (1989), 177–212.
[172] S. Patterson, The limit set of a Fuchsian group, Acta Mathematica 136
(1976), 241–273.
[173] P. Petersen, A finiteness theorem for metric spaces, Journal of Differ-
ential Geometry 31 (1990), 387–395.
[174] P. Petersen, Gromov–Hausdorff convergence of metric spaces, in Dif-
ferential Geometry: Riemannian Geometry, Los Angeles CA, 1990,
489–504, Proceedings of Symposia in Pure Mathematics 54, Part 3,
American Mathematical Society, 1993.
[175] P. Petersen, Riemannian Geometry, Springer-Verlag, 1998.
[176] P. Petersen, Aspects of global Riemannian geometry, Bulletin of the
American Mathematical Society (N.S.) 36 (1999), 297–344.
[177] G. Pisier, The Volume of Convex Bodies and Banach Space Geometry,
Cambridge University Press, 1989.
[178] C. Pommerenke, Boundary Behavior of Conformal Maps, Springer-
Verlag, 1992.
[179] A. Pressley, Elementary Differential Geometry, Springer-Verlag, 2001.
[180] F. Quinn, Local algebraic topology, Notices of the American Mathemat-
ical Society 33 (1986), 895–899.
[181] M. Reed, Fundamental Ideas of Analysis, Wiley, 1998.
100 BIBLIOGRAPHY
[182] Y. Reshetnyak, Space Mappings with Bounded Distortion, American
Mathematical Society, 1989.
[183] S. Rickman, Quasiregular Mappings, Springer-Verlag, 1993.
[184] F. Riesz and B. Sz.-Nagy, Functional Analysis, Dover, 1990.
[185] C. Rogers, Hausdorff Measures, with a forward by K. Falconer, Cam-
bridge University Press, 1998.
[186] H. Royden, Real Analysis, third edition, Macmillan, 1988.
[187] W. Rudin, Principles of Mathematical Analysis, third edition,
McGraw-Hill, 1976.
[188] W. Rudin, Function Theory in the Unit Ball of Cn, Springer-Verlag,
1980.
[189] W. Rudin, Real and Complex Analysis, third edition, McGraw-Hill,
1987.
[190] W. Rudin, Functional Analysis, second edition, McGraw-Hill, 1991.
[191] T. Rushing, Topological Embeddings, Academic Press, 1973.
[192] T. Rushing, Hausdorff dimension of wild fractals, Transactions of the
American Mathematical Society 334 (1992), 597–613.
[193] C. Sadosky, Interpolation of Operators and Singular Integral Operators:
An Introduction to Harmonic Analysis, Marcel Dekker, 1979.
[194] S. Semmes, Finding structure in sets with little smoothness, in Proceed-
ings of the International Congress of Mathematicians, Zu¨rich, 1994,
Volume 2, 875–885, 1995.
[195] S. Semmes, Some topics concerning homeomorphic parameterizations,
Publicacions Matema`tiques 45 (2001), 3–67.
[196] S. Semmes, Real analysis, quantitative topology, and geometric com-
plexity, Publicacions Matema`tiques 45 (2001), 265–333.
[197] Z. Shen, Lectures on Finsler Geometry, World Scientific, Singapore,
2001.
BIBLIOGRAPHY 101
[198] L. Siebenmann, Topological manifolds, in Proceedings of the Interna-
tional Congress of Mathematicians, Nice, 1970, Volume 2, 133–163,
1971.
[199] L. Siebenmann and D. Sullivan, On complexes that are Lipschitz mani-
folds, in Geometric Topology: Proceedings of the Georgia Topology Con-
ference, Athens GA, 1977, 503–525, Academic Press, 1979.
[200] G. Simmons, Introduction to Topology and Modern Analysis, McGraw-
Hill, 1963.
[201] L. Simon, Lectures on Geometric Measure Theory, Australian National
University, 1983.
[202] C. Sogge, Fourier Integrals in Classical Analysis, Cambridge University
Press, 1993.
[203] S. Staples and L. Ward, Quasisymmetrically thick sets, Annales
Academiae Scientiarum Fennicae Math. 23 (1998), 151–168.
[204] L. Steen and J. Seebach, Jr., Counterexamples in Topology, Dover,
1995.
[205] E. Stein, Singular Integrals and Differentiability Properties of Func-
tions, Princeton University Press, 1970.
[206] E. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality,
and Oscillatory Integrals, Princeton University Press, 1993.
[207] E. Stein and S. Wainger, Problems in harmonic analysis related to
curvature, Bulletin of the American Mathematical Society 84 (1978),
1239–1295.
[208] E. Stein and G. Weiss, Introduction to Fourier Analysis on Euclidean
Spaces, Princeton University Press, 1971.
[209] Y. Sternfeld, A short elementary proof of the Dranishnikov–West the-
orem on stable intersection of compacta in Euclidean spaces, in Pro-
ceedings of the International Conference on Set-Theoretic Topology and
its Applications, Matsuyama, 1994, Topology and its Applications 74
(1996), 177–178.
102 BIBLIOGRAPHY
[210] Y. Sternfeld, Extension of mappings of Bing spaces into ANRs, Topol-
ogy and its Applications 80 (1997), 189–194.
[211] R. Stong, Mapping Zr into Zs with maximal contraction, Discrete &
Computational Geometry 20 (1998), 131–138.
[212] R. Strichartz, A Guide to Distribution Theory and Fourier Transforms,
CRC Press, 1994.
[213] R. Strichartz, The Way of Analysis, Jones and Bartlett, 1995.
[214] K. Stromberg, Introduction to Classical Real Analysis, Wadsworth,
1981.
[215] D. Stroock, Probability Theory: An Analytic View, Cambridge Univer-
sity Press, 1993.
[216] D. Stroock, A Concise Introduction to the Theory of Integration, third
edition, Birkha¨user, 1999.
[217] D. Sullivan, Hyperbolic geometry and homeomorphisms, in Geometric
Topology: Proceedings of the Georgia Topology Conference, Athens GA,
1977, 543–555, Academic Press, 1979.
[218] D. Sullivan, The density at infinity of a discrete group of hyperbolic
motions, Publications Mathe´matiques IHES 50 (1979), 171–202.
[219] A. Thompson, Minkowski Geometry, Cambridge University Press,
1996.
[220] W. Thurston, Three-Dimensional Geometry and Topology, edited by
Silvio Levy, Princeton University Press, 1997.
[221] F. Tre`ves, Topological Vector Spaces, Distributions, and Kernels, Aca-
demic Press, 1967.
[222] P. Tukia and J. Va¨isa¨la¨, Quasisymmetric embeddings of metric spaces,
Annales Academiae Scientiarum Fennicae Ser. A I Math. 5 (1980),
97–114.
[223] J. Va¨isa¨la¨, Quasisymmetric embeddings in Euclidean spaces, Transac-
tions of the American Mathematical Society 264 (1981), 191–204.
BIBLIOGRAPHY 103
[224] J. Va¨isa¨la¨, Porous sets and quasisymmetric maps, Transactions of the
American Mathematical Society 299 (1987), 525–533.
[225] J. Va¨isa¨la¨, Metric duality in Euclidean spaces, Mathematica Scandi-
navica 80 (1997), 249–288.
[226] J. Va¨isa¨la¨, The wall conjecture for domains in Eulcidean spaces,
Manuscripta Mathematica 93 (1997), 515–534.
[227] S. Weinberger, The Topological Classification of Stratified Spaces, Uni-
versity of Chicago Press, 1994.
[228] R. Wheeden and A. Zygmund, Measure and Integral: An Introduction
to Real Analysis, Marcel Dekker, 1977.
[229] H. Whitney, Geometric Integration Theory, Princeton University Press,
1957.
[230] G. Whyburn, Analytic Topology, Colloquium Publications 28, Ameri-
can Mathematical Society, 1942.
[231] G. Whyburn, Topological Analysis, second revised edition, Princeton
University Press, 1964.
[232] R. Wilder, Topology of Manifolds, Colloquium Publications 32, Amer-
ican Mathematical Society, 1963.
[233] Y. Yomdin, The geometry of critical and near-critical values of differ-
entiable mappings, Mathematische Annalen 264 (1983), 495–515.
[234] Y. Yomdin, The set of zeroes of an “almost polynomial” function, Pro-
ceedings of the American Mathematical Society 90 (1984), 538–542.
[235] Y. Yomdin, Volume growth and entropy, Israel Journal of Mathematics
57 (1987), 285–300.
[236] Y. Yomdin, Ck-Resolution of semialgebraic mappings: Addendum
to “Volume growth and entropy”, Israel Journal of Mathematics 57
(1987), 310–317.
[237] Y. Yomdin, Surjective mappings whose differential is nowhere surjec-
tive, Proceedings of the American Mathematical Society 111 (1991),
267–270.
104 BIBLIOGRAPHY
[238] K. Yosida, Functional Analysis, Classics in Mathematics, Springer-
Verlag, 1995.
[239] A. Zemanian, Distribution Theory and Transform Analysis: An Intro-
duction to Generalized Functions, with Applications, second edition,
Dover Publications, 1987.
[240] W. Ziemer, Weakly Differentiable Functions: Sobolev Spaces and Func-
tions of Bounded Variation, Springer-Verlag, 1989.
[241] A. Zygmund, Trigonometric Series, Cambridge University Press, 1979.
