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Le rendu 3D temps re´el, [PKP94], est devenu ces dernie`res anne´es un outil indispen-
sable pour tout travail de mode´lisation, de maintenance de gros engins, d’entraˆınement,
d’apprentissage ou bien de de´veloppement dans le domaine du jeu vide´o. Son utilisation
a` large e´chelle requiert de plus en plus de performances et de plus en plus de portabilite´.
Cette technique se base sur le calcul et l’affichage tre`s rapide des images, a` partir des
mode`les 3D. Mesure´e en images par seconde (fps) ou Hertz(Hz), la vitesse du rendu doit
de´passer les 6 fps pour un effet ”interactif” et aller au-dela` de 15 fps pour un effet ”temps
re´el”.
Par rapport a` la 3D pre´calcule´e, la 3D temps re´el apporte la possibilite´ de manipu-
ler des objets virtuels et facilite le travail collaboratif. Elle permet donc un large degre´
d’interactivite´, un potentiel d’immersion ou de controˆle d’animations.
Pour atteindre ces objectifs, le rendu 3D temps re´el ne´cessite une mise en œuvre
complexe, ayant un re´sultat de qualite´ infe´rieure, pour l’instant, a` des rendus pre´calcule´s.
Il s’agit donc de trouver des compromis entre qualite´ de rendu et vitesse de calcul, et
entre complexite´ algorithmique et performance.
La visualisation interactive de sce`nes de CAO (Conception Assiste´e par Ordinateur)
industrielle est devenue un e´le´ment primordial dans la phase de mise au point d’un pro-
duit. Le de´veloppement de l’informatique mobile, tout en offrant un potentiel applicatif
important, soule`ve de nouvelles proble´matiques concernant la visualisation. En effet, au
sein de tels environnements, he´te´roge`nes en terme de puissance de calcul et de capacite´
de stockage, il est actuellement difficile d’afficher des sce`nes complexes (supe´rieures a`
105 triangles). L’objectif de cette the`se est de de´finir et de mettre au point un pipeline
de rendu adaptatif qui de´pendrait des capacite´s de calcul des mate´riels utilise´s (station
de travail, ordinateur portable, PDA, te´le´phone mobile, ...), permettant de visualiser en




Ce travail est re´alise´ au sein d’une collaboration entre le laboratoire IRIT 1 (Institut
de Recherche Informatique de Toulouse) de L’Universite´ ”Paul Sabatier” et la socie´te´
REAL FUSIO 2. C’est une the`se en convention CIFRE 3. En effet, la proble´matique in-
dustrielle, de´veloppe´e dans ce qui suit, impose certains choix et implique des contraintes
supple´mentaires. Afin d’y re´pondre, une de´marche acade´mique est importante afin de
prendre en compte l’e´tat de l’art, les diffe´rentes techniques existantes et de trouver ainsi
une solution pe´renne et flexible a` ce proble`me.
De nos jours et dans sa de´finition usuelle, le rendu 3D temps re´el est devenu synonyme
de programmation GPU, de par la ge´ne´ralisation et l’exploitation de cartes graphiques
performantes. Le de´veloppement continu et rapide, tant technique qu’algorithmique, dans
ce domaine, permet d’obtenir de´sormais des performances et une portabilite´ nettement
supe´rieures a` celles obtenues par un CPU, pour le rendu des sce`nes complexes.
Toutefois, pour des socie´te´s comme REAL FUSIO, ayant des clients tels qu’AIRBUS,
le CNES, MBDA, le CEA, NEXTER, le groupe SAFRAN ou encore le groupe PSA, l’exis-
tence de cartes graphiques re´centes n’est pas toujours un pre´requis pour des applications
3D industrielles. Parmi ces applications nous pouvons citer la visualisation 3D temps re´el
destine´e a` la maintenance des ae´ronefs ou bien les jeux se´rieux pour l’entraˆınement dans
des environnements dangereux.
Pour l’entretien des avions, des ordinateurs plus anciens, bas de gamme, ayant de´ja`
de´montre´ leur fiabilite´ tout au long de leur service, sont ge´ne´ralement utilise´s. Pour mettre
a` niveau ce type de parc d’ordinateurs aux proportions imposantes, un couˆt en ressources
et en temps tre`s important serait indispensable, y compris pour les tests de fiabilite´
et de se´curite´. Cette mise a` jour n’est pas toujours envisageable, d’autant plus que les
entreprises pre´ce´demment cite´es ont a leur tour des clients, dont le parc de machines n’est
pas toujours maˆıtrise´. Enfin, l’utilisation d’ordinateurs portables est impe´rative a` cause
des contraintes de de´placement impose´es par ce type d’activite´.
Pour les proce´dures de maintenance dans une centrale nucle´aire, des ordinateurs plus
re´cents peuvent eˆtre utilise´s, mais avec la meˆme contrainte concernant la mobilite´. Les
utilisateurs doivent en effet visualiser en temps re´el les taˆches a` exe´cuter et disposer de
manie`re interactive de la documentation technique lors des manipulations dans les endroits
difficiles d’acce`s.
L’exploitation de cartes graphiques performantes dans les ordinateurs portables est
contrainte par leur taille et leur poids. Cette restriction rend donc de telles machines
inadapte´es a` ce type de taˆches. Les cas d’utilisation ci-dessus exigent une exploration





re´alite´, lors des manipulations d’objets. De telles applications peuvent viser une large
gamme d’ordinateurs, plus ou moins performants. Nous ne pouvons donc pas restreindre
l’exploitation d’une telle application de rendu a` un seul type de mate´riel, car cela limiterait
son utilisation et donc son inte´reˆt. Un pipeline de rendu flexible et adaptatif est alors
ne´cessaire.
Afin de re´pondre a` ces besoins pre´cis, tout en prenant en compte les contraintes im-
pose´es par l’utilisation de ce type de mate´riel he´te´roge`ne, nous avons mene´ une e´tude de
l’existant, qui sera pre´sente´e au chapitre suivant.
Nombre de solutions adaptatives propose´es ces dernie`res anne´es sont spe´cialise´es dans
le rendu temps re´el en environnements de calcul he´te´roge`nes pour des sce`nes complexes.
Cependant, la plupart de ces me´thodes se basent sur l’existence d’une carte graphique
haut de gamme, et sont inutilisables sur des architectures plus anciennes, contrairement
a` notre cadre d’utilisation.
Certains auteurs sugge`rent la cre´ation d’outils mate´riels adapte´es aux besoins. Par
exemple, le projet Larabee [SCS+08] propose de cre´er une carte de calcul et coprocesseur,
de´die´e a` la discre´tisation 3D logicielle. Ce projet, meˆme s’il n’est pas finalise´, offre une
alternative aux cartes graphiques actuelles, qui monopolisent le domaine du rendu temps
re´el graˆce a` leurs unite´s de discre´tisation et de textures de´die´es. Ne´anmoins, cette solution,
comme les GPU, limite l’utilisation et la portabilite´ de cette technique aux machines
e´quipe´es.
Plusieurs travaux re´cents proposent, au contraire, d’adapter leur pipeline de rendu a`
l’architecture utilise´e. C’est le cas de Liu et al. [LHLW10] et de Laine et al. [LK11], qui
sugge`rent de mettre en place un pipeline de rendu programmable, base´ sur des techniques
GPGPU (General-Purpose Computation on Graphics Hardware [OLG+07]), et plus pre´ci-
se´ment CUDA. Ces techniques permettent d’optimiser les calculs CPU en exploitant les
capacite´s de paralle´lisation du GPU et donc d’ame´liorer les re´sultats globaux des applica-
tions. Peng et al. [PC12] proposent une solution hybride CPU/GPU permettant d’envoyer
une quantite´ minimale de donne´es vers le GPU. Graˆce a` la cohe´rence temporelle du rendu,
ils re´utilisent pour chaque nouvelle image une partie importante des donne´es de´ja` exis-
tantes sur le GPU. Le CPU calcule uniquement les donne´es manquantes et les envoie au
GPU. Cette technique limite donc le couˆt de transfert et la latence, afin d’acce´le´rer le
rendu.
Contrairement aux me´thodes cite´es pre´ce´demment et afin de s’adapter a` des machines
bas de gamme ou mobiles, sans contraintes mate´rielles, la socie´te´ Dice [And09] a cre´e´ un
pipeline de rendu hybride, utilisable sur une large gamme d’ordinateurs. Afin d’e´quilibrer
le temps de rendu, ils limitent la quantite´ de donne´es envoye´e vers le mate´riel en sortie, en
utilisant une technique d’occlusion culling. Pour calculer les objets cache´s de la sce`ne, ils
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Chapitre 1. Introduction
utilisent des occluders simplifie´s pre´calcule´s a` la main. Cette approche reprend en grande
partie l’ide´e que nous utilisons, de calculer les donne´es visibles sur le CPU, afin de limiter
la charge des GPU, pour des machines bas de gamme. Ne´anmoins, les occluders simplifie´s
a` la main limitent l’utilisation de leur syste`me de rendu, car, pour chaque nouvelle sce`ne,
une e´tape de pre´calcul non-automatise´e est ne´cessaire.
Nous proposons donc un pipeline de rendu 4 qui s’adapte au mate´riel tout en prenant
en conside´ration chaque unite´ de calcul, CPU et GPU. Le but est d’e´quilibrer la charge de
travail des deux unite´s afin de permettre un rendu temps re´el de sce`nes complexes, dans des
contraintes de mobilite´, meˆme sur des ordinateurs bas de gamme. Notre pipeline de rendu
ne ne´cessite aucun pre´calcul, ce qui permet d’e´liminer les contraintes non-ne´gligeables en
terme de temps et de couˆt associe´es a` une telle e´tape. Enfin, notre approche ne se base
pas sur des techniques GPGPU, ce qui assure une compatibilite´ avec toute architecture
et permet une optimisation plus efficace du traitement des donne´es.
La figure ci-dessous (Figure 1.1) pre´sente une vue d’ensemble de notre pipeline de
rendu hybride CPU/GPU. Il se base sur un syste`me d’occlusion culling a` deux niveaux :
un niveau objet (5) et un niveau triangle a` travers une discre´tisation hie´rarchique (2).
Ce syste`me d’occlusion culling lui permet d’envoyer en sortie, a` l’e´tape de discre´tisation
finale (4), un nombre minimal de triangles visibles. Le processeur d’affichage final, logiciel
ou mate´riel, se charge de cette e´tape finale qui inclut le rendu, l’e´clairage et l’application
des textures. Chaque e´tape peut eˆtre exe´cute´e sur le CPU ou sur le GPU ce qui rend
le pipeline flexible et adaptable. Cette ge´ne´ricite´ permet a` notre pipeline de s’inte´grer
facilement a` tout moteur de rendu classique.
        (2) 
Discrétisation 
 hiérarchique
       (3)
  Dilatation 
des triangles
       (4)
Discrétisation 
     finale
             (5) 




Figure 1.1 – Vue d’ensemble de notre pipeline de rendu.
Dans le chapitre suivant nous pre´sentons les travaux existants afin de mieux justifier
notre choix par rapport aux contraintes de´ja` expose´es.
4. Ces travaux ont e´te´ valorise´s a` travers une publication dans une confe´rence nationale [DP10] et par
le de´poˆt d’un brevet industriel en 2012 (nume´ro d’enregistrement national INPI FR12/57764).
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2E´tat de l’art
2.1 Algorithmes de visualisation a` faible couˆt
Cette dernie`re de´cennie, l’inte´reˆt pour l’utilisation de la re´alite´ virtuelle dans le do-
maine industriel s’est sans cesse de´veloppe´ : assistance dans le processus de design, simu-
lations, maintenance ou e´valuation de la suˆrete´... Malgre´ son utilisation tre`s re´pandue,
pour des mode`les complexes (avions, bateaux, baˆtiments, usines, etc.), le rendu temps
re´el reste encore un processus non trivial avec les moyens actuels.
Le rendu est le processus de ge´ne´ration d’une image 2D a` partir d’un mode`le 3D.
Il comporte deux e´tapes importantes : la premie`re consiste a` de´terminer les fragments
visibles en fonction d’un point de vue donne´, pour une grille 2D de pixels de´finissant
l’image finale, et la seconde calcule la couleur finale de ces fragments par rapport aux
sources de lumie`res existantes dans la sce`ne. Plusieurs aspects du mode`le peuvent poser des
difficulte´s lors du rendu, notamment sa taille et sa complexite´ mais aussi la pre´sence des
animations. Bien qu’une sce`ne de grande taille soit parfois tre`s complexe, des animations
comme des trappes ou des portes qui s’ouvrent sont souvent ne´cessaires pour des sce`nes
de maintenance, afin de reproduire fide`lement le mode`le re´el.
L’e´quation du rendu qui permet de calculer ces informations a e´te´ propose´e par Kajiya
[Kaj86] :
L(x, x′) = [(x, x′) +
∫
S
ρ(x, x′, x′′)L(x′, x′′)
V (x′, x′′)cosθ′′
r2
cosθ′dx′′]V (x, x′) (2.1)
avec :
– L(x, x′) la luminance e´change´e entre les points x’ et x ;
– (x, x′) la luminance e´mise d’un point x’ vers un point x ;
– ρ(x, x′, x′′) la fonction de re´flectance en x’, pour un faisceau de lumie`re entre´ par x”
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et sorti en x ;




le terme ge´ome´trique qui quantifie l’occlusion entre x’ et x” ;
– θ′ l’angle de´termine´ par la normale en x’ et le segment [x’x”] (Figure 2.1) ;
– θ′′ l’angle de´termine´ par la normale en x” et le segment [x’x”] (Figure 2.1) ;
– r la longueur du segment [x’x”] (Figure 2.1) ;








Figure 2.1 – Le calcul de l’e´clairage.
La complexite´ de calcul de cette e´quation est directement lie´e au nombre de triangles
composant la sce`ne. Afin d’optimiser le rendu nous visons a` re´duire le temps de calcul de
la fonction de visibilite´ de l’e´quation, V , qui permet de de´terminer les objets visibles en
fonction du point de vue courant. La partie e´clairage, L, , ρ, sera prise en charge par
l’e´tape de discre´tisation finale du pipeline de rendu.
Plusieurs solutions pour le calcul des surfaces visibles existent, et nous allons nous
inte´resser plus particulie`rement a` l’algorithme de lancer de rayon et a` celui de Z-Buffer.
Ces deux me´thodes sont les plus utilise´es actuellement pour un rendu temps re´el de sce`nes
de grande taille.
2.1.1 Le lancer de rayons
Dans ce qui suit nous allons nous baser sur la de´finition, la description et l’analyse de
l’algorithme du lancer de rayons de Akenine-Mo¨ller et al. [AMHH08] et de Watt [Wat00].
Le lancer de rayons, introduit par Apple [App68], permet de de´terminer la visibilite´ des
objets dans une sce`ne. A partir d’un point de vue, des rayons sont envoye´s vers la sce`ne,
a` travers la grille de pixels, en simulant le parcours inverse de la lumie`re, c’est-a`-dire a`
partir de l’œil, en direction des sources d’e´clairage.
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En effet, pour le rendu d’une sce`ne 3D, seuls les rayons qui passent par l’œil sont
pertinents. Pour chaque rayon primaire, le premier objet intersecte´ par celui-ci est calcule´,
ce qui permet ainsi d’identifier l’ensemble d’objets visibles. Ensuite, afin de de´terminer
l’e´clairage dans ce point d’intersection, plusieurs rayons secondaires sont envoye´s vers les
sources de lumie`re, afin de de´terminer si d’autres objets s’interposent. Des rayons supple´-
mentaires peuvent eˆtre utilise´s pour calculer les effets de re´flexion ou de re´fraction, dans le
cas de mate´riaux spe´culaires ou pour des objets transparents, et ce, de manie`re re´cursive.
Le lancer de rayons est donc un algorithme d’e´clairage global qui permet de de´terminer
lors d’un unique calcul les surfaces visibles, l’e´clairage, les effets de la re´flexion et de la
re´fraction, ainsi que les ombres. De plus, il permet de mettre en place aise´ment des tech-
niques d’anti-aliasing (Akenine-Mo¨ller et al. [AMHH08]). Mais, le temps de calcul du
lancer de rayons de´pend de la complexite´ de la sce`ne et du nombre de rebonds calcule´s.
Des travaux re´cents proposent plusieurs me´thodes pour acce´le´rer le temps de calcul. Par
exemple, Wald [Wal04] propose de re´duire le nombre de rayons primaires et donc le nombre
d’e´chantillons, ou bien de diminuer le nombre de rayons secondaires par e´chantillon. Des
imple´mentations se basant sur des structures de partitionnement de l’espace permettent
d’optimiser le rendu en prenant en compte la cohe´rence spatiale des rayons, comme pro-
pose´ par Wald et al. [WIK+06].
2.1.2 L’algorithme de discre´tisation
Dans ce qui suit, nous nous basons sur la de´finition, la description et l’analyse de l’al-
gorithme de Z-Buffer de Watt [Wat00]. L’algorithme de Z-Buffer, de´veloppe´ par Catmull
[Cat74], est l’une des me´thodes les plus connues et les plus utilise´es pour de´terminer la
visibilite´ des objets dans une sce`ne, en se basant sur la discre´tisation des leurs primi-
tives. Les calculs sont effectue´s dans l’espace e´cran (l’espace 2D de projection de l’espace
came´ra, correspondant a` l’image affiche´e sur l’e´cran).
L’algorithme de Z-Buffer implique, pour chacun des points (xs, ys) de la grille de
pixels, une recherche dans l’ensemble des polygones couvrant ce pixel, le fragment associe´
dont la profondeur est minimale. Cette recherche est imple´mente´e en utilisant un tampon
de profondeur, le Z-Buffer, qui stocke pour chaque point (xs,ys) la profondeur zs minimale
rencontre´e. Pendant le traitement d’un polygone de la sce`ne, les donne´es associe´es a` un
pixel sont mises a` jour dans un frame buffer (qui contient les informations ne´cessaires
pour l’image finale de chaque pixel, comme par exemple sa couleur) si sa profondeur est
plus petite que celle stocke´e dans le Z-Buffer. La profondeur et les donne´es associe´es au
pixel sont obtenues par interpolation des attributs des sommets du triangle parent, apre`s
la transformation dans l’espace e´cran. Les objets sont traite´s de manie`re se´quentielle, de
meˆme que les polygones qui les constituent.
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Cet algorithme est utilisable avec tout type de primitive, tant que celle-ci permet le cal-
cul de la profondeur pour chaque point de la surface. Le Z-Buffer pre´sente l’avantage d’eˆtre
simple a` mettre en place et d’avoir un couˆt re´duit de discre´tisation pour chaque polygone.
Puisque l’algorithme se place au niveau triangle, il permet un traitement incre´mental
des pixels a` l’inte´rieur du triangle, be´ne´ficiant ainsi d’une cohe´rence dans l’espace e´cran
des donne´es. Ne´anmoins, il pre´sente un certain nombre d’inconve´nients. Le Z-Buffer im-
plique ine´vitablement le traitement des objets invisibles. Ce traitement peut devenir tre`s
couˆteux en temps lorsque les sce`nes sont trop complexes du point de vue du nombre
des polygones. Plus re´cemment, pour augmenter la pre´cision des donne´es, les techniques
actuelles de rendu divisent les polygones en des polygones encore plus petits, par un pro-
cessus de ”tessellation” (Akenine-Mo¨ller et al. [AMHH08]). Ce processus peut de´grader
la cohe´rence des donne´es lors de la discre´tisation et entraˆıner une perte de performances.
La discre´tisation rend plus difficile la mode´lisation des phe´nome`nes physiques tels que la
re´flexion, la re´fraction ou le calcul des ombres, mode`les que le lancer de rayons inclut par
de´faut.
2.1.3 Analyse de la complexite´ de ces algorithmes
Puisqu’une discre´tisation de toutes les primitives de la sce`ne est indispensable pour le
calcul de la visibilite´ finale, une imple´mentation basique de Z-Buffer converge en O(n). Un
tri pre´alable des triangles est souvent utilise´ afin d’optimiser ses performances, rajoutant
donc un pre´-traitement en nlogn. Le ray tracing lui, ne´cessite une complexite´ de O(logn)
pour retrouver la premie`re intersection avec un objet. Cependant, un pre´-traitement en
nlogn est aussi requis, pour la mise en place d’une structure de partitionnement de l’espace,
indispensable pour l’utilisation dans des conditions temps re´el.
Outre la complexite´ d’un algorithme, il est aussi important de mesurer son rende-
ment. Nous de´finissons le rendement comme le temps ne´cessaire pour calculer le frag-
ment visible pour un pixel par rapport au temps total du calcul de la visibilite´. Pour la
discre´tisation d’un triangle, un nombre important de pixels est traite´ simultane´ment, graˆce
a` la cohe´rence spatiale dont ce type de traitement be´ne´ficie. Pour le lancer de rayons, des
me´thodes comme celle introduite par Schmittler et al. [SWS02] permettent d’utiliser des
paquets de rayons afin d’exploiter la cohe´rence spatiale des donne´es. Cette solution permet
d’ame´liorer ainsi le rendement de cet algorithme, meˆme si c’est dans une moindre mesure
que pour la discre´tisation, suite au nombre limite´ de rayons dans un paquet. Donc, meˆme
si la complexite´ du Z-Buffer est supe´rieure a` celle du lancer de rayons, son rendement est
meilleur. De plus, le Z-Buffer peut eˆtre utilise´ sans structure de partitionnement. C’est
pour cela que nous l’avons adopte´ comme technique de de´termination de la visibilite´.
Dans l’e´tat de l’art qui suit, nous pre´sentons les moyens qui existent pour en ame´liorer
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les performances, notre but e´tant de calculer de manie`re efficace la visibilite´ pour un
point de vue courant. Ces me´thodes proposent des solutions pour limiter le nombre de
triangles en entre´e de notre Z-Buffer afin d’assurer un pipeline de rendu efficace en terme
de performances, ge´ne´rique et souple.
2.2 Me´thodes d’optimisation adaptatives
Les performances des algorithmes pre´sente´s pre´ce´demment sont fortement de´pendantes
de la complexite´ des sce`nes. En effet, le temps de calcul des algorithmes de Z-Buffer ou du
lancer de rayons de´pend de la taille de la sce`ne en entre´e, meˆme si la plupart des objets n’y
sont pas visibles. Comme nous travaillons sur des sce`nes de grande taille, ce temps de calcul
pourrait rendre les applications inutilisables sur des machines moins performantes. Afin
d’obtenir un rendu temps re´el meˆme sur des machines bas de gamme, nous nous sommes
donc inte´resse´s au calcul de la visibilite´. La visibilite´ d’une sce`ne correspond a` l’ensemble
d’objets visibles pour un point de vue donne´. Par exemple, lors d’un de´placement dans
un baˆtiment, et pour un point de vue particulier, tre`s peu de pie`ces du baˆtiment sont
visibles, a` cause des occlusions cause´es par les murs. Le calcul de la visibilite´ permet de
limiter la quantite´ de donne´es traite´e par le pipeline de rendu et d’e´viter ainsi de cre´er
des goulots d’e´tranglement mate´riels, comme le transfert d’une quantite´ importante de
donne´es par la bande passante. Cohen-Or et al. [COCSD03] pre´sentent un e´tat de l’art
e´tendu des me´thodes de calcul de la visibilite´.
Les techniques de calcul de la visibilite´ sont divise´es en trois grandes cate´gories:
– le calcul de la visibilite´ de manie`re exacte: de´terminer l’ensemble (Eexact) de tous
les objets ou des primitives visibles en fonction du point de vue courant.
Eexact = Evisible (2.2)
– le calcul de la visibilite´ de manie`re conservative: de´terminer un ensemble (Econservatif )
d’objets contenant tous les objets visibles mais qui peut contenir aussi des objets
non-visibles. Ce type de calcul permet l’obtention d’un re´sultat correct, sans arte-
facts.
Econservatif ⊇ Evisible (2.3)
– le calcul de la visibilite´ de manie`re approximative: de´terminer un ensemble incomplet
(Eapproximatif ) d’objets visibles qui conduit a` un re´sultat avec des potentiels artefacts.
Eapproximatif ⊆ Evisible (2.4)
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2.2.1 Me´thodes de calcul exact de la visibilite´
Durand et al. [DDP02] proposent dans un premier article une me´thode pour calculer la
visibilite´ de manie`re exacte. Il s’agit d’une reprise des travaux de Pocchiola et al. [PV93]
et d’un passage de cette me´thode de deux dimensions a` trois dimensions.
Afin de calculer la visibilite´ dans une sce`ne, les auteurs proposent de de´terminer toute
relation de visibilite´ entre les objets. Pour cela ils se basent sur le calcul des ”segments
maximaux libres”, qui repre´sentent les plus long segments entre deux points situe´s sur
deux objets distincts. Le ”complexe de visibilite´” est constitue´ de la totalite´ des seg-
ments maximaux libres entre l’ensemble des objets de la sce`ne, se´pare´s en fonction des
objets touche´s par les segments. En fonction du nombre d’objets et de leur configuration
ge´ome´trique, il existe plusieurs types d’e´le´ments de visibilite´ (Figure 2.2) qui composent le
complexe de visibilite´. Afin de ge´rer les sce`nes dynamiques, une dimension supple´mentaire
est ajoute´e. L’algorithme a une complexite´ dans le pire des cas en O(n4), ou` n est le nombre
d’objets dans la sce`ne, ce qui rend l’algorithme inutilisable pour des sce`nes comportant
un grand nombre d’objets.
”Le complexe de visibilite´” a constitue´ la base pour une deuxie`me me´thode propose´e
par les meˆmes auteurs, [DDP97]. Celle-ci utilise les e´le´ments de dimensions 0 et 1 de l’ar-
ticle pre´ce´dent, afin de de´terminer les changements de visibilite´ entre les objets de la sce`ne.
Ainsi, ”une ligne de pointe extreˆme” (Extremal Stabbing Line), permet de de´terminer le
changement de visibilite´ engendre´ par trois e´le´ments de la sce`ne (a` titre d’exemple, dans
la Figure 2.3 nous avons ve1e2 de´termine´e par un sommet v et deux arreˆts e1 et e2).
En e´liminant ensuite une des contraintes, il est possible de de´terminer une ”bande de
visibilite´” (ve1 ou ve2 dans notre exemple). A partir de ces deux e´le´ments, il existe une
base des donne´es pre´calcule´e qui peut eˆtre utilise´e pour des sce`nes statiques ou pour des
informations ponctuelles dans le cadre d’un rendu temps re´el, par exemple la liste d’occlu-
ders (des objets limitant la visibilite´) entre deux objets. Cette me´thode, bien que moins
couˆteuse que la premie`re, a la meˆme complexite´ dans le pire des cas.
Les me´thodes pre´sente´es pre´ce´demment permettent de calculer l’ensemble des objets
visibles de manie`re exacte. Toutefois, le couˆt en temps de ces calculs est non-ne´gligeable,
et donc inadapte´ a` notre cas.
2.2.2 Me´thodes de calcul conservatif de la visibilite´
Le deuxie`me type de calcul de la visibilite´, le calcul conservatif, permet d’obtenir un
re´sultat sans erreur, pour un couˆt en temps infe´rieur a` celui des me´thodes pre´ce´dentes.
Il s’agit de calculer un ensemble d’objets potentiellement visibles (PVS) contenant plus
d’objets que l’ensemble d’objets re´ellement visibles de la sce`ne.
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Figure 2.2 – ”The 3d visibility complex” [DDP02]. Les relations de visibilite´ entre les
objets.
Figure 2.3 – ”The visibility skeleton” [DDP97]. Ligne de pointe extreˆme (ve1e2) et bande
de visibilite´ (ve1 ou ve2).
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Pour des sce`nes de type urbain, Luebke et al. [LG95] proposent une me´thode qui
conside`re que chaque pie`ce d’un baˆtiment est une cellule, et les portes ou les feneˆtres sont
des portails entre ces cellules (Figure 2.4). Un premier rendu de la cellule courante permet
d’identifier les portails visibles, a` l’aide desquels la visibilite´ vers les cellules voisines peut
eˆtre de´termine´e. Cette me´thode ne comporte aucune e´tape de pre´calcul. Cependant, elle
n’est pas utilisable pour les sce`nes d’exte´rieur, faute d’e´le´ments assimilables a` des portails
pour limiter la visibilite´.
Figure 2.4 – ”Portals and Mirrors” [LG95]. Cellule courante et calcul des portails visibles.
Une deuxie`me me´thode, propose´e par Aliaga et al. [AL99], sugge`re de fusionner deux
types de visualisation afin d’assurer un rendu temps re´el. En effet, pour le plan avant,
les auteurs utilisent une visualisation classique de la ge´ome´trie. Ce rendu est combine´ a`
une visualisation des images ”imposteurs” pre´calcule´es, pour le plan arrie`re. Les images
”imposteurs” contiennent un rendu statique des objets de la sce`ne pour un point de
vue fixe. Une premie`re e´tape consiste donc a` pre´calculer, pour plusieurs points de vue
et plusieurs directions, des images ”imposteurs”. Afin de limiter le nombre de points
de vue ne´cessaires a` un rendu fluide, ils se basent sur la cohe´rence temporelle du view-
frustum qui permet une interpolation de deux images pre´calcue´es pour une direction
interme´diaire. Lors du rendu temps re´el, ils partagent le temps alloue´ a` chaque image
entre le rendu classique et le rendu des ”imposteurs”. Cette technique est utile pour des
mode`les complexes, mais la vitesse de de´placement doit eˆtre limite´e pour re´duire les effets
de popping. Ces derniers peuvent en effet apparaˆıtre suite a` la fusion des deux techniques
de rendu.
Dans l’intention d’acce´le´rer le calcul de la visibilite´, plusieurs me´thodes proposent
de pre´calculer des occluders potentiels pour un ensemble de points de vue, des objets
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permettant de de´terminer rapidement les zones non-visibles de la sce`ne. Une telle solu-
tion a e´te´ propose´e par Zhang dans le cadre de sa the´se, [Zha98]. Les occluders poten-
tiels sont choisis en fonction de leur taille et de leur complexite´. Pour assurer un bon
taux d’occlusion de la sce`ne, un objet doit eˆtre assez grand et doit eˆtre facile a` rendre
(mode´lise´ par un nombre limite´ de triangles). Le rendu se de´roule ensuite en deux e´tapes.
La premie`re permet de calculer une carte d’occlusion (Figure 2.5, droite), remplie par les
occluders potentiels. Ceux-ci sont rendus en niveaux de gris, chaque niveau repre´sentant
une probabilite´ d’occlusion. La carte est ensuite de´cline´e en une pyramide hie´rarchique
qui permet des tests de recouvrement rapides. Le reste des objets est teste´ par rapport a`
cette carte. Un test de recouvrement en fonction de la probabilite´ d’occlusion de chaque
niveau hie´rarchique de´termine les objets potentiellement visibles. Pour ces derniers, une
deuxie`me e´tape consiste a` effectuer un test de profondeur plus pre´cis, pour le rendu final.
Figure 2.5 – ”Effective Occlusion Culling for the Interactive Display of Arbitrary Models”
[Zha98]. L’occlusion dans une sce`ne (a` gauche) et la carte d’occlusion (a` droite).
Wonka et al. [WWS01] proposent un syste`me de rendu temps re´el, base´ sur le pre´calcul
des occluders. Ils sugge`rent de re´utiliser les meˆmes occluders sur plusieurs images. Pour
assurer un re´sultat conservatif, les occluders sont mis a` l’e´chelle d’un facteur  ≤ 1, ce qui
permet d’obtenir une projection maximale commune pour tous les points de vue couverts.
Les auteurs parviennent donc a` paralle´liser le rendu de l’image courante avec le calcul du
PVS des images suivantes et diminuent ainsi l’impact de cette e´tape sur les performances
globales du rendu.
Koltun et al. [KCCO00] proposent de partager une sce`ne en cellules de visualisation
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et de pre´calculer pour chaque cellule des occluders virtuels. Un occluder virtuel est un
objet convexe simple qui garantit le fait qu’il soit comple`tement occlude´ de n’importe
quel point de vue dans la cellule d’observation. Il sert en tant qu’occluder efficace pour
la cellule courante. Il est obtenu par la fusion des zones d’occlusion des occluders clas-
siques et permet ainsi un calcul plus rapide de la visibilite´ (Figure 2.6). Comme il s’agit
d’un algorithme 2D, le meˆme processus est applique´ de manie`re ite´rative selon plusieurs
hauteurs lors du passage a` la 3D, ce qui peut entraˆıner des effets de popping, suite au
traitement discret de cette troisie`me dimension.
Figure 2.6 – ”Virtual Occluders: An Efficient Intermediate PVS Representation”
[KCCO00]. Construction de l’occluder virtuel, repre´sente´ par la fle`che noire de´limitant
la zone grise, occlude´e.
Schaufler et al. [SDDS00] proposent une discre´tisation de la sce`ne dans des voxels.
Les voxels qui contiennent des frontie`res d’objets sont utilise´s comme occluders. Afin de
produire des occluders efficaces de taille maximale, ces occluders sont ensuite fusionne´s
avec des voxels voisins comple`tement recouverts d’objets (Figure 2.7). Cette technique
est propose´e comme solution pre´calcule´e de la visibilite´ dans une sce`ne, pour le rendu 3D
temps re´el.
Figure 2.7 – ”Conservative volumetric visibility with occluder fusion” [SDDS00]. Exten-
sion des occluders.
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Ces techniques permettent le calcul rapide du PVS, mais ne´cessitent une e´tape pre´limi-
naire au rendu. Les donne´es pre´calcule´es imposent la disponibilite´ d’une quantite´ impor-
tante de me´moire de stockage. L’existence de l’e´tape de pre´calcul obligatoire rend ces
algorithmes non-compatibles avec une utilisation a` la vole´e du moteur de rendu, ils sont
donc inadapte´s a` notre cas.
2.2.3 Me´thodes de calcul approximatif de la visibilite´
Le calcul de la visibilite´ approximative peut produire des diffe´rences perceptibles sur
l’image finale. En effet, l’ensemble d’objets calcule´ peut contenir seulement une sous-partie
des objets visibles. Il est utilise´, en ge´ne´ral, en tant qu’e´tape pre´alable a` celle du rendu
final, pour acce´le´rer ce dernier.
Hubbold et al. [HK99] proposent une manie`re de rendu comparable a` celle de Aliaga et
al. [AL99], qui fusionne un rendu classique pour le plan avant avec un rendu approximatif
pour le plan arrie`re d’une image, afin d’assurer un rendu temps re´el. Contrairement a` la
me´thode pre´ce´dente, ils n’utilisent pas d’e´tape de pre´calcul, mais limitent la quantite´ de
de´tails pour les objets e´loigne´s, en les remplac¸ant par leurs boˆıtes englobantes (Figure
2.8, gauche). A cause de l’absence de points de repe`re dans la sce`ne, proble`me engendre´
par ce type de rendu, une deuxie`me version de cette technique impose le rendu clas-
sique de certains points de repe`re importants, comme les escaliers ou le sol (Figure 2.8,
droite). Cette technique permet une visualisation temps re´el des sce`nes complexes mais
ne´cessite une premie`re e´tape manuelle de choix des points de repe´re pour l’orientation.
De plus, le rendu peut s’ave´rer inadapte´ a` une exploration pre´cise des de´tails de la sce`ne,
indispensable pour la maintenance des avions par exemple.
Figure 2.8 – ”Landmarking for Navigation of Large Models” [HK99]. Rendu sans points
de repe`res (a` gauche) et avec points de repe`res (a` droite).
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2.2.4 Structures de partitionnement
Afin d’acce´le´rer le calcul des objets visibles dans une sce`ne, il est possible d’utiliser
des structures de partitionnement. Les me´thodes qui utilisent ces structures se basent sur
le principe de ”diviser pour re´gner” ou diviser un proble`me de grande taille en plusieurs
sous-proble`mes analogues, re´solus se´pare´ment. L’e´tape de subdivision est alors applique´e
re´cursivement. Une structure de partitionnement sert a` se´parer la sce`ne en zones qui seront
utilise´es pour de´terminer plus efficacement la visibilite´ locale. Les structures peuvent eˆtre
hie´rarchiques, ce qui implique que le niveau supe´rieur englobe les niveaux infe´rieurs de
manie`re re´cursive. De telles structures permettent de passer d’une complexite´ en O(n)
a` une complexite´ en O(logn). La construction de ces structures peut eˆtre effectue´e en
pre´calcul ou lors du rendu.
Ces structures de partitionnement peuvent eˆtre classifie´es en structures de partition-
nement des objets, comme le BVH (Hie´rarchie de boˆıtes englobantes), ou bien de l’espace,
comme l’octree, la grille ou le kd-tree. Le partitionnement des objets pre´sente l’avantage
de ne pas englober tout le domaine de la sce`ne. Il englobe uniquement les zones conte-
nant des objets, ce qui peut re´duire de manie`re significative la taille de stockage ne´cessaire.
Parmi les structures de partitionnement de l’espace, l’octree se divise de manie`re re´gulie`re,
le kd-tree de manie`re irre´gulie`re, alors que la grille peut eˆtre divise´e aussi bien de manie`re
re´gulie`re, que de manie`re irre´gulie`re, re´cursive aux endroits contenant des e´le´ments de la
sce`ne. Dans ce qui suit, nous pre´senterons les quatre structures de donne´es.
2.2.4.1 Le BVH (Bounding Volume Hierarchy)
Le BVH est une structure arborescente d’objets ge´ome´triques, introduite par Kay et
al. [KK86], a` partir de travaux de Rubine et al. [RW80]. Tous les objets ge´ome´triques
sont contenus dans des volumes englobants qui forment les feuilles. L’arbre peut eˆtre
construit a` partir des volumes englobants cubiques, sphe´riques (propose´ par Bradshaw et
al. [BO04]),... Le plus souvent les volumes englobants cubiques sont utilise´s, divise´s en
fonction de leur type de construction:
– aligne´s aux axes (Axis-aligned Bounding Boxes) AABB (Figure 2.9 a) ;
– oriente´s par rapport aux objets (Orietened Bounding Boxes) OBB (Figure 2.9 b) ;
– de´termine´s par un nombre k des plans (Discrete Oriented Polytop) k-DOP, une boˆıte
construite pour s’approcher au maximum du volume exact de la ge´ome´trie, ou k est
le nombre de plans utilise´s (Figure 2.9 c).
Le partitionnement commence au nœud racine qui contient l’ensemble des objets de
la sce`ne. Celui-ci est divise´ en deux (ou plusieurs) nœuds fils, de manie`re re´cursive, pour
aboutir a` une structure arborescente avec un nœud feuille par objet (Figure 2.10). Ce
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a b c
Figure 2.9 – Types de boˆıtes englobantes a. Aligne´es aux axes - AABB; b. Oriente´es par
rapport aux objets - OBB; c. k-DOP.
Figure 2.10 – Partitionnement obtenu par l’utilisation d’un BVH, avec des AABB.
partitionnement est effectue´ en fonction des heuristiques qui minimisent l’aire commune
des fils, comme par exemple la SAH (Surface Area Heuristic, de´crite par MacDonald et
al. [MB90]). Ce type de structure permet d’optimiser les performances tout en diminuant
la complexite´ du rendu, qui passe de O(n) a` O(logn), ou` n est le nombre d’objets de la
sce`ne. En effet, pour la phase de calcul de la visibilite´, les fils d’un nœud ne sont pas teste´s
si leur parent n’est pas visible, ce qui permet de rejeter rapidement tout un sous-arbre.
Afin d’obtenir un gain de performances par l’utilisation des structures de partitionne-
ment, il faut trouver un compromis entre l’efficacite´ apporte´e par l’utilisation d’une telle
structure et le temps de calcul lie´ a` cette structure ou bien la me´moire ne´cessaire. En
effet, pour des sce`nes de grande taille, le couˆt en me´moire et le grand nombre de niveaux
de l’arbre risquent de remettre en cause l’utilisation possible d’un BVH. Pour cela, Jo-
seph [Jos03] et Dammertz et al. [DHK08], proposent de changer la structure d’un BVH
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classique, soit en utilisant un nombre limite´ de niveaux, soit en stockant des informations
a` des niveaux supe´rieurs et pas uniquement dans les feuilles de l’arbre.
Nous avons vu que la construction d’un BVH peut eˆtre faite en pre´calcul ou lors
du rendu. Pour des sce`nes statiques, le pre´calcul de la hie´rarchie est tre`s bien adapte´.
Cependant, pour les sce`nes dynamiques, si la plupart de la ge´ome´trie de la sce`ne change, la
reconstruction de l’arbre risque d’eˆtre trop couˆteuse. Plusieurs solutions ont e´te´ propose´es.
Yoon et al. [YCM07] sugge`rent de mesurer l’efficacite´ de l’occlusion pour les nœuds et de
ne recalculer que les sous-arbres correspondant aux nœuds inefficaces. D’un autre coˆte´,
Larsson et al. [LAM03] proposent de mettre a` jour l’arbre de manie`re paresseuse: les
nœuds de la partie supe´rieure de l’arbre sont d’abord mis a` jour, puis ces mises a` jour
sont propage´es dans les arbres infe´rieurs, si ne´cessaire seulement.
Mais, la construction de l’arbre se base sur le partitionnement de base de la sce`ne, et
celui-ci n’est pas toujours optimal. En effet, pour des sce`nes de CAO le partitionnement est
fait parfois en fonction de l’utilisation des objets ou bien en fonction de leurs noms, ce qui
peut produire des partitionnements de´se´quilibre´s. Par exemple, tous les sie`ges d’un avion
peuvent eˆtre conside´re´s comme un seul objet, suite a` une de´nomination commune. Cette
technique n’est pas adapte´e non plus a` des sce`nes avec un grand pourcentage d’objets
visibles (par exemple, une foreˆt ou un terrain avec de l’herbe vu de haut) car elle apporte
peu de gains pour un couˆt important de parcours de l’arbre.
2.2.4.2 La grille
Une deuxie`me structure de partitionnement, la grille, a e´te´ introduite par Fujimoto en
1986 [FTI86]. Cette me´thode partitionne l’espace dans des cellules, contenant la ge´ome´trie
de base de la sce`ne. La division peut eˆtre re´gulie`re (Figure 2.11, gauche), ou re´cursive
(Figure 2.11, droite). Pour la grille re´gulie`re, l’espace conside´re´ est divise´ a` l’aide d’une
grille de cellules de taille constante. Au contraire dans le cas re´cursif, une grille adaptative
est utilise´e. La grille n’est alors raffine´e que sur les zones contenant des objets et reste
large sur les zones vides. Le partitionnement re´cursif permet de s’adapter a` la sce`ne et
d’e´quilibrer le parcours des cellules, mais engendre un couˆt supple´mentaire de raffinement
des cellules. Pour les sce`nes dynamiques, la mise a` jour de cette structure reste peu
couˆteuse en terme de temps de calcul. Par contre, cette structure de partitionnement
n’est pas hie´rarchique, et le couˆt de recherche des objets visibles est beaucoup plus e´leve´
que sur les autres structures de partitionnement.
En ge´ne´ral, ce type de structure est utilise´ avec une technique de rendu type lancer de
rayons, comme celle de´crite par Wald et al. [WIK+06]. Cette me´thode calcule la visibilite´
en se basant sur la cohe´rence spatiale des rayons. Aussi, afin d’acce´le´rer la traverse´e des
rayons, Klosowski et al. [KS00] et El-Sana et al. [ESSS01] proposent de calculer un facteur
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Figure 2.11 – Partitionnement re´gulier obtenu par l’utilisation d’une grille (a` gauche)
ou re´cursif (a` droite).
d’occlusion par re´gion. Pour toute cellule, entre une cellule p contenant le point de vue
courant et une re´gion r, les auteurs de´terminent sa solidite´, c’est-a`-dire le pourcentage
d’occlusion, en fonction de la quantite´ de ge´ome´trie pre´sente dans la cellule. En fonction
de cette solidite´, il suffit d’afficher les n premie`res cellules qui ont la probabilite´ la plus
e´leve´e d’eˆtre visibles, afin d’obtenir une visibilite´ approximative. Plus re´cemment, Bittner
et al. [BMW+09], sugge`rent d’utiliser une solution progressive. A partir d’une cellule, il
suffit d’envoyer deux rayons en sens oppose´s, et de calculer la premie`re intersection de
chaque rayon avec un objet. Ce re´sultat va eˆtre stocke´ avec chaque cellule parcourue, afin
de de´terminer progressivement le PVS complet correspondant. La cellule de de´part est
choisie en fonction d’une distribution statistique et des mutations de cette distribution.
Ces dernie`res sont base´es sur la cohe´rence de la sce`ne. Meˆme si cette technique vise a`
approcher au maximum le partitionnement de la sce`ne, son re´sultat reste approximatif
car il est possible que les objets ne soient pas tous touche´s par un rayon. Pour reme´dier a`
cet aspect, ils proposent d’appliquer un filtre de visibilite´, qui ajoute au PVS calcule´ par
la me´thode pre´ce´dente des objets potentiellement visibles, trouve´s dans des zones sous-
e´chantillonne´es. Ce filtre diminue les erreurs dues au calcul approximatif mais n’assure
pas un re´sultat conservatif.
2.2.4.3 L’octree
Un octree (Figure 2.12) est une structure de partitionnement de l’espace, ou` chaque
nœud a huit fils, sauf les nœuds feuilles qui contiennent la ge´ome´trie de la sce`ne. L’octree
est subdivise´ a` partir du centre du nœud, sur les trois directions. Ce type de structure
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Figure 2.12 – Partitionnement obtenu par l’utilisation d’un octree.
n’est pas adapte´ aux sce`nes ayant la ge´ome´trie repartie de manie`re non-uniforme car un
arbre profond, non-e´quilibre´ risque d’eˆtre obtenu, ce qui rendrait son traitement inefficace.
2.2.4.4 Le kd-tree
Le kd-tree, introduit par Bentley [Ben75], est une structure de partitionnement de
l’espace pour l’organisation des points dans un espace k-dimensionnel (Figure 2.13). Le
kd-tree est un arbre binaire, dans lequel chaque nœud est un point k-dimensionnel. Chaque
nœud inte´rieur peut eˆtre imagine´ comme e´tant un plan de partition qui se´pare l’espace
en deux sous-espaces. Les points du sous-espace gauche forment le sous-arbre gauche et
les points du sous-espace droit, le sous-arbre droit. Contrairement a` l’octree, le kd-tree
est divise´ a` partir d’une dimension, et non a` partir d’un point, ce qui permet de partager
les cellules de manie`re optimale. Ce type de partage peut e´quilibrer la charge de travail,
en utilisant par exemple une technique de type SAH (Surface Area Heuristic, de´crite par
MacDonald et al. [MB90]).
2.2.5 Niveaux de de´tail
Afin de permettre un rendu rapide pour des sce`nes complexes en quantite´ de triangles,
une technique tre`s courante consiste a` utiliser des mode`les simplifie´s des objets, des ni-
veaux de de´tail (LOD, Level of Detail), (Figure 2.14). En effet, en utilisant un niveau de
de´tail infe´rieur pour un objet donne´, la quantite´ de triangles rendue est diminue´e, ce qui
permet d’optimiser les performances. Pour les objets petits ou e´loigne´s, cette technique
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Figure 2.13 – Partitionnement obtenu par l’utilisation d’un kd-tree.
permet de garder un meˆme aperc¸u visuel tout en utilisant une qualite´ re´duite du mode`le.
L’utilisation des LOD se de´compose en trois e´tapes: la ge´ne´ration, la se´lection et le
changement entre les diffe´rents niveaux de de´tail :
– La ge´ne´ration se base sur des algorithmes de simplification qui utilisent des ope´rations
de ”vertex collapse” (ope´ration de re´union de deux sommets suivie par le recalcul des
triangles autour), ”vertex removal” (suppression d’un sommet, de´crite par Dietrich
et al. [DGY07]).
– La se´lection des LOD est effectue´e en fonction de crite`res tels que l’aire de projection
sur l’e´cran, la distance par rapport au point de vue, etc. Par exemple, Andujar et al.
[ASVNB00] proposent de choisir un niveau de de´tail en fonction d’une estimation
du degre´ de visibilite´ d’un objet, de´termine´ par le rendu des objets simplifie´s.
– Plusieurs me´canismes sont utilise´s pour changer de niveaux. Le plus simple consiste
a` effectuer un changement discret de LOD, mais peut produire des artefacts de
popping lors du passage entre les niveaux de de´tail. Des me´canismes plus avance´s
sont aussi propose´s, comme le chargement progressif (le mode`le ge´ome´trique est
sauvegarde´ avec les modifications a` faire), ou continu (les artefacts visuels sont e´vite´s
en me´langeant line´airement les diffe´rents niveaux de de´tail), comme le proposent
Dietrich et al. [DGY07], Zach [Zac02] ou Borgeat et al. [BGB+05].
L’utilisation des LOD permet d’optimiser les performances lors du rendu mais leur
gestion et la quantite´ de me´moire requise pour le stockage sont des difficulte´s qui peuvent
limiter l’utilisation de cette technique pour des sce`nes complexes. Afin d’assurer un rendu
temps re´el pour la visualisation de tre`s gros maillages, Borgo et al. [BCS01] sugge`rent de
limiter la quantite´ de triangles visibles a` chaque moment. Ils utilisent ainsi une version
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Figure 2.14 – Exemple de cinq versions de LOD pour une sphe`re avec le nombre de
sommets correspondants.
simplifie´e du mode`le pendant le de´placement, lorsqu’une quantite´ importante du maillage
est visible. Cette version est ensuite raffine´e, a` l’arreˆt de la came´ra.
2.2.6 Cohe´rence spatiale et temporelle
La cohe´rence des donne´es est une proprie´te´ du rendu de´termine´e par la corre´lation
temporelle ou spatiale entre les informations de visibilite´. Ainsi, lors du rendu, les in-
formations concernant un meˆme objet peuvent eˆtre calcule´es de manie`re redondante. En
effet, pendant le de´placement de la came´ra dans la sce`ne, lors d’une se´quence d’images
successives, le meˆme ensemble d’objets visibles est recalcule´ d’une image a` l’autre. Nous
pouvons donc re´utiliser ces informations, de´ja` calcule´es, et optimiser ainsi les performances
du rendu.
Parmi les premiers a` l’utiliser, Coorg et al. [CT96] mettent en e´vidence la cohe´rence
spatiale engendre´e par l’utilisation de structures de partitionnement, telles que l’octree, et
proposent la re´utilisation des donne´es de visibilite´ des objets calcule´es auparavant, pour
exploiter la cohe´rence temporelle du rendu. Bittner et al. [BH01] soulignent que, pour
des structures de partitionnement base´es sur une division spatiale, les nœuds voisins ont
une forte probabilite´ d’eˆtre visibles en meˆme temps, ce qui permet d’e´conomiser des tests
d’occlusion supple´mentaires. Mattausch et al. [MBW08] se servent aussi de la cohe´rence
temporelle lors des tests de visibilite´, et proposent de garder un objet dans un e´tat ”visible”
sur plusieurs images, afin de limiter les changements d’e´tat des objets. Plus re´cemment,
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Figure 2.15 – ”A survey on temporal coherence methods in real-time rendering”
[SYM+11]. La cohe´rence spatio-temporelle entre deux images successives (en vert).
Peng et al. [PC12] ont utilise´ la cohe´rence pour limiter la quantite´ de donne´es envoye´e a`
la carte, et e´viter ainsi de cre´er un goulot d’e´tranglement au niveau de la bande passante.
La cohe´rence spatio-temporelle peut eˆtre utilise´e non seulement au niveau des objets,
mais aussi sur la totalite´ du Z-Buffer, comme le proposent Scherzer et al. [SYM+11]. En
effet, cette technique permet d’e´liminer beaucoup de calculs lors du rendu d’une image et
peut be´ne´ficier d’un taux tre`s e´leve´ de cohe´rence des donne´es (Figure 2.15). Ainsi, le Z-
Buffer calcule´ a` une image n est transpose´ dans le nouveau point de vue d’une image n+1.
Cette me´thode permet d’e´liminer le calcul d’objets de´ja` visibles a` l’image pre´ce´dente.
2.3 Conclusion
Nous avons pre´sente´ deux des techniques les plus utilise´es pour le calcul de la visi-
bilite´, la discre´tisation et le lancer de rayons. En fonction de leurs avantages et de leurs
inconve´nients, nous avons de´cide´ d’utiliser la premie`re technique et nous avons expose´
ensuite des moyens d’optimisation compatibles avec celle-ci.
La solution envisage´e pour re´pondre a` notre proble´matique doit eˆtre ge´ne´rique par
rapport a` la sce`ne a` traiter. En effet, plusieurs me´thodes ne proposent des solutions
adapte´es qu’a` des sce`nes d’inte´rieur. Cette restriction n’est pas compatible avec notre
cadre d’utilisation qui vise autant des sce`nes d’inte´rieur que des sce`nes d’exte´rieur.
Afin d’assurer un rendu temps re´el, nous nous basons sur les proprie´te´s de cohe´rence
temporelle et spatiale des donne´es. Ces deux types de cohe´rence permettent de limiter
la quantite´ d’informations a` calculer et d’optimiser ainsi les performances, tout en ga-
rantissant une utilisation a` la vole´e de notre moteur, c’est-a`-dire sans aucune e´tape de
pre´calcul.
Enfin, nous devons assurer l’adaptabilite´ de notre moteur de rendu a` tout type de
mate´riel, plus ou moins performant. Cette ge´ne´ricite´ est ne´cessaire au vu des contraintes
impose´es par les besoins actuels de l’industrie, de´crites dans l’introduction de ce manuscrit.
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Nous allons donc nous orienter vers des solutions hybrides qui prennent en compte les
capacite´s du CPU et du GPU de la machine utilise´e afin d’e´quilibrer et d’optimiser la
charge de chaque unite´ de calcul.
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Nous proposons dans cette the`se une approche syste`me, qui permet de mettre en
place une architecture logicielle souple et efficace pour le rendu temps re´el sur tout type
de machines. Nous construisons un pipeline de rendu qui s’adapte aux capacite´s des ar-
chitectures utilise´es, a` partir des techniques de´ja` existantes. Ce pipeline permet de rendre
des applications de visualisation 3D disponibles sur une large gamme d’architectures. En
effet, ce type d’applications est actuellement indispensable pour tout processus industriel.
Cette the`se permet donc de re´pondre a` des besoins existants dans l’industrie, car elle per-
met de lisser l’e´cart entre nouvelles techniques de rendu et e´quipements plus anciens. Ces
travaux ont e´te´ valorise´s a` travers une publication dans une confe´rence nationale [DP10]
et par le de´poˆt d’un brevet industriel en 2012 1.
3.1 Vue d’ensemble du pipeline de rendu
Dans ce qui suit, nous pre´sentons la mise en place de notre pipeline de rendu adapta-
tif en environnements he´te´roge`nes. Le pipeline comporte cinq e´tapes principales (Figure
3.1). Une premie`re e´tape permet d’extraire la liste des triangles potentiellement visibles
pour les objets qui le sont aussi (1), apre`s un test de back-face culling et un test des
triangles de´ge´ne´re´s. Afin de paralle´liser le traitement ulte´rieur de ces triangles, le tam-
pon de rendu est de´coupe´ en tuiles. Une discre´tisation rapide des boˆıtes englobantes 2D
(rectangles englobants) de ces triangles permet ensuite de de´terminer la liste des triangles
potentiellement visibles pour chaque tuile (section 3.4). Puis, une e´tape de discre´tisation
hie´rarchique de ces triangles (2), paralle´lise´e au niveau des tuiles, de´termine l’ensemble
de triangles visibles correspondant a` un point de vue courant (section 3.5). Afin d’as-
surer un rendu temps re´el de sce`nes de grande taille sur tout type de machine, nous
1. Nume´ro d’enregistrement national INPI FR12/57764.
27
Chapitre 3. Mise en place du pipeline de rendu
proposons un rendu basse qualite´ lors des de´placements, en effectuant le calcul sur un
tampon de rendu avec une largeur et une hauteur infe´rieures a` celles du rendu final. Des
trous peuvent alors apparaˆıtre dans l’image finale, car les triangles qui ne couvrent pas
au moins un pixel peuvent eˆtre ignore´s pendant l’e´tape de discre´tisation. Une e´tape de
dilatation fine des triangles (3) permet donc d’obtenir une image sans trous (section 3.6).
L’ensemble des triangles visibles, une fois dilate´s, est envoye´ en sortie vers un processeur
d’affichage final (4), logiciel ou mate´riel pour une discre´tisation fine rapide (section 3.7).
Enfin, une dernie`re e´tape du pipeline, l’occlusion culling (5), permet de de´terminer les
nouveaux objets visibles pour chaque image, en se basant sur la cohe´rence temporelle
des donne´es lors du rendu. En effet, le tampon de rendu, rempli a` l’e´tape (2), est uti-
lise´ pour de´terminer la visibilite´ des objets qui e´taient invisibles pre´ce´demment, par une
discre´tisation hie´rarchique de leurs boˆıtes englobantes 3D (section 3.8).
        (2) 
Discrétisation 
 hiérarchique
       (3)
  Dilatation 
des triangles
       (4)
Discrétisation 
     finale
             (5) 




Figure 3.1 – Vue d’ensemble de notre pipeline de rendu.
Notre algorithme prend en entre´e tout type de sce`ne qui a comme primitives des
triangles, et ne ne´cessite aucun pre´calcul. Notre pipeline de rendu est conc¸u pour trai-
ter des sce`nes complexes au regard du nombre de triangles (supe´rieures a` 105 triangles).
Le rendu est calcule´ en fonction d’une came´ra virtuelle, capable de se de´placer libre-
ment dans la sce`ne. Pour eˆtre conformes a` la re´alite´, les sce`nes contiennent ge´ne´ralement
des animations. Celles-ci peuvent eˆtre de deux types: rigides, ou` les objets subissent des
transformations dans un repe`re statique, par exemple des trappes, des portes, ...; ou bien
e´lastiques, ou` les objets subissent des de´formations dans un repe`re dynamique, comme
c’est ge´ne´ralement le cas des animations de personnages. L’animation de personnages, ou
le skinning (Eberly [Ebe06]), se de´compose en deux couches superpose´es, le squelette et
une surface, la peau, qui le recouvre et dont les mouvements sont calcule´s par rapport
aux animations du squelette (Figure 3.2). Ce type d’animation implique des difficulte´s
supple´mentaires par rapport aux animations rigides : il est par exemple ne´cessaire de re-
calculer a` chaque image la boˆıte englobante de l’objet et de mettre a` jour les structures
de partitionnement, lorsqu’un tel type de structures est utilise´.
Pour notre calcul de la visibilite´ nous nous basons sur une hypothe`se de bon de´coupage
de la sce`ne en objets, de manie`re se´mantique, avec une cohe´rence spatiale des objets.
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Figure 3.2 – Animation de personnage base´e sur un squelette recouvert de peau.
Cependant, si cette hypothe`se n’est pas ve´rifie´e, des baisses de performances peuvent
apparaˆıtre. En effet, en fonction de la provenance des sce`nes, les re`gles de de´coupage
en objets peuvent eˆtre diffe´rentes. Par exemple, pour les sce`nes CAO utilise´es pour la
construction ou la maintenance des avions, les objets ayant les meˆmes fonctions peuvent
eˆtre joints, meˆme s’ils se trouvent dans des endroits oppose´s de la sce`ne. Nous pouvons
retrouver dans ce cas les ailes d’un avion dans un seul et meˆme objet. Un autre exemple
concerne les sce`nes qui sont de´finies comme un ensemble de triangles, sans connectivite´
explicite (appele´es aussi ”soupe de triangles”). Ce type de sce`ne peut eˆtre traite´ comme
e´tant constitue´ d’un seul objet, ou au contraire, en conside´rant un objet par triangle,
ce qui engendre dans les deux cas un couˆt e´leve´ de traitement. Il est alors recommande´
d’effectuer un re-de´coupage de la sce`ne afin d’augmenter les performances du pipeline de
rendu.
Une telle me´thode a e´te´ propose´e dans notre article, Doran et al. [DP10]. Afin d’ac-
croˆıtre l’efficacite´ du pipeline de rendu, nous proposons de recalculer le graphe de sce`ne,
en de´coupant chaque objet de base de la sce`ne en composantes connexes. Pour quantifier
la qualite´ du de´coupage de la sce`ne nous mesurons le taux d’occlusion comme le rapport
entre la quantite´ de triangles invisibles de´termine´e lors du rendu par notre approche et la
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quantite´ totale de triangles invisibles mesure´e lors du rendu final, pour un certain point
de vue. Notre but est de calculer un taux d’occlusion maximal ( '100%) ce qui e´quivaut
a` un recouvrement optimal de la boˆıte englobante de l’objet par rapport a` taille re´elle de
l’objet. Un tel recouvrement limite les faux positifs lors du calcul de l’occlusion culling
et donc implicitement le temps de calcul de cette e´tape. Cette me´thode, de´crite dans la
section 3.2, est utilise´e comme e´tape de pre´calcul pour les sce`nes ayant un de´coupage non
optimal mais n’est en aucun cas obligatoire.
Notre pipeline de rendu se base sur un algorithme de ”tri au milieu” (”sort-middle”),
de´fini par Molnar et al. [MCEF94]. Les triangles de´ja` transforme´s dans l’espace e´cran
sont trie´s par profondeur et redistribue´s pour eˆtre traite´s avant la phase de discre´tisation
hie´rarchique. Cette phase s’appuie sur un syste`me hie´rarchique tuile´, comme le de´crit
Greene et al. [GKM93]. Notre hie´rarchie est limite´e a` trois niveaux de profondeur (Figure
3.3). Le niveau le plus fin de la pyramide a la re´solution de l’image finale et contient les
pixels du Z-Buffer complet (tampon de profondeur). Ensuite, des carre´s de seize pixels
de coˆte´ (16x16 pixels) du tampon de profondeur sont regroupe´s pour obtenir le deuxie`me
niveau, que nous qualifions de ”tuiles interme´diaires”. Le niveau le plus grossier est forme´
par des tuiles couvrant des carre´s de soixante-quatre pixels (64x64 pixels) du tampon de
profondeur, donc seize tuiles interme´diaires. Nous nous y re´fe´rerons simplement par le
terme de ”tuiles”. Le dernier niveau est utilise´ pour la paralle´lisation du traitement des
triangles pendant la phase de discre´tisation hie´rarchique.
Figure 3.3 – La pyramide hie´rarchique avec trois niveaux de profondeur.
L’e´tape de dilatation se base sur le calcul d’une boˆıte englobante 2D optimale de
chaque triangle plutoˆt que sur une dilatation uniforme (section 3.6). Ce type de dilata-
tion subdivise donc cette boˆıte englobante 2D en plusieurs triangles pour un traitement
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futur, introduisant ainsi en moyenne cinq triangles par triangle original. Afin de limiter la
quantite´ de triangles envoye´e a` la carte, nous avons introduit un test supple´mentaire. Ce
test compare, a` chaque image et pour chaque objet visible, la quantite´ de triangles dans
l’objet de base avec la quantite´ moyenne estime´e apre`s la dilatation. Si la quantite´ de
triangles de base de l’objet est infe´rieure a` celle de´termine´e par l’e´tape de dilatation, nous
utilisons l’objet de base pour le rendu final. Meˆme si cette me´thode implique le rendu de
triangles possiblement invisibles ou oriente´s dans le sens oppose´ a` la came´ra, elle optimise
la quantite´ de triangles en sortie de cette e´tape, en la re´duisant.
Afin d’obtenir un rendu temps re´el, nous avons mis en place dans le cadre de notre
pipeline un syste`me d’occlusion culling base´ sur la cohe´rence temporelle. Comme nous
l’avons vu dans l’e´tat de l’art, un de´placement uniforme de la came´ra permet de valori-
ser cette cohe´rence du rendu, les meˆmes objets e´tant visibles pendant plusieurs images
conse´cutives. Les objets sont conside´re´s comme visibles ou invisibles lors du rendu. En
fonction de cet e´tat, ils sont traite´s par les quatre premie`res e´tapes de notre pipeline s’ils
sont visibles, ou par la dernie`re e´tape s’ils sont invisibles. S’ils sont invisibles, seule une
version simplifie´e de l’objet sera traite´e lors de l’e´tape d’occlusion culling. Cette technique
permet donc de limiter la quantite´ d’objets, et donc de triangles discre´tise´s, envoye´s a` la
carte.
Les e´tapes de notre pipeline sont traite´es de manie`re se´quentielle et chaque e´tape est
calcule´e en paralle`le par plusieurs threads, pour de meilleures performances. Nous avons
conc¸u le pipeline de fac¸on a` pouvoir traiter les donne´es de meˆme niveau en paralle`le.
Les e´tapes ne contiennent aucune section critique, celles-ci e´tant tre`s couˆteuses pour tout
syste`me paralle´lise´. Cela permet d’e´viter aussi les collisions de la me´moire. Ne´anmoins, des
ope´rations de synchronisation sont ne´cessaires entre les e´tapes afin d’assurer la cohe´rence
des donne´es lors des traitements successifs.
La Figure 3.4 et l’algorithme 1 pre´sentent l’enchaˆınement de traitements dans notre
pipeline de rendu, ou` :
– les e´tapes du pipeline, entie`rement paralle´lise´es, sont grise´es ;
– les connecteurs existants entre les e´tapes, qui ont des traitements se´quentiels ou
paralle´lise´s, sont repre´sente´s en blanc ;
– les structures de donne´es partage´es entre les e´tapes sont repre´sente´es par des ellipses.
L’ensemble de me´thodes utilise´es dans l’algorithme 1 font re´fe´rence aux e´tapes et aux
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Figure 3.4 – Le flux de donne´es et les traitements de notre pipeline de rendu.
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Nous noterons :
– EO l’ensemble des objets du graphe de sce`ne ;
– EOV F l’ensemble des objets situe´s a` l’inte´rieur du coˆne de visualisation ;
– ET l’ensemble des tuiles ;
– E4 l’ensemble des triangles visibles de´termine´s par l’e´tape de discre´tisation hie´-
rarchique ;
– ETS l’ensemble des tampons de sommets associe´s aux objets visibles ;
– EOI l’ensemble des objets invisibles de l’image pre´ce´dente.
Algorithm 1: Pipeline de rendu
1 RenduImage ()
2 forall Objet ∈ EO do
3 V iewFrustumCulling()(‖)
4 ——————– Synchronisation——————–
5 forall Objet ∈ EOV F do
6 if ObjetV isible(Objet) then
7 PreparationDesTriangles(Objet)(‖)
8 ——————– Synchronisation——————–





14 forall Triangle ∈ E4 do
15 DilatationDesTriangles(Triangle)(‖)
16 ——————– Synchronisation——————–




21 forall ObjetInvisible ∈ EOI do
22 OcclusionCulling(ObjetInvisible)(‖)
– (→) repre´sente un traitement se´quentiel ;
– (‖) repre´sente une e´tape ou un traitement paralle´lise´ ;
– RenduImage() est la fonction de rendu pour une seule image ;
– Synchronisation repre´sente une ope´ration de synchronisation entre deux e´tapes
du pipeline de rendu, qui vise a` attendre la fin de l’e´tape pre´ce´dente avant d’exe´cuter
l’e´tape suivante ;
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– V iewFrustumCulling() de´termine les objets qui se trouvent a` l’inte´rieur du coˆne
de visualisation et de´termine l’ensemble EOV F ;
– ObjetV isible(Objet) ve´rifie si l’objet e´tait visible a` l’image pre´ce´dente ou s’il l’est
devenu lors de l’e´tape d’occlusion culling ;
– PreparationDesTriangles(Objet) repre´sente la premie`re e´tape de notre pipeline
de rendu (Cf. Figure 3.4). Elle de´termine l’ensemble EOI ;
– DiscretisationHierarchique(Tuile) repre´sente la deuxie`me e´tape de notre pipe-
line de rendu (Cf. Figure 3.4). Elle de´termine l’ensemble E4 ;
– FusionDesTamponsDeTrianglesEtTriParObjet() est charge´e de la fusion des
tampons de triangles obtenus en sortie de l’e´tape de discre´tisation hie´rarchique (un
tampon par thread). Une fois fusionne´s, les triangles visibles sont trie´s en fonction
de l’objet parent. Cette fonction permet aussi d’e´liminer tout doublon des triangles
du tampon des triangles visibles. La partie de tri par objet est exe´cute´e de manie`re
paralle´lise´e, graˆce a` la fonction hautement paralle´lise´e ippsSortRadixAscend de la
librairie Intel R© Integrated Performance Primitives (Intel R© IPP) 2. La partie qui
concerne l’e´limination des doublons est un traitement se´quentiel, exe´cute´ de manie`re
efficace graˆce aux fonctions de la librairie Standard C++ 3 ;
– InitialisationDesTamponsDeSommets() est charge´e d’initialiser un tampon de
sommets par objet visible et attribue a` chaque triangle de l’objet une position dans
ce tampon ;
– DilatationDesTriangles(Triangle) repre´sente la troisie`me e´tape de notre pipeline
de rendu (Cf. Figure 3.4). Elle de´termine l’ensemble ETS ;
– DiscretisationFinale(Tampon) repre´sente la quatrie`me e´tape de notre pipeline
de rendu (Cf. Figure 3.4) ;
– FusionDesTamponsObjetsInvisibles() est charge´e de la fusion des tampons d’ob-
jets invisibles obtenus en sortie de l’e´tape de pre´paration des triangles (un tampon
par thread) ;
– OcclusionCulling(ObjetInvisible) repre´sente la cinquie`me e´tape de notre pipe-
line de rendu (Cf. Figure 3.4).
Dans ce qui suit, nous pre´sentons comment les donne´es utilise´es sont structure´es tout
au long du pipeline de rendu, avant de de´tailler chacune des e´tapes. Nous identifions pour
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3.2 Pre´paration du graphe de sce`ne
Lors du rendu temps re´el, les performances peuvent eˆtre impacte´es de manie`re signi-
ficative par le partitionnement d’une sce`ne. Afin d’ame´liorer les re´sultats obtenus pour
des sce`nes ayant un partitionnement non-optimal, nous proposons (Doran et al. [DP10])
de recalculer le graphe de sce`ne avant le rendu. Ce recalcul se base sur un de´coupage de
chaque objet de base de la sce`ne en composantes connexes. Ces composantes sont ob-
tenues en fonction de la connectivite´ des triangles. Cette e´tape est re´alise´e de manie`re
gloutonne : un triangle de l’objet, choisi ale´atoirement, forme la composante courante γ.
Tous les voisins imme´diats de γ sont ensuite ajoute´s a` γ de manie`re ite´rative. Les com-
posantes connexes suivantes sont calcule´es de la meˆme fac¸on en re´pe´tant le processus sur
les triangles restants.
Nous mesurons la qualite´ du de´coupage de la sce`ne pour un certain point de vue par
le rapport entre la quantite´ de triangles invisibles de´termine´e lors du rendu par notre
approche et la quantite´ totale de triangles invisibles mesure´e en utilisant des ope´rations
d’occlusion query 4 lors de l’e´tape de discre´tisation finale sur GPU. La mise en place de
cette me´thode implique la cre´ation d’un BVH, soit a` partir des objets de base de la
sce`ne, soit a` partir des objets recalcule´s. Dans le Tableau 3.1 nous reprenons les re´sultats
pre´sente´s dans l’article, obtenus sur une sce`ne de test contenant 91.630 triangles pour
trois points de vue de la sce`ne de test (Figure 3.5, 3.6, 3.7).
Taux d’occlusion Taux d’occlusion
pour le BVH construit pour le BVH construit Gain(%)
a` partir des a` partir des
objets de base objets re´calcule´s
Point de vue 1 75 84 12
Point de vue 2 70 93 32,86
Point de vue 3 95 98 3,16
Tableau 3.1 – Comparaison entre le taux d’occlusion obtenu pour un BVH construit a`
partir des objets de base de la sce`ne et celui obtenu pour un BVH construit a` partir des
objets connexes recalcule´s.
Nous pouvons remarquer que cette me´thode de pre´calcul peut apporter une meilleure
pre´cision lors du calcul de d’occlusion pendant l’e´tape d’occlusion culling (5), ce qui per-
met d’optimiser les performances du rendu. Le gain obtenu est particulie`rement important
pour certains points de vue, comme l’illustre le deuxie`me cas de notre exemple.
4. http://www.opengl.org/registry/specs/NV/occlusion query.txt
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Figure 3.5 – Point de vue 1 utilise´ pour le calcul du taux d’occlusion dans la sce`ne de
test.
Figure 3.6 – Point de vue 2 utilise´ pour le calcul du taux d’occlusion dans la sce`ne de
test.
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Figure 3.7 – Point de vue 3 utilise´ pour le calcul du taux d’occlusion dans la sce`ne de
test.
37
Chapitre 3. Mise en place du pipeline de rendu
3.3 Structuration des donne´es
Cette section de´taille la structuration et l’utilisation des donne´es dans notre pipeline de
rendu. A chaque triangle d’un objet nous associons une structure contenant sa boˆıte englo-
bante 2D (le rectangle englobant) aligne´e aux axes, de´termine´e par xmin, xmax, ymin, ymax,
sa profondeur minimale zmin, et un identifiant unique permettant l’identification rapide
de l’objet parent. L’identifiant est obtenu en concate´nant l’adresse de l’objet parent et
le nume´ro d’ordre du triangle au sein de son objet parent. Une valeur supple´mentaire
permet de stocker la position du triangle dans son objet visible final, apre`s l’e´tape de
discre´tisation hie´rarchique. La taille totale d’un objet est de 32 octets. Il est important de
souligner que cette taille permet d’assurer l’alignement des donne´es en me´moire afin d’op-
timiser leur traitement. De plus, cet alignement est important car il permet d’ame´liorer
l’occupation me´moire lors du stockage et assure un chargement efficace des donne´es dans
la me´moire cache. Les informations des triangles sont calcule´es lors de la premie`re e´tape
de notre pipeline et sont ensuite re´utilise´es a` chaque e´tape.
Pour limiter la cre´ation d’objets et donc la fragmentation de la me´moire pendant
le rendu, un tampon statique de triangles est alloue´, au de´marrage de l’application. Ce
tampon est partage´ par tous les objets de la sce`ne et contient les triangles potentiellement
visibles de´termine´s par l’e´tape de pre´paration des triangles. De meˆme, nous utilisons un
tampon statique des sommets transforme´s, alloue´ au de´marrage de l’application, pour
l’ensemble d’objets visibles, qui permet d’augmenter la cohe´rence des donne´es dans la
me´moire. Ces tampons sont mis a` jour une seule fois par image et re´utilise´s ensuite par
toutes les e´tapes de notre pipeline de rendu.
Pour assurer la compatibilite´ avec l’allocation statique du tampon de sommets, au-
cune e´tape de clipping n’est effectue´e lors de la pre´paration des triangles, car cette e´tape
impliquerait la cre´ation de nouveaux sommets et triangles. De plus, ce traitement serait
particulie`rement couˆteux en terme de temps de calcul, a` cause du nombre d’ope´rations
ne´cessaires au calcul des points d’intersection avec le coˆne de visualisation et l’interpo-
lation de leurs attributs. Pourtant, comme la projection perspective des sommets situe´s
derrie`re le near plane produit des profondeurs incorrectes, il est ne´cessaire d’effectuer un
calcul supple´mentaire pour ce type de triangles. Cela assure leur traitement correct lors
des e´tapes suivantes. Pour cela, pendant la phase de pre´paration de triangles, l’intersec-
tion du triangle avec le near plane est calcule´e. Si un ou deux de ses sommets se trouvent
derrie`re ce plan, le coefficient d’interpolation line´aire de´termine´ par le point d’intersection
avec le near plane est alors stocke´ dans un tampon statique qui est commun a` tous les
objets, alloue´ au de´marrage de l’application. Ces coefficients seront utilise´s ulte´rieurement
lors de la phase de dilatation. Cette solution permet d’accroˆıtre la cohe´rence de la me´moire
38
3.3. Structuration des donne´es
utilise´e (les donne´es sont stocke´es de fac¸on contigue¨) mais aussi de limiter les calculs d’in-
terpolation des attributs des sommets uniquement aux triangles visibles, avant l’e´tape de
discre´tisation finale.
Les informations de chaque triangle, a` savoir le rectangle englobant et la profondeur
minimale, tiennent compte de l’intersection du triangle avec le near plane afin d’assurer la
cohe´rence des donne´es lors de la discre´tisation hie´rarchique, si une telle intersection existe.
En effet, lorsque l’un des sommets se trouve derrie`re la came´ra, la valeur projete´e du
sommet peut produire des valeurs non repre´sentatives. Par exemple, un point se trouvant
derrie`re le near plane peut eˆtre projete´ dans une position plus e´loigne´e que le far plane,
cre´ant donc une boˆıte englobante tre`s large. Pour e´viter de de´terminer une association
errone´e du triangle concerne´ a` un nombre important de tuiles pour la discre´tisation, cette
boˆıte doit eˆtre limite´e a` sa taille re´elle. Tout objet ou triangle invisible n’est pas mis a`
jour.
Les trois tampons statiques, celui de triangles, celui de sommets et celui de clipping,
sont alloue´s une seule fois et leur taille est calcule´e en fonction du nombre de triangles
de la sce`ne. Toutes les donne´es et leurs relations sont repre´sente´es dans la Figure 3.8.
Pour chaque face d’un objet du graphe de sce`ne, nous construisons un triangle dans le
tampon de triangles, en utilisant la structure de´crite pre´ce´demment. Les coordonne´es des
sommets, transforme´es dans l’espace came´ra (espace homoge`ne avant multiplication par
la matrice de projection), dans l’espace projete´ (clip-space, espace apre`s la multiplication
avec la matrice de projection) et dans l’espace e´cran ( espace apre`s la transformation des
coordonne´es par rapport au viewport) sont stocke´es dans le tampon de sommets avec :
– (v0C , v1C , v2C) les trois sommets dans l’espace came´ra ;
– (v0P , v1P , v2P ) les trois sommets dans l’espace projete´ ;
– (v0E, v1E, v2E) les trois sommets dans l’espace e´cran.
Les coordonne´es dans l’espace came´ra sont utilise´es pour le recalcul des sommets situe´s
derrie`re le near plane, lors de l’e´tape de discre´tisation hie´rarchique. Afin de n’effectuer la
transformation de l’espace projete´ dans l’espace e´cran qu’une seule fois pour chaque tri-
angle, les coordonne´es dans l’espace e´cran sont stocke´es aussi dans le tampon de sommets
et seront utilise´es lors de l’e´tape de discre´tisation. Comme les coordonne´es sont stocke´es
de manie`re aligne´e en me´moire, cette transformation est effectue´e de fac¸on paralle´lise´e,
en utilisant des ope´rations SSE2 5 (Streaming SIMD Extensions 2), de type SIMD (Flynn
[Fly72]). Finalement, les coordonne´es projete´es sont ne´cessaires lors de l’interpolation des
sommets cre´e´s par l’intersection avec le near plane pendant l’e´tape de dilatation. Elles
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Les informations de clipping, c’est-a`-dire les trois coefficients d’interpolation des som-
mets (un par sommet), (α0, α1, α2, n), sont stocke´es au meˆme niveau, dans le tampon de
clipping. Meˆme si aucune intersection du triangle avec le near plane n’existe, des coef-
ficients d’interpolations nuls sont stocke´s afin de pre´server une repre´sentation cohe´rente
entre les trois tampons statiques. En plus de ces trois coefficients, un parame`tre supple´-
mentaire, n, nous permet de retrouver rapidement la quantite´ de triangles apre`s l’inter-
section avec le near plane, c’est-a`-dire soit un seul triangle si deux des sommets sont situe´s
derrie`re ce plan, soit deux triangles pour un seul sommet. Ce parame`tre supple´mentaire
permet aussi d’assurer l’alignement des donne´es dans la me´moire, car la taille d’informa-
tions par triangle pour ce tampon est de 16 octets.
La paralle´lisation des e´tapes s’effectue en utilisant un ensemble fini de threads, re´utilise´s
pour chaque e´tape. Le cardinal de l’ensemble de threads est e´gal au nombre de threads
physiques maximal de la machine utilise´e. Les threads effectuent pour chaque e´tape un
traitement diffe´rent, ce qui induit un changement automatique de granularite´ lors des
traitements. Par exemple, lors de l’e´tape de pre´paration des triangles, un thread ge`re l’en-
semble des triangles d’un objet. Lors de l’e´tape de discre´tisation hie´rarchique, ce meˆme
thread traite l’ensemble des triangles associe´s a` une tuile, qui proviennent de plusieurs
objets distincts. La paralle´lisation se´pare´e de chaque e´tape impose donc des synchronisa-
tions a` la fin du traitement de chaque e´tape, ce qui peut provoquer l’apparition de goulots
d’e´tranglement. Ne´anmoins, ce traitement assure la cohe´rence des donne´es et permet d’ef-
fectuer leur calcul une seul fois par image. Afin d’e´viter, dans le cadre d’une e´tape, toute
ope´ration de synchronisation entre les threads, qui peut introduire des blocages au sein
des traitements des donne´es, chaque thread e´crit ses re´sultats dans un tampon se´pare´. Ces
tampons sont fusionne´s ensuite en sortie pour effectuer la liaison avec l’e´tape suivante,
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Figure 3.8 – Structures de donne´es utilise´es dans le pipeline de rendu.
41
Chapitre 3. Mise en place du pipeline de rendu




Figure 3.9 – L’e´tape de pre´paration des triangles (en vert) dans notre pipeline de rendu.
La premie`re e´tape de notre pipeline (Figure 3.9) consiste a` convertir les objets en
entre´e en une liste de triangles par tuile 64x64 (Figure 3.10). Les sommets des triangles
des objets visibles sont d’abord transforme´s dans l’espace came´ra, dans l’espace projete´
et dans l’espace e´cran et sont stocke´s ensuite dans le tampon de sommets. Puis, un test
de back-face culling et un test des triangles de´ge´ne´re´s permettent d’e´liminer tout triangle
invisible. Finalement, une discre´tisation des boˆıtes englobantes 2D des triangles au niveau
des tuiles permet d’associer a` chaque tuile sa liste de triangles potentiellement visibles.
Object 1 ▲1  
Object 2
Object n






Test de back-face culling
Test triangles dégénérés




Figure 3.10 – E´tape de pre´paration des triangles.
Nous de´terminons donc d’abord les objets a` calculer situe´s a` l’inte´rieur du coˆne de vi-
sualisation, via un test de view-frustum culling. Les objets sont ensuite traite´s en paralle`le,
leurs triangles respectifs e´tant visite´s de manie`re se´quentielle.
Un premier parcours de la liste d’objets potentiellement visibles, de´termine´s par l’e´tape
d’occlusion culling de l’image pre´ce´dente, permet d’associer a` chaque objet une position
dans les tampons de triangles et de sommets. Ce parcours assure aussi un tri rapide
des objets en fonction de leur quantite´ de triangles, afin d’e´quilibrer le temps de calcul
des threads. De cette manie`re, les objets plus complexes seront traite´s en priorite´ ce qui
contribue a` limiter le temps de synchronisation a` l’issu du traitement (l’ope´ration de syn-
chronisation permet d’attendre la fin de l’exe´cution de l’ensemble des threads avant de
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commencer l’e´tape suivante). Chaque objet connaˆıt sa position dans chaque tampon et
chaque objet est traite´ par un seul thread. Ainsi, aucun acce`s concurrentiel aux donne´es
n’est possible. Cette ope´ration facilite donc un traitement paralle´lise´, sans communications
entre les threads. Chaque thread prend en entre´e un objet de la liste des objets a` l’inte´rieur
du coˆne de visualisation, de manie`re ite´rative. Tous les triangles d’un objet sont stocke´s
de manie`re contigue¨, de meˆme que leurs sommets. Les identifiants des objets invisibles a`
l’image pre´ce´dente sont introduits dans un tampon se´pare´ qui sera traite´ ulte´rieurement.
Afin d’e´viter les ope´rations de synchronisation pour cette e´tape, notre syste`me posse`de
autant de tampons pour les objets invisibles que de threads physiques disponibles sur la
machine utilise´e. Les tampons sont alloue´s de manie`re dynamique en fonction de la quan-
tite´ d’objets invisibles de l’image pre´ce´dente, afin de minimiser le nombre de reallocations
me´moire ne´cessaire. De cette fac¸on, chaque thread e´crit dans son propre tampon. A la fin
du traitement de l’ensemble des objets, une ope´ration de fusion de ces tampons permet
d’obtenir un unique tampon final qui contient la globalite´ des objets invisibles a` tester.
L’algorithme de´marre par une transformation de tous les sommets des objets poten-
tiellement visibles de l’espace objet dans l’espace came´ra, dans l’espace projete´ et dans
l’espace e´cran, en les multipliant par les matrices de transformation correspondantes. Ce
traitement s’exe´cute en paralle`le, en utilisant des ope´rations SSE2. Les sommets ainsi
transforme´s sont stocke´s dans le tampon statique. L’e´tape suivante consiste a` reformer,
a` partir des sommets transforme´s, les triangles de l’objet. Un test de back-face culling
de´termine ensuite les faces de l’objet qui sont oriente´es dans le sens oppose´ a` la came´ra et
qui peuvent donc eˆtre e´limine´es du processus de rendu. Ce test est effectue´ avant la divi-
sion perspective afin de traiter correctement tout triangle contenant des sommets situe´s
derrie`re le near plane. Cette me´thode permet de diminuer d’environ 50% les triangles vi-
sibles d’une sce`ne (Figure 3.11), donc de re´duire pour la suite la quantite´ d’informations
a` traiter.
Comme nous l’avons vu dans la section 3.3, nous avons utilise´ des tampons statiques
pour stocker les triangles et les sommets transforme´s, afin de pre´server la cohe´rence des
donne´es. Cette solution est donc incompatible avec une e´tape de clipping classique, car
cette dernie`re introduirait de nouveaux triangles et sommets. Pour assurer un re´sultat
correct, nous l’avons remplace´ par un test simplifie´ qui e´vite la cre´ation de nouveaux
e´le´ments. Les triangles comple`tement en dehors de l’un des plans du coˆne de visualisation
sont e´limine´s par un test e´le´mentaire de signe. Pour les autres, nous calculons uniquement
l’intersection avec le near plane, car c’est le seul plan qui peut produire des profondeurs
incorrectes lors de la projection perspective. Le coefficient d’interpolation line´aire (Cf.
section 3.3), pour chaque point d’intersection, est alors stocke´ dans le tampon statique
correspondant. Le calcul de cette intersection permet la mise a` jour de la boˆıte englobante
43
Chapitre 3. Mise en place du pipeline de rendu
Figure 3.11 – Visualisation en mode wireframe (en haut) d’un objet sans test de back-
face culling (a` gauche), avec le test (a` droite) et le re´sultat dans les deux cas (en bas).
2D et de la profondeur minimale de chaque triangle de manie`re correcte.
Ensuite, les coordonne´es des triangles, jusqu’ici en nombres re´els, sont transforme´es en
entiers. Cette transformation permet d’e´liminer tout triangle couvrant moins d’un pixel,
tout en dilatant ou re´tre´cissant finement les autres. Une quantite´ nettement supe´rieure de
triangles de´ge´ne´re´s de la sce`ne est ainsi e´limine´e. En effet, en calculant l’aire du triangle
a` l’aide d’un produit vectoriel basique, nous pouvons de´terminer si l’aire occupe´e est non
nulle. Si ce n’est pas le cas, le triangle est de´ge´ne´re´ et est e´limine´ du rendu. Un triangle
peut eˆtre de´ge´ne´re´ pour un point de vue particulier et non de´ge´ne´re´ lorsque le point de
vue change. Ce calcul permet d’e´conomiser la discre´tisation et l’envoi des triangles qui ne
participent pas effectivement au rendu final.
Afin de paralle´liser efficacement l’e´tape de discre´tisation hie´rarchique (2) qui suit, les
triangles sont associe´s, en fonction de leur position dans l’espace e´cran, a` une ou plusieurs
tuiles. Une tuile (Figure 3.12) est de´finie par un identifiant, un point de de´but, c’est-
a`-dire son sommet supe´rieur gauche (xmin, ymin) et un nombre de tampons de triangles
couvrant la tuile, e´gal au nombre de threads physiques maximal de la machine utilise´e.
Cela assure que chaque thread puisse e´crire dans son tampon sans communiquer avec les
autres threads (Figure 3.14). Comme toutes les tuiles d’un meˆme niveau ont la meˆme
taille, un seul sommet suffit pour de´terminer l’aire couverte par la tuile. Les tampons
de triangles des tuiles sont alloue´s de manie`re dynamique en fonction de la quantite´ de
triangles de l’image pre´ce´dente, afin de minimiser le nombre de reallocations de la me´moire
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ne´cessaire. Ces tampons ne contiennent que des re´fe´rences vers les triangles du tampon
statique de triangles, ce qui permet d’associer un meˆme triangle a` plusieurs tuiles sans
produire des collisions de la me´moire. La tuile contient e´galement l’adresse de de´but de
ses informations dans le Z-Buffer (tampon de profondeur) et dans l’ID-Buffer (tampon
d’identifiants des triangles), car ces deux tampons ne sont pas stocke´s dans la me´moire
de manie`re line´aire (Cf. section 3.5).
Tuile   
Tampons de triangles 
Identifiant
Sommet supérieur gauche (xmin, ymin)
Adresse de début dans le Z-Buffer 
Adresse de début dans l'ID-Buffer 
Figure 3.12 – Structure d’une tuile.
Une discre´tisation rapide de la boˆıte englobante 2D des triangles nous permet de
de´terminer les tuiles potentiellement recouvertes par le triangle (Figure 3.13). Il s’agit ici
d’un test tuile couverte/non-couverte et non de l’intersection pre´cise entre les deux. Ce
test prend en compte les extre´mite´s de la boˆıte englobante afin de de´terminer les tuiles
recouvertes. Chaque triangle qui couvre une tuile est inse´re´ dans le tampon de triangles
a` discre´tiser de la tuile respective.
Figure 3.13 – La boˆıte englobante 2D (en vert) du triangle de´termine les tuiles poten-
tiellement recouvertes (en jaune).
45
Chapitre 3. Mise en place du pipeline de rendu
Thread1 Thread2 ThreadN...
Face1  Face2  
Objet i
Face3  Face4  Face5  
Face1  Face2  
Objet 1





N = Nombre maximal de threads de la machine
Données en entrée
         (1)
  Préparation 
 des triangles
Données en sortie 
Tuile 1
▲1  ▲1  ▲3  ▲4  ▲5  ...
Tampon de triangles Thread2
▲1  ▲2  ▲3  ▲1  ▲1  ......
...




Tampon d'objets invisibles Thread2
Objet k
Objet j
Objets invisibles à 
l'image précédente
Tampon de triangles Thread1
Tampon de triangles ThreadN... ...Tampon d'objets invisibles ThreadN
Tuile p
Tampon de triangles Thread2
▲3  ... ...
Tampon de triangles Thread1
Tampon de triangles ThreadN...
Objets visibles à 
l'image précédente
Face1  Face2  
Objet j








        (2) 
Discrétisation 
 hiérarchique
Figure 3.15 – L’e´tape de discre´tisation hie´rarchique (en vert) dans notre pipeline de
rendu.
La deuxie`me e´tape du pipeline de rendu (Figure 3.15) consiste a` discre´tiser l’ensemble
de triangles associe´ a` chaque tuile, a` de´terminer la visibilite´ de chacun et a` ge´ne´rer la liste








▲1  ▲1  
▲visibles Tuile2
▲1  ▲1  ▲3  
▲visibles+
+
▲1  ▲1  ▲3  ▲1  
▲1  ▲1  ▲1  
Tuile 1 
Tuile 2
▲1  ▲1  ▲2  ▲3  
▲2  ...
...
Figure 3.16 – E´tape de discre´tisation hie´rarchique.
3.5.1 Organisation de la hie´rarchie
Cette e´tape est paralle´lise´e sur la totalite´ des tuiles 64x64. Les tuiles ne se recouvrent
pas, ce qui permet une paralle´lisation sans besoins de communication ou de synchroni-
sation entre les threads. Si un triangle recouvre plusieurs tuiles, alors chaque tuile ne
discre´tisera que la partie correspondante du triangle.
La Figure 3.17 permet d’identifier le flux de donne´es pour l’e´tape de discre´tisation
hie´rarchique. Chaque thread prend en entre´e une tuile, de manie`re ite´rative. Cela permet
d’assurer un partage e´quilibre´ du travail entre les threads, car le temps de traitement d’une
tuile peut varier en fonction de son recouvrement.
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Thread1 Thread2 ThreadN...
Ensemble de threads
N = Nombre maximal de threads de la machine
Tuile 1
▲1  ▲1  ▲3  ▲4  ▲5  ...
Tampon de triangles Thread2
▲1  ▲2  ▲3  ▲1  ▲1  ......
...
Tampon de triangles Thread1
Tampon de triangles ThreadN...
Tuile p
...
Tampon de triangles Thread2
▲3  ... ...
Tampon de triangles Thread1




Tampon de triangles Thread2
... ...
Tampon de triangles Thread1
Tampon de triangles ThreadN...
Traitement des données
Tampon de triangles visibles Thread1
▲1  ▲3  ...▲3  ▲1  ▲4  
Tampon de triangles visibles ThreadN
        (2) 
Discrétisation 
 hiérarchique
Données en sortie 
...
Données en entrée 
Figure 3.17 – Flux de donne´es pour l’e´tape de discre´tisation hie´rarchique (2).
Tuile intermédiaire    
Variable indiquant si la tuile a été 
complètement remplie ou non
Nombre de pixels recouverts
Profondeur maximale des pixels recouverts
Figure 3.18 – Structure d’une tuile interme´diaire.
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Avant tout, les tampons de triangles de chacune des tuiles remplis a` l’e´tape pre´ce´dente
sont fusionne´s. L’obtention d’un unique tampon suite a` cette fusion permet de trier les
triangles par profondeur minimale. Afin d’optimiser le processus de discre´tisation, un test
rapide de visibilite´ (early-z test) est introduit sur l’ensemble des tuiles interme´diaires : de`s
que tous les pixels d’une tuile 16x16 sont recouverts, la profondeur maximale de la tuile
zmax est calcule´e, comme le maximum des profondeurs des fragments. Le premier triangle
ayant une profondeur minimale supe´rieure a` zmax peut alors eˆtre e´limine´, en meˆme temps
que tous les triangles restant dans le tampon de discre´tisation. La structure d’une tuile
interme´diaire est montre´e dans la Figure 3.18.
Nous avons de´termine´ expe´rimentalement que ce test est efficace uniquement pour des
tuiles 16x16. Son application a` des tuiles plus petites n’est pas rentable en terme de temps
de calcul. En effet, a` un niveau infe´rieur il faudrait appliquer ce test sur chaque pixel.
Ne´anmoins, afin d’optimiser les ope´rations de lecture et d’e´criture de la me´moire, des blocs
de 4x4 pixels sont de´ja` traite´s en paralle`le (Cf. algorithme 3), en utilisant tes techniques
SSE2. Cette paralle´lisation rend donc ce test inutile au niveau pixel. Sur des tuiles 64x64,
ce test n’apporte pas de gain significatif: comme la tuile doit eˆtre comple`tement couverte
pour pouvoir e´liminer des triangles, cette me´thode ne permet d’e´conomiser qu’un test
pour chacune de seize tuiles interme´diaires de la tuile courante.
3.5.2 Calcul du clipping
Afin de traiter correctement les triangles avec des sommets situe´s derrie`re le near
plane, nous avons utilise´ la me´thode propose´e par Olano et al. [OG97] pour corriger les
coordonne´es de ce type de sommets. Les auteurs proposent une solution rapide de recalcul
des coordonne´es dans l’espace e´cran, base´e sur les coordonne´es homoge`nes des sommets
(Mo¨bius [Mo¨27]), qui permet de ge´rer le clipping.
Pour faciliter la compre´hension de cette me´thode nous reprenons le calcul des coor-
donne´es de´crit par Olano et al. [OG97].
Pour toute fonction line´aire u dans un triangle, ou` (x, y, w) repre´sentent les coor-
donne´es 2D homoge`nes d’un sommet, et a, b, c les coefficients d’interpolation, l’e´quation
suivante est valable:
u = ax+ by + cw (3.1)
Les coordonne´es 2D non homoge`nes correctes par rapport a` la transformation pers-
pective (qui prend en compte l’effet de profondeur des points), sont obtenues avec une
division par w, pour w non nul :
49
Chapitre 3. Mise en place du pipeline de rendu
{
u/w = ax/w + by/w + c = aX + bY + c
w 6= 0 (3.2)
ou` X = x/w et Y = y/w repre´sentent les coordonne´es carte´siennes du sommet. La
fonction u/w est donc une fonction line´aire dans l’espace e´cran (X, Y ).
En utilisant l’e´quation 3.1, pour les trois sommets d’un triangle nous obtenons l’e´quation
3.3 : 
u0 = ax0 + by0 + cw0
u1 = ax1 + by1 + cw1
u2 = ax2 + by2 + cw2
(3.3)












x0 x1 x2y0 y1 y2
w0 w1 w2
 (3.5)

















Dans notre cas, le parame`tre u est remplace´ par la profondeur des sommets, en coor-
donne´es homoge`nes. Pour de´terminer la profondeur finale, en coordonne´es non homoge`nes
avec correction perspective, nous devons calculer u/w, pour w non nul. Il faut donc in-
terpoler 1/w, pour obtenir cette profondeur finale. En remplac¸ant la fonction u par 1, on




















aXi + bYi + c
awXi + bwYi + cw
(3.8)
Aucune ope´ration directe avec la composante w n’est ne´cessaire pour ce calcul (ni
multiplication, ni division), ce qui permet d’e´viter tout proble`me de w ne´gatif (pour les
sommets situe´s derrie`re le near plane) ou nul, contrairement au clipping classique. Les
coefficients d’interpolation a, b et c ne sont pas de´pendants du point d’intersection, mais
constants pour chaque triangle. La matrice M−1 peut eˆtre calcule´e une seule fois par
triangle lors de la phase de pre´paration des triangles. Cette technique peut eˆtre utilise´e
avec n’importe quel moteur de rendu base´ sur la discre´tisation des primitives, et peut
donc s’inte´grer facilement a` notre pipeline de rendu.
3.5.3 Le processus de discre´tisation
Le processus de discre´tisation s’initialise avec le calcul de l’intersection entre la boˆıte
englobante 2D du triangle et la tuile courante. Cela permet de re´duire la zone de test a`
celle qu’ils ont en commun. Par rapport au test d’intersection de l’e´tape de pre´paration
des triangles, ce calcul de´termine de manie`re pre´cise le rectangle commun aux deux
e´le´ments. Pour trouver les fragments visibles, chaque point situe´ dans cette aire com-
mune est d’abord teste´ par rapport aux trois areˆtes du triangle courant. L’e´quation de
l’areˆte de´finie par les deux points (xA, yA) et (xB, yB) est :
(xB − xA)(y − yA)− (yB − yA)(x− xA) = 0 (3.9)
Tout point P de coordonne´es (x, y) qui ne se situe pas sur l’areˆte (AB), satisfait une
des relations ci-dessous (e´quation 3.10 ou 3.11), suivant le demi-plan auquel il appartient.
(xB − xA)(y − yA)− (yB − yA)(x− xA) < 0 (3.10)
(xB − xA)(y − yA)− (yB − yA)(x− xA) > 0 (3.11)
Si le point P est a` l’inte´rieur du triangle (l’e´quation 3.11 est ve´rifie´e pour chacune des
areˆtes du triangle), alors la profondeur du point est compare´e a` celle existante dans le
Z-Buffer. Si le point est plus proche de la came´ra, alors il met a` jour le Z-Buffer et les
informations ne´cessaires pour le early-z test, c’est-a`-dire le nombre de pixels recouverts et
le zmax de la tuile interme´diaire.
L’algorithme commence par tester si le triangle courant peut eˆtre e´limine´ par le test de
early-z, pour chaque tuile interme´diaire de la tuile recouverte. Ensuite, un test e´le´mentaire
de signes des e´quations des areˆtes permet d’e´liminer les triangles ne couvrant pas la
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tuile interme´diaire courante. Ce test ve´rifie si les sommets de la tuile interme´diaire sont
a` l’inte´rieur du triangle. Si les quatre sommets sont en dehors d’une des arreˆtes, alors
le triangle ne recouvre pas la tuile interme´diaire. Dans le cas des tuiles interme´diaires
couvertes entie`rement ou partiellement couvertes, nous traitons des blocs de 4x4 fragments
du triangle simultane´ment. Chaque bloc de quatre fragments est calcule´ en paralle`le, en
utilisant des techniques SSE2. Les informations d’un fragment, telles que la profondeur
ou la valeur des e´quations des areˆtes, ne sont pas recalcule´es pour chacun des points
teste´s, mais mis a` jour lors du de´placement dans la boˆıte englobante 2D, et ce de manie`re
ite´rative. Par exemple, pour le pixel (x+ 1, y) d’une areˆte E nous obtenons:
E(x+1,y) = (xB − xA)(y − yA)− (yB − yA)((x+ 1)− xA)
= (xB − xA)(y − yA)− (yB − yA)(x− xA)− (yB − yA)
= E(x,y) − (yB − yA) (3.12)
Paralle`lement au maintient du Z-Buffer, nous conservons un tampon d’identifiants,
l’ID-Buffer, qui stocke pour chaque pixel e´crit dans le Z-Buffer l’identifiant du triangle
parent. L’ID-Buffer permet, une fois la discre´tisation hie´rarchique finie pour une tuile, de
de´terminer les triangles visibles du point de vue courant. En effet, par un simple parcours
de ses valeurs, chaque triangle qui a au moins un fragment visible est inse´re´ dans un
tampon final de triangles visibles. Notre syste`me dispose d’autant de tampons finaux
pour les triangles visibles que de threads physiques sur la machine utilise´e, afin d’e´liminer
tout proble`me de synchronisation entre les threads traitant les tuiles.
Dans l’algorithme 2, nous pre´sentons en pseudo-code notre syste`me de discre´tisation
avec :
– T la tuile 64x64 courante ;
– T∆ l’ensemble de triangles associe´s a` la tuile T ;
– Tt l’ensemble de tuiles interme´diaires associe´es a` la tuile T (16) ;
– t la tuile interme´diaire 16x16 courante ;
– tb l’ensemble de blocs 4x4 associe´s a` la tuile interme´diaire t ;
– b le bloc 4x4 courant ;




1 forall ∆ ∈ T∆ do
2 forall t ∈ Tt do
3 if (not(DiscretisationFinie(t))) then
4 if (TuilePleine(t) AND t.zmax < ∆.zmin) then
5 DiscretisationF inie(t)= true
6 else if (TuileCouverte(∆)) then
7 for b ∈ tb do





Les fonctions utilise´es sont les suivantes :
– DiscretisationF inie(t) ve´rifie si l’early-z test d’une tuile a de´ja` e´te´ satisfait par un
autre triangle ;
– TuileP leine(t) ve´rifie si tous les pixels de la tuile interme´diaire courante sont re-
couverts ;
– TuileCouverte(t) ve´rifie si la tuile interme´diaire courante est recouverte (entie`rement
ou partiellement) par le triangle ;
– BlocCouvert(t) ve´rifie si le bloc 4x4 courant est recouvert (entie`rement ou partiel-
lement) par le triangle ;
– DiscretisationParalleleQuatreP ixels(l) est charge´e de la discre´tisation en paralle`le
des quatre pixels de la ligne l du bloc 4x4 courant, en utilisant des fonctions SSE2.
Cette fonction est de´taille´e dans l’algorithme 3.
Nous noterons :
– l la ligne courante a` discre´tiser ;
– A(x1...4) la valeur de l’e´quation de l’areˆte A dans les points x1, x2, x3, x4 de la ligne
l ;
– minV alXi la valeur minimale des trois e´quations des areˆtes du triangle courant
dans le point xi.
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Algorithm 3: Discre´tisationParalle`leQuatrePixels(l)
1 (minV alX1,minV alX2,minV alX3,minV alX4) =
min(A1(x1...4), A2(x1...4), A3(x1...4))




Les fonctions utilise´es sont les suivantes :
– FragmentInterieur() ve´rifie si au moins un des quatre fragments est a` l’inte´rieur
du triangle. En effet, si au moins une des quatre minV alXi est positive, alors il
existe au moins un fragment potentiellement visible et donc la discre´tisation doit
eˆtre poursuivie;
– MiseAJourZBuffer() modifie le Z-Buffer pour les fragments ayant des profondeurs
plus petites que les valeurs existantes dans le Z-Buffer ;
– MiseAJourIDBuffer() modifie l’ID-Buffer pour les pixels e´crits dans le Z-Buffer ;
– MiseAJourTuileIntermediaire() modifie le nombre de pixels remplis et la profon-
deur maximale de la tuile interme´diaire courante, en fonction des modifications du
Z-Buffer.
3.5.4 Organisation de la me´moire
Afin d’accroˆıtre la cohe´rence en lecture et en e´criture de la me´moire utilise´e, le Z-Buffer
et l’ID-Buffer sont stocke´s d’une manie`re non line´aire (Figure 3.19), qui refle`te notre
processus de discre´tisation. En effet, les fonctions SSE2 que nous utilisons permettent de
traiter quatre valeurs en meˆme temps. C’est donc pour cela, que lorsque nous traitons des
blocs de 4x4 pixels en paralle`le, il faut que ceux-ci soit charge´s de manie`re aligne´e dans la
me´moire cache. Ainsi, les pixels sont d’abord range´s en seize blocs de 4x4 afin de former
des tuiles interme´diaires, qui a` leur tour se succe`dent pour former une tuile 64x64. Les
tuiles sont dispose´es finalement de manie`re line´aire dans l’image finale.
Une dernie`re partie permet de fusionner les tampons finaux des triangles correspon-
dants aux threads et de les trier par objets. L’ope´ration de fusion n’est pas paralle´lise´e car
elle impliquerait un couˆt e´leve´ de synchronisation entre les threads. Le tri par objet est
effectue´ de fac¸on paralle´lise´e, en rangeant les triangles par adresse. Comme nous l’avons
explique´ dans la section pre´ce´dente, tous les triangles d’un objet sont stocke´s dans le
tampon statique de triangles de manie`re contigue¨. Cela assure un tri par objets facile lors
de cette e´tape, ne´cessaire ensuite lors de la dilatation des triangles. Cette ope´ration est
effectue´e en utilisant des fonctions hautement paralle´lise´es de la libraire Intel R© Integra-
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4x4 16x16 64x64 Z-Buffer
Figure 3.19 – Organisation non-line´aire du Z-Buffer et de l’ID-Buffer.
ted Performance Primitives (Intel R© IPP). Une deuxie`me partie de cette ope´ration permet
d’enlever les doublons. En effet, un triangle couvrant plusieurs tuiles peut se retrouver
inse´re´ plusieurs fois dans la liste finale. A la fin de cette e´tape, nous obtenons un seul
tampon de triangles visibles, preˆts a` eˆtre dilate´s.
3.6 Dilatation des triangles
       (3)
  Dilatation 
des triangles
Figure 3.20 – L’e´tape de dilatation des triangles (en vert) dans notre pipeline de rendu.
La troisie`me e´tape de notre pipeline de rendu (Figure 3.20) cre´e un tampon de som-
mets par objet visible, ne contenant que les sommets des triangles visibles dilate´s (Fi-
gure 3.21). La discre´tisation hie´rarchique des triangles a` l’e´tape pre´ce´dente permet de
de´terminer la liste d’e´le´ments visibles. Ceux-ci sont ensuite trie´s par objet afin de faciliter
la paralle´lisation de l’e´tape de dilatation. Les tampons cre´e´s par cette e´tape, contenant les
attributs des sommets, sont envoye´s au processeur d’affichage final lors de l’e´tape suivante.
Pour acce´le´rer l’algorithme, lors du de´placement de la came´ra nous calculons le rendu
sur un tampon ayant une hauteur et une longueur deux fois plus petites que celles du rendu
final. Cette proportion, de´termine´e expe´rimentalement, permet un rapport gain/artefacts
visuels optimal, tout en restant parame´trable. Cette re´duction de la taille du tampon de
rendu peut cre´er des trous dans l’image finale. En effet, des petits triangles couvrant moins
d’un pixel dans le tampon de calcul sont ignore´s lors de la discre´tisation hie´rarchique,
ce qui cre´e des artefacts dans l’image finale. Cette e´tape assure un rendu sans trous, en
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▲visibles
▲1  











▲1  ▲1  ▲3  ▲1  
Figure 3.21 – E´tape de dilatation des triangles.
calculant une petite dilatation des triangles visibles, cachant ainsi les triangles manquants.
Ne´anmoins, lors de l’arreˆt de la came´ra, nous proposons un rendu haute qualite´, sur un
tampon de calcul de la taille de l’image finale, afin de permettre l’analyse de´taille´e de la
sce`ne.
Une premie`re ope´ration d’initialisation des tampons de sommets parcourt la liste des
triangles et permet d’associer a` chacun une position de de´but de ses sommets dans le
tampon de sommets correspondant. La dilatation des triangles est effectue´e en utilisant
la me´thode propose´e par Hasselgren et al. [HAMO05]. Cette me´thode de dilatation est
pre´fe´rable a` une dilatation uniforme qui est de´termine´e par l’e´cartement de chaque areˆte
d’une valeur δ, dans la direction de sa normale, vers l’exte´rieur du triangle (Figure 3.22).
Cette dilatation uniforme peut en effet produire l’e´tirement des triangles tre`s fins avec un





Figure 3.22 – Dilatation uniforme d’un triangle.
La me´thode de Hasselgren et al. [HAMO05] permet d’e´viter tels artefacts en calculant
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Figure 3.23 – Dilatation uniforme d’un triangle fin.
la boˆıte englobante optimale 2D d’un triangle (Figure 3.24). Cette boˆıte englobante est
de´termine´e par les positions des trois normales aux areˆtes. La position relative des nor-
males de´termine le nombre de sommets a` inse´rer pour remplacer chaque sommet de base.
Dans ce qui suit, un quadrant est de´fini par l’intersection de deux demi-plans de´limite´s par
les deux axes d’un repe`re orthogonal. La semi-diagonale d’un quadrant est la bissectrice
qui a pour origine le point d’intersection des deux axes et qui appartient a` ce quadrant
(Figure 3.25).
Soit a1 et a2 deux areˆtes d’un triangle. Soit A le point d’intersection entre a1 et
a2. Soit R un repe`re orthogonal ayant A pour origine. Soit n1 et n2 les demi-droites
respectivement orthogonales a` a1 et a2, ayant toutes deux pour origine le point A et
n’intersectant pas le triangle conside´re´. Trois cas de dilatation sont alors possibles:
– si les deux demi-droites n1 et n2 appartiennent au meˆme quadrant de R, alors un
seul point, A′, de´fini comme la translation de A sur la semi-diagonale de ce quadrant
est ne´cessaire pour remplacer l’ancien sommet (Figure 3.26 a) ;
– si les deux demi-droites n1 et n2 appartiennent a` des quadrants de R voisins
(dont l’intersection est une demi-droite), alors deux points, A′ et A′′, de´finis comme
la translation de A sur les semi-diagonales de ces deux quadrants sont ne´cessaires
pour remplacer l’ancien sommet (Figure 3.26 b) ;
– si les deux demi-droites n1 et n2 appartiennent a` des quadrants de R oppose´s (dont
l’intersection est l’origine de R), alors trois points sont ne´cessaires pour remplacer
l’ancien sommet : deux points, A′ et A′′, de´finis comme la translation de A sur les
semi-diagonales des deux quadrants et un troisie`me, A′′′, de´fini comme la translation
de A sur la semi-diagonale du quadrant interme´diaire, dans le sens du parcours du
triangle (Figure 3.26 c).
Une deuxie`me me´thode propose´e dans le meˆme article sugge`re de cre´er une dilatation
uniforme du triangle, tel que nous l’avons vu dans notre exemple (Figure 3.22), puis de
limiter sa discre´tisation a` sa boˆıte englobante optimale (Figure 3.24). Cette me´thode est
moins couˆteuse du point de vue du calcul et n’implique pas la cre´ation de nouveaux
sommets. Ne´anmoins, elle implique des modifications sur le processeur d’affichage final,
incompatibles avec notre objectif, celui d’obtenir un syste`me ge´ne´rique et portable.
Le facteur de dilatation est repre´sente´ par la longueur du segment [AA’]. Il de´pend du
ratio entre la taille du tampon de discre´tisation hie´rarchique et celle de la discre´tisation fi-
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Figure 3.24 – ”Conservative Rendering Algorithm” [HAMO05]. Boˆıte englobante 2D
optimale d’un triangle.
Figure 3.25 – Les quatre quadrants possibles sont de´termine´s par l’intersection des axes







Figure 3.26 – ”Conservative Rendering Algorithm” [HAMO05]. Les trois cas possibles
de dilatation.
nale. Expe´rimentalement, pour une re´solution maximale de 1920x1080, nous avons de´termi-
ne´ qu’un tampon de discre´tisation hie´rarchique ayant la moitie´ de la taille du tampon final
permet d’obtenir un rapport gain/qualite´ de rendu optimal. Au dela`, des alte´rations ma-
jeures de l’image finale peuvent apparaˆıtre, notamment au niveau des objets de´taille´s.
Dans ce cas, nous avons de´termine´ qu’une dilatation de 0.4 fois la taille d’un pixel du
tampon de discre´tisation hie´rarchique suffit pour remplir tous les trous et ne cre´e pas d’ar-
tefacts visuels perceptibles lors du de´placement. Nous pouvons remarquer dans l’agrandis-
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sement (Figure 3.27) un aspect un peu grossier des triangles dilate´s, qui reste ne´gligeable
dans l’image globale.
Cette e´tape peut eˆtre effectue´e, soit sur le GPU dans l’e´tage de geometry shader
(Akenine-Mo¨ller et al. [AMHH08]) si celui-ci est disponible sur la carte graphique utilise´e,
soit sur le CPU si ce n’est pas le cas. Pour une imple´mentation de cette e´tape sur le GPU,
l’e´tage de geometry shader est indispensable car lui seul peut cre´er de nouveaux triangles
en sortie, ce qui est ne´cessaire pour notre dilatation. Dans ce cas, cette e´tape s’occupe
seulement de remplir les tampons de sommets avec les sommets des triangles visibles,
de´termine´s par l’e´tape de discre´tisation hie´rarchique.
Lorsque le GPU est assez performant et dispose d’un e´tage de geometry shader, l’e´tape
de dilatation des triangles est syste´matiquement confie´e a` celui-ci. Ne´anmoins, lorsque le
taux d’amplification des primitives est trop important (plus de 16 primitives ge´ne´re´es
pour une primitive en entre´e), l’e´tage de geometry shader peut engendrer des baisses de
performances, car le GPU doit stocker en me´moire toutes les donne´es cre´e´es. Comme dans
notre cas le taux d’amplification est re´duit, cinq primitives sont ge´ne´ralement cre´e´es pour
une primitive en entre´e (et au maximum sept primitives pour une primitive en entre´e),
les performances de cet e´tage ne seront pas impacte´es et il repre´sente donc la me´thode la
plus efficace pour cette e´tape.
Dans une imple´mentation CPU, les triangles sont traite´s en paralle`le et les sommets
de´termine´s apre`s la dilatation sont ensuite stocke´s dans les tampons de sommets de chaque
objet parent.
Les tampons de sommets sont alloue´s une seule fois par objet, a` la taille de l’objet de
base, lorsque celui-ci devient visible. Ils sont ensuite re´utilise´s pour le reste des images
afin de limiter les ope´ration d’allocation.
Comme nous l’avons pre´cise´ dans la premie`re section de ce chapitre, en fonction de
la quantite´ de triangles visible par objet, nous pouvons estimer le nombre de triangles
apre`s dilatation. Ce nombre est compare´ avec le nombre de triangles de l’objet de base et
permet donc de choisir le rendu le moins couˆteux. De cette fac¸on le programme garantit
que la taille des tampons de sommets apre`s dilatation ne de´passe jamais la taille de l’objet
initial.
Dans les deux cas, apre`s l’initialisation des tampons de sommets, chaque thread rec¸oit
en entre´e un ensemble de triangles de la liste de triangles visible (Figure 3.28). La liste
de triangles visibles est donc divise´e par le nombre maximal de threads physiques de la
machine utilise´e, afin de repartir de manie`re e´quilibre´e la charge de travail.
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Figure 3.27 – Exemple de dilatation. En haut : rendu basse qualite´ lors du de´placement
sans l’e´tape de dilatation des triangles. En bas : rendu basse qualite´ lors du de´placement
avec l’e´tape de dilatation des triangles.
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Données en sortie 
Thread1 Thread2 ThreadN...
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▲1  ▲3  ...▲3  ▲1  ▲4  
Tampon de triangles visibles ThreadN
...
Tampon de sommets des 
triangles dilatés de l'objet 1
Tampon de sommets des 
triangles dilatés de l'objet P...
Tampon de sommets des 
triangles dilatés de l'objet i
       (3)
  Dilatation 
des triangles
P = Nombre maximal d'objets visibles
Données en entrée
...
Figure 3.28 – Flux de donne´es pour l’e´tape de dilatation des triangles (3) pour une
imple´mentation CPU.
Deux cas se pre´sentent pour les triangles ayant des sommets situe´s derrie`re le near
plane. Si un triangle posse`de un seul sommet situe´ derrie`re le near plane, alors le triangle
concerne´ est subdivise´ en deux triangles, en de´terminant les deux sommets a` l’intersection
du triangle avec le plan. Les attributs de ces points (les normales, les tangentes, les
bitangentes et les coordonne´es des textures) sont ensuite interpole´s a` l’aide de coefficients
d’interpolation stocke´s pendant l’e´tape de pre´paration des triangles. Si le triangle posse`de
deux sommets situe´s derrie`re le near plane, alors il est remplace´ par un seul triangle. Le
nouveau triangle est obtenu en recalculant les deux sommets a` l’intersection du triangle
avec le plan. Les attributs de ces points sont interpole´s de la meˆme manie`re.
Dans les deux cas d’imple´mentation, CPU ou GPU, la dilatation est effectue´e en
coordonne´es espace e´cran et les sommets sont envoye´s de´ja` transforme´s au processeur
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d’affichage final. Le fait de transmettre les coordonne´es de´ja` transforme´es peut engendrer
des artefacts pour le calcul des coordonne´es de texture ou des couleurs des pixels. En
fait, une simple interpolation line´aire ne prendrait pas en compte l’effet de perspective
(Figure 3.29). Pour corriger ces artefacts, la composante 1/w des coordonne´es homoge`nes
doit eˆtre interpole´e (Blinn [Bli92]). Cette me´thode permet de calculer une interpolation
hyperbolique et d’obtenir ainsi une transformation perspective correcte. Pour cette raison,
nous devons envoyer ce parame`tre au processeur d’affichage final et calculer la correction
perspective lors de l’e´tape de discre´tisation finale.
Figure 3.29 – Proble`me de texture lie´ au manque de correction perspective.
3.7 Discre´tisation finale
       (4)
Discrétisation 
     finale
Figure 3.30 – L’e´tape de discre´tisation finale (en vert) dans notre pipeline de rendu.
L’e´tape de discre´tisation finale (Figure 3.30) consiste a` envoyer les tampons de som-
mets calcule´s lors de l’e´tape pre´ce´dente au processeur d’affichage final. Ces tampons
contiennent uniquement les sommets des triangles visibles au rendu final, graˆce a` notre
syste`me d’occlusion. Le processeur d’affichage final peut eˆtre aussi bien logiciel que mate´riel
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et doit permettre un traitement rapide des donne´es, le calcul de l’e´clairage, l’application
des textures et finalement le rendu de l’image ainsi calcule´e.
Le choix du processeur d’affichage final de´pend de l’architecture utilise´e. Nous per-
mettons de cette manie`re une meilleure portabilite´ de notre pipeline, qui est adaptable
a` la plupart des syste`mes actuels et qui peut eˆtre inte´gre´ rapidement a` tout moteur de
rendu.
Pour nos travaux, nous avons choisi un processeur d’affichage final mate´riel, imple´mente´
en utilisant les spe´cifications OpenGL 2.1 6.
Comme nous l’avons pre´cise´ dans la section pre´ce´dente (section 3.6), les coordonne´es
des triangles visibles sont envoye´es a` cette e´tape dans l’espace e´cran. Ainsi, lors de la
discre´tisation finale, les coordonne´es sont directement traite´es, sans aucune transformation
redondante.
3.8 Occlusion culling
             (5) 
  Occlusion Culling
Figure 3.31 – L’e´tape d’occlusion culling (en vert) dans notre pipeline de rendu.
La dernie`re e´tape de notre syste`me de rendu (Figure 3.31), l’occlusion culling, permet
de de´terminer les nouveaux objets visibles, dus au changement de point de vue, apre`s le
calcul de chaque image. Afin d’acce´le´rer le processus de rendu, nous avons mis en place un
syste`me d’occlusion culling base´ sur la cohe´rence temporelle (Mattausch et al. [MBW08]).
Nous supposons donc qu’un objet visible a` l’image n restera aussi visible en entre´e du
pipeline lors du calcul de l’image n+ 1, ce qui permet d’e´conomiser un test de visibilite´.
Lors de cette e´tape, une simplification des objets du graphe de sce`ne est utilise´e, c’est-
a`-dire leur boˆıte englobante 3D. Cela permet de limiter le temps de calcul. Comme nous
l’avons vu dans l’e´tat de l’art (chapitre 2), plusieurs types de boˆıtes englobantes existent
(Figure 2.9). Plus rapides a` calculer, les AABB, ne sont pas optimales du point de vue
recouvrement boˆıte/objet. Ce recouvrement est de´fini comme le rapport entre le volume
de l’objet et le volume de la boˆıte englobante 3D. Pour un recouvrement optimal, les
6. http://www.opengl.org/sdk/docs/man2/
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k-dop repre´sentent la meilleure solution mais impliquent un couˆt en temps de calcul non
ne´gligeable. Le meilleur compromis est d’utiliser les OBB. Rappelons que les OBB ont
un couˆt de construction comparable a` celui des AABB, pour un taux de recouvrement
supe´rieur ou e´gal. Elles sont stocke´es en me´moire en tant qu’objets ge´ome´triques forme´s
par douze triangles et permettent une discre´tisation efficace ulte´rieure. Ce calcul de la
visibilite´, base´ sur les OBB, assure un re´sultat conservatif, tout en diminuant la quantite´
d’informations a` traiter.
L’e´tape d’occlusion culling suit un enchaˆınement de sous-e´tapes. Une premie`re e´tape
de pre´paration de triangles des boˆıtes englobantes 3D des objets invisibles, permet de
de´terminer la liste des triangles des boˆıtes englobantes a` discre´tiser. Dans une deuxie`me
sous-e´tape, les triangles des boˆıtes englobantes sont discre´tise´s de manie`re hie´rarchique
pour trouver les objets potentiellement visibles. Cette discre´tisation s’effectue en fonc-
tion du Z-Buffer rempli pre´ce´demment, lors de l’e´tape de discre´tisation hie´rarchique du
pipeline.
Dans ce qui suit, nous pre´sentons les deux sous-e´tapes de l’occlusion culling, qui re-
prennent partiellement l’enchaˆınement d’ope´rations des deux e´tapes principales du pipe-
line.
3.8.1 Pre´paration des triangles pour l’occlusion culling
Cette sous-e´tape consiste a` calculer, a` partir des boˆıtes englobantes 3D des objets
invisibles, les triangles des boˆıtes englobantes potentiellement visibles (Figure 3.32).
OBB 1





Transformation des sommets OBB
Test de back-face culling OBB
Test triangles dégénérés OBB
▲ à discrétiser
▲2  ▲4  ▲10  ▲1  ▲3  ▲11  ...
Figure 3.32 – Pre´paration des triangles pour l’occlusion culling.
Apre`s la transformation des sommets des boˆıtes englobantes 3D dans l’espace came´ra,
dans l’espace projete´ et dans l’espace e´cran, les triangles des boˆıtes englobantes sont
reforme´s. Ensuite, un test de back-face culling et un test de triangles de´ge´ne´re´s e´liminent
tout triangle des boˆıtes englobantes invisible du point de vue courant. Finalement, la
profondeur minimale et la boˆıte englobante 2D de chaque triangle des boˆıtes englobantes
sont recalcule´s, tout en tenant compte des sommets situe´s derrie`re le near plane.
Un premier parcours de la liste d’objets invisibles, de´termine´s lors de l’e´tape de
pre´paration des triangles, permet d’associer a` chaque objet une position dans les deux
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tampons de triangles et de sommets. Chaque objet connaˆıt sa position dans chaque tam-
pon et chaque objet est traite´e par un seul thread. Ainsi, aucun acce`s concurrentiel aux
donne´es n’est possible. Cette ope´ration facilite donc un traitement paralle´lise´, sans com-
munications entre les threads. Tous les triangles de la boˆıte englobante d’un objet sont
stocke´s de manie`re contigue¨, tout comme leurs sommets. La liste de triangles des boˆıtes
englobantes a` traiter est divise´e entre les threads disponibles, afin de partager la charge
de calcul de manie`re e´quilibre´e.
De`s que le fragment d’un objet est visible, sa discre´tisation est stoppe´e. Contrairement
a` l’e´tape de pre´paration de triangles du pipeline de base, les triangles des boˆıtes englo-
bantes ne sont plus se´pare´s par tuiles car le processus de discre´tisation n’est pas paralle´lise´
sur les tuiles 64x64. En effet, la paralle´lisation directe au niveau des triangles des boˆıtes
englobantes permet de traiter chaque triangle des boˆıtes englobantes une seule fois et de
stopper ainsi la discre´tisation d’un objet lorsqu’un pixel est visible, sans communication
entre les threads. Une variable, signalant le fait que l’objet est devenu visible, est mise
a` jour pour avertir les autres threads. La paralle´lisation au niveau des tuiles 64x64 au-
rait donc implique´ des ope´rations de synchronisation entre les threads pour prendre en
compte cette condition. Les tuiles interme´diaires sont maintenues dans le processus de
discre´tisation. En effet, comme le Z-Buffer est de´ja` rempli par l’e´tape de discre´tisation
hie´rarchique, nous be´ne´ficions du test de early-z sur les tuiles 16x16 comple`tement recou-
vertes.
Les re´fe´rences des triangles des boˆıtes englobantes potentiellement visibles qui corres-
pondent au tampon statique de triangles des boˆıtes englobantes, sont introduites dans
un tampon de triangles des boˆıtes englobantes. Afin de limiter les ope´rations de synchro-
nisation, notre syste`me posse`de autant de tampons de triangles des boˆıtes englobantes
potentiellement visibles que le nombre de threads physiques maximal de la machine uti-
lise´e (Figure 3.33). Les tampons sont alloue´s de manie`re dynamique en fonction de la
quantite´ de triangles des boˆıtes englobantes de l’image pre´ce´dente, afin de minimiser le
nombre de reallocations de la me´moire ne´cessaire. De cette manie`re, chaque thread e´crit
dans son propre tampon. A la fin du traitement de l’ensemble de boˆıtes englobantes a`
tester, une ope´ration de fusion de ces tampons permet d’obtenir un seul tampon final
contenant la globalite´ des triangles des boˆıtes englobantes a` tester.
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3.8.2 Discre´tisation pour l’occlusion culling
Cette sous-e´tape consiste a` discre´tiser les triangles des boˆıtes englobantes potentielle-
ment visibles et a` de´terminer la visibilite´ de chaque objet parent (Figure 3.34).
Discrétisation Test Z-Buffer ◊
Object  visiblePixel visible
Aucun pixel visible Object  invisible
▲1  ▲1  
▲ à discrétiser
▲2  ▲4  ▲10  ▲1  ▲3  ▲11  ...
Figure 3.34 – Discre´tisation pour l’occlusion culling.
Lors de la discre´tisation, si un objet posse`de au moins un fragment visible par rapport
au Z-Buffer pre´-rempli, alors il est potentiellement visible. Il est donc marque´ comme
e´tant visible et ajoute´ dans le tampon de rendu de l’image suivante. Des faux positifs
peuvent apparaˆıtre car nous testons une approximation de l’objet. C’est pour cela que ce
processus ne modifie pas le tampon de profondeur, ce qui assure un re´sultat conservatif
pour tous les objets.
Une fois qu’un objet est conside´re´ comme visible, il est rendu a` l’image suivante, ce
qui cre´e un de´calage d’une image et possiblement des artefacts visuels de popping. Ces
artefacts peuvent durer au maximum une image et sont visibles sur peu de pixels (les
premiers pixels visibles d’un objet). Ne´anmoins, les artefacts ne sont pas perc¸us tant
que la vitesse de la came´ra est adapte´e a` la vitesse de rendu (aux fps). Les artefacts de
popping e´ventuels peuvent eˆtre facilement corrige´s en calculant une e´tape supple´mentaire
de pre´paration des triangles des boˆıtes englobantes et une e´tape de discre´tisation pour
les objets devenus visibles. Ne´anmoins, cette correction peut entraˆıner une baisse des
performances, due au traitement supple´mentaire.
Les triangles des boˆıtes englobantes de´termine´s a` l’e´tape pre´ce´dente sont redistribue´s
de manie`re e´quitable entre les threads disponibles, chacun s’occupant donc d’un sous-
ensemble de triangles des boˆıtes englobantes potentiellement visibles (Figure 3.35).
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Dans l’algorithme 4, nous pre´sentons en pseudo-code notre syste`me de discre´tisation
pour l’occlusion culling avec :
– E∆ l’ensemble de triangles des boˆıtes englobantes a` rendre ;
– Et l’ensemble de tuiles interme´diaires couvertes par le triangle ;
– t la tuile interme´diaire 16x16 courante ;
– tb l’ensemble de blocs 4x4 associe´s a` la tuile interme´diaire t ;
– b le bloc 4x4 courant ;
– l1, l2, l3, l4 les quatre lignes du bloc b.
Algorithm 4: TestVisibilite´(∆)
1 forall ∆ ∈ E∆ do
2 while (not(ParentObject(∆).visible())) do
3 for t ∈ Et do
4 if (not(ParentObject(∆).visible()) AND not(DiscretisationFinie(t)))
then
5 if (TuilePleine(t) AND t.zmax < ∆.zmin) then
6 DiscretisationF inie(t)= true
7 else if (TuileCouverte(∆)) then
8 for b ∈ tb do
9 if (NOT(ParentObject(∆).visible()) AND BlocCouvert(∆))
then
10 if (TestVisibiliteParalleleQuatrePixels(l1)) then
11 ParentObject(∆).visible() = true
12 if (TestVisibiliteParalleleQuatrePixels(l2)) then
13 ParentObject(∆).visible() = true
14 if (TestVisibiliteParalleleQuatrePixels(l3)) then
15 ParentObject(∆).visible() = true
16 if (TestVisibiliteParalleleQuatrePixels(l4)) then
17 ParentObject(∆).visible() = true
Les fonctions utilise´es sont les suivantes :
– ParentObject(∆) retourne l’objet parent d’un triangle ;
– DiscretisationF inie(t) ve´rifie si l’early-z test d’une tuile a de´ja` e´te´ satisfait par un
autre triangle des boˆıtes englobantes ;
– TuileP leine(t) ve´rifie si tous les pixels de la tuile interme´diaire courante sont re-
couverts ;
– TuileCouverte(t) ve´rifie si la tuile interme´diaire courante est recouverte (entie`rement
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ou partiellement) par le triangle courant des boˆıtes englobantes ;
– BlocCouvert(t) ve´rifie si le bloc 4x4 courant est recouvert (entie`rement ou partiel-
lement) par le triangle courant des boˆıtes englobantes ;
– TestV isibiliteParalleleQuatreP ixels(l) ve´rifie si au moins un des quatre pixels de
la ligne l du bloc 4x4 courant est visible, par un test paralle´lise´ par des fonctions
SSE2. Cette fonction est de´taille´e dans l’algorithme 5.
Nous noterons :
– l la ligne courante a` discre´tiser ;
– A(x1...4) la valeur de l’e´quation de l’areˆte A dans les points x1, x2, x3, x4 de la ligne
l ;
– minV alXi la valeur minimale des trois e´quations des areˆtes du triangle courant
dans le point xi.
Algorithm 5: TestVisibilite´Paralle`leQuatrePixels(l)
1 (minV alX1,minV alX2,minV alX3,minV alX4) =
min(A1(x1...4), A2(x1...4), A3(x1...4))
2 if (FragmentInterieur()) then




Les fonctions utilise´es sont les suivantes :
– FragmentInterieur() ve´rifie si au moins un des quatre fragments est a` l’inte´rieur
du triangle courant des boˆıtes englobantes. En effet, si au moins une des quatre
minV alXi est positive, alors il existe au moins un fragment potentiellement visible
et donc la discre´tisation doit eˆtre poursuivie ;
– ComparaisonZBuffer() ve´rifie si au moins un des quatre fragments a une profon-




Nous avons pre´sente´ dans cette partie notre pipeline de rendu, qui se de´compose en
cinq e´tapes. Une premie`re e´tape est charge´e de la pre´paration des triangles potentiel-
lement visibles. Elle est suivie par une e´tape de discre´tisation hie´rarchique, qui calcule
un test d’occlusion culling au niveau triangle. La troisie`me e´tape assure la cre´ation d’un
rendu sans trous, graˆce a` une fine dilatation des triangles visibles. Les trous pourraient
en effet apparaˆıtre suite a` une discre´tisation sur un tampon plus petit que l’image finale.
Les triangles ainsi dilate´s sont ensuite envoye´s a` un processeur d’affichage final, logiciel
ou mate´riel, inde´pendant de notre pipeline. La dernie`re e´tape imple´mente un test d’oc-
clusion culling au niveau objet, base´ sur la cohe´rence temporelle du rendu. Les objets
invisibles sont teste´s par rapport au tampon de profondeur rempli lors de la discre´tisation
hie´rarchique, afin de de´terminer leur e´tat de visibilite´.
Le processus d’occlusion culling a` deux niveaux, avec un niveau objet et un niveau
triangle, permet d’obtenir un nombre minimal de triangles visibles. Par exemple, apre`s
avoir compare´ nos re´sultats avec ceux d’un rendu GPU classique (Figure 3.36), nous
pouvons remarquer que la quantite´ de triangles en sortie de notre pipeline de rendu est
nettement infe´rieure a` celle du rendu GPU. De plus, dans notre approche, les objets cache´s
ne sont pas envoye´s au processeur d’affichage final, contrairement au pipeline mate´riel.
Dans le cadre de cette the`se nous avons mis en place un pipeline de rendu adaptatif,
flexible par rapport aux capacite´s des architectures utilise´es et capable d’effectuer un
rendu temps re´el sur tout type de processeurs. Ne´anmoins, le pipeline pre´sente´ n’est pour
l’instant pas capable de s’adapter automatiquement aux capacite´s des architectures hoˆtes.
Dans nos travaux, nous nous sommes concentre´s principalement sur l’utilisation des GPU
bas de gamme. Mais, lorsque la puissance des cartes graphiques disponibles augmente il
serait indispensable de leur fournir plus de taˆches (des e´tapes entie`res du pipeline ou bien
des traitements particuliers dans le cadre d’une e´tape) pour maintenir un bon e´quilibrage
entre les charges de travail des deux unite´s de calcul. Ces taˆches doivent eˆtre adapte´es
au traitement hautement paralle´lise´ des cartes graphiques. Il s’agit donc de trouver un
compromis entre l’acce´le´ration obtenue par l’utilisation de la carte graphique pour ces
taˆches et le temps de transfert des donne´es entre le CPU et le GPU, qui peut ge´ne´rer
l’apparition des goulots d’e´tranglement au sein du flux des traitements.
Plusieurs ope´rations de notre pipeline se preˆtent bien a` un traitement GPU. La trans-
formation des sommets lors de l’e´tape de pre´paration des triangles est une ope´ration
adapte´e au fonctionnement du GPU, graˆce au grand nombre de sommets qui peuvent
eˆtre transforme´s inde´pendamment. Son exe´cution mate´rielle pourrait ainsi ame´liorer les
performances ge´ne´rales de notre pipeline. Une fois la transformation calcule´e, un e´tage
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de transform feedback 7 permettrait la re´cupe´ration des donne´es sur le CPU. La suite du
pipeline resterait identique a` ce qui est de´crit dans ce chapitre. Cependant, cet e´tage
n’est pas disponible sur tous les GPU et donc son utilisation ne sera pas disponible sur
toutes les architectures. L’e´tape d’occlusion culling peut elle aussi eˆtre exe´cute´e par la
carte graphique. En effet, des fonctions d’occlusion query 8 permettent de de´terminer si un
objet est visible ou non. Leur utilisation doit eˆtre effectue´e de manie`re asynchrone pour
ne pas introduire de temps d’attente pour la re´cupe´ration des re´sultats. Cependant, ces
fonctions ne sont pas disponibles sur toutes les cartes graphiques et leur fonctionnement
asynchrone peut introduire des effets de popping lors du rendu, lorsque les re´sultats ont
plusieurs images de retard. Une autre fac¸on d’exe´cuter cette e´tape pourrait consister a`
effectuer le rendu dans un tampon. Ce tampon serait ensuite re´cupe´re´ sur CPU, comme
un ID-Buffer, pour de´terminer les triangles visibles. Enfin, lorsque le GPU est tre`s puis-
sant, un rendu GPU complet semble plus adapte´, car meˆme une re´duction importante du
nombre d’objets envoye´s a` la carte graphique ne serait suffisante pour e´quilibrer la charge
de travail des deux unite´s, au vu des capacite´s de paralle´lisation du GPU.
Dans le chapitre suivant, nous pre´sentons les re´sultats obtenus sur diffe´rentes archi-
tectures, et nous les comparons avec ceux d’un pipeline de rendu classique imple´mente´





Figure 3.36 – Exemple du re´sultat de l’occlusion culling, sur un mode`le de voiture
regarde´ a` travers un cadre de porte. En haut : re´sultat wireframe obtenu par un pipeline





4.1 Instanciation du pipeline de rendu
Graˆce a` sa conception, notre moteur de rendu s’adapte facilement a` toute machine et
aux capacite´s intrinse`ques de son CPU et GPU. En effet, comme nous l’avons pre´sente´
dans le chapitre pre´ce´dent, chaque e´tape de notre pipeline peut eˆtre exe´cute´e sans con-
traintes sur le processeur de calcul ou sur la carte graphique. Cette flexibilite´ permet
d’e´quilibrer la charge de travail entre les deux unite´s de calcul.
Afin de prouver l’adaptabilite´ et l’efficacite´ de notre moteur hybride, nous l’avons teste´
sur trois architectures diffe´rentes :
– un ordinateur e´quipe´ d’un CPU et d’un GPU bas de gamme ;
– un ordinateur e´quipe´ d’un CPU haut de gamme et d’un GPU inte´gre´, bas de gamme ;
– un ordinateur e´quipe´ d’un CPU et d’un GPU haut de gamme.
Dans ces trois cas, nous avons utilise´ pour le rendu final un processeur d’affichage classique
GPU, auquel nous fournissons un nombre minimal de triangles. L’e´clairage est re´alise´ par
une technique de ”deffered lightning” (Geldreich et al. [GPB04]). Nous pre´sentons dans
ce qui suit l’instanciation des trois architectures et leurs contextes d’utilisation.
4.1.1 Architecture 1 : CPU bas de gamme / GPU bas de gamme
Pour l’entretient des ae´ronefs, les routines de maintenance instaure´es de`s la mise en
fonction des appareils sont toujours utilise´es. Des machines bas de gamme sont donc
actuellement employe´es pour cette taˆche dans le domaine de l’ae´ronautique, car elles ont
de´ja` de´montre´ leur fiabilite´. Nous ciblons pour ce type d’application un ordinateur e´quipe´
d’un CPU Intel ATOM N550 1.5 GHz avec un GPU NVIDIA ION. Le pipeline de rendu de
cette architecture correspond a` celui qui a e´te´ pre´sente´ dans le chapitre pre´ce´dent. L’e´tape
de dilatation de triangles est imple´mente´e dans ce cas sur le CPU, afin d’e´quilibrer le GPU,
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qui a la charge de la discre´tisation finale. Graˆce a` une technique d’hyper-threading, les
deux cœurs disponibles sont capables d’exe´cuter quatre threads en paralle`le lors des e´tapes
CPU (Figure 4.1).
Discrétisation         
 hiérarchique
   4 threads
  Préparation          
 des triangles
    4 threads
  Dilatation        
des triangles
   4 threads
Discrétisation        
      finale
  Occlusion Culling
        4 threads             CPU GPU
Figure 4.1 – Instanciation de notre moteur de rendu pour une architecture CPU bas de
gamme / GPU bas de gamme.
4.1.2 Architecture 2 : CPU haut de gamme / GPU bas de
gamme
Pour les proce´dures de maintenance dans une centrale nucle´aire, des ordinateurs por-
tables plus performants que dans le cas pre´ce´dent sont exploite´s. Ils permettent aux utili-
sateurs un acce`s interactif a` la documentation 3D lors des manipulations dans les endroits
difficiles d’acce`s. Nous ciblons pour ce type d’application un ordinateur e´quipe´ d’un CPU
Intel Core i7 2 GHz avec une carte graphique inte´gre´e, Intel HD Graphics 3000. Le pipe-
line de rendu est le meˆme que celui de la premie`re architecture. Les e´tapes CPU disposent
de huit threads de paralle´lisation pour cette architecture (Figure 4.2), toujours graˆce a` la
technique d’hyper-threading.
Discrétisation         
 hiérarchique
   8 threads
  Préparation          
 des triangles
    8 threads
  Dilatation        
des triangles
   8 threads
Discrétisation       
      finale
  Occlusion Culling
        8 threads             CPU GPU
Figure 4.2 – Instanciation de notre moteur de rendu pour une architecture CPU haut
de gamme / GPU bas de gamme.
76
4.2. Performances du pipeline de rendu
4.1.3 Architecture 3 : CPU haut de gamme / GPU haut de
gamme
Des ordinateurs plus re´cents sont exploite´s pour la maintenance des voitures. Puisque
ce type d’application ne´cessite moins de mobilite´, des ordinateurs plus encombrants, dote´s
de cartes graphiques haut de gamme sont employe´s. Nous ciblons pour ce type d’appli-
cation un ordinateur e´quipe´ d’un CPU Intel Core i7 1.6 GHz avec un GPU ATI Mobility
Radeon HD4830. Pour cette architecture, les performances du pipeline sont limite´es par
les capacite´s du CPU. Afin d’e´quilibrer la charge de travail, l’e´tape de dilatation des tri-
angles est de´place´e sur le GPU. Le reste des e´tapes du CPU est traite´ en paralle`le en
utilisant huit threads (Figure 4.3).
Discrétisation         
 hiérarchique
   8 threads
  Préparation          
 des triangles
    8 threads
  Dilatation        
des triangles
  
Discrétisation       
      finale
  Occlusion Culling
        8 threads             CPU GPU
Figure 4.3 – Instanciation de notre moteur de rendu pour une architecture CPU haut
de gamme / GPU haut de gamme.
4.2 Performances du pipeline de rendu
Plusieurs sce`nes de test, variables du point de vue du nombre de triangles et de leur
organisation spatiale, permettent de mesurer les capacite´s de notre pipeline de rendu.
Dans ce qui suit, nous pre´sentons les caracte´ristiques de chaque sce`ne et le Tableau 4.1
regroupe ensuite ces informations.
– La sce`ne 1 est divise´e en trois re´gions. La premie`re contient un mode`le de moteur
d’une centrale nucle´aire et la deuxie`me, le mode`le d’une voiture, les deux e´tant
utilise´s pour des routines de maintenance. La troisie`me re´gion contient une aire
d’entraˆınement sur site pour de nouvelles recrues dans une centrale nucle´aire (Figure
4.4).
◦ Nombre de triangles : 1.625.538
◦ Nombre d’objets : 1148
◦ Nombre de lumie`res : 18
– La sce`ne 2 repre´sente l’inte´rieur d’une centrale nucle´aire. Elle est utilise´e pour l’en-




◦ Nombre de triangles : 199.721
◦ Nombre d’objets : 648
◦ Nombre de lumie`res : 85
– La sce`ne 3 repre´sente un mode`le CAO d’un avion A380, utilise´ pour des routines de
maintenance (aucune image n’est disponible pour des raisons de confidentialite´).
◦ Nombre de triangles : 655.610
◦ Nombre d’objets : 5421
◦ Nombre de lumie`res : 3
– La sce`ne 4 repre´sente le mode`le de l’Atrium Sponza Palace de Dubrovnik (Figure
4.6, cre´dit mode`le 3D : Morgan McGuire; Frank Meinl, Crytek).
◦ Nombre de triangles : 262.267
◦ Nombre d’objets : 393
◦ Nombre de lumie`res : 4
Caracte´ristique Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Nombre de triangles 1.625.538 199.721 655.610 262.267
Nombre d’objets 1148 648 5421 393
Nombre de lumie`res 18 85 3 4
Tableau 4.1 – Caracte´ristiques globales des quatre sce`nes de test.
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Figure 4.4 – Sce`ne 1. La sce`ne est compose´e de 1.625.538 triangles et 18 lumie`res.
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Figure 4.5 – Sce`ne 2. La sce`ne est compose´e de 199.721 triangles et 85 lumie`res.
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Figure 4.6 – Sce`ne 4. ”Crytek Sponza”. La sce`ne est compose´e de 262.267 tri-




Dans le Tableau 4.2 nous pre´sentons les re´sultats obtenus par notre moteur de rendu
sur les quatre sce`nes de test, pour les trois architectures utilise´es. Pour les e´valuer, nous
les comparons aux performances obtenues avec un pipeline de rendu GPU classique. Lors
du rendu, ce pipeline GPU exe´cute aussi une e´tape de view-frustum culling, qui per-
met d’e´liminer tout objet situe´ hors du coˆne de visualisation, et imple´mente une e´tape
de transformation de sommets optimise´e, par objet, afin de pre´server la cohe´rence des
donne´es.
Re´solution Me´thode de rendu Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Intel ATOM N550 1.5 GHz / NVIDIA ION
1280x720
Hybride 12,5 24,2 4,6 18,8
GPU 10,5 20,5 1,8 16,2
1920x1080
Hybride 5,9 9,9 3,6 8,3
GPU 4,9 8,1 1 7
Intel Core i7 2 GHz / Intel HD Graphics 3000
1280x720
Hybride 30,1 60,9 11,3 42
GPU 13,5 38,8 5,1 26,9
1920x1080
Hybride 16,6 26,4 7,8 18,3
GPU 5,9 17,1 4 12,8
Intel Core i7 1.6 GHz / ATI Mobility Radeon HD4830
1280x720
Hybride 47,5 96 11.5 54
GPU 52,1 101,3 12 66,4
1920x1080
Hybride 24,5 48,3 7,8 27
GPU 25.5 50,1 8.2 29
Tableau 4.2 – Comparaison entre les performances de notre moteur hybride et les per-
formances d’un pipeline GPU classique, en fonction de l’architecture utilise´e. Les valeurs
sont des moyennes sur l’ensemble de l’animation de la came´ra de la sce`ne et sont exprime´es
en images par seconde (fps).
Nous pouvons remarquer que les performances de notre pipeline de´pendent line´aire-
ment du nombre des pixels. En effet, les performances obtenues pour une re´solution de
1280x720 sont en moyenne deux fois supe´rieures a` celles obtenues pour une re´solution de
1920x1080. En comparant les trois architectures, nous pouvons observer un facteur de 2,5
en moyenne sur l’ensemble de sce`nes, entre les performances de la premie`re architecture,
qui a un CPU et un GPU bas de gamme et les performances de la deuxie`me, avec un
CPU haut de gamme et un GPU bas de gamme. Ce rapport s’explique par le fait que
la deuxie`me architecture posse`de un nombre double de threads (huit) par rapport a` la
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premie`re (quatre). Entre les performances de la deuxie`me architecture et les performances
de la troisie`me, qui a un CPU et un GPU haut de gamme, nous obtenons un facteur de 1,5.
Dans ce cas, les deux architectures ont le meˆme nombre de threads, la diffe´rence s’explique
donc par les capacite´s supe´rieures du GPU haut de gamme. La seule exception a` ces valeurs
est la troisie`me sce`ne. En effet, cette sce`ne contient un nombre d’objets important (5421
objets), ce qui alourdit le traitement CPU de notre pipeline. Nous pouvons donc observer
que pour la deuxie`me et la troisie`me architecture, les performances obtenues pour cette
sce`ne par notre moteur hybride sont semblables, car dans ce cas notre moteur est limite´
par les performances du CPU.
Pour la premie`re architecture, nous obtenons des re´sultats interactifs pour des hautes
re´solutions. Ne´anmoins, ce type de machines portables est majoritairement muni d’un
petit e´cran, basse re´solution. Donc, pour ces re´solutions, nous obtenons des performances
temps re´el, qui sont supe´rieures d’environ 20% aux re´sultats d’un pipeline GPU clas-
sique. Comme la troisie`me sce`ne contient une quantite´ importante d’objets a` l’inte´rieur
de l’avion, invisibles lors de l’animation de la came´ra, le nombre de triangles envoye´s au
processeur d’affichage final est nettement re´duit. Au contraire, dans le cas du pipeline
mate´riel, ces objets ne peuvent pas eˆtre e´limine´s car ils sont situe´s a` l’inte´rieur du coˆne
de visualisation, ce qui explique le gain d’environ 2.5 a` 3.5 entre les deux me´thodes de
rendu. Cette mesure de l’occlusion culling est analyse´e en de´tail dans la section suivante.
Pour la deuxie`me architecture, nous utilisons le CPU haut de gamme pour e´quilibrer
le GPU bas de gamme. L’envoi d’un nombre minimal de triangles a` la carte graphique
nous permet d’obtenir dans ce cas des re´sultats 1,5 a` 3 fois supe´rieurs a` ceux obtenus par
le pipeline GPU.
La dernie`re architecture permet de de´montrer que sur des architectures haut de gamme,
nous obtenons des re´sultats comparables a` ceux d’un pipeline GPU, pour tout type de
sce`ne en entre´e. Pour cette instaciation, l’e´tape de dilatation de triangles est de´ploye´e sur
la carte graphique, pour un meilleur e´quilibre de la charge de travail entre les deux unite´s.
Dans ce qui suit, nous proce´dons a` une analyse plus de´taille´e des re´sultats. D’abord
nous effectuons une e´tude pre´cise de notre syste`me d’occlusion culling, suivie par un
examen de la re´partition en temps des e´tapes du pipeline et leur e´volution en fonction
du nombre de threads. Cette analyse nous permet de mieux identifier les points faibles de
notre syste`me et d’y trouver des ame´liorations.
4.3 Performances de l’occlusion culling
Notre syste`me d’occlusion culling se de´compose en deux niveaux d’occlusion. D’abord,
l’e´tape d’occlusion culling au niveau objet, base´e sur la cohe´rence temporelle du rendu,
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permet de de´terminer rapidement la visibilite´ de chaque objet. Ensuite, l’e´tape de discre´ti-
sation hie´rarchique permet de de´terminer la visibilite´ au niveau triangle. Pour e´tudier les
performances de notre syste`me d’occlusion culling, nous commenc¸ons par une analyse
pre´cise de chaque niveau d’occlusion afin de de´terminer les re´sultats finaux au niveau
pixel. Les re´sultats de l’occlusion culling ne de´pendent pas des performances mate´rielles,
car ils quantifient le nombre d’objets et de triangles visibles de la sce`ne. Pour une meˆme
sce`ne de test nous obtenons les meˆmes informations de visibilite´ sur chacune des trois
architectures pre´sente´es. Un unique jeu de tests est donc utilise´ pour mesurer les re´sultats
de l’occlusion culling de notre pipeline.
4.3.1 L’occlusion culling au niveau objet
Dans le Tableau 4.3 nous pre´sentons la quantite´ d’objets visibles de chacune des sce`nes
pour une re´solution de 1280x720 en valeurs quantitatives et en pourcentages. Nous pou-
vons remarquer qu’une quantite´ re´duite d’objets (<7 % du nombre total d’objets) est
visible pour les quatre sce`nes de test. En effet, une quantite´ importante d’objets est
e´limine´e par l’e´tape d’occlusion culling et par le view-frustum culling, ce qui permet de
diminuer de manie`re significative (plus de 90% des objets) les donne´es traite´es par le
reste du pipeline. Ne´anmoins, cette quantite´ d’objets doit eˆtre mise en relation avec le
nombre de triangles visibles afin d’apporter plus de pre´cision a` nos mesures. Cette analyse
conjointe est ne´cessaire car le de´coupage d’une sce`ne n’est pas fixe et donc n’assure pas
une de´pendance line´aire entre le nombre d’objets et le nombre de triangles.
4.3.2 L’occlusion culling au niveau triangle
Dans le Tableau 4.4 nous pre´sentons la quantite´ de triangles visibles pour chacune
des sce`nes de test, en valeurs quantitatives et en pourcentages, pour une re´solution de
1280x720. Comme pour l’occlusion d’objets, seul un nombre re´duit de triangles est visible
(<2 % du nombre total de triangles). Nous pouvons remarquer que cette quantite´ n’est pas
proportionnelle a` la quantite´ d’objets visibles, pre´sente´e dans le Tableau 4.3. Par exemple,
pour la troisie`me sce`ne, nous obtenons le plus grand pourcentage d’objets visibles (7% du
nombre total d’objets de la sce`ne) alors que le nombre de triangles visibles est comparable
a` ceux obtenus pour les autres sce`nes (0,8% du nombre total de triangles de la sce`ne).
Afin de mieux comprendre les re´sultats de l’occluion culling, le Tableau 4.5 et le
graphique correspondant (Figure 4.7) permettent de visualiser la quantite´ de triangles
e´limine´e dans le pipeline de rendu, lors du traitement d’une sce`ne, par les test pre´sente´s
dans le chapitre pre´ce´dent.
Un premier test de view-frustum culling permet d’e´liminer une quantite´ importante
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Mesure Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Quantite´ d’objets 1148 648 5421 393
Valeurs quantitatives des mesures
Moyenne 36,8 33 378,3 21,7
E´cart type 27,9 43,7 40,5 1,6
Max 139 259 463 52
Min 3 2 246 8
Valeurs en pourcentage des mesures
Moyenne 3,2 5,1 7 5,5
E´cart type 2,4 6,7 0,8 8,3
Max 12,1 40 8,5 13,2
Min 0.3 0,3 4,5 2
Tableau 4.3 – Mesures des quantite´s d’objets visibles pour les quatre sce`nes de test, en
valeurs quantitatives et en pourcentages rapporte´s au nombre total d’objets de chaque
sce`ne, pour une re´solution de 1280x720.
d’objets, qui repre´sente entre 40% et 75% de triangles de la sce`ne. Ce test n’est pourtant
pas efficace pour la troisie`me sce`ne, le mode`le CAO d’avion. En fait, lors de l’animation
de la came´ra, la globalite´ de la sce`ne se situe dans le coˆne de visualisation, d’ou` le faible
pourcentage de triangles e´limine´s par ce test.
Un deuxie`me test, l’e´tape d’occlusion culling au niveau objet, permet ensuite de sup-
primer tout objet qui e´tait invisible a` l’image pre´ce´dente. Il e´limine entre 20% et 40 %
des triangles restant dans le coˆne de visualisation. Le test permet d’aligner la quantite´
de triangles visibles de la troisie`me sce`ne avec les autres sce`nes, tout en e´liminant plus
de 70% des triangles. Ce pourcentage supe´rieur s’explique par l’animation de cette sce`ne.
En effet, comme la came´ra fait le tour de l’avion, seule la moitie´ de l’appareil est visible
a` chaque instant. De plus, une quantite´ importante de de´tails a` l’inte´rieur de l’avion est
occlude´e lors de cette animation, par exemple l’inte´rieur des moteurs.
Nous retrouvons ensuite des courbes similaires pour l’ensemble des sce`nes (Figure
4.7). Le test de back-face culling permet de diviser la quantite´ de triangles par deux en
moyenne.
Le pourcentage de triangles exte´rieurs au coˆne de visualisation est re´duit (<4% du
nombre total de triangles de chaque sce`ne), seuls les triangles situe´s sur les bords des
objets visibles sont e´limine´s a` ce niveau. En effet, ce processus permet d’effectuer un test
de view-frustum culling au niveau triangle. Meˆme si, pour les sce`nes pre´sente´es, le test
e´limine peu de triangles, il peut eˆtre utile lorsque la sce`ne contient des objets complexes
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en terme de nombre de triangles. Ce type d’objets est difficilement e´limine´ par les tests
pre´ce´dents. Si au moins un de leurs triangles est visible, alors tout l’objet est traite´ par
l’inte´gralite´ du pipeline de rendu. Le test de triangles exte´rieurs permet donc de raffiner
les objets complexes, mais le traitement au niveau triangle reste couˆteux et peut donc
repre´senter une limite pour ce type de sce`nes.
Les re´sultats du test des triangles de´ge´ne´re´s de´pend aussi de la sce`ne. En effet, comme
la troisie`me sce`ne contient beaucoup de de´tails (et donc de petits triangles) au niveau de
ses composantes, une quantite´ importante de triangles (9,4% du nombre total de triangles),
trois fois supe´rieure aux autres sce`nes, est e´limine´e a` ce stade.
Finalement, un pourcentage faible de triangles rentre dans l’e´tape de discre´tisation
hie´rarchique, ce qui permet un traitement rapide des triangles restants. Cette e´tape e´limine
peu de triangles, maximum 2% du nombre total de triangles sur l’ensemble de sce`nes.
Mesure Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Quantite´ de triangles 1.625.538 199.721 655.610 262.267
Valeurs quantitatives des mesures
Moyenne 3657,2 1153,6 4926,5 3020,9
E´cart type 4519,1 1728,6 411,6 1598,3
Max 17863 6275 5833 6313
Min 2 2 3173 477
Valeurs en pourcentage des mesures
Moyenne 0,2 0,6 0,8 1,1
E´cart type 0,3 0,9 0,1 0,6
Max 1,1 3,1 0,9 2,4
Min <0,1 <0,1 0,5 0,2
Tableau 4.4 – Mesures de la quantite´ de triangles visibles pour les quatre sce`nes de test,
en valeurs quantitatives et en pourcentages rapporte´s au nombre total de triangles de
chaque sce`ne, pour une re´solution de 1280x720.
4.3.3 L’occlusion culling au niveau pixel
Afin de visualiser le re´sultat de notre syste`me d’occlusion, nous avons mesure´ a` l’e´tape
de discre´tisation finale, la densite´ de triangles couvrant un meˆme pixel, pour un rendu
GPU (Figure 4.8) et pour un rendu hybride (Figure 4.9), pour un meˆme point de vue. Nous
pouvons, apre`s analyse des graphiques, remarquer que notre moteur permet de limiter le
nombre de triangles recouvrant un meˆme pixel a` quatre maximum, pour 98.4% des pixels.
Ce pourcentage est aussi impacte´ par notre e´tape de dilatation des triangles, qui produit
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Mesure Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Pourcentage de triangles e´limine´s
par le view-frustum culling
Moyenne 72,1 41,2 3,5 64,5
E´cart type 17,8 24,9 2,2 21,6
Max 96,8 93,5 10,5 89
Min 13,5 12,2 1,6 23,6
Pourcentage de triangles e´limine´s
par l’e´tape d’occlusion culling
Moyenne 18,4 41,6 73 21
E´cart type 14,6 29,2 5,3 13,1
Max 69,6 80,9 82,4 48,2
Min 0,8 0,4 57,8 1,5
Pourcentage de triangles e´limine´s
par le test de back-face culling
Moyenne 4,8 8,4 11,4 6,9
E´cart type 5,8 8,3 1,9 5
Max 19 29,2 15,8 19,7
Min <0,1 0,3 7,1 0,6
Pourcentage de triangles a` l’exte´rieur
du coˆne de visualisation
Moyenne 0,7 3,9 0,2 3,2
E´cart type 1,3 4,1 0,1 1,7
Max 13,1 17,6 0,6 8
Min <0,1 0,2 <0,1 0,6
Pourcentage de triangles de´ge´ne´re´s
Moyenne 3 3,5 9,4 1,3
E´cart type 4,1 4 1,9 1,3
Max 15,3 18,6 13,7 4,4
Min 0 0 5,5 <0,1
Pourcentage de triangles e´limine´s
par la discre´tisation hie´rarchique
Moyenne 0,8 0,8 1,7 2
E´cart type 1,3 0,9 0,1 2
Max 4,8 3,5 2 7
Min <0,1 <0,1 1,3 <0,1
Tableau 4.5 – Pourcentage de triangles e´limine´s en moyenne par chaque test. Les valeurs
sont exprime´es en pourcentages rapporte´s au nombre total de triangles de chaque sce`ne,



















































    
    
    
    
    






Figure 4.7 – Pourcentage de triangles visibles le long du pipeline de rendu, apre`s appli-
cation des tests indique´s en abscisse.
un chevauchement des bords, ce qui cause l’apparition d’un ”effet de grille” (Figure 4.9).
Pour un rendu GPU, le pourcentage de pixels couverts par quatre triangles maximum est
de 71%, avec 8,7% de pixels couverts par plus de dix triangles.
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1 Triangle 2 Triangles 4 Triangles 6 Triangles 8 Triangles >10 Triangles



















Nombre de triangles recouvrant un même pixel
Figure 4.8 – Densite´ des triangles visibles par pixel, affiche´e en niveaux de rouge. En




















Nombre de triangles recouvrant un même pixel
10 2 3 4 5 6 7 8 9 >=10
Figure 4.9 – Densite´ des triangles visibles par pixel, affiche´e en niveaux de rouge. En
haut : Re´sultat obtenu par notre pipeline de rendu hybride. En bas : Histogramme du
rendu hybride.
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4.4 Analyse des re´sultats
Les Tableaux 4.6, 4.7 et 4.8 pre´sentent la re´partition du temps d’exe´cution par e´tape,
pour les trois architectures utilise´es et une re´solution de 1280x720. Nous pouvons remar-
quer qu’il existe une corre´lation forte entre les temps d’exe´cution des meˆmes e´tapes sur
les trois architectures.
Les e´tapes les plus couˆteuses en terme de temps d’exe´cution sont : la pre´paration des
triangles, la discre´tisation hie´rarchique et la discre´tisation finale. La premie`re e´tape, la
pre´paration des triangles, requiert en ge´ne´ral la plus longue dure´e (en moyenne entre 25%
et 40% du temps total d’exe´cution), car elle doit traiter le plus grand nombre de triangles.
Comme nous l’avons montre´ dans la section pre´ce´dente, cette e´tape e´limine la plus grande
quantite´ de triangles, a` travers le test de view-frustum culling et le syste`me d’occlusion
culling. Le temps d’exe´cution de l’e´tape suivante, la discre´tisation hie´rarchique, de´pend
du nombre de triangles en entre´e de l’ope´ration de discre´tisation et de leur re´partition sur
l’e´cran (en moyenne elle requiert entre 20% et 30% du temps total d’exe´cution). Pour des
sce`nes complexes en terme de nombre de triangles, comme pour la premie`re ou la troisie`me
sce`ne, nous pouvons remarquer une re´duction importante du temps d’exe´cution de cette
e´tape par rapport a` l’e´tape de pre´paration des triangles. Cette re´partition s’explique par
une diminution conside´rable du nombre de triangles entre les deux e´tapes, en moyenne
96,4% de moins pour la premie`re sce`ne et 97,4% de moins pour la troisie`me.
Les e´tapes pre´ce´dentes permettent de fournir a` l’e´tape de dilatation des triangles
un nombre minimal de triangles. Le temps d’exe´cution de cette e´tape est ge´ne´ralement
re´duit (<10% en moyenne, du temps total d’exe´cution), pour les deux architectures qui
l’imple´mentent sur le CPU, c’est-a`-dire les deux architectures dote´es d’une carte gra-
phique bas de gamme. Lors de l’exe´cution de cette e´tape, l’ope´ration qui permet d’asso-
cier a` chaque triangle une position de de´but de ses sommets dans le tampon de sommets
correspondant a` son objet parent (Initialisation des tampons de sommets) n’est pas pa-
ralle´lise´e. Ce traitement se´quentiel peut influencer la re´partition du temps d’exe´cution
pour des sce`nes complexes, comme pour la troisie`me sce`ne. Nous pouvons remarquer que
pour ce type de sce`nes, plus de la moitie´ du temps d’exe´cution de l’e´tape courante (56,2%
en moyenne pour la premie`re architecture et 90,1% en moyenne pour la deuxie`me) est
ne´cessaire pour cette ope´ration, contrairement aux autres sce`nes ou` la plupart du temps
d’exe´cution, environ 70% pour la premie`re architecture et de 50% pour la deuxie`me est
requis pour l’ope´ration de dilatation. Pour la troisie`me architecture, dote´e d’une carte gra-
phique performante, l’e´tape de dilatation de triangles a e´te´ de´place´e sur le GPU. Elle a
donc e´te´ remplace´e, dans le tableau correspondant, par une e´tape de cre´ation de tampons
de sommets, qui permet alors la communication entre les deux unite´s de calcul.
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L’e´tape d’occlusion culling de´pend de manie`re significative du nombre d’objets de la
sce`ne. En effet, nous pouvons observer que pour la troisie`me sce`ne de test, qui contient
la plus grande quantite´ d’objets (5421 objets), le temps d’exe´cution est environ deux fois
supe´rieur en moyenne aux temps d’exe´cution des autres sce`nes (environ 20% du temps
total d’exe´cution). Ce rapport s’explique par le grand nombre de tests engendre´s par la
structure de la sce`ne. Le temps d’exe´cution de cette e´tape de´pend donc fortement du
nombre d’objets.
Finalement, l’e´tape de discre´tisation finale est charge´e de la discre´tisation fine des tri-
angles, de l’e´clairage et de l’application des textures pour les objets. Le temps d’exe´cution
de cette e´tape est comparable entre les deux premie`res architectures (environ 20-30% en
moyenne du temps total d’exe´cution), car les capacite´s des cartes graphiques utilise´es sont
similaires. Pour la troisie`me architecture, le temps d’exe´cution de cette e´tape est plus im-
portant (environ 40-50% du temps total d’exe´cution), car meˆme si les capacite´s du GPU
utilise´ sont supe´rieures aux deux autres architectures, cette instanciation englobe aussi la
partie de dilatation de triangles, permettant ainsi un bon e´quilibre de la charge de travail
entre les deux unite´s.
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E´tape / Ope´ration Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Architecture 1 : Intel ATOM N550 1.5 GHz / NVIDIA ION
Pre´paration des triangles 43,8 28 44,1 38,7
Transformation des sommets 13 14,2 11,6 6,6
Back-face culling 41,6 46,8 36,2 39,2
Test ∆ exte´rieurs 32,1 25,9 38,2 22,1
Test ∆ de´ge´ne´re´s 6,2 5,8 6,6 15,1
Remplissage des tuiles 7,1 7,3 7,4 17
Discre´tisation hie´rarchique 27,5 27,9 15 37,5
Fusion et tri des ∆ 3,9 5,5 3,8 4
Discre´tisation 85,5 87,3 92,6 89
Identification des ∆ visibles 10,4 6,9 3,4 6,7
Fusion des ∆ et tri par objets 0,2 0,3 0,2 0,3
Dilatation des triangles 0,8 0,9 2 2,4
Initialisation des tampons de sommets 6,6 13,1 56,2 3,3
Dilatation 72,5 65,5 30,8 76,4
Cre´ation des tampons de sommets 20,9 21,4 13 20,3
Occlusion culling 4,2 9,2 21,1 4
Pre´paration des triangles 82,8 90,9 94,2 63,3
Discre´tisation 17,2 9,1 5,8 36,7
Discre´tisation finale 23,7 34 17,8 17,4
Tableau 4.6 – De´tail de la re´partition du temps d’exe´cution pour notre pipeline de rendu
sur la premie`re architecture pour une re´solution de 1280x720. Les valeurs sont exprime´es
en pourcentages du temps total d’exe´cution pour les e´tapes, en gris, et en pourcentages
du temps de l’exe´cution de l’e´tape parente pour chaque ope´ration, en blanc.
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E´tape / Ope´ration Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Architecture 2 : Intel Core i7 2 GHz / Intel HD Graphics 3000
Pre´paration des triangles 41 27,2 30,4 24,5
Transformation des sommets 45,7 49,4 39,2 34,5
Back-face culling 18,3 18,9 18 17,8
Test ∆ exte´rieurs 21,9 17,2 27,8 15,5
Test ∆ de´ge´ne´re´s 6,1 5,1 7 13,5
Remplissage des tuiles 8 9,4 8 18,7
Discre´tisation hie´rarchique 33,2 26 10,6 42,5
Fusion et tri des ∆ 5,4 8,3 6 6,8
Discre´tisation 70,6 82,3 86,4 81,4
Identification des ∆ visibles 23,6 8,7 7,1 11,1
Fusion des ∆ et tri par objets 0,4 0,7 0,5 0,7
Dilatation des triangles 5,7 8,9 11,6 13,2
Initialisation des tampons de sommets 3,2 47,4 90,1 2,4
Dilatation 55,3 32 6,6 45,6
Cre´ation des tampons de sommets 41,5 20,6 3,3 52
Occlusion culling 5,4 11,1 27,5 4,1
Pre´paration des triangles 57,7 79,1 80 64.5
Discre´tisation 42,3 20,9 20 35,5
Discre´tisation finale 14,7 26,8 19,9 15,7
Tableau 4.7 – De´tail de la re´partition du temps pour notre pipeline de rendu sur la
deuxie`me architecture pour une re´solution de 1280x720. Les valeurs sont exprime´es en
pourcentages du temps total d’exe´cution pour les e´tapes, en gris, et en pourcentages du
temps de l’exe´cution de l’e´tape parente pour chaque ope´ration, en blanc.
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E´tape / Ope´ration Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Architecture 3 : Intel Core i7 1.6 GHz / ATI Mobility Radeon HD4830
Pre´paration des triangles 30,4 17,4 22,7 14,1
Transformation des sommets 40,8 44,4 40,2 25,1
Back-face culling 19,4 20,6 17,5 19,8
Test ∆ exte´rieurs 23,9 18,7 26,4 17,4
Test ∆ de´ge´ne´re´s 6,9 5,9 7,2 15,7
Remplissage des tuiles 9 10,4 8,7 22
Discre´tisation hie´rarchique 26,3 20,2 12,7 28,3
Fusion et tri des ∆ 6 7,8 7,2 6,6
Discre´tisation 70,4 75 84,1 78,8
Identification des ∆ visibles 23 16,3 7,8 13,6
Fusion des ∆ et tri par objets 0,6 0,9 0,9 1
Cre´ation des tampons de sommets 1,3 1 2,4 1,7
Occlusion culling 4 7,2 17,6 2,5
Pre´paration des triangles 53,4 76,1 77,9 70,5
Discre´tisation 46,6 23,9 22,1 29,5
Dilatation et discre´tisation finale 38 54,2 44,6 53,4
Tableau 4.8 – De´tail de la re´partition du temps pour notre pipeline de rendu sur la
troisie`me architecture pour une re´solution de 1280x720. Les valeurs sont exprime´es en
pourcentages du temps total d’exe´cution pour les e´tapes, en gris, et en pourcentages du
temps de l’exe´cution de l’e´tape parente pour chaque ope´ration, en blanc.
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Pour faire ressortir l’impact de la paralle´lisation de notre pipeline de rendu, le Tableau
4.9 et les trois graphiques associe´s (Figures 4.10, 4.11 et 4.12) pre´sentent les performances
de notre moteur en fonction du nombre de threads utilise´s. Nous pouvons remarquer que
l’e´volution des performances suit, pour les trois architectures, une meˆme courbe, croissante
jusqu’a` quatre threads, puis presque constante. Cette e´volution s’explique par le fait que
notre pipeline de rendu a un traitement se´quentiel des e´tapes, meˆme si celles-ci sont
se´pare´ment paralle´lise´es. En effet, notre pipeline doit achever l’exe´cution de chaque e´tape
avant de commencer la suivante. Ce traitement se´quentiel peut provoquer des goulots
d’e´tranglement et re´duire ainsi les performances globales du moteur de rendu.
Une manie`re possible de contourner ce proble`me consisterait a` paralle´liser le traitement
des e´tapes de notre pipeline. En effet, ce comportement s’approche plus de la manie`re de
calcul paralle´lise´e du GPU. Mais, ce traitement ne´cessiterait la mise en place de tampons
supple´mentaires de donne´es. Comme nous l’avons montre´ dans le chapitre pre´ce´dent,
nous utilisons un algorithme en place, qui met a` jour, uniquement une fois par image,
les donne´es ne´cessaires pour tout le pipeline, sans ope´rations de copie des donne´es. La
paralle´lisation des e´tapes ne´cessiterait d’effectuer des copies des informations afin d’e´viter
des acce`s concurrentiels aux donne´es entre les e´tapes. Ces ope´rations de copie peuvent
eˆtre tre`s couˆteuses du point de vue temps et me´moire de stockage, ce qui peut limiter
l’utilisation de notre moteur dans le cas de sce`nes tre`s complexes.
Le Tableau 4.10 pre´sente le temps de synchronisation entre les threads pour les e´tapes
exe´cute´es sur le CPU. Ce temps est mesure´ comme le de´lai entre la fin du traitement du
premier thread utilise´ et la fin du dernier thread utilise´ et cette ope´ration de synchronisa-
tion permet d’attendre la fin de l’execution de l’ensemble des threads d’une e´tape avant
de commencer l’e´tape suivante. Nous pouvons remarquer que, pour la premie`re architec-
ture, ce temps de synchronisation est re´duit (<10% en moyenne du temps d’exe´cution
de chaque e´tape), vu que pour cette imple´mentation le pipeline dispose seulement de
quatre threads de calcul, ce qui permet de bien e´quilibrer la charge de travail. Pour les
deux autres architectures, disposant de huit threads de calcul, les temps de synchroni-
sation entre les threads sont comparables. Les temps de synchronisation les plus longs
sont localise´s au niveau des deux premie`res e´tapes. Pour l’e´tape de pre´paration des tri-
angles, paralle´lise´e au niveau des objets, nous remarquons un temps de synchronisation
supe´rieur pour les deux premie`res sce`nes et pour la quatrie`me (>10% en moyenne du
temps d’exe´cution de l’e´tape). En effet, ces trois sce`nes sont compose´es d’objets ayant un
nombre tre`s he´te´roge`ne de triangles (d’un cote´ des plans constitue´s de peu des triangles et
de l’autre des objets tre`s complexes), conforme´ment au Tableau 4.11. La troisie`me sce`ne
est moins he´te´roge`ne de ce point de vue, et notre tri pre´liminaire des objets en fonction de
leur quantite´ de triangles permet d’e´quilibrer le temps de calcul entre les threads. L’e´tape
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de discre´tisation hie´rarchique pre´sente elle aussi un temps de synchronisation supe´rieur
pour la premie`re, la troisie`me et la quatrie`me sce`ne. En effet, cette e´tape est paralle´lise´e
au niveau des tuiles et dans ces cas, le remplissage des tuiles n’est pas e´quilibre´. Par
exemple, dans la premie`re sce`ne, pendant une se´quence du de´placement de la came´ra, la
majeure partie de l’e´cran est recouverte par le ciel, alors que seule une petite partie est
recouverte par des baˆtiments. Le temps de synchronisation de l’e´tape de dilatation est
re´duit, car cette e´tape est paralle´lise´e sur l’ensemble de triangles, donc la charge de travail
est bien e´quilibre´e. Finalement l’e´tape d’occlusion culling a un temps de synchronisation
constant en moyenne, car elle est paralle´lise´e au niveau des objets simplifie´s, qui ont tous
le meˆme nombre maximal de triangles.
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Nb. de threads Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Intel ATOM N550 1.5 GHz / NVIDIA ION
4 Threads 12,5 24,2 4,6 18,8
3 Threads 12,2 23,7 4,3 18,6
2 Threads 11,7 23,2 3,8 18,3
1 Thread 8,4 17,3 2,4 16,5
Intel Core i7 2 GHz / Intel HD Graphics 3000
8 Threads 30,1 60,9 11,3 42
7 Threads 30,1 60,8 11,1 41,8
6 Threads 30 60,7 11 41,7
5 Threads 29,8 60,5 10,9 41,5
4 Threads 29,7 60,5 10,7 41,4
3 Threads 29,3 60,1 10,1 40,5
2 Threads 28,8 59,5 9 40
1 Thread 25,4 52,7 5,9 37,5
Intel Core i7 1.6 GHz / ATI Mobility Radeon HD4830
8 Threads 47,5 96 11,5 54
7 Threads 47,4 96 11,4 54
6 Threads 47,4 96 11,4 53,9
5 Threads 47,4 95,9 11,3 53,9
4 Threads 47,3 95,9 11,3 53,7
3 Threads 46,4 93,6 10,7 53,4
2 Threads 44,3 88,6 10,5 52,8
1 Thread 39,4 80,4 7,7 47,9
Tableau 4.9 – E´volution des performances de notre moteur en fonction du nombre de
threads utilise´s, pour les trois architectures et une re´solution de 1280x720. Les valeurs sont
des moyennes sur l’ensemble de l’animation de la came´ra dans la sce`ne et sont exprime´es
en images par seconde (fps).
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Figure 4.10 – Performances de notre moteur en fonction du nombre de threads utilise´s
pour la premie`re architecture.














Figure 4.11 – Performances de notre moteur en fonction du nombre de threads utilise´s
pour la deuxie`me architecture.
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Figure 4.12 – Performances de notre moteur en fonction du nombre de threads utilise´s
pour la troisie`me architecture.
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E´tape Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Intel ATOM N550 1.5 GHz / NVIDIA ION
Pre´paration des triangles 12,4 8 0,9 5
Discre´tisation hie´rarchique 9,6 7,2 11,4 7,9
Dilatation des triangles 2,4 4,2 0,9 3,2
Occlusion culling 8,1 7,8 6,6 8,7
Intel Core i7 2 GHz / Intel HD Graphics 3000
Pre´paration des triangles 43,8 22,1 1,3 10,2
Discre´tisation hie´rarchique 23,5 13,5 43,5 23,8
Dilatation des triangles 2,9 4,8 1,3 3,7
Occlusion culling 15,6 14,5 13,5 17,8
Intel Core i7 1.6 GHz / ATI Mobility Radeon HD4830
Pre´paration des triangles 44,8 20,7 5,1 9,4
Discre´tisation hie´rarchique 19 9,1 20,6 12,2
Occlusion culling 15,3 14,1 13,1 17,8
Tableau 4.10 – Temps de synchronisation entre les threads, exprime´s en pourcentages
par rapport au temps de chaque e´tape exe´cute´e sur le CPU : Pre´paration des triangles,
Discre´tisation hie´rarchique, Dilatation des triangles et Occlusion culling pour les deux
premie`res architectures et Pre´paration des triangles, Discre´tisation hie´rarchique et Occlu-
sion culling pour la troisie`me architecture, pour une re´solution de 1280x720, en utilisant
4 threads pour la premie`re architecture et 8 threads pour les deux dernie`res.
Mesure Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
Quantite´ totale de triangles 1.625.538 199.721 655.610 262.267
Valeurs quantitatives des mesures
Moyenne 1415,9 308,2 120,9 667,3
E´cart type 8786,9 1404,7 290,8 1406
Max 159635 20388 5044 13988
Min 1 2 1 2
Tableau 4.11 – Mesures des quantite´s de triangles pour les quatre sce`nes de test, pour
une re´solution de 1280x720.
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Afin de de´terminer l’impact du nombre de threads sur le temps de synchronisation,
nous pre´sentons dans le Tableau 4.12 une comparaison entre les temps de synchronisa-
tion obtenus en utilisant 4 ou 8 threads sur la deuxie`me architecture quadri-cœurs. Nous
pouvons remarquer que lors de l’utilisation de 4 threads les temps sont re´duits de 40%
en moyenne par rapport aux valeurs obtenues pour l’utilisation de 8 threads. L’utilisa-
tion d’un processeur quadri-cœurs avec hyper-threading permet effectivement d’acce´le´rer
l’exe´cution du processus mais ses performances restent tout de meˆme infe´rieures en com-
paraison avec les performances d’un processeur huit-cœurs.
E´tape
Nb. de
Sce`ne 1 Sce`ne 2 Sce`ne 3 Sce`ne 4
threads
Intel Core i7 1.6 GHz / ATI Mobility Radeon HD4830
Pre´paration des triangles
4 30,1 12,4 0,6 4,1
8 44,8 20,7 5,1 9,4
Discre´tisation hie´rarchique
4 12,3 6,2 20,4 8,3
8 19 9,1 20,6 12,2
Occlusion culling
4 15,1 13,9 10,7 17,2
8 15,3 14,1 13,1 17,8
Tableau 4.12 – Temps de synchronisation entre les threads, exprime´s en pourcentages
par rapport au temps de chaque e´tape exe´cute´e sur le CPU : Pre´paration des triangles,
Discre´tisation hie´rarchique et Occlusion culling pour la troisie`me architecture, lors de
l’utilisation de 4 ou de 8 threads, pour une re´solution de 1280x720.
Pour mieux mettre en e´vidence la de´pendance des performances par rapport au nombre
de triangles des objets, nous pre´sentons dans le Tableau 4.13 les temps de synchronisa-
tion obtenus sur une sce`ne de test contenant 3000 sphe`res, toutes compose´es du meˆme
nombre de triangles. Nous pouvons remarquer une de´pendance linaire entre le nombre de
triangles par sphe`re et les temps de synchronisation de la premie`re e´tape, de pre´paration
de triangles. Vu la re´partition ale´atoire des sphe`res sur l’e´cran et le nombre constant des
triangles par sphe`re, les autres e´tapes sont peu impacte´es par cette variation du nombre
de triangles par objet.
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E´tape
Nb. de triangles par sphe`re
∼500 ∼250 ∼150 ∼50 ∼25
Intel ATOM N550 1.5 GHz / NVIDIA ION
Pre´paration des triangles 8,1 7,4 7,1 6,3 5,6
Discre´tisation hie´rarchique 3,6 3,6 3,2 3,2 1,7
Dilatation des triangles 6,7 6,6 6,6 6,6 5,4
Occlusion culling 7,5 7,3 7,3 6,9 5
Intel Core i7 2 GHz / Intel HD Graphics 3000
Pre´paration des triangles 33,7 19,2 16 10 9,1
Discre´tisation hie´rarchique 6,3 5,6 5,4 5,4 5,2
Dilatation des triangles 10,9 8,8 8,8 8,1 6,6
Occlusion culling 14,4 12,7 12,7 10,7 8,25
Intel Core i7 1.6 GHz / ATI Mobility Radeon HD4830
Pre´paration des triangles 36,2 26 21,8 12,9 10,2
Discre´tisation hie´rarchique 6,5 6,5 6,2 5,2 5
Occlusion culling 16,5 15,4 15 14,7 10,4
Tableau 4.13 – Temps de synchronisation entre les threads, exprime´s en pourcentages
par rapport au temps de chaque e´tape exe´cute´e sur le CPU : Pre´paration des triangles,
Discre´tisation hie´rarchique, Dilatation des triangles et Occlusion culling pour les deux
premie`res architectures et Pre´paration des triangles, Discre´tisation hie´rarchique et Occlu-
sion culling pour la troisie`me architecture, pour une re´solution de 1280x720, en fonction
du nombre de triangles par sphe`re, en utilisant 4 threads pour la premie`re architecture et




Afin d’identifier et de comprendre les limites de notre moteur de rendu, nous e´tudions
dans cette section les performances obtenues pour une sce`ne non-conforme aux pre´requis
de notre pipeline. La sce`ne que nous analysons repre´sente un mode`le d’infographie d’un
avion A380 (Figure 4.13). Nous l’avons reprise a` titre de comparaison avec la troisie`me
sce`ne de la section pre´ce´dente, qui contenait un mode`le CAO du meˆme avion. Comme nous
pouvons le remarquer, il existe une diffe´rence notoire de taille entre les deux sce`nes : le
mode`le CAO contient 15 fois plus de triangles que ce mode`le d’infographie. Cette diffe´rence
de taille est due a` une absence de de´tails du deuxie`me mode`le. En effet, certaines parties
du mode`le CAO, comme les trains d’atterrissage, sont tre`s simplifie´es dans ce cas, alors
que d’autres parties, comme les moteurs ou l’inte´rieur de l’avion sont vides. Ce mode`le
est en outre mal partitionne´. Il ne contient que peu d’objets, ce qui rend inefficace notre
moteur de rendu, base´ sur l’occlusion culling.
◦ Nombre de triangles : 42.837
◦ Nombre d’objets : 20
◦ Nombre de lumie`res : 4
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Figure 4.13 – ”A380 3d model”. La sce`ne est compose´e de 42.837 triangles et 4
lumie`res. (Cre´dit mode`le 3D : silviuq12, http://thefree3dmodels.com).
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Dans le Tableau 4.14, nous pre´sentons une comparaison entre les performances obte-
nues par notre moteur de rendu et un moteur mate´riel, pour cette sce`ne de test. Comme
c’est le cas pour les quatre sce`nes pre´sente´es dans la section pre´ce´dente, les performances
de notre pipeline de´pendent line´airement du nombre de pixels. Nous pouvons remarquer,
pour la premie`re architecture, que nous obtenons des performances comparables entre
les deux me´thodes de rendu. En effet, lors de l’animation de la came´ra, la globalite´ de
l’avion se situe dans le coˆne de visualisation. Suite au nombre re´duit d’objets de la sce`ne,
peu d’objets peuvent eˆtre occlude´s et donc notre syste`me d’occlusion e´limine un nombre
ne´gligeable de triangles (e´quivalent aux objets occlude´s) a` cette e´tape, contrairement
aux autres sce`nes. A cause de ce taux re´duit d’occlusion, une quantite´ importante de
triangles est traite´e par les e´tapes suivantes et ralentit le pipeline. Pour la deuxie`me ar-
chitecture nous pouvons observer des performances en termes de fps deux fois supe´rieures
a` la premie`re architecture pour notre moteur de rendu, graˆce a` l’utilisation du double
de threads. En revanche les performances du rendu GPU sont comparables sur les deux
architectures, ce qui s’explique par la similitude des capacite´s de calcul des deux cartes
graphiques. En comparant notre moteur et le pipeline GPU pour la deuxie`me architec-
ture, nous observons que notre pipeline est presque deux fois plus performant en terme
de fps que le pipeline mate´riel. Finalement, pour la troisie`me architecture, les perfor-
mances de notre moteur sont infe´rieures a` celles du pipeline GPU. En fait, dans ce cas
le traitement CPU n’arrive pas a` e´quilibrer celui du GPU, a` cause d’un faible taux d’oc-
clusion et a` cause de la taille re´duite de la sce`ne. Il serait plus judicieux pour de telles
sce`nes d’envoyer la globalite´ des objets directement au processeur d’affichage final, pour
un traitement hautement paralle´lise´.
Re´solution
Me´thode Intel ATOM Intel Core i7/ Intel Core i7/
de N550/ Intel HD ATI Mobility
rendu NVIDIA ION Graphics 3000 Radeon HD4830
1280x720
Hybride 24,2 54,9 82,1
GPU 26,3 28,6 108,7
1920x1080
Hybride 10,5 25,4 42,2
GPU 11,1 14,7 46,2
Tableau 4.14 – Comparaison entre les performances de notre moteur hybride et un
pipeline GPU classique, en fonction de l’architecture utilise´e, pour deux re´solutions. Les
valeurs sont des moyennes sur l’ensemble de l’animation de la came´ra de la sce`ne et sont
exprime´es en images par seconde (fps).
Notre moteur de rendu se base donc sur un syste`me d’occlusion culling efficace : il
existe une de´pendance linaire entre le taux d’occlusion d’une sce`ne et les performances
obtenues.
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Dans le Tableau 4.15 nous pre´sentons la quantite´ d’objets visibles pour la sce`ne de
test, pour une re´solution de 1280x720. Plus de 50% des objets sont visibles. Ce faible taux
d’occlusion est duˆ au nombre re´duit d’objets, et permet d’expliquer le gain re´duit de notre
moteur dans ce cas, par rapport a` un moteur de rendu classique GPU. Notre pipeline est
effectivement base´ sur le syste`me d’occlusion et peut donc eˆtre contre-productif pour ce
type de sce`nes.
Mesure
Valeurs quantitatives Valeurs en pourcentage
des mesures des mesures
Moyenne 11,6 58,2
E´cart type 12,4 3,2
Max 15 75
Min 8 40
Tableau 4.15 – Mesures de la quantite´ d’objets visibles pour la sce`ne de test, en valeurs
quantitatives et en pourcentages rapporte´s au nombre total d’objets, pour une re´solution
de 1280x720.
Dans le Tableau 4.16 nous pre´sentons la quantite´ de triangles visibles pour la sce`ne
de test, en valeurs quantitatives et en pourcentages, pour une re´solution de 1280x720.
Nous pouvons remarquer que dans ce cas nous avons un pourcentage de triangles visibles
supe´rieur aux autres sce`nes (10,3% par rapport a` une moyenne de 1% sur les autres sce`nes
de test). Le Tableau 4.17 montre les pourcentages de triangles e´limine´s par chacun de
tests pre´sente´s dans la section pre´ce´dente. Un grand pourcentage de triangles (23,2% de la
quantite´ totale de triangles) arrive a` l’entre´e de l’e´tape de discre´tisation hie´rarchique, alors
que pour les autres sce`nes un pourcentage infe´rieur a` 4% e´tait pre´sent a` ce niveau. Parmi
ces triangles, seule la moitie´ est visible, le reste e´tant e´limine´ par l’e´tape de discre´tisation.
Mesure
Valeurs quantitatives Valeurs en pourcentage
des mesures des mesures
Moyenne 4414,2 10,3
E´cart type 921,2 2,2
Max 6346 14,8
Min 3036 7,1
Tableau 4.16 – Mesures de la quantite´ de triangles visibles pour la sce`ne de test, en
valeurs quantitatives et en pourcentages rapporte´s au nombre total de triangles de la
sce`ne, pour une re´solution de 1280x720.
Les Tableau 4.18 pre´sente la re´partition du temps d’exe´cution par e´tape, pour les
trois architectures utilise´es et une re´solution de 1280x720. Il existe une corre´lation forte
entre les pourcentages obtenus pour les trois architectures. En effet, comme nous l’avons
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Mesure Pourcentage de triangles e´limine´s






























Tableau 4.17 – Pourcentages de triangles e´limine´s en moyenne par chaque test. Les
valeurs sont exprime´es en pourcentages par rapport au nombre total de triangles de la
sce`ne, pour une re´solution de 1280x720.
pre´cise´, suite au faible pourcentage d’occlusion dans la sce`ne de test, en moyenne 90%
des triangles sont traite´s par la premie`re e´tape du pipeline, apre`s le test de view-frustum
culling et celui d’occlusion culling. 23,2% des triangles restants sont envoye´s a` l’e´tape
de discre´tisation hie´rarchique. Le grand nombre de triangles traite´s par les deux e´tapes
entraˆıne un temps d’exe´cution important par rapport au temps total d’exe´cution, entre
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23,6% et 42,5%. Pour la meˆme raison, l’e´tape d’occlusion est tre`s peu couˆteuse (maximum
1% du temps global d’exe´cution) par rapport aux pourcentages obtenus pour les autres
sce`nes. L’e´tape de dilatation ne prend que 13% maximum du temps total d’exe´cution.
Le temps d’exe´cution de l’e´tape de discre´tisation finale est comparable a` celui des quatre
autres sce`nes, avec des re´sultats de´pendant de la carte graphique utilise´e.
Intel ATOM Intel Core i7/ Intel Core i7/
E´tape / N550 / Intel HD ATI Mobility
Ope´ration NVIDIA Graphics Radeon
ION (1) 3000 (2) HD4830 (3)
Pre´paration des triangles 38,8 32,9 23,6
Transformation des sommets 17,1 29,8 28
Back-face culling 28,8 14,1 13,7
Test ∆ exte´rieurs 30 23 23,5
Test ∆ de´ge´ne´re´s 16,3 15,6 16
Remplissage des tuiles 7,8 17,5 18,8
Discre´tisation hie´rarchique 35,3 42,5 33,2
Fusion et tri des ∆ 3,9 6,9 7,2
Discre´tisation 93,8 88,7 86,5
Identification des ∆ visibles 1,9 3,5 4,9
Fusion des ∆ et tri par objets 0,4 0,9 1,4
Dilatation des triangles (1),(2)/
Cre´ation des tampons de 1,2 13 3,1
sommets (3)
Initialisation des tampons 2,8 3 -
de sommets (1),(2)
Dilatation CPU (1),(2) 83,7 83,3 -
Cre´ation des tampons de 13,5 13,7 -
sommets (1),(2)
Occlusion culling 0,2 1 0,6
Pre´paration des triangles 89,7 58,9 62,3
Discre´tisation 10,3 41,1 37,7
Discre´tisation finale (1),(2)/ 24,5 10,6 39,5
Dilatation et discre´tisation
finale (3)
Tableau 4.18 – De´tail de la re´partition du temps pour notre pipeline de rendu sur
les trois architectures, pour une re´solution de 1280x720. Les valeurs sont exprime´es en
pourcentages du temps global, pour les e´tapes, en gris, et en pourcentages du temps
de l’e´tape parente pour chaque ope´ration, en blanc. Les parenthe`ses, lorsqu’elles sont
pre´sentes, indiquent quelles architectures sont concerne´es par cette e´tape (par exemple
l’ope´ration de dilatation CPU ne concerne que les deux premie`res architectures).
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Finalement, pour mesurer l’impact de la paralle´lisation de notre pipeline de rendu, le
Tableau 4.19 et le graphique associe´ (Figure 4.14), pre´sentent les performances de notre
moteur de rendu en fonction du nombre de threads utilise´s. Nous pouvons remarquer
que l’e´volution des performances suit la meˆme courbe que pour les autres sce`nes de test,
constante au-dela` de quatre threads, pour les trois architectures.
Intel ATOM Intel Core i7/ Intel Core i7/
Nombre N550 / Intel HD ATI Mobility
de threads NVIDIA Graphics Radeon
ION 3000 HD4830
8 Threads - 54,9 82,1
7 Threads - 54,9 82
6 Threads - 54,7 82
5 Threads - 54,7 81,3
4 Threads 24,2 54,5 81,2
3 Threads 23,7 53,5 74,6
2 Threads 22,1 52,3 69,2
1 Thread 17,3 42,6 56
Tableau 4.19 – E´volution des performances de notre moteur en fonction du nombre de
threads utilise´s, pour les trois architectures et une re´solution de 1280x720. Les valeurs sont
des moyennes sur l’ensemble de l’animation de la came´ra dans la sce`ne et sont exprime´es
en images par seconde (fps).
110
4.4. Analyse des re´sultats











Figure 4.14 – Performances de notre moteur en fonction du nombre de threads utilise´s
pour les trois architectures, ou` Architecture 1 repre´sente une architecture Intel ATOM
N550 / NVIDIA ION, Architecture 2 repre´sente une architecture Intel Core i7 / Intel HD





Afin de de´terminer les avantages et les inconve´nients de notre pipeline de rendu, nous
avons effectue´ des tests en utilisant plusieurs sce`nes, sur trois architectures diffe´rentes :
une premie`re dote´e d’un CPU et d’un GPU bas de gamme, une deuxie`me dote´e d’un
CPU haut de gamme avec un GPU bas de gamme et une troisie`me dote´e de deux unite´s
haut de gamme. A travers ces tests nous avons pu de´terminer une relation de de´pendance
line´aire entre le pourcentage d’occlusion d’une sce`ne et les performances obtenues. Cette
de´pendance met en e´vidence le fait que notre moteur de rendu est inadapte´ aux sce`nes
comportant un faible taux d’occlusion. En effet, dans ces cas, les performances de notre
moteur sont e´gales ou infe´rieures a` celles d’un pipeline mate´riel. Pour ce type de sce`nes,
une instanciation comple`te sur le GPU serait plus adapte´e, en raison des capacite´s de
traitement paralle´lise´ de la carte graphique.
Le partitionnement de la sce`ne influence aussi l’e´tape d’occlusion culling, car plus le
nombre d’objets est grand, plus la quantite´ de tests de visibilite´ engendre´s est impor-
tante. Pour mieux ge´rer le cas des sce`nes compose´es de nombreux objets, une structure
d’acce´le´ration pourrait s’ave´rer utile, car elle permettrait de de´terminer la visibilite´ a` plus
haut niveau, dans les nœuds interme´diaires, et non pas au niveau des feuilles.
L’e´volution des performances en fonction du nombre de threads utilise´s nous montre
qu’au-dela` de quatre threads, le gain en nombre d’images par seconde est tre`s faible pour
des architectures quadri-cœurs, en raison de notre calcul se´quentiel des e´tapes. Un moyen
de reme´dier a` ce proble`me serait de paralle´liser le traitement des e´tapes. Ce traitement
ne´cessiterait cependant des copies des donne´es entre les e´tapes, afin d’assurer la cohe´rence
des informations. En effet, dans l’imple´mentation actuelle de notre moteur, l’algorithme
en place existant, permet de calculer une seule fois les informations et de les re´utiliser sans
ope´rations de copie a` chaque e´tape de notre moteur. L’utilisation des ope´rations de copie
peut eˆtre tre`s couˆteuse en temps et en me´moire de stockage pour des sce`nes complexes,
et peut limiter ainsi son utilisation pour ce type de sce`nes.
Suite a` une e´tude approfondie des temps de synchronisation entre les e´tapes du pi-
peline, nous avons de´termine´ que pour certaines e´tapes le grain de paralle´lisme n’est pas
toujours adapte´. Par exemple pour la pre´paration des triangles, la paralle´lisation au ni-
veau objets n’est pas efficace si la quantite´ de triangles par objet est tre`s he´te´roge`ne.
Ce choix peut donc induire des temps de synchronisation importants et peut cre´er ainsi
un goulot d’e´tranglement a` ce niveau. Pour optimiser la paralle´lisation de cette e´tape
plusieurs me´thodes sont envisageables. Une premie`re solution consisterait a` effectuer un
partitionnement des triangles de tous les objets en paquets de taille constante avant
leur traitement, ce qui permettrait d’attribuer un nombre e´gal de triangles a` chaque
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thread. Ne´anmoins, cette solution viendrait a` l’encontre de notre hypothe`se de localisa-
tion contigue¨ en me´moire des triangles d’un objet. En effet, si les triangles d’un meˆme
objet sont traite´s par plusieurs threads en meˆme temps, cette hypothe`se peut ne plus eˆtre
respecte´e si des ope´rations de synchronisation des e´critures en me´moire ne sont pas uti-
lise´es entre les threads. En effet, chaque thread n’e´crirait plus dans son propre tampon mais
dans un tampon partage´ contenant les triangles des tous les objets. Ce tampon consti-
tuerait donc une ressource critique et diminuerait la cohe´rence en me´moire des donne´es.
Dans l’imple´mentation actuelle, l’hypothe`se de localisation contigu¨e dans la me´moire des
triangles d’un meˆme objet est ne´cessaire pour une exe´cution paralle´lise´e de l’ope´ration
de tri par objet, avant l’e´tape de dilatation. Si cette hypothe`se n’est plus valide, un tri
se´quentiel devrait eˆtre mis en place, ce qui augmenterait la complexite´ et donc le temps de
calcul dans une partie non paralle´lise´e du pipeline. Une deuxie`me solution serait de par-
tager tous les objets en plusieurs objets de taille constante. Cette solution limiterait ainsi
le temps de synchronisation de l’e´tape de pre´paration des triangles mais augmenterait le
nombre d’appels de rendu vers le processeur d’affichage final de manie`re significative, ce
qui ralentirait potentiellement l’e´tape de discre´tisation finale sur des cartes graphiques
moins re´centes.
Notre pipeline de rendu est aise´ment adaptable aux trois architectures de test et il est
capable d’e´quilibrer la charge de travail des deux unite´s de calcul. En effet, le syste`me
d’occlusion a` deux niveaux, un niveau triangle a` l’e´tape de discre´tisation hie´rarchique et
un niveau objet a` l’e´tape d’occlusion culling, fournit un ensemble minimal de triangles
visibles. Cette quantite´ minimale de donne´es en sortie assure une grande adaptabilite´ de
notre moteur a` tout processeur d’affichage final, mate´riel ou logiciel. Nos tests ont montre´
que les performances obtenues par notre moteur hybride sont supe´rieures ou au moins





5.1 Conclusions et limites
L’objectif de cette the`se CIFRE consistait a` e´laborer et a` mettre en place un pipeline
de rendu adaptatif, hybride entre le CPU et le GPU, capable de permettre la visualisa-
tion de sce`nes 3D complexes, sur tout type de machines. En effet, un tel type de pipe-
line de rendu permet de re´pondre a` des besoins pre´cis dans le domaine industriel. Dans
l’ae´ronautique ou dans l’industrie automobile par exemple, la visualisation de mode`les
3D d’engins est ne´cessaire pour les ope´rations de maintenance. Lors de la re´alisation de
proce´dures d’entretien sur place, dans une centrale nucle´aire, l’acce`s interactif a` la do-
cumentation technique est indispensable, notamment la visualisation 3D des actions a`
accomplir. Vu le nombre de cas d’utilisation, les contraintes de mobilite´ des applications
que nous visons, la gamme varie´e de machines utilise´es et l’e´volution rapide du mate´riel,
un moteur de rendu adaptatif et souple est ne´cessaire pour re´pondre a` ces demandes.
Le pipeline propose´ permet l’utilisation d’applications 3D sur tout type d’architec-
ture, sans contraintes mate´rielles. En effet, nous ne pouvons pas supposer l’existence de
cartes graphiques performantes sur chaque ordinateur utilise´ en environnement indus-
triel. Notre syste`me de rendu permet donc d’adapter le pipeline a` l’architecture pre´sente.
Le pipeline est constitue´ de cinq e´tapes. Une premie`re e´tape permet de pre´parer et de
de´terminer les triangles potentiellement visibles pour la deuxie`me e´tape qui s’occupe de
leur discre´tisation hie´rarchique. Cette deuxie`me e´tape permet d’identifier ensuite l’en-
semble minimal de triangles visibles. Afin d’acce´le´rer le calcul de cette e´tape nous effec-
tuons le rendu sur un tampon de taille infe´rieure a` l’image finale, ce qui peut entraˆıner
des impre´cisions de calcul et l’e´limination errone´e des petits triangles, visibles sur l’image
finale. Les trous ainsi cre´e´s sont comble´s par une troisie`me e´tape de dilatation fine des
triangles. Les triangles obtenus sont ensuite envoye´s a` un processeur d’affichage final,
mate´riel ou logiciel, pour une discre´tisation rapide lors de la quatrie`me e´tape du pipeline.
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L’ensemble d’objets a` traiter a` chaque image est de´termine´ par un syste`me d’occlusion
culling base´ sur la cohe´rence temporelle des donne´es. Ainsi, la dernie`re e´tape utilise le
rendu de l’image courante pour identifier les objets visibles de l’image suivante. Chaque
e´tape a la possibilite´ d’eˆtre exe´cute´e sur le CPU ou sur le GPU. Cela confe`re a notre
pipeline de rendu une flexibilite´ par rapport au mate´riel utilise´ et permet d’e´quilibrer la
charge de travail entre les deux unite´s de calcul.
Pour tester les performances de notre moteur de rendu, nous avons pre´sente´ trois ins-
tanciations de notre pipeline pour trois architectures diffe´rentes. La premie`re architecture
est e´quipe´e d’un CPU et d’un GPU bas de gamme, la deuxie`me propose un CPU perfor-
mant et sa carte graphique inte´gre´e, bas de gamme, alors que la troisie`me est dote´e d’un
CPU et d’un GPU haut de gamme. Le processeur d’affichage final est imple´mente´ sur
le GPU pour les trois instanciations, et assure la discre´tisation, l’e´clairage et l’affichage
de l’image finale. Dans le cas des deux premie`res architectures, la carte graphique bas
de gamme n’assure que l’e´tape de discre´tisation finale de l’ensemble minimal de triangles
visibles. Dans le cas de la troisie`me architecture, afin d’obtenir le meilleur e´quilibrage de
charges des deux unite´s, le GPU performant effectue, en plus de la discre´tisation finale, la
dilatation des triangles. Les performances obtenues prouvent que notre syste`me de rendu
est bien plus efficace qu’un pipeline GPU classique sur des architectures bas de gamme
et au moins aussi efficace sur des architectures re´centes.
Ces re´sultats s’expliquent de par l’existence d’un syste`me d’occlusion culling a` deux
niveaux. D’abord, l’e´tape d’occlusion culling, base´e sur la cohe´rence temporelle des ob-
jets, permet de de´terminer rapidement si un objet est visible ou invisible. La cohe´rence
temporelle nous permet de conside´rer qu’un objet visible a` une image n, est e´galement
visible en entre´e du pipeline pour le calcul de l’image suivante, ce qui permet d’e´conomiser
des tests de visibilite´. Ces tests sont effectue´s sur la version simplifie´e des objets, la boˆıte
englobante OBB, et permettent de garantir un re´sultat conservatif. L’OBB assure une
bonne approximation de la ge´ome´trie de base, tout en diminuant la quantite´ de triangles
a` discre´tiser. Le deuxie`me niveau d’occlusion culling, la discre´tisation hie´rarchique, per-
met de connaˆıtre la visibilite´ au niveau triangle. Cette deuxie`me e´tape, exe´cute´e apre`s
l’e´limination des triangles non visibles a` l’e´cran (par un test de back-face culling, un test
de triangles exte´rieurs et un test de triangles de´ge´ne´re´s) fournit ainsi un ensemble minimal
de triangles visibles.
Afin d’obtenir des performances temps re´el, meˆme sur des architectures bas de gamme,
nous proposons un rendu basse qualite´ lors des de´placements, en calculant la visibilite´ sur
un tampon de taille infe´rieure a` l’image finale. Ne´anmoins, lors de l’arreˆt de la came´ra,
une version haute qualite´ du rendu est affiche´e pour offrir a` l’utilisateur un bon aperc¸u des
de´tails. La qualite´ du rendu est de´termine´e par le processus de dilatation des triangles.
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Le facteur de dilatation applique´ de´pend du rapport entre la taille du tampon de calcul
et la taille du rendu. Un facteur de dilatation e´leve´ peut engendrer un aspect grossier
de l’image finale, alors qu’un facteur trop re´duit peut engendrer un re´sultat contenant
toujours des trous. La dilatation de chaque triangle se calcule de manie`re inde´pendante
et entraˆıne des chevauchements de triangles. Si le facteur de dilatation est trop e´leve´, des
sauts de l’e´clairage d’un triangle a` l’autre peuvent donc apparaˆıtre lors du de´placement.
Il s’agit alors de trouver un bon compromis entre la qualite´ de visualisation et le gain de
performances obtenu par cette me´thode.
Les tests et les mesures effectue´es nous ont permis d’identifier les atouts et les in-
conve´nients de notre pipeline de rendu. Ils ont e´galement permis d’e´tudier le comporte-
ment de notre moteur de rendu non seulement en fonction des caracte´ristiques des sce`nes,
mais aussi en fonction des architectures teste´es. Nos mesures montrent une bonne adap-
tabilite´ de notre pipeline aux architectures utilise´es. De plus, ils mettent en relief une
meilleure efficacite´ de notre pipeline sur des sce`nes ayant un grand pourcentage d’occlu-
sion. Ce pourcentage est de´termine´ par la quantite´ d’objets et par le partitionnement
de la sce`ne. Un partitionnement non adapte´ peut fortement influencer les performances
du pipeline de rendu. Lorsque les sce`nes sont complexes en terme de quantite´ d’objets,
un grand nombre de tests est ne´cessaire pour de´terminer la visibilite´ de la sce`ne, ce qui
augmente le temps d’exe´cution de l’e´tape d’occlusion culling. De meˆme, le faible taux
d’occlusion engendre´ par des sce`nes avec peu d’objets, limite les performances de notre
moteur, car un grand pourcentage de triangles non occlude´s est traite´ par les e´tapes de
pre´paration de triangles et de discre´tisation hie´rarchique.
A travers les tests effectue´s, nous avons pu constater que les performances de notre
moteur ne sont pas line´aires par rapport au nombre de threads utilise´s. En effet, au-dela`
de quatre threads, pour des architectures quadri-cœurs, le gain est ne´gligeable de par la
conception de notre pipeline de rendu. En fait, le traitement se´quentiel des e´tapes du
pipeline peut entraˆıner l’apparition de goulots d’e´tranglement au niveau du CPU lors du
traitement et limiter ainsi les performances obtenues par notre moteur.
Nous avons de´fini et mis en place un pipeline de rendu adaptatif qui peut s’inte´grer a`
n’importe quel moteur de rendu existant. Il prend en entre´e tout type de sce`ne et permet
d’obtenir en sortie un ensemble minimal de triangles visibles, sans aucune e´tape de pre´-
traitement. Notre moteur de rendu peut eˆtre utilise´ sur tout type de machine. Il permet de
prendre en compte les capacite´s de deux unite´s de calcul, pour de´terminer une re´partition
e´quilibre´e de la charge entre CPU et GPU. Sa flexibilite´ assure donc une visualisation
temps re´el de sce`nes complexes dans tout environnement, sans contraintes mate´rielles.
117
Chapitre 5. Conclusions et Perspectives
5.2 Perspectives
Dans ce qui suit, nous proposons des me´thodes pour ame´liorer nos re´sultats et pour
re´pondre aux limites identifie´es, mais aussi de nouvelles pistes de recherche a` explorer.
D’abord, nous avons remarque´ que le partitionnement de la sce`ne impacte fortement
les re´sultats. Afin de bien ge´rer cet aspect, sur les sce`nes lourdes en objets, nous pou-
vons utiliser une structure d’acce´le´ration, qui limite le calcul de la visibilite´ a` un niveau
supe´rieur, dans les nœuds interme´diaires. Par exemple, si le nœud parent n’est pas visible,
ses fils ne doivent pas eˆtre teste´s. L’utilisation des structures de partitionnement limiterait
ainsi le nombre de tests de visibilite´ tout en garantissant un re´sultat conservatif. Dans le
cas des sce`nes mal partitionne´es, le recalcul des objets en fonction de leur connectivite´
permettrait d’ame´liorer le taux d’occlusion. Ne´anmoins, ces techniques introduisent un
temps de pre´calcul supple´mentaire qui peut devenir limitant pour des sce`nes complexes.
De plus, elles requie`rent une quantite´ de me´moire de stockage importante.
Les tests effectue´s montrent que l’utilisation de plus de quatre threads n’apporte qu’un
gain ne´gligeable du point de vue des re´sultats, pour des architectures quadri-cœurs. Afin
d’optimiser l’utilisation des threads nous pouvons paralle´liser le traitement des e´tapes de
notre pipeline. Cette paralle´lisation peut ame´liorer les performances et e´viter les goulots
d’e´tranglement introduits par notre traitement se´quentiel des e´tapes. Mais, pour assurer la
cohe´rence des donne´es entre les e´tapes, plusieurs copies des informations sont ne´cessaires.
Cependant, l’utilisation de telles ope´rations de copie peut s’ave´rer tre`s couˆteuse en temps
et en me´moire de stockage pour des sce`nes complexes, et limiter ainsi le gain obtenu pour
ce type de sce`nes. Actuellement, des ope´rations se´quentielles, comme l’initialisation des
tampons de sommets, permettent un traitement global des donne´es sans ope´rations de
synchronisation. Une paralle´lisation de ces ope´rations se´quentielles pourrait ame´liorer les
performances de notre pipeline de rendu.
Afin d’utiliser davantage la cohe´rence temporelle et spatiale des donne´es, de nombreux
auteurs se sont inte´resse´s a` la re´utilisation du Z-Buffer sur plusieurs images conse´cutives.
Cette ide´e a de´ja` e´te´ utilise´e pour calculer des images interpole´es ou pour re´utiliser les
informations d’e´clairage, d’ombres ou d’effets comme le flou cine´tique et l’anti-aliasing
(Mark et al. [MMB97], Max et al. [MO95], McMillan [McM99], Yang et al. [YTS+11] ou
Scherzer et al. [SYM+11]). Contrairement a` ces utilisations, notre objectif serait d’exploi-
ter la cohe´rence du Z-Buffer afin d’acce´le´rer le calcul de la visibilite´ d’un triangle ou d’un
objet. Ainsi, lors du rendu d’une image, le Z-Buffer serait pre´rempli avec les informations
de l’image pre´ce´dente, transforme´es en fonction du nouveau point de vue, pour optimiser
le temps de discre´tisation hie´rarchique. Scherzer et al. [SYM+11] montrent que pour des
de´placements continus de la came´ra, en moyenne 90% de pixels sont communs a` deux
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images conse´cutives. Comme nous utilisons un syste`me de discre´tisation hie´rarchique, le
test de visibilite´ d’un objet pourrait eˆtre effectue´ a` des niveaux grossiers. Cette tech-
nique permettrait d’ame´liorer le temps de rendu graˆce a` la diminution du nombre de
tests au niveau pixel. Ne´anmoins, des pixels non-visibles d’une image a` l’autre, suite au
changement du point de vue, peuvent introduire des trous dans le tampon transforme´.
Une interpolation entre les pixels voisins peut tout de meˆme corriger ce proble`me. De
plus, l’utilisation d’un temps de vie pour chaque triangle permettrait de forcer le calcul
d’un nouveau rendu de ce triangle toutes les n images et de limiter ainsi les proble`mes
d’impre´cisions successives transmises d’une image a` l’autre.
Enfin, la mise en place d’un syste`me qui automatiserait la prise en compte des ca-
pacite´s disponibles des deux unite´s de calcul, permettrait de choisir syste´matiquement




AABB Boˆıte englobante aligne´e aux axes du syste`me de coordonne´es
(Axis Aligned Bounding Box)
Back-face culling Test permettant de de´terminer si un polygone est visible par rapport
a` la position courante de la came´ra
BVH Hie´rarchie des boˆıtes englobantes (Bounding Volume Hierarchy)
CAO Conception Assiste´e par Ordinateur
CPU Unite´ centrale de traitement (Central Processing Unit)
Far plane Plan e´loigne´ du coˆne de visualisation, perpendiculaire a` la direction
de visualisation
FPS Nombre d’images affiche´es par seconde (Frames-per-Second)
GPU Processeur graphique (Graphics Processing Unit)
LOD Niveaux de de´tail (Levels of Detail)
Memoire cache Me´moire de petite taille permettant l’acce`s rapide a` des donne´es
fre´quemment utilise´es
Near plane Plan proche du coˆne de visualisation, perpendiculaire a` la direction
de visualisation
OBB Boˆıte englobante oriente´e en fonction de l’objet (Oriented Bounding Box)
Occluder Objet empeˆchant la lumie`re, partiellement ou totalement, d’atteindre un
autre objet
PVS Ensemble d’objets potentiellement visibles (Potentially Visible Set)
SAH Heuristique d’aire surfacique (Surface Area Heuristic)
SIMD Une seule instruction pour plusieurs donne´es
(Single Instruction on Multiple Data)
Threads Se´quences d’instructions qui peuvent eˆtre re´alise´es en paralle`le pour
optimiser l’exe´cution d’une application
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Le rendu 3D temps re´el est devenu ces dernie`res anne´es un outil indispensable pour
tous travaux de mode´lisation et de maintenance des syste`mes me´caniques complexes, pour
le de´veloppement des jeux se´rieux ou ludiques et plus ge´ne´ralement pour toute applica-
tion de visualisation interactive dans l’industrie, la me´decine, l’architecture,... Actuelle-
ment, c’est le domaine de pre´dilection des cartes graphiques en raison de leur architecture
spe´cifiquement conc¸ue pour effectuer des rendus 3D rapides, en particulier graˆce a` leurs
unite´s de discre´tisation et de texture de´die´es.
Cependant, les applications industrielles sont exe´cute´es sur une large gamme d’or-
dinateurs, he´te´roge`nes en terme de puissance de calcul. Ces machines ne disposent pas
toujours de composants mate´riels haut de gamme, ce qui restreint leur utilisation pour
les applications proposant l’affichage de sce`nes 3D complexes. Les recherches actuelles
sont fortement oriente´es vers des solutions base´es sur les capacite´s de calcul des cartes
graphiques modernes, de haute performance. Au contraire, nous ne supposons pas l’exis-
tence syste´matique de telles cartes sur toutes les architectures et proposons donc d’ajuster
notre pipeline de rendu a` celles-ci afin d’obtenir un rendu efficace. Notre moteur de rendu
s’adapte aux capacite´s de l’ordinateur, tout en prenant en compte chaque unite´ de calcul,
CPU et GPU. Le but est d’e´quilibrer au mieux la charge de travail des deux unite´s afin
de permettre un rendu temps re´el des sce`nes complexes, meˆme sur des ordinateurs bas
de gamme. Ce pipeline est aise´ment inte´grable a` tout moteur de rendu classique et ne
ne´cessite aucune e´tape de pre´calcul.
Notre pipeline de rendu permet une exploration efficace de sce`nes dynamiques, graˆce
au syste`me d’occlusion culling a` deux niveaux. D’abord, une e´tape d’occlusion culling,
base´e sur la cohe´rence temporelle des objets, permet de de´terminer les objets visibles
du point de vue courant, alors qu’une deuxie`me e´tape d’occlusion culling, au niveau tri-
angle, permet de re´duire encore la charge de calcul. Cette deuxie`me e´tape, exe´cute´e apre`s
l’e´limination des triangles non visibles a` l’e´cran (par un test de back-face culling, un test
de triangles exte´rieurs et un test de triangles de´ge´ne´re´s), permet d’obtenir un ensemble
minimal de triangles visibles, par une discre´tisation hie´rarchique. Pour obtenir des perfor-
mances temps re´el meˆme sur des architectures bas de gamme, nous proposons un rendu
basse qualite´ lors des de´placements, en calculant la visibilite´ a` une taille infe´rieure a`
celle du rendu final. En conse´quence, des artefacts peuvent apparaˆıtre dans l’image finale,
que nous corrigeons lors d’une e´tape supple´mentaire de dilatation des triangles dans l’es-
pace e´cran. Le rendu final est effectue´ par un processeur d’affichage, logiciel ou mate´riel,
inde´pendant de notre pipeline de rendu, qui est charge´ de la discre´tisation fine des tri-
angles, ainsi que de l’e´clairage et de l’application des textures.
Mots-cle´s : rendu hybride CPU/GPU, pipeline adaptatif, discre´tisation hie´rarchique,
occlusion culling, cohe´rence temporelle.
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Abstract
Nowadays, 3D real-time rendering has become an essential tool for any modeling work
and maintenance of industrial equipment, for the development of serious or fun games,
and in general for any visualization application in the domains of industry, medical care,
architecture,... Currently, this task is generally assigned to graphics hardware, due to its
specific design and its dedicated rasterization and texturing units.
However, in the context of industrial applications, a wide range of computers is
used, heterogeneous in terms of computation power. These architectures are not always
equipped with high-end hardware, which may limit their use for this type of applica-
tions. Current research is strongly oriented towards modern high performance graphics
hardware-based solutions. On the contrary, we do not assume the existence of such hard-
ware on all architectures. We propose therefore to adapt our pipeline according to the
computing architecture in order to obtain an efficient rendering. Our pipeline adapts to
the computer’s capabilities, taking into account each computing unit, CPU and GPU.
The goal is to provide a well-balanced load on the two computing units, thus ensuring
a real-time rendering of complex scenes, even on low-end computers. This pipeline can
be easily integrated into any conventional rendering system and does not require any
precomputation step.
Our rendering pipeline allows efficient exploration of dynamic scenes, thanks to the
two-level occlusion culling system. First, an occlusion culling step, based on the tempo-
ral coherence of objects, quickly determines visible objects for a certain point of view,
while a second one, at triangle level, refines the result. This second step, performed after
the removal of non visible triangles (back-faced, degenerated or out-of-frustum triangles),
provides a minimal set of visible triangles, by using a hierarchical tile-based rasterization.
To obtain real-time performance even on low-end architectures, we propose a low-quality
rendering while on-the-move, computing visibility on a smaller buffer than the final res-
olution. Therefore, holes may appear in the final image, which are filled by a triangle
dilation step. The final rendering is performed by a software or hardware rasterizer, in-
dependent of our rendering pipeline. It performs fine rasterization of triangles, as well as
lighting and texture mapping.
Keywords: hybrid CPU/GPU rasterization, adaptive pipeline, tiled rasterization,
occlusion culling, temporal coherence.
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